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ON WEYL MODULES OVER AFFINE LIE ALGEBRAS IN
PRIME CHARACTERISTIC
CHUN-JU LAI
Abstract. We construct a family of homomorphisms between Weyl modules
for affine Lie algebras in characteristic p, which supports our conjecture on the
strong linkage principle in this context. We also exhibit a large class of reducible
Weyl modules beyond level one, for p not necessarily small.
1. Introduction
1.1. The theory of modular representations of reductive algebraic groups is well
established [Jan03]. In this context, the Weyl modules play a fundamental role as
the Verma modules for the category O, as Lusztig’s conjecture provides a precise
formula expressing the irreducible character in terms of characters of Weyl modules,
where the highest weights of these Weyl modules are controlled by the so-called
strong linkage principle – in other words, if a simple module is a composition factor
of a Weyl module then the two highest weights are “linked” together – this notion is
introduced by Andersen [And80], following the notion of “linkage principle” given
by Humphreys [Hum71].
Explicit homomorphisms between Weyl modules have been constructed by Carter-
Lusztig [CL74] and by Carter-Payne [CP80] for type A. For arbitrary types, ho-
momorphisms have been constructed by Franklin [Fra81, Fra88]. Franklin’s work
is based on Shapovalov’s construction [Sha72] on homomorphisms between Verma
modules in characteristic 0. He first constructed an integral version of Shapovalov
elements, which gives rise to homomorphisms between the Z-forms of Verma mod-
ules. By modifying integral Shapovalov elements, one defines a map between the
Weyl modules using reduction modulo p. On the one hand, a detailed calculation
involving the contravariant form is needed to make sure the map is nonzero. On
the other hand, the BGG resolution is needed to ensure that the map is indeed a
homomorphism.
We are interested in developing a theory of modular representations of affine
Lie algebras. So far there are very few results in the literature. For one, Mathieu
[Mat96] showed that the Steinberg modules are not irreducible in contrast with
the finite types. For another, DeConcini-Kac-Kazhdan [DKK89] showed that the
basic representations for untwisted affine ADE types are irreducible if and only
if the characteristic p of the underlying field does not divide the determinant of
the Cartan matrix of the underlying finite root system. Chari-Jing [CJ01] further
showed that the level one representations are irreducible if p is coprime to the
Coxeter number h. For (possibly twisted) affine ADE types, Brundan-Kleshchev
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[BK02] computed explicitly the determinant of the Shapovalov form on weight
spaces of the basic representations. When combined with [DKK89], it implies that
the basic representation is irreducible if p > 3 for (possibly twisted) affine DE
types and if p > h for (possibly twisted) affine A types. The success of all these
works above essentially hinges on concrete realizations of basic representations of
affine Lie algebras via vertex operators. In contrast, little is known about the
irreducibility of Weyl modules beyond level one.
A major difficulty in generalizing modular representation theory of finite types is
that in an affine Weyl group there are no longest elements, which play an important
role in the finite types. For example, the strong linkage principle for modular
finite types can be proved either by the Jantzen sum formula [Jan77] under some
assumption on p or by Andersen’s approach [And80] on the cohomology on line
bundles. In either way, the proof highly relies on the existence of the longest
element of a Weyl group.
The main observation of this article is that Franklin’s method can be general-
ized to the affine case as long as one establishes the affine version of the integral
Shapovalov elements. Here we state our main theorem.
Main Theorem. Assume that λ, µ are dominant integral weights such that µ =
λ−Dγ for some positive real root γ and positive integer D. There exists a nonzero
homomorphism V (µ)→ V (λ) between Weyl modules of affine Lie algebras in prime
characteristic if the following conditions hold.
(1) µ is γ-mirrored to λ (cf. §2.7).
(2) γ is “good” (cf. §4.1).
(3) D is “small enough” (cf. Theorem 5.10).
In this article we also formulate a conjecture (Conjecture 6.1) on the strong link-
age principle for Weyl modules over affine Lie algebras. To support our conjecture,
we construct a large class of reducible Weyl modules beyond level one using the
main theorem, for p not necessarily small. In particular, our results indicate that
any clear formulation of a sufficient condition for the irreducibility of Weyl modules
seems to be too subtle to formulate.
For type A˜r, we also give an upper bound for p in terms of the level such that
the main theorem applies. In particular, for type A˜1 and for the first few primes
we give a table showing the lowest level of reducible Weyl modules that arise from
our main theorem, and the complete list of quasi-simple weights (cf. §6.3) of level
less than 150.
1.2. The paper is organized as follows. In Section 2 we introduce notations that
are needed for the rest of this paper.
In Section 3 we construct the integral Shapovalov elements for affine Lie algebras.
These elements, by definition, give rise to nonzero homomorphisms between Verma
modules for affine Lie algebras over Z if the two highest weights are linked by a
reflection in the affine Weyl group.
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In Section 4 we show that if the two weights are γ-mirrored for some positive
real root γ, the integral Shapovalov elements actually give rise to nonzero homo-
morphisms between Verma modules in the characteristic p, under a condition on
the distance between the two highest weights. We then show that condition can be
weakened by modifying the integral Shapovalov elements, provided γ is “good”.
In Section 5 we show that if two γ-mirrored weights satisfy an additional con-
dition on their distance, an analogous nonzero homomorphisms between the cor-
responding Weyl modules can be constructed. The contravariant forms and the
BGG resolution for Kac-Moody algebras are used in the proof. Another essential
tool here is Lemma 5.2, which is a variant of the Shapovalov determinant formula.
In Section 6 we relate our main theorem to our conjecture on the strong linkage
principle. We also describe the candidates for reducible Weyl modules. Using our
main theorem, we show that most candidates are reducible except for some rare
“quasi-simple weights”. For type A˜1 we computed for the first few primes a list of
reducible Weyl modules that can be detected by our main Theorem; for type A˜r
we also give an upper bound for p in terms of the level such that our main theorem
applies.
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2. Preliminaries
2.1. Affine Kac-Moody Algebras. Let gC = gC(A) be the affine Kac-Moody
algebra over C associated to a symmetrizable generalized Cartan matrix (GCM)
A = (aij)i,j∈I of affine type and of rank r where I = {0, 1, . . . , r}. Following
[Kac90] and [Car05], let ~a = (ai)i∈I and ~c = (ci)i∈I be the minimal positive integer
vectors such that A~a = 0 = ~c tA. Let (hC, (αi)i∈I , (hi)i∈I) be a minimal realization.
Here hC is the C-span of h0, . . . , hr, and d ∈ hC is a fixed scaling element such that
αi(d) = δi,0. Let n
+
C (and n
−
C) be the subalgebra of gC generated by (ei)i∈I (and
(fi)i∈I , respectively). Let b
±
C = hC ⊕ n
±
C be the corresponding Borel subalgebras.
Let (, ) : gC×gC → C be a non-degenerate invariant symmetric bilinear form which
induces a non-degenerate bilinear form on h∗C.
Let δ =
∑
i∈I aiαi be the basic imaginary root, let c =
∑
i∈I cihi be the central
element, and fix a vector ρ ∈ h∗C satisfying ρ(hi) = 1 for all i ∈ I. Let h =
∑
i∈I ai
be the Coxeter number, and let h∨ =
∑
i∈I ci be the dual Coxeter number. Let
X = {λ ∈ h∗C | λ(hi) ∈ Z for all i ∈ I} be the set of integral weights, and let
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X+ = {λ ∈ X | λ(hi) ≥ 0 for all i ∈ I} be the set of dominant integral weights.
Let ̟0, . . . , ̟r ∈ h
∗
C be the fundamental weights, that is, each ̟j is an element in
h∗C such that ̟j(hi) = δi,j and ̟j(d) = 0. Therefore
X+ =
{
λ =
r∑
i=0
ξi̟i + ξδ ∈ h
∗
C
∣∣∣∣∣ ξi ∈ Z≥0 for all i ∈ I, ξ ∈ C
}
.
2.2. Affine root systems. Let Φ,Φ+,Φre,Φ
+
re,Φim and Φ
+
im be the set of roots,
positive roots, real roots, positive real roots, imaginary roots and positive imagi-
nary roots of the affine Kac-Moody algebra gC, respectively. Let Φ0 be the root
system generated by {αi}
r
i=1. Let Q =
∑
i∈I Zαi (and Q
+ =
∑
i∈I Z≥0αi) be the
set of (non-negative) integer linear combinations of roots of gC. For each element
γ =
∑
i∈I giαi ∈ Q for some gi ∈ Z, we set
hγ =
∑
i
g∨i hi, where g
∨
i = (ai/ci)gi, (2.1)
and let htγ =
∑
i∈I gi be the height of γ. A simple root αη is said to be occurring
in γ if gη 6= 0.
Let hR be the R-span of {hi}i∈I and d. To each real root γ ∈ Φre we assign a
reflection sγ : h
∗
R → h
∗
R given by
sγ(λ) = λ− 〈λ, γ
∨〉γ where 〈λ, γ∨〉 =
2(λ, γ)
(γ, γ)
.
In addition, for each m ∈ Z we assign an affine reflection sγ,m : h
∗
R → h
∗
R given by
sγ,m(λ) = sγ(λ) +mγ.
The affine reflection sγ,m is the reflection with respect to the hyperplane
Hγ,m = {λ ∈ h
∗
R | 〈λ+ ρ, γ
∨〉 = m}.
2.3. Affine Weyl groups. Let W be the Weyl group of gC generated by sα with
α ∈ Φre. It is known that W is also generated by the affine reflections sα,m with
α ∈ Φ0, m ∈ Z. We introduce the dot action of W on h
∗
R by
w · λ = w(λ+ ρ)− ρ.
In particular, for each real root α we have
sα,m · λ = λ− (〈λ+ ρ, α
∨〉 −m)α.
Let θ be the highest root in Φ0. Then (W,S) is a Coxeter system where the
generating set S = {sθ,1, sα1 , . . . , sαr}. A reduced expression for w ∈ W is a
product w = t1 · · · tN of elements {ti}
N
i=1 in S such that the number N is minimal
among all such expressions for w. Here l(w) = N is called the length of w.
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2.4. Verma modules. For any Lie algebra a let U(a) be its universal enveloping
algebra. Let U = U(gC), and let hZ be the Z-span of {d, hi | i ∈ I}. Denote the
Z-form of U by
UZ =
〈
e
(n)
i , f
(n)
i ,
(
h
n
) ∣∣∣∣ i ∈ I, n ∈ Z>0, h ∈ hZ〉 ,
where e
(n)
i = e
n
i /n!, f
(n)
i = f
n
i /n! and
(
h
n
)
= h(h− 1) · · · (h− n+ 1)/n!. We denote
by U−Z and U
+
Z the subrings of U generated by f
(n)
i and by e
(n)
i , respectively. Let
gZ = gC ∩ UZ, n
±
Z = n
±
C ∩ U
±
Z and b
±
Z = n
±
Z ⊕ hZ.
Let K be an algebraically closed field, let gK, n
±
K, hK, UK and U
±
K be the tensor
product of K with gZ, n
±
Z , hZ, UZ and U
±
Z , respectively. For each λ ∈ h
∗
Z we denote
the Verma module (as a UK-module) by
M(λ)K = UK/I(λ)K,
where I(λ)K = I(λ)Z ⊗K and
I(λ)Z =
∑
j∈I,m≥1
UZe
(m)
j +
∑
j∈I,m≥1
U(b−Z )
(
hj − λ(hj)
m
)
. (2.2)
Let v+λ,K = 1 + I(λ)K be a highest weight vector of M(λ)K and let v
+
λ = v
+
λ,C. The
Verma module M(λ)C contains a unique maximal submodule N(λ)C and a unique
simple quotient L(λ)C =M(λ)C/N(λ)C.
In [KK79, Theorem 2] Kac and Kazhdan proved the strong linkage principle for
symmetrisable Kac-Moody algebras.
Proposition 2.1. L(µ)C is a composition factor of M(λ)C if and only if µ = λ or
µ = µ0 ↑ · · · ↑ µN = λ where
x ↑ y ⇔ there exists
{
n ∈ Z>0,
β ∈ Φ+
such that
{
y − x = nβ,
n(β, β) = 2(y + ρ, β).
(2.3)
Remark 2.2. The notion of “linkage principle” – all composition factors of an inde-
composable have linked highest weights – is introduced by Humphreys in [Hum71].
The notion of the strong linkage principle – all composition factors have highest
weights strongly linked to a certain weight – was then defined by Andersen [And80],
though Jantzen had earlier worked out some of the ideas in his own notation.
2.5. Integral bases for UZ. Based on Garland’s work [Gar78] on the loop alge-
bras, Mitzman constructed a PBW-type basis for all (possibly twisted) affine Lie
algebras. Here we first recall the root vectors defined in [Mit85]; define such a
basis for each choice of root vector; then fix a choice (cf. Proposition 2.4) that
significantly simplifies the computation.
Assume that gC is of type X
(k)
r . Let σ be the Dynkin diagram automorphism of
order k which fixes vertex 0. For 1 ≤ i ≤ r and n 6= 0, we set
Xnδ,i =
{
1
2
Xnδ,αi if (αi, σ(αi)) is odd and n is even,
Xnδ,αi otherwise.
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Here Xnδ,αi is the vector defined in [Mit85, (3.9.1), (3.9.6)] (was denoted by Xnı,a).
We then choose Xγ for γ ∈ Φ
+
re such that the set {Xγ | γ ∈ Φ
+
re} ∪ {Xnδ,i | 1 ≤
i ≤ r, n 6= 0} ∪ {h0, h1, . . . , hr, d} is a Chevally basis of gC in the sense of [Mit85,
Definition 2.2.25].
Fix a total ordering ≤ on the set Φ+M = {(γ, i) ∈ Φ
+ × Z | 1 ≤ i ≤ dim gC,γ}.
For now we fix root vectors
{fγ,i, eγ,i | (γ, i) ∈ Φ
+
M}, (2.4)
where eγ,1 = Xγ, fγ,1 = X−γ if γ ∈ Φ
+
re; eγ,i = Xγ,i, fγ,i = X−γ,i if γ ∈ Φ
+
im. For
short, we write fγ = fγ,1 and eγ = eγ,1 for γ ∈ Φ
+
re; write ei = eαi and fi = fαi
for i ∈ I. Define polynomials Λs = Λs(x1, x2, x3, . . .) over C[x1, x2, x3, . . .][[ζ ]] for
s ≥ 0 by ∑
s≥0
Λsζ
s = exp
(∑
j≥1
xj
ζj
j
)
.
For (γ, i) ∈ Φ+M , h ∈ hZ, s ≥ 0, by a slight abuse of notation, set
f
(s)
γ,i = Λs(fγ,i, f2γ,i, f3γ,i, . . .), e
(s)
γ,i = Λs(eγ,i, e2γ,i, e3γ,i, . . .), and h
(s) = Λs(h, h, . . .).
Note that by [Mit85, (4.2.9 – 10)], f
(s)
γ,1 = f
s
γ/s! and e
(s)
γ,1 = e
s
γ/s! are the usual
divided powers if γ ∈ Φ+re, and h
(s) =
(
h+s−1
s
)
for h ∈ hZ. Let P be the set of
functions mapping from Φ+M to Z≥0 with finite support. For each π ∈ P with
finite support {(γ1, i1) < · · · < (γm, im)} we denote the degree of π by deg π =∑m
j=1 π(γj, ij) ∈ Z≥0, the weight of π by wt(π) =
∑N
j=1 π(γj, ij)γj ∈ Q
+. We
define
fπ = f
(π(γ1,i1))
γ1,i1
· · ·f
(π(γm,im))
γm,im
∈ U−Z , and
eπ = e
(π(γ1,i1))
γ1,i1
· · · e
(π(γm,im))
γm,im
∈ U+Z .
Similarly, for each tuple ϕ = (ϕ0, ϕ1, . . . ϕr, ϕr+1) ∈ Z
r+2
≥0 we assign
hϕ = h
(ϕ0)
0 · · ·h
(ϕr)
r d
(ϕr+1) ∈ U(hZ).
Lemma 2.3. (Mitzman) UZ has a Garland-Kostant-type Z-basis
{fπhϕeπ′ | π, π
′ ∈ P, ϕ ∈ Zr+2≥0 }.
As a consequence, U has a PBW-type C-basis
{FπHϕEπ′ | π, π
′ ∈ P, ϕ ∈ Zr+2≥0 },
where
Fπ = fπ
m∏
j=1
π(γj, ij)!, Eπ = eπ
m∏
j=1
π(γj, ij)!, Hϕ = hϕ
r+1∏
j=0
ϕj!.
Proof. By [Mit85, Theorem 4.2.6], the set of monomials fπhϕeπ′ forms a Z-basis
of the subalgebra of U generated by f
(s)
γ,i , e
(s)
γ,i, h
(s)
j and d
(s) for (γ, i) ∈ Φ+M , 0 ≤ j ≤
r, s ≥ 0. See [Mit85, Remark 4.2.7, Corollary 4.4.12] for the identification of this
subalgebra with the algebra UZ defined in Section 2.4. 
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We are able to express each u ∈ U(b−C ) as
u =
∑
π∈P
FπQπ,
where Qπ ∈ U(hC) ≃ C[h0, . . . , hr, d]. We further denote the evaluation of u at
λ ∈ h∗C by
u(λ) =
∑
π∈P
FπQπ(λ) ∈ U(n
−
C ).
Now we explain how we pick a choice of the root vectors and hence an integral
basis of UZ. For ω ∈ P, q ∈ Z>0 and a simple root α, we may rewrite f
q
αFω, using
relations in U , as a C-linear combination of monomials of the form
Fπf
q−i
α , where π(α, 1) = 0, i ∈ Z.
That is, we “move” fα to the very right end. This operation shows up frequently
when it comes to solving the Shapovalov-type equations in Section 3. Now we
define Cω,π,i,q ∈ C be the coefficients such that
fmα Fω =
∑
π∈P
π(α,1)=0
∑
i∈Z
Fπf
m−i
α Cω,π,i,m.
Proposition 2.4. We can rescale the root vectors (cf. (2.4)) so that there are poly-
nomials Cω,π,i ∈ Z[m] satisfying Cω,π,i,m = Cω,π,i(m) for all ω, π, i and m.
Proof. The proof is exactly the same as in the finite case (see [Fra88, Lemma
4.1]). 
From now on, by a little abuse of notation, fix {fγ,i, eγ,i} to be a set of root
vectors as in Proposition 2.4, and hence we have
fmα Fω =
∑
π∈P
π(α)=0
∑
i∈Z
Fπf
m−i
α Cω,π,i(m)
for each m ∈ Z>0, ω ∈ P and simple root α.
Example 2.5. Consider the affine Kac-Moody algebra of type A˜1 with GCM
A =
[
2 −2
−2 2
]
.
Let γ = α0 + δ and pick root vectors f0, f1, fδ,1 and fγ satisfying
fδ,1 = f0f1 − f1f0 and fγ = f0fδ,1 − fδ,1f0.
Fixing α = α0 and Fω = f
2
0 f1 = f1f
2
0 + 2fδ,1f0 + fγ , we have
fm0 Fω = (f1f
2
0 + (m+ 2)fδ,1f0 +
(
m+2
2
)
fγ)f
m
0 ,
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that is,
Cω,π,i(m) =

1 if Fπ = f1, i = −2,
m+ 2 if Fπ = fδ,1, i = −1,(
m+2
2
)
if Fπ = fγ , i = 0,
0 otherwise.
Note that
(
m+2
2
)
6∈ Z[m], so we have to choose again fγ =
1
2
(f0fδ,1−fδ,1f0) to make
Cω,π,i(m) ∈ Z[m] as mentioned in Proposition 2.4.
2.6. Weyl modules. Note that in the finite dimensional framework there are
two constructions of the Weyl modules – one by reduction modulo p from known
modules in characteristic 0, and one by taking dual of some induced modules. In
this paper we adopt the definition of Weyl modules by reduction modulo p. From
now on let K be an algebraically closed field of characteristic p > 0. For each
λ ∈ X+, recall that M(λ)C = Uv
+
λ so that we have
L(λ)C = Uv
+
λ where v
+
λ = v
+
λ +N(λ)C.
Then we define its Z-form L(λ)Z = UZv
+
λ and define the Weyl module
V (λ) = L(λ)Z ⊗K.
2.7. Nearest lower reflections. Fix a positive real root γ ∈ Φ+re and a positive
integer e, for each λ ∈ X we set D′ = 〈λ + ρ, γ∨〉 ∈ Z. There are uniquely
determined integers M,D ∈ Z such that D′ = Mpe+D such that 0 ≤ D < pe. Set
Rγ,e = sγ,Mpe, hence
Rγ,e · λ = sγ,Mpe · λ = λ−Dγ.
Hγ,0 Hγ,pe Hγ,Mpe−D Hγ,Mpe
λλ−Dγ
· · ·
· · ·
Hγ,Mpe+D
Rγ,e · −
In words, Rγ,e is the nearest lower p
e-reflection. That is, among those pe-hyperplanes
of the formHγ,Mpe withM ∈ Z, Rγ,e is the reflection with respect to the hyperplane
that is nearest to λ.
Let λ, µ ∈ X+ be two dominant integral weights. µ is said to be (γ, e)-mirrored
to λ if µ = Rγ,e · λ and we write µ ↑
e
γ λ. Finally, µ is said to be γ-mirrored to λ if
µ is (γ, e)-mirrored to λ for some positive integer e and we write µ ↑γ λ.
Remark 2.6. In modular finite case, the blocks were classified by Donkin [Don80]
using the theory of GnT -modules. Here Gn is the nth Frobenius kernel in the
algebraic group G and T is a maximal torus in G. In the representation theory for
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GnT , the building blocks of strong linkage are given by the γ-mirrored condition.
The strong linkage principle in this context is proved by Doty [Dot89] and he
showed that it implies the strong linkage principle for the modular finite case.
This is why our seemingly strange γ-mirrored condition is the reasonable format.
3. Construction of Integral Shapovalov elements
In this section we construct an integral version of Shapovalov elements for the
affine case. The argument is adapted from Franklin’s construction [Fra88] for the
finite case. The idea is to study closely the coefficients in every Shapovalov equation
in terms of the PBW-type basis for affine Lie algebras.
3.1. Generic Shapovalov Elements. As in [KK79], it is easy to verify that if
χ ∈ Hγ,D then any nonzero homomorphismM(χ−Dγ)C →M(χ)C is an embedding
and is of the form v+χ−Dγ 7→ uv
+
χ for some u ∈ U(b
−
C )−Dγ. On the other hand, for
a fixed positive real root γ and a fixed positive integer D, any generic Shapovalov
element S (with respect to (γ,D)) gives rise to nonzero homomorphisms M(χ −
Dγ)C →M(χ)C by v
+
χ−Dγ 7→ Sv
+
χ if χ ∈ Hγ,D.
Definition 3.1. An element S ∈ U(b−C ) is called a (generic) Shapovalov element
(with respect to a positive real root γ and a positive integer D) if the conditions
(S1)-(S3) below hold:
(S1) S ∈ U(b−C )−Dγ;
(S2) eiS · v
+
χ = 0 for all i ∈ I and χ ∈ Hγ,D;
(S3) The highest degree PBW monomial of S is a product of fDgii for all i ∈ I.
Lemma 3.2. Let γ ∈ Φ+
re
and D ∈ Z>0. There is a Zariski-dense subset Θ of the
hyperplane Hγ,D such that for each χ ∈ Θ there exists an element S
χ = Sχ(γ,D)
in U(n−C ) satisfying (S1
′)-(S3′) below:
(S1′) Sχ =
∑
π∈P
FπQ
χ
π where wt(π) = Dγ and Q
χ
π ∈ C;
(S2′) Sχ · v+χ is a singular vector in M(χ)C;
(S3′) The highest degree PBW monomial of Sχ is a product of fDgii for all i ∈ I.
Moreover, Θ satisfies a polynomial condition below:
(S4′) There are polynomials Qπ ∈ C[h0, . . . , hr] such that Qπ(χ) = Q
χ
π for χ ∈ Θ.
Proof. The proof is exactly the same as in the finite case (see [Hum08, Sect. 4.13]).

Corollary 3.3. For fixed γ ∈ Φ+
re
and D ∈ Z>0, there exists a (generic) Shapovalov
element S = S(γ,D). Moreover, S is unique modulo the left U(b−C)-ideal J(γ,D) =
U(b−C )(hγ + ρ(hγ)−D).
Proof. Let S =
∑
π FπQπ where the polynomials Qπ are defined in Lemma 3.2. For
each χ ∈ Θ the evaluation S(χ) equals to the element Sχ constructed in Lemma
3.2. By the density of Θ, the evaluation S(χ) also satisfies Conditions (S1′) - (S3′)
for each χ ∈ Hγ,D and hence S satisfies Conditions (S1) - (S3). 
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3.2. Integral Shapovalov Elements. The above-mentioned generic Shapovalov
elements give rise to nonzero homomorphisms between Verma modules in charac-
teristic 0. Franklin ([Fra81]) introduced the integral Shapovalov elements for finite
types and showed that such elements give rise to nonzero homomorphisms between
the Z-forms of Verma modules for finite types.
We generalize his idea to the affine types and showed that the integral Shapo-
valov elements give rise to nonzero homomorphisms between the Z-forms of Verma
modules for affine types. In this section we mainly follow the outline given in
[Fra88], while some adaptations are needed for the affine type.
Definition 3.4. An element Z ∈ U(b−C) is called an integral Shapovalov element
(with respect to a positive real root γ =
∑
i∈I giαi, gi ∈ Z; and a positive integer
D) if the conditions (Z1)–(Z3) below hold:
(Z1) Z =
∑
π∈P
FπQπ where wt(π) = Dγ and Qπ ∈ Z[h0, . . . , hr];
(Z2) e
(n)
i Z ∈ I(γ,D)Z =
∑
j∈I
m≥1
UZe
(m)
j + U(b
−
Z )(hγ + ρ(hγ)−D) for i ∈ I, n > 0;
(Z3) The highest degree PBW monomial in Z is a product of fDgii for all i ∈ I.
We will see that for each γ ∈ Φ+re and D ∈ Z>0, the integral Shapovalov element
does exist and is unique (cf. 3.6), which we call Z(γ,D). Here we prove the
existence of Z(γ,D) and its “evaluation” Zχ(γ,D) simultaneously via an induction
on the height of γ as follows:
(1) The initial case follows from an explicit construction.
(2) Assuming the existence of Z(β,D) for some β = sα(γ) < γ, we construct
explicitly a dense subset Θ1 = Θ1(α) of Hγ,D (cf. (3.2) ) such that for any
χ ∈ Θ1, Z
χ exists.
(3) The existence of Zχ in a dense subset Θ1 of Hγ,D leads to the existence of
Z(γ,D).
Theorem 3.5. Let γ =
∑
i∈I giαi ∈ Φ
+
re
and D ∈ Z>0. There is a dense subset
Θ ⊂ Hγ,D such that for each χ ∈ Θ there exists Z
χ = Zχ(γ,D) ∈ U(n−C ) satisfying
(Z1′)–(Z3′) below:
(Z1′) Zχ =
∑
π∈P
FπQ
χ
π where wt(π) = Dγ and Q
χ
π ∈ Z;
(Z2′) e
(n)
i Z
χ ∈ I(χ)Z (cf. (2.2)) for i ∈ I, n ∈ Z>0;
(Z3′) The highest degree PBW monomial in Zχ is a product of fDgii for all i ∈ I;
(Z4′) There are polynomials Qπ ∈ Z[h0, . . . , hr] such that Qπ(χ) = Q
χ
π for χ ∈ Θ.
Assuming Theorem 3.5, one can prove the existence and uniqueness immediately.
Corollary 3.6. For each γ ∈ Φ+
re
and D ∈ Z>0 there exists an integral Shapovalov
element Z = Z(γ,D) ∈ U(b−Z ). Moreover, Z is unique modulo the left U(b
−
Z )-ideal
J(γ,D)Z = U(b
−
Z )(hγ + ρ(hγ)−D). (3.1)
Proof. The existence part is similar to Corollary 3.3. The uniqueness part follows
from that e
(n)
i J(γ,D)Z ⊂ U(b
−
Z )e
(n)
i + U(b
−
Z )(hγ + ρ(hγ)−D) ⊂ I(γ,D)Z. 
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Before proceeding to the proof of Theorem 3.5 we need some lemmas.
Lemma 3.7. If γ ∈ Φ+
re
then there are distinct positive roots {γi}
n
i=0 such that
(1) γ0 = γ.
(2) γi = sǫi(γi−1) < γi−1 for some simple root ǫi.
(3) γn = αη for some simple root αη occurring (cf. §2.2) in γ.
Proof. This is done by induction on the height of γ. 
Remark 3.8. For any λ ∈ Hγ,Mpe+D, we have a commutative diagram of weights
via dot-actions:
λ = λ0
ǫ1
λ1
ǫ2
· · ·
ǫn−1
λn−1
· · ·
µ = µ0
γ = γ0
✻
ǫ1
µ1
γ1
✻
ǫ2
· · ·
ǫn−1
µn−1
γn−1
✻
where λi = sǫi · λi−1, µi = sǫi · µi−1 = λi −Dγ, and µ = λ−Dγ.
Note that we reserve the freedom to choose a suitable dense subset of Hγ,Mpe+D
to determine the order of the λi’s and µi’s, and hence the direction of the corre-
sponding Verma module inclusions.
In the rest of this section we fix γ ∈ Φ+re, D ∈ Z>0, χ ∈ Hγ,D ∩X , ν = sα · χ and
β = sα(γ) < γ for a simple root α. We have
ν = χ + qα where q = −〈χ+ ρ, α∨〉 ∈ Z, and
β = γ − bα where b = 〈γ, α∨〉 ∈ Z>0.
There are three possible commutative diagrams of weights via dot-actions:
Case 1 : q > 0 Case 2 : 0 > q > −Db Case 3 : q < −Db.
χ
sα ✲ ν
χ−Dγ
sγ
✻
sα
✲ ν −Dβ
sβ
✻
χ ✛
sα
ν
χ−Dγ
sγ
✻
sα
✲ ν −Dβ
sβ
✻
χ ✛
sα
ν
χ−Dγ
sγ
✻
✛
sα
ν −Dβ
sβ
✻
The first case will be used in proving Theorem 3.5; the second case shows up in
the proof of Lemma 5.2; although one can formulate a similar statement for the
third case, it does not play a role in this article. Let
Θ1 = Θ1(γ,D, α) = Hγ,D ∩X ∩H
−
α,0, (3.2)
where H−α,m = {χ ∈ h
∗
R | 〈χ+ρ, α
∨〉 < m}. In other words, we have q, q+Db ∈ Z>0
for each χ ∈ Θ1. We further let
Θ2 = Θ2(γ,D, α) = Hγ,D ∩X ∩H
+
α,0 ∩H
−
α,−Db, (3.3)
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where H+α,m = {χ ∈ h
∗
R | 〈χ + ρ, α
∨〉 > m} for all m ∈ Z. In contrast, we have
q ∈ Z<0 and q +Db ∈ Z>0 for each χ ∈ Θ2.
Lemma 3.9. Assume that Z = Z(β,D) exists, then each χ ∈ Θ1 (cf. (3.2)) has a
unique (depending only on the choice of Z) element Zχ = Zχ(γ,D, α) ∈ U(n−Z )−Dγ
making the following diagram of Verma module homomorphisms commute.
M(χ)C
f qα ✲ M(ν)C
M(χ−Dγ)C
Zχ
✻
f q+Dbα
✲ M(ν −Dβ)C
Z(ν)
✻
Here Z(ν) is the evaluation of Z at ν (cf. §2.5). In particular, the element Zχ is
determined by the Shapovalov equation
Zχf qα = f
q+Db
α Z(ν).
Proof. A direct calculation shows that ν −Dβ = sβ · ν = sα · (χ−Dγ), and hence
by the strong linkage principle (Proposition 2.1) we have a commuting diagram of
nonzero homomorphisms below.
M(χ)C
i3 ✲ M(ν)C
M(χ−Dγ)C
i1
✻
i2
✲ M(ν −Dβ)C
i4
✻
Here ik is the left multiplication of a nonzero element uk ∈ U(n
−
C ) for k = 1, . . . , 4.
Since f qα ∈ Cu3, f
q+Db
α ∈ Cu2 and by assumption that Z(ν) ∈ Cu4, so there is a
unique element Zχ ∈ Cu1 such that the Shapovalov equation holds. 
Similarly, one can prove the counterpart of Lemma 3.9.
Lemma 3.10. Assume that Z = Z(β,D) exists, then each χ ∈ Θ2 (cf. (3.3)) has a
unique (depending only on the choice of Z) element Zχ = Zχ(γ,D, α) ∈ U(n−Z )−Dγ
such that the following diagram of Verma module homomorphisms commutes.
M(χ)C ✛
f−qα M(ν)C
M(χ−Dγ)C
Zχ
✻
f q+Dbα
✲ M(ν −Dβ)C
Z(ν)
✻
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In particular, the element Zχ is determined by the Shapovalov equation
Zχ = f q+Dbα Z(ν)f
−q
α .
Now we are finally in a position to prove Theorem 3.5.
Proof of Theorem 3.5. The proof is done by induction on the height of γ. For the
initial case γ = αη, we set Θ = Hγ,D∩X and Z
χ = fDη so that the conditions (Z1
′),
(Z3′) and (Z4′) follow immediately from definition. Finally (Z2′) follows from the
useful formula of Kostant below.
e
(n)
i f
(D)
η = δi,η
min(n,D)∑
k=0
f
(D−k)
i
(
hi−n−D+2k
k
)
e
(n−k)
i .
For the inductive case htγ > 1, we apply Lemma 3.9 with α = ǫ1,Θ = Θ1
and obtain a Shapovalov equation Zχf qα = f
q+Db
α Z(ν). Let Z(ν) =
∑
ω
FωQ
′
ω where
Q′ω ∈ Z. Solving this leads to an explicit expression:
Zχf qα =
∑
ω∈P
f q+Dbα FωQ
′
ω
=
∑
π∈P
π(α)=0
∑
i∈Z
Fπf
q+Db−i
α
(∑
ω∈P
Cω,π,i(q +Db)Q
′
ω
)
.
Therefore, Zχ =
∑
π FπQ
χ
π where
Qχπ =
∑
ω∈P
CωQ
′
ω for some Cω ∈ Z.
It is routine to check that the element Zχ obtained this way satisfies (Z1′)–(Z3′).
For (Z4′), by the inductive hypothesis for each π there is a polynomial Pπ ∈
Z[h0, . . . , hr] such that Q
′
π = Pπ(ν). Let α = αk. Note that for each i ∈ I we have
hi(ν) = 〈ν, α
∨
i 〉 = 〈χ, α
∨
i 〉 − 〈χ+ ρ, α
∨〉〈α, α∨i 〉 =
(
hi − aik(hk + 1)
)
(χ).
So there is a polynomial P ′π ∈ Z[h0, . . . , hr], obtained from Pπ by replacing hi by
hi − aik(hk + 1) for each i, such that P
′
π(χ) = Pπ(ν) = Q
′
π and hence by defining
Qπ =
∑
ω∈P CωP
′
π one has
Qπ(χ) =
∑
ω∈P
CωP
′
π(χ) =
∑
ω∈P
CωQ
′
π = Q
χ
π.

Corollary 3.11. Assume that λ ∈ Hγ,D and µ = λ − Dγ. There is a nonzero
homomorphism M(µ)Z → M(λ)Z given by
v+µ 7→ Zv
+
λ ,
where Z = Z(γ,D) is the integral Shapovalov element.
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Example 3.12. Consider the affine Kac-Moody algebra of type A˜1 with fixed posi-
tive real root γ = α0+ δ and D = 1. Then the sequence of positive roots described
in Lemma 3.7 is given by
α0 + δ = γ0 > γ1 = sα0(γ0) = α1.
The dense subset Θ ⊂ Hγ,D in Theorem 3.5 is given by
Θ = {χ = ξ0̟0 − 2(ξ0 + 1)̟1 + ξδ | ξ0 ∈ Z<0}
= {−(q + 1)̟0 + 2q̟1 + ξδ | q ∈ Z≥0} ,
where q = −〈χ+ ρ, α∨0 〉. For each weight χ ∈ Θ, we have a Shapovalov equation
Zχf q0 = f
q+2
0 f1.
Solving this, we get Zχ = f1f
2
0 + fδ,1f0(q + 2) + fγ(q + 2)(q + 1) as in Example
2.5. Note that evaluation at χ = −(q + 1)̟0+ 2q̟1+ ξδ replaces h0 by −(q + 1),
equivalently, q+2 = −h0(χ)+ 1. Hence it leads to an integral Shapovalov element
Z = f1f
2
0 − fδ,1f0(h0 − 1) + fγ(h
2
0 − h0).
4. Homomorphisms between Verma modules in characteristic p
For finite types, Franklin ([Fra88]) showed that if the corresponding positive
root for an integral Shapovalov element is not “exceptional” , there is a “modified”
Shapovalov element that gives rise to a nonzero homomorphism between Verma
modules in characteristic p, without any restriction. As for the five “exceptional”
roots, additional restrictions on the distance between the two highest weights are
required.
In this section we generalize Franklin’s idea to affine types. In our viewpoint,
the restriction for “exceptional” roots is in fact a generic phenomenon. We first
show that under a restriction on the distance, integral Shapovalov elements give
rise to nonzero homomorphisms between Verma modules in characteristic p. We
then show that the restriction is the coarsest if the corresponding positive real root
is “good”.
4.1. η-goodness.
Definition 4.1. For a fixed prime number p and η ∈ I, a positive real root γ ∈ Φ+re
is called η-good if the multiplicity of hη occurring in hγ (cf. (2.1)) is coprime to p,
and the simple root αη has the same length as γ.
In other words, assume that hγ =
∑
g∨i hi for some g
∨
i ∈ Z. γ is η-good if
gcd(g∨η , p) = 1 and (αη, αη) = (γ, γ).
Lemma 4.2. If γ is η-good then
Z[h0, . . . , hr]⊗ Z(p) ≃ Z[h0, . . . , ĥη, . . . , hr, hγ + ρ(hγ)−D]⊗ Z(p).
Here ĥη represents the omission of the variable and Z(p) = {r/q ∈ Q | gcd(p, q) =
1} is the localization of Z at pZ.
Proof. It follows from that hη =
1
g∨η
(hγ −
∑
i 6=η g
∨
i hi) and p 6 | g
∨
η . 
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Now we define an “hη-avoiding” Shapovalov-type element by modifying Z as
follows.
Lemma 4.3. Let Z = Z(γ,D) =
∑
π FπQπ with Qπ ∈ Z[h0, . . . , hr] for some D ∈
Z>0 and γ ∈ Φ
+
re
such that αη is occurring in γ, and let N = max{deghη Qπ | π ∈
P}. There is an element Zη = Zη(γ,D) ∈ U(b
−
Z ) satisfying the following conditions
(G1)-(G3):
(G1) Zη =
∑
π∈P
FπQη,π where wt(π) = Dγ and Qη,π ∈ Z[h0, . . . , ĥη, . . . , hr];
(G2) e
(n)
i Zη ∈ I(γ,D)Z for all i ∈ I and n > 0;
(G3) The highest degree PBW monomial in Zη is a product of f
Dgi
i for all i ∈ I
times (g∨η )
N .
Proof. By definition,
(g∨η )
NZ =
∑
π∈P
Fπ(g
∨
η )
NQπ =
∑
π∈P
FπQ
′
π,
where Q′π ∈ Z[h0, . . . , ĥη, . . . , hr, hγ + ρ(hγ)−D]. Equivalently,
(g∨η )
NZ =
N∑
m=0
uη,m(hγ + ρ(hγ)−D)
m,
for some uη,m ∈ U(b
−
Z ). Finally, we define
Zη = (g
∨
η )
NZ −
N∑
m=1
uη,m(hγ + ρ(hγ)−D)
m =
∑
π∈P
FπQη,π,
where Qη,π ∈ Z[h0, . . . , ĥη, . . . , hr] as required in (G1). By construction (G2) is
satisfied. (G3) follows from the fact that e
(n)
i (hγ + ρ(hγ)−D) ∈ UZe
(n)
i ⊂ I(γ,D)Z
and hence
e
(n)
i Zη = (g
∨
η )
Ne
(n)
i Z −
N∑
m=1
uη,me
(n)
i (hγ + ρ(hγ)−D)
m ∈ I(γ,D)Z.

Example 4.4. Recall that in Example 3.12 we have γ = 2α0 + α1 and hence hγ =
2h0 + h1. Therefore γ is 0-good for any odd prime and is 1-good for any prime.
We have already an h1-avoiding Shapovalov element
Z1 = Z = f1f
2
0 − fδ,1f0(h0 − 1) + fγ(h
2
0 − h0).
As for η = 0, to achieve an h0-avoiding Shapovalov element we first replace h0 by
1
2
(hγ − h1) and then make a suitable scaling. Thus
gN0 Z = 2
2Z = 4f1f
2
0 − 2fδ,1f0(hγ − h1 − 2) + fγ(hγ − h1)(hγ − h1 − 2).
Note that hγ + ρ(hγ)−D = hγ + 2. Setting hγ = −2, we obtain
Z0 = 4f1f
2
0 + 2fδ,1f0(h1 + 4) + fγ(h1 + 2)(h1 + 4).
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4.2. Projection onto U(b−C ). Let Pb− : U → U(b
−
C ) be the projection correspond-
ing to the direct sum decomposition U =
∑
α∈Φ+ Ueα ⊕ U(b
−
C ). It is easy to see
that for each λ ∈ h∗R, u ∈ U we have
uv+λ = Pb−(u)v
+
λ .
In this section we study e
(n)
i Zηv
+
λ for the hη-avoiding integral Shapovalov element
Zη we constructed in Lemma 4.3.
Lemma 4.5.
(1) Assume that n ∈ Z>0, i ∈ I. Let Ψπ,ω = Ψπ,ω(i, n) ∈ U(hC) be such that
Pb−
(
e
(n)
i Fπ
)
=
∑
ω∈P
FωΨπ,ω.
Then Ψπ,ω ∈ Z[hi] and deghi Ψπ,ω ≤ π(αi).
(2) Let D ∈ Z>0, γ =
∑
i∈I giαi ∈ Φ
+
re
with gη 6= 0, Zη = Zη(γ,D) =
∑
π∈P
FπQη,π
where Qη,π ∈ Z[h0, . . . , ĥη, . . . , hr] as in Lemma 4.3, and let Ψ
′
ω ∈ U(hC) be
such that
Pb−
(
e
(n)
i Zη
)
=
∑
ω∈P
FωΨ
′
ω.
Then Ψ′ω ∈ Z[h0, . . . , hr] and deghη Ψ
′
ω ≤ Dgη.
Proof. The first part is exactly the same as in the finite case [Fra88, Lemma 4.3].
Also,
deghη Ψ
′
ω = max
{
deghη Ψπ,ω + deghη Qη,π
∣∣∣ wt(π) = Dγ}
≤ δi,ηmax {π(αη) | wt(π) = Dγ} ≤ Dgη.
This proves (2). 
Combining Lemma 4.2 and Lemma 4.5, we can express Pb−
(
e
(n)
i Zη
)
as
Pb−
(
e
(n)
i Zη
)
=
Dgη∑
m=0
um
(
hγ+ρ(hγ)−D
m
)
, (4.1)
for some um ∈ U(n
−
Z )⊗ Z[h0, . . . , ĥη, . . . , hr]⊗ Z(p).
Proposition 4.6. Let Zη = Zη(γ,D). If γ =
∑
giαi ∈ Φ
+
re
is η-good then hγ +
ρ(hγ)−D divides Pb−
(
e
(n)
i Zη
)
, that is, u0 defined in (4.1) equals to 0.
Proof. For each χ ∈ Hγ,D we have e
(n)
i Zηv
+
χ = 0 and hence Pb−
(
e
(n)
i Zη
)
v+χ = 0.
Thus hγ + ρ(γ)−D divides Pb−
(
e
(n)
i Zη
)
. 
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4.3. Homomorphisms between Verma modules. Now we are in a position to
construct the homomorphisms in detail. Note that the naive mapM(µ)K → M(λ)K
sending v+µ ⊗ 1K to Zηv
+
λ ⊗ 1K is not necessarily nonzero since p may divide Zη(λ)
in UZ. In our construction we send v
+
µ ⊗ 1K to (Zηv
+
λ )/p
f ⊗ 1K instead, where p
f
is the highest p-power dividing Zη(λ) in UZ.
Proposition 4.7. If N ∈ Z>0 divides Zη(λ) in UZ then N also divides each um
defined in (4.1).
Proof. It is exactly the same as in the finite case [Fra88, Proposition 5.1]. 
Corollary 4.8. Assume that µ ↑γ λ (cf. §2.7) and γ =
∑
giαi ∈ Φ
+
re
is η-good. If
Dgη < p
e then there is a nonzero homomorphism M(µ)K →M(λ)K.
Proof. Let pf be the highest p-power dividing Zη(λ) in UZ. Applying Lemma 4.6
and Proposition 4.7 with N = pf , we have
e
(n)
i
Zη(λ)
pf
v+λ =
Dgη∑
m=1
um
pf
(
〈λ+ρ,γ∨〉−D
m
)
v+λ .
Since Dgη < p
e, each m < pe and hence each
(
〈λ+ρ,γ∨〉−D
m
)
=
(
Mpe
m
)
∈ pZ. Therefore
e
(n)
i
Zη(λ)
pf
v+λ ⊗1K = 0 and the mapM(µ)K →M(λ)K sending v
+
µ ⊗1K to
Zη(λ)
pf
v+λ ⊗1K
is a homomorphism. 
5. Homomorphisms between Weyl modules
Now we start to deal with the Weyl modules using reduction modulo p. To
construct an analogous homomorphism as in Section 4, we have to make sure
that Zηv
+
λ is nonzero in L(λ)Z, which is not obvious. This is done by using the
contravariant form and the Shapovalov factor formula (= Lemma 5.2). Finally
we prove the existence of nonzero homomorphisms between Weyl modules whose
highest weights are γ-linked if the two highest weights are close enough. In this
section we mainly follow the outline given in [Fra81], while some adaptations are
needed for the affine type.
5.1. Contravariant Forms. In this section we review some basic properties of
the contravariant form mentioned in [Hum08, Sect. 3.14, 3.15] and [Fra81, §8]. A
symmetric bilinear form C : U × U → U(hC) is called contravariant if
C(u · v, v′) = C(v, τ(u) · v′) for all u ∈ U, v, v′ ∈ U.
Proposition 5.1.
(a) Let Ph : U → U(hC) be the projection. Then C(u, v) = Ph(τ(u)v) is a
nonzero contravariant form.
(b) The weight spaces are orthogonal to each other with respect to C, i.e.,
C(Uλ, Uµ) = 0 if λ 6= µ.
(c) Let Cλ : U × U → C be the evaluation of C at λ. Then
RadCλ = {u ∈ U | uv+λ = 0}.
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(d) C is non-degenerate on U(b−C ).
(e) degC(Fπ, Fω) ≤ min(degFπ, degFω).
5.2. Shapovalov Factor Formula. Recall that for arbitrary Kac-Moody algebras,
the Shapovalov determinant formula [KK79, Theorem 1] computes the determinant
of the contravariant form on U−Dγ as follows.
detC |U−Dγ=
∏
α∈Φ+re
∞∏
n=1
(hα + ρ(hα)− n)
P (Dγ−nα)
∏
α∈Φ+
im
(hα + ρ(hα))
∞∑
n=1
P (Dγ−nα)
.
Here P is the Kostant partition function. In this section we prove a variant that
describes the common factor for the column corresponding to an integral Shapovalov
element Z(γ,D).
Lemma 5.2. Let Z = Z(γ,D) for some γ ∈ Φ+
re
and D ∈ Z>0. Define ǫi, γi as in
Lemma 3.7. Let bi ∈ Z≥0 be such that γ =
∑
biǫi, and let βi = sǫ1 · · · sǫi−1(ǫi) ∈ Φ
+
re
.
Then for any u ∈ U we have
C(u, Z) ∈ C
n∏
i=1
Dbi∏
j=1
(hβi + ρ(hβi)− j).
Proof. We will show that for fixed i ∈ {1, . . . , n} and j ∈ {1, . . . , Dbi} that hβi +
ρ(hβi)− j divides C(u, Z). By Proposition 5.1 one needs to check that C
λ(u, Z) =
0 for all λ ∈ Hβi,j, equivalently, Zv
+
λ ∈ N(λ)C. So it remains to check that there
is a dense subset Θ of Hβi,j such that for any λ ∈ Θ, we have
Zv+λ ∈M(sα · λ)C, α ∈ Φre+ .
Now qi = −〈λ + ρ, β
∨
i 〉 = −j < 0. By assumption qi + Dbi = Dbi − j ≥ 0, and
hence by Lemma 3.10 there is a commutative diagram of Verma module inclusions
M(λi−1)C ✛
f−qiǫi M(λi)C
M(µi−1)C
Z(γi−1, D)(λi−1)
✻
f qi+Dbiǫi ✲ M(µi)C
Z(γi, D)(λi)
✻
(5.1)
Recall that as in Remark 3.8 we can choose a dense subset of Hγ,MP e+D such
that for any λ in the subset we have the following commutative diagram of weights.
λ = λ0 ✛
ǫ1
λ1 ✛
ǫ2
· · · ✛
ǫi−1
λi−1
µ = µ0
γ = γ0
✻
✛
ǫ1
µ1
γ1
✻
✛
ǫ2
· · · ✛
ǫi−1
µi−1
γi−1
✻
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By Lemma 3.9 the above diagram leads to a commutative diagram of Verma module
inclusions.
M(λ0)C ✛
f q1ǫ1 M(λ1)C ✛
f q2ǫ2 · · · ✛
f
qi−1
ǫi−1
M(λi−1)C
M(µ0)C
Z(γ,D)
✻
✛
f q1−Db1ǫ1
M(µ1)C
Z(γ1, D)(λ1)
✻
✛
f q2−Db2ǫ2
· · · ✛
f
qi−1−Dbi−1
ǫi−1
M(µi−1)C
Z(γi−1, D)(λi−1)
✻
(5.2)
Finally, calculations show that if i 6= n then for a suitable choice of dense subset
of Hγ,MP e+D there is a commutative diagram of weights as the following with
λ′i−1 = λi, λ
′
k = sǫk+1 · λ
′
k+1, µ
′
i−1 = µi, µ
′
k = sǫk+1 · µ
′
k+1, β
′
k = sǫk+1 · · · sǫi−1(ǫi),
γ′i−1 = γi and γ
′
k = sǫk+1(γk+1).
λ0 ✛
ǫ1
λ1 ✛
ǫ2
· · · ✛
ǫi−1
λi−1
λ′0
βi = β
′
0
✻
✛ ǫ1 λ′1
β ′1
✻
✛ ǫ2 · · · ✛
ǫi−1
λ′i−1 = λi
β ′i−1 = ǫi
✻
µ′0
γi = γ
′
0
✻
✛
ǫ1
µ′1
γ′1
✻
✛
ǫ2
· · · ✛
ǫi−1
µ′i−1 = µi
γ′i−1 = γi
✻
µ0
βi = β
′
0
✻
✛
ǫ1
µ1
β ′1
✻
✛
ǫ2
· · · ✛
ǫi−1
µi−1
β ′i−1 = ǫi
✻
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Now let Qk = 〈γ
′
k, ǫ
∨
k 〉. Again by Lemma 3.9 the above diagram leads to a commu-
tative diagram of Verma module inclusions.
M(λ0)C ✛
f q1ǫ1 M(λ1)C ✛
f q2ǫ2 · · · ✛
f
qi−1
ǫi−1
M(λi−1)C
M(λ′0)C
S(βi, j)
✻
✛
f q1−jb1ǫ1 M(λ′1)C
✻
✛ · · · ✛ M(λ′i−1)C
f jǫi
✻
M(µ′0)C
Z(γi, D)(λ
′
0)
✻
✛
f q1−jb1−DQ1ǫ1 M(µ′1)C
✻
✛ · · · ✛ M(µ′i−1)C
Z(γ′i−1, D)(λ
′
i−1)
✻
M(µ0)C
S(βi, Dbi − j)(µ
′
0)
✻
✛
f q1−Db1ǫ1 M(µ1)C
✻
✛ · · · ✛ M(µi−1)C
fDbi−jǫi
✻
(5.3)
Combining Diagrams (5.1), (5.2) and (5.3) and using the fact that U has no zero
divisors, we obtain another commutative diagram below:
M(λ)C ✛
S(βi, j)
M(λ′0)C
M(µ)C
Z(γ,D)
✻
✛S(βi, Dbi − j)(µ
′
0) M(µ′0)C
Z(γi, D)(λ
′
0)
✻
This shows that Zv+λ = S(βi, Dbi − j)(µ
′
0)Z(γi, D)(λ
′
0)S(βi, j)v
+
λ ∈M(sβi · λ)C.
For the special case i = n, Diagram (5.3) is replaced by
M(λ0)C ✛
f q1ǫ1 M(λ1)C ✛
f q2ǫ2 · · · ✛
f
qi−1
ǫi−1
M(λi−1)C
M(λ′0)C
= M(µ′0)C
S(γ, j)
✻
✛
f q1−jb1ǫ1 M(λ
′
1)C
= M(µ′1)C
✻
✛ · · · ✛
M(λ′i−1)C
=M(µ′i−1)C
f jǫi
✻
M(µ0)C
S(γ,D − j)(µ′0)
✻
✛
f q1−Db1ǫ1 M(µ1)C
✻
✛ · · · ✛ M(µi−1)C
fDbi−jǫi
✻
. (5.4)
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Similarly we have Zv+λ ∈M(sβn · λ)C = M(sγ · λ)C.
Note that the βi’s are distinct and none of them are multiples of others, so the
factors hβi+ρ(hβi)−j are relatively prime. Using Proposition 5.1(e), one can show
that those are all the factors, and hence each C(u, Z) is a scalar multiple of the
product of these factors.

Corollary 5.3. If γ is η-good then Zηv
+
λ 6= 0 in L(λ)Z.
Proof. Suppose that Zηv
+
λ = 0 in L(λ)Z, then Zv
+
λ = 0 in L(λ)Z as well. Therefore
Cλ(u, Z(λ)) = 0 for all u ∈ U and hence Cλ(u, Z) = 0 for all u ∈ U . By Propo-
sition 5.1 we know that C is non-degenerate on U(b−C ) and hence the fact Z 6= 0
implies C(u, Z) 6= 0 for some u ∈ U .
Applying Lemma 5.2, we have
∏n
i=1
∏Dbi
j=1(hβi + ρ(hβi) − j)(λ) = 0, and hence
〈λ+ ρ, β∨i 〉 = j for some 1 ≤ i ≤ n and 1 ≤ j ≤ Dbi. Therefore both j and Dbi− j
are non-negative so that λi and µi are on the opposite sides of the hyperplane Hǫi,0.
This shows that they are in different chambers, which is a contradiction. 
5.3. BGG resolution. Kumar has generalized the strong BGG resolution over
any Kac-Moody algebras.
Proposition 5.4. For each λ ∈ X+ there is an exact sequence of gC-modules:
· · · → CL → · · · → C1 → M(λ)C → L(λ)C → 0,
where CL =
⊕
w∈W
l(w)=L
M(w · λ)C.
Proof. See [Kum90, Theorem 3.20]. 
Taking advantage of the BGG resolution, we describe bases of certain weight
spaces of Verma modules and Weyl modules in characteristic 0.
Lemma 5.5. Assume that λ ∈ X+, β =
∑
miαi ∈ Q
+ and w ∈ W . If there is an
η ∈ I such that sαη occurs in w and 〈λ+ ρ, α
∨
η 〉 > mη, then λ− β is not a weight
of M(w · λ)C. In particular, each CL (cf. Proposition 5.4) has weight space
(CL)λ−β =
⊕
w∈WI\{η}
l(w)=L
M(w · λ)C,λ−β,
where WI\{η} is the parabolic subgroup of W generated by {sαi}i∈I\{η}.
Proof. Fix a reduced expression w = sαiN · · · sαi1 and let β
′
j = sαiN · · · sαij+1 (αij ).
Suppose that λ− β is a weight of M(w · λ)C, then
λ− β < w · λ = λ−
N∑
j=1
〈λ+ ρ, α∨ij〉β
′
j.
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Since sαη occurs in w, there is an integer L which is the largest one satisfying
αη = αiL , that is,
β ′L = sαiN · · · sαiL+1 (αη) = αη +
∑
k 6=η
nkαk for some nk ≥ 0.
Hence,
λ− β < λ− 〈λ+ ρ, α∨iL〉β
′
L < λ− 〈λ+ ρ, α
∨
η 〉αη,
and therefore 〈λ+ ρ, α∨η 〉 < mη, which is a contradiction. 
Assume that λ ∈ X+, w ∈ W with a fixed reduced expression w = sαiN · · · sαi1 .
Let λ0 = λ, and let
λj = sαij · λj−1, βj = sαi1 · · · sαij−1 (αij ) for j = 1, . . . , N. (5.5)
Note that for each j, the map M(λj)C → M(λj−1)C sending v
+
λj
to S(αij , 〈λj−1 +
ρ, α∨ij〉)v
+
λj−1
is an inclusion, where
〈λj−1 + ρ, α
∨
ij
〉 = 〈sαij−1 · · · sαi1 (λ+ ρ), α
∨
ij
〉 = 〈λ+ ρ, β∨j 〉.
Therefore, the composition
M(w · λ)C → M(λN−1)C → · · · →M(λ1)C →M(λ)C
is again an inclusion sending v+w·λ to Sv
+
λ , where S is a product of generic Shapo-
valov elements, given by
S = S(αi1 , 〈λ+ ρ, β
∨
1 〉) · · ·S(αiN , 〈λ+ ρ, β
∨
N 〉) = f
〈λ+ρ,β∨1 〉
αi1
· · ·f
〈λ+ρ,β∨
N
〉
αiN
. (5.6)
Lemma 5.6. Assume that λ ∈ X+, w ∈ WI\{η} and β ∈ Q
+. Then for each k ∈ Z≥0,
{FπSv
+
λ+k̟η
| wt(π) = w · λ− (λ− β)}
is a basis of the image of M(w · λ+ k̟η)C in M(λ+ k̟η)C, where S is as defined
in (5.6).
Proof. Fix a reduced expression w = sαiN · · · sαi1 and define λj , βj as in (5.5). Since
w ∈ WI\{η}, we have w(̟η) = ̟η and hence for each k ∈ Z and j = 1, . . . , N ,
w · (λj + k̟η) = w · λj + w(k̟η) = w · λj + k̟η.
By definition of generic Shapovalov elements, the map M(λj+k̟η)C →M(λj−1+
k̟η)C sending v
+
λj+k̟η
to S(αij , 〈λ + ρ, β
∨
j 〉)v
+
λj−1+k̟η
is an inclusion for each j,
which leads to another inclusionM(w ·λ+k̟η)C → M(λ+k̟η)C sending v
+
w·λ+k̟η
to Sv+λ + k̟η, where S is exactly the same element defined in (5.6). 
Lemma 5.7. Assume that {Biv
+
λ }i∈Λ is a basis of L(λ)C,λ−β with Bi ∈ U(n
−
C ) for
some λ ∈ X+ and β =
∑
miαi ∈ Q
+. If 〈λ+ ρ, α∨η 〉 > mη, then for each k ∈ Z≥0,
{Biv
+
λ+k̟η
}i∈Λ
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is a basis of L(λ + k̟η)C,λ+k̟η−β satisfying the property (5.7) below: for each
y ∈ U(n−C )−β and k ∈ Z≥0, there are C
(y)
i ∈ C (independent of k) such that
yv+λ+k̟η =
∑
i∈Λ
C
(y)
i Biv
+
λ+k̟η
. (5.7)
Proof. By Lemma 5.5 and Lemma 5.6, there is a basis {B′jv
+
λ }j∈Λ′ of L(λ)C,λ−β with
B′j ∈ U(n
−
C ) satisfying Property (5.7), since FπS is independent of k. Plugging in
y =
∑
i∈ΛCiBi for arbitrary Ci ∈ C to (5.7), we obtain that∑
i∈Λ
CiBiv
+
λ+k̟η
=
∑
j∈Λ′
C ′jB
′
jv
+
λ+k̟η
,
where C ′j = C
(
∑
i∈Λ CiBi)
j .
Note that
∑
j∈Λ′ C
′
jB
′
jv
+
λ+k̟η
= 0 if and only if all the C ′j ’s are zero, which is
equivalent to that all Ci’s are zero. Therefore {Biv
+
λ+k̟η
}i∈Λ is a basis of L(λ +
k̟η)C,λ+k̟η−β for each k ∈ Z≥0. Moreover, {Biv
+
λ }i∈Λ also has Property (5.7). 
5.4. Homomorphisms between Weyl Modules. Here we fix λ, µ = λ−Dγ ∈
X+ satisfying µ ↑γ λ for some η-good positive real root γ =
∑
giαi and D ∈
Z>0. Fix Zη = Zη(γ,D) to be an hη-avoiding integral Shapovalov element. Fix a
basis {Bav
+
λ }a∈B1 of L(λ)Z,µ with Ba ∈ U(n
−
Z )−Dγ, and fix a basis {B
′
bv
+
λ }b∈B2 of
L(λ)Z,µ+nαi for some fixed i ∈ I and n ∈ Z≥0, with B
′
b ∈ U(n
−
Z )−Dγ+nαi.
We start with a corollary of Lemma 5.7.
Corollary 5.8. If 〈λ+ ρ, α∨η 〉 > Dgη, then for each k ∈ Z≥0 we have
e
(n)
i Zηv
+
λ+k̟η
=
Dgη∑
m=1
∑
b∈B2
ub,m(λ)
(
〈λ+k̟η+ρ,γ∨〉−D
m
)
B′bv
+
λ+k̟η
, (5.8)
for some polynomials ub,m ∈ C[h0, . . . , ĥη, . . . , hr].
Proof. Applying Lemma 5.7 with β = Dγ−nαi and y = Fπ with wt(π) = Dγ−nαi,
we have, for each k ∈ Z≥0,
Fπv
+
λ+k̟η
=
∑
b∈B2
C
(Fpi)
b B
′
bv
+
λ+k̟η
,
where C
(Fpi)
b is independent of k. Let um ∈ U(n
−
Z ) ⊗ C[h0, . . . , ĥη, . . . , hr] be as
defined in (4.1). We have
um =
∑
π∈P
Fπum,π,
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for some um,π ∈ C[h0, . . . , ĥη, . . . , hr], that is, um,π(λ + k̟η) = um,π(λ) for any
k ∈ Z. Thus, by Proposition 4.6, we have
e
(n)
i Zηv
+
λ+k̟η
=
Dgη∑
m=1
um
(
hγ+ρ(hγ)−D
m
)
v+λ+k̟η
=
Dgη∑
m=1
∑
π∈P
um,π(λ)
(
〈λ+k̟η+ρ,γ∨〉−D
m
)
Fπv
+
λ+k̟η
=
Dgη∑
m=1
∑
b∈B2
(∑
π∈P
um,π(λ)C
(Fpi)
b
)(
〈λ+k̟η+ρ,γ∨〉−D
m
)
B′bv
+
λ+k̟η
.
Let um,b =
∑
π∈P um,πC
(Fpi)
b and we are done. 
Lemma 5.9. If 〈λ+ ρ, α∨η 〉 > Dgη, then for each k ∈ Z≥0, we have
e
(n)
i Zηv
+
λ+k̟η
=
Dgη∑
m=1
∑
a∈B1
b∈B2
CaCa,b,m(λ)
(
〈λ+k̟η+ρ,γ∨〉−D
m
)
B′bv
+
λ+k̟η
,
for some Ca ∈ C and polynomials Ca,b,m ∈ C[h0, . . . , ĥη, . . . , hr], which are inde-
pendent of k.
Proof. Now let Zηv
+
λ =
∑
a∈B1
CaBav
+
λ with Ca ∈ C. Applying Lemma 5.7 with
β = Dγ − nαi and y = e
(n)
i Ba, we have, for each k ∈ Z≥0,
e
(n)
i Bav
+
λ+k̟η
=
∑
b∈B2
C
(e
(n)
i Ba)
b B
′
bv
+
λ+k̟η
,
where each C
(e
(n)
i Ba)
b is independent of k. Similar to the proof of Corollary 5.8, one
obtains that
e
(n)
i Bav
+
λ+k̟η
=
∑
m≥0
∑
b∈B2
Ca,b,m(λ)
(
〈λ+k̟η+ρ,γ∨〉−D
m
)
B′bv
+
λ+k̟η
,
for some Ca,b,m ∈ C[h0, . . . , ĥη, . . . , hr, d] that is independent of k. Therefore
e
(n)
i Zηv
+
λ+k̟η
=
∑
m≥0
∑
a∈B1
b∈B2
CaCa,b,m(λ)
(
〈λ+k̟η+ρ,γ∨〉−D
m
)
B′bv
+
λ+k̟η
. (5.9)
Equating the coefficient of each B′bv
+
λ+k̟η
on (5.8) and (5.9), one gets
∑
m≥0
∑
a∈B1
CaCa,b,m(λ)
(
〈λ+k̟η+ρ,γ∨〉−D
m
)
=
Dgη∑
m=1
ub,m(λ)
(
〈λ+k̟η+ρ,γ∨〉−D
m
)
∈ C[k].
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Since the right hand side has finite degree in k, we may equate the coefficients of
powers of k, and hence∑
a∈B1
CaCa,b,m(λ) =
{
ub,m(λ) if 1 ≤ m ≤ Dgη,
0 if m = 0 or m > Dgη.

Now we can prove our main theorem.
Theorem 5.10. Assume that µ ↑eγ λ and γ =
∑
giαi ∈ Φ
+
re
is η-good. If Dgη <
〈λ+ρ, α∨η 〉 and Dgη < p
e then there exists a nonzero homomorphism V (µ)→ V (λ)
between Weyl modules.
Proof. Let pg be the highest p-power dividing Zηv
+
λ =
∑
a∈B1
CaBav
+
λ in L(λ)Z,
that is, Ca ∈ p
gZ for each a. We shall show that the map sending v+µ ⊗ 1K to
Zηv
+
λ
pg
⊗ 1K is a homomorphism. Applying Lemma 5.9, we have
e
(n)
i
Zηv
+
λ
pg
=
Dgη∑
m=1
∑
a∈B1
b∈B2
Ca
pg
Ca,b,m(λ)
(
〈λ+ρ,γ∨〉−D
m
)
B′bv
+
λ .
Since Dgη < p
e, each m < pe and hence each
(
〈λ+ρ,γ∨〉−D
m
)
=
(
Mpe
m
)
∈ pZ. Therefore
e
(n)
i
Zηv
+
λ
pg
⊗ 1K = 0 in V (λ). 
Example 5.11. In Example 4.4 we have γ = 2α0 + α1 = 2δ− α1 = 2̟0− 2̟1 + 2δ
is 1-good for any prime with g1 = 1 and
Z1 = f1f
2
0 − fδ,1f0(h0 − 1) + fγ(h
2
0 − h0)
= f1f
(2)
0 (2h
2
0)− f0f1f0(2h
2
0 − h0 − 1) + f
(2)
0 f1(2h
2
0 − 2h0).
For λ = 2̟0 + ̟1, then µ = λ − Dγ ∈ X
+ implies D = 1 and µ = 3̟1 − 2δ.
Note that 〈λ+ ρ, γ∨〉 = 8 =Mpe+D. Hence p = 7 is the only possible prime with
M = e = 1. Also, the assumptions are satisfied since Dg1 = 1 < 〈λ + ρ, α
∨
1 〉 = 2
and Dg1 = 1 < p
e = 7. Note that
Z1v
+
λ =
(
8f1f
(2)
0 − 5f0f1f0 + 4f
(2)
0 f1
)
v+λ ,
so g = 0 and therefore the map V (3̟1 − 2δ)→ V (2̟0 +̟1) sending v
+
µ ⊗ 1K to
Z1v
+
λ ⊗ 1K is a nonzero homomorphism.
6. A conjectural strong linkage principle
6.1. Formulation of a conjecture. Having in mind the strong linkage principles
for classical cases, we formulate a conjecture (joint with W. Wang) on the strong
linkage principle for the modular representation of affine Lie algebras.
26 CHUN-JU LAI
Conjecture 6.1 (Strong linkage principle). Let µ, λ ∈ X+, and let L(µ) be the
unique irreducible highest weight UK-module with highest weight µ. If L(µ) is a
composition factor of the Weyl module V (λ), then µ = λ or µ = µ0 ↑ · · · ↑ µN = λ
for some N and µi ∈ X where
x ↑ y ⇔ there exists

n ∈ Z>0,
m ∈ Z,
β ∈ Φ+
such that
{
y − x = (n−mp)β ∈ Q+,
n(β, β) = 2(y + ρ, β) ∈ Z/pZ.
(6.1)
Remark 6.2. If we interpret p = 0, condition (6.1) coincides with Condition (2.3).
For finite types, Condition (6.1) describes exactly the strong linkage for modular
finite case below:
x ↑ y ⇔ there exists
{
m ∈ Z,
β ∈ Φ+
such that x = sβ,mp · y < y. (6.2)
Remark 6.3. The formulation of Conjecture 6.1 also makes sense for all symmetriz-
able Kac-Moody algebras.
6.2. Candidates for reducible Weyl modules. Now we focus on the reducibil-
ity problem for Weyl modules. Note that we do not know the irreducibility for any
Weyl module, but our main theorem is able to detect if a Weyl module is reducible.
The candidates for the high weights of reducible Weyl modules are those dom-
inant integral weights which are γ-mirrored by another dominant integral weight.
Note that if λ, µ ∈ X+ such that µ ↑γ λ for some positive real root γ, there is a
unique weight λ + tδ ∈ X+ such that µ + tδ ↑γ λ + tδ and ξ = 0 if we express
λ+ tδ =
∑
i ξi̟i+ ξδ. Without loss of generality, we only need to consider the set
defined below:
Y + =
{
λ ∈
∑
i
Z≥0̟i
∣∣∣∣∣ ∃ µ ∈ X+ s.t. µ ↑γ λ for some γ ∈ Φ+re
}
.
Lemma 6.4. For an arbitrary affine type, the set of positive real roots can be de-
scribed as the following.
Φ+
re
=
3⋃
i=1
{
γ0 + tδ
∣∣ γ0 ∈ Φ+i , t ∈ iZ≥0} ,
where Φ+i are subsets of Φ
+ for i = 1, 2, 3.
In particular, Φ+3 = ∅ unless for type D˜
(3)
4 . Φ
+
2 = ∅ unless for type A˜
(2)
r , D˜
(2)
r
and E˜
(2)
6 . For untwisted types we have Φ
+
1 = {α, δ − α | α ∈ Φ
+
0 }.
Proof. This is done by a case-by-case analysis on the data of root systems. 
Proposition 6.5. Let λ ∈ X+ be a dominant integral weight of fixed level ℓ, and
let γ0 ∈ Φ
+
i for some i as defined in Lemma 6.4. Let Ci =
2i
(γ0,γ0)
(ℓ + h∨). If
λ− gcd(Ci, p)γ0 ∈ X
+ then λ ∈ Y +.
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Proof. For any positive real root of the form γ = γ0+ itδ we have (γ, γ) = (γ0, γ0),
and hence for any λ ∈ X+ we have 〈λ + ρ, γ∨〉 = 〈λ + ρ, γ∨0 〉 + Cit. Therefore for
m, e ∈ Z>0 we have
sγ,Mpe · λ = sγ0,Cit+Mpe · λ− (〈λ+ ρ, γ
∨〉 −Mpe)tδ.
Therefore, we can always choose t,M ∈ Z>0 large enough such that
sγ0+itδ,Mpe · λ = λ− gcd(Ci, p
e)γ0 − (〈λ+ ρ, γ
∨〉 −Mpe)tδ.
By assumption sγ0+tδ,Mpe · λ ∈ X
+ and hence λ ∈ Y +. 
Using Proposition 6.5, one can describe for each type and for each prime p the
lowest level weights in Y +. For most types, every weight in Y + has level ≥ 2. Y +
contains a level one weight if and only if the following conditions hold:
(1) p is a odd prime that does not divide h∨ + 1.
(2) gC is of type B˜r, C˜r, F˜4 or G˜2.
In this case, the level one weights are given by Table 1 below.
Table 1. The complete list of weights of level one in Y +.
Type B˜r; r ≥ 3 C˜r; r ≥ 2 F˜4 G˜2
weight ̟0, ̟1 ̟0, ̟r ̟0 ̟0, ̟2
This shows that for (possibly twisted) affine ADE types, there is no dominant
integral weights that are γ-mirrored to ̟0 for any γ ∈ Φ
+
re. One might expect
that the lack of γ-mirrored weights would imply that the basic representation is
irreducible. However, the table in [BK02, §1] shows that for each (possibly twisted)
affine ADE type, there exists a reducible basic representation for some prime p ≤ h.
6.3. Quasi-simple weights. Our main theorem shows that the corresponding
Weyl module of a weight in Y + is reducible if the restrictions in Theorem 5.10 are
satisfied. Here we shall demonstrate that these restrictions are actually quite mild.
Definition 6.6. A weight λ ∈ Y + is called quasi-simple if Theorem 5.10 does not
apply for any µ ∈ X+ that is γ-mirrored to λ.
Note that every weight of level one described in Remark 6.5 is quasi-simple.
Unfortunately, it seems that there is not an obvious pattern for the quasi-simple
weights in general.
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6.4. Type A˜1. Assume that γ = α0 + tδ with t ≥ 0. Let (ξ0, ξ1) be the shorthand
notation of the weight ξ0̟0+ ξ1̟1. Our main theorem has the following corollary.
Corollary 6.7. For type A˜1 and a fixed prime p, a weight λ = (ξ0, ℓ − ξ0) of level
ℓ lies in Y + if and only if there are integers M,D, e ∈ Z>0 and t ∈ Z≥0 satisfying
the following conditions.
(1) (ℓ+ 2)t+ ξ0 + 1 = Mp
e +D.
(2) 2D ≤ ξ0 ≤ ℓ.
In particular, if λ ∈ Y +, the corresponding Weyl module V (λ) is reducible if
either Condition (i) or (ii) below holds:
(i) gcd(t+ 1, p) = 1 and D(t+ 1) < min(ξ0 + 1, p
e).
(ii) gcd(t, p) = 1 and Dt < min(ℓ− ξ0 + 1, p
e).
Proof. This is a reformulation of Theorem 5.10 in type A˜1. 
For a prime p, we denote by ℓℓ(p) the lowest level of weight λ such that V (λ) is
a reducible Weyl module arising from our main theorem. Note that there could be
reducible Weyl modules that cannot be detected by our main Theorem with level
lower than ℓℓ(p). Table 2 below describes the first few ℓℓ(p) and the possible high
weights λ = (ξ0, ℓℓ(p)− ξ0) of reducible Weyl modules detected by Corollary 6.7.
One can observe that ℓℓ(p) grows much slower than p.
Table 2. The lowest level ℓℓ(p) and possible ξ0.
p 2 3 5 7 11 13 17 19
ℓℓ(p) 2 2 4 3 4 3 5 5
possible ξ0 {0, 2} {0, 2} {0, 1, 3, 4} {1, 2} {0, 4} {0, 3} {2, 3} {0, 5}
p 23 29 31 37 41 43 47 53
ℓℓ(p) 5 6 7 6 7 7 7 8
possible ξ0 {2, 3} {1, 5} {3, 4} {1, 5} {2, 5} {0, 7} {2, 5} {3, 5}
The quasi-simple weights for p = 2, 3, and 5 up to level 150 are given in Table
3 below. In other words, any weight in Y + that is not in the table corresponds to
a reducible Weyl module. This supports the hypothesis that almost every Weyl
module is reducible.
6.5. Type A˜r : r ≥ 2. Assume that γ = α0+ tδ with t ≥ 0. Let (ξ0, ξ1, . . . , ξr) be
the shorthand notation of the weight
∑r
i=0 ξi̟i. Our main theorem leads to the
following corollary.
Corollary 6.8. For type A˜r, r ≥ 2 and a fixed prime p, a weight λ = (ξ0, ξ1, . . . ,
ξr−1, ℓ − (ξ0 + . . . + ξr−1)) of level ℓ lies in Y
+ if and only if there are integers
M,D, e ∈ Z>0 and t ∈ Z≥0 satisfying the following conditions.
(1) (ℓ+ h∨)t+ ξ0 + 1 = Mp
e +D.
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Table 3. Quasi-simple weights of level < 150 in type A˜1.
p = 2 p = 3 p = 5
ℓ (ξ0, ℓ− ξ0)
3 (0,3), (3,0)
8 (1,7), (7,1)
18 (3,15), (15,3)
38 (7,31), (31,7)
78 (15,63), (63,15)
ℓ (ξ0, ℓ− ξ0)
3 (1,2), (2,1)
6 (1,5), (5,1)
13 (5,8), (8,5)
22 (5,17), (17,5)
43 (17,26), (26,17)
70 (17,53), (53,17)
ℓ (ξ0, ℓ− ξ0)
2 (0,2), (2,0)
4 (2,2)
6 (3,3)
18 (4,14), (14,4)
28 (14,14)
38 (19,19)
98 (24,74), (74,24)
148 (74,74)
(2) 2D ≤ ξ0 ≤ ℓ− (ξ1 + . . .+ ξr−1).
In particular, if λ ∈ Y +, the corresponding Weyl module V (λ) is reducible if
either Condition (i),(ii) or (iii) below holds:
(i) gcd(t+ 1, p) = 1 and D(t+ 1) < min(ξ0 + 1, p
e).
(ii) gcd(t, p) = 1 and Dt < min(ξi + 1, p
e) for some i = 1, . . . , r − 1.
(iii) gcd(t, p) = 1 and Dt < min(ℓ− (ξ0 + . . .+ ξr−1) + 1, p
e).
Remark 6.9. We observe that, for a fixed type, every weight of level ℓ seems to be
quasi-simple if p ≫ ℓ. In particular, for type A˜r every weight in Y
+ of level ℓ is
quasi-simple if p > ℓ(ℓ+ h∨)− h∨.
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