This paper presents a multi-objective teaching learning algorithm based on decomposition for solving the optimal reactive power dispatch problem (ORPD). The effectiveness and performance of the proposed algorithm are compared with respect to a multi-objective evolutionary algorithm based on decomposition (MOEA/D) and the NSGA-II. A benchmark power system model is used to test the algorithms' performance. The results of the power losses reduction as well as the performance metrics indicate that the proposed algorithm is a reliable choice for solving the problem.
Introduction
Optimal reactive power dispatch (ORPD) is a useful tool in modern energy management systems. It plays a significant role for safe operation of power systems. One of the main tasks of a power system operator is to manage the system in such a way that its operation is safe and reliable. Its main aim is to determine the optimal operating capacity and the physical distribution of the compensation devices such as voltage rating of generators, reactive power injection of shunt capacitors/reactors, tap ratios of the tap setting transformers, to ensure a satisfactory voltage profile while minimizing the transmission loss. Due to the continuous growth in the demand for electricity with unmatched generation and transmission capacity expansion, voltage instability is emerging as a new challenge to power system planning and operation. Therefore, the voltage stability index should also be considered as an objective of the ORPD problem. Many classical optimization techniques such as gradient search (GS) [1] , linear programming (LP) [2] , Lagrangian approach (LA) [3] , quadratic programming (QP) [4] , interior point methods (IP) [5] etc., have been successfully applied to solve ORPD problems. However, from the specialized literature, it may be observed that such classical optimization methods exhibit several drawbacks, such as insecure convergence properties and algorithmic complexity. Due the non-differential, non-linearity and nonconvex nature of the optimal reactive power dispatch problem, the majority of these techniques converge to a local optimum [8] .
In recent years, many meta-heuristic such as evolutionary methods have been implemented to solve the ORPD problem. The advantages of evolutionary algorithms in terms of the modeling and search capabilities have encouraged their application to the ORPD problem. Non-dominated Genetic Algorithm (NSGA-II) [6] , particle swarm optimization (PSO) [7] , differential evolution (DE) [8] , harmony search algorithm (HSA) [9] , and general quantum genetic algorithm (GQ-GA) [10] , are some of the meta-heuristic methods that have been used to solve the ORPD problem. The majority of the existing multi-objective evolutionary algorithms (MOEAs) aim at producing a number of Pareto-optimal solutions as diverse as possible to approximate the whole Pareto front. Therefore, these methods need some other techniques for ranking solutions (e.g., crowding distance, fitness sharing, niching). However, it has been empirically found that these methods cannot always provide good results, especially when the multiobjective optimization problem is very complicated [11] .
Recently, a new framework called multi-objective evolutionary algorithm based on decomposition (MOEA/D) [11] , was proposed. This framework decomposes a multiobjective optimization problem into several single-objective optimization sub-problems. In this way, a set of approximate solutions to the Pareto front is achieved by minimizing each sub-problem instead of using Pareto ranking. This has given rise to a new generation of MOEAs.
The teaching-learning based optimization (TLBO) algorithm was recently proposed by Rao et al. [12] as a new meta-heuristic algorithm inspired on the philosophy of teaching-learning process in a class between the teacher and learners (students). This algorithm has emerged as a simple and efficient technique for solving single-objective complex benchmark problems and real world problems. TLBO does not require any specific parameter to be tuned, which facilitates its implementation and use. These are the characteristics of TLBO algorithm that make it suitable to deal with multi-objective optimization problems. Therefore, in this research a teachinglearning algorithm is proposed to deal with multi-objective optimization problems employing a decomposition framework similar to the one adopted by MOEA/D. This framework decomposes a multi-objective problem into several singleobjective optimization sub-problems. Thus, a set of Paretooptimal solutions is achieved by minimizing each sub-problem through neighborhood relationships, instead of using a Pareto ranking method.
The effectiveness of the proposed approach is assessed and compared to a multi-objective evolutionary algorithm based on decomposition MOEA/D [11] , which is representative of the sate-of-the-art on the subject. Results are also compared to the NSGA-II algorithm [6] , which remains the most popular method based on Pareto ranking. The performance of the methods is investigated on an IEEE 14-bus test system to solve the optimal reactive power dispatch problem by minimizing the transmission losses and a voltage stability index.
The rest of the paper is organized as follows: Section 2 exposes the fundamentals and the general framework of the proposed approach. In Section 3, the problem formulation is summarized. Section 4 presents a brief description of the performance measures. Simulation results and a comparative study are presented in Section 5. Finally, conclusions are provided in Section 6.
Fundamentals: methods

Teaching-learning based optimization
The original teaching learning based optimization (TLBO) algorithm was proposed by Rao et al. [12] to obtain global solutions for continuous non-linear functions. In optimization algorithms, the population consists of different design variables. In TLBO, the design variables are analogous to different subjects offered to learners. The learners' grade is analogous to the 'fitness' as in any other evolutionary algorithm, and the teacher is considered to be the best solution obtained so far [12] . Hence, the performance of TLBO is based on two main phases: the teacher phase, which involves learning from the teacher, and the learner phase, which involves learning through the interaction among learners.
The pseudo-code of the TLBO algorithm can be summarized in the following way. Many optimization methods require parameters that affect the performance of the algorithm. For example, differential evolution (DE) primarily depends on the mutation strategy and its intrinsic control parameters such as scale factor (Fs) and crossover rate (Pcr); particle swarm optimizers (PSO) require learning factors, the variation of the inertia weight and the maximum value of the velocity. Unlike other optimization techniques, TLBO does not require any algorithm's parameters to be tuned, which makes the implementation of TLBO simpler.
Decomposition of a multi-objective optimization problem
A multi-objective optimization problem (MOP) may be formulated as follows:
where x  is the vector of decision variables, and Ω is the feasible region within the decision space.
:
defined as the mapping of k objective functions. In multi-objective optimization, the goal is to find the best possible trade off among the objectives since, frequently, one objective can be improved only at the expense of worsening another. To describe the concept of optimality for problem (1) the following definitions are provided.
There are several approaches for transforming a MOP into a number of scalar optimization problems, which have been described in detail in [13] . Usually, these methods use a weighted vector to define a scalar function and, under certain assumptions, a Pareto optimal solution is achieved by minimizing such function. In this paper, the Tchebycheff approach is used to decompose a MOP. In this approach, the scalar optimization problem can be stated as [13] :
where
is a weighting vector and x is the optimal solution of (2), and each optimal solution is a Pareto optimal solution for (1). Therefore, it is possible to obtain different Pareto optimal solutions using different weighting vectors w [13] .
Multi-objective teaching-learning based on decomposition
The proposed Multi-Objective Teaching Learning Algorithm based on Decomposition (MOTLA/D) utilizes the Tchebycheff approach, (2) , to decompose the MOP into N scalar optimization sub-problems. Hence, using (2), the objective function of the j-th sub-problem becomes:
and j = 1… N. The proposed approach looks for the sequential minimization of these subproblems. Similar to MOEA/D [11] , neighborhood relationships among these sub-problems are defined by computing Euclidean distances between weighting vectors.
In MOTLA/D, for the j-th sub-problem, the size of the neighborhood becomes the number of learners in the class. This class can be expressed as, 
where the subscript D is the number of design variables, and Tsize is the size of the neighborhood ΩT.
The main steps of the proposed MOTLA/D can be summarized as follows:
Teacher phase: Within the teacher phase, the mean of the class for each design variable is evaluated, 1 2 [ , ,..., ]
The teacher (Mnew) for the j-th sub-problem represents the best learner of the class Cjth. Thus,
The teacher will try to improve the mean of the class (Mclass) taking it towards its own level (Mnew). The difference between the class (Mclass) and the teacher (Mnew) modifies the j-th learner (xj) in order to generate a new solution ( new x ). Hence, the new solutions generated in this phase are as follows, 
where index j corresponds to the current index of j-th sub-problem, ri is a random number within the range [0, 1]. TF is the teaching factor which value can be either 1 or 2, which is decided randomly with equal probability as TF = round [1 + rand (0, 1)]. The new solution (xnew) is accepted if it gives a better function value.
Learner Phase: The learner phase generates a new solution (xnew) by randomly selecting two learners xi, and xk such that i ≠ k ≠ j. The new solutions generated in this phase are as follows, 1 to number of sub-problems select two learners and , such that ( ) 
Additionally, a polynomial mutation operator is applied to maintain the diversity of solutions. If one or more variables within the new solution (xnew) lies outside Ω, the ith value of xnew is reset as follows, , , Step 3.4. Update (Sr) solutions.
Step 4) Stop: If the stop condition is satisfied, then stop MOTLA/D, otherwise go to Step 2.
Problem formulation
In this paper, a reactive power system problem is tackled, which may be stated as an optimization problem where two objective functions are minimized, while satisfying a number of equality and inequality constraints. The following objective functions are minimized: a) the reactive power losses; and b) the voltage stability index Lindex [14] .
Objective functions
Reactive power losses
One important issue in power transmission is the high reactive power losses on the highly loaded lines, with the consequent transmission capacity reduction. Therefore, the reactive power losses minimization is selected as one objective function. The losses are evaluated by the following expression,
where Vei and Vri are the sending and receiving voltages, respectively; Xi is the line reactance; Ii is the current through the transmission line. Therefore, the objective function for the reactive power losses is expressed as, 
where nl is the number of lines. Reducing the reactive power losses enables more active power to be transferred over a single line.
Voltage stability index
There are a variety of indexes that help to assess the steady state voltage stability. In this case, the voltage stability index Lindex is used [14] . This index is able to evaluate the steady state voltage stability margin of each bus. The Lindex value lies between 0 (no load) and 1 (voltage collapse). This value implicitly includes the load effect. The bus with the highest Lindex value will be the most vulnerable, and therefore, this method helps to identify weak areas that require a critical support of reactive power.
For the j-th load bus, the voltage stability index is defined by [14] ,
where ( G  ) represents the set of generator buses; Fji is a term evaluated through the partial inversion of the admittance matrix Ybus, and V represents complex voltages. For stable conditions, 0 1 j L   must not be violated for any j. Hence, a global indicator Lindex describing the whole system's stability is defined by [14] ,
where ( L  ) is the set of load buses. Pragmatically, Lindex must be lower than a given threshold value. The predetermined threshold value is specified depending on the system configuration and on the utility policy regarding service quality and allowable margin. The Lindex in (12) is associated with the worst bus in the sense of voltage stability. Therefore Lindex is considered as the second objective function for the reactive power dispatch problem addressed in this paper. The minimization of Lindex implies to move such bus toward a less stressed condition.
Equality constraints
These constraints are the power flow equations as follows:
where i=1,..,nb; nb is the number of buses. PGi and QGi are the active and reactive generated powers at the i-th bus, PDi and QDi are the active and reactive demands at the i-th bus, respectively. Vi is the voltage magnitude at the i-th bus. θij is the voltage angle difference between buses i and j. Gij and Bij are the mutual conductance and susceptance between buses i and j, respectively. 
Inequality constraints
where nt is the number of transformers.
Shunt VAR compensator constraints:
The setting of the shunt VAR compensation devices is restricted as follows: min max for 1,2,...,
where nc is the number of VAR compensation devices.
Decision variables
The decision variables include the generator voltages VG, and the tap ratio of the transformers (T), 
It is worth noting that the decision variables are selfconstrained by the optimization algorithm. 
Case study
This paper compares the effectiveness and performance of the proposed algorithm with respect to MOEA/D and NSGA-II. Therefore, the algorithms have been applied to a test system composed of 14-buses, 5-generating units, and 20-lines in which three lines have tap changing transformers. The system model and data are summarized in [15] . In this study, 20 independent runs were performed by each algorithm. Fig. 1 shows the bus code diagram of the test power system.
The control parameter settings utilized by the algorithms are summarized in Table 1 where: Spop is the population size, Tsize is the neighborhood size, Sr is the maximum number of solutions replaced, and δ is the probability of selecting solutions from the neighborhood. ηm is the distribution index used in the polynomial mutation. Cr is the Crossover rate, which determines the quantity of elements to be exchanged by the crossover operator. The parameter Fs is the scale factor associated with MOEA/D, which represents the amount of perturbation added to the main parent. Finally, a mutation rate Pm=1/n is taken into account, where n is the number of decision variables. This parameter indicates the probability that each decision variable has of being changed. It is worth mentioning that the stop condition of each algorithm is the number of function evaluations (25000 for each algorithm).
Performance measures
In order to assess the algorithms' performance, two indicators are utilized.
Coverage of two sets
This performance measure compares two sets of nondominated solutions (A,B) and outputs the percentage of individuals in one set dominated by the individuals of the other set. This performance measure is defined as [16] ,
The value C(A,B) = 1 means that all points in B are dominated by or equal to all points in A. The opposite, C(A,B) = 0 represents the situation when none of the solutions in B are covered by the set A. Note that both C(A,B) and C(B,A) have to be considered, since C(A,B) is not necessarily equal to
( , )
C B A  . When C(A,B) = 1 and C(B,A) = 0 then, we say that the solutions in A completely dominate the solutions in B (i.e., this is the best possible performance for A).
Spacing metric
This performance measure quantifies the spread of solutions (i.e., how uniformly distributed are the solutions) along a Pareto front approximation. This performance measure is defined by [17] ,
where n is the number of non-dominated solutions, di is the minimum Euclidean distance between objective functions, d is the mean of all di. A value of zero implies that all solutions are uniformly spread (i.e., the best possible performance).
Results
The values of the reactive power losses (floss) and the voltage stability (Lindex) in the base case without optimization are 0.4393 p.u and 0.0767, respectively. Because of the stochastic nature of the tested algorithms, their performance cannot be concluded by the result of a single run. Therefore, the average of the optimal values obtained by the algorithms are shown in Table 2 . According with Table 2 , the proposed MOTLA/D estimates in average a 21.83% reduction in reactive power losses and a 6.65% reduction in voltage stability index with Table 3 shows the average optimal values of the generators' voltages and the tap-position for the transformers of the optimal solution of the objective Table  4 indicates the average optimal values of the decision variables (voltages and tap-position) for the optimal solution of the objective function (Lindex) obtained by the algorithms. It means that moving the corresponding elements toward the optimal values specified in Tables 3 and 4 , the power system will attain an improved operating condition, more secure, economical, and efficient. The Pareto fronts obtained by the algorithms are shown in Fig. 2 . These figures shows the final set of non-dominated solutions found by each algorithm and correspond to the run with the nearest value of the average of the performance measure (20). It can be clearly seen in Fig. 2 , that MOEA/D and NSGA-II only cover a portion of the solutions achieved by MOTLA/D. Therefore, the proposed algorithm is able to achieve more distributed solutions. It is noteworthy that a distribution of the optimal solutions as uniform as possible along the Pareto Front ensures avoid big gaps in the Pareto front and, therefore, all the different type of trade-off solutions are generated. This is relevant, because if big gaps occur, it may happen that the trade-off solution of interest is not produced (i.e., the optimal solution of concern may be located in the missing portion of the Pareto front).
The average results of the coverage of two sets metric obtained by each algorithm is summarized in Table 5 . The best results are displayed in boldface. As noticed in Table 4 , the proposed approach (MOTLA/D) outperformed MOEA/D and NSGA-II regarding the coverage of two sets indicator. Moreover, it can be seen that the algorithms based on decomposition have better convergence that the traditional evolutionary technique based on Pareto ranking, NSGA-II. Regarding the spacing metric, the proposed MOTLA/D obtained, in average, a value of 0.0150, meanwhile, MOEA/D and NSGA-II achieved an average value of 0.0156 and 0.0073, respectively. Therefore, NSGA-II attains relatively better results regarding to the spacing metric. However, since convergence has precedence over spread, we can conclude that our proposed MOTLA/D outperformed MOEA/D and NSGA-II in the analyzed case of study.
The convergence time of MOTLA/D, MOEA/D and NSGA-II is, 109.10 s, 246.03 s, and 109.79 s, respectively. Therefore, the proposed MOTLA/D outperformed MOEA/D, and it has a convergence time which is average slightly faster than NSGA-II.
Conclusions
This paper presented a multi-objective teaching-learning algorithm based on decomposition for solving the complex problem of optimal reactive power dispatch in power systems. The mechanism of the MOTLA/D is as effective as the MOEA/D and it has the advantage of being easy to comprehend, and simple to implement, so that it can applied to a wide variety of optimization problems. The efficiency of the proposed algorithm is illustrated when solving an IEEE 14 bus test system. Likewise, the effectiveness and performance of MOTLA/D was compared with respect to MOEA/D and NSGA-II. The results of the coverage of two sets metric indicate that the proposed algorithm was able to obtain better solutions than MOEA/D and NSGA-II. According to this metric the optimal solutions obtained by MOTLA/D dominate about 16% of the solutions produced by MOEA/D and 58% of the solutions generated by NSGA-II. In addition, the convergence time proves that MOTLA/D is about twice as fast as MOEA/D and it is slightly faster than NSGA-II. Therefore, MOTLA/D is able to achieve a better handling of reactive power by optimizing the reactive power losses and the voltage stability index. Thus, it may be concluded that our proposed algorithm is a reliable choice for the power test system considered in this study and it may be a promising choice for other test systems because the its simplicity, effectiveness and less computational effort.
