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Abstract 
Raceways are used in the aquaculture industry to farm fish species that swim against an 
upstream current. Raceways often draw water from a large waterbody and hence, their 
temperature changes due to seasonal variation, which directly affect the production yield. This 
study investigates a novel approach to regulate the raceway water temperature in a sustainable 
way by utilizing geothermal energy exchange. Energy models were developed to simulate heat 
transfer in a geothermal borehole heat exchange system and in the raceway system. The two 
models were then coupled to simulate the thermal regulation of the raceway water via borehole 
heat exchangers. Results demonstrated that a raceway can be thermally regulated via a 
geothermal borehole system. The raceway temperatures, in some sites, were found to increase 
by up to 200% in winter months and decease by up to 17% in summer months, and 
consequently, increased the duration of optimal raceway temperature range by 100%-400% for 
some fish species.  
Keywords 
Aquaculture, aquaculture raceway, vertical ground loop heat exchanger, energy modelling, 
numerical modelling, geothermal. 
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Summary for Lay Audience 
Aquaculture is a growing method of farming fish that can lessen the burden on natural habitats 
brought on by fish capture. Raceways are used in aquaculture to grow fish species that swim 
against a water current, such as trout or salmon. A raceway typically draws water from a large 
waterbody in close proximity. The seasonal variations change the temperature of the 
waterbody, which in turn vary the raceway temperature. This variation results in the raceway 
temperature often being outside the optimal growth range for most of the species, causing slow 
growth, disease, and often fish death. Therefore, controlling the water temperature is necessary 
for higher production yield and economic viability of the aquaculture industry. This thesis 
focuses on a novel application of using the ground heat to control the raceway temperature. As 
the ground temperature beneath a certain depth remains constant year-round, it provides 
heating to the raceway water during cold winter months and cooling during the warm summer 
months. This heat exchange with the ground is carried out via a U-shaped pipe that is placed 
in the ground (borehole heat exchanger). By passing the raceway water through this pipe, heat 
between the water and ground can be exchanged.  
In this thesis work, two models were developed; one to simulate the heat exchange between 
the borehole system and the ground, and one to simulate the energy exchange of an aquaculture 
raceway system based on natural weather conditions and the inlet water conditions to predict 
the raceway temperature. Parametric studies were conducted to study the effect of key system 
parameters on the energy exchange. The two models were then coupled to simulate the thermal 
regulation process for raceways at five geographically different locations. Results demonstrate 
that the ground heat could effectively regulate the raceway water temperature. In comparison 
with the unregulated case, the results show that by thermal regulation, the raceway temperature, 
in some sites, could increase by up to 200% in winter months and decease by up to 17% in 
summer months and consequently, the duration of optimal raceway temperature range could 
increase by 100%-400% for some fish species. 
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Chapter 1  
1 INTRODUCTION 
1.1 Background 
The human population is increasing at a faster rate, year over year, and is set to reach over 
nine billion people by the year 2050 (UN DESA, 2015). This increase in population comes 
with greater demand for food and energy. The United Nations Food and Agriculture 
Organization predicts an increase in food demand of 59-98% by the same year, which will 
translate to an increased burden on natural ecosystems, including aquatic life (Alexandratos 
& Bruinsma, 2012). This increase is not a sustainable option when considering that 
overfishing began in the 1800’s and has continued to present day. The fishing industry hit 
its peak harvest in the 1980’s and has been steadily decreasing in catch since then, with the 
reasons being attributed mainly to overfishing of natural populations (National Geographic 
Society, 2010). It is clear then that an alternative method of fish production is required to 
meet increasing demands for food from aquatic life and to protect the natural aquatic 
species populations. 
An alternative method of sustaining fish production is through the use of aquaculture, 
which is the farming of aquatic species. In aquaculture, aquatic life is raised from young to 
full grown size and then harvested as a sustainable source of food. The United Nations 
Food and Agriculture Organization reported in 2016 that aquaculture produced 44% of the 
world’s fish stocks in 2014 and is set to surpass natural fish capture as the dominant method 
of fish production in decades to come (UN FAO, 2016). However, the aquaculture industry 
faces some challenges that need to be overcome in order to meet the growing demand for 
fish. 
Water for aquaculture ponds and raceways is generally pulled from natural lakes or ponds 
and therefore tends to follow the temperature of that natural body of water. This results in 
large seasonal temperature fluctuations in the ponds and raceways in areas that naturally 
have large temperature swings from season to season. This leads to non-ideal growing 
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conditions for the aquatic species being farmed in the winter months and the potential to 
reach intolerable temperatures in the summer months. For example, trout can handle 
tolerable extremes of 0˚C to 32˚C and have an optimal growth temperature of 17˚C (Lund, 
Aquaculture: Heat Loss From a Pond, 1996). With the inability to regulate their own body 
temperature, trout, and most other aquatic species, are dependent on the temperature of the 
water that they inhabit. If they are housed in water that is significantly higher or lower in 
temperature than their optimum temperature then they will be slow to grow, be prone to 
disease, experience weight loss, and potentially die (Lund, Aquaculture: Heat Loss From a 
Pond, 1996). These factors lead to lowered yields of fish during harvest and as a result an 
economic loss for the aquaculture operators will occur. At a global scale these factors could 
have an impact on the supply and demand ratio of the fishing industry.  
Appropriate thermal regulation of aquaculture raceways is essential to maintain ideal, or 
near ideal, conditions throughout all seasons to maximize the yield at harvest time. Active 
heating and cooling methods are not feasible options, as the cost of such methods would 
greatly outweigh any benefits. Therefore, passive heating and cooling methods are 
desirable.  
1.2 Aquaculture 
Aquaculture is defined as the raising of aquatic freshwater or marine plants or animals. 
Typically, these plants or animals are then used for human consumption, however 
aquaculture is also utilized to grow species for display purposes. Species such as trout, 
salmon and tuna (known as finfish), oysters, lobster and shrimp (known as shellfish), and 
plants such as seaweed and microalgae are among a number that are farmed via 
aquaculture. 
On the world scale, aquaculture is utilized in nearly every country with the major producers 
and consumers mainly in the continent of Asia. The United Nations Food and Agriculture 
Organization’s 2016 report on worldwide aquaculture production states 73.8 million tonnes 
of total aquaculture production in 2014 with a steady increase in production year over year. 
While higher than the total aquaculture harvest, the 2014 total of 93.4 million tonnes of 
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captured inland and marine species is not increasing at the same rate. Between the years of 
2009 to 2014 captured harvest grew at a rate of 3.6% while reared harvest grew at 32.5%. 
Asia leads the world in aquaculture production with 66 million tonnes tonnes produced for 
human consumption, with the Americas and Europe producing the second and third largest 
amount of 3,351,614 tonnes and 2,930,127 tonnes respectively. Those amounts are 5.1% 
and 4.5% of the aquaculture production of the continent of Asia and is likely due to the 
typically large amount of aquatic life in the diets of Asian countries. That leaves Africa 
producing the smallest amount of 1,710,910 tonnes. Figure 1-1 shows the top 15 producers 
and main groups of farmed species in 2014.   
 
Figure 1-1. Top 15 aquacultural producers in 2014 in thousands of tonnes. (Food and 
Agriculture Organization of the United Nations, 2016). 
Focusing specifically on Canada, aquaculture is present in all provinces and territories with 
the greatest diversity of species being grown in coastal locations. The sector generates $2 
billion in gross domestic product and employs 25,000 full time workers (Industry by the 
Numbers, 2018). With a total production of 200,565 tonnes, the aquaculture industry in 
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Canada accounts for 16% of Canada’s total seafood production, with roughly 103,000 
tonnes exported (Industry by the Numbers, 2018). 
1.2.1 Types of Aquaculture Systems 
Aquaculture farms that produce fish or prawns can generally be grouped into two 
categories; ponds and raceways. An aquaculture pond is a body of water in which aquatic 
life are free to swim throughout its entirety. They can be natural or artificial bodies of water 
and are often made of materials such as concrete or plastic above-ground tanks. Figure 1-2 
shows an example of an aquaculture pond and Figure 1-3 shows an example of a concrete 
aquaculture tank. Due to aquaculture ponds being a completely separate entity from any 
natural body of water it is typically easier to control the temperature of the water entering 
the pond as well as the dissolved oxygen content of the water. The stream of water entering 
the pond in Figure 1-2 delivers fresh, oxygenated, water into the pond. Aquaculture ponds 
that are constructed have the ability to be housed anywhere there is available land and a 
good source of water, meaning that they can be stored inside in locations where the 
environment can be controlled and tailored to the species that is being reared. 
 
Figure 1-2. Example of an aquaculture pond (Hughes, 2016). 
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Figure 1-3. Example of a concrete aquaculture tank (Crespi, 2007). 
An aquaculture raceway comes in two varieties: a concrete raceway and a raceway inside 
of a body of water. A concrete raceway is a man-made tank that is much longer than it is 
wide, with an inlet on one side and an outlet on the other that allows water to enter at the 
inlet and flow through the raceway to the outlet. Figure 1-4 shows an example of a concrete 
aquaculture raceway. The other type of raceway is a sort of channel, made of flexible 
plastic sheeting, inside of a larger body of water, with mesh covering the ends of the 
channel such that fish can be held inside while water is pumped through the entrance and 
flows out of the other end. Figure 1-5 shows an example of an aquaculture raceway. The 
fish are raised inside of the channel and then harvested when they have grown to the correct 
size. An advantage of a raceway is that the fish are forced to swim against the current of 
the water flowing from the inlet to the outlet, which mimics the fish swimming in a natural 
environment. A significant disadvantage to this style of aquaculture is that the water which 
the fish live in is taken directly from the larger body of water that houses the raceway, 
leaving the water temperature at the mercy of the natural environment and prone to 
potentially large seasonal temperature fluctuations. This can cause issues with water 
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temperatures being too low in winter months for the fish to grow optimally and too warm 
in summer months, leading to disease driven mass fish kills. For this reason, farmers 
generally raise fish that typically would grow in the environment that raceway is in. For 
example, farmers in Canada typically raise fish that thrive in cold water temperatures such 
as salmon, trout, and bass. Despite this aquaculture farmers still experience slow growth 
rates, disease, and death due to natural seasonal temperature fluctuations. An aquaculture 
raceway farm owned by Stoller Canada in Cambridge, Ontario, that raises trout reported 
that mass fish death and disease are experienced when water temperatures exceed 20˚C. 
Lund (1996) states trout can tolerate water temperatures of 0-32˚C and have an optimal 
growth temperature of 17˚C. Despite the raceway temperatures being inside of the tolerable 
extremes range the aquafarmers noted fish death and disease, showing that while a fish 
species can, as a whole, tolerate these extreme temperatures some individuals will be able 
to tolerate less.  
 
Figure 1-4. Example of a concrete aquaculture raceway (Powell, 2008). 
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Figure 1-5. Example of an aquaculture raceway (Superior Raceway Systems, ND). 
1.2.2 Fish Biology and Aquaculture 
1.2.2.1 Ideal Temperature Range for Various Species 
Table 1-1. shows the temperature ranges that various species require to survive as well as 
thrive. Trout, the primary fish of interest for this study, have tolerable extremes of 0 °C to 
32 °C with an optimal growth temperature of 17 °C. The range of water temperature that 
trout can tolerate, a 32˚C spread, is quite large when comparing them to other species on 
Lund’s (1996) list. Freshwater prawns, for example, can handle tolerable extremes of 24-
32˚C (8˚C range). Most fish and aquatic life do not have the ability to regulate their body 
temperature and are therefore dependent on the temperature of the water that they live in, 
trout included. While they are tolerant to a range of temperatures, if they are raised in 
temperatures that are lower or higher than their optimal growth temperature than growth 
will be slowed, potentially less of their diet will be contributed to weight gain, they will be 
more susceptible to disease, and potentially more susceptible to mass fish kills (Lund, 
Aquaculture: Heat Loss From a Pond, 1996). Species must therefore be chosen for each 
location carefully to match the local climate and natural water temperatures with the 
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tolerable extremes of the species. Ideally, the natural water temperatures would always be 
within the optimal growth temperature range of the species being reared. 
Table 1-1. Temperature requirements and growth periods for various species raised in 
aquaculture (Lund, Aquaculture: Heat Loss From a Pond, 1996). 
Species 
Optimum Growth 
(˚C) 
Tolerable Extremes 
(˚C) 
Salmon (Pacific) 15 4-25 
Trout 17 0-32 
Striped Bass 16-19 ?-30 
Yellow Perch 22-28 0-30 
Carp 20-32 4-38 
Catfish 17-35 28-31 
Tilapia 8-41 22-30 
Eels 0-36 23-30 
Freshwater 
Prawns 
24-32 28-31 
Penaeid Shrimp     
    Kuruma 4-? 25-31 
    Pink 11-40 22-29 
Lobsters 22-24 0-31 
Oysters 24-32 28-31 
 
1.2.2.2 Life Cycle in Aquaculture Trout Farms 
The rearing of trout is common in South-Western Ontario due to the climate; therefore, 
trout will be the focus of this section. Most trout farms receives the fish when they are in a 
state of growth known as fry, measuring roughly 5 cm in total length, and taking between 
37 – 83 days to reach this size from embryo (Woynarovich , Hoitsy, & Moth-Poulsen , 
2011). The fish grow from fry to fingerlings, reaching roughly 12.5 cm, over a period of 3 
– 4.5 months, to an average body weight of 25 g. Next, they are classified as table fish 
when they have reached a minimum body weight of 250 g, which takes between 4 – 6.5 
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months of additional time (Woynarovich , Hoitsy, & Moth-Poulsen , 2011). Typically, trout 
are raised from embryo to fry in one location or set of tanks, raised from fry to fingerlings 
in one set of tanks, and then raised to full grown table fish in a separate facility 
(Woynarovich , Hoitsy, & Moth-Poulsen , 2011). 
1.3 Geothermal Energy Exchange Systems 
Geothermal energy exchange can be defined as the transfer of heat between a working fluid 
and the soil in the ground. These systems can be used as both a heating and cooling device 
depending on the requirements of the user, type of system that is installed, and the time of 
the year. For example, a ground source heat pump (GSHP) system, which is a type of 
geothermal heat exchange system that operates on the vapor-compression refrigeration 
cycle, can be used to extract heat from a hot building in the summer months and deposit 
that heat into the ground and cool the building in the process. Alternatively, the same 
system can run in reverse and heat the building in the cool winter months by extracting 
heat from the ground, depositing it into the building. 
A geothermal heat transfer system is made up of many components, with the ground heat 
exchanger being the main component in which heat is exchanged with the soil. The ground 
heat exchanger consists of a series of pipes that have been buried, either vertically or 
horizontally, in the ground through which a fluid is passed to facilitate heat exchange with 
the soil. In the case of a vertical ground heat exchanger, a deep and thin hole is drilled into 
the ground at a pre-determined depth in which a U-shaped polyethylene pipe is placed and 
then surrounded by a hard-setting grout material (Choi, Yoo, Pak, & Lee, 2018). This is 
known as a borehole. A simplified diagram of this can be seen in Figure 1-6. In the hot 
summer months, the liquid passing through the pipes takes heat from a medium, generally 
the air inside of a building, and transfers it into the soil, exiting the heat exchanger at a 
cooler temperature. The opposite process occurs in cool winter months, when cold liquid 
is passed through the ground-loop and is warmed along the way. This warm liquid is passed 
into the building to transfer the heat into the air. 
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Figure 1-6. Vertical borehole heat exchanger. 
1.3.1 Types of Geothermal Systems 
1.3.1.1 Direct Use / Direct Injection 
Direct use geothermal heat transfer utilizes an underground source of naturally heated 
water for use directly in the application at hand. For instance, a fish farmer could extract 
and inject warm geothermal aquifer water into their ponds in order to raise the temperature 
of the pond water. This method of geothermal heat transfer can vary widely in application 
and system parameters based on the site in question and the requirements of the project. 
Each underground water source will have a unique temperature and flow rate that can be 
supplied, making each design somewhat unique. As most geothermal sources supply water 
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at a temperature that is not in the control of the user, they are forced to either use the water 
at the given temperature or to install additional equipment to bring the water to the 
temperature that they require. An example of some additional equipment could be the 
requirement for a mixing tank where hot geothermally sourced water is mixed with cooler 
water to produce a temperature that is ideal for the application at hand. 
1.3.1.2 Indirect Use 
An alternative to direct use geothermal is the use of the ground as a heat source or sink 
rather than the ground water. The primary advantage of this option is that due to the 
constant ground temperature throughout the year (beyond a certain depth), the same ground 
mass could be used as a heat source in the winter and a heat sink in the summer to thermally 
regulate or condition the medium of choice. The thermal energy exchange with the ground 
is facilitated through heat exchangers that are placed in the ground. In cool periods typically 
cold fluid is passed through the buried pipe, exchanging heat with the pipe wall, the grout, 
and then the soil, and exiting the pipe at a warmer temperature. In hot periods a typically 
warm fluid is passed through the pipe, releasing heat to the soil, and exiting the pipe cooler 
than it entered. In such heat exchangers the thermally regulated fluid that exits the pipe is 
typically supplied to a heat pump system. 
Two types of systems are used: active and passive. Active systems utilize a heat-pump to 
essentially pump heat from a source that has a lower temperature than the article that is 
being heated, making them extremely versatile. In contrast to this, passive systems have 
no heat pump and requires no energy input, besides that which is required to pump the 
working fluid through the pipes. 
1.3.1.3 Orientation of Heat Exchanger 
Horizontal heat exchange systems involve a series of looped polyethylene pipes installed 
at a depth that is below the frost line of the installation location. These systems can be 
installed by removing the top layers of soils with excavation equipment, installing the pipe, 
and then backfilling the removed soil. Generally, the excavation equipment is already in 
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use when building a house or building, making this system more cost effective than a 
vertical borehole orientation. 
This style of heat exchanger is typically installed when space is of no limitation, as the 
loops are laid flat across a large section of land. Figure 1-7 shows a section of loop from a 
horizontal heat exchanger before being backfilled with soil. 
 
Figure 1-7. Horizontal loop of ground heat exchanger (KDA Manufacturing, 2019). 
The second orientation are called vertical boreholes. These consist of a hole that is drilled 
into the ground in which a U-shaped pipe is placed and then the hole is backfilled with a 
grouting material. Multiple boreholes are dug and a U-pipe is installed in each, with each 
pipe connected to the next in either series or parallel to create a system of borehole pipes. 
Figure 1-8 and Figure 1-9 show schematics of vertical borehole heat exchangers. Vertical 
borehole systems are generally the most expensive type of geothermal heat exchanger 
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design as the digging of the boreholes requires large and expensive drilling equipment. 
These systems tend to be installed in areas where real-estate is in short supply, such as 
when there is not sufficient room to install a horizontal heat exchanger, or when winter 
temperatures become too cold for a horizontal system.  
 
Figure 1-8. Vertical borehole geothermal heat exchanger (Johnston, et al., 2014). 
 
Figure 1-9. Schematic of vertical borehole heat exchanger system (University of Toronto 
Mississauga, n.d.). 
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1.3.2 Applications 
Direct utilization geothermal heat transfer is used throughout the world in many 
applications and can be defined as taking hot geothermal fluid or steam and using it directly 
as a source of heat (FEMP, 2016). This method is the oldest method of utilizing geothermal 
energy exchange as a means of heating. Figure 1-10 shows a list of worldwide applications 
of direct utilization geothermal energy from Lund and Boyd’s (2016) report. Geothermal 
heat pump applications top the list with a reported 71% of the world-wide applications. 
The second and third largest contributors of geothermal utilization are for 
bathing/swimming and space heating, respectively. Aquaculture pond heating accounts for 
0.98% of world-wide applications. 
Other uses of direct utilization geothermal heat transfer throughout the world include 
greenhouse heating, agriculture crop drying, industrial uses, cooling or snow melting, or 
other uses that were omitted. Industrial uses include concrete curing, bottling of water and 
carbonated drinks, milk pasteurization, uses in the leather industry, chemical extraction and 
production, and pulp and paper processing.  
 
Figure 1-10. Worldwide geothermal direct applications in 2015, with heat pumps (Lund 
& Boyd, Direct utilization of geothermal energy 2015 worlwide review, 2016). 
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Figure 1-11 shows the worldwide direct applications of geothermal energy exchange in 
2015 while omitting the heat pump category. This shows that bathing/swimming and space 
heating account for 44.33% and 36.85% of the worldwide capacity, respectively. 
Aquaculture pond heating moves up to 3.37% of worldwide capacity. 
 
Figure 1-11. Worldwide geothermal direct applications in 2015, without heat pumps 
(Lund & Boyd, Direct utilization of geothermal energy 2015 worlwide review, 2016). 
1.4 Aquaculture and Geothermal Heat Transfer Systems 
The latest edition of Lund and Boyd’s Worldwide Review released in 2016 states that 
0.98% of direct utilization geothermal systems being used globally are exploited to heat 
aquaculture ponds (Lund & Boyd, Direct utilization of geothermal energy 2015 worlwide 
review, 2016). This is equivalent to 696 MWt (megawatt thermal) out of 70,885 MWt 
available through direct utilization geothermal (Lund & Boyd, Direct utilization of 
geothermal energy 2015 worlwide review, 2016). An increase in installed capacity of 6.6% 
and an increase in annual energy use of 3.7% has been seen since Lund’s 2010 study on 
the same subject (Lund & Boyd, Direct utilization of geothermal energy 2015 worlwide 
review, 2016). 
36.85
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16 
 
The world leaders in geothermal usage in aquaculture are the United States of America, 
China, Iceland, Italy, and Israel with a total of 21 countries reporting usage. These countries 
utilize these systems to grow finfish, shellfish, and species such as trout, salmon, tilapia, 
tropical fish, shrimp, lobsters, prawns, alligators and seaweed, among other species. 
In literature few examples of the utilization of geothermal energy exchange in aquaculture 
are present, with the majority of research focusing on the direct utilization of warm 
geothermal fluids to raise the temperature of aquaculture water temperatures to desired 
levels. For example, GharibiAsl et al. (2019) focused on the analysis of a system designed 
for the direct use of geothermal fluid, from the Sabalab foothills in Iran, to thermally 
regulate concrete aquaculture raceways. The study used six various mass fractions of 
geothermal water entering the raceway, ranging from 0% to 30%, for eight months of the 
year during periods where the raceway temperature is below the optimal growth 
temperature for trout. While this study focused on the determination of thermal resistances 
before and after thermal regulation with geothermal fluid and does not give temperature 
data before and after regulation, it does indicate that the temperature of raceway water was 
closer to the optimum growth temperature compared to the un-regulated condition. The 
study reports that no production issues occurred during the period when the raceway was 
being regulated via warm geothermal fluid. Gelengenis et al. (2006) studied a set of ground 
water wells that are used to prevent the freezing of fish ponds during winter that were 
located on the Northern Aegean Sea in Greece. Warm water from three wells from an 
aquafer was extracted and directly injected into the wintering ponds as necessary. This 
system was able to raise the average temperature of the pond water in the winter months 
by roughly 5˚C and has led to an increase in fish yield from 3245 kg in 1997 to 10,350 kg 
in 2004. Watanabe et al. (2002) discussed, in a review paper focusing on the technological 
advances in aquaculture production in the Americas, a system that used direct-use ground 
fluids are utilized in aquaculture applications around the Salton Sea and Imperial Valley 
areas of Southern California, allowing the farm to produce 3700 mt/year. The review paper 
also describes a ground water-based tilapia rearing system operating in Mississippi, that 
uses ground water at 26˚C. The system exchanged about one third of the water per hour 
and produced on average 4500 kg/week of tilapia (Watanabe, Losordo, Fitzsimmons, & 
Hanley, 2002). Focusing on the design of a combined ground-source heat pump and solar 
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collector system for use in an aquaculture application, Liu (2013) reported a system that 
reduced the running costs of the aquaculture system by 70% when compared to the 
previously used coal boiler. The system used a closed loop solar collector that transfers 
heat through a heat exchanger in conjunction with a ground source heat pump loop, feeding 
a water storage tank and then into an aquaculture pond. Farghally et al. (2014) studied the 
design of a control system for a recirculating aquaculture system which utilizes ground 
water as a heat source. Water at 70˚C was pumped from the well through a heat exchanger 
which then transfers heat to the aquaculture tanks. The well water was then injected back 
into the well to keep the overall water level stable.  
1.5 Knowledge Gaps 
After completing the literature review knowledge gaps are clearly present, the first of 
which is a link between aquaculture and closed-loop geothermal heat exchanger systems. 
There are no examples, that could be found, in scientific papers, textbooks, or non-
scientific sources of aquaculture raceway systems that are thermally regulated by indirect-
use geothermal systems (cycling aquaculture water through the geothermal system). This 
brings about the question of whether it is possible to thermally regulate aquaculture 
raceways by circulating aquaculture water through geothermal heat exchangers. There are 
currently no models available to assess this. Furthermore, it is currently unknown if species 
can be reared in a location that they are not natively found as a result of the thermal 
regulation brought on through geothermal looping.  
1.6 Objectives 
The objectives of this work are as follows: 
1. Determine the feasibility of thermally regulating aquaculture raceway water with 
closed-loop geothermal borehole heat exchangers by first developing energy 
models of both an aquaculture raceway and a system of geothermal borehole heat 
exchangers. These models will be used to answer the question of whether this 
method of thermal regulation for aquaculture raceways is feasible. 
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2. Study locations across Canada and the globe to determine the un-regulated and 
thermally regulated raceway temperatures. 
3. Identify species that can benefit from thermal regulation of aquaculture raceway 
water in each location. 
1.7 Thesis Format and Layout 
This thesis is comprised of four chapters in an integrated article format. Chapter 1, being 
this current chapter, provides an introduction and background information for the issues 
surrounding global fish supply and demand, aquaculture, and topics involving geothermal 
energy exchange. Chapter 2 describes a numerical model that was developed to determine 
the energy exchange of an aquaculture raceway. It describes all energy flux terms, 
modelling process, and validation. Chapter 3 describes a numerical model that was 
developed to determine the energy exchange of a set of geothermal borehole heat 
exchangers. It describes all energy modelling methods for both inside and outside of the 
borehole, validation, as well as several cases in which the thermally regulated water is 
mixed into the inlet of an aquaculture raceway. Lastly, Chapter 4 describes the complete 
linking of the two models in which aquaculture raceway temperatures are determined with 
geothermal regulation at five locations. For each location species are identified that can 
benefit from the thermal regulation brought on by geothermal heat exchange. 
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Chapter 2      
2 Energy Modelling of an Aquaculture Raceway 
2.1 Introduction 
Due to an increasing human population, which is predicted to reach nine billion by the year 
2050, it has been predicted that the food demand will increase between 59-98% by the 
same year (Alexandratos & Bruinsma, 2012). This will stress natural ecosystems and 
wildlife populations as humans continue to harvest natural populations. Aquatic species 
will experience a particularly large burden due to continual overfishing since the 1800’s 
(National Geographic Society, 2010). The fishing industry has experienced steady decline 
from peak harvest figures for decades with the main cause being attributed to overfishing 
of natural populations (Ferreira, et al., 2015; National Geographic Society, 2010). 
Aquaculture has shown to be a potential and fast-growing alternative to sustain the current 
demand. By 2014, it has already produced 44% of the world fish stocks and is set to surpass 
wild fish capture in the coming decades (UN FAO, 2016). However, aquaculture has a 
number of challenges to face as it grows as an industry.  
Seasonal temperature fluctuations in the water bodies that supply aquaculture raceways 
and ponds with fresh water can result in non-ideal growing conditions, where temperatures 
become too hot in summer months and too cold in winter months causing significant 
deviations from the optimal conditions for the fish growth. For example, carp has the 
optimal growth temperature range of 20˚C to 32˚C (Lund, Aquaculture: Heat Loss From a 
Pond, 1996). If aquaculture waters are kept within of the optimal growth range then the 
fish will grow well and be healthy; otherwise, the fish can experience disease, slow growth, 
or even mass deaths (Lund, Aquaculture: Heat Loss From a Pond, 1996). These issues can 
lead to lower yields and consequently economic vulnerability for aquaculture farmers. 
It is crucial to understand how the temperature in aquaculture raceways and ponds responds 
to varying environmental conditions and their associated heat loads. This could allow to 
develop strategies to minimize the seasonal vulnerability of raceway or pond temperatures. 
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Very limited work has been reported in the literature on the investigation of energy transfer 
and energy exchange mechanisms in aquaculture applications. Gharibi Asl et al. (2019) 
reported on the study of a concrete aquaculture raceway system that used warm geothermal 
water directly in the aquaculture system during cool winter months to raise water 
temperatures inside of the raceway. The main outcome of the study was the determination 
of heat loads and thermal resistances of the system before and after geothermal regulation. 
It was reported that a water temperature closer to the optimal growth temperature of trout 
was achieved when geothermal water was used. Lamoureux et al. (2006) developed an 
energy model to simulate the temperature of an aquaculture pond. The focus of the study 
was to investigate the use of warm ground water to raise and regulation the pond 
temperature during winter months only. They simulated cases show that the pond 
temperature can be regulated using warn ground water. While the model considered all 
energy exchange processes, the results however, show that the model over-predicted the 
pond temperature for both regulated and unregulated cases. They attributed this 
discrepancy to the uncertainty in accurately measuring the ground water flow rate. 
Furthermore, the model assumed uniform pond temperature implying that the pond water 
was fully mixed, which could also be a source of discrepancy. Later, they conducted a 
sensitivity analysis using the same model in a separate study (Lamoureaux, Tiersch, & 
Hall, 2006). The results show that the model was highly sensitive to the in-flow of warm 
and cool water, while relatively not sensitive towards solar radiation, wind speed, and air 
temperature. Tien et al. (2019) studied the sustainability aspects in a shrimp farm by 
considering different energy sources involved in the farm operation including renewable 
and conventional energy sources, water treatment and aeration. They found that while the 
proposed design is economically viable, it does not compete economically with other, more 
established, technologies in achieving the same result. Cheng et al. (2018) studied the effect 
of climate change on the aquaculture farming of green lipped mussels. They predicted a 
18% decrease in lifetime reproductive output and an 8% decrease in ultimate body mass 
due to a 20% increase in environmentally induced stressors, such as increased pollution in 
the water. 
As the above literature review shows, there is a scarcity of research studies on the detailed 
characterization of energy exchange mechanisms in aquaculture applications, in particular 
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the raceways. To the best of authors’ knowledge, there is no reported scientific study on 
the comprehensive energy analysis of a raceway taking into consideration the complete 
cycle of seasonal variations as well as the impact of geographical location on the raceway 
energy exchange. The present work addresses this knowledge gap by developing a detailed 
energy model for the aquaculture raceway. A detailed description of the raceway energy 
model will be presented first, followed by an investigation of how key parameters of the 
aquaculture raceway influence its temperature. The effects of extreme weather are then 
examined, followed by a study of raceways located in different geographical locations 
around the globe. 
2.2 Raceway Energy Model 
The raceway energy model is based on an energy balance on the fluid contained within 
the raceway, which is given as: 
 𝑑𝐸
𝑑𝑡
=   ?̇?(𝑖𝑖𝑛 − 𝑖𝑜𝑢𝑡) +∑𝑞𝑗
𝑁
𝑗−1
 
(2.1) 
The left side of Eq. (1) represents the rate of change of energy, 𝐸, with respect to time, 𝑡. 
The right side of Eq. (1) represents the net rate at which energy is entering the system, 
where ?̇? is the mass flow rate through the raceway, 𝑖𝑖𝑛 is the enthalpy of the inlet water, 
𝑖𝑜𝑢𝑡 is the enthalpy of the outlet water, and 𝑞𝑖 is the heat transfer rate into the system 
corresponding to a particular heat transfer mechanism, j. Since the working fluid is water, 
which is incompressible, the enthalpies can be evaluated simply as 𝑖 =  𝑐𝑝𝑇, where 𝑐𝑝 is 
the specific heat capacity of water. As kinetic and potential energies are negligible in this 
case, the total energy, E, can be replaced with the internal energy, which is 𝑈 =  𝑚𝑐𝑝𝑇 for 
an incompressible fluid, where m is the mass contained within a given volume. Expanding 
the right side of the equation to explicitly list all heat transfer rates and express the 
enthalpies and total energy in terms of temperatures results in: 
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 𝑑(𝑚𝑐𝑝𝑇)
𝑑𝑡
=  ?̇?𝑐𝑝(𝑇𝑖𝑛 − 𝑇𝑜𝑢𝑡) + 𝑞𝑟𝑎𝑑,𝑠𝑜𝑙𝑎𝑟 + 𝑞𝑐𝑜𝑛𝑣 + 𝑞𝑟𝑎𝑑,𝑙𝑤
+ 𝑞𝑒𝑣𝑎𝑝 + 𝑞𝑙𝑖𝑛𝑖𝑛𝑔 
(2.1) 
where 𝑇𝑖𝑛 is the temperature of the inlet water, 𝑇𝑜𝑢𝑡 is the temperature of the outlet water, 
𝑞𝑟𝑎𝑑,𝑠𝑜𝑙𝑎𝑟 is the heat transfer rate associated with incident solar radiation, 𝑞𝑐𝑜𝑛𝑣 is the heat 
transfer rate associated with convection due to air flow over the raceway, 𝑞𝑟𝑎𝑑,𝑙𝑤 is the heat 
transfer rate associated with longwave radiation emission, 𝑞𝑒𝑣𝑎𝑝 is the heat transfer rate 
associated with evaporation at the water surface, and 𝑞𝑙𝑖𝑛𝑖𝑛𝑔 is the heat transfer rate 
associated with the raceway lining. These heat transfer mechanisms can be seen depicted 
in the schematic diagram shown in Figure 2-1. 
 
Figure 2-1. Schematic diagram of the raceway domain including heat transfer 
mechanisms and domain discretization. 
2.2.1 Heat Transfer Sub-Models 
2.2.1.1 Solar Radiation 
The general form of the heat transfer rate due to solar radiation is: 
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 𝑞𝑟𝑎𝑑,𝑠𝑜𝑙𝑎𝑟 = 𝐺𝐴𝑆 (2.2) 
where 𝐺 is the total solar irradiance and 𝐴𝑆 is the upper surface area of the raceway exposed 
to atmosphere. The total solar irradiance value takes into account the sun’s position in the 
sky as well as Global Horizontal Irradiance (GHI), Direct Normal Irradiance (DNI), and 
Diffuse Horizontal Irradiance (DHI). 
The sun’s position in the sky is based on the latitude of the location, the slope of the surface, 
and the azimuth angle, according to the model proposed by (Duffie & Beckman, 2013). 
The following set of equations allow the incidence angle, 𝜃, to be computed (Duffie & 
Beckman, 2013): 
 𝜃 =  cos−1(𝑎 − 𝑏 + 𝑐 + 𝑑 + 𝑒) (2.3) 
 𝑎 =  sin(𝛿) ∙ cos(𝐿) ∙ cos(𝑆) (2.4) 
 𝑏 =  sin(𝛿) ∙ cos(𝐿) ∙ sin(𝑆) ∙ cos(𝑍) (2.5) 
 𝑐 =  cos(𝛿) ∙ cos(𝐿) ∙ cos(𝑆) ∙ cos(𝐻) (2.6) 
 𝑑 =  cos(𝛿) ∙ sin(𝐿) ∙ sin(𝑆) ∙ cos(𝑍) ∙ cos(𝐻) (2.7) 
 𝑒 =  cos(𝛿) ∙ sin(𝑆) ∙ sin(𝑍) ∙ sin(𝐻) (2.8) 
 
𝛿 = 23.25 ∙ sin (360 ∙
284 + 𝑛
365
) 
(2.9) 
 𝐻 =  360 ∙ ((𝐷𝐽 − 𝑛) − 0.5) (2.10) 
where 𝜃 is the incidence angle, 𝛿 is the declination angle, 𝐿 is the latitude, 𝑆 is the surface 
slope, 𝑍 is the azimuth angle, 𝑛 is the Julian date, and 𝐷𝐽 is the decimal time combined 
with Julian date (Duffie & Beckman, 2013). 
Once the incidence angle is determined, it is then used in a second set of equations that 
determines the total irradiance value, 𝐺. This set of equations requires incidence angle, 
GHI, DNI, DHI, beta angle, and the albedo of the surface of interest. The beta angle is 
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widely used in the design of solar panel systems and ranges from -90˚ to +90˚. It measures 
the angle between an orbital plane and the line from the sun to the Earth. Albedo is the 
measure of the incident light that is reflected from a surface. The set of equations to 
determine the total irradiance value are described as (Duffie & Beckman, 2013): 
 𝐷 = {
𝐷𝑁𝐼 ∙ cos(𝜃) for 𝜃 < 90
0 for 𝜃 ≥ 90
      (2.11) 
 𝐼 = 0.5 ∙ 𝐷𝐻𝐼 ∙ (1 + cos(𝑏)) (2.12) 
 𝑅 = 0.5 ∙ 𝛾 ∙ 𝐺𝐻𝐼 ∙ (1 − cos(𝑏)) (2.13) 
 𝐺 = 𝐷 + 𝐼 + 𝑅 (2.14) 
where 𝐷 is the direct normal irradiance on the surface, 𝐼 is the diffuse irradiance on the 
surface, 𝑅 is the reflected irradiance on the surface, 𝐺 is the total irradiance seen at the 
raceway surface, 𝑏 is the beta angle, and 𝛾 is the surface albedo. 
2.2.1.2 Convection at the Surface of the Water 
Convection heat transfer between the ambient air and the water surface can either add or 
subtract heat from the raceway depending on the temperature of the ambient air and 
raceway water. The general form of this term is expressed as: 
 𝑞𝑐𝑜𝑛𝑣 = ℎ𝐴𝑆(𝑇𝑎𝑡𝑚 − 𝑇𝑅) (2.15) 
where ℎ is the convection heat transfer coefficient, 𝑇𝑎𝑡𝑚 is the temperature of the ambient 
air, and 𝑇𝑅 is the raceway temperature. 
Due to the motion of the fluid inside the raceway, this mode of heat transfer is considered 
to be the forced convection. The convection heat transfer coefficient, ℎ, associated with 
heat exchange between the raceway and the external air is determined based on the 
Reynolds number associated with the wind over the raceway surface, the Prandtl number 
of the air, and the associated Nusselt number. The Reynolds and Prandtl numbers are 
defined as: 
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Re =
𝑢𝑎𝑖𝑟𝜌𝑎𝑖𝑟𝐿𝑐ℎ𝑎𝑟
𝜇𝑎𝑖𝑟
 
(2.16) 
 Pr =  
𝜈𝑎𝑖𝑟
𝛼𝑎𝑖𝑟
 (2.1817) 
where 𝜌𝑎𝑖𝑟 is the density, 𝜇𝑎𝑖𝑟 is the dynamic viscosity, 𝜈𝑎𝑖𝑟 is the kinematic viscosity, and 
𝛼𝑎𝑖𝑟 is the thermal diffusivity of air. The Nusselt number correlations for forced convection 
are (Chiasson, Rees, Spitler, & Smith, A model for simulating performance of a shallow 
pond as a supplemental heat rejector with closed-loop ground-source heat pump systems, 
2000): 
 
𝑁𝑢 =  
ℎ𝐿𝑐ℎ𝑎𝑟
𝑘𝑎𝑖𝑟
 
= {
0.664𝑅𝑒1/2𝑃𝑟1/3 for 𝑙𝑎𝑚𝑖𝑛𝑎𝑟 𝑓𝑙𝑜𝑤
0.037𝑅𝑒4/5𝑃𝑟1/3 for 𝑚𝑖𝑥𝑒𝑑 𝑎𝑛𝑑 𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡 𝑓𝑙𝑜𝑤
 
(2.18) 
where 𝑘𝑎𝑖𝑟 is the thermal conductivity of air. 
2.2.1.3 Longwave Radiation 
Longwave radiation is emitted from the raceway water to the far field of the atmosphere at 
very low energy levels. This form of radiation, although small, may contribute a 
measurable amount to the overall energy balance for a natural aquaculture raceway system 
and has therefore been included to improve the accuracy of the model. Longwave radiation 
loss can be modelled as (Chiasson, Rees, Spitler, & Smith, A model for simulating 
performance of a shallow pond as a supplemental heat rejector with closed-loop ground-
source heat pump systems, 2000): 
 𝑞𝑟𝑎𝑑,𝑙𝑤 = ℎ𝑟𝐴𝑆(𝑇𝑠𝑘𝑦 − 𝑇𝑅) (2.19) 
 
ℎ𝑟 = 4 𝜎 (
𝑇𝑅 + 𝑇𝑠𝑘𝑦
2
)
3
 
(2.20) 
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where 𝑞𝑟𝑎𝑑,𝑙𝑤 is the energy transferred due to longwave radiation loss, ℎ𝑟 is the heat 
transfer coefficient, 𝑇𝑠𝑘𝑦 is the sky temperature,  is the emissivity of the raceway water, 
and 𝜎 is the Stefan-Boltzmann constant. 
Sky temperature is found using the method outlined by Zwart (1996): 
 
𝑇𝑠𝑘𝑦 = [(1 − 𝐶)𝐸 𝑇𝑎𝑡𝑚
4 + 𝐶 (𝑇𝑎𝑡𝑚
4 − 
9
𝜎
)]
1
4
 
(2.21) 
 𝐸 = 0.53 + 6𝑒−3𝑃𝑣𝑎𝑝,𝑎𝑖𝑟
1/2 (2.22) 
where 𝐶 is the fraction of sky covered by clouds, 𝐸 is a variable outlined by Zwart (Zwart, 
1996) and 𝑃𝑣𝑎𝑝,𝑎𝑖𝑟 is the vapour pressure of the air. The vapour pressure of the air is 
described by the following empirically-relation (Shi, Wang, Zhang, & Wang, Supporting 
Information for: Rational design of a bi-layered reduced graphene oxide film on 
polystyrene foam for solar-driven interfacial water evaporation, 2017):  
 
𝑃𝑣𝑎𝑝,𝑎𝑖𝑟 = 
𝑒
(77.3450+0.0057∗ 𝑇𝑅−
7235
𝑇𝑅
)
𝑇𝑅
8.2   
(2.23) 
2.2.1.4 Evaporation 
Evaporation of water from the surface of the raceway causes a loss of heat from the surface 
of the water due to latent heat. This is modelled based on the work of Sartori (1999), which 
predicts the evaporation from a body of water while taking into account both laminar and 
turbulent flow over the surface, along with a decay of mass transfer along the length of the 
wind direction. The following equations describe this method: 
 𝑞𝑒𝑣𝑎𝑝 = 𝑖𝑣𝑎𝑝𝐴𝑆?̇?𝑒𝑣𝑎𝑝 (2.24) 
 
?̇? =
{
 
 
 
 (0.00407𝑢𝑎𝑖𝑟
0.8𝐿𝑅
−0.2 − 0.01107𝐿𝑅
−1)(𝑃𝑤 − 𝑃𝑑)
𝑃𝑎𝑡𝑚
for 𝑢𝑎𝑖𝑟 ≥ 3 𝑚/𝑠
(0.00407𝑢𝑎𝑖𝑟
0.8𝐿𝑅
−0.2)(𝑃𝑤 − 𝑃𝑑)
𝑃𝑎𝑡𝑚
for 𝑢𝑎𝑖𝑟 < 3 𝑚/𝑠
   
(2.25) 
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where 𝑞𝑒𝑣𝑎𝑝 is the energy transferred due to evaporation of water from the surface of the 
raceway, 𝑖𝑣𝑎𝑝 is the enthalpy of vaporization of water, ?̇?𝑒𝑣𝑎𝑝 is the evaporation rate, 𝐿𝑅 is 
the length of the raceway, 𝑃𝑤 and 𝑃𝑑 are the pressure of water vapour at the raceway and 
dewpoint temperatures, respectively, and 𝑃𝑎𝑡𝑚 is the atmospheric pressure (Sartori 1999). 
The value for enthalpy of vaporization of water can be obtained from (Keenan, Keyes, Hill, 
& Moore, 1969).  
2.2.1.5 Heat Transfer Through the Raceway Lining 
Heat transfer through the raceway lining is modelled using three resistances in series; those 
due to forced convection inside of the raceway, conduction through the raceway lining, and 
natural convection on the outside of the raceway. The heat transfer through the lining, 
based on the thermal resistances, is: 
 
𝑞𝑙𝑖𝑛𝑖𝑛𝑔 =
𝐴𝐿
1
ℎ𝑖𝑛𝑛𝑒𝑟
+ 
1
𝑘𝐿
𝑡𝐿
+ 
1
ℎ𝑜𝑢𝑡𝑒𝑟
(𝑇𝑙𝑎𝑘𝑒 − 𝑇𝑅) 
(2.26) 
where 𝐴𝐿 is the surface area of the lining, ℎ𝑖𝑛𝑛𝑒𝑟 is the convection coefficient inside of the 
raceway, 𝑘𝐿 is the thermal conductivity of the lining, 𝑡𝐿 is the thickness of the lining, and 
ℎ𝑜𝑢𝑡𝑒𝑟 is the convection coefficient outside of the raceway. Note that in the present case, 
the raceway is considered to be placed in the lake i.e. surrounded by the lake water. 
However, for a ground-based raceway, Eq. (2.29) can be simply modified by replacing the 
convection heat transfer outside of the raceway with the conduction heat transfer outside 
the raceway. 
To accurately capture the effects of convection inside of the raceway, Nusselt number 
correlations for laminar flow over a flat plate and inside of a circular tube were averaged, 
due to the irregular shape of the raceway. The correlation for a flat plate is (Bergman T. L., 
Lavine, Incropera, & DeWitt, 2017): 
 𝑁𝑢 = 0.664𝑅𝑒1/2𝑃𝑟1/3 (2.27) 
The correlation for a circular tube is (Bergman T. L., Lavine, Incropera, & DeWitt, 2017): 
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𝑁𝑢 =   (3.66 + 
0.0668𝐺𝑎
1 + 0.04𝐺𝑎
2
3
) 
(2.28) 
𝐺𝑎 = 
𝐷ℎ
𝐿𝑅
𝑅𝑒𝐷𝑃𝑟 
(2.29) 
where 𝐺𝑎 is the Graetz number and 𝐷ℎ is the hydraulic diameter of the raceway. 
For limiting cases with little to no flow rate through the raceway, free, or natural, 
convection will be the dominant mode of heat transfer inside of the raceway. Nusselt 
number correlations for free convection on a vertical flat plate and a horizontal flat plate 
were averaged to take into account the raceway geometry. The natural correlation for a 
vertical flat plate is (Bergman T. L., Lavine, Incropera, & DeWitt, 2017): 
 
𝑁𝑢 = 0.68 + 
0.670𝑅𝑎1/4
[1 + (0.492/𝑃𝑟)1/4]4/9
 
(2.30) 
 
𝑅𝑎 =  
𝑔𝛽(𝑇𝑙𝑎𝑘𝑒 − 𝑇𝑅)𝐷𝐿
3
𝛼𝑣
 
(2.31) 
where 𝑅𝑎 is the Rayleigh number, 𝐷𝐿 is the lining depth, 𝛼 is the thermal diffusivity of 
water, and 𝑣 is the kinematic viscosity of water. The correlation for a horizontal flat plate 
is (Bergman T. L., Lavine, Incropera, & DeWitt, 2017): 
 𝑁𝑢 = 0.27𝑅𝑎1/4 (2.32) 
To capture the effects of conduction through the raceway lining, the conduction heat 
transfer resistance value was specified as: 
 
𝑅𝑙𝑖𝑛𝑖𝑛𝑔 = 
𝑡𝐿
𝑘𝐿𝐴𝐿
 
(2.33) 
Lastly, natural convection on the outside of the raceway must be considered. Due to the 
lack of Nusselt number correlations for the exterior raceway shape, a Nusselt number 
correlation for natural convection over a long horizontal cylinder was used to approximate 
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the convection heat transfer coefficient for the exterior of the raceway. The Nusselt number 
correlation is given as (Bergman T. L., Lavine, Incropera, & DeWitt, 2017): 
 
𝑁𝑢 = (0.60 + 
0.387𝑅𝑎1/6
[1 + (0.559/𝑃𝑟)9/16]8/27
)
2
 
(2.34) 
2.3 Model Raceway 
In the present study, a trout raceway located in Cambridge, Ontario, Canada was used as 
the test case. This raceway is 24.4 m long, 3.7 m wide, and 2 m deep at the centre. The 
flow rate for all cases is 43 L/s and is considered the reference flow rate. This flow rate is 
used for all tests except those that explicitly state that the flow rate is changed from this 
value. The weather data for this raceway location was obtained from the Government of 
Canada’s Engineering Climate Datasets, specifically from the database titled Canadian 
Weather Year for Energy Calculation (CWEC) (Environment Canada - Atmospheric 
Environment Service and The National Research Council of Canada, 2018). This data is 
an accumulation of twelve typical meteorological months that were amassed from 30 years 
of weather data.  
Raceway temperature data and lake temperature data used for this model was obtained 
from the operator of this trout raceway in Cambridge, Ontario (Stoller Canada 2018). This 
temperature data consists of one temperature reading per day for the raceway at this site, 
along with lake temperature readings at 3.05 m (10 feet) and 7.62 m (25 feet) depths. The 
data was linearly interpolated to find the temperature at any other depths of interest in the 
energy model.  
For this study, the beta angle was set to 0˚ in all cases, under the assumption that the 
raceway surface is flat. The albedo value was set to 0.25, which is that of a field of green 
grass (Coakley, Reflectance and albedo, surface, 2003). This value was chosen because the 
raceway and pond where the temperature data was collected is surrounded by such terrain. 
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2.4 Numerical Methods 
A solution for the raceway energy model was implemented using MATLAB, where the 
governing ordinary differential equation (ODE) is solved using the non-stiff ordinary 
differential equation solver ‘ode45’, which is included in the MATLAB library. The 
temperature was considered as a vector, with each element representing a different spatial 
position in the domain, as described in the next section. The ODE solver integrates the 
governing ODE with respect to time to determine the temperature vector as a function of 
time. While the time step of the ODE solver is adaptive, the heat transfer terms were 
allowed to vary on an hourly basis, and only the hourly solutions were stored. For the cases 
considered, simulations were conducted for a full year of operation (8760 hours).  
2.4.1 Discretization Along the Raceway Length 
The energy model was implemented with one-dimensional variations in temperature, along 
the flow direction within the raceway. The domain was discretized in this direction using 
a fixed number of slices, as illustrated in Figure 2-1. An upwind approximation was used 
for the terms representing the transfer of energy due to mass exchange between slices, 
where the temperature of the mass entering slice 𝑛, is 𝑇𝑛−1 and the temperature of the mass 
exiting, is 𝑇𝑛. 
A grid independence test was conducted to determine the number of slices required to 
reduce the discretization error to a sufficiently small amount (the average raceway 
temperature changed to be less than 10-6 ˚C from the previous value). It was determined 
that 10 slices were enough to accurately capture the spatial variation of temperature along 
the raceway. See Appendix table A-1 for the detailed results of the grid independence 
study. 
In a typical raceway, the inlet water is supplied through an inlet pipe often at the top 
upstream, end of the raceway. As the present model assumes the flow to be well-mixed in 
each control volume, a simple CFD study was conducted using ANSYS Fluent with the 
raceway dimensions and operating parameters discussed in section 2.3 to gain an 
understanding of the fluid flow and mixture profile. Monitoring the flow streamlines 
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produced a small recirculation region with in the bottom of the raceway due to the location 
of the inlet flow at the surface of the raceway. Monitoring the temperature distribution 
along the raceway showed negligible temperature difference along the discretization length 
used, confirming that the assumption that the temperature is fully mixed in a given slice is 
valid. 
2.5 Results and Discussion 
2.5.1 Model Validation 
The model was validated against temperature data measured throughout the year of 2017at 
the site of the model raceway considered in this study (Stoller Canada 2018). Figure 2-2 
shows the comparison of the raceway temperature data simulated by the present model and 
the measured temperature data. The results show that the two sets of data agree well with 
an overall percentage difference of 2.4%. The results also show a relatively large difference 
in the months of January and February where the simulated temperatures were on average 
19% higher than the measured ones. This discrepancy is likely due to the reason that in 
winter months, the raceway surface becomes frozen, which impacts the heat exchange at 
the raceway surface. The present model does not take into consideration the surface layer 
freezing. Some small differences are also observed in the months of June and July where 
the average difference between the simulation and measured results are 3.8%. These results 
represent a successful validation of the model, with the note that some discrepancies are 
expected when the raceway develops a layer of ice on its surface. 
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Figure 2-2. Comparison of the simulated raceway temperature from the present model 
with the measured temperature data, over one complete seasonal cycle. 
2.5.2 Parametric Analysis  
A parametric analysis was conducted to investigate the influence of some key geometric 
and operating parameters on the raceway temperature. 
2.5.2.1 Raceway Surface Area 
The raceway surface area was varied from 11.25 to 1440 m2, while all other parameters 
were kept constant to gain an understanding of how the raceway outlet temperature would 
be affected. A constant raceway depth of 2 m was used for this analysis, thus an increase 
in the surface area resulted in an increase in the total volume of the raceway. 
Figure 2-3 shows the outlet temperatures throughout the year for two representative cases; 
surface areas of 11.25 m2 and 720 m2. The results show that the raceway with a larger 
surface area consistently achieves higher outlet temperatures during the spring and summer 
months, compared to the smaller surface area case. The outlet temperatures are relatively 
similar between the two cases during the fall and winter months, with the 720 m2 case 
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resulting in higher outlet temperatures on a less frequent basis. There are a few reasons for 
why the raceway with the larger surface area produces higher outlet temperatures, the most 
significant factor being the increase in overall solar flux on the raceway surface. While the 
incident solar irradiation per unit area is constant, the increased surface area results in the 
higher amount of solar irradiance being incident and absorbed by the raceway. This would 
explain why the temperature of the larger raceway fluctuates, as the temperature falls 
during the night when there is no solar irradiance heating the water. Another reason is the 
convection heat exchange with air at the raceway surface, which scales linearly with the 
surface area. During the spring and summer months, the ambient air temperature is higher 
than the temperature of the raceway leading to convection heat transfer from the air to the 
raceway water. The heat exchange process that experienced the greatest change from 11.25 
m2 to 1440 m2 was heat transfer due to solar radiation. With an increase in surface area of 
128 times the heat transfer due to solar radiation increased linearly by 127.8 times with an 
increase in surface area. Solar irradiance accounted for 1.17% of the total heat transfer in 
the 11.25 m2 case and this increased to 36.28% in the 1440 m2 case. These results can be 
seen in Table 2-1, below. Heat exchange due to convection at the raceway surface increased 
95 times, while heat exchange due to longwave radiation and evaporation increased 86 
times and 104 times.  
Table 2-1 Percentage of total heat transfer that each heat transfer process accounts for, for 
raceway surface areas of 11.15 m2 and 1440 m2. 
  11.25 m^2 1440 m^2 
Heat Transfer Process Percentage of Total Heat Transferred (%) 
Convection with Water Surface 0.1745 4.0368 
Influent/Effluent 98.1207 47.9164 
Longwave Radiation 0.0000 0.0003 
Evaporation 0.4580 11.5868 
Solar Irradiance 1.1797 36.2765 
Heat Transfer Through Lining 0.0671 0.1833 
The heat exchange processes that experienced the greatest change from 11.25 m2 to 1440 
m2 are convection at the raceway surface (9527% difference), longwave radiation (8555% 
difference), evaporation (10431% difference), and solar radiation (12700% difference). Of 
these, solar flux is the greatest contributor to heat increase in the raceway, accounting for 
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178 W and 22754 W of heat transfer at 11.25 m2 and 1440 m2, respectively. Evaporation 
is the second largest change accounting for 69 W and 7268 W of heat transfer for 11.25 m2 
and 1440 m2, respectively. Further information regarding the change to the individual heat 
exchange processes when surface area is changed can be found in Appendix-1. 
The yearly-averaged values of the raceway outlet temperature and the heat exchanged by 
the raceway for all eight cases are presented in Figure 2-4. As the results show, raceways 
with larger surface area produced, on average, higher outlet temperatures and higher 
magnitudes of the overall heat exchange. The largest surface area tested, 1440 m2, 
produced outlet temperature and heat transfer values that were 6.2% and 76% higher, 
respectively, than the smallest surface area tested of 11.25 m2.  
 
Figure 2-3. Simulated raceway outlet temperature with surface areas of 11.25 m2 and 720 
m2 and depth of 2 m 
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Figure 2-4. Yearly-averaged raceway outlet temperature and overall heat exchange 
magnitude as a function of the raceway surface area for a fixed raceway depth of 2 m.  
2.5.2.2 Raceway Depth 
In this analysis, the raceway depth was varied from 0.25 m to 9.8 m, while all other 
parameters were kept constant. A raceway surface area of 180 m2 was considered for this 
analysis, which is within the typical range of commercial raceways (Faulk et al., 2007; 
Yuan et al., 2019). The simulation results (not shown here) indicate that the change in depth 
has negligible impact on the raceway temperature and a slight change in the heat transfer 
magnitude. These results indicate that the energy exchange of the raceway is predominantly 
through the surface. Note that in the present model, the raceway was placed in a lake, which 
also provided the water intake to the raceway. Hence, the temperature difference between 
the raceway and surrounding lake water is expected to be small, which resulted in a lower 
heat transfer rate across the raceway lining. If the raceway is placed in the ground then the 
heat transfer rate across the raceway lining is expected to be relatively large. Further 
information regarding the change to the individual heat exchange processes when surface 
area is changed can be found in Appendix-1. 
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2.5.2.3 Raceway Flow Rate  
The volumetric flow rate was varied to gain an understanding of how it affects the raceway 
temperature. Eight flow rates were considered over a wider range from zero (stagnant case) 
to 160 L/s (see Table 2-2 for details). The results are presented in Figure 2-5 and  the 
yearly-averaged raceway outlet temperatures are summarized in Table 2-2. The results 
show that the largest flowrate of 160 L/s produced the lowest temperatures, which were 
also the closest in value to the inlet temperature. This is primarily due to the lower residence 
time of the fluid within the raceway. At lower flow rates, the residence time is longer, and 
thus the water will be more influenced by heat fluxes that can alter its temperature. As the 
flowrate was decreased from the maximum value of 160 L/s, only a slight increase in the 
raceway temperature magnitude was observed up to the flow rate of 43 L/s (about 75% 
reduction in the flow rate). A more pronounced increase in the raceway temperature started 
to emerge as the flow rate further reduced. For example, the yearly-average raceway 
temperature increased by about 1.6˚C as the flow rate reduced to 20 L/s and a further 
increase in the raceway temperature by 1.8˚C as the flowrate decreased from 20 L/s to 10 
L/s. After this point the increase in average raceway outlet temperature with a decrease in 
flowrate became more drastic, reaching an average outlet temperature of 23 ˚C at a flow 
rate of 1 L/s. This is an 83 % increase from the reference flow rate of 43 L/s.  
While a range of flowrates from 0-160 L/s were used in these simulations, not all flowrates 
will be suitable for an aquaculture raceway. Fish are required to swim against the water 
current inside a raceway, which means that too much flow will make it very difficult for 
the fish to swim against. For the studied raceway a flowrate of 80 L/s, with a water velocity 
of 0.0141 m/s, is arguably far too high for a fish to comfortably swim against for sustained 
periods of time, and a flowrate of 160 L/s is by far too high. On the other hand, rates of 0 
L/s and 1 L/s are too low to create any meaningful current for the fish to swim against. It 
is also likely that there will not be sufficient turnover of the water to restore dissolved 
oxygen contents to safe levels, leading to the fish suffocating. For the studied raceway, 
flow rates of 5 L/s to around the reference value of 43 L/s could potentially be acceptable. 
The velocity of water inside of the raceway is dependent on the flow rate and raceway 
cross-sectional area, therefore raceways of differing cross-sectional area from the one in 
40 
 
this study will experience differing results from those presented in this study. Figure 2-5 
shows the temperatures achieved are acceptable for fish growth in the winter months yet 
dangerous in the summer months at the lower flow rates.  
 
Figure 2-5. Simulated raceway outlet temperature at different flow rates. 
Table 2-2. Flowrate vs. simulated yearly-averaged outlet temperature. 
Flowrate (L/s) Average Outlet Temperature (˚C) 
0 23.2 
1 23.0 
5 18.9 
10 15.4 
20 13.6 
43 12.6 
80 12.2 
160 12.0 
2.5.3 Extreme Weather Study 
In addition to the influence of raceway geometric properties and operating conditions, 
present study also investigated the influence of extreme weather patterns on the raceway 
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temperature. This could include increase in air and water temperatures, increase in wind 
speeds due to storms, and potentially a change in solar irradiance values that reach a 
raceway due to a change in cloud cover. Predicting the effects of extreme weather on 
raceway temperatures will provide insight into the sustainability of existing and potential 
future aquaculture businesses as weather patterns become increasingly unpredictable due 
to global warming. 
2.5.3.1 Ambient Air Temperatures 
The ambient air temperature, dew point and dry bulb temperatures were increased from 
baseline reference case in 2 degree increments up to an added 10˚C. Results (not shown 
here) indicate an insignificant change in the raceway temperature with the annual average 
raceway temperature increased by only 0.02˚C from reference conditions to extreme 
condition of 10˚C increment in the ambient temperature. This result indicates that the 
sensible heat exchange between the raceway and the ambient air is relatively small in 
magnitude compared to other heat fluxes. Further information regarding the change to the 
individual heat exchange processes when air temperatures are increased from ambient 
conditions can be found in Appendix-1. 
2.5.3.2 Ambient Air and Inlet Water Temperatures 
In this analysis, the ambient air and the raceway inlet water temperatures were increased 
to understand how a shift in ambient conditions could affect the viability of raceway 
aquaculture farms. As the raceway in the present study was located in a lake, the inlet 
temperature was changed by changing the lake temperature. Five sets of inlet temperature 
data and air temperature data were generated by taking the raceway inlet temperature data 
and air temperature data for the reference case and adding 2, 4, 6, 8, or 10°C. The resulting 
raceway temperature data are shown in Figure 2-6. These results show that the inlet water 
temperature has a significant effect on the temperature of the raceway. A 9.9°C increase in 
the average raceway temperature is observed when the inlet temperature was 10°C higher 
in comparison with the reference case. The results also indicate an almost linear change in 
the raceway temperature as the inlet water temperature increased by 2°C to 10°C.  
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Another impact of an increase in ambient and inlet temperatures is the increase in days 
during which the raceway temperature is at a dangerous level for the fish living inside of 
it. Trout have an optimal growth temperature range of 12˚C to 17˚C (Gharibi Asl & 
Abbaspour-Gilandeh, 2019; Lund, 1996). Raceway temperatures outside of this range will 
lead to fish death and ultimately lower yields and economic losses. Figure 2-7 shows the 
probability that the raceway temperature exceeds 15, 20, 25, and 30˚C for a given hour of 
the year. To add context, employees at the raceway of study in Cambridge, Ontario, 
reported a substantial number of trout fish death during the summer months under the 
conditions that are reported as normal in the data in Figure 2-7 (Employee of Stoller 
Canada, 2018), although no exact counts were taken. Under these normal conditions there 
were no hours in which the raceway temperature exceeded 25˚C and there were 2275 hours 
(26 % of the year) in which the temperature exceeded 20˚C. Therefore, it can be inferred 
that temperatures exceeding 20˚C will cause some amount of trout fish death. 
The data for raceway temperatures exceeding 20˚C shows that even with a temperature 
increase of 2˚C, the number of hours in which the temperature reaches dangerous levels 
for the fish is increased to 3040, or 34.7 % of the year. A temperature increase of 10˚C will 
see dangerous temperature levels for 54.8 % of the year. Based on these results, it is clear 
than even at the low end of the temperature increase spectrum, trout fish farmed in the 
aquaculture raceway modeled in this study will be in jeopardy of disease and mass death. 
Further information regarding the change to the individual heat exchange processes when 
air and inlet water temperature are changed from ambient conditions can be found in 
Appendix-1.  
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Figure 2-6. Simulated raceway temperature for different inlet and ambient air 
temperatures. 
 
Figure 2-7. Probability that the raceway temperature remains between 15-20˚C, 20-25˚C, 
25-30˚C, and exceeded 30˚C during the full year. 
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2.5.3.3 Wind speed 
In this case, wind speed was varied while all other parameters were kept constant. To vary 
the wind speed, the wind speed data from the meteorological database was taken and two 
cases were considered where the meteorological wind speed magnitudes were (i) increased 
by up to 100% and (ii) decreased by up to 75%, with 25% increments. The results (not 
shown here) indicate that the change in wind speed has relatively weak effect on the 
raceway temperature change. A decreasing trend is evident in the raceway temperature 
with an increase in the wind speed, which is due to its influence on the heat convection and 
evaporation at the raceway surface. It is observed that the raceway temperature decreased 
by 0.06˚C as the wind speed increased from the lowest value of -75% to the highest value 
of 100%. Further information regarding the change to the individual heat exchange 
processes when wind speed is changed can be found in Appendix-1.   
2.5.3.4 Solar Irradiance 
Direct normal irradiance, diffuse horizontal irradiance, and global horizontal irradiance 
were varied while all other parameters were kept constant. The difference between inlet 
and outlet raceway temperatures, ΔT, at a range of irradiance values from -75 % of baseline 
to +100 % of baseline can be seen in Figure 2-8, including the yearly mean as well as the 
5th and 95th percentile values. The results show that over the given range of solar irradiance 
change, the raceway inlet and outlet temperature difference increased by about 15%. The 
plots also show that as solar irradiance is increased, the 95th percentile ΔT values become 
far larger than the mean values, which shows that the peak temperatures increase as the 
solar irradiance is increased. Despite this growing discrepancy between the mean and 95th 
percentile values the mean is skewed towards the 5th percentile values, meaning that there 
are far more days in the year in which the raceway temperature is at the lower end of the 
spectrum than at the higher end of the temperature spectrum. Further information regarding 
the change to the individual heat exchange processes when surface area is changed can be 
found in Appendix-1. 
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Figure 2-8. Simulated raceway temperature difference from inlet to outlet for a range of 
solar irradiance magnitudes that varied between -75% and +100% of the reference data. 
2.5.4 Effects of Geographic Location 
The results in the preceding sections show the influence of geometric and environmental 
parameters on the raceway temperature. As the developed energy model enables to 
simulate and predict the raceway temperature, it has now been used to predict the 
temperature behavior of raceways located in different climatic regions. Six diverse climatic 
regions were selected to show how the local climate influences the raceway temperature. 
For all these cases, the raceway was assumed to be located in a lake. The dimensions and 
operating conditions of the raceways were kept the same as the reference conditions for the 
Cambridge raceway.  As the lake water was being used as the raceway inlet, it is critical to 
know the temperature of the lake at a given raceway location. The lake temperature data 
was obtained using the FLake Global Online Lake Modeling System (FLake Global: Online 
Lake Modeling System, 2008). The FLake model can output the vertical temperature 
46 
 
structure and mixing conditions in freshwater lakes if the geographical coordinates and size 
of the lake are provided (FLake Global: Online Lake Modeling System, 2008). The model 
requires water transparency, the mean depth of the lake, and latitude and longitude to 
determine the lake temperature profile (FLake Global: Online Lake Modeling System, 
2008). More information on the structure of the FLake model can be found at the Lake 
Model FLake website (Mironov, Terzhevik, & Kirillin, Lake Model FLake, 2008). The 
FLake model was validated against the experimental data from the lake in Cambridge, 
Canada, with the results showing a general agreement. An overall percentage difference of 
21.6% was observed. The FLake model is therefore considered be an acceptable model for 
obtaining a reasonable approximation of the lake temperature at various locations, where 
such data has not otherwise been measured. The lakes that were chosen to be modelled by 
the FLake simulation were all close in size and depth to the lake in Cambridge, Ontario. A 
water type of “Clear (Transparency 2m)” was selected along with a depth of 10 m. Inlet 
and outlet temperatures for 6 raceway locations with a diverse range of climates can be 
seen in Figure 2-9. Results were produced for (i) London, Canada, (ii) Oslo, Norway, (iii) 
Yellow Knife, Canada, (iv) DaPaong, Ghana, (v) New Delhi, India, and (vi) Singapore, 
Singapore. The three northern locations (London, Oslo, and Yellow Knife) have very 
distinct winter and summer periods, for which the raceway outlet temperature is seen to be 
warmer than the inlet temperature at nearly all points of the year. This is due to the heating 
of the raceway water from incoming solar radiation. Despite the graphs of these locations 
having the same general trend, they are quite different. London has roughly four months of 
winter conditions while Oslo and Yellow Knife have five and six months of winter, 
respectively. A higher amount of time spent in cool winter months means that the 
aquaculture water temperature is likely significantly outside of the optimal growth range 
of the aquatic life that is being farmed. The northern locations then have a significant jump 
in temperature during the summer period. London, Oslo, and Yellow Knife have a range 
of temperature from winter to summer of 22˚C, 27˚C, and 16˚C respectively. This is 
contrasted by the ranges of the southernly/equatorially-central locations of DaPaong (9˚C), 
New Delhi (21˚C), and Singapore (7˚C). The southern/equatorially-central locations of 
DaPaong and Singapore show significant fluctuation of the raceway outlet temperature, 
particularly during the summer months, showing that the raceway temperature is highly 
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influenced by the increase in solar irradiance during the daylight periods. The solar 
irradiance then goes away at night leading to the decrease, and fluctuation, in raceway 
temperature. 
 
Figure 2-9. Raceway inlet and outlet temperatures at 6 locations: (i) London, Canada, (ii) 
Oslo, Norway, (iii) Yellow Knife, Canada, (iv) DaPaong, Ghana, (v) New Delhi, India, 
(vi) Singapore, Singapore. 
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2.6 Conclusion 
In conclusion, an energy model has been developed to compute the temperatures in 
aquaculture raceways, taking into account local weather conditions. A parametric analysis 
and extreme weather study were able to determine a few parameters that are of greatest 
importance when modelling the energy balance of an aquaculture raceway. The parametric 
study showed that altering the raceway depth had negligible effect on the temperature of 
the raceway, while a change in the surface area had a profound effect. Generally, a raceway 
with a larger surface area will produce higher outlet temperatures than a raceway with a 
smaller surface area. Next, flow rate was shown to have a large influence on the 
temperature of the raceway. The higher the flow rate the closer the outlet temperature was 
to the inlet temperature, while a lower flow rate led to an increase in average temperature 
at the outlet. The extreme weather study showed that an increase in air temperature alone 
had negligible effects on the temperature of the raceway water, while an increase in air and 
lake temperature had a profound effect. An increase by 2˚C to the air and lake temperature 
increased raceway temperatures to levels that are dangerous for Trout. Wind speed was 
increased and decreased from normal ambient conditions and it was found to have 
negligible effects on raceway temperature, while performing a similar test to solar 
irradiance showed to have a noticeable impact. Lastly, a study of raceway temperatures in 
various locations around the globe was conducted and showed that raceway temperature is 
greatly influenced by the inlet temperature.  
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Chapter 3  
3 Investigation of Geothermal Energy Utilization for Thermal 
Regulation of Aquaculture Raceway 
3.1 Introduction 
The human population is growing at an increasing rate and is expected to reach over nine 
billion people by 2050 (UN DESA, 2015). An increase in population comes with greater 
demand for food and energy. The United Nations Food and Agriculture Organization 
predicts an increase in food demand of between 59-98% by the same year (Alexandratos 
& Bruinsma, 2012). This will translate to an increased burden on natural ecosystems, 
including aquatic life. Overfishing began in the 1800’s and has continued to present day. 
The fishing industry hit its peak harvest in the 1980’s and has been steadily decreasing in 
catch since then, with the reasons being attributed mainly to overfishing of natural 
populations (National Geographic Society, 2010).  
An alternative method of sustaining fish production is through the use of 
aquaculture. Aquaculture is the farming of aquatic species, raising them from young to full 
grown size and then harvesting them as a sustainable source of food. It produced 44% of 
the world’s fish stocks in 2014 and is set to surpass natural fish capture as the dominant 
method of fish production in decades to come (UN FAO, 2016). However, the aquaculture 
industry faces some challenges that need to be overcome in order to meet the growing 
demand for fish.  
The temperature of aquaculture raceways generally follows the temperature of its 
inlet water, which is typically pulled from the pond or lake that houses the raceway. This 
means that in areas with large seasonal temperature fluctuations, the raceway water 
temperature will also fluctuate. This leads to non-ideal growing conditions in winter and 
summer months with the potential to reach an unbearable limit for the fish. For example, 
trout have tolerable extremes of 0°C to 32°C with an optimal growth temperature of 17°C 
(Lund, Aquaculture: Heat Loss From a Pond, 1996). Trout do not have the ability to 
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regulate their body temperature and are therefore dependent on the temperature of the water 
that they live in.  If they are raised in temperatures significantly higher or lower than the 
optimal growth temperature, the trout may be slow to grow, experience weight loss, or be 
prone to diseases, which may result in massive death toll (Lund, Aquaculture: Heat Loss 
From a Pond, 1996). All of these factors lead to reduced output and consequently, 
economic losses to aquaculture farm operators. At larger-scale, such factors could also 
impact the demand and supply ratio in the fish industry.   
Proper thermal regulation of aquaculture raceways is essential to maintain nearly 
ideal growing conditions throughout all seasons to maximize the output yield. Active 
heating and cooling methods are not feasible options, since the cost of such methods would 
outweigh the benefits. Therefore, a passive heating and cooling method is desirable.  
Relatively limited work has been reported in the literature on the thermal regulation 
in aquaculture applications. The reported work is primarily focused on the use of ground 
water in aquafers to mix with the aquaculture pond water to regulate its temperature.  For 
example, Gelengenis et al. (2006) studied a set of ground water wells that are used to 
prevent the freezing of fish ponds during winter that were located on the Northern Aegean 
Sea in Greece. Warm water via three wells from an aquafer was extracted and directly 
injected into the wintering ponds as necessary. This system has been able to raise the 
average temperature of the pond water in the winter months by roughly 5˚C and has led to 
an increase in fish yield from 3245 kg in 1997 to 10,350 kg in 2004. Farghally et al. (2014) 
studied the design of a control system for a recirculating aquaculture system which utilizes 
ground water as a heat source. Water at 70˚C was pumped from the well through a heat 
exchanger which then transfers heat to the aquaculture tanks. The well water was then 
injected back into the well to keep the overall water level stable. In a review paper focusing 
on technological advances in aquaculture production in the Americas, Watanade et al. 
(2002) discussed a system in which direct-use ground fluids are utilized in aquaculture 
applications around the Salton Sea and Imperial Valley areas of Southern California, 
allowing the farm to produce 3700 mt/year.  The review paper also describes a ground 
water-based tilapia rearing system operating in Mississippi, that uses ground water at 26˚C. 
The system exchanged about one third of the water per hour and produced on average 4500 
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kg/week of tilapia (Watanabe, Losordo, Fitzsimmons, & Hanley, 2002). Focusing on the 
design of a combined ground-source heat pump and solar collector system for use in an 
aquaculture application, Liu (2013) reported a system that reduced the running costs of the 
aquaculture system by 70% when compared to the previously used coal boiler. The system 
used a closed loop solar collector that transfers heat through a heat exchanger in 
conjunction with a ground source heat pump loop, feeding a water storage tank and then 
into an aquaculture pond. 
While the use of ground water is an option to regulate the temperature in 
aquaculture applications, there are some issues in this arrangement. For example, the 
quality of ground water could be different from that of the pond, which may have a negative 
impact on the breeding species. Furthermore, the direct consumption of ground water 
particularly in the raceway, may significantly affect the level of the ground water table or 
the recycling of the mixed water may have some environmental or ecological impact in the 
aquafer.  
A more promising option is the use of the ground as a heat source or sink rather 
than the use of ground water. The primary advantage of this option is that due to the 
constant ground temperature (beyond certain depth), the same ground mass (without any 
depletion) could be used as a heat source in winter and heat sink in summer to thermally 
regulate or condition the aquaculture pond or raceway inlet water. The thermal energy 
exchange with the ground is facilitated through borehole heat exchangers. In such heat 
exchangers, the raceway inlet water fully or partially, exchange heat with the ground before 
being supplied to the raceway. Hence, in summer months, a cooler water is supplied to the 
raceway after dumping excess heat into the ground while, in winter months, warmer 
temperatures are supplied by gaining heat from the ground. While the ground has been 
used as a heat source or sink in several applications, they were primarily focused on heating 
and cooling in the building sector mainly via ground-source heat pumps. The use of the 
ground for thermal regulation in aquaculture applications is a novel concept.  
Literature shows that 1D, 2D, and quasi-3D models exist for modelling heat transfer 
inside of the borehole and heat exchange with the surrounding grout. Bose, Parker, and 
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McQuiston (1985) developed a 1D model in which the axial heat flows in the pipe and 
grout are considered negligible due to the significantly large borehole length in the ground 
compared to its diameter. Due to the complicated nature of solving the 2D heat transfer, 
the U-shaped pipe in the borehole is modelled as a single straight pipe and the solution is 
obtained through a steady-state 1D heat transfer model. This solution requires the 
assumption that the fluid circulating through the two segments (legs) of the U-pipe are at a 
constant temperature, neglecting any thermal short-circuiting across the two segments. 
This model has been improved upon with the 2D model proposed by Hellström (1991). 
The 2D model takes into account thermal resistances between the two legs of a U-pipe, 
obtaining a 2D analytical solution to the heat transfer inside of a borehole (Hellström, 
1991). In this model, the temperature of the fluid inside the U-pipe is defined by 
superposing two temperature responses caused by the heat flow per unit length of each pipe 
segment. While this model is an improvement upon the 1D model, it neglects thermal 
interference between the inlet and outlet pipes of the U-pipe. A quasi-3D model developed 
by Zeng et. al. (2003a, b) improves upon the 2D model by considering the fluid axial-
convective heat transfer and the thermal short-circuiting that occurs between the down-
flow (inlet) and up-flow (outlet) segments of a U-pipe. Energy balance equations for both 
pipe segments are modelled, taking into consideration the thermal interference between the 
two. The model allowed to obtain axial temperature profile along the entire length of the 
U-pipe and demonstrated that the 3D model has better accuracy than the 2D model (Zeng, 
Diao, & Fang, 2003b).  
Recently, Rosen and Koohi-Fayegh (2017) evaluated a method of modelling the 
effects of multiple boreholes on the soil temperature in one system. Their numerical 
method that includes the prediction of soil temperature change due to multiple boreholes 
was found to be more accurate when compared to methods using finite-volume approach 
(Rosen & Koohi-Fayegh, 2017). 
This paper investigates the technical feasibility of this novel application of using 
the ground to thermally regulate the inlet temperature of the aquaculture raceway to 
maintain optimal or near-optimal temperature in the raceway and minimizing the impact 
of outdoor seasonal temperature variations. An energy model is developed to quantify the 
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energy exchange in the ground borehole and to investigate the impact of various parameters 
on this energy exchange and consequently the raceway inlet temperature.  
3.2 Borehole Energy Model 
The borehole energy model was developed to simulate the heat exchange between the 
working fluid and the ground. It consists of two main components; the ground heat transfer 
sub-model and the U-pipe heat transfer sub-model. 
3.2.1 U-Pipe Temperature Model 
A geothermal borehole hereinafter referred to as borehole heat exchanger or BHE, consists 
of a thin and deep hole that is dug into the ground in which a U-shaped pipe, known as a 
U-pipe is placed and then surrounded by grouting material. Fluid is passed through the U-
pipe, entering the down-pipe and exiting the up-pipe, and exchanges heat with the ground 
as it passes through the pipe. A depiction of this can be seen in Figure 3-1. In summer 
months, warm fluid is passed through the U-pipe where, it transfers heat to the soil 
(typically at a temperature lower than the ambient) via the grout. The opposite occurs in 
winter months when a cooler fluid passing through the U-pipe gains heat from the soil 
(typically at temperature higher than the ambient).  
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Figure 3-1. Single borehole schematic diagram. 
 As the fluid passes through the U-pipe, its temperature changes between the inlet 
and the exit. Due to the close proximity of the two sections of the U-pipe, thermal short-
circuiting is inevitable, which affects the fluid exit temperature and hence, must be 
accounted for in the estimations.  
Figure 3-2 shows the thermal resistance circuit in a borehole with a U-pipe. As the figure 
shows,  𝑅𝐼𝑛−𝑊𝑎𝑙𝑙 is the thermal resistance between the fluid inlet pipe and the borehole 
wall (soil/grout interface), 𝑅𝑂𝑢𝑡−𝑊𝑎𝑙𝑙 is the thermal resistance between the fluid outlet pipe 
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and the borehole wall, and 𝑅𝐼𝑛𝑡 is the thermal resistance (interference) between the two 
sections of the U-pipe. 
 
Figure 3-2. Thermal resistances in the borehole. 
A quasi-three-dimensional model was proposed by Zeng et al. (2003a, b) that 
considers axial convective heat exchange between the fluid and the pipe wall as well as 
thermal short-circuiting between the down-flow and up-flow pipe segments of the U-pipe 
heat exchanger. As per Zeng et al. (2003a, b), the energy balance of the up-flow and down-
flow pipe segments is described in equations (3.1) and (3.2), respectively: 
 
−?̇?𝑐𝑝
𝑑𝑇𝑓1
𝑑𝑧
=  
𝑇𝑓1 − 𝑇𝑏
𝑅1
∆
+ 
𝑇𝑓1 − 𝑇𝑓2
𝑅12
∆
   (0 ≤ 𝑧 ≤ 𝐻) 
(3.1) 
 
?̇?𝑐𝑝
𝑑𝑇𝑓2
𝑑𝑧
=  
𝑇𝑓2 − 𝑇𝑏
𝑅2
∆
+ 
𝑇𝑓2 − 𝑇𝑓1
𝑅12
∆
   (0 ≤ 𝑧 ≤ 𝐻) 
(3.2) 
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where 𝑇𝑓1 and 𝑇𝑓2 are the down-flow and up-flow temperatures of the fluid, respectively, 
𝑇𝑏 is the borehole exterior wall temperature, 𝑧 is the distance along the tube, and 𝑅1
∆, 𝑅2
∆, 
and 𝑅12
∆  are thermal resistances described by Zeng et al. (2003a,b) as: 
 
𝑅1
∆ = 
𝑅𝐼𝑛−𝑊𝑎𝑙𝑙𝑅𝑂𝑢𝑡−𝑊𝑎𝑙𝑙 − 𝑅𝐼𝑛𝑡
2
𝑅𝑂𝑢𝑡−𝑊𝑎𝑙𝑙 − 𝑅𝐼𝑛𝑡
,  
𝑅2
∆ = 
𝑅𝐼𝑛−𝑊𝑎𝑙𝑙𝑅𝑂𝑢𝑡−𝑊𝑎𝑙𝑙 − 𝑅𝐼𝑛𝑡
2
𝑅𝐼𝑛−𝑊𝑎𝑙𝑙 − 𝑅𝐼𝑛𝑡
, 
𝑅12
∆ = 
𝑅𝐼𝑛−𝑊𝑎𝑙𝑙𝑅𝑂𝑢𝑡−𝑊𝑎𝑙𝑙 − 𝑅𝐼𝑛𝑡
2
𝑅𝐼𝑛𝑡
 
(3.3) 
Zeng et al. (2003a) show that a reasonable assumption can be made, if the U-pipe 
is centered within the borehole (typical case), such that 𝑅𝐼𝑛−𝑊𝑎𝑙𝑙 =  𝑅𝑂𝑢𝑡−𝑊𝑎𝑙𝑙, leading to 
the following simplified relations: 
 
𝑅1
∆ = 𝑅2
∆ = 𝑅𝐼𝑛−𝑊𝑎𝑙𝑙+ 𝑅𝑂𝑢𝑡−𝑊𝑎𝑙𝑙,    𝑅12
∆ = 
𝑅𝐼𝑛−𝑊𝑎𝑙𝑙
2 − 𝑅𝐼𝑛𝑡
2
𝑅𝐼𝑛𝑡
 
(3.4) 
The values of 𝑅𝐼𝑛−𝑊𝑎𝑙𝑙 or 𝑅𝑂𝑢𝑡−𝑊𝑎𝑙𝑙 and 𝑅𝐼𝑛𝑡 can be estimated by using the line 
source and multipole approximations in the borehole cross-section subjected to steady-state 
heat conduction as (Hellström 1991; Claesson and Hellström 2011): 
 
𝑅𝐼𝑛−𝑊𝑎𝑙𝑙 = 
1
2𝜋𝑘𝑏
[ln (
𝑟𝑏
𝑟𝑝
) +
𝑘𝑏 − 𝑘
𝑘𝑏 + 𝑘
∙ ln (
𝑟𝑏
2
𝑟𝑏
2 − 𝐷2
)] + 𝑅𝑝  
(3.5) 
 
𝑅𝐼𝑛𝑡 = 
1
2𝜋𝑘𝑏
[ln (
𝑟𝑏
2𝐷
) +
𝑘𝑏 − 𝑘
𝑘𝑏 + 𝑘
∙ ln (
𝑟𝑏
2
𝑟𝑏
2 −𝐷2
)] 
(3.6) 
where 𝑟𝑏 is the radius of the borehole, 𝑟𝑝 is the radius of the u-pipe, 𝑘𝑏 is the grout thermal 
conductivity, 𝑘 is the ground thermal conductivity, 𝐷 is the distance between up-flow and 
down-flow pipes in the borehole, and 𝑅𝑝 is the thermal resistance of conduction in the pipe, 
respectively. 𝑅𝑝 is determined using the standard equation for resistance of a pipe in the 
radial axis: 
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𝑅𝑝 = 
ln (
𝑟𝑝
𝑟𝑓
)
2𝜋𝑘𝑝𝐿
 
(3.7) 
where 𝑟𝑓 is the radius of the fluid region, 𝑘𝑝 is the thermal conductivity of the pipe material, 
and 𝐿 is the length of the pipe. 
3.2.2 Ground Heat Transfer Model 
For equations (3.1) and (3.2) in the U-pipe temperature model to accurately predict the 
fluid outlet temperature of a system of geothermal U-pipe heat exchangers, the temperature 
of the ground surrounding each borehole at the borehole/grout interface, 𝑇𝑏, must first be 
determined. Physical effects such as thermal interference between multiple boreholes in a 
system and changing soil temperature, depending on the time of the year and the 
temperature of the inlet fluid, must be considered to increase the accuracy of the ground 
heat transfer model. Figure 3-3 shows a typical system of 16 boreholes in square formation. 
The distance between the boreholes is referenced based on the origin of a coordinate system 
e.g. x-y coordinates, where wi and li represent the distance of the center of i
th borehole from 
the origin, in x and y directions, respectively (see Figure 3-3). A square formation was 
chosen for all systems modelled in this study and the boreholes were numbered such that a 
central square was formed and boreholes were added around it to make a larger square. 
This process of creating a square of increasing size was repeated until the desired number 
of boreholes was achieved. 
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Figure 3-3. Example spacing of multiple boreholes. 
Borehole wall temperature was predicted using the method proposed by Zeng et al. 
(2003a, b), an adaptation of the work from Eskilson (1987) in which constant initial and 
boundary conditions for the soil are assumed. Zeng et al. improve this model by assuming 
the temperature of the ground surface remains constant and equal to the initial value over 
the time period of concern, as well as a constant linear heat flux density of the source, (?́?), 
during the time period of concern. The soil temperature surrounding the borehole is 
computed as (Zeng et al. 2003a, b): 
 
𝑇𝑏(𝐹𝑜) =  𝑇0 +∫ 𝑞1
′(𝐻)
ℎ𝑧+1
ℎ𝑧
𝐼(𝑅𝑖, 0.5, 𝐹𝑜𝑡−𝜏1)𝑑𝐻 
+∫ [𝑞2
′ (𝐻) − 𝑞1
′(𝐻)]
ℎ𝑧+1
ℎ𝑧
𝐼(𝑅𝑖, 0.5, 𝐹𝑜𝑡−𝜏2)𝑑𝐻 
(3.8) 
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+⋯+ 
 + ∫ [𝑞𝑛
′ (𝐻) − 𝑞𝑛−1
′ (𝐻)]
ℎ𝑧+1
ℎ𝑧
𝐼(𝑅𝑖, 0.5, 𝐹𝑜𝑡−𝜏𝑛)𝑑𝐻 
with: 
 𝐼(𝑅𝑏 , 0.5, 𝐹𝑜𝑡−𝜏1) =  
1
4𝑘𝜋
∫ 𝑞′(𝐻)
ℎ𝑧+1
ℎ𝑧
 
 × 
{
 
 
 
 𝑒𝑟𝑓𝑐(
√𝑅𝑖
2
+ (0.5−𝐻)
2
2√𝐹𝑜
)
√𝑅𝑖
2
+ (0.5−𝐻)
2
− 
𝑒𝑟𝑓𝑐(
√𝑅𝑖
2
+ (0.5+𝐻)
2
2√𝐹𝑜
)
√𝑅𝑖
2
+ (0.5−𝐻)
2
}
 
 
 
 
𝑑𝐻 
(3.9) 
and the Fourier number is described as: 
 
𝐹𝑜𝑡−𝜏1 = 
𝛼(𝑡 − 𝜏𝑖)
𝐻2
 
(3.10) 
where 𝑇𝑏 is the temperature of the borehole, 𝑇0 is the initial ground temperature, 𝑞1
′  is the 
heat transfer rate of the borehole at time 1 and 𝑞2
′  is the heat transfer rate of the borehole at 
time 2, 𝐻 =
ℎ𝑧
𝐻
 where ℎ𝑧 is the depth of interest, 𝛼 is the thermal diffusivity of the soil, and 
𝑡 is the time from the reference time 𝜏𝑖. Figure 3-4 shows the spacing between boreholes 
𝑆, depth of interest ℎ𝑧, and total depth 𝐻. 𝑅𝑖 is the dimensionless distance between 
boreholes which is determined by: 
 
𝑅𝑖 = 
√(𝑥 − 𝑙𝑖)2 + (𝑦 − 𝑤𝑖)2
𝐻
 
(3.11) 
where 𝑙𝑖 and 𝑤𝑖 are the positions of the boreholes in the x and y directions, respectively, in 
a Cartesian plane (Zeng et al. 2003a, b). For example, the value of 𝑙𝑖 for each borehole is 
measured in relation to the y-axis. Borehole 1, shown in Figure 3-3, has an 𝑙𝑖 value of 3 if 
the spacing between boreholes is 6m, while borehole 5 has an 𝑙𝑖 value of 9. Borehole 6 has 
an 𝑙𝑖 value of -9 because it is on the left side of the y-axis. The values for 𝑤𝑖 work in the 
same way as 𝑙𝑖 however they are in relation to the x-axis.  
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Figure 3-4. Schematic of two boreholes containing U-pipe, grout and the surrounding 
soil. 
Eskilson (1987) showed satisfactory agreement between analytical and numerical 
results when 𝛼𝑡/𝑟𝑏
2 ≥ 5. The solution of this model best describes the borehole 
temperature response when long time-steps are used. To satisfy this constraining equation 
a time step of a half-week was chosen in the present study for the determination of the 
borehole temperature.  
3.2.3 Coupling U-Pipe Outlet Temperature with Raceway Inlet 
As the prime focus of this study is on investigating the temperature regulation of the 
raceway inlet temperature by the boreholes, the Borehole Energy model needs to be 
coupled with the raceway inlet temperature. For this purpose, it is assumed that a fraction 
of the unregulated fluid (typically from a lake or other large water body) at the inlet of the 
raceway is directed into the boreholes and then this thermally-regulated water is mixed 
with the remaining fraction of the unregulated water before entering the raceway. The flow 
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rate and temperature of the unregulated fluid directed towards the boreholes is considered 
as the inlet flow conditions in the Borehole Energy model. The temperature of the fluid 
exiting the borehole as predicted by the model, along with its mass fraction is then 
combined with the remaining fraction of the unregulated fluid using an energy balance to 
predict the temperature of the fluid mixture that enters the raceway. The mixing equations 
are described as: 
 ?̇?𝑔𝑒𝑜 = ?̇?𝑔𝑒𝑜−𝑜𝑢𝑡𝑙𝑒𝑡 ∗ 𝑁𝐵𝐻𝐸  (3.12) 
 ?̇?𝑡𝑜𝑡𝑎𝑙 = ?̇?𝑔𝑒𝑜 + ?̇?𝑖𝑛−𝑢𝑛𝑟𝑒𝑔 (3.13) 
 
𝑇𝑖𝑛−𝑚𝑖𝑥 = 
𝑇𝑔𝑒𝑜?̇?𝑔𝑒𝑜 + 𝑇𝑖𝑛−𝑙𝑎𝑘𝑒?̇?𝑖𝑛−𝑢𝑛𝑟𝑒𝑔
?̇?𝑡𝑜𝑡𝑎𝑙
 
(3.14) 
where ?̇?𝑔𝑒𝑜−𝑜𝑢𝑡𝑙𝑒𝑡 is the mass flow rate through one BHE, 𝑁𝐵𝐻𝐸 is the total number of 
BHEs in the system, ?̇?𝑔𝑒𝑜 is the total mass flow rate through the geothermal system, 
?̇?𝑖𝑛−𝑢𝑛𝑟𝑒𝑔 is the mass flow rate of unregulated fluid to enter the raceway, ?̇?𝑖𝑛−𝑡𝑜𝑡𝑎𝑙 is the 
total mass flow rate intake from the lake or water body, 𝑇𝑖𝑛−𝑙𝑎𝑘𝑒 is the unregulated 
temperature of the intake fluid lake or water body temperature, 𝑇𝑔𝑒𝑜 is the temperature of 
the fluid exiting the geothermal system (herein after referred to as the regulated fluid), and 
𝑇𝑖𝑛−𝑚𝑖𝑥 is the temperature of the fluid mixture to be supplied to the raceway. 
3.3 Numerical Methods 
The ground heat transfer model was solved in MATLAB by first specifying an 
initial value for the linear heat flux density, 𝑞𝑛
′ , of the borehole. The initial values of 𝑞𝑛
′  
were found by setting the borehole temperature equal to the deep-ground temperature in 
the region under consideration, solving for the inlet and outlet temperatures of the BHE 
first and then solving for 𝑞𝑛
′ . The ground heat transfer model then calculates 𝑇𝑏 and outputs 
this value to the U-pipe energy model which determines 𝑇𝑜𝑢𝑡 for the geothermal system. 
This 𝑇𝑜𝑢𝑡 value is then used in equation (51) to determine a new linear heat flux density 
value, 𝑞𝑛
′ , allowing for another value of 𝑇𝑏 and 𝑇𝑜𝑢𝑡 to be determined. Multiple iterations 
of this process were repeated until the solution converges to a criterion of less than 10-6. 
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Once the first iteration was completed, the subsequent values of 𝑞𝑛
′  were found using 
equations (3.15) and (3.16): 
 𝑞𝑛
′ = 
𝑞
𝐿𝑃𝑖𝑝𝑒
 
(3.15) 
 𝑞 =  ?̇?𝐶𝑝(𝑇𝑖𝑛 − 𝑇𝑜𝑢𝑡) (3.16) 
where 𝑞 is the heat transferred in the geothermal BHE, 𝐿𝑃𝑖𝑝𝑒 is the total length of the u-
pipe, and 𝑇𝑜𝑢𝑡 and 𝑇𝑖𝑛 are the outlet and inlet temperatures of the BHE. 
The U-pipe energy balance, shown in equations (3.1) and (3.2), was solved using 
MATLAB’s ‘ode45’ differential equation solver, which solves non-stiff ordinary 
differential equations using the algorithm of Dormand and Prince by providing fourth and 
fifth order equations in the determination of the solution (Moler, 2014). A flow chart of the 
algorithm describing the modelling sequence is shown in Figure 3-5.The ground heat 
transfer model first determines the position of each borehole, accepts an initial heat transfer 
rate, as well as the time to determine the Fourier number. It uses these variables to 
determine the borehole temperature and then calculates an updated heat transfer rate. The 
model iterates until a convergence of less than 10-6 is achieved between the current and 
previous average borehole temperatures. This borehole temperature, 𝑇𝑏, is then given to 
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the U-pipe temperature model which first determines the thermal resistances inside of the 
borehole. Next, it determines the temperature of the fluid exiting the U-pipe. 
 
Figure 3-5. Coupling procedure for borehole wall temperature and the model for fluid 
inside of the borehole u-pipe to determine the outlet temperature of the borehole system. 
3.3.1 Boundary Conditions 
Boundary conditions were set at the entrance and bottom of the borehole, which took the 
following form: 
 𝑧 = 0, 𝑇𝑓1 = 𝑇𝑓
′  (3.17) 
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 𝑧 = 𝐻, 𝑇𝑓1 = 𝑇𝑓2 (3.18) 
where 𝑧 is the depth of interest, 𝐻 is the depth of the bottom of the U-pipe (see Figure 3-4), 
and 𝑇𝑓
′ is the temperature of the fluid entering the U-pipe. 
The borehole temperature sub-model determines the borehole temperature, 𝑇𝑏, for each 
hour of the year and is defined as the depth-averaged temperature of the borehole wall i.e. 
at the interface of the grout and the soil (see Figure 3-1). Next, the model uses the borehole 
temperature, among other parameters such as thermal conductivity of all materials, to 
determine the temperature of the fluid at the inlet and outlet of the U-pipe. This is achieved 
through use of MATLAB’s ‘ode45’ solver. The fluid outlet temperature of the BHE is then 
used as 𝑇𝑔𝑒𝑜 in equation (49) to determine the temperature of the water mixture (regulated 
and unregulated) that would enter an aquaculture raceway. 
3.3.2 Model Validation 
The model validation was divided into two components; one for the ground heat transfer 
model and one for the U-pipe energy model. This division is primarily due to the 
availability of appropriate data in the literature for validation. Hence, the validation was 
conducted for each model individually to ensure that each model is accurately predicting 
the underlying physics.  
3.3.2.1 Ground Temperature Model Validation 
The ground temperature model was validated against the work of Dehkordi (2013) in 
which, the thermal response of a system of two boreholes was numerically solved using 
the well-known line source theory as well as an analytical solution. The borehole system 
was assumed to have a constant linear heat flux density of 3.14 W/m on the borehole wall, 
initial ground temperature of 15 ˚C, borehole diameter of 150 mm, and length of 100 m, 
soil density of 1381 kg/m3, and soil specific heat capacity of 1200 J/kgK. Centre to centre 
borehole spacings of 2 m and 3 m were used for this validation case. The simulations 
covered a six month period to be consistent with the available data.  
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The results produced by the ground heat transfer model for both the 2m and 3m 
borehole spacing cases differ from Dehkordi’s by 0.01% proving that it is producing valid 
results. These results show that the implementation of the model described in the work of 
Zeng et al. (2003a, b) was successful and the model can be considered validated. 
3.3.2.2 U-Pipe Energy Model Validation 
The U-pipe energy model was validated against the work of Esen and Inalli (2009) in which 
the outlet temperature of a single borehole with constant ground temperature, flowrate, and 
inlet temperature was experimentally measured. The simulations were conducted for the 
same borehole geometry, boundary and inlet conditions, as described in Esen and Inalli 
(2009). Seven different cases (three in winter conditions and four in summer conditions) 
were considered, each with a unique inlet fluid temperature. The simulated fluid 
temperature at the outlet of the borehole is compared for each case with the corresponding 
experimental data. The results are presented in Figure 3-6. 
The results show a good agreement between the experimental data and the results predicted 
by the present model. The overall difference between the experimental and simulated 
results was about 6%, with the smallest and largest percentage difference values of 1.4 % 
and 17.9 %, respectively. The results show that the model predictions were more closely 
matched with the work of Esen and Inalli (2009) for the summer conditions as compared 
to the winter cases. A plausible cause of differences between the simulated and 
experimental data could be the placement of the temperature sensor inside the inlet and 
outlet pipes. If the sensor was placed too close to the pipe wall the readings would be biased 
by the wall temperature. Another source of error could be the use of a constant borehole 
temperature in the present model. As the experimental study did not provide any 
information about the temperature values along the borehole, the present model assumed 
this temperature to be a constant. However, in reality, the temperature of the borehole 
would change along the length, leading to the discrepancy in results. Nevertheless, the 
agreement between the experimental and simulated results is close enough to conclude that 
the present model is validated.  
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Figure 3-6. U-pipe model validation cases for a single BHE with constant ground 
temperature. 
3.3.3 System Configuration and Operating Conditions 
Once the models were validated, a parametric study was conducted to investigate the 
impact of certain important parameters on the borehole heat transfer as well as the inlet 
temperature of the fluid mixture at the raceway inlet. Water is considered as the working 
fluid. The system configuration, and thermophysical properties are presented in Table 3-1. 
Multiple boreholes were introduced ranging from 2 to 64 boreholes.  A schematic of an 
example layout of sixteen boreholes can be seen in Figure 3-3. Three cases were conducted 
with the first case consisting of an increase in the number of boreholes while setting the 
flow rate through each borehole equal to 0.42 L/s. This flow rate was chosen as it is within 
a range that is commonly chosen in literature (Esen & Inalli, 2009; Ramadan, 2016). The 
second case consists of an increase in the number of boreholes while holding the total flow 
rate through the system of BHEs constant. Three different flow rates were considered that 
corresponds to 25%, 50%, and 75% of the of the total flow intake from the lake. This 
equates to 10.75 L/s, 21.5 L/s, and 32.25 L/s, respectively. Lastly, the third case consists 
of lowering the overall flow intake from the lake, from 43 L/s to 30 L/s and 20 L/s while 
passing these flows entirely through the geothermal system.  
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Table 3-1. System configuration and operating conditions common between all cases. 
Parameter Value 
Borehole Diameter 0.15 m 
Raceway Inlet Flowrate 43 L/s 
  
Fluid (Assumed 10˚C) (Rosen & Koohi-Fayegh, 
2017) 
Thermal Conductivity 0.578.6 W/mK 
Density 999.7 kg/m3 
Dynamic Viscosity 1.3060e-3 kg/ms 
Kinematic Viscosity 1.3065e-6 m^2/s 
Specific Heat Capacity 4191 J/kgK 
  
Soil 
Thermal Conductivity 1.7 W/mK 
Density 1381 kg/m3 
Specific Heat Capacity 1200 J/kgK 
  
Grout 
Thermal Conductivity 2.6 W/mK 
  
Pipe 
Thermal Conductivity 0.4 W/mk 
Diameter 0.03 m 
Wall Thickness 0.01 m 
Length 100 m 
Distance Between Pipe Legs 0.06 m 
 
 
72 
 
3.3.4 Lake Temperature Data 
The temperature of the unregulated water intake from the lake or a water body is required 
to characterize the impact of the BHEs to regulate the temperature of the raceway intake. 
The lake temperature data used in this model was supplied by Stoller Canada on August 8, 
2018, from one of their aquaculture raceway sites in Cambridge, Ontario. Cambridge fits 
the criteria of having both hot summers and cold winters, making it a good example to use 
in this study. This temperature data consists of one temperature reading per day from the 
lake that immediately surrounds the raceways. The lake temperature was measured at 3 m 
and 7.6 m depths. 
3.4 Results and Discussion 
3.4.1 Influence of the Number of Borehole Heat Exchangers (BHEs) 
(Case I) 
The simulation was conducted for 2, 4, 8, 16, 32, and 64 boreholes with a flow rate of 0.42 
L/s through each BHE. The soil temperature was considered constant at 9˚C throughout 
the year, based on the geothermal data at the test site in Cambridge, Ontario. For a given 
number of boreholes, the spacing between boreholes was varied between 3m, 4m, and 6m. 
The fluid outlet temperature at the borehole (𝑇𝑓2), heat transfer rate per borehole (𝑞), 
borehole wall temperature (𝑇𝑏), and inlet mixture temperature to the aquaculture raceway 
were computed (𝑇𝑖𝑛−𝑚𝑖𝑥) were computed. These results are presented for all borehole 
spacing cases in Figure 3-7. The general trends of the plots show that both the number of 
boreholes and the borehole spacing has an impact on the temperature variations within the 
borehole. The borehole wall temperature was found to be influenced by the seasonal 
variations of the lake inlet water as the number of boreholes increase compared to the 
constant bulk soil temperature. Since the flow rate through each borehole is considered 
constant, an increase in the number of boreholes causes more heat exchange with the 
ground resulting in a larger influence on the borehole wall. This effect however, is more 
prominent for the cases with shorter distance between boreholes (3m). This is expected 
since the thermal interaction between the boreholes is stronger as they are closer to each 
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other. As the distance between the boreholes increases, the thermal interactions become 
weaker. As the results show, at the borehole spacing of 6 m, the thermal interaction was 
drastically reduced hence, the borehole wall temperature was weakly influenced by the 
number of surrounding boreholes and has magnitudes closer to the bulk ground 
temperature. 
The variations in the borehole wall temperature also influenced the heat transfer rate of U-
pipe fluid and consequently, its exit temperature. As the results show, an increase in the 
number of boreholes decreased the heat transfer rate, and hence, the difference between the 
fluid inlet and exit temperatures was low. This effect is more prominent for the cases of 
close spacing of boreholes (3 m). As the spacing between the boreholes increased, the 
borehole wall temperature variations were low due to less thermal interference between the 
boreholes. Hence, the heat transfer rate was enhanced and was almost independent of the 
number of boreholes. As a result, the fluid exit temperature was better regulated and also 
almost independent of the number of boreholes This data shows that with infinitely large 
spacing between boreholes, the borehole outlet temperature, heat transfer rate per borehole, 
and borehole wall temperature will be independent of the number of boreholes.  
From the aspect of quantitative comparisons, the results in Figure 3-7 show that as 
the borehole spacing is increased from 3 m to 6 m, due to better thermal regulation, the 
maximum fluid outlet temperature decreased from 21.1˚C to 17.9˚C during summer and  
the minimum fluid outlet temperature raised from 2.8˚C to 4.3˚C during winter. For the 
case of 64 BHEs, which provides the largest overall flow rate, the winter-average fluid exit 
temperature rose from 4.5˚C to 5.4˚C, and the summer-averaged fluid exit temperature 
lowered from 19.4˚C to 16.4˚C, for 3 m and 6 m borehole spacing, respectively. These 
results show that the distance between boreholes has a large impact on the performance of 
the systems, with less distances resulting in more thermal interference between adjacent 
boreholes. This is confirmed by the plots of borehole ground temperature.  
The impact of the number of boreholes is most prominent at shorter borehole 
spacing due to higher temperature interactions between adjacent boreholes. For the 3 m 
spacing case, the results show that as the number of boreholes increased from 2 to 64, the 
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maximum fluid outlet temperature increased from 18.6˚C to 21.1˚C during summer and the 
minimum fluid outlet temperature decreased from 4.0˚C to 2.8˚C during winter, 
respectively. Similarly, the maximum borehole wall temperature increased from 13.7˚C to 
20.1˚C and the minimum borehole wall temperature decreased from 6.8˚C to 3.8˚C as the 
number of boreholes increased from 2 to 64, respectively.  
Although the heat transfer rate from individual boreholes decreased with an 
increase in the number of boreholes due to thermal interference, an increase in the number 
of boreholes resulted in an increase in the total heat transferred to or from the ground. These 
magnitudes further increased with an increase in the distance between boreholes. Taking 
the integral of the heat transfer rate for the 3m, 4m, and 6m borehole spacing and 64 BHE 
shows a per borehole yearly average heat transfer rate of 1475 W, 1994 W, and 2412 W, 
respectively. 
 The earlier results show the influence of spacing and number of boreholes on the 
fluid exit temperature in the geothermal system. However, the prime objective is to mix 
this regulated fluid with the unregulated fluid to minimize the influence of seasonal 
variations on the flow intake into the raceway. The results (Figure 3-7 last row) show that 
an increase in the number of boreholes resulted in a better regulation of the fluid 
temperature at the raceway inlet, i.e., lower temperatures in the summer months and higher 
temperatures in the winter months, compared to the unregulated inlet temperature. This 
trend is due to the reason that the flow rate through each borehole was kept constant. Hence, 
the total flow rate passed through the geothermal system increased with the number of 
boreholes. It increased from 0.82 L/s for 2 BHEs to 26.88 L/s for 64 BHEs. Furthermore, 
since the total flow rate at the raceway inlet is constant, the increase in the number of 
boreholes increased the total fraction of regulated fluid in the raceway inlet fluid mixture 
(from 2% for 2 BHEs to 63% for 64 BHEs) thus, improving the overall thermal regulation 
of the inflow to the raceway. The thermal regulation of the fluid entering the raceway 
further enhanced with an increase in the borehole spacing due to less interference between 
the boreholes. As expected, the best thermal regulation was achieved with the largest 
number of boreholes consider in this study, i.e. 64. Considering the 64 BHEs cases, a 
spacing of 3m between boreholes produced winter- and summer-averaged temperatures of 
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4.1˚C and 20˚C, respectively, while the 4m and 6m spacing produced average temperatures 
of 4.4˚C and 19.2˚C and 4.7˚C and 18.2˚C for the same periods, respectively. These 
temperatures are 22%-40% higher than the average winter temperature of unregulated fluid 
and 5%-15% lower than the average summer temperature of unregulated fluid, for 
boreholes with 3m – 6m spacing, respectively. 
 
Figure 3-7. Borehole fluid exit temperature (row 1), borehole heat transfer rate (row 2), 
borehole wall temperature (row 3), and mixture temperature at the raceway inlet (row 4) 
modelled at 3m, 4m, and 6m spacing of boreholes. 
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3.4.2 Influence of the Number of Borehole Heat Exchangers with 
Constant Total Flow Rate (Case II) 
In the preceding section, simulations were conducted for a constant flow rate through each 
borehole, hence the overall flow rate increased with an increase in the number of boreholes. 
In the present case, the total flow rate through the geothermal system is kept constant, thus 
the flow rate per borehole decreased with an increase in the number of boreholes. 
Simulations were conducted for 2, 4, 8, 16, 32, and 64 boreholes. Three different total flow 
rates were considered for the geothermal system that correspond to 25%, 50% and 75% of 
the total flow rate at the raceway inlet. This equates to the flow rates of 10.75 L/s, 21.5 L/s, 
and 32.25 L/s out of the total flow rate of 43 L/s that enters the raceway. Furthermore, 
based on the results from the preceding section, borehole spacing of 6 m is considered in 
the present case due to a minimal thermal interference between the boreholes. However, 
an obvious downside to a system with larger borehole spacing is the land that is required 
to house the system. A system of 32 boreholes with 6m spacing will occupy an area roughly 
33m × 36m, while a system of 64 boreholes will occupy roughly 48m × 48m at the same 
spacing. Assuming most aquaculture ponds or raceways are operating on farm land or away 
from densely populated areas, where land is more readily in abundance, it should not be an 
issue to find this size of land to install the geothermal system. 
The fluid outlet temperature at the borehole (𝑇𝑓2), heat transfer rate per borehole 
(𝑞), borehole wall temperature (𝑇𝑏), and inlet mixture temperature to the aquaculture 
raceway (𝑇𝑖𝑛−𝑚𝑖𝑥) were computed. All results are presented in Figure 3-8.The general 
trends of the plots show that with an increase in the number of boreholes in the system, the 
fluid outlet temperature of the system increased in the winter months and decreased in the 
summer months. In the case of 2 BHE at 10.75 L/s total flow rate, each pipe experiences 
5.375 L/s of fluid flow, while the system of 64 boreholes experiences 0.168 L/s of fluid 
flow through each pipe. The high flow rate for the 2 BHE case resulted in the higher heat 
transfer rate due to higher Reynolds number as seen in Figure 3-8 (third row) however, the 
temperature change at the fluid outlet is lower compared to the case with the lower flow 
rate (more BHEs).   
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As the total flow rate through the geothermal system is increased from 25% to 50% 
and 75% of the total flow rate that enters the aquaculture raceway, the flow rates through 
each pipe increase. This resulted in an overall increase in the heat transfer rate but a further 
decrease in the temperature change between the fluid inlet and outlet and hence, the 
borehole outlet temperatures become closer to the inlet temperature. As the flow rate 
through each borehole increased, the relative impact of the number of boreholes decreased. 
For the case of 64 boreholes, the flow rate through each pipe for the 25%, 50%, and 75% 
cases are 0.168 L/s, 0.336 L/s, and 0.504 L/s, respectively, with Reynolds numbers of 5429, 
10919, and 16379, respectively. This increase in flow rate increased the overall heat 
transfer rate by 33% and 48%, respectively but the temperature change decreased. For 
example, the winter- and summer-averaged temperatures for the 25% case are 7.3˚C and 
12.5˚C, respectively, which for the 75% case changed to 5.2˚C and 17.1˚C, respectively. 
The inlet mixture temperature plots seen in row 4 of Figure 3-8, show little variation 
when increasing the flow rate through the geothermal system with a 0.3˚C difference in 
maximum temperature and 0.13˚C difference in minimum temperature between the 25% 
and 75% cases with 64 boreholes. While the 75% flow rate case has 3 times the amount of 
water diverted through the geothermal system than the 25% case the outlet temperature is 
far less regulated than the 25% case. This shows that a balance must be found between the 
number of boreholes in the system and the flow rate through each pipe. A flow rate that is 
too high will not allow for temperature regulation. 
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Figure 3-8. Borehole fluid outlet temperature (row 1), borehole heat transfer rate (row 2), 
borehole wall temperature (row 3), and inlet mixture temperature at the raceway inlet 
(row 4) modelled with 25%, 50%, and 75% of the total raceway inlet flowrate passing 
through the BHE system. 
3.4.3 Influence of the Change in Total Flow Rate into the Aquaculture 
Raceway (Case III) 
In the previous two cases, the total flow rate into the raceway was kept constant at 43 L/s. 
In case I, the fraction of the flow rate passed through the BHE system varied with the 
number of BHEs from about 2% for 2 BHEs to 63% for 64 BHEs. In case II, the total flow 
through the BHE system was kept constant but its fraction with respect to the total raceway 
inlet flow rate was changed from 25% to 75%. The present case is focused on investigating 
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the thermal regulation of the raceway inlet temperature, if the entire inlet flow (100%) is 
passed through the BHE system i.e. no mixing with the unregulated fluid. Furthermore, in 
the previous two cases, the total raceway inlet flow rate was kept constant. In the present 
case, influence of the change in total raceway inlet flow rate was also studied by reducing 
the raceway inlet flow rate from 43 L/s to 32.25 L/s (75%) and 21.5 L/s (50%). As 100% 
of the flow passed through the BHE system, the raceway inlet temperatures for the latter 
two were the same as the borehole fluid outlet temperatures of 75% and 50% cases in 
Figure 3-7, respectively. New simulation was conducted for the 100% flow rate of 43 L/s 
through the BHE system. As the results in previous sections show, the noticeable changes 
were only observed for larger number of boreholes. Hence, the results were considered for 
16, 32, and 64 boreholes at 6m borehole spacing and are presented in Figure 3-9. The 
temperature of the unregulated lake intake is also presented for comparison. 
Trends similar to the previous cases are observed where the temperature change 
between the inlet and outlet flow increased with a decrease in the flow rate per BHE, i.e. 
by increasing the number of BHEs. Hence, from the overall flow aspect, for a given number 
of BHEs, the temperature change decreased with an increase in the total flow rate. The 
winter-averaged regulated raceway inlet temperature for the 64 BHEs 21.5 L/s case is 
6.1˚C, 23% higher than the value of 4.9˚C for the 64 BHEs 43 L/s case. The summer-
averaged regulated raceway inlet temperature is 15.3˚C, 16% lower than the value of 
17.7˚C for the 64 BHEs 43 L/s case. Nevertheless, the results in Figure 3-8 show a 
promising thermal regulation of the raceway inlet temperature by the BHE system for all 
flow rate cases, particularly with a larger number of BHEs. While the lower flow rate case 
provides better temperature-regulation, the higher flow rate case facilitates more heat 
exchange between the fluid and the ground. Hence, the selection of the appropriate flow 
rate of the regulated fluid is dependent on the requirements of a given raceway operation. 
Furthermore, comparison of the results in Figure 3-7 and Figure 3-8 show that for better 
thermal regulation it is desirable to pass the entire unregulated raceway inlet flow through 
the BHE system. For the summer period, this brings the temperature of water entering the 
raceway closer to the temperature of 17˚C, which is ideal for trout farming, as in the 
raceway considered in the present study as the test case.  
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The results from this study demonstrates that the use of BHE systems to regulate 
the raceway temperature is an environmentally-friendly, sustainable and technically 
feasible option. This option certainly requires financial resources, particularly initial 
investment for the BHEs where the cost increases with the number of BHEs. However, the 
operating cost is expected to be low. A better-regulated raceway temperature increases the 
output yield of the fish and hence, the payback period of the BHE system would be 
reasonable.  
 
Figure 3-9. Temperature of the raceway inlet flow regulated through the geothermal BHE 
systems of 16, 32, and 64 boreholes at flow rate of 21.5 L/s, 32.25 L/s. The unregulated 
intake water from the lake is also plotted for comparison. 
3.5 Conclusions 
A numerical study was conducted to investigate the feasibility of using ground as heat 
source and sink to regulate the temperature of the fluid intake in a raceway. A coupled 
model is developed to simulate the heat exchange inside the U-pipe of a BHE as well as 
the thermal interactions between adjacent boreholes. The environmental data and test 
conditions of an aquaculture raceway farm of trout located in Cambridge, Ontario, Canada 
is considered as a test case. Simulations were conducted over the entire year for different 
numbers of BHEs in a given BHE system by varying the flow rate. The results show that 
the distance between BHEs influences the temperature at the borehole and soil interface 
due to thermal interference between BHEs, thus impacting the heat transfer rate and hence 
the fluid outlet temperature at the BHE. The results show that this influence is more 
profound when the BHEs are closely placed. It is observed that a spacing of 6 m between 
the BHEs is appropriate as it reduces the dependency of the number of boreholes on the 
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heat transfer rate and the BHE fluid outlet temperature. However, a larger number of BHEs 
is important to provide sufficient fraction of the thermally-regulated fluid to the raceway. 
Results also show that an increase in the fraction of the raceway inlet flow to be passed 
through the BHE enhances the overall thermal regulation. The best results are obtained 
when the entire raceway inlet flow passed through the BHE system. The results in this 
study demonstrated for the first time that the thermal regulation of the raceway temperature 
by using BHE system is an environmentally-friendly, sustainable and technically feasible 
option.   
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Chapter 4  
4 Thermal Regulation of Aquaculture Raceways with 
Geothermal Regulation 
4.1 Introduction 
With the human population continually increasing, it has been predicted that the food 
demand will increase by 59-98% by 2050, when the world population is expected to reach 
the nine billion mark (Alexandratos & Bruinsma, 2012). This increased food demand is 
expected to put significant burden on natural food resources. One of the major natural 
resources is the aquatic food. Overfishing in natural waterbodies has become a serious 
issue, which is jeopardizing the survival of various aquatic species (National Geographic 
Society, 2010). A different but more sustainable option to maintain the continuous supply 
for aquatic food is aquaculture, which is the farming of aquatic species as a food source. 
Aquaculture has already been proven successful, producing 44% of the world’s fish stocks 
in 2014, and is even on track to exceed the fraction of aqua food from natural waterbodies 
(UN FAO, 2016). Despite this success, the aquaculture industry must overcome some 
challenges to meet the growing demand for aquatic food. 
 Aquaculture farming is conducting in different configurations that include open-net 
pens, ponds and raceways. Raceways are netted channels with continuously flowing stream 
of water that is typically diverted from a nearby waterbody such as a lake, pond or river. 
Hence, the temperature of aquaculture raceways generally follows the temperature of the 
waterbody supplying the water. Raceways and fully closed ponds have higher 
susceptibility to be influenced by the seasonal temperature variations. Most aquatic species 
do not possess the ability to regulate their body temperature, and hence, their growth and 
survival is dependent on the temperature   their aquaculture farm. This inability to regulate 
their own body temperature, in combination with seasonal temperature fluctuations, can 
lead to non-ideal growing conditions in winter and summer months with the potential to 
reach intolerable limits. For example, catfish have tolerable extremes of 17˚C to 35˚C, with 
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an optimum growth range of 28˚C to 31˚C, whereas, the tolerable extremes for trout are 
0°C to 32°C and the optimal growth temperature is 17°C (Lund, 1996). (Lund, 1996).  A 
living environment outside the optimum-growth temperature range may slow their growth 
and/or make them prone to disease, potentially leading to death (Lund, 1996). From 
aquafarming aspect, where the prime objective is to maximize the growth of the farming 
specie with minimal fatality, minimizing the influence of seasonal variations and 
maintaining the aquaculture farm near optimal temperature conditions is crucial from both 
economic and food sustainability aspects. Furthermore, the adverse effects of climate 
change are leading to extreme conditions such as warmer and longer summers in cold 
climates or frigid conditions in warm climates, which have adverse effects on aquaculture.  
 In order to maintain ideal growing conditions in all seasons in aquaculture 
applications proper thermal regulation is required. Methods such as active heating and 
cooling are not viable options due to significantly high energy cost to regulate the 
temperature of a waterbody, which outweighs the benefits. Thus, a passive thermal 
regulation is the desirable option. 
 Limited work has been reported in the literature that is focus on temperature 
regulation in aquaculture applications. Among those reported studies, the focus is primarily 
on the use of ground water to be used either directly or mixed with other water, to achieve 
a desired temperature of the aquaculture pond or raceway. For example, Gharibi Asl et al. 
(2019) focused on the analysis of a system designed for direct use of ground water to 
thermally regulate aquaculture raceways made of concrete. The study directly mixed warm 
geothermal water with the cool water inside of the raceways for eight months of the year 
during periods where the raceway temperature is below the optimal growth temperature for 
Trout. The study reports achieving the minimum optimal temperature of 12°C for trout 
within one hour of mixing the warm geothermal water with the cool raceway water. The 
study also reports that no production issues occurred during the period when the raceway 
was being regulated via warm ground water.  
Liu (2013) reported on the use of a hybrid solar collector and ground-source heat 
pump that is designed to facilitate the growth of tropical fish species in aquaculture tanks 
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during cool months. The closed-loop solar collector worked in conjunction with a ground-
source heat pump, both of which fed warm water to a water storage tank before being 
circulated through the aquaculture pond. Comparison was made with the case when the 
heat to the pond was provided by a coal-fired boiler. The results show a 70% reduction in 
the operating cost with the use of the hybrid system.  
In a review paper on technological advances in the aquaculture industry in the 
Americas, Watanade et al. (2002) discussed a system that utilized warm ground water to 
thermally-regulate aquaculture farms in the Imperial Valley and Salton Sea areas of 
Southern California. This allowed the farm to produce 3700 mt/year. The review paper 
described another system that directly used ground water to thermally regulate a tilapia 
rearing system that operates in the Mississippi. The system used ground water at 26˚C, 
exchanges roughly one third of the water per hour, and produced on average 4500 kg/week 
(Watanabe, Losordo, Fitzsimmons, & Hanley, 2002).  
Gelengenis et al. (2006) reported on a system that uses ground water wells to 
prevent the freezing over of fish ponds during winter months in the Northern Aegean Sea 
in Greece. Warm ground water, as necessary, was pumped from an aquafer into the ponds. 
It was observed that the use of warm ground water increased the average temperature of 
the wintering pond water by roughly 5˚C. The study further reported that this arrangement 
increased the fish yield by more than three times over an observation period of seven years.  
Lamoureux et al. (2006) developed an energy model to determine the temperature 
of an in-earth aquaculture pond with and without thermal management through the 
injection of warm geothermal water. Pond temperatures were raised in winter months only 
through the direct injection of warm geothermal water. The model was comprehensive, 
considering all heat exchange mechanisms, however it over-predicted the pond 
temperatures for both the unregulated and regulated cases, which was attributed to the 
uncertainty in the flow rate measurements of the inlets of unregulated water and warm 
geothermal fluid. Their model also assumes that the pond is uniformly mixed as all times.  
The authors conducted a sensitivity analysis of their model in a separate study which found 
that the model was sensitive to the in-flow of water to the system. (Lamoureaux, Tiersch, 
88 
 
& Hall, 2006). They also found that solar radiation, air temperature, and wind speed had 
little effect on the model. 
 The use of ground water to thermally regulate the temperature of water for 
aquaculture applications has been shown to increase the fish yield, however, there are 
environmental consequences with this approach.  Most importantly, the direct usage of 
ground water could influence the level of ground water table or the amount of water inside 
of the aquifer that is being used as a supply. The recycling of the ground water back into 
the ground after it has been used in the aquaculture process could pollute the ground or 
aquifers causing serious environmental or ecological consequences. Furthermore, the 
quality and chemical composition of the ground water, in case of a direct use, may 
negatively affect the breeding specie.  
 Using the ground rather than the ground water, as a heat sink or source is a 
promising option that addresses the issues associated with the direct use of the latter. The 
use of ground allows to exploit its constant year-round temperature beyond a certain depth, 
which facilitates its use as a heat source in winter months and a heat sink in summer 
months. An example of ground temperature distribution is shown in  Figure 4-1, which 
illustrates that the effect of seasonal variations on the ground temperature is restricted 
within the top ground layer (~10 m) and at depths below 20 m, the ground temperature 
remains almost constant year-round.  Hence, the raceway temperature could be regulated 
by passing its inlet water through the ground via borehole heat exchangers before supplying 
it to the raceway. This way, the raceway inlet water would become warmer in the winter 
months by extracting heat from the ground and become cooler in the summer months by 
discharging heat into the ground. In case of a pond, the pond water would be recirculated 
via borehole heat exchangers in a closed-loop configuration, thus, maintaining the pond 
temperature under near-constant conditions closer to the optimal range. The use of ground 
as heat source and sink has been well-documented in the literature, but primarily in the 
context of its coupling with a heat pump for cooling and heating applications in buildings. 
The use of the ground for thermal regulation of aquaculture applications is a novel concept 
studied for the first by the present authors. The use of ground to thermally-regulate the 
raceway temperature is described in detail in Chapter 3 by using the Borehole Energy 
89 
 
Model. A parametric study was conducted to investigate the influence of flow rate, and 
number and spacing of borehole heat exchangers on the raceway water inlet temperature, 
taking into consideration the seasonal temperature variations of the unregulated supply 
water. A trout raceway in Cambridge, Ontario, Canada was used as a reference case. The 
results show that with a geothermal system comprised of a 32-borehole heat exchanger 
with 6 m spacing and a flow rate of 21.5 L/s, the temperature of the raceway inlet water 
was on average, increased by 44% in winter months and decreased by 15% in the summer 
months, relative to the unregulated supply water. These results demonstrated the feasibility 
of using the ground to regulate the raceway inlet temperature. 
 
Figure 4-1. Ground temperature profiles from 10 m to 80 m depth, at different times of 
the year for the Goderich area in South-Western Ontario (Markle, 2011). 
 Chapter 2 described the detailed energy model developed to predict the raceway 
temperature by taking into consideration the seasonal variations including the ambient and 
supply water temperatures, solar irradiance and convective heat transfer. A parametric 
study was also conducted to investigate the influence of flow rate, raceway dimensions, 
cases of extreme weather on the raceway temperature. The results show that altering 
raceway depth has negligible effect on the temperature of the raceway while changing the 
raceway surface area produced higher outlet temperatures. Generally, a higher flowrate 
brought the temperature of the raceway closer to the temperature of the water entering the 
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raceway, with a decrease in flow rate leading to an increase in raceway temperature at the 
outlet. The extreme weather study showed an increase in air temperature alone had 
negligible effect on the temperature of the raceway, while an increase in both air and lake 
temperature produced a steep increase in the temperature of the raceway water.  
 The present study coupled the Borehole Energy Model and Raceway Energy Model 
to predict the raceway temperature regulated via the ground borehole heat exchangers. The 
specific focus of this study is to investigate the ground-based thermal regulation of 
aquaculture located in geographically and climatically different regions to demonstrate the 
feasibility of this configuration, globally.  
4.2 Coupled Borehole and Raceway Energy Model  
A brief review of Borehole and Raceway Energy Models is provided below. For complete 
details of each model, please review Chapter 3 (for the Borehole Energy Model) and 
Chapter 2 (for the Raceway Energy Model). The two models were coupled to conduct fully 
integrated simulations of the raceway and borehole energy exchanges to characterize 
raceway thermal regulation.  
4.2.1 Borehole Energy Model 
The Borehole Energy Model is a comprehensive model that encompasses both individual 
borehole heat exchangers (BHEs) and the thermal interaction between multiple BHEs in a 
geothermal system. A geothermal borehole heat exchanger (BHE) is a thin and deep hole 
that is drilled into the ground in which a U-shaped pipe is placed. The gaps between the 
soil wall and the pipe are filled with a grout material (see Figure 4-2). The heat transfer 
fluid (raceway inlet water in the present case) is pumped through the U-pipe allowing heat 
transfer to occur between the fluid, pipe, grout, and soil. In cold winter months, the working 
fluid will typically be colder than the ground, allowing heat to be transferred from the 
ground to the working fluid. In warm summer months the opposite is typically true, where 
warm working fluid transfers heat into the ground.  
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Figure 4-2. Example of the spacing of multiple boreholes in a system, borehole internal 
layout, and borehole depth. 
The model consists of two main components; the ground heat transfer sub-model and the 
U-pipe heat transfer sub-model. The ground heat transfer sub-model determines the heat 
exchange that occurs between the grout and the soil at the edge of a borehole (i.e. grout/soil 
interface), while also taking into consideration the thermal interaction between 
neighbouring boreholes. The U-pipe heat transfer sub-model considers heat exchange 
between the grout/soil interface of a borehole and the U-pipe, allowing for the 
determination of the heat transfer fluid at the outlet of the BHE.  
The U-pipe heat transfer sub-model used in this study was proposed by Zeng et al. 
(2003a, b) and it considers axial convective heat transfer between the working fluid and 
the pipe wall, as well as thermal short-circuiting between the inlet pipe and outlet pipe 
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segments of the U-pipe. The energy balance of the outlet pipe and inlet pipe segments, 
respectively, is given as (Zeng et al. 2003a, b): 
−?̇?𝑐𝑝
𝑑𝑇𝑓1
𝑑𝑧
=  
𝑇𝑓1 − 𝑇𝑏
𝑅1
∆
+ 
𝑇𝑓1 − 𝑇𝑓2
𝑅12
∆
   (0 ≤ 𝑧 ≤ 𝐻) 
(4.1) 
?̇?𝑐𝑝
𝑑𝑇𝑓2
𝑑𝑧
=  
𝑇𝑓2 − 𝑇𝑏
𝑅2
∆
+ 
𝑇𝑓2 − 𝑇𝑓1
𝑅12
∆
   (0 ≤ 𝑧 ≤ 𝐻) 
(4.2) 
 
 
where 𝑇𝑓1 and 𝑇𝑓2 are the down-flow and up-flow temperatures of the fluid, 
respectively, 𝑇𝑏 is the borehole exterior wall temperature and, 𝑧 is the distance along the 
tube, 𝑅1
∆, 𝑅2
∆, and 𝑅12
∆  are thermal resistances described by Zeng et al. (2003a, b), which 
can be estimated using the line source and multipole approximations as described by 
Hellström (1991) and Claesson and Hellström (2011). Further details of the model 
formulation can be found in Chapter 3.  
The ground heat transfer sub-model determines the borehole temperature (𝑇𝑏) at 
the soil/grout interface of the borehole. The model takes into consideration the physical 
effects such as the thermal interference that is present between multiple boreholes in a 
system (see Figure 4-2). This consideration of thermal interference is critical to improve 
the accuracy of the model because the soil temperature in the vicinity of the borehole 
changes due to this thermal interference, which influences the borehole temperature at the 
grout/soil interface and eventually, the working fluid temperature and heat transfer rate. 
Figure 4-1 depicts a typical system of four boreholes in a square formation. The square 
formation was used for all systems in this study. The distance between boreholes is 
measured from the origin. For example, the center of the ith borehole from the origin is 
represented by wi and li in x and y directions, respectively.  
Borehole temperature was simulated using the method initially proposed by 
Eskilson (1987) and then modified by Zeng et al. (2003a, b). As per the model, the borehole 
temperature (𝑇𝑏) is computed as (Zeng et al. 2003a, b): 
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𝑇𝑏(𝐹𝑜) =  𝑇0 +∫ 𝑞1
′(𝐻)
ℎ𝑧+1
ℎ𝑧
𝐼(𝑅𝑖, 0.5, 𝐹𝑜𝑡−𝜏1)𝑑𝐻 
+∫ [𝑞2
′ (𝐻) − 𝑞1
′(𝐻)]
ℎ𝑧+1
ℎ𝑧
𝐼(𝑅𝑖, 0.5, 𝐹𝑜𝑡−𝜏2)𝑑𝐻 
+⋯+ 
 + ∫ [𝑞𝑛
′ (𝐻) − 𝑞𝑛−1
′ (𝐻)]
ℎ𝑧+1
ℎ𝑧
𝐼(𝑅𝑖, 0.5, 𝐹𝑜𝑡−𝜏𝑛)𝑑𝐻 
(4.3) 
with:  
 𝐼(𝑅𝑏 , 0.5, 𝐹𝑜𝑡−𝜏1) =  
1
4𝑘𝜋
∫ 𝑞′(𝐻)
ℎ𝑧+1
ℎ𝑧
 
 × 
{
 
 
 
 𝑒𝑟𝑓𝑐(
√𝑅𝑖
2
+ (0.5−𝐻)
2
2√𝐹𝑜
)
√𝑅𝑖
2
+ (0.5−𝐻)
2
− 
𝑒𝑟𝑓𝑐(
√𝑅𝑖
2
+ (0.5+𝐻)
2
2√𝐹𝑜
)
√𝑅𝑖
2
+ (0.5−𝐻)
2
}
 
 
 
 
𝑑𝐻 
(4.4) 
 
where 𝑇0 is the initial ground temperature, 𝑞𝑛
′  is the heat transfer rate of the borehole at the 
nth time, 𝐻 =
ℎ𝑧
𝐻
 (ℎ𝑧 is the depth of interest and 𝐻 is the total depth of the borehole), 𝛼 is 
the thermal diffusivity of the soil, and 𝑡 is the time measured from the reference time 𝜏𝑖. 𝐹𝑜 
is the Fourier number described as: 
 
𝐹𝑜𝑡−𝜏1 = 
𝛼(𝑡 − 𝜏𝑖)
𝐻2
 
(4.5) 
 
𝑅𝑖 is the the dimensionless distance of the i
th borehole from the reference origin and is 
computed by: 
 
𝑅𝑖 = 
√(𝑥 − 𝑙𝑖)2 + (𝑦 − 𝑤𝑖)2
𝐻
 
(4.6) 
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where 𝑙𝑖 and 𝑤𝑖 are the positions of the boreholes in the x and y directions from the origin, 
respectively, as shown in Figure 4-1 (Zeng et al. 2003a, b). For more details about the 
ground heat transfer model, please see Chapter 3. 
4.2.2 Raceway Energy Model 
The Raceway Energy Model predicts the temperature of the raceway, encompassing all 
forms of heat exchange experienced by the raceway under ambient conditions subjected to 
seasonal variations throughout a year. The raceway energy balance is given as:  
 𝑑𝐸
𝑑𝑡
=   𝑚(𝑖𝑖𝑛 − 𝑖𝑜𝑢𝑡) +∑𝑞𝑖
𝑁
𝑖−1
 
(4.7) 
with the left side of equation (4.7) representing the rate of change of energy, 𝐸 the right 
side of equation (4.7) represents the rate at which energy enters the system, and 𝑚 is the 
mass flow rate through the system, 𝑖𝑖𝑛 is the enthalpy of the inlet water, 𝑖𝑜𝑢𝑡 is the enthalpy 
of the outlet water, and 𝑞𝑖 is a heat transfer rate into the system. Because the working fluid 
is an incompressible fluid, water in this case, the enthalpies can be evaluated as 𝑖 =  𝑐𝑝𝑇, 
where 𝑐𝑝 is the specific heat capacity of water. Expanding the right side of equation (4.7) 
to list all heat transfer rates and show the enthalpies in terms of temperature results in 
equation (4.8): 
 𝑑𝐸
𝑑𝑡
=  𝑚𝑐𝑝(𝑇𝑖𝑛 − 𝑇𝑜𝑢𝑡) + 𝑞𝑟𝑎𝑑,𝑠𝑜𝑙𝑎𝑟 + 𝑞𝑎𝑖𝑟 𝑐𝑜𝑛𝑣 + 𝑞𝑟𝑎𝑑,𝑙𝑤
+ 𝑞𝑒𝑣𝑎𝑝 + 𝑞𝑙𝑖𝑛𝑖𝑛𝑔  
(4.8) 
 
where 𝑞𝑟𝑎𝑑,𝑠𝑜𝑙𝑎𝑟 is the solar radiation incident on the raceway surface, 𝑞𝑎𝑖𝑟 𝑐𝑜𝑛𝑣 is the air 
convection heat transfer at the raceway surface, 𝑞𝑟𝑎𝑑,𝑙𝑤 is the longwave radiation exchange 
at the raceway surface, 𝑞𝑒𝑣𝑎𝑝 is the latent heat transfer associated with the evaporation at 
the water surface, and 𝑞𝑙𝑖𝑛𝑖𝑛𝑔 is the heat transfer across the raceway lining. All terms in 
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equation (4.8) are moved to the right-hand side of the equation except for the 
𝑑𝑇
𝑑𝑡
 term, 
which is used to determine the change in raceway temperature with respect to time.  
An in-depth description of the formulation of the heat transfer terms and overall model 
formulation and implementation can be found in Chapter 2. 
4.2.3 Coupling the Raceway and Borehole Energy Models 
A schematic illustrating the coupling of the two models is presented in Figure 4-3. As 
Figure 4-3 shows, the water from the waterbody (e.g. lake) that have to be supplied to the 
raceway first passes through the geothermal borehole heat exchanger system. The flow rate 
(?̇?𝑔𝑒𝑜) and temperature (𝑇𝑖𝑛−𝑙𝑎𝑘𝑒) of this intake water is considered as the inlet conditions 
of the Borehole Energy Model. The borehole energy model then outputs the temperature 
of this water after exchanging heat within the geothermal borehole system (𝑇𝑓2). The 
regulated water then is directed to the inlet of the raceway. The mass flow rate and 
temperature of this water are then used as the inlet conditions in the Raceway Energy 
Model. The figure shows the thermal cycle for both winter (heating) and summer (cooling) 
configurations.  
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Figure 4-3. Schematic of the coupling of the borehole energy model and the raceway 
energy model for both heating and cooling configurations. 
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4.3 Numerical Methods 
The implementation of both the Borehole Energy Model and Aquaculture Raceway Energy 
Model were carried out in MATLAB. As shown above, both the Borehole Energy Model 
and the Aquaculture Raceway Energy Model involved ordinary differential equations. 
These equations were solved using the “ode45” solver in MATLAB. As mentioned earlier, 
the Borehole Energy Model was initialized by setting the borehole temperature (𝑇𝑏) equal 
to the surrounding ground temperature and then through an iterative process determines 
the accurate values of 𝑇𝑏 and the fluid outlet temperature at the borehole (𝑇𝑓2). The iterative 
process was repeated until the solution has converged to a criterion of less than 10-6. For 
more details of the Borehole energy model solution, please see Chapter 3. The numerical 
code of the Raceway Model discretized the raceway domain into multiple slices along the 
raceway length to predict changes in the raceway temperature from the inlet to the exit (for 
more details please see Chapter 2).  
Both models were validated independently against the available data. The work of 
Dehkordi (2013) was used to validate the ground heat transfer sub-model. In this work, the 
well-known line source theory and an analytical approach were used to numerically solve 
the thermal response of a system of two boreholes. Two borehole spacings, 2 m and 3 m 
were considered. The results for both cases differed from Dehkordi (2013) by 0.01%, 
indicating that the present ground heat transfer model was accurately predicting the results. 
The experimental work of Esen and Inalli (2009) was used to validate the U-pipe energy 
sub-model. In this work, a single borehole was considered and the fluid inlet and outlet 
temperatures, ground temperature, and flowrate were measured for three cases in winter 
and four cases in summer. The results were compared for all seven cases and the overall 
difference between experimental and simulation results was found to be 6%. For more 
details of the validation of these models, please see Chapter 3. The Aquaculture Raceway 
Energy Model was validated against raceway temperature data obtained from a trout 
raceway farm in Cambridge, Ontario, for one full year. The simulation and measured data 
agreed very well with an overall percentage difference of 2.4%. Please see Chapter 2 for 
more details of the Raceway Energy Model validation. 
98 
 
4.3.1 System Configuration and Operating Conditions 
Once the models were validated, a comprehensive study was conducted to investigate the 
impact of thermally regulating the raceway inlet water through geothermal borehole heat 
exchangers, on the raceway temperature throughout the year. To better illustrate this 
impact, raceways at five different geographical locations were selected, which were (i) 
Cambridge, Ontario, Canada, (ii) Oslo, Norway, (iii) Istanbul, Turkey, (iv) Musina, South 
Africa, and (v) Perth, Australia.  
Chapter 3 investigated the influence of the number of boreholes on the regulation 
of the raceway inlet water. A detailed comparison was made between geothermal systems 
with 16, 32, and 64 boreholes (6 m spacing between each borehole heat exchanger) at three 
different flow rates. The results show a better regulation of the raceway temperature with 
an increase in the number of boreholes. The results showed that at a flow rate of 21.5 L/s, 
in comparison with the unregulated temperature, the regulated raceway inlet temperature 
was on average, 76% higher for 64 boreholes case and 44% higher for 32 borehole cases 
in winter months, and 26% lower for 64 boreholes case and 15% lower for 32 borehole 
cases in summer months. At higher flow rates, the percentage difference between 32 and 
64 boreholes cases was further reduced. While a geothermal system with 64 boreholes 
provided a better output, such system requires twice the land area, doubles the installation 
cost of the borehole heat exchangers, as well as increases the operating costs. The output 
performance however, may not necessarily be doubled compared to the 32 boreholes case. 
Hence, in the present study, a geothermal system with 32 boreholes with 6 m spacing 
between each borehole heat exchanger was considered as a reference case.   
Raceway dimensions can be seen in Table 4-1 and were chosen as they are within 
a range of commonly found dimensions in the literature (Faulk et al., 2007; Yuan et al., 
2019). Three different raceway inlet flow rates 20 L/s, 40 L/s and 60 L/s were considered 
with 100% of the inlet water first passing through the geothermal system before entering 
the raceway. These flow rates were chosen as they are within a range that is commonly 
considered in the literature (Wagner, et al. 1995; Yuan, et al. 2019). The system 
configuration and thermophysical properties are also presented in Table 4-1. 
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Table 4-1. System configuration and operating conditions common between all cases. 
Parameter Value 
Borehole Diameter 0.15 m 
Raceway Inlet Flowrate 20, 40, 60 L/s 
  
Pipe 
Thermal Conductivity 0.4 W/mk 
Diameter 0.03 m 
Wall Thickness 0.01 m 
Length 100 m 
Distance Between Pipe Legs   
  
Grout 
Thermal Conductivity 2.6 W/mK 
  
Soil 
Thermal Conductivity 1.7 W/mK 
Density 1381 kg/m3 
Specific Heat Capacity 1200 J/kgK 
  
Fluid (Assumed 10˚C) 
(Rosen & Koohi-Fayegh, 2017) 
Thermal Conductivity 0.578.6 W/mK 
Density 999.7 kg/m3 
Dynamic Viscosity 
1.3060e-3 
kg/ms 
Kinematic Viscosity 
1.3065e-6 
m^2/s 
Specific Heat Capacity 4191 J/kgK 
Raceway 
Length 24 m 
Width 3.7 m 
Depth 2 m 
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4.3.2 Inlet Temperature Data 
The temperature of the unregulated inlet water was considered to be supplied from 
a large body of water i.e. a lake, whose temperature changes year-around due to seasonal 
variations. This un-regulated inlet temperature is a critical parameter in the coupled model 
to predict the raceway temperature and the feasibility of a geothermal system to regulate 
it. Hence, it is important to consider the seasonal variation of the lake temperature. The 
measured lake temperature data for the raceway considered in Cambridge, Canada, was 
provided by the farm operator (Stoller Canada, 2018). The data consists of one temperature 
reading per day for the entire year of 2017 measured at depths of 3 m and 7.6 m. Figure 
4-4 shows the location of this lake and approximate dimensions.  The lake temperature data 
at the other locations were obtained using the FLake Global Online Lake Modeling System 
(FLake Global: Online Lake Modeling System, 2008). The FLake model can output the 
vertical temperature structure and mixing conditions in freshwater lakes of various depths 
at different geographical locations globally. The model requires latitude and longitude 
values, the mean depth of the lake of interest, and the water transparency to determine the 
lake temperature profile (FLake Global: Online Lake Modeling System, 2008). Further 
information on the structure of the FLake model can be found at the Lake Model FLake 
website (Mironov, Terzhevik, & Kirillin, Lake Model FLake, 2008). 
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Figure 4-4. Location of lake that is in Cambridge, Ontario (Google Maps, n.d.). The 
longitude and latitude of the lake are also shown in the figure. 
 The FLake model was validated against the experimental data from the lake in 
Cambridge, Canada, and the results are presented in Figure 4-5. The results show that 
overall, the FLake model predicted the lake temperature reasonably well including the 
seasonal variations. An overall percentage difference of 21.6% between the measured and 
predicted data was observed. The difference is likely due to the uncertainty in the mean 
depth estimate of the Cambridge lake. Although the differences between the measured and 
predicted lake temperatures are relatively large, for the purpose of the present study where 
the objective is to get reasonable estimates of the unregulated inlet water temperature at a 
given geographical location, the predicted lake temperatures from the model are considered 
acceptable.   
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Figure 4-5. Yearly variations of the lake temperature at a depth of 6.1 m obtain from 
direct measurements and FLake model simulations. The lake is located in Cambridge, 
Ontario, Canada. 
The real lakes that were modelled using the FLake model were chosen to be as close 
in size and depth to the lake in Cambridge, Ontario, as possible. Figure 4-6 shows the 
locations of the lakes in Istanbul, Oslo, Perth, and Musina.  
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Figure 4-6. Locations of lakes in Istanbul, Oslo, Perth, and Musina (Google Maps, n.d.) 
The scale applies to all locations. 
4.3.3 Weather Data 
Typical meteorological year (TMY) data for Istanbul, Oslo, Perth, and Musina were 
obtained from the European Commission Joint Research Centre’s TMY Generator (TMY 
Generator, n.d.). Typical meteorological year data for Cambridge, Canada was obtained 
from the Government of Canada’s Engineering Climate Datasets Canadian Weather Year 
for Energy Calculation (CWEC) source (Environment Canada - Atmospheric Environment 
Service and The National Research Council of Canada, 2018). These sources supplied 
hourly TMY values for diffuse horizontal solar irradiance [kJ/m2], global horizontal solar 
irradiance [kJ/m2], direct normal solar irradiance [kJ/m2], sky condition [-], Wind speed 
[m/s], atmospheric pressure [Pa], dewpoint temperature [C], dry-bulb temperature [C], 
Julian day [-], and hour of the year [hr]. 
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4.3.4 Ground Temperature Data 
As mentioned in the Introduction section, the exploitation of ground to regulate the 
temperature is primarily due to its year-around constant temperature below a certain depth. 
Hence, the ground temperature at each location considered in this study was required to 
accurately predict the outputs of the geothermal system. The ground temperature for each 
location came from different sources and is listed in Table 4-2. Two source of ground 
temperature for Musina, South Africa were found with cited temperatures of 16.5˚C and 
21˚C, therefore the average of these values was used. 
Table 4-2. Ground temperature at the locations of study. 
Location Ground Temperature Source 
Cambridge, Canada 9˚C (Markle 2011) 
Istanbul, Turkey 15˚C (Aydin, et al. 2015) 
Oslo, Norway 7.8˚C (NCDC NOAA 2017) 
Perth, Australia 19.7˚C (NCDC NOAA 2017) 
Musina, South Africa 18.75˚C (Geothermal Heating & 
Cooling in South Africa 
2010; SEA 2017) 
4.4 Results and Discussion 
The simulations were conducted of the coupled raceway-borehole system at the five 
geographical locations mentioned above for a 32-boreholes geothermal system with a 
borehole spacing of 6m. Three flow rates of 20 L/s, 40 L/s, and 60 L/s were considered at 
each location. The results at the Cambridge, Canada location are presented in Figure 4-7, 
along with the unregulated temperature for comparison. This region experiences cold 
winters and warm summers and hence the unregulated lake water undergoes a large 
variation due to seasonal changes from about 3oC in winter to about 22oC in summer (see 
Figure 4-7). The results in Figure 4-7 (a) show that the use of geothermal system regulated 
the lake water by raising its temperature in winter and lowering it in summer. The constant 
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in-ground temperature in this region is about 9oC (see Table 4-2). Hence, a higher change 
in temperature is observed in summer months where the water temperature is reduced by 
up to 5oC, whereas in winter, the temperature rise could be up to about 2oC by the 
geothermal system at the lowest flow rate. Comparison of the results show that the flow 
rate has a significant influence on the temperature change of the inlet water through the 
borehole system. A large change in temperature is observed as the flow rate decreased, as 
expected. Figure 4-7 (b) shows the variations of the average raceway temperature when the 
regulated water is used as the raceway inlet water. The results demonstrate that the 
geothermal system thermally regulated the raceway temperature. A temperature behaviour 
similar to that in Figure 4-7 (a) is observed but the change in temperature magnitudes 
relative to the unregulated temperature is smaller than that at the outlet of the geothermal 
system. This is expected because once the regulated water becomes part of the raceway, it 
undergoes various energy exchange processes as described in the raceway model. The 
impact of the geothermal regulation of the raceway temperature is quantified in terms of 
the winter-average and summer-average raceway temperatures. The results are presented 
in Table 4-3. As the results show, the geothermal regulation increased the average winter 
temperature of the raceway by over 3oC or 90% and reduced the average summer 
temperature by over 2oC or 10% at the flow rate of 20 L/s. Thus, the overall temperature 
difference in the raceway due to seasonal variations is decreased from 17.3oC to 12.4 oC or 
a 30% reduction. As the flow rate increases, the percentage changes become smaller.  
Figure 4-8 shows the water temperatures of the borehole system and geothermally-
regulated raceway at a site in Istanbul, Turkey, which is located in a relatively moderate 
climate zone, where both summer and winter are relatively milder than Cambridge, 
Canada. Significant lake temperature variations are observed in both summer and winter 
months. The constant in-ground temperature at this location is about 15oC, which is closer 
to the summer seasonal temperatures of the lake water. Hence, as the results show, the 
geothermal-regulation of the water was found to be more effective in winter than summer. 
The water temperature was found to increase by up to 4oC in winter and reduced by about 
1.5oC in summer, at the lowest flow rate, by the geothermal system (see Figure 4-8a). The 
results in Table 4-3 show that the winter-averaged temperature of the raceway water is 
3.2oC or 48% higher than the unregulated case, while in summer, the temperature reduction 
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is 0.4oC or 2%. The overall temperature difference in the raceway due to seasonal variations 
is decreased from 11.2oC to 7.6oC or a 32% reduction, at the lowest flow rate.  
The water temperatures of the borehole system and geothermally-regulated raceway 
located in Oslo, Norway, are shown in Figure 4-9. The lake temperature in Oslo is slightly 
milder in summer but cooler in winters than Istanbul. However, one big difference is the 
constant in-ground temperature, which is about 7.8oC in Oslo region. As this temperature 
is almost in the middle of the maximum and minimum lake temperature, the geothermal 
system is expected to be effective in both summer and winter months. The results in Figure 
4-9 (a) show that the geothermal system increased the water temperature by up to 2oC in 
winter and reduced by over 3oC in summer at the lowest flow rate. In the raceway due to 
energy exchanges, the regulated water temperature further changed. As shown in Table 
4-3, the winter-averaged temperature of the raceway water is 2.9oC or 200% higher than 
the unregulated case, while in summer, the temperature reduction is 1.2oC or 9%. The 
overall temperature difference in the raceway due to seasonal variations is decreased from 
12.9oC to 8.8oC or a 32% reduction at the lowest flow rate. 
Figure 4-10 illustrates the water temperatures of the borehole system and geothermally-
regulated raceway located in Perth, Australia. Perth is located in the southern hemisphere 
and has mild winters and warm summers. The lake temperature in Perth is around 23oC in 
summer and drops to about 13oC in winter. The constant in-ground temperature is relatively 
high in Perth, which is about 19.7oC. As this temperature is closer to the lake temperature 
in summer, the geothermal system is expected to provide higher change in the water 
temperature during winter than summer. This behaviour is evident in the results in Chapter 
3, which shows that the geothermal system increased the water temperature by about 3oC 
in winter and reduced by over 1oC in summer at the lowest flow rate (Figure 4-10a). In the 
raceway due to energy exchanges, particularly in summer months with high solar heat flux, 
the regulated water warms up and becomes almost equal to the unregulated water 
temperature (see Figure 4-10b). In winter months, the energy exchange improves the 
thermal regulation by further warming up the regulated water. Table 4-3 shows that at the 
lowest flow rate, the winter-averaged temperature of the raceway water is 2.4oC or 17% 
higher than the unregulated case, while in summer, the temperature reduction is negligible.  
The last location considered in this study is Musina, South Africa, which is also located in 
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the southern hemisphere. It has the warmest climate among all locations considered. Figure 
4-11 shows the water temperatures of the borehole system and geothermally-regulated 
raceway at this location. The plot shows that the lake temperature in Musina lies close to 
30oC in summer and drops to about 18-19oC in winter. The constant in-ground temperature 
is about 18.75oC, which is closer to the lake temperature in winter. Hence, the geothermal 
system is not expected to be very effective in the winter months in warming up the 
temperature, but would be effective in reducing the water temperature during summer, as 
evident in Figure 4-11 (a).  In the raceway, due to high solar heat flux, the regulated water 
warms up in both summer and winter months and hence, the effectiveness of the 
geothermal system decreases in summer but improves in winter (see Figure 4-8b). The 
results in Table 4-3 show that at the lowest flow rate, the winter-averaged temperature of 
the raceway water is 1.7oC or 8.4% higher than the unregulated case, while the summer-
averaged temperature is reduced by 1.4oC or about 5%.         
 In all cases presented above, both the temperature of the water exiting the geothermal 
system and the temperature of the raceway experienced the largest change from the un-
regulated state at the lowest flow rate tested. This is expected because an increase in the 
flow rate increases the flow velocity in the borehole U-pipe and hence, the fluid gets lesser 
residence time in the pipe, which limits the fluid temperature rise. Although the overall 
heat transfer rate in the borehole heat exchange system (not shown here) increased with an 
increase in the flow rate.   In the present study, the system of 32 boreholes experiences 
fluid velocities through each borehole U-pipe of 0.88 m/s, 1.77 m/s, and 2.65 m/s for the 
20 L/s, 40 L/s, and 60 L/s cases, respectively. This equates to Reynolds numbers of 20,311, 
40,621, and 60,923, respectively. Based on the results shown in this paper, the flow rate of 
20 L/s provides more effective thermal regulation than the two larger flow rate cases. 
However, if for a given raceway, higher flow rates are required, then the same thermal 
regulation effectiveness, as for the 20 L/s can be achieved by increasing the number of 
boreholes, such that the pipe-Reynolds number remains the same.  
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Figure 4-7. (a) Geothermal system outlet temperature and, (b) average aquaculture 
raceway temperature, at flow rates of 20 L/s, 40 L/s, and 60 L/s for the raceway site in 
Cambridge, Canada. The unregulated lake temperature is also plotted for reference. All 
values are a moving average of 12 hours before and after the point of interest. 
 
Figure 4-8. (a) Geothermal system outlet temperature and, (b) average aquaculture 
raceway temperature, at flow rates of 20 L/s, 40 L/s, and 60 L/s for the raceway site in 
Istanbul, Turkey. The unregulated lake temperature is also plotted for reference. All 
values are a moving average of 12 hours before and after the point of interest. 
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Figure 4-9. (a) Geothermal system outlet temperature and, (b) average aquaculture 
raceway temperature, at flow rates of 20 L/s, 40 L/s, and 60 L/s for the raceway site in 
Oslo, Norway. The unregulated lake temperature is also plotted for reference. All values 
are a moving average of 12 hours before and after the point of interest. 
 
Figure 4-10. (a) Geothermal system outlet temperature and, (b) average aquaculture 
raceway temperature, at flow rates of 20 L/s, 40 L/s, and 60 L/s for the raceway site in 
Perth, Australia. The unregulated lake temperature is also plotted for reference. All 
values are a moving average of 12 hours before and after the point of interest. 
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Figure 4-11. (a) Geothermal system outlet temperature and, (b) average aquaculture 
raceway temperature, at flow rates of 20 L/s, 40 L/s, and 60 L/s for the raceway site in 
Musina, South Africa. The unregulated lake temperature is also plotted for reference. All 
values are a moving average of 12 hours before and after the point of interest. 
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Table 4-3. Winter and summer averaged raceway temperatures and percentage difference 
values from the unregulated inlet water for flow rates of 20 L/s, 40 L/s, and 60 L/s at all 
locations studied. 
Location 
Flow Rate 
(L/s) 
Winter Average 
Raceway 
Temperature (˚C) 
Percentage 
Difference 
(%) 
Summer Average 
Raceway 
Temperature (˚C) 
Percentage 
Difference 
(%) 
Cambridge, 
Canada 
Unregulated 3.3 - 21 - 
20 6.4 92.5 18.8 -10.5 
40 5 50 19.8 -5.8 
60 3.9 17.8 20.6 -1.9 
Istanbul, 
Turkey 
Unregulated 6.7 - 17.9 - 
20 9.9 47.8 17.5 -2.1 
40 8.4 25.2 17.6 -1.4 
60 7.3 8.2 17.8 -0.5 
Oslo, 
Norway 
Unregulated 1.4 - 14.3 - 
20 4.3 203.8 13.1 -8.5 
40 2.9 108.4 13.6 -4.9 
60 1.9 37 14.1 -1.7 
Perth, 
Australia 
Unregulated 22.1 - 13.9 - 
20 22.1 -0.2 16.3 17.3 
40 22 -0.2 15.2 9 
60 22.1 -0.1 14.3 3.1 
Musina, 
South Africa 
Unregulated 27.7 - 19.8 - 
20 26.3 -4.9 21.5 8.4 
40 26.9 -2.7 20.7 4.4 
60 27.5 -0.8 20.1 1.4 
 
4.4.1 Suitability of Aquatic Life for Each Location 
The focus of this study is to investigate the ability of a geothermal system to thermally-
regulate aquaculture raceways and demonstrate its technical feasibility at various distinct 
geographical locations around the world. As the results have shown, the thermal regulation 
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of the raceway by a system of geothermal boreholes can narrow the range of raceway 
temperature variations between the summer and winter months by lowering the raceway 
temperature in summer and raising the raceway temperature in winter. Hence, for a given 
specie, at a given location, it will increase the number of hours for which, the raceway 
temperature will remain in the optimal temperature range for that specie. This will lead to 
better health and growth of the specie and consequently, better economic prosperity of the 
aquatic farmer. Figure 4-12 shows the examples of some aquatic species that would 
experience better growing conditions due to prolonged optimal temperature range in a 
raceway, at different locations considered in this study. The optimal temperature ranges for 
these species are presented in Table 4-4. As the figure shows, at the given raceway in 
Cambridge, through geothermal regulation of the raceway water, the time duration (i.e. the 
yearly number of hours) of the raceway water temperature to be in the optimal range for 
salmon, trout and bass will increase by 126%, 242%, and 189%, respectively (see Figure 
4-12a). Similarly, at the Istanbul raceway, this time duration due to thermal regulation will 
increase by 390%, 102%, and 333% for salmon, bass, and carp, respectively (Figure 
4-12b), whereas, at the Oslo site, the time duration for the optimal temperature range will 
increase by 107% for salmon (Figure 4-12c). Similarly, at the raceway site in Perth, four 
species trout, bass, perch and carp will experience 296%, 167%, 131% and 148% increase 
in the optimal range temperature of the raceway, respectively (Figure 4-12d). Finally, the 
perch, catfish and tilapia will have the raceway temperature within their optimal growth 
temperature for 173%, 428% and 146% additional duration for the thermally-regulated 
case as compared to the unregulated case, respectively (Figure 4-12e). As mentioned 
earlier, the results presented in Figure 4-12 are just few examples to demonstrate the 
improvement of the optimal growth conditions of the aquatic species if the temperature of 
their living environment is thermally-regulated to narrow the operating temperature range, 
closer to the optimal values. It should also be noted that the use of geothermal energy to 
regulate the raceway temperature is a clean energy and sustainable option with no carbon 
footprint as well as no environmental or ecological implications.      
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Figure 4-12. Percentage increase in the yearly time duration for which, the raceway 
temperature remains within the optimal growth temperature range of various species at 
different raceway sites. 
Table 4-4. Optimal growth temperature ranges for various species (Lund, 1996). 
Species 
Optimum Growth 
(˚C) 
Salmon (Pacific) 15 
Catfish 28-31 
Tilapia 22-30 
Carp 20-32 
Trout 17 
Perch 22-28 
Bass 16-19 
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4.5 Conclusions 
A numerical study was conducted to investigate the thermal regulation that could be 
achieved by routing the inlet water of an aquaculture raceway through a set of geothermal 
borehole heat exchangers and then studying the effect on the average temperature of the 
aquaculture raceway. Five locations were modelled which include Cambridge, Ontario, 
Istanbul, Turkey, Oslo, Norway, Perth, Australia, and Musina, South Africa. Simulations 
were conducted at each location using local weather data over the entire year for a system 
of 32 boreholes with flow rates of 20 L/s, 40 L/s, and 60 L/s flowing first through the 
geothermal system and then into the aquaculture raceways. The results show a greater 
amount of thermal regulation is achieved with a lower flow rate. The results show that the 
thermal regulation reduced the range of yearly temperature changes in the raceway due to 
seasonal variations at all sites considered in this study. The results show that due to the 
geothermal regulation, at certain sites, the raceway temperature could increase by up to 
200% in winter months and reduce by up to 17% in the summer months as compared to 
the unregulated cases. The results also show that due to the high ground temperatures at 
some of the locations, diverting the raceway inlet water through the geothermal system 
may not add any benefit during certain times of the year, depending on the season. The 
results also show that the geothermal regulation of the raceway temperature increases the 
number of hours in a year when the raceway temperature is within the optimal temperature 
range of a given aquatic specie, then indicating that the raceway thermal regulation could 
increase the production yield and hence, better economic prosperity of aquatic farmers.  
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Chapter 5  
5 CONCLUSIONS 
For the aquaculture industry to thrive and compete with the well-established industry of 
the capture of wild aquatic species, an industry that is not sustainable, issues surrounding 
the thermal management of aquaculture waters must be addressed. Maintaining water 
temperatures at the optimal growth temperature of the species being farmed will lead to 
quicker growth, less disease and death, and ultimately more production and profits for the 
aquaculture industry. Therefore, determining the feasibility of thermally managing 
aquaculture waters through geothermal looping is essential to the continued success of 
the industry. This research was conducted with a goal of furthering the knowledge of heat 
transfer in an aquaculture raceway as well as determining the feasibility of thermally 
regulating aquaculture systems with indirect-use geothermal heat transfer. 
In the first portion of this study (Chapter 2), an energy model of an aquaculture raceway 
was developed and a parametric analysis and extreme weather study were complete to 
determine a few parameters that are of the greatest importance when modelling the 
energy balance of an aquaculture raceway. Results were validated against real-world 
raceway temperature data and found to be acceptable. In the second portion of this study 
(Chapter 3), two energy models were developed: one to simulate the heat transfer 
between the working fluid travelling through a set of geothermal borehole pipes and the 
grout/soil interface, and one to simulate the heat transfer between the grout/soil interface 
and the surrounding soil. The U-Pipe Heat Transfer sub-model and the Ground Heat 
Transfer sub-model were then linked to determine the overall heat transfer in a system of 
geothermal borehole heat exchangers. Results were validated against experimental data 
and found to be acceptable. A parametric analysis of the geothermal system was 
conducted to gain an understanding of a few important parameters that influence the 
performance. In the third portion of this study (Chapter 4), the aquaculture raceway 
energy model was coupled with the geothermal borehole heat exchanger system energy 
model. Water that would normally be taken from the larger body of water, in which the 
raceway sits, and then directed into the raceway entrance was first diverted into the 
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system of geothermal borehole heat exchangers, allowing for heat transfer to occur 
between the fluid and the ground and thermally regulating the water. The thermally 
regulated water then was direct to the raceway entrance, raising water temperatures in 
winter months and lowering temperatures in summer months. Raceway temperatures with 
thermal regulation were simulated in five locations with distinctly different climates and 
compared with pre-regulation raceway temperature data. 
The parametric analysis of the aquaculture raceway energy model showed that altering 
the raceway depth had negligible effect on the raceway temperature, while altering the 
raceway surface area, while holding all other parameters constant, produced a profound 
effect on raceway temperature. Results show that a raceway with a larger surface are will 
produce higher outlet temperatures than a raceway with a smaller surface area. This is 
due to the increase in area for solar radiation to act upon. The influence of flow rate 
through the raceway was studied and found to have a strong influence on raceway 
temperatures, with a higher flow rate producing raceway temperatures that were closer to 
the inlet temperature. Lower flow rates allowed for more residence time in the raceway 
and allowed for more time for the water to be heated by solar radiation. Next, the extreme 
weather study was conducted and showed that an increase in only air temperatures had 
negligible effect on the raceway temperature. An increase of both air and lake water 
temperatures, however, had a profound effect. It was found that an increase of both air 
and lake water temperature of only 2˚C raised raceway temperatures to dangerous levels 
for trout. Further increases to both these temperatures brought raceway temperatures to 
un-inhabitable levels. A change in windspeed was found to have negligible effects on 
raceway temperature. A change in solar irradiance, however, had a noticeable impact on 
raceway temperature. 
In Chapter 3, which included the development of a set of sub-models to simulate heat 
transfer in a set of geothermal borehole heat exchangers, a parametric analysis showed 
that the performance of a system such as this is highly dependent on the distance between 
each borehole. It was found that a greater distance between boreholes produced less 
thermal interference between adjacent boreholes and better thermal regulation of the 
working fluid. Results show a spacing of 6 m between boreholes is sufficient to reduce 
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thermal interference to a negligible point. Simulations were conducted in which a 
constant flow rate was supplied to each borehole in the system which offset the amount 
of un-regulated lake water that would normally enter the system. The regulated water and 
remaining un-regulated water were then mixed to simulate the temperature of water that 
would enter an aquaculture raceway. This test showed an importance of having a high 
number of boreholes to provide sufficient flow rate through the geothermal system to 
provide a noticeable amount of thermal regulation. It was found that the best results were 
obtained when the entirety of the flow rate entering a raceway was first directed through 
the geothermal system. In contrast to this, a second test was conducted in which a fixed 
number of boreholes was used with a range of flow rates. These results showed that a 
lower flow rate allowed for greater heat transfer between the working fluid and the 
ground.  
Lastly, in Chapter 4, the raceway and geothermal energy models were linked and 
raceway temperatures were produced at five locations with thermal regulation from the 
geothermal system. The five locations studied include (i) Cambridge, Ontario, (ii) 
Istanbul, Turkey, (iii) Oslo, Norway, (iv) Perth, Australia, and (v) Musina, South Africa. 
The raceway temperature of each location was modelled with a set of 32 boreholes and a 
flow rate of 20 L/s, 40 L/s, and 60 L/s, all of which first passed through the set of 
boreholes before entering the raceway. The results build on those of Chapter 3, showing 
that a greater amount of thermal regulation is achieved with a lower flow rate. Higher 
flow rates result in raceway temperatures that are closer to the un-regulated inlet water 
temperature. For the more northern locations, a greater amount of thermal regulation 
occurred in winter months, while a greater amount of thermal regulation occurred in the 
summer months for the locations in the southern hemisphere. It was found that due to the 
relatively high ground temperature in locations such as Perth and Musina the thermal 
regulation achieved was far lower than locations with relatively low ground temperatures. 
Finally, the time for which the unregulated and the regulated raceway temperature was 
within the optimal growth temperature of thirteen aquatic species was studied. Cambridge 
showed an increase in the time that the raceway temperatures were within the optimal 
temperatures for salmon, trout, and bass, which are species that thrive in colder climates. 
Istanbul saw increases for salmon, bass, and carp, while Oslo experienced an increase for 
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salmon. Perth and Musina experienced increase for the most species of the locations 
studied. Perth experienced increase for trout, bass, perch, and carp, while Musina 
experienced increases for perch, catfish, and tilapia.  
5.1 Recommendations for Future Work 
Throughout the completion of this research and development a few routes for future work 
were identified. Further research must be conducted to create a greater understanding of 
the potential of this work. Recommendations for future work include: 
 Including the heat exchange associated with rain in the raceway energy model. 
Currently, the raceway energy model does not take heat exchange due to natural 
rain events. This has the potential to add discrepancies between the outputs of the 
model and the real-world data and should be addressed in future work. 
 Including in the raceway energy model the change in heat transfer due to the 
freezing of the surface of the larger water body or the raceway. Currently, the 
raceway energy model does not account for the freezing of the surface of either 
the larger water body, which houses the raceway, or the raceway. This is likely a 
reason for the discrepancy from January to March in the validation and should be 
addressed in future work. 
 Including the impact of the fish living in the raceway to the energy model. 
Currently the model does not take into consideration the impact to the thermal 
inertia of the raceway or changes to flow behavior brought on by the fish 
population. This has potential to produce results that differ from the real-world 
case and should be addressed in future work. 
 Optimization of the raceway flow rate. Currently, this optimization study has not 
been completed and should be included in future work to gain an understanding of 
the optimal flow rate for the species being farmed. 
 The quasi-3D heat transfer model proposed by Zeng et al. (2003a, b) that was 
used to model the temperature exchange between the working fluid in the 
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geothermal system and the grout/soil interface neglects conductive heat flow in 
the grout and ground in the axial direction. While this is neglected to keep the 
model analytically manageable it should be address in future work to determine if 
it can aid in producing more accurate results than the ones produced in this thesis. 
 An optimization study on the number of boreholes, flow rate through the 
geothermal system, and total flow rate into the raceway. Aspects that affect the 
performance of the geothermal system and raceway temperature were studied in 
this thesis, however an optimization study must be performed to determine the 
best combination, or combinations, of parameters to obtain the ideal raceway 
temperatures. 
 Algorithm development to use information provided by these numerical models as 
a feedback controller to determine the optimal raceway inlet flow to be diverted 
through the geothermal system, in order to achieve a desired temperature, in real 
time. 
 A real-world implementation and study of performance. A real-world test must be 
completed to further understand design and implementation challenges and the 
performance in a small-scale or full-scale system. 
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Appendices 
Appendix-1: Raceway Energy Model 
Discretization Grid Independence Study 
A grid independence study was completed during the process of discretizing the raceway 
energy model. This was complete to improve the accuracy of the model, as the raceway 
temperature changes while it passes from inlet to outlet and therefore the way in which it 
interacts with the surrounding atmospheric conditions changes from inlet to outlet. The 
grid independence study shows when the results produced by the model have sufficiently 
small error due to the discretization process. Table A-1, below, shows the results of the 
grid independence study completed on the raceway energy model. 
Table F-1. Results of the grid independence study completed for the discretization of the 
raceway energy model. 
Slices 
Yearly-Average Raceway 
Temperature [˚C] 
Percentage 
Difference [%] 
2 12.016895 - 
5 12.207965 1.59E+00 
10 12.254346 3.80E-01 
20 12.254347 7.34E-06 
 
Parametric Analysis 
The heat transfer within the raceway model consists of a sum of a number of components. 
The breakdown of these components for all tests within the parametric analysis are 
shown below. 
Surface Area 
The heat transfer due to these natural processes with a changing raceway surface area has 
been identified and presented in Figure G-1, below. 
125 
 
 
Figure A-1. Heat transfer due to natural processes within the raceway as surface area is 
increased. 
 
Depth 
The heat transfer due to these natural processes with a changing raceway depth has been 
identified and presented in Figure H-2, below. 
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Figure I-2. Heat transfer due to natural processes within the raceway as depth is increased. 
Extreme Weather Study 
Ambient Air Temperature 
Ambient air temperature was increased in increments from ambient to an additional 10 
˚C. The average heat transfer values for each heat transfer process can be seen in Figure 
A-3, below. 
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Figure J-3. Heat transfer due to natural processes within the raceway as air temperature is 
increased from ambient conditions. 
 
Ambient Air Temperature and Inlet Water Temperature 
Ambient air temperature and inlet water temperatures were increased in increments from 
ambient to an additional 10 ˚C. The average heat transfer values for each heat transfer 
process can be seen in Figure A-4, below. 
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Figure K-4. Heat transfer due to natural processes within the raceway as air temperature 
and inlet water temperature are increased from ambient conditions. 
 
Wind Speed 
Wind speed was increased and decreased in increments between -75% and +100% of 
ambient conditions. The average heat transfer values for each heat transfer process can be 
seen in Figure A-5, below. 
129 
 
 
Figure L-5. Heat transfer due to natural processes within the raceway as wind speed is 
increased and decreased from ambient conditions. 
 
Solar Irradiance 
Solar irradiance was increased and decreased in increments between -75% and +100% of 
ambient conditions. The average heat transfer values for each heat transfer process can be 
seen in Figure A-6, below. 
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Figure M-6. Heat transfer due to natural processes within the raceway as solar irradiance 
is increased and decreased from ambient conditions. 
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