Modeling Electron Transfer Thermodynamics in Protein Complexes: Interaction between Two Cytochromes c3  by Teixeira, Vitor H. et al.
Modeling Electron Transfer Thermodynamics in Protein Complexes:
Interaction between Two Cytochromes c3
Vitor H. Teixeira, Anto´nio M. Baptista, and Cla´udio M. Soares
Instituto de Tecnologia Quı´mica e Biolo´gica, Universidade Nova de Lisboa, Oeiras, Portugal
ABSTRACT Redox protein complexes between type I and type II tetraheme cytochromes c3 from Desulfovibrio vulgaris
Hildenborough are here analyzed using theoretical methodologies. Various complexes were generated using rigid-body
docking techniques, and the two lowest energy complexes (1 and 2) were relaxed using molecular dynamics simulations with
explicit solvent and subjected to further characterization. Complex 1 corresponds to an interaction between hemes I from both
cytochromes c3. Complex 2 corresponds to an interaction between the heme IV from type I and the heme I from type II
cytochrome c3. Binding free energy calculations using molecular mechanics, Poisson-Boltzmann, and surface accessibility
methods show that complex 2 is more stable than complex 1. Thermodynamic calculations on complex 2 show that complex
formation induces changes in the reduction potential of both cytochromes c3, but the changes are larger in the type I
cytochrome c3 (the largest one occurring on heme IV, of ;80 mV). These changes are sufﬁcient to invert the global titration
curves of both cytochromes, generating directionally in electron transfer from type I to type II cytochrome c3, a phenomenon of
obvious thermodynamic origin and consequences, but also with kinetic implications. The existence of processes like this
occurring at complex formation may constitute a natural design of efﬁcient redox chains.
INTRODUCTION
Protein electron transfer (ET) processes are very important
for living organisms. These processes are involved in key
metabolic pathways such as photosynthesis and respiration,
and are also important in less-known ET pathways like
sulfate reduction in the sulfate-reducing bacteria. In many
cases, ET pathways involve a large and complex array of
redox proteins, which can be soluble or associated to
membranes. Both thermodynamic as well as kinetic control
operates in these redox chains in order to bring directionality
and speciﬁcity in the process.
Complexes between redox proteins are very difﬁcult to
analyze experimentally, due to their transient existence.
Therefore, theoretical approaches through molecular mod-
eling techniques can have considerable importance in
elucidating the nature of these complexes and the ET
processes operating at their level. The overall ET reaction
begins with the formation of a complex (which may be
speciﬁc or not) between the donor and the acceptor redox
proteins, before actual ET takes place. The factors that
control this ET are the protein association-dissociation
steps, the reactant reorganization energy, the driving force
and the electron transmission within the activated complex
(Moore, 1996). In particular, the driving force (redox
potential difference between the donor and acceptor redox
protein) is one of the main factors determining the direc-
tion of the electron transfer process, being a determinant
factor in the ET kinetics (Marcus and Sutin, 1985; Warshel,
1982).
Given the importance of the redox potential difference for
the ET reaction to occur, a relatively large number of studies
have been performed to investigate what happens upon
complex formation. Some authors have suggested that after
complex formation the redox potentials will be equalized,
regardless of the values they had before the complex
formation (Moore et al., 1986; Rees, 1985). Experimental
(Burrows et al., 1991; Drepper et al., 1996; Vanderkooi and
Erecinska, 1974; Zhang et al., 1996; Zhu et al., 1998) and
theoretical (Soriano et al., 1997; Zhou, 1994) works are not
in agreement with this equalization hypothesis, reporting that
the complex formation has a smaller effect on the redox
potential of the proteins than the equalization hypothesis
would predict. Vanderkooi and Erecinska (1974) have
studied the cytochrome-c–cytochrome-c oxidase and other
complexes and observed that the redox potential of
cytochrome c changed 30–40 mV upon complex formation.
On the other hand, it was reported (Vanderkooi and
Erecinska, 1974) that the complex formation between
cytochrome c and cytochrome c peroxidase does not change
the redox potential of cytochrome c. Since the redox po-
tential of cytochrome c and cytochrome c peroxidase are 290
mV and 200 mV (Vanderkooi and Erecinska, 1974),
respectively, complex formation would change the redox po-
tential of the peroxidase by 490 mV, if the equalization
hypothesis was right. Experiments with the complex formed
by cytochrome c and cytochrome b5 have also shown that
complex formation does not change the redox potentials of
the proteins (Burrows et al., 1991). More recent experimental
studies with plastocyanin and photosystem I have shown that
complex formation changes the redox potential of plastocy-
anin by 50–60 mV and that of photosystem I by ;25 mV
(Drepper et al., 1996). Additionally, another experimental
study, with the Rieske iron-sulfur protein in the cytochrome
b6f complex, has also shown that the redox potential of the
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Rieske cluster is lowered by;75 mV in the complex (Zhang
et al., 1996). Theoretical works are also in agreement with
the occurrence of redox potential shifts caused by complex
formation. A theoretical study with the cytochrome-
c–cytochrome-c peroxidase has shown that upon complex
formation the cytochrome c changes the redox potential by
40 mV and the cytochrome c peroxidase by only 2.2 mV
(Zhou, 1994). However, there are reports (Soriano et al.,
1997) where theoretical studies on model complexes of
plastocyanin and cytochrome f point to very small changes
(10–20 mV) upon complex formation. In some theoretical
(Zhou, 1994) as well as experimental studies (Drepper et al.,
1996) where the reduction potential was determined in the
two proteins of the complex, it was observed that the donor
changed more signiﬁcantly in its redox potential than the
acceptor. Electron transfer is a rather complex phenomenon,
which involves protein-protein association in a transient
complex that seems to induce changes in the redox potential
of the proteins.
The periplasm of sulfate-reducing bacteria is rich in redox
proteins, with a large quantity and variety of cytochromes.
These cytochromes can be found under various forms,
varying from 1 to 16 heme groups and from monomeric to
multimeric. They are involved in ET processes and some of
the complexes formed between them and with other proteins
have been experimentally (Magro et al., 1997; Matias et al.,
1999a; Pereira et al., 1998; Pieulle et al., 1996; Valente et al.,
2001) and theoretically (Matias et al., 1999b, 2001)
characterized. Type I tetraheme cytochrome c3 (c3 I) is the
biological redox partner of the periplasmic hydrogenase
(Yagi et al., 1968). This cytochrome also interacts with other
redox proteins, like the high-molecular-weight cytochrome
(16Hcc) (Pereira et al., 1998), the nine-heme cytochrome c
(9Hcc) (Matias et al., 1999a; Matias et al., 1999b), and the
type II cytochrome c3 (c3 II) (Magro et al., 1997; Pieulle
et al., 1996; Valente et al., 2001), mediating their reduction
by hydrogenase. These studies showed that 16Hcc, 9Hcc,
and even c3 II can interact with hydrogenase, but the ET
process is greatly improved in the presence of c3 I.
The simultaneous existence of two tetraheme cytochromes
c3 in the periplasm has been demonstrated (Magro et al.,
1997; Pieulle et al., 1996; Valente et al., 2001) in some
sulfate-reducing bacteria. The c3 I is the most well
characterized, but recently another type was found in
Desulfovibrio africanus (Da) (Magro et al., 1997; Pieulle
et al., 1996) (where it was named acidic cytochrome c3) and
in Desulfovibrio vulgaris Hildenborough, i.e., DvH (Valente
et al., 2001) (where it was named type II cytochrome c3, this
being the nomenclature followed in this work). These two
proteins are very similar in fold (Brennan et al., 2000; Czjzek
et al., 1994; Einsle et al., 2001; Harada et al., 2002; Haser
et al., 1979; Higuchi et al., 1984; Matias et al., 1993, 1996;
Messias et al., 1998; Morais et al., 1995; Norager et al.,
1999; Simo˜es et al., 1998) and have four c-type hemes
covalently bound with cysteine residues to one polypeptide
chain of similar size. Besides these similarities these two
cytochromes are different in some aspects. One of these
differences is the distribution and quantity of acidic and basic
residues. The c3 I has a characteristic positive patch around
heme IV (Brennan et al., 2000; Czjzek et al., 1994; Einsle
et al., 2001; Harada et al., 2002; Haser et al., 1979; Higuchi
et al., 1984; Matias et al., 1993, 1996; Messias et al., 1998;
Morais et al., 1995; Simo˜es et al., 1998) and a neutral region
around heme I. In contrast, c3 II has a markedly less positive
surface around heme IV, and a negative zone in the region
of heme I (Norager et al., 1999; Valente et al., 2001).
Additionally the shorter N-terminal of c3 II causes a higher
exposure of heme I in c3 II (Norager et al., 1999). In c3 I there
is an a-helix which is interrupted by a loop that does not
exist in the c3 II. The surface characteristics can be very
important for their ET function, and may indicate different
redox partners.
Redox proteins can show a marked dependence between
reduction and pH, or protonation effects, and this phenom-
enon has been named the redox-Bohr effect (Papa et al.,
1979; Xavier, 1985). It consists of an interdependence
between the electronic and protonic captures, which results
from electrostatic interactions between redox and protonat-
able groups. The midpoint redox potentials of the redox
groups depend on pH, and in the same way the pKa values
of protonatable groups are inﬂuenced by the redox potential.
This concerted electron and proton capture should occur
in all redox proteins at some values of pH, but in some
it occurs at physiological pH, making the phenomenon
biologically relevant. One of the most studied examples
are the tetraheme cytochromes c3, with a large number of
experimental (Coletta et al., 1991; Gayda et al., 1988; Louro
et al., 2001a,b, 1997, 1996, 1998; Pereira et al., 2002;
Salgueiro et al., 1997; Santos et al., 1984; Saraiva et al.,
1998; Turner et al., 1994, 1996) and theoretical (Baptista
et al., 1999; Martel et al., 1999; Soares et al., 1997; Teixeira
et al., 2002) works. The physiological importance of the
redox-Bohr effect in these cytochromes may consist of
a mechanism for simultaneously capturing electrons and
protons from hydrogen oxidation by hydrogenase (Louro
et al., 1997) or, alternatively, it may consist of a mechanism
for modulating the redox potential of groups, by using
nearby protonations as a controlling factor. Whatever its
biological role, it is clearly important to characterize this
effect and have models that treat it correctly (Baptista et al.,
1999), in order to model the redox thermodynamics of this
type of cytochromes.
This work has two main objectives. The ﬁrst is to
characterize, at the molecular level, the modes of interaction
between c3 I and c3 II from DvH. The second is to study,
using this case as an example, what happens to the ther-
modynamic characteristics of individual redox groups when
two proteins get into contact, with the aim of under-
standing directionality of electron transfer in biological ET
chains.
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MATERIAL AND METHODS
Preparation of structures
For the cytochrome c3 I, the structure corresponding to molecule A in the
PDB entry 2CTH (Matias et al., 1993) was chosen. Since there is no three-
dimensional structure determined for the cytochrome c3 II from DvH, we
built a comparative model based on its sequence (retrieved from the genome
sequence of this organism, available at http://www.tigr.org) and the structure
of the cytochrome c3 II from Da (Norager et al., 1999).
The c3 II from Da shows 45% sequence identity with the corresponding
sequence from DvH. In the family of cytochromes c3 (of type I, given that
only one structure exists for type II), consisting of highly structurally
conserved proteins, this sequence identity can be considered quite high,
given that the average sequence identity within this family is ;40%
(HOMSTRAD classiﬁcation; Mizuguchi et al., 1998). This makes us
conﬁdent that a good structural model can be derived (Martı´-Renom et al.,
2000; Sa´nchez and Sali, 1997). In addition, 68% of the nonconserved
residues between the D. africanus and D. vulgaris sequences are located in
loops. The program MODELLER (Sali and Blundell, 1993), Version 6.0,
was used for deriving the structure. The alignment was optimized until
a good quality model for the unknown structure was achieved. A
Ramachandran analysis of the ﬁnal model was performed using
PROCHECK (Laskowski et al., 1993). The ﬁnal structure has 85.9% of
the residues in the most favored regions, and 14.1% in additional allowed
regions, which is better than the statistics from the x-ray structure used as the
basis for this comparative modeling, that displayed 85.1% of residues in
most favored regions and 14.9% of residues in additional allowed regions.
Ten internal water molecules that are conserved in this family of
cytochromes were also modeled.
The selection of water molecules to include in all types of calculations
presented here was done on basis of their relative accessibility; if the relative
accessibility was ,10%, as computed with the program ASC v2.14
(Eisenhaber and Argos, 1993; Eisenhaber et al., 1995), they were included.
The number of water molecules used in each of the cases is described in the
ﬁrst part of Results and Discussion.
Reduction and protonation thermodynamics
The joint binding equilibrium of protons and electrons was studied with
a combination of continuum electrostatics (CE) and Monte Carlo (MC)
methods. This followed a procedure already described in previous works
(Baptista and Soares, 2001; Teixeira et al., 2002), where details not reported
here can be found. The CE calculations were performed with MEAD v2.2.0
(Bashford, 1997; Bashford and Gerwert, 1992) using the GROMOS96
charge set (Scott et al., 1999) for the atomic charges of normal residues, and
using previously determined charges (Martel et al., 1999) for the heme and
attachment groups. The MC sampling was done with the PETIT program
(Baptista et al., 1999; Baptista and Soares, 2001). In the CE calculations the
ﬁnal grid dimensions used were 90 3 90 3 90 A˚ for the individual proteins
and 100 3 100 3 100 A˚ for the complexes. The simulations were done at
pH 7.0 and the electrostatic potential was scanned in steps of 10 mV, from
700 to 50 mV in the individual proteins, and 700 to 300 mV in the
complexes. The dielectric constant used in the CE calculations for the
protein was 20 and for the solvent was 80 (see Baptista and Soares, 2001,
and Teixeira et al., 2002, for a discussion of these values).
Molecular dynamics simulations
The molecular mechanics/dynamics simulations were performed with the
GROMOS96 package (Scott et al., 1999; van Gunsteren et al., 1996). The
heme energy functions were modiﬁed in a similar way as speciﬁed in Soares
et al. (1998), to treat the c-type hemes present in these cytochromes. The
atomic partial charges used were the ones speciﬁed in the previous section.
The protons were added to the protein considering their predominant
protonation state at pH 7.0, determined by the CE/MC methods described in
the previous section. The calculations were performed assuming the fully
oxidized state for the two cytochromes.
The systems were solvated in truncated octahedron boxes originated from
cubes with sizes of 71.989 A˚/side for the individual proteins, 88.224 A˚/side
for complex 1, and 94.139 A˚/side for complex 2, generated by replication of
an initial equilibrated box of water at the experimental density at 300 K and 1
bar (constant temperature and volume). The SPC water model (Hermans
et al., 1984) was used in the calculations. The ﬁnal systems had 5560 waters
for c3 I, 5604 waters for c3 II, 10,254 waters for complex 1, and 12,693
waters for complex 2. The hydrogen atom positions were optimized using
energy minimization in two stages, the ﬁrst one consisting in 5000 steps with
the steepest-descent method, and the second consisting in 5000 steps with
the steepest-descent method and with SHAKE (Ryckaert et al., 1977)
constraints in all bonds. A 105 kJ/(mol nm) position-restraining force
constant was used in all heavy atoms in these two minimization steps.
The molecular dynamics simulations were performed using heat baths
(Berendsen et al., 1984) at 300 K, with separate coupling for the solvent and
solute, and using, unless otherwise stated, coupling constants of 0.1 ps.
SHAKE (Ryckaert et al., 1977) was used in all bonds, with a geometric
tolerance of 0.0001. The equations of motion were integrated using a time
step of 0.002 ps. Nonbonded interactions were treated with the twin-range
method (van Gunsteren and Berendsen, 1990), using group-based cutoffs of
8 and 14 A˚, updated every 10 steps. The electrostatic forces thus truncated
were corrected with forces corresponding to a continuum reaction ﬁeld
(Barker and Watts, 1973; Tironi et al., 1995) using a dielectric constant of
54, the dielectric constant of SPC water under these circumstances (Smith
and Honig, 1994).
The initialization of each MD run was done in two steps. The ﬁrst step
consisted of a 50-ps simulation with all protein atoms position restrained
with a 105 kJ/(mol nm) force constant with initial velocities taken from
a Maxwell-Boltzmann distribution at 300 K and a temperature-coupling
constant of 0.01 ps. The second step consisted of a 50-ps simulation at the
same temperature with a temperature-coupling constant of 0.1 ps and the
positions of all Ca atoms restrained with a force constant of 105 kJ/(mol nm).
Rigid-docking calculations
The interaction between the tetraheme cytochromes c3 was studied using
AUTODOCK v2.4 (Goodsell et al., 1993; Goodsell and Olson, 1990). The
atomic charges were those already used above. The general methodology for
this kind of interaction study can be found in previous works (Cunha et al.,
1999; Matias et al., 1999b, 2001). The calculations were done assuming the
fully oxidized state for the two cytochromes. The protonation states of all
residues were the predominant ones calculated previously by CE/MC, at
pH 7.0.
Two grids were used in the calculations and they were positioned in
a way that ensured covering of all the interaction space between the two
proteins. The search for low energy solutions was performed using 400
runs of MC simulated annealing in translational and rotational space. Each
run consisted in 100 cycles of MC at progressively lower temperature. The
initial temperature of each cycle and temperature reduction factor per cycle
were chosen in a way that ensured a large acceptance/rejection ratio in the
beginning and a low acceptance/rejection ratio at the end. In this case we
used a RT value of 146 kJ/mol with a temperature reduction factor per
cycle of 0.94. The initial translation step was 1.0 A˚ and the initial
quaternion rotational step was 30. Reduction factors of 0.9702 and 0.9770
per cycle were used for the maximum translation and rotational steps,
respectively, which resulted in 0.05 A˚ maximum translation steps and 3
maximum rotation steps in the last cycle. This procedure gives a large
number of solutions, which are ranked according to their energy and their
root mean-square deviation (RMSD). Each rank can have one or more
solutions.
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Binding free energy
The binding free energy of two interacting proteins was calculated in a way
similar to the one described earlier by other authors (Froloff et al., 1997;
Kuhn and Kollman, 2000), and can be written as
DGb ¼ Gcomplex  ðGprotein11Gprotein2Þ; (1)
in which Gx (x standing for the complex or for the individual proteins) is
deﬁned as
Gx ¼ Gel1Gnp1Gstrain  TSmc  TSsc  TSr;t: (2)
The Gel and Gnp terms are the electrostatic and nonpolar contributions,
respectively. Gstrain accounts for molecular mechanics non-electrostatic
terms. TSmc and TSsc describe the conﬁgurational entropy of the main-chain
and side-chain torsional freedom. TSr,t accounts for the translational and
rotational degrees of freedom. TSmc is not considered here, because it
depends on the length of the chain, and since the number of residues is the
same before and after complex formation, these terms will likely cancel. The
TSr,t term is also not considered here, because it is approximately the same
for a set of similar conﬁgurations, and this effect on the relative binding free
energy should be very small (Gilson et al., 1997).
The electrostatic term was calculated as a sum of Coulombic and
solvation terms (Froloff et al., 1997; Gilson and Honig, 1988; Smith and
Honig, 1994),
Gelðei; e0Þ ¼ GcoulðeiÞ1Gsolvðei; e0Þ; (3)
where ei and e0 are the dielectric constants for the protein and for the solvent,
respectively. The Coulombic term was calculated with GROMOS96 (Scott
et al., 1999; van Gunsteren et al., 1996) using a dielectric constant of 2 for the
protein (Froloff et al., 1997; Gilson and Honig, 1988). The electrostatic
solvation term, Gsolv, was calculated with the ﬁnite difference Poisson-
Boltzmann method as implemented in the MEAD package (Bashford, 1997;
Bashford and Gerwert, 1992). The atomic charges and radii were the ones
already described above. The grid sizes were chosen in a way that ensures
that all the protein is enclosed.We used an initial grid with 90 A˚ per side with
grid spacing of 1 A˚ followed by a focusing calculation with a grid of 55 A˚ per
side and grid spacing of 0.25 A˚. With the exceptions of the ionic strength,
which was set to 0, and the dielectric constant of the protein interior, which
was considered 2, the other parameters are the same as described above. We
used this dielectric constant to account for electronic polarizability. Higher
values are generally used to account for the dielectric response due to
conﬁgurational changes, but these are treated in the Gstrain term.
The nonpolar (hydrophobic) contribution to the binding free energy, Gnp,
was calculated as described in Sitkoff et al. (1994), using a term Gnp ¼ g SA
1 b for each molecule, where SA is the solvent-accessible surface area, here
calculated with the program ASC v2.14 (Eisenhaber and Argos, 1993;
Eisenhaber et al., 1995), and g and b are constants with the values 0.005
kcal/(mol A˚2) and 0.860 kcal/mol, respectively.
The Gstrain term includes the bonded (bond, bond-angle, and torsional
angles) and the van der Waals energy, which is calculated by molecular
mechanics using GROMOS96 (Scott et al., 1999; van Gunsteren et al.,
1996).
The TSsc term is calculated using the empirical scale of Pickett and
Sternberg (1993), which only considers the residues with relative
accessibility (RA—here calculated with ASC v2.14; Eisenhaber and Argos,
1993; Eisenhaber et al., 1995).60%. The accessibility is calculated relative
to a tripeptide Ala-X-Ala, with the following angles: f ¼ 140, c ¼ 135,
v ¼ 180, x1 ¼ 120, and the other side-chain dihedrals set to 180
(Chothia, 1976). The entropic term is obtained summing all entropic
contributions of the residues with RA . 60%, using the rotamer empirical
base of Pickett and Sternberg (1993).
RESULTS AND DISCUSSION
General modeling approach
The x-ray structure of c3 I and the comparative model of c3 II
were analyzed by CE/MC to determine their predominant
protonation states at pH 7.0. This calculation was performed
with 14 water molecules for c3 I and 7 for c3 II. A 4-ns MD
simulation in water was then performed for the two types of
cytochromes, including those water molecules and using the
determined predominant protonation states. Average struc-
tures of the last 2 ns (from 2 to 4 ns) were calculated. These
average structures included the internal water molecules that
were always inside the protein in the considered time period
(the same water molecule), and were the starting point for the
rigid-body docking simulations. The two lowest energy
complexes from the docking simulations were selected and
relaxed by MD for 2 ns in water. The relative stability of
these two different conﬁgurations was estimated using the
binding free energy procedure describe above. For doing
this, 20 structures taken from the MD simulation of the
isolated proteins (corresponding to the 2–4-ns period) and 10
structures taken from the simulation of the complexes
(corresponding to the 1–2-ns period) were used. These
structures were sampled at 100-ps intervals, and no water
molecules were considered. The binding free energy of each
of the complexes was calculated as an arithmetic average and
also as a sum-over-states of the form G ¼ RT lnSc
exp(G(c)/RT), where G(c) is the free energy of each
conformation c. The same structures used in the binding free
energy calculation were also used in the CE/MC calculation,
but in this case the internal water molecules were included: 8
for c3 I, 3 for c3 II, 22 for complex 1, and 21 water molecules
for complex 2. The titration curves of each individual
structure were used to obtain an arithmetic average curve for
the individual cytochromes and complexes. These average
curves and their associated values (e.g., midpoint potentials)
are the subject of the analysis. In this work we made the
approximation of considering only simulated oxidized
structures in the thermodynamic calculations. A similar
approximation of using oxidized x-ray structures has been
used before with considerable success to study similar
phenomena in diverse cytochromes c3 (Baptista et al., 1999;
Martel et al., 1999; Soares et al., 1997; Teixeira et al., 2002).
Recently (Bento et al., 2004, 2003; Louro et al., 2001a), we
have used fully oxidized and fully reduced x-ray structures to
understand cooperativity phenomena in cytochrome c3 and
on the nine-heme cytochrome c and found small differences
in the global redox potentials calculated with structures at
different oxidation states. Despite being important for
explaining the cooperativity phenomena, these differences
are small, of ;2 mV for the case of cytochrome c3 from D.
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desulfuricans ATCC27774 (the most relevant case for the
present work) and 5 mV for the case of the nine-heme
cytochrome c from the same organism. The present work
could have used simulated oxidized and reduced structures
of the system (e.g., like in Bret et al., 2002) as input for doing
the thermodynamic calculations, but, besides doubling the
computational needs, this approach would increase the
complexity of the required treatment and would introduce
new sources of uncertainty. Therefore we decided to focus
ourselves on the problem of complex formation and its
consequences, bearing in mind that a small error (whose best
estimate available would be ;2 mV) may be introduced by
the use of oxidized conformations only.
Protein-protein interaction studies by
rigid docking
As discussed in the Introduction, kinetic experiments
showed that the reduction of c3 II by hydrogenase is faster
in the presence of catalytic amounts of c3 I (Valente et al.,
2001), which suggest an interaction between c3 I and c3 II.
Therefore, our ﬁrst objective was to determine possible
interaction solutions for these two proteins.
The clustering of all solutions of the molecular interaction
between c3 I and c3 II is shown in Fig. 1 A. The regions
around heme I and heme IV of c3 I are the most populated,
followed by the region of heme III. Heme II of c3 I is clearly
not a favorable site of interaction with c3 II, showing a very
small number of possible solutions. We can invert Fig. 1 A,
ﬁtting all possible solutions of c3 II, in a way that c3 I will be
positioned around c3 II (Fig. 1 B). The solutions presented in
Fig. 1 B are the same as the ones presented in Fig. 1 A, but
here we can look at the most interesting zones of c3 II that
interact with c3 I. The most populated zones of c3 II that
interact with c3 I are around heme I and III. The region
around heme II shows almost no interaction with c3 I, and the
zone of heme IV has a small number of solutions. From all
these interaction solutions, we selected the two most
probable ones, which are represented in Fig. 1 C and D.
The lowest energy complex (complex 1), which corresponds
to an interaction energy of 61.75 kcal/mol and 35
solutions, is represented in Fig. 1 C. Complex 1 corresponds
to an interaction between heme I from c3 I with heme I from
c3 II. The second lowest energy solution (complex 2), which
corresponds to an interaction energy of59.81 kcal/mol and
18 solutions, is represented in Fig. 1 D. Complex 2
corresponds to the interaction between heme IV from c3 I
with heme I from c3 II.
It is surprising to ﬁnd that the lowest energy complex does
not correspond to an interaction involving the zone of heme
IV from c3 I. In fact, this is the zone evidenced by other
studies (Matias et al., 1999b, 2001) to be the one in contact
with its physiological partners. This zone contains a lysine
patch (Brennan et al., 2000; Czjzek et al., 1994; Einsle et al.,
FIGURE 1 Rigid-docking results of the interaction between c3 I and c3 II from DvH. (A) Stereo representation of the center of geometry of all interaction
(clustered) solutions or ranks of c3 II represented as spheres, the c3 I as main fold, and the hemes as sticks. Larger and darker spheres correspond to lower energy
solutions. (B) Same as A, but in this case the c3 I solutions are represented as spheres, whereas the c3 II is represented as main fold with its hemes as sticks. (C)
Stereo representation of complex 1, with both cytochromes represented as their main fold and hemes as sticks. (D) same as C, but for complex 2. Figures were
prepared using MolScript (Kraulis, 1991) and Raster3D (Merrit and Bacon, 1997).
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2001; Harada et al., 2002; Haser et al., 1979; Higuchi et al.,
1984; Matias et al., 1993, 1996; Messias et al., 1998; Morais
et al., 1995; Simo˜es et al., 1998), which is supposed to be
involved in the interaction with negatively charged zones of
protein partners. The interaction between this lysine patch
and a negatively charged zone of c3 II is only found in
complex 2, which differs by ,2 kcal/mol from complex 1.
Given the large approximations imposed by rigid-docking
methods, we decided to analyze further both lowest energy
complexes, using more sophisticated approaches. In any
case, it is worth noting that complex 1 corresponds to an
interaction topology that is observed in the octaheme
cytochromes c3 (or dimeric cytochrome c3) (Czjzek et al.,
1996; Fraza˜o et al., 1999), where the hemes I from the two
molecules constituting the dimer are brought into contact.
Relaxation of the protein complexes using
MD simulations
The rigid-body docking procedure used in this study can be
seen as an initial approximation. To simulate the close
interaction of the two proteins in complex, and particularly
the interface, we need to introduce ﬂexibility into the models.
One way to do this is to perform MD simulation of the
complex. Here we performed, for complexes 1 and 2, MD
simulations using explicit solvent, spanning a period of 2 ns.
Fig. 2, A–D, shows the RMSD of the Ca atoms during
the MD simulations of the individual cytochromes and of
complexes 1 and 2. The values of RMSD obtained are within
reasonable values, mostly for the free proteins, showing that
the simulations are sufﬁciently stabilized, with just small
drifts. Comparison between the time evolution of the RMSD
and ﬁnal values reached in the MD simulations of the two
isolated proteins evidences similar behavior for both MD
simulations starting from the x ray of type I cytochrome c3
(Fig. 2 A); and for the one starting from the comparative
model of the type II cytochrome c3 derived here (Fig. 2 B),
with type II showing only a slightly higher value of RMSD,
which is within reasonable values for this type of MD
simulation. This observation makes us more conﬁdent on the
quality of the comparative model of the type II cytochrome
c3, given that, in our experience, less-optimum comparative
models usually present higher values of RMSD in similar
procedures. Although the RMSD of the complex 2 seems to
be slightly high compared to that of complex 1, the RMSD of
the individual proteins in complex 2 is systematically low
(data not shown). This means that this higher RMSD is due
to relative rigid-body displacement of both cytochromes in
this complex.
Each complex structure was averaged in the 1–2-ns pe-
riod, and compared with the 2–4-ns average structures of the
individual cytochromes, obtained from the simulations of the
individual proteins. This comparison is presented in Fig. 3, A
FIGURE 2 Structural analysis of the molecular dynamics simulations in water. RMSD (from initial conformation) of the Ca atoms in the 4-ns MD
simulations starting from the x-ray structure of c3 I (A) and the comparative model structure of c3 II (B). RMSD (from initial conformation) of Ca atoms in the
2-ns simulations starting from complex 1 (C) and from complex 2 (D), which resulted from the rigid-docking simulation.
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and B, where the changes induced in the main chain of
both cytochromes by the formation of each complex can be
appreciated. These changes are small in both complexes,
especially in complex 2.
The number of electrostatic contacts in the two complexes
is the same (Table 1). The relatively small number of
electrostatic contacts, when compared with previous studies
(Cunha et al., 1999; Matias et al., 1999b, 2001) may lie on
the fact that, contrary to these other studies, in the present
case the relaxation of the complexes was made with explicit
solvent, which originates weaker electrostatic interactions.
Despite this similarity in the number of electrostatic contacts,
electrostatic interactions within the two complexes show
a signiﬁcant difference; the total electrostatic energy from the
PB/SA procedure (see below) of going from the free
molecules to the complex is 30.2 kcal/mol for complex 1
and 22.8 kcal/mol for complex 2, evidencing more
favorable interactions in the latter.
Both permanent as well as transient interface water
molecules (within 4 A˚ from both cytochromes simulta-
neously) were calculated and the results show (Table 1) that
the interface of complex 2 has a slightly higher number of
water molecules (15% and 23% more for permanent and
transient water molecules, respectively). More importantly,
the water distribution at the interfaces is different. In the
interface of complex 2, the arrangement of the water
molecules between the two cytochromes seems to form
a water layer (Fig. 3 D), which is not present in complex 1
(Fig. 3 C). Additionally, the contact surface calculated for
complex 1 is larger than that from complex 2, contrary to one
might think when looking at Fig. 1, C and D. This lower
contact surface of complex 2 may be due to the water layer at
the interface of the complex. All these data point to
a structuring role of water at the interface of these complexes
(mostly complex 2), even if part of this water is transient
(almost 40% in the case of complex 2). Interestingly, the
substantial ﬂuctuation in the number of transient water
molecules (Table 1), shows the complex interface to be
rather dynamic.
The binding free energy calculations used here can be
considered better estimates of the actual binding energy
between the two proteins in different interaction conﬁg-
urations than the rigid-body docking energies. This is
because they are performed on a set of relaxed structures
in a natural solvated environment and they contain better
electrostatic energy estimates, in addition to other energy and
entropy terms not contained in the rigid-body docking
energies. These binding free energy calculations, performed
for the two complexes, are here used as qualitative estimates
of their relative stability. According to these calculations,
complex 2 appears to be more stable than complex 1, with
74.0 kcal/mol and 24.6 kcal/mol, respectively, obtained
from an arithmetic average over all sampled conformers
within the equilibrate period of the trajectories—i.e., the ﬁnal
FIGURE 3 Stereo pictures comparing free and bound cytochromes structures for complex 1 (A) and complex 2 (B). The rigid-docking structures
(corresponding to the 2-ns conformation of the free cytochromes simulations in water) are colored in light blue for c3 I and light green for c3 II, whereas the
corresponding cytochrome structures after the 2-ns simulations of the complexes are dark blue and dark green, respectively. Hemes are represented with sticks.
C and D represent the ﬁnal structures of the complex 1 and 2 simulations, respectively, with interface water molecules represented as red spheres. The same
color-coding of A and B is used in C and D. Figures were prepared using MolScript (Kraulis, 1991) and Raster3D (Merrit and Bacon, 1997).
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2 ns (2–4-ns period) in the case of isolated proteins and the
ﬁnal 1 ns (1–2-ns period) in the case of the complexes.
Furthermore, a sum-over-states, which accounts for the en-
tropy of the set of conformers, gives comparable results, with
81.8 kcal/mol and 4.8 kcal/mol for complexes 2 and 1,
respectively. Therefore, despite what was found by rigid
docking, complex 2, according to these more sophisticated
approaches, seems to be a more favorable interaction
solution. These evidences show again the importance of
heme IV and the lysine patch zone of c3 I in the interaction
with its partners. In view of this result, and unless otherwise
stated, we will continue our analysis and discussion using
complex 2.
Reduction and protonation thermodynamics
The electron transfer from c3 I to c3 II has already been
experimentally demonstrated by kinetic methods (Valente
et al., 2001). Here we will brieﬂy analyze the ET from the
thermodynamic point of view, using theoretical methodol-
ogies. Besides analyzing ET in the individual proteins, we
will also analyze what happens to the proteins when
associated. This is a very important question, with ther-
modynamic but also with kinetic implications, given that
the free energy for ET (or driving force) is an important com-
ponent in the kinetics of ET processes (Marcus and Sutin,
1985). Any changes from the free protein situation will
likely have physical and physiological implications.
As mentioned in the Introduction, before the ET occurs,
a complex has to be formed between the two redox proteins,
the donor and the acceptor. The nature of this process has
been the subject of several proposals. Some authors suggest
that the redox potential difference between the donor and
acceptor will be equalized after formation of the complex
(Moore et al., 1986; Rees, 1985). However, an experimental
work with cytochrome c and various redox proteins dis-
agrees with this suggestion and demonstrated that com-
plex formation has smaller effects on the redox potential of
the redox proteins (Vanderkooi and Erecinska, 1974). More
recent experimental (Drepper et al., 1996; Zhang et al., 1996;
Zhu et al., 1998) and theoretical (Soriano et al., 1997; Zhou,
1994) works are in agreement with Vanderkooi and
Erecinska (1974), showing that the redox potential changes
after complex formation are smaller than what the equaliza-
tion hypothesis would require, and some also show that the
changes in redox potential are more pronounced in the donor
than in the receptor redox protein (Drepper et al., 1996;
Zhou, 1994; Zhu et al., 1998), increasing the ET driving
force.
Fig. 4, A and B, contains the global redox titration curves
of c3 I and c3 II, respectively, in the free and bound states.
We can see that complex formation induces a shift toward
more negative potentials in the redox titration of the c3 I. In
contrast, the c3 II has a much smaller decrease. It is worth
noting that, after complex formation, the redox potential of
the two cytochromes experiences a different decrease (Fig. 4,
A and B). The c3 I decreases its redox potential by ;36 mV
and the c3 II by only ;5 mV. These plots show that the
interaction between proteins can cause noticeable changes in
their redox potentials. The magnitude of the changes
observed in this work is comparable to those reported for
complexes involving other redox proteins (Drepper et al.,
1996; Vanderkooi and Erecinska, 1974; Zhang et al., 1996;
Zhou, 1994; Zhu et al., 1998). Furthermore, this shows that
the redox partner experiencing a larger potential shift upon
complex formation is the donor, as previously observed
(Drepper et al., 1996; Zhou, 1994; Zhu et al., 1998).
Rearranging the data contained in plots A and B of Fig. 4,
to analyze both cytochromes in the same plot, we get Fig. 4,
C and D, where the free and bound situation is characterized.
This allows us to evidence a very important result of this
study, which is the inversion of the titration curves from the
free to the complex form. In the free form (Fig. 4 C), as
judged from its higher redox potential (Table 2), c3 I has no
propensity to transfer electrons to c3 II, suggesting that the
ET reaction as a whole would not be very efﬁcient in this
direction (the experimentally observed one), both from the
thermodynamic as well as the kinetic point of view.
However, when the two proteins get together, the redox
potential of c3 I becomes lower than that of c3 II (Table 2),
favoring the transfer of electrons from the former to the
latter. In conclusion, complex formation transformed an
initially unfavorable ET reaction into one that is favorable
(Fig. 4, C and D), following the proposed direction of
electron transfer (Valente et al., 2001).
TABLE 1 Comparative analysis of the two complexes
Complex 1 Complex 2
Contact surface* 1494 A˚2 1085 A˚2
Number of interface
watersy
Permanent 35 41
All 44 6 7 57 6 11
Favorable electrostatic
contactsz
NT-PrAI K57-E29
K3-PrDI K60-D3
K3-PrAI K60-D25
K26-D53 D71-NT
K29-E55 K72-PrAI
E41-NT K94-E55
E41-R1 K101-E34
Electrostatic energy§ 30.2 kcal/mol 22.8 kcal/mol
Binding free energy
(average)
24.6 kcal/mol 74.0 kcal/mol
Binding free energy
(sum-over-states)
4.8 kcal/mol 81.8 kcal/mol
All of the calculations and analyses below were made on the equilibrated
part of the MD simulations, i.e., the ﬁnal 2 ns (2–4-ns period) for isolated
proteins and the ﬁnal 1 ns (1–2-ns period) for the complexes.
*(Surface of Protein 1 1 Surface of Protein 2)  Surface of Complex.
yWaters lying within 4 A˚ of both proteins in a permanent or transient
manner (all ¼ permanent 1 transient). Fluctuations are shown as 62 SD.
zInterface salt-bridges which occur.50% of the time in the selected period
of the MD simulations (c3 I–c3 II).
§(Coulomb 1 Solvation Energies of the Complex)  (Sum of Coulomb 1
Solvation Energies of the Free Proteins).
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If we compute the difference between the titration curves
of each cytochrome c3 when in complex and in free forms
(Fig. 4, E and F), we can clearly see how the changes vary
along the titration. These difference curves show that there is
a region, around the protein midpoint titration (;330 mV),
in which c3 I has approximately one electron less in the
complex form than in the free form. The c3 II only presents
small differences between the complex and the free form.
This may be interpreted as considering that complex
formation generates a thermodynamic release of an electron
in c3 I, meaning that c3 I loses afﬁnity for the electrons after
formation of the complex.
Despite having considered complex 1 as a less likely
interaction solution, we can perform on it the same
thermodynamic analysis used for complex 2. We ﬁnd that
complex formation in this case does not change the order of
the reduction curves (not shown), as can also be seen from
the redox potentials on Table 2. Thus complex 1 evidences
no propensity for electron transfer in the direction observed
experimentally.
The variation, upon complex formation, of the individual
heme redox potentials in the two types of cytochromes can
also reveal some interesting results. Fig. 5 shows the protein
and heme redox potential of the two cytochromes in the free
and complex 2 forms. The changes upon complex formation
are clearly visible, with the hemes from c3 I (Fig. 5 A)
undergoing larger changes than the hemes from c3 II (Fig. 5
B). With the exception of heme I from c3 I, all its heme redox
potentials change at least 30 mV, with heme IV experiencing
FIGURE 4 Global redox titration curves of the cytochromes c3 at pH 7.0. Titration curves of c3 I (A) and c3 II (B) in the free (solid line) and complex 2
(dashed line) forms. Titration curves of c3 I (solid line) and c3 II (dashed line), in the free (C) and complex 2 (D) forms. Difference between the complex
2 and the free forms (complex-free) in c3 I (E) and c3 II (F), respectively. These calculations were made using conformations taken from the equilibrated
part of the MD simulations, namely the ﬁnal 2 ns (2–4-ns period) in the case of isolated proteins and the ﬁnal 1 ns (1–2-ns period) in the case of the
complexes.
TABLE 2 Protein midpoint redox potentials
c3 I c3 II
Free 291 314
Complex 1 300 315
Complex 2 327 319
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changes of;80 mV. In c3 II the only signiﬁcant difference is
in heme I, the one in contact with c3 I in the complex, which
changes ;20 mV. Therefore, as expected, the larger
differences in each cytochrome are observed in the two
interacting hemes. Upon complex formation, the contact
regions of the two interacting proteins will experience
a modiﬁcation of their dielectric surroundings, changing
from the high dielectric of the surrounding water, to the
lower dielectric of the redox partner, which may affect
considerably the redox potential of the hemes. Additionally,
electrostatic interactions arising from close contact with
charged groups from the partner may also have a noticeable
effect.
Electron-proton coupling is common in this type of redox
proteins, and was extensively characterized in previous
experimental and theoretical works (Baptista et al., 1999;
Coletta et al., 1991; Gayda et al., 1988; Louro et al., 2001a,b,
1997, 1996, 1998; Martel et al., 1999; Pereira et al., 2002;
Salgueiro et al., 1997; Santos et al., 1984; Saraiva et al.,
1998; Soares et al., 1997; Teixeira et al., 2002; Turner et al.,
1994, 1996). This coupling is clearly present here, both in the
free and complexed cytochromes c3, as can be seen in Fig. 6.
The change in the number of protons upon reduction is
evident in the electrostatic potential interval in which the
hemes titrate (Fig. 6, A and B). If we look at Fig. 6 A, the
differences between the free and complex forms are much
larger when the cytochrome is reduced (left side of plot),
where the number of protons is lower in the free form.
Almost no changes are observed between the two forms
when the cytochrome is oxidized (right side of plot). On the
other hand, in Fig. 6 B, we can see exactly the opposite
behavior of that observed in Fig. 6 A. The number of protons
FIGURE 5 Heme and protein midpoint redox potential changes in (A) c3 I and (B) c3 II upon formation of complex 2 at pH 7.0. Open bars correspond to the
free form, whereas the shaded bars correspond to the bound form. See ﬁnal sentence of the legend of Fig. 4 for details.
FIGURE 6 Variation in the number of protons in c3 I (A) and c3 II (B), with the solid lines corresponding to the free form and the dashed lines to the complex 2
form.Difference between the complex and the free forms (complex-free) in c3 I (C) and c3 II (D), respectively. See ﬁnal sentence of the legend of Fig. 4 for details.
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is almost the same, in the free and bound forms, when they
are reduced (left side of plot), but in the oxidized form (right
side of plot) the free cytochrome has more protons. These
differences are not due to speciﬁc residues, but to a group
of residues (data not shown). The change in the number of
protons induced by complex formation can be seen more
clearly using the difference between the complex and free
forms, shown in Fig. 6, C and D. All these changes are small,
with the largest change being ;0.18 proton units. Thus
complex formation does not seem to have drastic effects in
terms of proton capture/release, in the case studied here.
CONCLUSIONS
Various possible complexes for the molecular interaction
between c3 I and c3 II fromDvHwere obtained by rigid-body
docking. The preferable regions of interaction for c3 I are
around hemes I and IV, and for c3 II are around hemes I and
III. Complex 1, corresponding to the lowest interaction
energy (of the rigid-docking method), consists of an
interaction between heme I from c3 I and heme I from c3
II. Complex 2, that corresponds to the second lowest
interaction energy, consists of an interaction between heme
IV from c3 I and heme I from c3 II. Complex formation, as
judged from MD simulations with explicit water of both
complexes, does not signiﬁcantly change the conformation
of the individual proteins, showing only small variations at
the complex interface, relative to the free cytochromes. The
stability of both complexes was further analyzed by bind-
ing free energy calculations using molecular mechanics,
Poisson-Boltzmann, and surface accessibility methodolog-
ies. These calculations evidenced complex 2 as the most
probable one for the interaction between these two proteins,
showing that the rigid-body docking procedure used here is
not good enough to energetically characterize the complexes
formed in this case. As in other cases (Matias et al., 1999b,
2001), this interaction solution evidences the involvement of
heme IV from c3 I in the interaction with its physiological
partners.
The reduction and protonation thermodynamics studies
show that complex formation induces changes in the
reduction potentials of the two cytochromes, especially in
the hemes brought into contact (the largest change is
observed in heme IV of c3 I, that changes almost 80 mV).
Overall, the two types of cytochromes c3 respond in different
ways to the presence of each other (in complex 2), with c3 I
decreasing its redox potential by;36 mV and c3 II by only 5
mV. These apparently small redox potential shifts induced
by complex formation are crucial, however—giving rise to
the thermodynamic release of electrons from c3 I to c3 II,
following the physiologic direction of ET (Valente et al.,
2001). This thermodynamic release can be important for ET
kinetics, since as known from Marcus theory (and its further
developments), these thermodynamic aspects are one of the
determinant factors for ET kinetics.
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