Abstract. The author studies the modi ed Stefan problem in the plane for polygonal interfacial curves. Uniqueness of local in time solutions is shown while existence of local in time solutions has been proved in an earlier work of the author. Geometric properties of the ow are studied if the Wul shape is a regular N{sided polygon and the initial interface has su ciently small perimeter. Namely, if the isoperimetric quotient of the initial interface di ers from the isoperimetric quotient of the Wul shape by no more than 4 3 =N 3 , then the interface shrinks to a point in nite time and the isoperimetric quotient decreases.
Introduction
We study a version of the modi ed Stefan problem in the plane. The special feature of our approach is that we assume that the interfacial curve is a polygon. We stress that admitting non-smooth interfaces is natural from the viewpoint of modeling crystal evolution. We shall pursue this direction.
Describing the process of melting or growing a crystal requires setting the problem in the framework of two-phase thermodynamics. This is done in the book of Gurtin, G] . The author of the book pays special attention to the evolution of non-smooth interfaces, (see section 12 in G]). Developing this theory Gurtin and Matias proposed in their paper GM] the particular problem we study here. The setting is following: a crystal 1 (t) is in a container lled with melt 2 (t), i.e. 2 (t) = n 1 (t) (the notation shall be explained in detail in the next section). The heat transport is described by the equation e i u t = ?div q in 0<t<T ( 1 (t) 2 (t)); i = 1; 2 (1:1) which is complemented by the Fourier law q = ?k i ru; i = 1; 2:
(1:2)
The temperature u is continuous across the interface s = @ 1 \ @ 2 being a polygon with facets s i , s = S N i=1 s i . We assume the number of facets is constant. We are fully aware that this assumption can be the subject of discussion. We claim, however, that in the case of small perimeter of s(t) the stabilizing forces of surface tension prevail over destabilizing bulk forces, and as a consequence s(t) shrinks to a point. We will prove this in the last section.
Continuing the description of our problem we denote by V i the velocity of s i in the direction of the outer normal i . This velocity satis es the equation q] ] j = V j ; j = 1; : : :; N:
(1:3) Finally, we need a condition that the temperature u must satisfy on the interface. The approximation to the balance of capillary forces yields Z s j (t) u = ? j ? j L j (t)V j (t); j = 1; : : :; N:
(1:4)
We remark here that the above problem was formulated by Herring in the metallurgical literature in the fties, see Hr] . Later, it was independently rediscovered by Ben Amar { Pomeau BP] and Gurtin { Matias GMl] .
One might expect here a version of Gibbs{Thomson law (with or without kinetic undercooling). This law states that the temperature on the interface is proportional to the curvature of the interface. In our consideration u is a normalized temperature, so u is zero at melting temperature on a at interface. Indeed, (1.4) is a version of the Gibbs{Thomson law, where because of lack of smoothness the de nition of curvature is adjusted so that it is well-de ned also for polygons. As we shall see later ? i =L i is the`crystalline curvature' of the edge s i , i = 1; : : :; N (? i is an appropriate constant).
We note here that the modi ed Stefan problem for smooth interfaces (without kinetic undercooling) has been already studied. The rst paper is by Luckhaus L] who considered weak solutions and C 1 {interfaces. Almgren and Wang AW] studied this problem in a more general setting allowing for anisotropic surface energy densities.
The presence of non-zero kinetic undercooling makes the analysis somewhat simpler. The modi ed Stefan problem with undercooling was studied in particular by Chen and Reitich (see CR]). They showed local in time existence of smooth temperature u (away from the interface) as well as smooth interface. Independently, Radkevich Ra] studied the same problem. The advantage of Ra] is that the author allows slightly more general form of the heat equation.
Existence of weak solutions to (1.1-1.4) has been already established by the author in Ry2]. However, the method of proof does not yield uniqueness. On the other hand uniqueness holds for the smooth counterpart of our problem. We show that it is also true here. We do this in a way similar to that employed in Ry1] to show uniqueness for the quasi-steady approximation of (1.1-1.4), i.e. for = 0. Namely, we derive more of less explicit representation of solutions enabling us to reduce the problem to a uniqueness question for an integral equation. We also point out that unlike the case = 0 we crucially depend on all 's being positive not just non-negative.
For convenience of the reader we recall in the next section the weak formulation of the problem (1.1-1.4) augmented with initial and boundary conditions. For the sake of simplicity we work assuming that the bulk speci c heats e i , are equal e 1 = e 2 = > 0 and similarly we set the coe cients of conductivity k i , i = 1; 2 to be 1. In Section 3 we derive the representation of solutions which permits us to reduce the problem to a simpler question regarding integral equations. We subsequently prove uniqueness. solutions constructed in Ry2]. We stress that in any case we have to ground to claim that solutions are global in time. To the contrary, we anticipate that geometry may change during the evolution. In particular for small s 0 we expect nite extinction time.
Apart from showing uniqueness we will present some properties of the ow. The aim of Section 4. is to prepare some geometric background needed in the last section. We show in particular that if the isoperimetric ratio L 2 =A is only slightly bigger than for the Wul shape then the quotient max i=1;:::;N L i min i=1;:::;N L i remains bounded.
In order to derive properties of the ow (1.1-1.4) we compare it to the system of motion by crystalline curvature
(1:5) which may be seen as the`zero-temperature-limit' of (1.1{1.4). Interestingly, both ows behave similarly if the initial interface has small perimeter.
The system (1.5) was rst studied by J. Taylor T] . Estimates for solutions are particularly easy if the initial polygon is the Wul shape. But our indispensable tool is a Comparison Principle of GG] for solutions of (1.5). We will also use the results of Stancu S] who derived properties of (1.5) analogous to that for the smooth motion by curvature.
In x5 we show that interface with small perimeter and isometric ratio not much bigger than for the Wul shape and small, negative initial temperature, shrinks to a point in nite time. As a by-product we improve the qualitative results of Ry1] for the quasi-steady ow.
Finally, we prove an a priori bound for temperature in the L 1 ( ) norm. This means that no matter how small s(t) is, nor how fast its facets move the temperature may not drop to much.
Weak formulation
Before stating the problem (1.1-1.4) in the weak form let us explain the setting and our basic assumptions. We shall consider only admissible polygonal interfaces, where the edges s i are numbered counterclockwise. Admissibility means here that the outer normals i to the facets s i belong to the set S being the set of normals of a given Wul shape W (cf. xx7 and 12 in G] 
where Interestingly, ? j =L j may be related to the curvature of s j . We make use of the de nition of curvature which does not take into account the di erential structure of s. where d is the distance from the center of symmetry (or the center of the circumscribed circle) to the i-th edge.
In order to obtain a closed system we augment equations (1.1-1.4) with initial and boundary data. We consider here only homogeneous Dirichlet boundary data. u(0; x) = u 0 (x); s(0) = s 0 ; uj @ = 0 for t 0:
This choice gives us some technical advantages. We shall not consider the Neumann condition, which is physically relevant, because our tools do not apply directly to it.
The process of multiplication (1.1) by a test function, then integration by parts with using (1.3) leads to the following de nition: a pair (z; u) where z is as in ( Existence of a weak solution (z; u) on a maximal interval of existence 0; T max ) has been shown in Ry2]. Here, in Section 3 we show uniqueness. We stress that a global existence result cannot be expected, especially if we x the number of edges, because topological catastrophes like self-intersection, collapsing of a facet to a point, bumping into the boundary are imminent. In the last section we study some qualitative properties of solutions in the case the Wul shape is a regular polygon.
Notation. Throughout the paper vector quantities are set in bold, eg. z = (z 1 ; : : :; z N ), the inner product in IR k is denoted by dot: a b = P k i=1 a i b i , jaj is the Euclidean norm jaj 2 = a a, and nally (f; g) is the inner product in H 1 0 ( ), i.e. (f; g) = R rf(x) rg(x) dx and kfk 2 = (f; f). 6
Uniqueness of solutions
In this chapter we show that solutions to (2.7), which we constructed in Ry2], are unique. We apply a method similar to that used in Ry1] for the quasi-steady approximation. Namely we derive a representation of solutions in terms of Green function (here for the heat operator). Historically, the construction of an appropriate Green function led to existence theorems, see LSU] . However, we use here results of LSU] to prove properties of the Green function. We recall that if u is a su ciently smooth solution of u t = u; uj @ = 0; u(0; x) = u 0 (x); then u may be represented as u(t; x) = Z G(x; y; t)u 0 (y) dy; where G satis es (@ t ? x )G(x; y; t) = y , i.e. G is the Green function. Some expressions become more handy if we use the above formula for solutions to the heat equations. In particular, we will need the representation in a case u 0 is a measure.
We need to introduce some background for transforming (2.7 a) into a more appropriate form. We rst rewrite equation ( Let us now look at the right-hand-side of (2.7 a). We note that the mapping In the sequel, since s is de ned by z we will write s(z) as well as f(z) in order to stress this dependence.
So, after taking into account the above remarks and after setting U = ? ?1 u; we obtain that U 2 H 3 ( ) \ H 1 0 ( ), U t 2 H 1 0 ( ). We can rewrite (2.7 a) as
Therefore, (2.7 a) is equivalent to Remark. The condition (3.4) is necessary to obtain claimed smoothness of solutions in time.
It is apparent that the transformed system (3.3) is a parabolic equation coupled to an ODE. We will look at (3.3a) not only from the viewpoint of LSU] but also from the abstract stand point of semigroup theory. For this matter our basic reference is Hn] with the changes made in the Russian translation of the book. Having this in mind we de ne An interested reader may nd the proof that A is sectorial in H, x1.6], the rest is easy and left to the reader.
It follows in particular that the fractional powers X of X = L 2 ( ) are well-de ned.
We want to apply to (3.3a) the variation of constant formula Hn, Thm. 3.2.2]. In order to apply this Theorem we need to know that the source term is H older continuous in time into L 2 ( ). We showed in Ry2] (see Lemma 3.3, 3.4 and 3.5) that z ! f i (z) is H older continuous with exponent 2 (0; 1 2 ) into X , where + 1 2 < 3=4. Proposition 3.1 yields z 2 C 1; ( ; IR N ) so that we can write
We can insert this into (3.3b) to obtain
The integral on the right hand side is well-de ned but it is not quite convenient to deal with if we want to prove that it is Lipschitz continuous in z. We cannot simply interchange the order of operations in the last integrand because f j = s j is a measure. We nd it is more convenient to work with Green functions. H(x; y; 0) = 0 for x 2 ; y 2 ; (c) H(x; y; t) = H(y; x; t) for (x; y) 2 , t > 0.
Proof. Existence and smoothness of H will follow from the classical theory of parabolic equation after we check that the compatibility conditions hold. It is the case since @ k @t k K t (x ? y) = 0 for t > 0 and x 2 @ , y 2 . We may now invoke Theorem 5.2 of LSU, Chapter IV] to nish the proof of (b). (We note here that what we do is contrary to the historical development of the eld.)
Let us set now, w(x; t) = Z K t (x ? y) + H(x; y; t)]g(y) dy:
It is not di cult to check that Lw = 0, w(x; 0) = g(x), wj @ = 0, so by uniqueness of solutions to the heat equations we have e t g(x) = Z G(x; y; t)g(y) dy:
It remains to prove (c). Our prove may not be elegant but it will be short. It is well-known that if A is a self-adjoint positive operator then e ?At is self-adjoint too (e.g. this follows from the representation for e ?At given in Hn, Thm. 1. Let us now state our main Theorem of the section Theorem 3.6. There exists exactly one weak solution of (2.7)
We recall that we have already shown existence of at least one solution Ry2, Thm. 3.1]. We will prove here that there is no more than one solution and the above representation suggests the idea of proof. We will show that the di erence of velocities V and V 0 corresponding to two solutions satis es an integral equation. We will be able to conclude our result if we know that the function where the constant C = C( ; z 1 ; z 2 ) is independent of . Proof. We will proceed in a few steps. Since G(x; y; ) = K (x ? y) + H( This part is now easy and we leave it to the reader.
There is one more term in the integral equation for V whose Lipschitz continuity has to be investigated. 
where c( ) is independent from . The Lemma follows.
We remark that is was important to assume that t > 0, without this assumption the Lemma is false.
We are now in a position to complete the proof of Theorem 3.6. We have for all 2 0; t]; as desired.
We remark that the above representation of V does not yield an improved regularity solutions.
Geometric estimates
We gather here some estimates which are necessary for the next section but they may be of independent interest. We rst state the underlying assumption for the rest of the paper, namely :1) is bounded then the isoperimetric ratio L 2 =A is nite. But in general the converse is not true. One can devise a sequence of polygons n for which the quotients (L n ) 2 =A n remain bounded but (4.1) explodes. On the other hand we depend on boundedness of (4.1), see next section or Ry1, Theorem 10]. Here we prove that the needed estimate holds but only for polygons with L 2 =A only slightly bigger than for the regular polygon.
We also recall the estimates for the extinction time for regular polygons evolving according to the motion by crystalline curvature
Such a bound combined with the comparison principle of Giga and Gurtin GG] will provide estimates for times of existence for solution of (4.2) for any initial polygon.
We now introduce some simplifying notation. We also de ne S to be the set of outer normals to W. Let us suppose that is a convex polygon. We denote by D the region bounded by jD j is its Lebesgue measure, n( ) is the number of (non-zero) facets, and j j is the perimeter of ; = N = 2 =N. We set Q( ) to be the isoperimetric quotient of , i.e. Q( ) = j j 2 jD j : We restrict our attention to polygons which may be obtained from W by moving its sides in normal directions, where we do not exclude the possibility that some of the facets get lost. By de nition, P is the set of all planar polygons such that: (a) D is convex; (b) n( ) N; (c) the outer normals to the edges to belong to S; (d) the angles between outer normals to the neighboring edges are equal k N , for some k 2 IN.
We will show Remark. The bound on 1 is e ective while that for 1 is not.
The proof of this Theorem requires two Lemmas. Proof. Let us recall that vertices are numbered counterclockwise. Let us also suppose that at vertex v i the edges s i+1 ; : : :; s i+j?1 are missing, i.e. fv i g = s i \ s i+j , j > 1 and the angle between the normal to s i and the normal to s i+j is j . We will construct a new polygon 0 by moving facet s i+1 of zero length by h into the direction of i+1 , where h < 0, i.e. we move it inward. We also assume that jhj and jhj=L are small. We note that the angle between i and i+1 is and the angle between i+1 and i+j is k , where k = j ? 1 > 0. By Lemma 2.1 we have L i = h= sin ; L i+1 = ?h(ctan + ctank ); L i+j = h= sin k ; The Lemma is proved now.
We are now ready for the proof of Theorem 4.1. We take 1 = ! N + 2N 3 , but let us suppose that the desired number 1 does not exist, i.e. there is a sequence of polygons n 2 P such that max L n i min L n i ! 1 as n ! 1; (4:6) and Q( n ) 1 : We may scale the polygons, so that jD j = 1. This normalization and the above inequality imply a bound on the perimeter L n p 1 : The condition (4.6) implies existence of a pair (i; j) such that the quotient L n i =L n j remains unbounded. After choosing an appropriate subsequence we may claim that L n i =L n j ! 1 as n goes to in nity.
By the very de nition of P for each n there exists a vector z n such that n is obtained by moving each facet s i of W by z i in the direction of i . We may normalize positions of n by shifting them so that they all remain in a xed ball B(0; R). Hence jz n i j 2R, i = 1; : : :; N, and we may choose another subsequence such that z n i ! z 1 i , i = 1; : : :; N. By Lemma 2.1, this implies that L n i ! L 1 i as n ! 1. But for any > 0 there exists l 0 such that This Lemma provides us with a scaled Wul shape containing and contained in a given convex polygon. We nd it useful for estimating the times of extinction for solutions of (4.2). We recall Lemma 4.4 ( Ry2, Lemma 4. 3) Let us assume that s 0 = W + p and it evolves according to (4.2), then L(t) = c w (T max 
This follows immediately from Lemma 2.1.
Properties of solutions if the perimeter of s 0 is small
We would like to exhibit in this section some geometric properties of weak solutions in case of convex s 0 . We keep the basic assumption (W) of the previous Section. Thus, it follows immediately that ? i = ? < 0, i = 1; : : :; N. We also assume that all i are equal to > 0: We rst show that if L 0 is su ciently small, and Q(s 0 ) is close to Q(W) and u 0 0 then the interface s(t) shrinks to a point and Q(s(t)) is a decreasing function of time, moreover the temperature remains negative. Of course L 0 must be in some balance with the size of initial distribution of temperature u 0 . We may say that for small s 0 the surface tension prevails over the destabilizing bulk forces. Thus, since the motion forces the isoperimetric quotient to decrease, it seems there is no need for creating new facets during the evolution provided L 0 is already small, as this would increase the isoperimetric quotient.
The method of proof is based on a priori estimates for The last result of this section is concerned with behavior of temperature u as t ! T max . Because at that instances facets move very fast it is not clear whether or not u blows up.
It turns out that we are able to show a bound in the L 1 ( ) norm for u in terms of initial data.
We also note a by-product of Theorem 4.1. Namely, we are able to improve Theorem 10 of Ry1], we show We will compare the ows generated by (5.1) and (2.7) and from the properties of (5.1) we will infer the behavior of (2.7). Here is our main result.
Theorem 5.2. Let us assume that 0 < < 1 is xed, s 0 is a given convex polygon, and u 0 satis es the condition (3.4). In order to prove that (a) implies (c) we use the variation of constants formula (3.5) and u = ? U, we obtain u(t) = e t= u 0 ?
We showed in Ry2, Lemma 4.5] that e t= f i 0 for t 0, so since V i < 0 we infer that the above integral is non positive. By the maximum principle e t= u 0 < 0, and (c) follows. (d) We may now calculate the derivative of the isoperimetric quotient Q(s(t)). Since u(t) < 0 for t 2 (0; ) we apply the reasoning as in proof of Theorem 10 in Ry1], and we We will prove now that (a) holds for t 2 0; T max ). Let us set E = t 2 0; T max ) :
for all 0 t :
Of course E 6 = ; because our assumptions imply that 0 2 E. Let us set ! = sup E. We shall show that ! = T max . Let us suppose the contrary ! < u dlj e C 1 t (C 2 t + C R L 1=2 0 ku 0 k L 2 ( ) ); so (a) holds on 0; ! + ] too, contrary to the maximality of !.
(e) Since Q(s(t)) decreases in time, the set P \ fj j satis es (i); Q( ) 1 g is invariant under the ow of (2.7) then the only possibility of extinction is that s(t) shrinks to a point.
We showed that integrals of u over s(t) remain bounded throughout the evolution. We shall prove a stronger result, namely that u itself remains bounded. 
