Most existing universal approximation results for fuzzy systems are based on the assumption that we use t-norms and t-conorms to represent \and" and \or". Yager has proposed to use, within the fuzzy systems modeling paradigm, more general operations based on uninorms. In this paper, we show that the universal approximation property holds for an arbitrary choice of a uninorm.
Introduction

Uninorms: main idea
One of the main tasks of fuzzy systems modeling is to use expert knowledge formulated in imprecise (fuzzy) terms when modeling systems. An important part of this task is combining multiple pieces of evidence about a statement (hypothesis). This task was recognized early as an important issue in expert system community; see, e.g., (3; 17) . Simply stated, the problem is as follows: If two independent experts (or two independent pieces of evidence) support the hypothesis H, A with degree a, and B with degree b, then what is our resulting degree of con dence in H?
If these degrees a and b are the only information we have, then the resulting resulting degree of con dence must depend only on these two values a and b. In mathematical terms, we can say that the resulting degree of con dence must be a function of two real values a and b. In this paper, we will denote the corresponding function by a b. Which function should we choose?
Historically the rst approach to this problem came from fuzzy logic. From the logical viewpoint, in our case, H is true if and only if either support from A is true or support from B is true. Thus, as the resulting degree of con dence a b in H, we can take the value f _ (a; b), where f _ (x; y) is a t-conorm, an extension of a 2-valued logical \or" operation to 0; 1]-valued fuzzy logic (see, e.g., (8; 14) ). De , and z: (1) f _ (0; x) = x; (2) f _ (x; y) = f _ (y; x) (commutativity); (3) f _ (x; f _ (y; z)) = f _ (f _ (x; y); z)) (associativity); (4) T-conorms and t-norms are not always a completely adequate way of describing the evidence combination. Indeed, according to the properties of a t-conorm, we always have f _ (a; b) a and f _ (a; b) b; as a result, the degree of con dence in H coming from two supporting pieces of evidence is larger (or the same) as the degree of con dence in H coming from just one piece of evidence. This conclusion makes sense if we only allow supporting evidence, but sometimes, we encounter evidence which supports the negation :H to the hypothesis. Intuitively, if we have two di erence pieces of negative evidence, then we should decrease our degree of the con dence in the hypothesis, i.e., we should have a b < a; on the other hand, if we choose a t-conorm, we get a b a. Thus, for combining pieces of evidence, we need operations which are more general than t-conorms.
First such operations were used already in the historically rst expert system MYCIN (see, e.g., (3; 17) ). In this system, degrees of con dence take values from the interval ?1; 1] instead of the more traditional 0; 1]. Here, negative values describe negative evidence, and positive values describe positive evi-dence. As we move from ?1 to 1, we go from the evidence which absolutely 100% supports the negation :H to evidence which slightly supports :H to evidence which slightly supports H to evidence which absolutely 100% supports H. The combination operation is de ned as follows:
x y = x + y 1 + x y : (1) For this operation, two pieces of positive evidence increase our degree of condence (x y > x; y if x; y > 0), while two pieces of negative evidence decrease our degree of con dence (x y < x; y if x; y < 0).
MYCIN's combination operation is de ned for all possible pairs (x; y), with one exception of a pair (?1; 1), for which the above formula is not continuously de ned. This exception, however, makes perfect sense: the situation when a = 1 and b = ?1 means that we have two pieces of evidence A and B such that A leads to our 100% degree of con dence in H, while B leads to a 100% con dence in :H, i.e., in a rejection of the hypothesis. In this case, we clearly have a contradiction, both degrees cannot be true, so, instead of trying the combine the two inconsistent pieces of evidence, we should try to analyze and correct the inconsistent degrees of con dence a and b. 
More recently, a new approach to describing combination operations has been proposed in (19) under the name of a uninorm. The authors of (19) looked into which part of the standard de nition of a t-conorm can be weakened in such a way that it allows MYCIN-type operations as well as usual t-conorms.
Among the conditions from De nition 1, the rst condition seems to be the most eligible for changing: this condition makes sense if 0 corresponds to the absence of con rmation, but now 0 stands for the largest negative con rmation, so we have to reformulate this condition by using some value g 2 0; 1] which does represent neither positive nor negative con rmation. As a result, we arrive at the following de nition:
De nition 3. We note that if g = 0, the uninorm is a t-conorm, and if g = 1, the uninorm is a t-norm.
According to our motivation, uninorms are a natural generalization of tconorms. It is reasonable to consider related generalizations of t-norms (18) In this paper, we show that fuzzy system models based on uninorms and relevancy transformations can indeed describe arbitrary real-life systems; in more precise terms, we show that such models are universal approximators.
Fuzzy systems modeling: in brief
Fuzzy systems modeling (see, e.g., (13) ) is a methodology that translates the expert's if-then rules of the type if A i (x) then B i (y); 1 i N; (3) in which the properties A i (x) and B i (y) are described by using words from natural languages (such as \x is small"), into a crisp model, i.e., into a function f : X ! Y describing what control we should apply for a given input x 2 X.
In the important case when y is the control value, the desired crisp model is a control strategy. For every x, we can then apply an appropriate defuzzi cation procedure to R(x; y) and get the desired value y. In this paper, we prove the universal approximation result for such Mamdani-style fuzzy models. It is desirable to extend our results to the corresponding fuzzy inference-based fuzzy models.
Known universal approximation results
In order to guarantee that this methodology can indeed describe an arbitrary system, it is desirable to check that this methodology is universal, i.e., that for any choice of t-norm and t-conorm, for an arbitrary control function f : X ! Y , and for an arbitrary accuracy, there exist appropriate if-then rules for which the resulting control strategy represented by e f(x) approximates the original control function f(x) within the given accuracy.
There exists many universal approximation results for fuzzy systems based on t-norms and t-conorms; rst such results were formulated and proved, almost simultaneously, in 1990{92 papers by J. Buckley, Z. Cao, E. Czogala, D. Dubois, M. Grabisch, J. Han, Y. Hayashi, C.-C. Jou, A. Kandel, B. Kosko, J. Mendel, H. Prade, and L.-X. Wang; for a recent survey, see, e.g., (10) and references therein.
Comment. There also exist several universal approximation results for implication-style fuzzy models (4; 5; 6; 15; 16).
Uninorms in fuzzy systems modeling
In (18) , the author proposes to use, in fuzzy systems modeling, uninorms and relevancy transformation operations instead of t-conorms and t-norms.
Speci cally, since the operation U is associative, we can unambiguously de ne U(x; y; z; : : : ; t) as, e.g., U(U(U(x; y); z) : : : ; t). In (18) , the author uses these operators to de ne R(x; y) = U(h(A 1 (x); B 1 (y)); : : : ; h(A N (x); B N (y))); (8) In this paper, we show that for every pair (h; U), the resulting fuzzy system modeling methodology has the universal approximation property. For the convenience of the readers, all the proofs are placed in the special Proofs section. Since uninorms are more general than t-norms and t-conorms, the universal approximation theorems for t-norms and t-conorms are a particular case of this result. Theorem 1 extends these two results to a more general case of uninorms. , the interval a; b] might still contain x for which (x) = 0. This is true, e.g., for centroid defuzzi cation, when we apply it to a symmetric membership function (?x) = (x) for which (0) = 0 (see, e.g., (20; 21) . Let h be a relevancy transformation, and let U be a uninorm.
Then, for every compact metric space X, for every continuous function f : X ! IR and for every real number " > 0, there exist fuzzy rules of type (3) for which, for each defuzzi cation procedure D, the result e f(x) of defuzzifying the relation R (obtained using h and U) is "-close to f. Since X is a compact metric space, there exists a nite -net for X, i.e., a nite set of elements x (1) ; : : : ; x (N) 2 X for which, for every x 2 X, there exists an i for which d X x; x (i) . For each of these elements x (i) , we can nd y (i) = f x (i) . We will show that Proposition 1 holds for N rules of type (3) Informally, the i-th rule can be described as \if x x (i) then y y (i) ". Let us now show that the relation R "-approximates the given function f.
3:1 . In accordance with the de nition of "-approximation, we rst prove that for every x 2 X, we have R(x; f(x)) > 0. Indeed, let x be an arbitrary element of the set X.
For every i for which x 6 x (i) , we have h(A i (x); B i (y)) = g. . Thus, R(x; y) is equal to the uninorm combination of several values, at least one of which is equal to 1, and the rest are equal to either 1 or to g: R(x; f(x)) = U(1; : : : ; 1; g; : : :; g).
By de nition of a uninorm, g acts as an identity (U(g; x) = x for all x), so we can simply delete g's in the uninorm combination: R(x; f(x)) = U(1; : : : ; 1; g; : : :; g) = U(1; : : : ; 1).
Since U(1; g) = 1 and g 1, from monotonicity, we conclude that 1 = U(1; g) U(1; 1) hence U(1; 1) = 1. Thus, R(x; f(x)) = U(1; : : : ; 1) = 1 hence R(x; f(x)) > 0. Indeed, we already know that R(x; y) is a uninorm combination of several values 0, 1, and g. We also know that since x x (i) for some i, at least one of these values is either 0 or 1. We can ignore g's in this combination, so R(x; y) is a uninorm combination of several 0's and 1's. 
