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Abstract
The dynamical system arising in the study of nonlinear oscillations of a number of coupled Berger plates is considered. The
dependence of the long-time behavior of the trajectories of the system on the properties of the coupling operator is studied. It is
shown that the global attractor of the dynamical system is continuous with respect to the coupling parameter γ expressing the
intensity of plate interaction. When γ → ∞ it converges upper semicontinuously to the attractor of the system generated by the
projection of the vector field of the coupled system on the kernel of the coupling operator. For the particular case of 3-diagonal
coupling operator the synchronization phenomenon at the level of attractors is stated for large values of γ as well as the absence of
synchronization for γ small. The case of cluster synchronization is also considered.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we consider the problem of nonlinear oscillations of arbitrary number m of coupled plates. The plates,
when undisturbed, occupy domain Ω in different parallel planes. Let u(x, t) = (ui(x, t))mi=1 be a vector function
with ui(x, t) denoting the vertical displacement (relative to the zero equilibrium state) of the point x ∈ Ω of the ith
oscillating plate at the moment of time t . Then in the framework of Berger approach (see [1]) the problem can be
described by the following system of quasilinear partial differential equations:
∂2t ui +μi∂tui +2ui −Mi
(‖∇ui‖2L2(Ω))ui + γ m∑
j=1
kijuj +
m∑
j=1
dijuj = pi(x), (1.1)
for i = 1,m, with the scalar functions Mi(z) = βiz − Γi , subjected to the boundary conditions of the form
ui |∂Ω = ui |∂Ω = 0, i = 1,m, (1.2)
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ui |t=0 = u0i (x), ∂tui |t=0 = u1i (x), i = 1,m. (1.3)
Here  is the Laplace operator in the domain Ω , ∇ stands for the gradient, βi > 0, u0i (x), u1i (x) are given functions.
The functions Mi(z) take into account the possible large deflections of the plates (see [1]). The functions pi(x)
describe the transverse load, the parameters Γi ∈ R are proportional to the values of the compressive forces acting
in the planes of the plates. The parameters μi > 0 express the resistance of the environment of the ith plate. The
matrices K = {kij }mi,j=1, D = {dij }mi,j=1, kij , dij ∈ R, express the character and the parameter γ  0 describes the
intensity of plate interaction. Boundary conditions (1.2) mean that the edges of the plates are hinged. As we will see
below problem (1.1)–(1.3) generates an infinite dimensional dynamical system possessing a compact global attractor.
An essential interest of the problem under consideration lies in the investigation of collective behavior of the plates,
in particular of synchronization of plate oscillations. The notion “synchronization” has a long history. An account of its
diversity of occurrence can be found in the recent book by Strogatz [2], which contains an extensive list of references.
In our paper we say that a system synchronization phenomenon takes place if some kind of relation between the
functions ui(x, t) describing the plate dynamics establishes for large time. We are especially interested in the case
when the coupling in the system leads to the coincidence of the limiting dynamics of the plates. The synchronization of
coupled dissipative equations has been investigated mathematically by Rodrigues [3], Afraimovich and Rodrigues [4],
Kloeden [5], Caraballo and Kloeden [6]. Substantial results were obtained for the case of finite dimensional systems.
In the case of infinite dimensions some results are available for parabolic systems (see [7,8]). Also the particular case
of two elastically coupled Berger plates was considered in [9].
The main goal of the work is the study of the long-time behavior of the trajectories of (1.1)–(1.3). We obtain our
results for the case when the coupling operator K , generated by the matrix K, is nonnegative and degenerate (the
case of nondegenerate operator K exhibits trivial limiting behavior, see Remark 5.1 below). Under these assumptions
we state the existence of the global attractor of the dynamical system, generated by the problem, for all nonnegative
values of the coupling parameter γ . We prove that the attractor is continuous in the Hausdorff metric with respect to γ .
Also, when γ → ∞ it converges upper semicontinuously to the attractor of the system, generated by the projection of
the vector field of the coupled system on the kernel of the coupling operator K .
Our main example of (1.1) is that with the 3-diagonal matrix K,
K =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
k1 −k1 0 0 . . . 0 0 0
−k1 k1 + k2 −k2 0 . . . 0 0 0
0 −k2 k2 + k3 −k3 . . . 0 0 0
...
0 0 0 0 . . . −km−2 km−2 + km−1 −km−1
0 0 0 0 . . . 0 −km−1 km−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (1.4)
with ki > 0, i = 1,m− 1. The case corresponds to the mechanical system of m plates elastically attached one after
another, say, by springs which coefficients of elasticity are proportional to the values ki . For such a system the upper
Hausdorff limit of its attractor as γ → ∞ is the diagonal of the product of m samples of the attractor of the dynamical
system generated by the single equation
∂2t u+
1
m
m∑
i=1
μi∂tu+2u− 1
m
m∑
i=1
Mi
(‖∇u‖2
L2(Ω)
)
u+ 1
m
m∑
i,j=1
diju = 1
m
m∑
i=1
pi(x), (1.5)
with the boundary and initial data
u|∂Ω = u|∂Ω = 0, u|t=0 = u˜0(x), ∂tu|t=0 = u˜1(x). (1.6)
If, moreover, we assume that the parameters of (1.1) are independent of the number i of the equation, i.e. μi = μ0,
Mi(z) ≡ M0(z), pi(x) ≡ p0(x), ∀i = 1,m, and the matrix D is such that ∑mj=1 dij = d0, ∀i = 1,m, then a stronger
result on synchronization can be obtained. Namely, that for γ sufficiently large the attractor of the system coincides
with the diagonal of the product of m samples of the attractor of the dynamical system generated by the uncoupled
equation
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(‖∇u‖2
L2(Ω)
)
u+ d0u = p0(x), (1.7)
with the boundary and initial conditions (1.6), which is, nevertheless, not true for small values of γ . Thus for large γ
we observe the synchronization phenomenon at the level of global attractors and absence of synchronization for
small γ .
If in (1.4) for some i ki = 0, the matrix K becomes block-diagonal, consisting of, say, l blocks of the form (1.4).
In this case the system of the plates splits into the union of l clusters of strongly coupled plates, which, nevertheless,
are weakly connected (due to the matrix D). The oscillations of the plates corresponding to the same cluster are
synchronized in the limit for γ → ∞. Provided the matrix D is structurally compatible with K we observe the cluster
synchronization phenomenon for sufficiently large γ .
The particular case of (1.1) with m = 2, K = ( 1 −1−1 1 ), D = 0 and other equal parameters for each equation was
considered in [9]. The results obtained there agree perfectly with those presented in this paper for the case of the
coupling matrix K of the form (1.4).
The paper is structured as follows. In Section 2 we introduce an abstract setting of the problem under consideration.
Then we present the main results (see Theorems 3.1–3.3 of Section 3). Sections 4–8 are devoted to proving the main
results. In particular, in Section 8 we treat the case of 3-diagonal coupling matrix K in details.
2. Dynamical system
2.1. Abstract settings
Let F0 be a separable Hilbert space endowed with the norm ‖ · ‖ and Fm0 = F0 × F0 × · · · × F0. We consider
system (1.1) as a particular case of the following abstract problem in Fm0 :
u¨+Gu˙+A2u+M(u)Au+ γKu+Du = p, (2.1)
with the initial conditions
u(0) = u0, u˙(0) = u1, (2.2)
where A = diagm(A), A is a positive linear operator with discrete spectrum 0 < λ1  λ2  · · · in F0, G is the operator
generated in Fm0 by the diagonal matrix G = diag{μi, i = 1,m} with μi > 0, i.e.
Gu = (μiui)mi=1 ∈ Fm0 , ∀u = (ui)mi=1 ∈ Fm0 ,
M(u) = diag{Mi(‖A1/2ui‖2), i = 1,m} with the real functions Mi(z), z ∈ R+, which properties will be described
later, γ is a nonnegative parameter, u = (ui)mi=1, u0 = (u0i )mi=1, u1 = (u1i )mi=1,p = (pi)mi=1 ∈ Fm0 are column vectors.
The coupling operators K and D are generated in Fm0 by the real matrices K = {kij }mi,j=1 and D = {dij }mi,j=1, respec-
tively,
∀u = (ui)mi=1 ∈ Fm0 : Ku =
(
m∑
j=1
kijuj
)m
i=1
, Du =
(
m∑
j=1
dijuj
)m
i=1
∈ Fm0 .
We assume that the matrix K 	= 0 is nonnegative and detK = 0 (for the case detK 	= 0 we refer to Remark 5.1 below).
There are the invariants with respect to K subspaces of Fm0 ,
KerK = {y ∈ Fm0 : Ky = 0}, ImK = {y: ∃x ∈ Fm0 , y = Kx}⊂ Fm0 ,
where the bar stands for the closure operation in Fm0 . The assumptions on the coupling matrix K imply that KerK 	= 0
as well as KerK 	= Fm0 . Since the operator K is self-adjoint, ImK = (KerK)⊥ and Fm0 = KerK ⊕ ImK . The opera-
tor K when restricted to the space ImK satisfies
C1‖u‖2  (Ku,u) C2‖u‖2, ∀u ∈ ImK, (2.3)
with some C1,C2 > 0. Take π to be the orthogonal projector in Fm0 onto KerK . Then the operator (I − π), where
I is the identity in Fm0 , is the orthogonal projector in Fm0 onto ImK . We note that the projector π commutates with
the operator A, i.e. for all y ∈ D(A), πAy = Aπy.
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diagonal K of the form (1.4)) the projector π can be written out explicitly. To that end consider the equation Kα = 0
in Rm. We can choose a solution α = (αi)mi=1 ∈ Rm such that α 	= 0 and |α|2 =
∑m
i=1 α2i = 1. The solution is unique
(up to the sign). Then KerK = {u = (αiv)mi=1, v ∈ F0} and
∀y = (yi)mi=1 ∈ Fm0 , πy =
(
αi
m∑
j=1
αjyj
)m
i=1
. (2.4)
In our paper we use the scale of the spaces Fs , s ∈ R,
Fs =
{
v =
∞∑
k=1
ckek:
∞∑
k=1
c2kλ
2s
k < ∞
}
,
where {ek}∞k=1 is the orthonormal basis in F0 consisting of the eigenvectors ek of the operator A corresponding to the
eigenvalues λk . We endow the space Fs with the norm ‖v‖2s =
∑∞
k=1 c2kλ
2s
k . Apparently, ‖ · ‖0 = ‖ · ‖.
Define the space H = Fm1 × Fm0 . The inner product (x, y) =
∑m
i=1(xi, yi)1 +
∑m
i=1(xm+i , ym+i )0, x, y ∈ H gener-
ates the norm ‖ · ‖H .
Below we also need the functional space
WT =
{
v(t): v(t) ∈ L2(0, T ;F1), v˙(t) ∈ L2(0, T ;F0)
}
with the norm ‖v‖2WT = ‖v‖2L2(0,T ;F1) + ‖v˙‖
2
L2(0,T ;F0), where ‖v‖
2
L2(0,T ;Fs ) =
∫ T
0 ‖v(t)‖2s dt . We denote the product
of m samples of WT by WmT .
We impose the following assumptions on the parameters of Eq. (2.1).
Assumption 2.1.
(1) The matrix K = {kij }mi,j=1 is nonnegative, K 	= 0 and detK = 0;
(2) μi  μmin > 0 for all i = 1,m, denote μmax = max{μi, i = 1,m};
(3) ∀i = 1,m, Mi(z) ∈ C2(R+) and
∃a: 0 a < λ1, ∃b ∈ R: ∀i = 1,m, M˜i(z) ≡
z∫
0
Mi(ξ) dξ −az − b, (2.5)
∃aj > 0, ∃α > 0: ∀i = 1,m, zMi(z)− a1M˜i(z) a2z1+α − a3, z 0; (2.6)
(4) p ∈ Fmσ for some σ > 0.
Note, that if Mi(z) = βiz − Γi , βi > 0 conditions (2.5), (2.6) obviously hold true.
2.2. Existence and uniqueness of weak solution
Definition 2.1. The function u(t) = (ui(t))mi=1 ∈ WmT is called a weak solution of (2.1), (2.2) on an interval [0, T ], if
u(0) = u0 and
−
T∫
0
(
u˙(t)+Gu(t), w˙(t))dt + T∫
0
(
Au(t)+M(u(t))u(t),Aw(t))dt
+ γ
T∫
0
(
Ku(t),w(t)
)
dt +
T∫
0
(
Du(t),w(t)
)
dt = (u1 +Gu0,w(0))+ T∫
0
(
p,w(t)
)
dt, (2.7)
for all w(t) = (wi(t))m ∈ Wm such that w(T ) = 0.i=1 T
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Theorem 2.2. For any initial data (u0, u1) ∈ H on each time interval [0, T ] there exists a weak solution u(t) =
(ui(t))
m
i=1 of (2.1), (2.2). The solution is unique and satisfies the properties
ui(t) ∈ C(0, T ;F1), u˙i(t) ∈ C(0, T ;F0), i = 1,m. (2.8)
This solution depends continuously on the initial data and satisfies the following energy relation:
E(u, u˙) = E(u0, u1)− t∫
0
(Gu˙, u˙) dτ −
t∫
0
(Du, u˙) dτ +
t∫
0
(p, u˙) dτ, (2.9)
where the full energy of the system is given by
E(u, u˙) = 1
2
[
‖u˙‖2 + ‖Au‖2 +
m∑
i=1
M˜i
(∥∥A1/2ui∥∥2)+ γ (Ku,u)]. (2.10)
The proof of the theorem is based on the compactness method (see [10]). We omit details. The argument is exactly
the same as in [11] where the case of a single equation is considered. Also following the lines of the proof of solution
smoothness given in [11] for a single equation, it can be stated that
Lemma 2.3. If u(t) is the weak solution of (2.1), (2.2) on an interval [0, T ], then u¨(t) ∈ C(0, T ;Fm−1) and the function
v(t) = A−1u˙(t) is the weak solution of
v¨ +Gv˙ +A2v +M(u)Av + γKv +Dv = −(M ′(u)u˙)u, (2.11)
with the initial data
v(0) = A−1u1, v˙(0) = −A−1(Gu1 +A2u0 +M(u0)Au0 + γKu0 +Du0 − p). (2.12)
By Theorem 2.2 we define the evolutionary operator in the space H as follows
S
γ
t y =
(
u(t), u˙(t)
)
, ∀y = (u0, u1) ∈ H,
where u(t) is the weak solution of (2.1), (2.2) with initial data, given at the point y = (u0, u1) ∈ H. Due to the
uniqueness of the solution, so defined evolutionary operator satisfies semigroup properties Sγt ◦ Sγs = Sγt+s , Sγ0 = I ,
when t, s  0, and properties (2.8) imply continuity of Sγt with respect to t .
The results of our paper are formulated for the dynamical system (H, Sγt ) generated by problem (2.1), (2.2).
2.3. Stationary points
The point (z0,0) ∈ H we define to be a stationary point of the mapping Sγt if Sγt (z0,0) = (z0,0), ∀t  0. It is
obvious that
A
2z0 +M(z0)Az0 + γKz0 +Dz0 = p. (2.13)
Definition 2.2. A stationary point (z0,0) of the mapping Sγt is called a hyperbolic stationary point if S
γ
t ∈ C1+α in a
neighborhood Uρ of (z0,0), i.e. Sγt is Frechet differentiable at every point (x1, x2) from Uρ and∥∥(Sγt )′(x1, x2)− (Sγt )′(y1, y2)∥∥L(H)  C(t)∥∥(x1, x2)− (y1, y2)∥∥αH,
for all (y1, y2) from a neighborhood of (x1, x2), and the spectrum of (Sγt )′(z0,0) does not cross the unit circle
{λ: |λ| = 1}.
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To describe synchronization phenomena we consider the projection of problem (2.1) in the space Fm0 onto KerK ,
which is the following problem for the function u(t) with the values in KerK :
u¨+ πGu˙+A2u+ π(M(u)Au)+ πDu = πp (2.14)
with the initial data
u(0) = u¯0 ∈ Fm1 ∩ KerK, u˙(0) = u¯1 ∈ KerK. (2.15)
Definition 2.3. The weak solution of projected problem (2.14), (2.15) is the function u ∈ WmT = {v(t): v(t) ∈
L2(0, T ;Fm1 ), v˙(t) ∈ L2(0, T ;Fm0 ), ∀t ∈ [0, T ], v(t) ∈ KerK} such that u(0) = u0 and for all w(t) ∈ WmT such
that w(T ) = 0,
−
T∫
0
(
u˙(t)+Gu(t), w˙(t))dt + T∫
0
(
Au(t)+M(u(t))u(t),Aw(t))dt + T∫
0
(
Du(t),w(t)
)
dt
= (u¯1 +Gu¯0,w(0))+ T∫
0
(
p,w(t)
)
dt. (2.16)
It is possible to show that, given initial data from the space (Fm1 ∩ KerK) × KerK , there exists the unique weak
solution of (2.14) in the sense of Definition 2.3. This consideration enables us to state that:
Theorem 2.4. Problem (2.14), (2.15) generates the dynamical system (H,St ) with the evolutionary operator defined
in the space H = (Fm1 ∩ KerK)× KerK by
St (u¯0, u¯1) =
(
u(t), u˙(t)
)
, ∀(u¯0, u¯1) ∈ H,
where u(t) is the weak solution of (2.14) with the initial data u(0) = u¯0, u˙(0) = u¯1. Under the conditions on the
parameters given in Assumption 2.1, (H,St ) is dissipative and possesses the compact global attractor A ⊂ H .
The theorem can be proved using the methods described in [11,12] or [13].
We conclude this section with the discussion of the limiting systems corresponding to different choices of the
coupling matrix K.
Case 1. If the coupling operator K is generated by the matrix K with rangK = m − 1, then, due to (2.4), the phase
space H = (Fm1 ∩KerK)×KerK has the form H = {(αv1, αv2), v1 ∈ F1, v2 ∈ F0}, with α = (αi)mi=1 ∈ Rm such that∑m
i=1 α2i = 1 and Kα = 0. In this case the evolutionary operator of (2.14) is defined by St (αv1, αv2) = (αv(t), αv˙(t)),∀v1 ∈ F1, v2 ∈ F0, where v(t) is the solution of
v¨ +
[
m∑
i=1
α2i μi
]
v˙ +A2v +
[
m∑
i=1
α2i Mi
(
α2i
∥∥A1/2v∥∥2)]Av + [ m∑
i,j=1
αiαjdij
]
v =
m∑
i=1
αipi, (2.17)
for the initial data v(0) = v1, v˙(0) = v2. The attractor of the system (H,St ) is then the set A = {αa, a ∈ A˜}, where
A˜ is the compact global attractor of the dynamical system generated by (2.17) in the space F1 × F0.
Case 2. Consider the particular case when the coupling matrix K is of the form (1.4) with ki > 0 for all
1  i  m − 1. Then rangK = m − 1 and the normalized vector α = ( 1√
m
, 1√
m
, . . . , 1√
m
) ∈ Rm is the solution
of Kα = 0. If other parameters of the problem under consideration are equal, i.e. μi = μ0, Mi(z) ≡ M0(z), pi = p0,
∀i = 1,m, due to the discussion above, the limiting dynamical system becomes the one with the phase space
H˜ = {(u, . . . , u, v, . . . , v), u ∈ F1, v ∈ Fm} and the evolutionary operator defined by the relation0
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(
u˜0, u˜1
)= (u˜(t), d
dt
u˜(t)
)
(2.18)
with (u˜0, u˜1) = (u0, u0, . . . , u0, u1, u1, . . . , u1) ∈ H˜ , and u˜(t) = (u(t), u(t), . . . , u(t)). It follows from (2.17) that
u(t) ∈ F1 is the solution of{
u¨+μ0u˙+A2u+M0
(∥∥A1/2u∥∥2)Au+ d0u = p0,
u|t=0 = u0, u˙|t=0 = u1,
(2.19)
with d0 = ∑mi,j=1 dij /m. Apparently, (2.19) is the abstract form of (1.7) with the boundary and initial data (1.6).
Problem (2.19) generates a dissipative dynamical system in the space F1 × F0 which has a compact global attractor A˜
(see [11]). One can see that H˜ as a subset of H is strictly invariant under Sγt , ∀γ  0, and the restriction of the operator
S
γ
t to H˜ coincides with the operator S˜t , i.e. S
γ
t |H˜ = S˜t , ∀γ  0.
Case 3. Suppose that in (1.4) ki = 0 for some 1  i  m − 1. Then the coupling matrix K becomes block-
diagonal, consisting of, say, l blocks, which are also 3-diagonal matrices of dimension mq (mq  1, ∀q = 1, l
and
∑l
q=1 mq = m). We denote the diagonal blocks of K by Kq , q = 1, l, and let kqi , i = 1,mq , be the pos-
itive elements ki of K belonging to the qth block Kq . Thus K = diag{Kq, q = 1, l}, where the 3-diagonal
mq × mq blocks Kq have the form (1.4) with kqi instead of ki , kqi > 0. We note that rangK = m − l and
KerK = {(u1, . . . , u1︸ ︷︷ ︸
m1
, u2, . . . , u2︸ ︷︷ ︸
m2
, . . . , ul, . . . , ul︸ ︷︷ ︸
ml
): ui ∈ F0, i = 1, l}.
We define also the fragmentation of the matrix D generated by the block structure of K. We divide D into l2
blocks Drs , r, s = 1, l, each of respective dimension mr × ms . The elements of the matrix D corresponding to the
block Drs will be denoted by dijrs : D = {Drs, r, s = 1, l}, Drs = {dijrs}mri=1msj=1.
To describe the limiting dynamics we assume for some simplification that μi = μ0, Mi(z) ≡ M0(z), pi = p0,
∀i = 1,m, and introduce the operator J : Fl0 → Fm0 such that
J (u1, u2, . . . , ul) = (u1, . . . , u1︸ ︷︷ ︸
m1
, u2, . . . , u2︸ ︷︷ ︸
m2
, . . . , ul, . . . , ul︸ ︷︷ ︸
ml
),
l∑
q=1
mq = m. (2.20)
Apparently, the image of Fl1 under J belongs to Fm1 . Then for the case of block-diagonal coupling matrix K
the limiting (for γ → ∞) dynamics of (H, Sγt ) is described by the dynamical system with the phase space
H˜ = {(J (x1, x2, . . . , xl),J (y1, y2, . . . , yl)), xi ∈ F1, yi ∈ F0, i = 1, l} and the evolutionary operator defined
by (2.18) for all (u˜0, u˜1) = (J (v01, v02, . . . , v0l ),J (v11, v12, . . . , v1l )) such that v0q ∈ F1, v1q ∈ F0, with u˜(t) = J (v1(t),
v2(t), . . . , vl(t)), where vq(t), q = 1, l, solve⎧⎪⎪⎨⎪⎪⎩
v¨q +μ0v˙q +A2vq +M0
(∥∥A1/2vq∥∥2)Avq + l∑
s=1
d
qs
0 vs = p0,
vq |t=0 = v0q, v˙q |t=0 = v1q,
(2.21)
where dqs0 = 1mq
∑mq
i=1
∑ms
j=1 d
ij
qs . It can easily be proved that (2.21) itself generates in Fl1 ×Fl0 a dissipative dynamical
system, which possesses a compact global attractor Â. If in addition the blocks of the coupling matrix D are such that∑ms
j=1 d
ij
rs equals d0 if r = s and 0 otherwise for all i = 1,m, then all l equations of (2.21) are identical to the single
equation (2.19).
3. Main result
The main results of the work describe asymptotic behavior of the trajectories of problem (2.1), (2.2) under As-
sumption 2.1. They are presented in the theorems of this section.
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(1) For all γ  0 the dynamical system (H, Sγt ) possesses the global attractor Aγ , which is a connected compact set
in H, bounded in Hσ , for some σ > 0.
Moreover, if the matrix D is symmetric, then for all γ  0, Aγ = M+(Nγ ), where M+(Nγ ) is the unstable
manifold emanating from the stationary point set Nγ of the dynamical system (H, Sγt ).
(2) The mapping γ → Aγ is upper semicontinuous in the sense that
h
(
Aγ ,Aγ0
)= sup{dist(a,Aγ0), a ∈ Aγ }→ 0, γ → γ0. (3.1)
The same is true for γ0 = ∞ if we denote A∞ = A, where A is the global attractor of the dynamical system
(H,St ) generated by (2.14) (see Section 2.4 for definitions).
(3) If the matrix D is symmetric and for all 0  γ < ∞ the dynamical system (H, Sγt ) possesses a finite number of
hyperbolic stationary points, the mapping γ → Aγ is continuous with respect to the Hausdorff metric, i.e. for
every 0 γ0 < ∞,
max
{
h
(
Aγ ,Aγ0
)
, h
(
Aγ0 ,Aγ
)}→ 0, γ → γ0.
Remark 3.1. Due to the structure of the attractor A, statement (2) of Theorem 3.1 implies the synchroniza-
tion phenomenon in the limit for γ → ∞ in the sense that for every (u1, . . . , um, v1, . . . , vm) ∈ Aγ the values
L(u1, . . . , um) =∑mj=1 kij uj and L(v1, . . . , vm) =∑mj=1 kij vj are asymptotically small when γ → ∞, where kij are
the elements of the coupling matrix K. This means that the elements (ui, vi) are asymptotically linearly dependent,
i.e. the dynamics of the components is somehow correlated.
The following results provide stronger synchronization phenomena, although demand more restrictive assumptions
on the parameters of the problem under consideration than those given in Assumption 2.1:
(A1) the coupling matrix K = {ki}m−1i=1 is of the form (1.4) with ki > 0;
(A2) μi are independent of i, i.e. μi = μ0 > 0, for all i = 1,m;
(A3) Mi(z) ≡ M0(z), with M0(z) satisfying (2.5) and (2.6), for all i = 1,m;
(A4) pi = p0 ∈ Fσ , for some σ > 0, for all i = 1,m.
Apparently, conditions (A1)–(A4) imply Assumption 2.1.
Theorem 3.2. Suppose assumptions (A1)–(A4) hold. Then the dynamical system (H, Sγt ) enjoys properties (1)–(3) of
Theorem 3.1. In particular (3.1) holds for γ0 = ∞ if we define A∞ = diag A˜m ≡{(u,u, . . . , u, v, v, . . . , v), (u, v)∈ A˜},
where A˜ is the attractor of the dynamical system generated by (2.19) in the space F1 × F0 (see Section 2.4 for defini-
tions). Moreover,
(1) if the matrix D = {dij }mi,j=1 is such that
m∑
j=1
dij = d0, for all i = 1,m, (3.2)
then there exists γmax > 0 such that for all γ  γmax, Aγ = diag A˜m;
(2) if (2.13) for γ = 0 possesses a nondegenerate solution z0 = (zi)mi=1 ∈ Fm1 with nonequal coordinates, then there
exists γmin > 0 such that for all 0 γ < γmin, Aγ 	⊂ H˜ = (Fm1 ∩ KerK)× KerK .
Remark 3.2. Statement (1) of Theorem 3.2 implies, that when assumptions (A1)–(A4) hold and the coupling matrix D
satisfies (3.2), for sufficiently large coupling parameter γ for any semi-trajectory Sγt y0 ≡ (u(t), u˙(t)) we have
lim
(∥∥ui(t)− uj (t)∥∥21 + ∥∥u˙i (t)− u˙j (t)∥∥2)= 0 (3.3)t→∞
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is synchronized for γ large. On the other hand, statement (2) means that there is no synchronization for small values
of γ . We also note that the upper semicontinuity of the attractor implies that the set of the values of γ for which the
synchronization phenomenon takes place is closed. Statement (2) of Theorem 3.2 is realized, for instance, if D = 0
and the single equation of system (2.13) for γ = 0 possesses two distinct nondegenerate solutions (the example was
discussed in [9]).
The following theorem treats the case of the block-diagonal coupling matrix K. We assume that
(B1) the matrix K is block-diagonal with l blocks of dimension mq  1 as described in Section 2.4 (see Case 3).
Theorem 3.3. Let assumptions (B1) and (A2)–(A4) hold. Then the dynamical system (H, Sγt ) enjoys properties (1)–
(3) of Theorem 3.1. In particular (3.1) holds for γ0 = ∞ if we define A∞ = {(J (u1, u2, . . . , ul),J (v1, v2, . . . , vl)),
(u1, u2, . . . , ul, v1, v2, . . . , vl) ∈ Â}, where Â is the attractor of the dynamical system generated in Fl1 × Fl0 by (2.21),
and the operator J is defined by (2.20).
If, moreover, the blocks Drs = {dijrs}mri=1msj=1 of the matrix D (see Case 3 of Section 2.4) are such that the sum of the
elements of each row of the blocks is constant per block, i.e. there exist drs0 , r, s = 1, l such that
ms∑
j=1
d
ij
rs equals drs0 for all i = 1,m, (3.4)
then there exists γmax > 0 such that for all γ  γmax, Aγ = A∞.
If in addition
drs0 equals d0 if r = s and 0 otherwise, (3.5)
then Aγ = {(J (u1, u2, . . . , ul),J (v1, v2, . . . , vl)), (ui, vi) ∈ A˜}, where A˜ is the global attractor of the dynamical
system generated in the space F1 × F0 by (2.19) (see Section 2.4 for definitions).
Remark 3.3. Theorem 3.3 means that in the limit for γ → ∞ any semi-trajectory (u(t), u˙(t)) splits into l clusters
of strongly coupled (and synchronized) coordinates (ui(t), u˙i(t)), the clusters being, nevertheless, weakly connected
due to the matrix D. This phenomenon has place for finite large γ if (3.4) holds. Moreover, when D satisfies (3.5),
the clusters fail to be connected and the coordinates corresponding to the same cluster are synchronized in the sense
of (3.3) for sufficiently large γ . Thus we obtain the cluster synchronization of (H, Sγt ) for γ large.
4. Auxiliary linear problem
In this section we state some facts, we use to prove the main results.
Consider the following linear equation:
u¨+Gu˙+A2u+B(t)Au+ γKu+Du = p, (4.1)
subjected to the initial data u|t=0 = u0, u˙|t=0 = u1, where G,K,D and p are as above, γ  0, and the matrix function
B(t) = diag(B1(t),B2(t), . . . ,Bm(t)), with the scalar continuous functions Bi(t), i = 1,m.
Given (u0, u1) ∈ H, it can be proved that on each interval [0, T ] there exists a unique weak solution of (4.1), defined
exactly as above for initial problem (2.1), (2.2) (see Definition 2.1) and satisfying the same properties (2.8). Construct
in the space H the evolutionary operator U(t, t0) of (4.1), when p = 0, as U(t, t0)y = (u(t), u˙(t)), where u(t) is the
weak solution of linear problem (4.1) with the initial data y ∈ H given at the initial moment of time t0.
Proposition 4.1. Let B(t) in (4.1) be continuously differentiable,
b = max
i
sup
∣∣Bi(t)∣∣< ∞, b′ = max
i
sup
∣∣B˙i(t)∣∣< ∞,t0 t0
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semigroup properties U(t, τ )U(τ, s) = U(t, s), s  τ  t , U(t, t) = I .
Moreover, there exists the number N0 = N0(G,b, b′) independent of the parameter γ such that for any N  N0,
for t > t0,∥∥(I − PN)U(t, t0)y∥∥2Fmσ+1×Fmσ  3(∥∥(I − PN)y∥∥2Fmσ+1×Fmσ + γ (K(I − P˜N )y0, (I − P˜N )y0)Fmσ )e−μmin2 (t−t0),
(4.2)
σ  0. Here PN is the orthogonal projector in the space H onto the subspace LN = (Lin{ek: k = 1,N})2m, P˜N is the
orthogonal projector in the space Fm0 onto the subspace L˜N = (Lin{ek: k = 1,N})m.
Proof. We prove relation (4.2) only. The other statements can be proved exactly as in the case of a single equation
in [11]. For some simplification we consider the case t0 = 0.
It is clear that the approximate Galerkin solutions of order n of (4.1) with p = 0, with respect to the basis in Fm1
are the functions vn =∑nk=1 gkek , with gk = (gik)mi=1 solving the system{
g¨k +Gg˙k + λ2kgk + λkB(t)gk + γKgk +Dgk = 0,
gk(0) = g0k , g˙k(0) = g1k ,
k = 1, n, (4.3)
where G,K,D are the generating matrices of the respective operators G,K and D, and gsk = ((usi , ek))mi=1, s = 0,1.
Consider the real functional
Vk(t) = 12
[|g˙k|2 + λ2k|gk|2 + λk(B(t)gk, gk)+ γ (Kgk, gk)]+ μmin2
(
g˙k + 12Ggk, gk
)
.
The functional Vk(t) satisfies inequalities
1
4
(|g˙k|2 + λ2k|gk|2 + γ (Kgk, gk))+ 14 (Kgk, gk)+ ξ1(k)4 |gk|2
 Vk(t)
3
4
(|g˙k|2 + λ2k|gk|2 + γ (Kgk, gk))− 14 (Kgk, gk)− ξ1(k)4 |gk|2, (4.4)
where ξ1(k) = λ2k − 2bλk − 2μminμmax is nonnegative if λk is large. Since λk → ∞ when k → ∞, there is N1  0
such that ξ1(k) 0 for k N1.
The time derivative of Vk(t) can be estimated as follows:
dVk
dt
−μmin
2
|g˙k|2 − ξ2(k)2 |gk|
2 − μmin
2
γ (Kgk, gk), (4.5)
with ξ2(k) = μminλ2k − (b′ + μminb)λk − (μmin + 2)d , which is nonnegative for k large. Hence, from (4.4) and (4.5)
it follows that there is N N1 such that for all k N , dVkdt + μmin2 Vk  0. Thus by the Gronwall lemma we arrive at
the inequality
|g˙k|2 + λ2k|gk|2  3
[∣∣g1k ∣∣2 + λ2k∣∣g0k ∣∣2 + γ (Kg0k , g0k)]e−μmin2 t . (4.6)
Substituting (4.6) in the definition of the norm ‖(I −PN)U(t,0)‖2Hσ =
∑∞
N (|g˙k|2 +λ2k|gk|2)λ2σk , we obtain (4.2). 
Remark 4.1. Note, that if detK 	= 0, then (Kf,f )  C|f |2 for some C > 0 and, hence, for sufficiently large γ
from (4.4) and (4.5) it follows that (4.2) holds for each N  0.
We are now in position to prove Theorem 3.1 from Section 3.
5. Existence and properties of attractor
We start the proof of the main results of the paper with the first statement of Theorem 3.1, that is with the proof
of the existence of the attractor of the dynamical system. The statement follows immediately from the lemmata below
(see [11]):
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R > 0 such that for any bounded in H set B there exists t0 = t0(B) such that ‖Sγt (B)‖H R, for all t  t0. Moreover,
R is independent of γ .
Proof. By Theorem 1.4.1 from [11], to prove the lemma it is sufficient to show that there exists a functional V (y),
which is bounded on bounded sets of the space H and differentiable along the trajectories of the system, and
V (y) β1‖y‖2H −D1, (5.1)
d
dt
V (y)+ β2V (y)D2, (5.2)
with β1, β2 > 0, D1,D2  0. The main difficulty of the proof is to control the dependence of these parameters on γ .
Show that the functional V (y), y = (y1, y2) ∈ H can be defined as
V (y) = E(y1, y2)+ νΦ(y1, y2), ν > 0,
where E(y1, y2) has the form (2.10) and
Φ(y1, y2) = (y1, y2)+ 12 (Gy1, y1). (5.3)
If 0 < ν <μmin, by (2.5) it can be shown that (5.1) holds with
β1 = 12
(
1 − max
{
ν
μmin
,
a
λ1
})
> 0, D1 = m2 |b| 0. (5.4)
Calculate the time derivative of V (y) along the trajectory y = (u(t), u˙(t)) of (2.1), (2.2). Differentiating E(u, u˙) using
definition (2.10) and system (2.1) we get
d
dt
E(u, u˙) = −(Gu˙, u˙)− (Du, u˙)+ (p, u˙).
We differentiate Φ(u, u˙) according to Lemma 4.5.1 from [11]
d
dt
Φ(u, u˙) = ‖u˙‖2 −
(
‖Au‖2 +
m∑
i=1
Mi
(∥∥A1/2ui∥∥2)∥∥A1/2ui∥∥2 + (Du,u))− γ (Ku,u)+ (p,u).
Using conditions (2.5), (2.6), we obtain that
d
dt
V + δV 
[
ν + δ − μmin
2
]
‖u˙‖2 +
[
δ
2
(
1 − a
λ1
)
−
(
1 − aa1
λ1
)
ν
]
‖Au‖2
+
[
δ
2
− ν
]
γ (Ku,u)+ma3ν −m
(
δ
2
− a1ν
)
b + 1
4
[
4
μmin
+ ν
]
‖p‖2 +mCα
for some 0 < δ < a1ν and Cα = Cα(δ, ν,μmax) > 0, wherefrom, choosing ν = μmin/4, δ = a1μmin/4 we arrive at
(5.2) with
β2 = a1 μmin4 , D2 = ma3ν −m
(
δ
2
− a1ν
)
b + 1
4
[
4
μmin
+ ν
]
‖p‖2 +mCα. (5.5)
Relations (5.1) and (5.2) imply that there exists t0 = t (μmin,μmax, γ, y(0)) > 0 such that∥∥y(t)∥∥2H  (D1 +D2/β2 + 1)/β1, ∀t  t0, (5.6)
where β1, β2,D1,D2 independent of γ are defined by (5.4), (5.5). 
Remark 5.1. We do not use the fact that the matrix K is degenerate in the proof of Lemma 5.1. This enables us to apply
the arguments of this lemma for describing the case of the nondegenerate K in some details. As it has already been
mentioned above the case is trivial in that the trajectories of the dynamical system (H, Sγt ) generated by (2.1), (2.2)
converge to the unique stationary point for γ large as t → ∞.
1118 O. Naboka / J. Math. Anal. Appl. 341 (2008) 1107–1124The uniqueness of the stationary point (zγ ,0) ∈ H of Sγt for γ large follows from (2.13) and the fact that the
dissipativity radius is independent of γ , stated in Lemma 5.1. Moreover, it is possible to show that ‖zγ ‖Fm1 → 0,
γ → ∞. To prove that any trajectory of (H, Sγt ) converges to the unique stationary point (zγ ,0) when t → ∞ for γ
large, consider the difference w(t) = u(t)− zγ , where u(t) is the solution of (2.1), (2.2). Apparently, w(t) satisfies
w¨ +Gw˙ +A2w +M(u)Aw + γKw +Dw = −[M(u)−M(zγ )]Azγ .
Then using the functional
V (y1, y2) = 12
[‖y2‖2 + ‖Ay1‖2 + γ (Ky1, y1)+M(u)∥∥A1/2y1∥∥2]+ νΦ(y1, y2),
where Φ(y1, y2) is of the form (5.3), following the ideas of the proof of Lemma 5.1 it can be shown that
d
dt
V (w(t), w˙(t))+ δV (w(t), w˙(t)) 0 for appropriately chosen positive parameters δ and ν, and t and γ sufficiently
large (the procedure is shown in more details in the proof of Lemma 8.1). As above, there are t0 > 0 and γ0 > 0 such
that ‖w˙‖2 + ‖Aw‖2  V (w, w˙)  CRe−δt for all t  t0, γ  γ0. Hence, we obtain that the trajectories of (H, Sγt ),
γ  γ0 converge exponentially to the unique stationary point as t → ∞.
Lemma 5.2. There exists Rσ > 0 independent of γ  0 such that the ball Bσ = {y: ‖y‖Hσ  Rσ } is exponentially
attracting, i.e.
sup
{
distH
(
S
γ
t y,Bσ
)
: y ∈ B}CBe−μmin4 (t−tB ), ∀t > tB, (5.7)
for any set B bounded in H. The constant CB may depend on γ .
Proof. By Lemma 5.1 there exists the constant R > 0, independent of γ , such that for any y ∈ B and t  t0 = t0(B),∥∥u˙(t)∥∥2 + ∥∥Au(t)∥∥2 R2, (5.8)
where u(t) is the weak solution of (2.1) with initial data y = (u0, u1) ∈ B .
Consider u(t) as the weak solution of (4.1) with
Bi(t) = Mi
(∥∥A1/2ui(t)∥∥2), i = 1,m. (5.9)
The functions Bi(t), i = 1,m, are continuously differentiable with respect to t , hence, by (5.8), |Bi(t)|+|B˙i(t)| CR ,
t  t0.
Any trajectory Sγt y = (u(t), u˙(t)) can be represented by the formula
(
u(t), u˙(t)
)= U(t, t0)y(t0)+ t∫
t0
U(t, τ )
(
0, h(τ )
)
dτ, (5.10)
where h(τ) ≡ p and U(t, τ ) is the operator, generated by homogeneous problem (4.1) with Bi(t), i = 1,m, of the
form (5.9). By Proposition 4.1, there exists N0  0, such that for all N N0,∥∥∥∥∥(I − PN)
t∫
t0
U(t, τ )(0,p) dτ
∥∥∥∥∥
Hσ
 3‖p‖σ
t∫
t0
e−
μmin
4 (t−τ) dτ  C.
Here the projector PN is defined in Proposition 4.1, and the constant C > 0 is independent of γ . As ‖PN0Sγt y‖σ 
λσN0
‖Sγt y‖H , there exists the constant Rσ independent of γ such that∥∥Sγt y − (I − PN0)U(t, t0)Sγt0y∥∥Hσ C +RλσN0 = Rσ .
Then using (5.8) and (4.2) for the ball Bσ = {y ∈ Hσ : ‖y‖Hσ  Rσ }, we arrive at (5.7). 
Since the space Hσ , σ > 0, is compact embedded in the space H, Lemma 5.2 implies asymptotic compactness of
the dynamical system under consideration. Therefore (see [11] or [12]) there exists a compact global attractor Aγ
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attractor when the coupling matrix D is symmetric we need to construct the strict Lyapunov function for problem (2.1).
It can be easily shown that the Lyapunov function is defined as
Ψ (y1, y2) = E∗(y1, y2)− (p, y1), y = (y1, y2) ∈ H,
where E∗(y1, y2) = E(y1, y2) + 12 (Dy1, y1) with E(y1, y2) of the form (2.10) and the operator D generated by D.
Thus the first statement of Theorem 3.1 is proved.
Since the ball Bσ from Lemma 5.2 is independent of γ we also have the following assertion:
Proposition 5.3. The set
⋃
γ0 Aγ , where the bar denotes the closure operation with respect to the norm of H, is
compact in H. Moreover,
⋃
γ0 Aγ ⊂ Bσ , where Bσ is the same as in Lemma 5.2.
6. Upper semicontinuity
We prove first the upper semicontinuity of the attractor Aγ for finite γ . Our argument is based on the result due to
Kapitansky and Kostin (see Theorem 1.5 in [15]). To apply the theorem we need the properties:
(i) the compactness of the set ⋃γ0 Aγ ;
(ii) the continuity of the operator Sγt yγ with respect to γ and yγ ∈ Aγ .
Property (i) is Proposition 5.3. To prove property (ii) estimate the norm of the difference ‖Sγ1t yγ1 − Sγ2t yγ2‖H for a
fixed t .
The function w(t) = u1(t)− u2(t) solves the equation
w¨ +Gw˙ +A2w + γ1Kw +Dw = F(u1, u2), (6.1)
where F(u1, u2) = −(M(u1)Au1 − M(u2)Au2) − (γ1 − γ2)u2, and u1(t), u2(t) are the weak solutions of (2.1) with
the initial data yγ1 = (u01, u11) ∈ Aγ1 , yγ2 = (u02, u12) ∈ Aγ2 , respectively. Since
⋃
γ0 Aγ ⊂ Bσ , we can estimate the
norm ∥∥F(u1, u2)∥∥20  2C1(R)∥∥A(u1 − u2)∥∥2 +CR2|γ1 − γ2|2, (6.2)
with C1(R),C > 0. Multiplying (6.1) by w˙, by (6.2) and the Gronwall lemma we obtain that ‖w˙‖2 + ‖Aw‖2 
(‖w˙(0)‖2 + ‖Aw(0)‖2 + γ1‖w(0)‖2 +C2(R)|γ1 − γ2|2)eC3(R)t with C3(R) > 0 independent of γ . Hence,∥∥Sγ1t yγ1 − Sγ2t yγ2∥∥2H C(R,γ1, t)(‖yγ1 − yγ2‖2H + |γ1 − γ2|2), (6.3)
and the continuity of Sγt yγ with respect to γ < ∞ and initial data immediately follows.
Having been proved properties (i) and (ii), the upper semicontinuity of the mapping γ → Aγ for finite γ follows
from Theorem 1.5 of [15].
The proof of the upper semicontinuity of γ → Aγ when γ → ∞ is more intricate than the one given for the case
of finite γ . It is based on the following lemmata:
Lemma 6.1. Consider the sequence of the points {(u0γ , u1γ )}γ>0 ⊂ H such that(
u0γ , u
1
γ
)→ (u0, u1) ∈ H, γ → ∞, (6.4)
and there exists C > 0 independent of γ such that(
Ku0γ , u
0
γ
)
 C/γ, ∀γ > 0. (6.5)
Then u0 ∈ KerK and the weak solution uγ (t) of (2.1) with the initial data uγ (0) = u0γ , u˙γ (0) = u1γ converges
weakly in WmT as γ → ∞ to the weak solution u(t) of projected problem (2.14) with the initial data u(0) = u0,
u˙(0) = πu1, where π is the projector in Fm onto KerK (see Section 2.4).0
1120 O. Naboka / J. Math. Anal. Appl. 341 (2008) 1107–1124Proof. Consider the sequence of the trajectories {(uγ (t), u˙γ (t))}γ0, t ∈ [0, T ], of problem (2.1) with uγ (0) = u0γ ,
u˙γ (0) = u1γ satisfying the assumptions of the lemma. Let us prove the weak convergence of the sequence. We prove
first the uniform boundedness in WmT of the sequence with respect to γ .
Note that (6.4) implies the existence of γ˜ > 0 and R˜ > 0 independent of γ such that ‖(u0γ , u1γ )‖H  R˜, ∀γ  γ˜ .
Then due to (6.5) the energy of the system E(u0γ , u1γ ) defined by (2.10) is uniformly bounded with respect to γ  γ˜ .
Hence, we derive from the energy relation (2.9) the inequality
‖u˙γ ‖2 + ‖Auγ ‖2 + γ (Kuγ ,uγ ) C(R˜,T ), (6.6)
with C(R˜,T ) > 0 independent of γ , which gives the boundedness of (uγ (t), u˙γ (t)) in WmT for γ  γ˜ . Hence, there
exists {γn} ⊂ {γ } and the function u(t) ∈ WmT such that uγn(t) → u(t) weakly in WmT . We also note that (6.6) gives∥∥(I − π)uγ (t)∥∥2  (Kuγ (t), uγ (t))/C1  C(R˜,T )/(C1γ ) → 0, γ → ∞,
for t ∈ [0, T ], which implies that the limit function u(t) ∈ KerK , ∀t ∈ [0, T ], and in particular u(0) = u0 ∈ KerK .
Consider (2.7) with u(t) ≡ uγn(t). Since (Ku,w) = (u,Kw) = 0 for any w ∈ WmT , in the limit for γn → ∞ it is
exactly (2.16). Thus, we obtain that the limit function u(t) is the weak solution of (2.14) for the initial data u(0) = u0,
u˙(0) = πu1.
Now suppose that the sequence {uγ (t)}γ0 does not converge weakly in WmT to u(t), i.e. there exists {γ ′} ⊂ {γ }
such that |(uγ ′ ,w) − (u,w)| δ > 0,w ∈ WmT . Exactly as above it can be shown that there is {γ ′′} ⊂ {γ ′} such that
uγ ′′(t) → v(t) when γ ′′ → ∞, where v(t) is the weak solution of (2.14) for the initial data v(0) = u0, v˙(0) = πu1.
Due to the uniqueness of the weak solution of (2.14) we conclude that v(t) ≡ u(t). Hence, there exists γ ′′0 > 0 such
that for all γ ′′  γ ′′0 , |(uγ ′′ ,w) − (u,w)| < δ, for any w ∈ WmT . Thus we arrive at the contradiction, which proves the
statement of Lemma 6.1. 
Lemma 6.2. Let u(t) be a solution of (2.1), (2.2) such that ‖u(t)‖2
Fm1
+ ‖u˙(t)‖2
Fm0
 R, t ∈ R, where R > 0 is inde-
pendent of γ . Then for γ sufficiently large u¨(t) is bounded in Fm−1, i.e. there exists R′′ > 0 such that∥∥u¨(t)∥∥
Fm−1
R′′, ∀t ∈ R. (6.7)
Moreover, R′′ is independent of γ .
Proof. We prove first that the projection of A−1u¨(t) onto KerK is uniformly bounded with respect to γ . To that end
operate (2.1) by A−1 and project it onto KerK . Then, if v(t) = πA−1u¨(t),
v(t) = −Aπu(t)− πA−1[Gu˙(t)+M(u(t))Au(t)+Du(t)− p].
The right-hand side of the equality being bounded in Fm0 uniformly with respect to γ and t , we derive that‖v(t)‖Fm0 R1, ∀t ∈ R, for some R1 > 0 independent of γ .
Denote v(t) = A−1u˙(t). As it was stated in Lemma 2.3, v(t) is the weak solution of (2.11), (2.12). We need to
show that ‖(I − π)v˙(t)‖Fm0 R2 for some R2 > 0 independent of γ .
The projection of (2.11), (2.12) onto ImK is the system
w¨ +Gw˙ +A2w + γKw = A−1F ′(t), (6.8)
with the initial data
w(0) = w0 = (I − π)A−1u1 ∈ Fm1 ∩ ImK,
w˙(0) = w1 = −A−1[G(I − π)u1 +A2(I − π)u0 + γKu0 − F(0)] ∈ ImK, (6.9)
where w(t) = (I − π)v(t), G = (I − π)G, F(t) = −Gπu˙(t) − (I − π)[Du(t) + M(u(t))Au(t) − p]. Note, that
F ′(t) = d
dt
F (t) is bounded in Fm−1.
Let w(t) be the weak solution of homogeneous problem (6.8) for the initial data given at the point y = (y1, y2) ∈
(Fm1 ∩ ImK) × ImK at the moment of time t0. Define U(t, t0)y = (w(t), w˙(t)). Since the operator K restricted to
the space ImK is nondegenerate, repeating the argument of Proposition 4.1 it can be shown that for sufficiently large
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with initial data (6.9), by exactly the same argument as used for proving Lemma 5.2, we obtain∥∥(w(t), w˙(t))∥∥H  C(γ,R)e−μmin/4(t−t0) + 4C(R,R1)(1 − e−μmin/4(t−t0))/μmin,
where R and R1 independent of t and γ are the bounds for (u(t), u˙(t)) and πA−1u¨(t) in H and Fm0 , respectively. Now
we can take t0 → −∞ and (6.7) follows. 
We are in position to prove the upper semicontinuity of the attractor Aγ of the dynamical system (H, Sγt ) for
γ → ∞. Namely, we need to show that
lim
γ→∞ sup
{
dist(a,A): a ∈ Aγ }= 0, (6.10)
where A is the attractor of the dynamical system (H,St ) defined in Section 2.4. Since each set Aγ , γ  0 is
closed, we can rewrite (6.10) as limγ→∞ dist(aγ ,A) = 0, where aγ = (a0γ , a1γ ) ∈ Aγ is such that dist(aγ ,A) =
sup{dist(a,A): a ∈ Aγ }.
We argue by contradiction. Suppose, there exists the sequence
{aγ ′ } ⊂ {aγ }: dist(aγ ′ ,A) δ > 0. (6.11)
Since {aγ ′ } ⊂⋃γ0 Aγ , which by Proposition 5.3 is a compact set, there exists the subsequence {aγ ′′ } ⊂ {aγ ′ } such
that aγ ′′ → a = (a0, a1) ∈ H, γ ′′ → ∞.
Let us show that {aγ ′′ } satisfies the assumptions of Lemma 6.1. Apparently, (6.4) holds. To obtain (6.5) con-
sider the sequence of the complete trajectories {(uγ ′′(t), u˙γ ′′(t))}γ ′′0 of (H, Sγt ) such that (uγ ′′(0), u˙γ ′′(0)) = aγ ′′
and (uγ ′′(t), u˙γ ′′(t)) ⊂ Aγ . The sequence is uniformly bounded in H with respect to γ ′′ and t ∈ R. Moreover, by
Lemma 6.2, {u¨γ ′′(t)} is uniformly bounded in Fm−1. Then multiplying (2.1) for u(t) = uγ ′′(t) by uγ ′′(t) we get
γ
(
Kuγ ′′(t), uγ ′′(t)
)
 C(∥∥u¨γ ′′(t)∥∥Fm−1 ,∥∥u˙γ ′′(t)∥∥Fm0 ,∥∥uγ ′′(t)∥∥Fm1 ).
The right-hand side of the relation being constant with respect to γ , for all t ∈ R, and in particular for t = 0, we
can state that the sequence of the points aγ ′′ = (uγ ′′(0), u˙γ ′′(0)) satisfies (6.5). Hence, by Lemma 6.1, a0 ∈ KerK
and uγ ′′(t) → u(t) ∈ WmT weakly for any T > 0, where u(t) is the solution of the projected problem (2.14) with the
initial data u(0) = a0, u˙(0) = πa1. Note that by exactly the same argument as used for proving Lemma 6.1 the weak
convergence of the negative semitrajectories uγ ′′(t) of (2.1) to the negative semitrajectories u(t) of (2.14) in Wm−T =
{v(t): v(t) ∈ L2(−T ,0;F1), v˙(t) ∈ L2(−T ,0;F0)} can be stated, and thus the weak convergence in Wm[−T ,T ] =
Wm−T ∩WmT , ∀T > 0, follows. Also due to the property of the weak limit ‖u‖Wm[−T ,T ]  lim inf‖uγ ‖Wm[−T ,T ] , (u(t), u˙(t))
is bounded in H, ∀t ∈ R.
Let us prove now that a1 ∈ KerK . The uniform (with respect to γ ) boundedness of u˙γ (t) and u¨γ (t) in C(0, T ;Fm−1)
implies that the sequence {u˙γ ′′(t)} converges strongly to u˙(t) in the latter space (i.e. uniformly in Fm−1 with respect to
t ∈ [0, T ]). Multiplying (6.8) by w = (I − π)A−1u˙γ , and integrating from 0 to T we arrive at the equality
γ
T∫
0
(Kw,w)dt =
T∫
0
‖w˙‖2 dt − (w˙,w)|T0 −
T∫
0
‖Aw‖2 dt +
T∫
0
(
A
−1F ′(t),w
)
dt,
wherefrom it follows that
∫ T
0 ‖w‖2 dt  C(R,T )/γ → 0, γ → ∞. Hence, (I − π)u˙(t) = 0, t ∈ [0, T ], and a1 =
u˙(0) ∈ KerK .
Thus we conclude that the sequence of the points aγ ′′ → a = (a0, a1) ∈ (Fm1 ∩ KerK) × KerK , as γ ′′ → ∞, and
there exists the complete bounded trajectory (u(t), u˙(t)) ⊂ A of the projected problem such that u(0) = a0, u˙(0) = a1.
Hence, a = (a0, a1) ∈ A, which contradicts (6.11) and the attractor Aγ converges upper semicontinuous to A when
γ → ∞.
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Now we consider the continuous dependence with respect to the Hausdorff metric of the attractors Aγ of the
dynamical systems (H, Sγt ) on the parameter γ < ∞. The statement is a corollary of Theorem 2.3 from [15].
To apply the theorem we need the following properties:
(i) finiteness of the stationary point set Nγ of the dynamical system (H, Sγt ), for all 0 γ < ∞ and hyperbolicity
of each stationary point;
(ii) regularity of the attractor Aγ , for all 0 γ < ∞;
(iii) compactness of the set B =⋃γ0 Aγ ;
(iv) upper semicontinuity of the mapping γ → Aγ ;
(v) Sγt x → Sγ0t x, γ → γ0, ∀x ∈ B, ∀t ∈ [0, T ];
(vi) equicontinuous dependence of Sγt x on x ∈ B, for all t ∈ [0, T ];
(vii) convergence of the stationary points with respect to γ .
Property (i) is one of the assumptions of Theorem 3.1. Property (ii) has already been proved in Section 5 of the
paper. Property (iii) is stated in Proposition 5.3. Property (iv) is the result of Section 6. Properties (v) and (vi) are
simple corollaries of (6.3).
To prove property (vii) we apply the implicit function theorem (see [14]). Let (z0,0) ∈ H be a stationary point
of Sγ0t , γ0 < ∞, i.e. z0 satisfies (2.13). Consider the mapping F : Fm1 ×R → Fm−1,
F(z, γ ) = A2z +M(z)Az + γKz +Dz − p (7.1)
in a neighborhood Ur,ρ(z0, γ0): ‖z− z0‖Fm1 < r , |γ − γ0| < ρ. Apparently, F(z0, γ0) = 0. It can be easily shown thatF(z, γ ) is continuous in Ur,ρ(z0, γ0) and possesses the Frechet derivative
Fz(z, γ )y = A2y +M(z)Ay + 2M ′
(∥∥A1/2z∥∥2)(Az, y)Az + γKy +Dy, y ∈ Fm1 , (7.2)
which is a continuous linear operator from Fm1 into L(Fm1 ,Fm−1), for all γ  0. In particular, Fz(z, γ ) is continuous at
the point (z0, γ0). Since the stationary point (z0,0) of the mapping Sγ0t is hyperbolic, Fz(z0, γ0) is a homeomorphism.
Hence, there exists ρ′ < ρ, r ′ < r such that for all γ : |γ − γ0| < ρ′ there exists the unique solution
zγ : ‖zγ − z0‖Fm1 < r ′ of (2.13), and, moreover, ‖zγ − z0‖1 → 0, γ → γ0. To finish the proof of property (vii)
we note, that (zγ ,0) is a stationary point of the respective evolutionary operator Sγt .
Due to the argument above, we can apply Theorem 2.3 from [15] to the problem under consideration, which
provides the continuity with respect to the Hausdorff metric of the mapping γ → Aγ .
8. Proof of Theorems 3.2 and 3.3
For the remainder of the paper we assume that the coupling matrix K is of the form (1.4) (i.e. K satisfies either
(A1) or (B1)), and assumptions (A2)–(A4) hold. Then Assumption 2.1 is also satisfied. Hence, the dynamical system
(H, Sγt ) enjoys all the properties of Theorem 3.1.
Let us prove statement (1) of Theorem 3.2 on the coincidence of the attractors Aγ of the dynamical systems
(H, Sγt ) for γ large. Consider the space H˜ = (Fm1 ∩ KerK) × KerK . Note, that for K such as described in (A1),
H˜ = {(v1, v1, . . . , v1, v2, v2, . . . , v2), v1 ∈ F1, v2 ∈ F0}. Using the definition of an attractor it can be easily shown,
that
H˜ ∩Aγ = diag A˜m, (8.1)
where A˜ is the attractor of the dynamical system generated in F1 × F0 by (2.19). We prove now that the attractor Aγ
of the dynamical system (H, Sγt ) belongs to H˜ for γ sufficiently large. This fact follows from the lemma:
Lemma 8.1. Let assumptions (A1)–(A4) hold, and the matrix D satisfy (3.2). Then the trajectories of the dynamical
system (H, Sγt ) emanating from any bounded in H set B converge uniformly to the set H˜ for γ sufficiently large. More
precisely, there exists γmax > 0 and δ > 0 such that for every γ  γmax we have that
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for all i, j = 1,m, for any semi-trajectory Sγt y = (u(t), u˙(t)), u(t) = (ui(t))mi=1 with the initial data y from the
bounded set B ⊂ H.
Proof. It follows from (2.1), (2.2) that the differences wi(t) = ui(t)− u1(t), i = 2,m, solve⎧⎪⎪⎨⎪⎪⎩
w¨i +μ0w˙i +A2wi +Bi(t)Awi + γ
m∑
j=2
k˜ijwj +
m∑
j=2
d˜ijwj = Cj (t),
wi |t=0 = w0i , w˙i |t=0 = w1i , i = 2,m,
(8.3)
where w0i = u0i − u01, w1i = u1i − u11, Ci(t) = −(Bi(t) − B1(t))Au1 with Bi(t) defined by (5.9). Denote w(t) =
(wi(t))
m
i=2, w0 = (w0i )mi=2, w1 = (w1i )mi=2, A = diagm−1{A}, B(t) = diag{Bi(t), i = 2,m}, C(t) = diag{Ci(t), i =
2,m}. Let K and D be the linear operators generated in Fm−10 by the matrices {k˜ij }mi,j=2 and {d˜ij }mi,j=2, which are the
(m − 1)st main minors of the matrices obtained by subtracting the first row of the matrix K (respectively D) from its
other rows. It can be easily shown that the operatorK is nondegenerate and positive, thus there are C˜1, C˜2 > 0 such that
C˜1‖w‖2  (Kw,w) C˜2‖w‖2, ∀w ∈ Fm−10 . There also exists the positive constant d˜ such that |(Dw,w)| d˜‖w‖2,
∀w ∈ Fm−10 .
Consider the functional
V (t) = 1
2
[‖w˙‖2 + ‖Aw‖2 + (B(t)A1/2w,A1/2w)+ γ (Kw,w)]+ μ0
4
(
(w, w˙)+ μ0
2
‖w‖2
)
.
The functional is such that there exists γ1 > 0 such that ‖w˙‖2 + ‖Aw‖2  V (t), ∀γ  γ1. By (8.3) we have that
dV
dt
= (C(t), w˙)− 3μ0/4‖w˙‖2 + (B˙(t)A1/2w,A1/2w)− (Dw, w˙)+ μ04 (C(t),w)
− μ0
4
‖Aw‖2 − μ0
4
(
B(t)A1/2w,A1/2w)− γ μ0
4
(Kw,w)− (Dw,w).
Due to the dissipativity of the dynamical system (H, Sγt ) for t  tB we have
dV
dt
+ δV −μ0
32
‖w˙‖2 −
[
μ0
4
‖Aw‖2 −C∥∥A1/2w∥∥2 + C2
μ0
‖w‖2
]
+ [C − C˜1γ ]‖w‖2
with positive δ,C and C independent of γ , which means that there is γ2 > 0 such that ∀γ  γ2, dVdt + δV  0. Hence,
by the Gronwall lemma, we conclude that for γ  max{γ1, γ2}, ‖ui(t) − u1(t)‖F1×F0  V (tB)e−δ(t−tB ), i = 2,m.
Since ‖ui(t)− uj (t)‖F1×F0  ‖ui(t)− u1(t)‖F1×F0 + ‖uj (t)− u1(t)‖F1×F0 , we arrive at (8.2). 
It is clear from Lemma 8.1 that Aγ ⊂ H˜ , for all γ  γmax, which together with (8.1), gives statement (1) of
Theorem 3.2.
Let us prove now that Aγ 	⊂ H˜ = (Fm1 ∩ KerK)× KerK for γ small. Since the stationary points of any dynamical
system belong to its attractor, to prove the statement it is enough to show, that there exists a stationary point (zγ ,0)
of Sγt , 0  γ < γmin such that zγ /∈ KerK . We expect zγ to be in a neighborhood of the nondegenerate solution z0
of (2.13) for γ = 0, which existence is one of the assumptions of Theorem 3.2. The coordinates of z0 being unequal,
we can state that z0 /∈ KerK .
The proof of the fact is similar to the one given for property (vii) in Section 7. We consider the mapping
F(z, γ ) : Fm1 ×R → Fm−1 defined by (7.1), which is continuous with respect to z and γ . The Frechet derivativeFz(z, γ )
of the form (7.2) at the point (z0,0) is a homeomorphism. Hence, we apply the implicit function theorem to the prob-
lem F(z, γ ) = 0, which is exactly (2.13), and state that there is γ˜ > 0 such that for all 0  γ < γ˜ there exists the
unique solution u(γ ) of (2.13) in a neighborhood of z0. The solution being continuous with respect to γ , we can
choose 0 < γmin  γ˜ such that for all 0 γ < γmin, u(γ ) /∈ KerK . Since (zγ ,0) ∈ H with zγ = u(γ ) is the stationary
point of the respective evolutionary operator Sγt , we conclude that Aγ 	⊂ H˜ . The proof of Theorem 3.2 is, therefore,
completed.
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In particular for the case of the block-diagonal matrix K with blocks Kq , q = 1, l, of dimension mq  1 relation (8.2)
must be proved with ui(t), uj (t) corresponding to the same block Kq . The functional V (t) in the proof should be
taken in the form
V (t) = 1
2
l∑
q=1
[‖w˙q‖2
F
mq−1
0
+ ‖wq‖2
F
mq−1
1
+ (Bq(t)wq,wq)
F
mq−1
1/2
+ γ (Kqwq,wq)
F
mq−1
0
]
+ μ0
4
(
(wq, w˙q)
F
mq−1
0
+ μ0
2
‖wq‖2
F
mq−1
0
)
,
where wq = ui − uΣq−1+1 for Σq−1 + 2  i  Σq , Σr =
∑r
j=1 mj , Bq(t) are of the form (5.9), the operators Kq ,
generated by the matrices obtained from Kq by subtracting the first row of the block from the other ones, are nonde-
generate and positive in the respective spaces Fmq−10 .
References
[1] M. Berger, A new approach to the large deflection of plate, J. Appl. Mech. 22 (1955) 465–472.
[2] S. Strogatz, Sync: The Emerging Science of Spontaneous Order, Hyperion Press, New York, 2003.
[3] H.M. Rodrigues, Abstract methods for synchronization and applications, Appl. Anal. 62 (1996) 263–296.
[4] V.S. Afraimovich, H.M. Rodrigues, Uniform dissipativeness and synchronization of nonautonomous equations, in: International Conference
on Differential Equations, Lisboa, 1995, World Scientific Publishing, River Edge, NJ, 1998, pp. 3–17.
[5] P.E. Kloeden, Synchronization of nonautonomous dynamical systems, Electron. J. Differential Equations 2003 (2003) 1–10.
[6] T. Caraballo, P.E. Kloeden, The persistence of synchronization under environmental noise, Proc. R. Soc. London Ser. A 461 (2005) 2257–2267.
[7] A.N. Carvalho, H.M. Rodrigues, T. Doltko, Upper semicontinuity of attractors and synchronization, J. Math. Anal. Appl. 220 (1998) 13–41.
[8] A.M. Rekalo, I.D. Chueshov, Global attractor of a contact parabolic problem in a thin two-layer domain, Sb. Math. 195 (2004) 97–119.
[9] O. Naboka, Synchronization of nonlinear oscillations of two coupled Berger plates, Nonlinear Anal. 67 (2007) 1015–1026.
[10] J.L. Lions, Quelques methodes de resolution des problemes aus limites non linearies, Dunod, Paris, 1969.
[11] I.D. Chueshov, Introduction to the Theory of Infinite-Dimensional Dissipative Systems, Acta, Kharkov, 2002; see also http://www.emis.de/
monographs/Chueshov/.
[12] R. Temam, Infinite-Dimensional Dynamical Systems in Mechanics and Physics, Springer, New York, 1988.
[13] A.V. Babin, M.I. Vishik, Attractors of Evolution Equations, North-Holland, Amsterdam, 1992.
[14] J. Dieudonne, Foundations of Modern Analysis, Academic Press, New York, 1960.
[15] L.V. Kapitansky, I.N. Kostin, Attractors of nonlinear evolution equations and their approximations, Leningrad Math. J. 2 (1991) 97–117.
