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Abstract
We study a mixed type problem for the Poisson equation arising in the modeling of charge transport in semiconductor devices
[V. Romano, 2D simulation of a silicon MESFET with a non-parabolic hydrodynamical model based on the maximum entropy
principle, J. Comput. Phys. 176 (2002) 70–92; A.M. Blokhin, R.S. Bushmanov, A.S. Rudometova, V. Romano, Linear asymptotic
stability of the equilibrium state for the 2D MEP hydrodynamical model of charge transport in semiconductors, Nonlinear Anal.
65 (2006) 1018–1038]. Unlike well-studied elliptic boundary-value problems in domains with smooth boundaries (see, for ex-
ample, [O.A. Ladyzhenskaya, N.N. Uralceva, Linear and Quasilinear Elliptic Equations, Nauka, Moscow, 1973; D. Gilbarg, N.S.
Trudinger, Elliptic Partial Differential Equations of Second Order, Springer-Verlag, Berlin, 1983]), our problem has two significant
features: firstly, the boundary is not a smooth curve and, secondly, the type of boundary conditions is mixed (the Dirichlet condition
is satisfied on the one part of the boundary whereas the Neumann condition on the other part). The well-posedness of the problem
in Hölder and Sobolev spaces is proved. The representation of the solution to the problem is obtained in an explicit form.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Presently, so-called hydrodynamical models are often used for the description of physical processes in semicon-
ductor devices. One of the latest mathematical models can be found in [1]. Such a hydrodynamical model includes the
Poisson equation for the electric potential ϕ (see also [1,2]).
The boundary conditions for the potential ϕ for a concrete electron conductivity are given in Fig. 1 (a detailed
description of such a transistor is given in [1,2]).
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We consider the Poisson equation
ϕ = ϕxx + ϕyy = f (x, y), (x, y) ∈ Ω, (1.1)
for the potential ϕ = ϕ(x, y) in the domain Ω = {(x, y): 0 < x < 6a, 0 < y < 2a} (a > 0 is a certain parameter) with
the following mixed type boundary conditions:
ϕ|Γ0 =
{0, if 0 x  a,
G, if 2a  x  4a,
B, if 5a  x  6a,
(1.2)
(l,∇ϕ) = 0 on Γl,
where Γ0 = {(x, y): y = 2a, 0  x  a, 2a  x  4a, 5a  x  6a} and Γl = ∂Ω \ Γ0 are parts of the boundary
∂Ω = Γ0 ∪ Γl (see Fig. 1).
Here f (x, y) is the right-hand side, l is the unit normal vector to the boundary ∂Ω , ∇ϕ = (ϕx,ϕy), and G< 0 and
B > 0 are constants (B is the so-called bias voltage, see [1,2]).
The boundary-value problem (1.1), (1.2) for the potential ϕ is a model problem for real semiconductor devices.
Let us define an auxiliary function Z(x) ∈ C∞[0,+∞) (C∞[0,+∞) is the class of infinitely differentiable func-
tions on [0,+∞)) as follows:
Z(x) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0, if 0 x  a,
is monotonically decreasing from 0 to G, if a  x  2a,
G, if 2a  x  4a,
is monotonically increasing from G to B, if 4a  x  5a,
B, if 5a  x  6a.
(1.3)
The function Z(x) is given in Fig. 2.
Remark 1.1. After the change of unknown
ϕ(x, y) = Ψ (x, y)+Z(x),
in (1.1), (1.2) we obtain the following mixed type boundary-value problem for the new unknown Ψ :⎧⎨
⎩
Ψ = f˜ (x, y) = f (x, y)− z′′(x), (x, y) ∈ Ω,
Ψ = 0 on Γ0,
(l,∇Ψ ) = 0 on Γl.
Taking into account Remark 1.1, we can assume without of the loss of generality that the potential ϕ in (1.2)
satisfies the homogeneous boundary condition
ϕ = 0
on Γ0.
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We now obtain an a priori estimate for problem (1.1), (1.2). We multiply both parts of (1.1) by ϕ and after simple
manipulations arrive at
ϕ ·ϕ = ϕ · div(∇ϕ) = ϕ · f
and
div(ϕ · ∇ϕ) = |∇ϕ|2 + ϕ · f, (1.4)
where |∇ϕ|2 = ϕ2x + ϕ2y .
Integrating (1.4) over the domain Ω and using the Gauss–Ostrogradsky formula, we obtain the relation∫
∂Ω
ϕ · (l,∇ϕ)dS = ‖∇ϕ‖2L2(Ω) +
∫ ∫
Ω
ϕ · f dx dy.
Taking into account the boundary conditions (1.2), we have
‖∇ϕ‖2L2(Ω) 
∣∣∣∣
∫ ∫
Ω
ϕ · f dx dy
∣∣∣∣ ‖ϕ‖L2(Ω) · ‖f ‖L2(Ω)  2 · ‖ϕ‖2L2(Ω) + 12 ·  · ‖f ‖2L2(Ω). (1.5)
Here
‖ϕ‖2L2(Ω) =
∫ ∫
Ω
ϕ2(x, y) dx dy,
‖∇ϕ‖2L2(Ω) =
∫ ∫
Ω
∣∣∇ϕ(x, y)∣∣2 dx dy,
‖f ‖2L2(Ω) =
∫ ∫
Ω
f 2(x, y) dx dy,
 > 0 is a constant.
While obtaining (1.5) we used the Young inequality (see [3]).
Using the Friedrich’s inequality (see [4])
‖ϕ‖L2(Ω)  C1 · ‖∇ϕ‖L2(Ω), (1.6)
where C1 = C1(Ω,Γ0) > 0 is a constant, we derive two variants of a priori estimate:
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1
(C2 − ) · ‖f ‖
2
L2(Ω)
,  < C2, C2 = 2
C21
, (1.7)
‖ϕ‖2
W 12 (Ω)
 1
2 · min{ 12 (δC2 − ),1 − δ}
· ‖f ‖2L2(Ω),  < C2 · δ, 0 < δ < 1. (1.8)
Here
‖ϕ‖2
W 12 (Ω)
=
∫ ∫
Ω
{
ϕ2(x, y)+ ∣∣∇ϕ(x, y)∣∣2}dx dy.
Now we deduce estimate (1.8). Let δ be a number such that 0 < δ < 1. Then (1.5) yields
δ · ‖ϕ‖2L2(Ω) + (1 − δ) · ‖∇ϕ‖2L2(Ω) 

2
· ‖ϕ‖2L2(Ω) +
1
2 ·  · ‖f ‖
2
L2(Ω)
or (using (1.6))
δ · C2
2
· ‖ϕ‖2L2(Ω) + (1 − δ) · ‖∇ϕ‖2L2(Ω) 

2
· ‖ϕ‖2L2(Ω) +
1
2 ·  · ‖f ‖
2
L2(Ω)
.
The last inequality implies estimate (1.8) that gives (1.7) if δ = 1.
In this article we derive a representation for the solution to (1.1), (1.2). Before formulating the main result we recall
definitions of some function spaces (see [3,5]).
The function u(x, y) = u(
) is called uniformly Hölder continuous on Ω with an exponent α if [u]α;Ω =
sup
1,
2∈Ω,
1 =
2
|u(
1)−u(
2|)|
1−
2|α , 0 < α  1, where 
1 = (x1, y1), 
2 = (x2, y2), |
1 − 
2|α = {(x1 − x2)2 +
(y1 − y2)2} α2 is finite. The same function is called locally Hölder continuous on Ω with an exponent α, if u(
)
is uniformly Hölder continuous with the exponent α on every compact subset of the domain Ω .
A subspace of the Banach space Ck(Ω) containing functions whose kth derivatives (k  0 is an integer) are
uniformly Hölder continuous on Ω with an exponent α is called the Hölder space. The Hölder space is a Banach
space. The norms in the Banach spaces Ck(Ω) and Ck,l(Ω) are defined as follows (see [3,5]):
‖u‖Ck(Ω) =
k∑
|β|=0
sup
Ω
∣∣Dβu(x, y)∣∣, β = (β1, β2),
Dβ = ∂
|β|
∂xβ1∂yβ2
, |β| = β1 + β2, β1,2  0 are integer,
‖u‖Ck,l (Ω) = ‖u‖Ck(Ω) +
∑
|β|=k
[
Dβu(x, y)
]
α;Ω.
The linear space Ck,l(Ω) is a set of functions which belong to Ck,l(Ω ′) for every compact subsets Ω ′ ⊂ Ω .
We are now in a position to formulate the main result of the paper.
Theorem 1. Let a function f (x, y) ∈ Cα(Ω) be bounded on Ω , i.e., supΩ |f (x, y)| M < ∞. Then the boundary-
value problem (1.1), (1.2) has the unique solution ϕ(x, y) ∈ C2,α(Ω)∩C1,α(Ω) which can be presented in the form
ϕ(x, y) = 1
2π
∫ ∫
Ω
f (ξ, η) ln |z − ζ |dξ dη + Re
sn( k3a (x−3a+iy),m)∫
1/m
r(ζ ) dζ
− 1
4π
∫ ∫
Ω
f (ξ, η) ln
(
ξ2 + (2a − η)2)dξdη, z = x + iy, ζ = ξ + iη (1.9)
(the functions r(ζ ) and sn(w,m) and the constants k and m were determined in Section 2). Solution (1.9) satisfies
a priori estimate
‖ϕ‖C1,α(Ω)  C · sup
Ω
∣∣f (x, y)∣∣, 0 < α < 1,
and the constant C > 0 is finally determined by the constant α.
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Remark 1.3. Let the conditions of the theorem be fulfilled for the function f (x, y). Then f (x, y) ∈ L2(Ω) and for
the constructed solution estimate (1.8) from above is fulfilled, i.e.,
ϕ(x, y) ∈ W 12 (Ω).
2. Proof of the theorem
Under the above assumptions on f (x, y) the space potential
V (x, y) = 1
2π
∫ ∫
Ω
f (ξ, η) ln |z − ζ |dξ dη, z = x + iy, ζ = ξ + iη, (2.1)
satisfies the Poisson equation (1.1) [5].
That is, after the change of unknown
ϕ = u+ V (2.2)
problem (1.1), (1.2) (with homogeneous boundary conditions, see Remark 1.1 in Section 1) is rewritten as follows:
u = 0, (x, y) ∈ Ω; (2.3)
uy |y=0 = 12π
∫ ∫
Ω
f (ξ, η)
η
(x − ξ)2 + η2 dξ dη = k1(x), 0 < x < 6a,
ux |x=6a = 12π
∫ ∫
Ω
f (ξ, η)
6a − ξ
(6a − ξ)2 + (y − η)2 dξ dη = k2(y), 0 < y < 2a,
uy |y=2a = 12π
∫ ∫
Ω
f (ξ, η)
2a − η
(x − ξ)2 + (2a − η)2 dξ dη = k3(x), 4a < x < 5a,
uy |y=2a = 12π
∫ ∫
Ω
f (ξ, η)
2a − η
(x − ξ)2 + (2a − η)2 dξ dη = k4(x), a < x < 2a,
ux |x=0 = 12π
∫ ∫
Ω
f (ξ, η)
ξ
ξ2 + (y − η)2 dξ dη = k5(y), 0 < y < 2a, (2.4)
u|y=2a = − 14π
∫ ∫
Ω
f (ξ, η) ln
(
(x − ξ)2 + (2a − η)2)dξ dη = g1(x), 4a < x < 5a,
u|y=2a = − 14π
∫ ∫
Ω
f (ξ, η) ln
(
(x − ξ)2 + (2a − η)2)dξ dη = g2(x), 2a < x < 4a,
u|y=2a = − 14π
∫ ∫
Ω
f (ξ, η) ln
(
(x − ξ)2 + (2a − η)2)dξ dη = g3(x), 0 < x < a. (2.5)
The boundary conditions (2.4)–(2.5) are explained in Fig. 3. Additionally, the boundary functions ki (i =
1,2,3,4,5) satisfy the Hölder conditions with the exponent 0 < α < 1 on closed intervals; the first derivatives of
the functions gi(x) (i = 1,2,3) have the same property [5].
After the change of the independent variables x, y (below the primes are omitted){
x′ = x − 3a,
y′ = y, (2.6)
the conformal mapping of the upper half-plane into the rectangle with the vertices −3a, 3a, 3a + 2ia, −3a + 2ia,
is given by an elliptic integral of the first order, namely, by the function [6]
w(z) = 3aF(z,m), (2.7)
k
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Fig. 4. Location of the characteristic points on the real axis.
where F(z,m) = ∫ z0 dz√(1−z2)(1−m2z2) and the modulus of the elliptic integral m is derived from the equation
k
k′
= 3
2
, k =
1∫
0
dz√
(1 − z2)(1 −m2z2) , k
′ =
1/m∫
0
dz√
(z2 − 1)(1 −m2z2) , (2.8)
0 <m< 1 (branches of integrands in the relations (2.8) are chosen so that
√
(1 − z2)(1 −m2z2) > 0 if 0 < z < 1).
Then, −1/m → −3a + 2ia, −1 → −3a, 1 → 3a, 1/m → 3a + 2ia.
The upper half-plane with the characteristic points (including the points where the boundary conditions are
changed) is given in Fig. 4 (the Jacoby elliptic function sn(w,m) is the inversion to the elliptic integral of the first
order [6]).
The values of the unknown u1(z) = u(w(z)) are given on the intervals of the abscissa hatched with “////” and the
values of its normal derivatives are given on the intervals hatched with “\\\\,” i.e. (see [6])
∂u1
∂y
= 3a
k
· ∂u
∂n
∣∣∣∣
w(x)
1
|√(1 − x2)(1 −m2x2)| = s(x). (2.9)
(The values of the functions ∂u
∂n
|w(x) are determined by relations (2.4).)
That is, problem (2.3)–(2.5) is equivalent to the problem
u = 0, x > 0, (2.10)
∂u
∂y
= s(x), if x ∈ (x(3), x(4))∪ (−1/m,1/m)∪ (x(1), x(2)), (2.11)
u = g(x), if x ∈ (−∞, x(3))∪ (x(4),−1\m)∪ (1\m,x(1))∪ (x(2),+∞) (2.12)
(the lower index 1 in u1(z) ≡ u1(x, y) is omitted).
We now reduce problem (2.10)–(2.12) to a well-known problem for analytic functions.
Given a function
r˜(z) = u(x, y)+ iv(x, y) (2.13)
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function by the equality
r(z) = r˜ ′(z) = u˜+ iv˜, (2.14)
where it follows from the Cauchy–Riemann condition that
u˜ = ∂u
∂x
, v˜ = ∂v
∂x
= −∂u
∂y
. (2.15)
Thus, the boundary-value problem is formulated as follows: we seek a function r(z) analytic in the upper half-plane
satisfying the following condition on the real axis:
u˜ = Re r(z) = ∂u
∂x
∣∣∣∣
w(x)
(
3a
k
)
1√
(1 − x2)(1 −m2x2) = h(x), (2.16)
if x ∈ (−∞, x(3))∪ (x(4),−1/m)∪ (1/m,x(1))∪ (x(3),+∞);
v˜ = Im r(z) = −s(x), (2.17)
if x ∈ (x(3), x(4))∪ (−1/m,1/m)∪ (x(1), x(2)).
Using the relation
1
i
ir(z) = 1
i
(−v˜ + iu˜), (2.18)
we reduce the Hilbert problem with the boundary conditions (2.16), (2.17) to the Riemann problem for the conjugation
[7,8]: on the complex plane we seek a function Φ(z) which is analytic everywhere except the real axis and satisfies
the boundary condition
Φ+(t) = G(t)Φ−(t)+ l(t) (2.19)
and
G(t) = 1 on (−∞, x(3))∪ (x(4),−1/m)∪ (1/m,x(1))∪ (x(2),+∞), l(t) = 2ih(t),
G(t) = −1 on (x(3), x(4))∪ (−1/m,1/m)∪ (x(1), x(2)), l(t) = 2s(t).
In view of (2.18), the functions Φ(z), v˜, and u˜ are connected by the relation
Φ(z) = −v˜(x, y)+ iu˜(x, y). (2.20)
The main point of the problem with the boundary conditions (2.19) is the choice of an appropriate canonical
function m(t) [7,8]. This choice is determined by the class of functions where the problem is solved. In our case the
boundary functions s(t) and h(t) belong to the Hölder space in a neighborhood of the points x(1), x(2), x(3) and x(4)
and have integrable singularities in a neighborhood of the points ±1/m. Thus, we solve the problem in the class of
functions bounded in a neighborhood of the points x(1), x(2), x(3), x(4) and integrable in a neighborhood of the points
±1/m.
We assume that
m(t) =
√
t2 − 1/m2
(t − x(3))(t − x(4))(t − x(1))(t − x(2)) (2.21)
on the plane with cuts along the intervals (x(3), x(4)), (−1/m,1/m), (x(1), x(2)), m(t) > 0 if t > x(2).
Then, as follows from the behavior of the Cauchy type integral in a neighborhood of the points of discontinuity [7],
the solution of (2.19) is unique in the chosen class and represented in the form
Φ(z) = 1
iπm(z)
+∞∫
m(t)p(t)
t − z dt, (2.22)
−∞
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p(t) =
{
s(t), t ∈ (x(3), x(4))∪ (−1/m,1/m)∪ (x(1), x(2)),
ih(t), t ∈ (−∞, x(3))∪ (x(4),−1/m)∪ (1/m,x(1))∪ (x(2),+∞).
Turning back to r(z) (see (2.18)), we arrive at
r(z) = − 1
πm(z)
+∞∫
−∞
m(t)p(t)
t − z dt. (2.23)
Consequently,
u = Re
z∫
1/m
r(ζ ) dζ + u(1/m,0). (2.24)
Then, the solution to the main problem (2.2)–(2.5) can be written as follows:
u(x, y) = Re
sn( k3a (x−3a+iy),m)∫
1/m
r(ζ ) dζ + u(0,2a), (2.25)
and the function r(z) is given by formula (2.23).
The unique solution to (1.1), (1.2) in the same class is
ϕ(x, y) = 1
2π
∫ ∫
Ω
f (ξ, η) ln|z − ζ |dξ dη + Re
sn( k3a (x−3a+iy),m)∫
1/m
r(ζ ) dζ
− 1
4π
∫ ∫
Ω
f (ξ, η) ln
(
ξ2 + (2a − η)2)dξ dη. (2.26)
By virtue of the assumption of the theorem, the function f (x, y) is locally Hölder continuous and bounded on Ω .
Then, using the known properties of the space potential [5] and the boundary properties of the Cauchy integral [7,9,10],
we prove that ϕ ∈ C2,α(Ω)∩C1,α(Ω) and obtain the required a priori estimate
‖ϕ‖C1,α(Ω)  C · sup
(x,y)∈Ω
∣∣f (x, y)∣∣, 0 < α < 1. (2.27)
This completes the proof of the theorem.
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