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ABSTRACT
In reactor physics, the efficient solution of the multigroup neutron diffusion eigenvalue problem is
desired for various applications. The diffusion problem is a lower-order but reasonably accurate
approximation to the higher-fidelity multigroup neutron transport eigenvalue problem. In cases
where the full-fidelity of the transport solution is needed, the solution of the diffusion problem can
be used to accelerate the convergence of transport solvers via methods such as Coarse Mesh Finite
Difference (CMFD). The diffusion problem can have O(108) unknowns, and, despite being orders
of magnitude smaller than a typical transport problem, obtaining its solution is still not a trivial
task. In the Michigan Parallel Characteristics Transport (MPACT) code, the lack of an efficient
CMFD solver has resulted in a computational bottleneck at the CMFD step. Solving the CMFD
system can comprise 50% or more of the overall runtime in MPACT when the de facto default
CMFD solver is used; addressing this bottleneck is the motivation for our work.
The primary focus of this thesis is the theory, development, implementation, and testing of a
new Multilevel-in-Space-and-Energy Diffusion (MSED) method for efficiently solving multigroup
diffusion and CMFD eigenvalue problems. As its name suggests, MSED efficiently converges
multigroup diffusion and CMFD problems by leveraging lower-order systems with coarsened en-
ergy and/or spatial grids. The efficiency of MSED is verified via various Fourier analyses of its
components and via testing in a 1-D diffusion code. In the later chapters of this thesis, the MSED
method is tested on a variety of reactor problems in MPACT. Compared to the default CMFD
solver, our implementation of MSED in MPACT has resulted in an ∼8-12x reduction in the CMFD
runtime required by MPACT for single statepoint calculations on 3-D, full-core, 51-group reactor
models. The number of transport sweeps is also typically reduced by the use of MSED, which is
able to better converge the CMFD system than the default CMFD solver. This leads to a further
savings in overall runtime that is not captured by the differences in CMFD runtime.
This thesis also includes related work on the development of space-dependent Wielandt shifts
(SDWSs). These shift methods were an attempt to improve upon the Wielandt-shifted power iter-
ation (PI) schemes that are commonly used to solve diffusion eigenvalue problems. These efforts
fell short of our goal of significantly reducing the computational burden of CMFD in MPACT, but
xvi
they provided insight regarding the impact of Wielandt shift (WS) on the conditioning of diffusion
operators and ultimately motivated our development of MSED.
The thesis is a fairly lengthy document, and we understand that most readers may not wish
to read the entirety of it in detail. For readers who wish to understand the “big picture” and see
the final results, the gist of the method is described in Chapter 5, and the most important results
are given in Section 7.4 and Chapter 8. An outline of the thesis is provided in Section 1.5. For
the convenience of the reader, a list of acronyms is provided at the beginning of this document,
and detailed descriptions of the MPACT problems used in this thesis are given in Appendix C. For
those viewing this document as an electronic PDF, we note that all equation numbers, acronyms,
table numbers, figure numbers, algorithm numbers, and citations are hyperlinked to their source or
definition.
xvii
CHAPTER 1
Introduction
The goal of this thesis is to develop a highly efficient Multilevel-in-Space-and-Energy Diffusion
(MSED) method for solving multigroup diffusion and Coarse Mesh Finite Difference eigenvalue
problems. In this chapter, we motivate the development of MSED, provide a historical overview
of multilevel and multigrid techniques, and describe the differences between MSED and previous
multilevel techniques. At the end of this chapter, we preview the remaining chapters of this thesis.
1.1 Motivation
Computing the distribution of neutrons within a nuclear reactor is essential to its design and analysis.
Knowledge of this distribution allows for the calculation and estimation of important quantities,
including but not limited to: the power distribution, the critical boron concentration, and the fuel
depletion rates. The neutron distribution can be obtained by solving a 6-dimensional steady-state
neutron transport eigenvalue problem that describes the interaction, generation, and loss of neutrons
inside the reactor. Because of its high-dimensionality, solving the neutron transport equation is
a difficult task that constitutes a large percentage of the computational resources required for the
design and analysis of nuclear reactors.
Often, an approximate 4-dimensional steady-state neutron diffusion eigenvalue problem is
solved instead of the transport problem. One can generate diffusion coefficients and cross sections
from smaller transport problems with appropriate boundary conditions, and then solve a diffusion
problem for the full reactor [1]. The resulting solution is an acceptable approximation to the
transport equation in many useful applications. When the full fidelity of the neutron transport
equation is required, techniques such as Diffusion Synthetic Acceleration (DSA) [2] and Coarse
Mesh Finite Difference (CMFD) [3] can leverage solutions of the neutron diffusion equation to
accelerate the convergence of the iterative methods used to solve the neutron transport equation.
The work in this thesis is implemented primarily for the purpose of improving the efficiency
of the Michigan Parallel Characteristics Transport (MPACT) code. MPACT is a state-of-the-art
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neutron transport code developed jointly by the University of Michigan and the Oak Ridge National
Laboratory, and it is capable of providing pin-resolved accuracy for reactor physics applications [4].
In MPACT, optimally diffusive CMFD (odCMFD) – an unconditionally stable variant of CMFD
developed by Zhu et al [5] – is used to reduce the number of iterations required on the 6-dimensional
transport problem by leveraging the solution of approximate diffusion systems. Because of the
success of odCMFD in minimizing the effort required by the transport solver as well as optimizations
to non-CMFD components of MPACT, the efficiency of MPACT has significantly improved over
the past few years.
However, there has not been much work in improving the efficiency of the CMFD solver in
MPACT. As a result, it has become a bottleneck in the MPACT code, and it is one of the primary
areas in which the efficiency of MPACT can be significantly improved. Although the CMFD
problem has fewer dimensions (no angular dependence) and a coarser spatial grid than the original
transport problem, solving the CMFD problem is not trivial because it still has O(108) unknowns
for full-core problems. Presently, despite the fact that the CMFD problem is several orders of
magnitude smaller than the transport problem, CMFD can constitute 50% or more of the overall
runtime in MPACT. Furthermore, because of the ineffectiveness of the de-facto CMFD solver
in MPACT, we are often unable to achieve the low spectral radii predicted by [5] for the outer
odCMFD-accelerated transport scheme, and additional costly transport sweeps are needed as a
result. The extra costs stemming from the use of an inefficient CMFD solver in MPACT can be
seen in [6] as well as the results in Chapters 6, 7, and 8. Given its relative size and its role as a
“low-order” accelerator, we expect that fully converging the CMFD problem should constitute no
more than 10% of the overall runtime.
The computational bottleneck in the CMFD component of MPACT is the motivation for the
work in this thesis. Our overarching goal is to develop a method that can efficiently solve multigroup
diffusion and CMFD eigenvalue problems. For MPACT specifically, we wish to spend∼10% or less
of the overall runtime in the CMFD solver, but still produce sufficiently converged CMFD solutions
so that we can achieve the spectral radii predicted by [5] for the outer odCMFD-accelerated transport
scheme. That is, we would like odCMFD-acceleration of transport in MPACT to be both effective
and computationally inexpensive. With the de-facto CMFD solver in MPACT, it is typically
neither. Although the work in this thesis focuses on the implementation of MSED in the MPACT
code, MSED can be used in the same manner for any CMFD or diffusion eigenvalue problem
on a Cartesian grid with a finite-differenced spatial discretization. MSED should also work for
CMFD or diffusion problems with non-Cartesian grids and/or other spatial discretizations, but some
modifications will be needed to the multigrid-in-space component.
Our development of the MSED method for solving multigroup diffusion/CMFD problems was
driven by two primary principles. First, we wanted a method that takes full advantage of the
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specific physics of the CMFD problem. Before the implementation of the work in this thesis,
the default approach for solving the CMFD system in MPACT relied heavily on “black-box”
solvers from external libraries – in particular, MPACT had relied on Krylov solvers from libraries
such as PETSc [7] and Trilinos [8]. These Krylov solvers are convenient because they absolve
developers from the burden of writing their own optimized solver, but this convenience comes at
a price. Krylov solvers are designed for general problems, and, unless a well-designed problem-
dependent preconditioner is provided, they are agnostic to the physics and geometry of the problem.
In applications outside reactor physics with complicated geometries, unstructured grids, and/or
nonlinear phenomena, it is often difficult to develop an efficient solution scheme from the physics of
the problem, and any “black-box” solver that works reasonably well is a welcome sight. However,
the CMFD problem in MPACT is not such a problem. It is defined on a relatively structured
Cartesian grid, and its parameters are constrained by well-understood physical processes. This
makes it possible to analyze the equations in depth and study the convergence of the error modes of
the problem in the context of the physics at hand.
Second, we wanted a method that extends the multilevel approach of CMFD. For many
decades, mathematicians have used a multilevel approach known as multigrid to solve elliptic partial
differential equations (PDEs) with varying scales of physical phenomena [9]. The idea behind these
multilevel approaches is similar in all applications: iteratively solve a system with many unknowns
by leveraging the solution of a smaller approximate system. In CMFD, a smaller 4-dimensional
diffusion system (with correction factors) is leveraged to solve the larger 6-dimensional transport
system. With MSED, we extend this idea further by leveraging smaller, approximate versions of
the diffusion problem. Whereas CMFD leverages smaller diffusion problems to solve the larger
transport problem, MSED leverages systems of equations that are even smaller than the CMFD
diffusion problem to solve the CMFD diffusion problem. An illustration of this multilevel hierarchy
of equations is shown in Figure 1.1, which has been reproduced from [10, 11]. The components
shown in this figure are elucidated later in this thesis.
1.2 A Historical Review of Multigrid Methods for Elliptic
PDEs
The numerical solution of PDEs is of great interest to many different fields of research. Linear PDEs
occur in one of three categories: elliptic, hyperbolic, and parabolic. Typically, elliptic PDEs describe
physical phenomena in which every point in space is relatively tightly coupled, hyperbolic PDEs
describe physical phenomena in which the coupling is mostly constrained to “characteristic” paths
or streamlines, and parabolic PDEs typically describe time-dependent versions of elliptic problems.
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Figure 1.1: A visual of the multilevel hierarchy of equations in CMFD and MSED. The upper (red)
dashed box encloses the equations used in CMFD, while the lower (green) dashed box encloses
the equations used in MSED. The levels in this hierarchy are elucidated later in this thesis, and we
suggest that the reader revisit this figure at those junctures.
This is not a complete description of the different types of PDEs, and the reader may find more
information in textbooks such as [12]. Although the transport equation is formally hyperbolic, the
diffusion equation used to accelerate its convergence is elliptic. Thus, we are primarily concerned
with elliptic PDEs in this thesis.
Devising efficient solution strategies for discretized elliptic PDEs is a challenging task, the
difficulty of which is compounded by the increasingly parallel nature of modern computing archi-
tectures. Because the phenomena described by elliptic PDEs tend to be “global,” one cannot simply
use a “divide-and-conquer” approach. This poses a natural limit on how much one can parallelize
the problem. Every solution point in space has a nontrivial dependence on every other solution
point, and any solver must find a way to propagate information throughout the entire domain. In
an ideal world, one would directly solve the linear systems corresponding to discretized forms
of these elliptic problems, but direct solvers generally scale as O(n3), where n is the number of
unknowns. In most problems of interest, these linear systems are too large to solve directly, and
iterative solvers are used instead. Iterative solvers can typically achieve computational complexities
far better than O(n3) by taking advantage of the sparsity of the problem matrix. Although the matrix
representation of a discretized PDE has O(n2) entries, it is often the case that only O(n) of those
entries are populated [13]. This sparsity is present in the discrete diffusion system used in CMFD.
The simplest iterative approaches are fixed-point smoothers such as Jacobi, Gauss-Seidel (GS),
or successive over-relaxation (SOR). As the term “smoother” suggests, these methods are effective
at “smoothing” the solution, rapidly eliminating high-frequency error modes. Although they are
simple, can be easily implemented (especially in parallel), and eliminate high-frequency (local)
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error modes quickly, they are prohibitively slow at converging the low-frequency (global) error
modes that dominate most elliptic problems [13].
For several decades, mathematicians have primarily overcome this problem by using a multilevel
method known as multigrid [9,14,15]. Because smoothers are well-suited for eliminating the highest
frequency error modes of a spatial grid, one can maximize their utility by applying them to coarser
versions of the original spatial grid. When an error mode from the original fine grid is mapped to a
coarser grid, its frequency is artificially increased. As a result, the error mode can be more readily
eliminated by the application of smoothers. A typical iteration in the multigrid method is referred to
as a “V-cycle”. In a “V-cycle,” one alternates between performing a smoothing step and restricting
the resulting error onto a coarser spatial grid. When a sufficiently coarse spatial grid is reached, the
problem is solved exactly with a direct approach such as LU (or with many iterations of an iterative
approach such as GMRES), and the error corrections are interpolated successively back up to the
finest grid. More complicated cycles such as “W-cycles” or “full V-cycles” also exist; in these, the
order in which the grids are traversed is different [14].
Multigrid methods, when paired with a smoother that efficiently removes high-order error modes,
have nearly optimal convergence rates for elliptic problems because they are able to eliminate both
global and local error modes rapidly [16]. One of the most beneficial properties of multigrid methods
is that the spectral radius of multigrid does not typically grow with the problem size. Because of
this and the fact that each iteration has computational complexity O(n), the multigrid method offers
O(n) convergence in ideal settings. This is in stark contrast to the “black-box” Krylov methods
that many numerical simulation tools rely on today. Unlike multigrid methods, the convergence
rates of Krylov methods typically degrade as the problem size increases. This is because the
condition number of linear systems representing discretized PDEs typically increases with the
problem size, and the convergence rate of Krylov methods degrades as the condition number of the
matrix increases [13].
Today, the primary difficulties of implementing classic multigrid schemes are due to unstructured
grids and parallelism. Unstructured grids are not directly related to the work in the thesis, as the
CMFD problem in MPACT is defined in a nearly-regular Cartesian grid. However, unstructured
grids have motivated the development of a class of multigrid methods known as algebraic multi-
grid [17,18,19,20], which is relevant to the multigrid method used in MSED. Thus far, the multigrid
concepts we have described have been geometric in nature. Algebraic multigrid methods are
attempts to generalize geometric multigrid methods to problems for which it is not easy to redefine
the discretized operator of interest on a coarsened grid. Often, algebraic multigrid relies on heuristic
and empirical algorithms to determine appropriate interpolation and restriction operators. Rather
than attempt to rediscretize the PDE on a coarsened grid, algebraic multigrid uses a triple matrix
product of the restriction operator, the original fine-grid operator, and the interpolation operator
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as its coarse-grid operator. The primary advantages of algebraic multigrid are its robustness and
wide-reaching applicability, but the disadvantages include a possible degradation of the convergence
rate and the memory and computational cost of computing the triple matrix product. Like Krylov
solvers, algebraic multigrid methods can often be used as “black-box” solvers in which the user
does not need to provide the solver anything more than the linear system in the form of a matrix.
(However, the performance of these algebraic multigrid solvers can generally be improved with
some optimization of its parameters to the problem at hand [19].) In general, multigrid methods
are not explicitly geometric or algebraic; they are often a combination of both approaches. For
example, one can define an “algebraic” multigrid method in which all of the parameters (such as the
interpolation and restriction operators) are defined based on knowledge of the geometry. Elements
of both geometric and algebraic multigrid are used in MSED, and more details regarding this matter
are provided later in Chapter 7.
The second difficulty of implementing classical multigrid is parallelism. One of the primary rea-
sons that multigrid is not more widely adopted, especially in the nuclear engineering community, is
that it is not trivial to implement multigrid in a parallel setting. The communication-to-computation
ratio of multigrid may not be optimal for parallel domains, as multigrid inherently requires commu-
nication between distant portions of the grid. Unless the coarsening process is terminated early, one
inevitably reaches a point in which the number of unknowns is comparable to (if not smaller than)
the number of processors used. When this happens, communication between processors becomes
a much larger portion of the execution time; in order to obtain a global solution on the coarsest
grid, one must consider all points of the grid [21, 22, 23]. Various attempts have been made to
optimize multigrid (geometric and algebraic) for highly parallel modern computing architectures,
such as [24, 25, 26, 27]. In MSED, we minimize the communication required by defining the
coarsening such that the restriction and interpolation can be done locally on each processor; this
process is described in detail in [28].
In some sense, these communication costs are unavoidable due to the nature of elliptic problems,
regardless of the solver used, and it is not entirely correct to consider parallelism a weakness of
multigrid. As noted earlier, elliptic problems are problems in which each spatial point is strongly
coupled to nearly every other spatial point. Any solution to the problem must resolve this nontrivial
dependence, and it is impossible to do this without some form of communication between all
portions of the spatial domain. This communication requirement manifests itself in other, less
apparent forms when using non-multigrid solvers. For Krylov methods, we have noted that their
convergence worsens as the problem size grows, due to the growth of the condition number of the
problem matrix. One way to overcome this deficiency in Krylov methods is to use preconditioners
that are “global” in nature, such as Incomplete LU (ILU) (or even multigrid) rather than simpler,
localized preconditioners such as Jacobi or GS. Unfortunately, such preconditioners do not scale
6
well to highly parallelized problems on distributed memory architectures [29], as they are global in
nature and require significant communication. Thus, we encounter the same parallel limitation with
Krylov methods as with multigrid methods.
The use of multigrid methods in the field of reactor physics has been limited, as most reactor
simulation tools in the 1990s or later have opted to use Krylov methods [4, 30, 31, 32]. The
most notable effort to apply multigrid directly to neutron diffusion problems was that of Alcouffe
and Dendy in the 1980s [33, 34, 35]. From a first glance, the neutron diffusion problem appears
similar to Laplace operator problems that served as the primary motivation for the development of
multigrid methods in the applied mathematics community. However, the neutron diffusion problem
adds several unique challenges compared to the standard Poisson equation. First, there is the
presence of heterogeneous diffusion coefficients embedded within the spatial derivatives. In [34],
Alcouffe notes that these diffusion coefficients can be viewed as scalings of the spatial grid. He
uses nonuniform, weighted interpolation operators – a technique normally used for nonuniform
grid sizes – to solve the issues caused by strongly discontinuous diffusion coefficients. Second,
unlike the Laplace problem which is typically described by a single PDE, the neutron diffusion
problem is a weakly-coupled system of G PDEs, where G is the number of energy groups used
to discretize the energy-dependence of the neutrons. (A detailed definition of “weakly-coupled”
can be found in [36]; in short, any multigroup diffusion problem with physical cross sections is
“weakly-coupled.”) In [33], Alcouffe suggests solving these G equations one at a time so that the
multigrid method can be applied in its usual (one-group) form, and using a GS-like iteration scheme
to iterate through the equations many times until convergence. In MSED, a multigroup approach is
used in the restriction, smoothing, and interpolation steps of multigrid so that all of the groups are
solved simultaneously rather than one-at-a-time. More details are provided later in Chapter 7.
1.3 History of Multilevel Techniques in Reactor Physics
Although the use of (spatial) multigrid methods has been limited in reactor physics, the same cannot
be said for general multilevel methods. In this section, we present a summary of such methods.
The earliest multilevel techniques in reactor physics were the Coarse Mesh Rebalance (CMR)
methods, first developed in the 1960s for solving both neutron transport and nodal diffusion
problems [37,38,39]. In CMR, the original fine-grid transport (or diffusion) equations are integrated
in angle and over each coarse spatial cell to obtain a new set of equations. The solutions to these
equations are shape factors used to coarsely scale the original fine-grid solution. Unlike more modern
techniques such as DSA or CMFD, the coarsened equations of CMR do not limit to the diffusion
equation as the grid size goes to zero. CMR can be implemented for general spatial grids relatively
easily, but it has narrow regions of stability [40, 41]. Classical CMR methods are generally unstable
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when the coarse grid is too fine, and too slow when the coarse grid is sufficiently coarse. In recent
years, significant work has been performed by Van Geemert et al. to develop multilevel versions
of CMR: Multilevel CMR (MLCMR) and Multilevel Surface Rebalance (MLSR) [42, 43, 44].
Yamamoto has also developed a Generalized CMR method that combines CMR and CMFD [45].
For problems with the appropriate grid sizes, these multilevel CMR methods can provide significant
acceleration for transport or nodal diffusion problems.
In the 1970s, development began on a new class of multilevel methods known as Diffusion
Synthetic Acceleration (DSA) [2]. In DSA, a diffusion-like error equation (obtained from integrating
the transport error equation over angle) is solved between iterations on the transport problem, and
its solution is used to provide an additive (linear) update to the current estimate of the transport
solution. Although variations of DSA exist, standard DSA typically operates on a single (fine) grid,
and it is more naturally applied to fixed-source problems than eigenvalue problems. Significant
work was performed to apply DSA to various spatial discretizations of the transport problem [46],
to analyze its stability [47, 48], and to develop robust iteration schemes using DSA [49, 50, 51, 52].
Although the standard DSA method is not unconditionally stable, it has a broader stability region
than CMR and can be applied to a larger class of problems.
DSA led to the development of CMFD, which is arguably the most prominent multilevel method
in reactor physics today. The notion of CMFD was first introduced by Smith in 1986 [1].1 CMFD
was developed originally for accelerating the convergence of nodal diffusion methods, but its use
was eventually extended to both deterministic and Monte Carlo transport [3, 55, 56]. Unlike DSA,
CMFD has a multiplicative (nonlinear) update of the transport equation, which makes it sensitive
to the presence of negative fluxes. Moreover, it typically uses a coarsened spatial grid for the low-
order diffusion problem, and it is naturally applied to both fixed-source and eigenvalue problems.
However, like DSA, the standard CMFD method is unstable for sufficiently large spatial cell sizes.
DSA and CMFD are closely related methods, and a detailed comparison of DSA and CMFD can
be found in [57]. There, it is shown that linearizing the CMFD method yields a coarse-mesh form
of DSA.
In recent years, various attempts have been made to stabilize CMFD [58, 59, 60]. The most
fruitful of these was the development of the optimally diffusive CMFD (odCMFD) method, which
provided a simple formulation for an unconditionally stable CMFD scheme with a nearly optimal
spectral radius [5]. This is the CMFD method used by MPACT; more details regarding odCMFD
and its optimization can be found in [5, 61].
Although the standard approach in CMFD is to use two-layered approach in which one acceler-
ates transport on a fine spatial grid with diffusion on a coarsened spatial grid, many attempts were
1 [1] does not formulate the CMFD problem in its current standard formulation. As noted by [53], the first “modern”
formulation of CMFD can be found in [54].
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also made to extend CMFD to a multilevel scheme. In [3], the multigroup diffusion problem in
CMFD is further coarsened into a two-group diffusion problem to reduce the cost of performing
pinwise multigroup CMFD. Similar approaches are taken in [62, 63].
Aside from the two-group systems used in multilevel CMFD techniques, most of the discussion
thus far has focused on spatial coarsening. We now turn our attention to multilevel methods in
which the energy grid is coarsened. One of the most notable early attempts to use multiple grids in
energy is the two-grid method developed by Adams and Morel [64]. In this method, a one-group
diffusion problem is used in a multigrid-like manner to correct errors from the transport problem,
and infinite-medium problems are solved for each material composition to obtain interpolation
operators that rapidly resolve the energy-dependence due to scattering. In recent years, this method
has been applied (with modifications) to the Denovo code [65], and it has inspired the multilevel-
in-energy low order nonlinear diffusion acceleration (LONDA) method developed by Cornejo and
Anistratov [66].
In the radiative transfer community, “grey” (one-group) problems are frequently used to acceler-
ate the convergence of multigroup problems [67, 68, 69, 70, 71]. The primary purpose of the grey
system is to provide a lower-order system in which the volatile material temperatures, opacities,
and thermal emissions can be resolved without the high cost of simultaneously accounting for all of
the multigroup and transport effects. In the reactor physics community, the common view has been
that two groups are necessary to perform meaningful work on light water reactor (LWR) problems.
The reasoning for this is that there are two energy ranges with distinct phenomena – neutrons are
born from fission in the fast energy range, but (in LWRs at least) they can only induce fission in
the thermal energy range. As a result, many people believe that a separation of these two ranges is
necessary to obtain efficient solutions. However, from results in some of the aforementioned works
(CMR, two-grid in energy, LONDA) and in results for MSED, we see that, even in thermal reactor
applications, the use of a grey system is beneficial, and even optimal.
Finally, we make two notes regarding terminology. First, the terms “CMFD problem” and
“diffusion problem” are used almost interchangeably in this thesis. This is because, from our
experience, we have not had any stability issues with MSED resulting from the introduction of
CMFD correction factors, and MSED can be used for either CMFD or diffusion. In this thesis, a
“CMFD problem” is just a diffusion problem whose coefficients (material properties) have been
adjusted by correction factors.
Second, the terms multilevel and multigrid can be somewhat vague or inconsistent in scientific
literature. In this thesis, we define a multilevel method to be any method that solves a “high-order”
problem by leveraging smaller, coarser, or “low-order” versions of that problem. Although many
mathematicians and scientists contributed to the development of the family of multilevel methods,
our view of multilevel methods is most consistent with those of Brandt [72]. In contrast, we use the
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term “multigrid” only to refer to the specific established method in the mathematics community
in which error equation(s) are solved on coarsened version(s) of the original spatial grid. Such
methods are well defined by texts such as [9]. In particular, we consider multigrid methods to be
a subset of multilevel methods, and we consider CMFD and CMR to be multilevel methods that
are not multigrid methods. Although MSED has a multigrid solver embedded in the inner loops
of its iteration scheme, we consider MSED itself to be a general multilevel method and not a pure
multigrid method.
1.4 Comparison of MSED to Historical Methods
The purpose of this section is to place MSED in the context of the methods described in the previous
two sections. Here, we describe the influence of the previous methods on the development of MSED
and the important features that set MSED apart.
A natural view of MSED is that it is an extension of classic geometric multigrid methods to the
energy domain. That is, MSED collapses in both space and energy. A unique challenge posed by
our application is that the diffusion system we wish to solve is an eigenvalue problem rather than
a standard linear system. This necessitates an extra layer of iteration to converge the eigenvalue
and fission source of the system, and an energy-integrated, grey (1-group) diffusion problem is
used to accelerate this iteration. This two-level in energy method was inspired by methods from
thermal radiative transfer, including the well-established grey acceleration scheme in [67] and the
High-Order Low-Order (HOLO) method in [70, 71]. We refer to MSED’s 1-group acceleration
scheme as “grey” acceleration because of these influences, despite the fact that the term grey, which
stems from the field of astrophysics, is not typically used by reactor physicists.
The spatial collapse in MSED differs from standard multigrid linear solvers due to the multigroup
nature of our problem of interest. In MSED, the multigrid linear solver is used on both the grey
and multigroup diffusion systems. On the grey diffusion system, the spatial multigrid used by
MSED is similar to standard multigrid approaches such as [33]. On the multigroup diffusion system,
however, the spatial multigrid used by MSED coarsens, smooths, and interpolates all of the groups
simultaneously. To our knowledge, this approach to spatially coarsening multigroup problems has
not been tried before.
We noted earlier that another way to view MSED is that it is an extension of CMFD, and one
might find it natural to consider MSED a multilevel CMFD technique. It is also possible to view
MSED as an extension or variant of the aforementioned MLCMR and MLSR methods. However,
MSED differs from these methods in several important aspects [10, 11]. First, the CMFD problem
motivating the development of MSED is orders of magnitude larger (in terms of the number of
unknowns and the number of processors used) than any of the applications in the CMFD and CMR
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references from the previous sections. Because of this, the historical methods described in the
previous section do not scale well to our problem of interest. Second, unlike the MLCMR and
MLSR techniques, MSED operates on a diffusion system in which the unknowns representing the
neutron net current have already been eliminated. This simplifies the process of collapsing onto
coarser spatial/energy grids. Third, whereas the multilevel CMFD techniques use flux-weighted
cross sections and low-order “consistency factors” to generate its group-collapsed equations, MSED
uses both flux-weighted cross sections and flux-weighted diffusion coefficients, and does not need
additional “consistency factors.” That is, the collapse in energy in MSED is similar to that of the
MLCMR/MLSR methods, but not multilevel CMFD methods. Finally, the coarsening in space in
MSED differs from both CMFD and CMR. In MSED, the spatial variable is collapsed using a
standard spatial multigrid approach in which coarse-grid equations are error equations rather than
approximations to the original system.
Recent work by Hao et al. has produced a multilevel CMFD method that is more similar to
MSED than previous multilevel CMFD methods [73]. Hao’s work is similar to the work in this
thesis in that a one-group CMFD system instead of a two-group system is used to accelerate the
convergence of a multigroup CMFD problem. However, Hao’s method uses Generalized Minimal
Residual (GMRES) with a novel preconditioner as its linear solver, whereas MSED uses a multigrid
linear solver.
Finally, just as we can view MSED as an extension of classical multigrid (in space) methods
to the energy domain, we can also view MSED as an extension of multilevel-in-energy schemes
to the spatial domain. This is a particularly useful description for comparing the MSED method
to the multilevel LONDA method developed by Cornejo et al. In [66], LONDA is described as
a “nonlinear multigrid” scheme for the energy domain, used to accelerate the convergence of the
transport eigenvalue problem. Although the MSED method presented in this thesis is presented as a
diffusion/CMFD solver rather than a transport acceleration scheme, MSED and Cornejo’s method
traverse between energy grids in exactly the same manner. From the multigroup diffusion equation,
both methods use a straightforward flux-weighted collapse to generate quantities on coarsened
energy grids. This simple collapse, described in Equations 6.3 and 6.8 of Chapter 6 of this thesis,
ensures algebraic consistency between the equations on each energy grid without the need for
additional correction term(s).
Unlike Cornejo’s method, however, the MSED method presented in this thesis only has two
levels in energy and uses a multigrid-in-space linear solver on each level. Regarding the first
difference, we note that the MSED method can easily be extended to more than two energy grids
(full multigroup and grey). This is discussed briefly in Chapter 6, and we expect that, for problems
with a large number of energy groups (e.g., > 100), the use of additional intermediate energy will
provide benefits similar to those seen in Cornejo’s work. Regarding the second difference, [66]
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describes the use of a Gauss-Seidel-like method with a BiCGSTAB linear solver as the “smoother”
on each energy grid. That is, on each of the energy levels except the coarsest (grey) energy grid,
Cornejo’s method sweeps through all of the groups, solving the one-group problem corresponding
to each group using a BiCGSTAB linear solver. Using the same terminology as Cornejo, we
would say that MSED uses multigrid-in-space as its smoother. On the coarsest grid, Cornejo’s
method solves the eigenvalue problem using a Newton scheme described in [74], while MSED
uses Wielandt-shifted power iteration in conjunction with a multigrid linear solver. In short, the
differences between MSED and Cornejo’s method are the number of energy levels and the manner
in which the equations are smoothed/solved on each level.
1.5 Outline
The remaining chapters of this thesis are organized as follows.
In Chapter 2, the theory and background are provided for CMFD and the linear solvers used in
this thesis. Starting from the continuous neutron transport eigenvalue problem, various approxima-
tions are applied to obtain a formulation for our problem of interest: the multigroup diffusion/CMFD
eigenvalue problem. The pertinent numerical methods used in solving multigroup diffusion eigen-
value problems (including smoothers, linear solvers, and eigenvalue iteration schemes) are described
to the extent required to understand the work in this thesis. No new theory is developed in this
chapter.
Chapter 3 describes the details of the two codes in which MSED is implemented. The first is
a 1-D multigroup diffusion code developed for rapid prototyping and testing of ideas for MSED.
The second is the well-established 3-D MPACT code. The available solver options in each code
are summarized. Descriptions of several problems of interest, which will be reused throughout this
thesis work to test MSED, are provided in Appendix C.
Power iteration (PI) is a standard method for solving eigenvalue problems, and it is MPACT’s
default approach for solving multigroup diffusion eigenvalue problems. Chapter 4 describes initial
efforts to reduce the cost of PI via novel space-dependent Wielandt shift (SDWS) techniques. The
Fourier analysis that motivated the development of these WS techniques is shown, and results are
presented for both a 1-D diffusion code and for MPACT. Our work with WS techniques ultimately
fell short of our goals, as our SDWS techniques had limited benefits for the CMFD solver in
MPACT. Nonetheless, this work provided valuable insight to the tradeoff between the condition
number of the problem matrix and the spectral radius of PI when a WS is applied.
The limitations of the work described in Chapter 4 necessitated the development of the MSED
method. MSED is the focus of this thesis, and a topical overview of the method is provided in
Chapter 5. MSED can be viewed as a combination of multilevel-in-energy with multigrid-in-space,
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and we describe these two components separately in consecutive chapters. In Chapter 6, we describe
MSED’s multilevel-in-energy approach, which centers on the use of a grey diffusion equation. In
Chapter 7, the addition of the multigrid-in-space component to MSED is described. The relative
improvement provided by each component is verified via Fourier analyses, results from a 1D
diffusion code, and selected 2D and 3D results from the MPACT code. For 3-D, full-core problems,
the introduction of the grey diffusion equation provides a ∼4-6x speedup over the default approach
in MPACT, while the introduction of the multigrid-in-space solver provides an additional ∼2x
speedup, leading to an overall speedup of ∼8-12x. (These speedups refer to the CMFD solver, not
the overall MPACT code.)
In Chapter 8, additional results from MPACT are presented to verify that MSED remains
efficient for a variety of different problem types. Chapter 8 includes a discussion of these results as
well as a summary of the overall performance of MSED. Finally, potential avenues of future work
are described in Chapter 9, and a final summary of the entire thesis is provided in Chapter 10.
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CHAPTER 2
Background
In this chapter, the theoretical and practical background needed to understand the work in this thesis
is presented. No new theory is presented in this chapter. Section 2.1 begins with the continuous
neutron transport eigenvalue problem and describes the approximations and discretizations used to
arrive at the multigroup neutron diffusion and CMFD eigenvalue problems that MSED is designed
to solve. Section 2.2 introduces three categories of iterative linear solvers – smoothers, Krylov
methods, and multigrid – and discusses the importance of condition numbers and preconditioning.
Finally, section 2.3 introduces the generalized eigenvalue problem and describes the methods used
in this thesis for solving it (namely, power iteration and Generalized Davidson).
2.1 Neutron Transport and Diffusion
2.1.1 Neutron Transport Equation
In its exact, continuous form, the neutron transport eigenvalue equation is given by
[
Ωˆ · ∇+ Σt(r, E)
]
ψ(r, E, Ωˆ) =
1
k
χ(r, E)
4pi
∫ ∞
0
νΣf (r, E
′)φ(r, E ′)dE ′
+
∫
4pi
∫ ∞
0
Σs(r, E
′ → E, Ωˆ′ · Ωˆ)ψ(r, E ′, Ωˆ′)dE ′dΩˆ′ . (2.1)
Here, the independent variables are r, Ωˆ, and E; r is the spatial variable, Ωˆ is a unit vector
corresponding to a direction of travel, and E is the neutron energy. ψ is the space-, direction-,
and energy-dependent angular neutron flux, and φ is the space- and energy-dependent scalar flux,
defined by
φ(r, E) ≡
∫
4pi
ψ(r, E, Ωˆ)dΩˆ . (2.2)
χ(r, E) describes the energy-spectrum of neutrons generated by fission, Σt(r, E) is the total
cross section, νΣf (r, E) is the neutron multiplicity multiplied by the fission cross section, and
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Σs(r, E
′ → E, Ωˆ′ · Ωˆ) is the double-differential scattering cross section, which represents the rate
at which neutrons scatter from dE ′dΩˆ′ to dEdΩˆ [75, 76, 77].
In this thesis, we focus on solving the eigenvalue problem rather than the transient problem.
Thus, in lieu of a time variable, we have the effective neutron multiplication factor, k, which is used
to scale the fission source and artificially create a “steady-state” problem. Moreover, we define
λ ≡ 1
k
. (2.3)
Both λ and k can be considered “eigenvalues” in this eigenvalue problem – it simply depends on
what one considers to be the operator in this problem. The operator for which λ is the eigenvalue
is the inverse of the operator for which k is the eigenvalue. In this document, we generally use
λ instead of k for mathematical convenience, and, unless otherwise stated, the term “eigenvalue”
refers to λ, not k. As with all eigenvalue problems, there are multiple solutions; each solution has its
own eigenvalue (though there may be repeated eigenvalues) and a corresponding set of eigenvectors.
In our research, the only solution of interest is the solution with the smallest value of λ (largest
value of k). It is the only solution for which the eigenvector (scalar flux) can be strictly nonnegative,
and, consequently, it is the only physical solution. We note that this eigenvector of interest is only
unique up to a multiplicative constant (i.e., a normalization factor).
Equation (2.1) is a frequently-used equation in reactor analysis, and its solution has many
practical applications. Even without time-dependence, Equation (2.1) is a 6-dimensional equation
that requires extensive computational resources to solve, and the development of techniques to
accelerate the computation of its solution constitutes a vast field of research. The following
subsection describes approximations and discretizations that enable deterministic codes to compute
a numerical solution to Equation (2.1).
2.1.2 Approximations and Discretizations
2.1.2.1 Multigroup
The multigroup approximation is a common technique for discretizing the energy variable [77, 78].
In the multigroup approximation, the interval representing the range of physically allowable energies,
0 ≤ E ≤ Emax, is separated intoG groups, or subintervals. In this document, we use the convention
that energy group g is defined by the interval Eg < E < Eg−1. Thus, E0 = Emax and EG = 0.
The scalar and angular fluxes are divided into G components, each of which represents the
continuous version of the flux integrated over a particular energy group:
ψg(r, Ωˆ) =
∫ Eg−1
Eg
ψ(r, E, Ωˆ)dE , (2.4)
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φg(r) =
∫ Eg−1
Eg
φ(r, E)dE . (2.5)
Continuous-in-energy cross sections and material properties are replaced with average or flux-
averaged quantities in each group. For example, the true total cross section in group g is defined
as
Σt,g(r) ≡
Eg−1∫
Eg
Σt(r, E)φ(r, E)dE
Eg−1∫
Eg
φ(r, E)dE
. (2.6)
The multigroup form of Equation (2.1), obtained by integration over each group’s energy bounds,
is a coupled set of G equations given by
[
Ωˆ · ∇+ Σt,g(r)
]
ψg(r, Ωˆ) =
G∑
g′=1
∫
4pi
Σs,g′→g(r, Ωˆ′ · Ωˆ)ψg′(r, Ωˆ′)dΩˆ′ + λχg(r)
4pi
G∑
g′=1
νΣf,g′(r)φg′(r) . (2.7)
In practice, the multigroup cross sections are approximate; they depend on the continuous energy
spectrum of the scalar flux, which is not known unless one has already solved Equation (2.1). Thus,
Equation (2.7) produces approximate solutions whose accuracy depends on the group structure and
the accuracy of the multigroup cross sections used.
2.1.2.2 Scattering Moments
The neutron scattering cross section is often written as an expansion in the Legendre polynomials [75,
77]:
Σs,g′→g(r, Ωˆ′ · Ωˆ) =
∞∑
n=0
2n+ 1
4pi
Pn(Ωˆ
′ · Ωˆ)Σsn,g′→g(r) . (2.8)
Here, Pn is the n-th Legendre polynomial, and
Σsn,g′→g(r) ≡
∫
4pi
Pn(Ωˆ
′ · Ωˆ)Σs,g′→g(r, Ωˆ′ · Ωˆ)dΩˆ′ . (2.9)
Making this substitution in Equation (2.7) yields:
[
Ωˆ · ∇+ Σt,g(r)
]
ψg(r, Ωˆ) = λ
χg(r)
4pi
G∑
g′=1
νΣf,g′(r)φg′(r)
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+
G∑
g′=1
∞∑
n=0
2n+ 1
4pi
Σsn,g′→g(r)
[∫
4pi
Pn(Ωˆ
′ · Ωˆ)ψg′(r, Ωˆ′)dΩˆ′
]
. (2.10)
In MPACT, it is common to assume an isotropic scattering cross section, which means that all but
the zeroth scattering moment are neglected. The resulting transport equation is much easier to solve
computationally and is given by
[
Ωˆ · ∇+ Σt,g(r)
]
ψg(r, Ωˆ) =
1
4pi
G∑
g′=1
Σs0,g′→g(r)φg′(r) + λ
χg(r)
4pi
G∑
g′=1
νΣf,g′(r)φg′(r) . (2.11)
To offset losses in accuracy, a technique known as Transport-Corrected P0 (TCP0) is used. With
TCP0, the scattering cross section matrix and the total cross section are artificially altered to improve
the accuracy of the solution. TCP0 improves the accuracy of reactor physics simulations without the
extra cost of using higher Legendre scattering moments. However, it may result in negative cross
sections and cause convergence problems for the transport solver. More details about TCP0 and its
use in MPACT can be found in [79, 80]. In this thesis, all problems in MPACT are run with TCP0
unless otherwise stated.
2.1.2.3 Discrete Ordinates
To discretize the angular variable in MPACT, the discrete ordinates method, or SN , is used [76, 77].
In SN , numerical solutions are computed for the a set of N representative directions of travel, {Ωˆn},
determined by a quadrature approximation. Each direction Ωˆn has a corresponding weight wn that
can be used for an approximate integration over the angular variable as follows:
∫
4pi
f(Ωˆ)dΩˆ =
N∑
n=1
wnf(Ωˆn) . (2.12)
For example, in SN , the scalar flux is given by
φg(r) =
N∑
n=1
wnψg,n(r) . (2.13)
The SN form of Equation (2.11) can now be written as[
Ωˆn · ∇+ Σt,g(r)
]
ψg,n(r) =
1
4pi
qg(r) , (2.14)
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where, for simplicity, we have defined:
qg(r) ≡
G∑
g′=1
Σs0,g′→g(r)φg′(r) + λ
χg(r)
4pi
G∑
g′=1
νΣf,g′(r)φg′(r) . (2.15)
2.1.2.4 Method of Characteristics
The method of characteristics (MOC) is a discretization technique for hyperbolic PDEs in which
one solves the PDE along characteristic paths. For the transport equation, these characteristics
are straight lines that coincide with the directions given by the quadrature set. In a 2-D problem,
each direction in the quadrature set has a corresponding set of characteristics covering the entire
domain. These characteristics are separated uniformly by a distance known as the ray spacing. For
a characteristic parameterized as r(0) + sΩˆn using an arbitrary reference point r(0) and a distance
variable s, the transport PDE can be formulated as an ordinary differential equation:[
d
ds
+ Σt,g(r
(0) + sΩˆn)
]
ψg,n(r
(0) + sΩˆn) =
1
4pi
qg(r
(0) + sΩˆn) . (2.16)
For a fixed qg, this equation can be solved exactly by using an integrating factor. In MPACT, the
domain is divided up into spatial cells, and Σt and qg are assumed to be constant in each spatial cell.
The characteristics are defined such that each spatial cell has a sufficient number of characteristics
intersecting it in each direction of the quadrature set. Transport sweeps are performed by moving
along each characteristic, with qg defined from the previous estimate of ψg,n. Once all of the
characteristics have been traversed, qg is updated for each spatial cell, and the process is repeated.
This process is known as source iteration, and it is the most common method for solving transport
problems. More details can be found in [4, 53].
2.1.3 Neutron Diffusion Equation
The multigroup neutron diffusion eigenvalue problem is given by
[−∇ ·Dg(r)∇+ Σt,g(r)]φg(r)−
G∑
g′=1
Σs0,g′→g(r)φg′(r) = λχg(r)
G∑
g′=1
νΣf,g′(r)φg′(r) . (2.17)
This equation is obtained by integrating Equation (2.10) over all directions of travel and then
applying Fick’s Law:
Jg(r) ≡
∫
4pi
Ωˆψg(r, Ωˆ)dΩˆ ≈ −Dg(r)∇φg(r) . (2.18)
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Here, the Dg(r) are diffusion coefficients and are often approximated as either 1/Σt or 1/Σtr,
where Σtr is the “transport cross-section.” In problems with TCP0, the transport cross-section is
typically the transport-corrected total cross section.
Fick’s Law is a reasonable approximation for many reactor problems, but may be inaccurate
near problem boundaries, near material boundaries, and in regions with strongly absorbing material
and/or highly anisotropic scattering [75, 77]. In particular, the diffusion equation often adequately
captures the overall flux shape and energy spectrum, but it provides no information regarding the
angular distribution of the neutrons and may not capture the finer details of the spatial distribution
(e.g., the spatial distribution of φ within a pin cell). Nonetheless, acceleration methods such as
CMFD (described in the next subsection) often leverage diffusion-like equations to converge the
eigenvalue, the energy-dependence, and the low spatial frequency components of the flux, leaving
only the angular-dependence and finer spatial dependencies as work for the transport sweeper.
Such methods work well because the slowest converging error mode in source iteration has a weak
angular dependence and varies slowly in space [52].
A centered, second-order, finite-difference spatial discretization of Equation (2.17) on a 3-D
Cartesian grid is given by
−Di+ 1
2
,j,k,g
φi+1,j,k,g − φi,j,k,g
∆xi+ 1
2
∆xi
+Di− 1
2
,j,k,g
φi,j,k,g − φi−1,j,k,g
∆xi− 1
2
∆xi
−Di,j+ 1
2
,k,g
φi,j+1,k,g − φi,j,k,g
∆yj+ 1
2
∆yj
+Di,j− 1
2
,k,g
φi,j,k,g − φi,j−1,k,g
∆yj− 1
2
∆yj
−Di,j,k+ 1
2
,g
φi,j,k+1,g − φi,j,k,g
∆zk+ 1
2
∆zk
+Di,j,k− 1
2
,g
φi,j,k,g − φi,j,k−1,g
∆zk− 1
2
∆zk
+ Σt,i,j,k,gφi,j,k,g −
G∑
g′=1
Σs0,i,j,k,g′→gφi,j,k,g′ = λχi,j,k,g
G∑
g′=1
νΣf,i,j,k,g′φi,j,k,g′ . (2.19)
Here, the diffusion coefficients D are face-averaged quantities, ∆xi is the width of spatial cells in
the i-th grid width in the x direction, and
∆xi+ 1
2
≡ 1
2
[∆xi+1 + ∆xi] . (2.20)
∆y and ∆z are defined in a similar manner.
In matrix notation, Equation (2.19) can written as
Mφ = λFφ . (2.21)
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Here, φ is the multigroup scalar flux vector1, and M and F are the matrices representing the left
and right sides of Equation (2.19), respectively.
2.1.4 Coarse Mesh Finite Difference (CMFD)
Coarse Mesh Finite Difference (CMFD) is a widely-used acceleration technique for transport
problems. In CMFD, an iterative solution technique for the transport problem is accelerated by
solving an approximate diffusion system between iterations. The CMFD equation is a modified
version of Equation (2.19), obtained by adding a correction factor to each surface of the spatial cell
as follows [54]:
Di+ 1
2
,j,k,g
φi+1,j,k,g − φi,j,k,g
∆xi+ 1
2
∆xi
+ Dˆi+ 1
2
,j,k,g (φi+1,j,k,g + φi,j,k,g) + . . .
+ Σt,i,j,k,gφi,j,k,g −
G∑
g′=1
Σs0,i,j,k,g′→gφi,j,k,g′ = λχi,j,k,g
G∑
g′=1
νΣf,i,j,k,g′φi,j,k,g′ . (2.22)
For brevity, we have omitted the terms corresponding to five of the six surfaces. Here, the Dˆ
are CMFD correction factors, which are redefined after each transport sweep so that the CMFD
eigenvalue problem is consistent with the transport eigenvalue problem. Between transport sweeps
(source iterations), Dˆ is updated from the current estimate of the angular neutron flux from the
transport problem, the CMFD eigenvalue problem is solved to generate new estimates of the scalar
flux and eigenvalue, and the spatial shape of the angular flux is updated to be consistent with that of
the CMFD scalar flux. Algorithm 1 briefly describes the CMFD acceleration scheme.
Algorithm 1: CMFD Acceleration
1. Compute Dˆ using the current estimate of the angular flux in the transport system.
2. Solve the CMFD eigenvalue problem to obtain the scalar flux on the CMFD spatial grid
and the eigenvalue.
3. Scale the angular flux in the transport problem using the new scalar flux from the CMFD
problem. Also, use the CMFD scalar flux to generate a new fine-grid fission source.
4. Perform an iteration on the transport problem (i.e., a transport sweep). During this sweep,
the fission source and eigenvalue are fixed.
5. Repeat steps 1-4 until convergence.
1The scalar form of the scalar flux (φg) is typeset without bolding, while its vector form is bolded (φ).
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It is often the case that the CMFD problem is defined on a coarser (and more structured) grid
than the original fine grid problem. In MPACT, each spatial cell in CMFD corresponds to a single
pin cell, while the fine (transport) grid divides each pin cell into O(100) smaller cells [4].
Equation 2.22, with or without the presence of CMFD correction factors, is the problem for
which MSED has been developed. As mentioned earlier, the two problems are treated in the
same manner by MSED. This is possible because, in each of the G multigroup equations in
Equation (2.19), there are enough degrees of freedom between the Dg and Σt,g to “absorb” the
application of the CMFD correction factors Dˆg. That is, it is possible to redefine the Dg and Σt,g
such that it is equivalent to Equation (2.22). Thus, both Equation (2.19) and Equation (2.22) have
the same coefficient structure, despite the presence of the correction factors in Equation (2.22).
If Dˆg is sufficiently large, it is possible that negative fluxes may appear in the solution to the
CMFD system. MSED may not converge in this case, but negative scalar fluxes would cause
the CMFD acceleration of transport to fail, regardless of the solver used for the CMFD system.
Nonetheless, in our work, we have encountered no issues stemming from large Dˆg.
The work in this thesis focuses a specific type of spatial mesh and a specific spatial discretization
(given by Equation (2.19)). However, these are common choices for the mesh and spatial discretiza-
tion of diffusion and CMFD problems due to the regular lattice structure of LWRs. Moreover,
much of the theory presented can be generalized to other spatial discretizations and geometries.
For example, the multilevel-in-energy component of MSED, described in Chapter 7 can be applied
without modification to any multigroup diffusion or CMFD eigenvalue problem, regardless of the
geometry or spatial treatment.
2.2 Iterative Linear Solvers
The goal of a linear solver is to solve for x in the linear system
Ax = b . (2.23)
Here, x, b ∈ Rn, A ∈ Rn×n, and b and A are defined by the problem of interest. For the problems
we are primarily interested in, solving linear systems directly is prohibitively costly in terms
of computational time and memory. One reason for this is that, although A may be sparsely
populated (number of nonzeros is O(n), where n is again the number of unknowns), its inverse A−1
and“lower-upper” (LU) factorizations are generally dense, and solving the system directly is still
an O(n3) process for all but the simplest problems [81]. Because of this, iterative linear solvers
are needed. For sparse linear systems in particular, these iterative solvers take advantage of the
fact that multiplication of a sparse matrix with a vector is an operation with complexity O(n). In
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this section, we provide background on three types of iterative linear solvers: fixed-point iteration
schemes (smoothers), multigrid, and Krylov methods.
2.2.1 Fixed-point Iteration Schemes (Smoothers)
For a linear system Ax = b, we consider fixed-point iteration schemes of the form
ALx
(l+1) = b− ARx(l) . (2.24)
Here, AL and AR are matrices chosen such that A = AL + AR. The convergence properties of
such a scheme can be determined from the eigenvalues of A−1L AR. The magnitude of the largest
eigenvalue determines its asymptotic convergence rate (also known as the spectral radius). If
any of the eigenvalues of A−1L AR has a magnitude greater than or equal to 1, the method does
not generally converge. Many fixed-point schemes have the property that the magnitudes of the
eigenvalues corresponding to low-frequency error modes are close to 1, while those corresponding
to high-frequency error modes are much less than 1. That is, these fixed-point schemes typically
converge high-frequency error modes rapidly, but they are ineffective at removing low-frequency
error modes. Such schemes are referred to as smoothers.
The Jacobi method is one of the simplest and most well-known smoothers. It defines AL as the
diagonal of the matrix A, and it is unconditionally convergent for diagonally dominant systems
(systems in which the magnitude of the diagonal entry is greater than the sum of the magnitudes of
the off-diagonal entries for each row). Jacobi converges in 1 iteration for diagonal matrices.
Gauss-Seidel (GS) smoother is an extension of Jacobi that defines AL as the lower triangular
portion of the matrix A (including the diagonal). Because AL is lower triangular for GS, inverting
it is only an O(n2) process (whereas inversion of an arbitrarily filled matrix is generally O(n3)).
The stability criteria for the GS is more complex than that of the Jacobi method. GS converges in 1
iteration for cases in which A is lower-triangular (i.e., when A = AL). For diagonally dominant
systems, GS is also unconditionally convergent, and its spectral radius is bounded above by the
spectral radius for Jacobi. More details regarding the convergence of GS can be found in [82]. In
most of the systems of interest in this thesis, GS has a smaller spectral radius than Jacobi. However,
each entry of x(l+1) in Equation (2.24) can be computed independently of the other rows for the
Jacobi method, making Jacobi more readily parallelizable than GS.
A third approach to smoothing is SOR. For a given smoother in the form of Equation (2.24),
SOR is a relaxation mechanism defined by
x(l+1) = (1− ω)x(l) + ωx(l+ 12 )
= (1− ω)x(l) + ωA−1L
[
b− ARx(l)
]
.
(2.25)
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Typically, SOR is applied to either GS or Jacobi. When ω = 1, Equation (2.25) is the same as
Equation (2.24). Choosing ω < 1 results in under-relaxation, which can help stabilize a divergent
smoother. Choosing ω > 1 results in over-relaxation, which can accelerate slowly-converging
smoothers in certain situations. However, finding a choice of ω with tangible improvements to the
convergence properties is challenging and only practical for select model problems [83, 84]. We do
not use under-relaxation or over-relaxation in the work in this thesis.
There are two commonly-used variants of the aforementioned smoothers that are of particular
interest to the work in this thesis. First, one can choose to perform GS or SOR with a “red-black
ordering,” resulting in a smoother referred to as either red-black GS, red-black Jacobi, or red-black
SOR. The motivation for red-black ordering stems from the structure of Equation (2.19). In
Equation (2.19), the solution estimate at iteration (l + 1) at cell i, j, k only depends on the solution
estimates of its six immediate neighbors at iteration (l). If we color all of the cells in the domain in
a checkerboard-like manner, then, in a GS smoothing step, the red cells only need data from the
black cells, and vice versa. Since there is no dependence between any of the red cells, all of the red
cells can be updated in parallel at once. Then, all of the black cells can be updated in parallel from
the information in the updated red cells. Thus, red-black GS is a highly parallelizable smoothing
algorithm; at any given step, half of the cells can be updated simultaneously. Generally, one obtains
a convergence rate similar to that of GS while retaining most of the parallelizability of Jacobi. The
primary downside to red-black ordering is that its performance may be hindered by cache misses in
larger problems [85].
A second way to modify the standard smoothers is to apply them in a block-like manner. For
example, if a matrix A can be separated into blocks Bij ,
A =

B11 B12 . . . B1m
B21 B22 . . . B2m
...
... . . .
...
Bm1 Bm2 . . . Bmm
 , (2.26)
then we can define a block Jacobi method in which AL is the block diagonal of A:
AL,block Jacobi ≡

B11
B22
. . .
Bmm
 . (2.27)
Computing the inverse of AL in this case would require one to invert each block matrix. Often, these
block inverses are computed approximately. For multigroup diffusion or CMFD equations, one can
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organize the blocks such that each block corresponds to the set of G equations for a single spatial
cell; such an approach is useful if these blocks can be inverted or solved in an efficient manner. The
same approach is used to obtain block-versions of GS and SOR [13].
More details regarding smoothers and their convergence properties can be found in any numerical
linear algebra textbook such as [13].
2.2.2 Krylov Methods
For a matrix A and a seed vector r(0), its m-dimensional Krylov subspace is defined as
Km(A, r(0)) ≡ span{r(0), Ar(0), A2r(0), . . . , Am−1r(0)} . (2.28)
Krylov methods are a class of iterative solvers that make use of these Krylov subspaces. In
particular, these subspaces are often generated by defining r(0) as the initial residual of the system
(i.e., r(0) = b− Ax(0)) [13].
The most discussed Krylov method in this thesis is GMRES. At each iteration l, GMRES seeks
a solution estimate whose corresponding residual is orthogonal to AKl(A, r(0)). By satisfying this
condition, the solution estimate produced at iteration l is the one with the minimal residual norm
over all vectors from the affine subspace x0 +Kl(A, r(0)). One particularly desirable property of
GMRES is that it is guaranteed to produce the exact solution in n or fewer iterations, where n is the
size of the problem [13]. (This is because, after n iterations, we have AKn = Rn.)
Because GMRES requires the explicit construction of the Krylov subspace Km, its memory cost
can be high. Moreover, because GMRES must orthogonalize against a growing Krylov subspace,
the cost of a GMRES iteration grows as O(l2n) where l is the iteration number and n is the number
of nonzeros in A. To mitigate these costs, GMRES is often “restarted” after a predefined number of
iterations, referred to as the restart length. At each restart, the Krylov subspace is cleared and a new
Krylov subspace is seeded with the current residual vector. Restarted GMRES is not guaranteed to
converge since the full Krylov subspace is no longer explicitly constructed. A tradeoff occurs in the
restart length – smaller restart lengths result in a lower memory and computational burdens, but
they reduce the probability of convergence [13].
A popular alternative to GMRES is the Biconjugate Gradient Stabilized (BiCGSTAB)
method [13]. As its name suggests, BiCGSTAB is a stabilized version of BiCG, which is an
extension of the conjugate gradient (CG) method to non-symmetric problems. Unlike GMRES,
BiCGSTAB does not construct the full Krylov subspace. Estimates are computed via a three-term
recurrence relation (x(l+1) only depends on information from iterations (l) and (l − 1)), and stor-
age of earlier residuals or solution vectors is not needed. However, as with restarted GMRES,
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BiCGSTAB does not always converge. Moreover, BiCGSTAB requires two matrix multiplications
per iteration, whereas GMRES only needs one.
More details regarding GMRES and BiCGSTAB, their variants, and their convergence properties
can be found in [13].
2.2.3 Multigrid
We have already discussed the history of multigrid methods in Chapter 1. In this subsection, we
provide a mathematical formulation of the core multigrid concepts.
First, we remind the reader of the standard multigrid procedure. The motivation for multigrid
is that smoothers such as GS or Jacobi rapidly converge high-frequency error modes, but not
low-frequency error modes. In multigrid, residual errors from the original fine grid are “restricted”
to coarser grids to artificially increase its component frequencies. Smoothing on this coarser grid
allows for the rapid convergence of the error modes that appear as high-frequency modes on the
coarse grid but not the fine grid. This iteration between smoothing and restriction occurs until a
sufficiently coarse grid is reached. At that grid, the problem is solved as exactly as possible (either
with a direct solver or many iterations of an iterative solver), eliminating all remaining error modes.
The results are then interpolated back up to the fine grid to correct the estimate of the solution [9,15].
We now introduce some notation for a multigrid method used to solve the linear system Ax = b:
• q is the V-cycle index (number of V-cycles that have been run).
• x(q) is the estimate of x after q V-cycles.
• x(q+
1
2
) is the estimate of x after q V-cycles and smoothing in the (q + 1)-th V-cycle.
• p is the variable used for the grid index. p = 0 is the coarsest grid and higher values of p
correspond to finer grids.2
• P is the number of grids (multigrid levels). The original, finest grid is indexed by p = P − 1.
• A(p) is the grid-p formulation of the fine-grid matrix operator A. If P is the total number of
grids, then A = A(P−1).
• I(p2)(p1) is the interpolation/restriction matrix that maps quantities on grid p1 to quantities on grid
p2 (interpolation if p2 > p1, restriction if p1 > p2).
• r
(q+ 1
2
)
(p) is the residual after the smoothing step on grid p in the q-th V-cycle.
2This is the opposite of the convention used in [10], but is consistent with the notation in the PETSc library [7].
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• r(q)(p) = I
(p)
(p+1)r
(q+ 1
2
)
(p+1) is the source vector in the q-th V-cycle for the error equation on grid p,
obtained by coarsening the residual r
(q+ 1
2
)
(p+1) from the previous, finer grid.
• ε
(q+ 1
2
)
(p) is the estimate to the solution of the error equation on grid p after smoothing. On grid
p = 0 (the coarsest grid), this should be the exact solution or close to the exact solution of the
error equation.
• ε(q+1)(p) is the estimate to the solution of the error equation on grid p after correcting with an
interpolated error from grid p − 1. When p = P − 1, this error estimate is used to correct
x(q+
1
2
).
Using the above notation, a typical V-cycle in multigrid is described in Algorithm 2. A visual
of the algorithm is provided in Figure 2.1, which has been reproduced from [86]. In this diagram,
smoothing is performed during both the restriction steps (left half of the V) and interpolation steps
(right half of the V). However, in practice, smoothing during interpolation is often skipped. For
simplicity, Algorithm 2 and the above notation assume no smoothing in the interpolation steps.
Figure 2.1: An illustration of a typical multigrid V-cycle [86]. We note that prolongation and
interpolation are synonymous in multigrid terminology.
Though Algorithm 2 describes the typical process of a multigrid V-cycle, it has not defined
several important aspects: how to choose a coarse grid, how to define the interpolation/restriction
operators I(p)(p±1), and how to define the coarse grid operators A(p). The optimal choices for these
parameters depends on the geometry and physics of the problem of interest.
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Algorithm 2: V-cycle for solving the fixed-source diffusion problem Ax = b.
Input: x(q)
Result: x(q+1)
1. Perform one smoothing step on the original fine grid (p = P − 1) to obtain x(q+ 12 ).
2. Compute the residual on the original grid:
r
(q+ 1
2
)
(P−1) ≡ b− Ax(q+
1
2
) . (Alg2.1)
3. Traverse down the V-cycle. That is, for p = P − 2, . . . , 1:
(a) Restrict the residual from grid p+ 1 to grid p:
r
(q)
(p) = I
(p)
(p+1)r
(q+ 1
2
)
(p+1) . (Alg2.2)
(b) Perform a smoothing step on the grid p error equation,
A(p)ε(p) = r
(q)
(p) , (Alg2.3)
to obtain ε
(q+ 1
2
)
(p) , an uncorrected estimate of ε(p).
(c) Compute the residual of the grid p error equation:
r
(q+ 1
2
)
(p) ≡ r(q)(p) − Aε
(q+ 1
2
)
(p) . (Alg2.4)
4. Restrict the residual from grid p = 1 to the final grid, p = 0. Solve the error equation
exactly on this grid to obtain ε(q+1)(0) .
5. Traverse up the V-cycle. That is, for p = 1, . . . , P − 2, interpolate the estimate of the error
from grid p− 1 to grid p. Use this result to update the error estimate on grid p and obtain
ε
(q+1)
(p) :
ε
(q+1)
(p) = ε
(q+ 1
2
)
(p) + I
(p)
(p−1)ε
(q+1)
(p−1) . (Alg2.5)
6. Interpolate ε(q+1)(P−2) to the original grid, and update x
(q+ 1
2
):
x(q+1) = x(q+
1
2
) + I
(P−1)
(P−2)ε
(q+1)
(P−2) . (Alg2.6)
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Typical choices for the aforementioned parameters are described as follows [9]. The “textbook”
geometric multigrid approach for Laplace-like problems (i.e., problems whose form is similar to
4f = u) on uniform grids is to choose a coarse grid by removing every other spatial index in each
direction. An example of this for a uniform array of grid points in 2-D is shown in Figure 2.2.
For points on the fine-grid that correspond to points on the coarse-grid, interpolation is typically
performed by injection. (With injection, one simply uses the value of the corresponding coarse-grid
point.) For points on the fine-grid that do not correspond to points on the coarse-grid, linear
interpolation is performed using the nearest coarse-grid points. The restriction operator is typically
chosen as the transpose of the interpolation operator:
I
(p)
(p+1) ≡
[
I
(p+1)
(p)
]T
. (2.29)
This relation between the interpolation and restriction operators leads to several desirable properties
for the multigrid operator, which are discussed in [9] and [15]. Finally, on problems for which
spatial discretization is straightforward, A(p) is defined by simply rediscretizing the problem on the
coarse grid p.
Figure 2.2: A sample coarsening for a uniform 2-D Cartesian grid. Dots correspond to points on
the fine grid while circles correspond to coarse-grid points. Here, the set of coarse-grid points is a
subset of the original fine-grid.
In the case of nonuniform grids, linear interpolation can still be performed using the nearest
coarse-grid points, resulting in nonuniform interpolation weights in I(p+1)(p) . Restriction can still be
defined as the transpose of interpolation. As noted earlier in Chapter 1, Alcouffe showed that it was
possible to deal with heterogeneous diffusion coefficients by treating them as effective scalings of
the spatial cell widths [34]. We have not found this to be necessary for the problems in MPACT,
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but we recommend that anybody who tries to use MSED on problems with strongly discontinuous
diffusion coefficients consider the work by Alcouffe in [34].
Lastly, we discuss the notion of algebraic multigrid in the context of the formulations in this
section. One of the defining features of algebraic multigrid is the definition of the coarse-grid
operator via a triple matrix product:
A(p) = I
(p)
(p+1)A(p+1)I
(p+1)
(p) . (2.30)
This is often referred to as the Galerkin process or the Galerkin triple product, and multigrid
methods that use Equation (2.30) are said to be of the Galerkin type [17]. When the coarse-grid
operators are defined using Equation (2.30), knowledge of a physical grid is not necessary. With
Equations 2.29 and 2.30, the only component needed for Algorithm 2 to work is the definition of
the interpolation operators I(p+1)(p) . In algebraic multigrid libraries, it is possible to construct these
operators solely from the entries of the matrix A, but some geometric input is often used to improve
the convergence rate.
In general, multigrid methods should be as geometric in nature as possible, as these methods
have reduced costs and better convergence rates. However, algebraic multigrid concepts provide
robustness and allow for the extension of multigrid methods beyond the “textbook” cases. In MSED,
a combination of both geometric and algebraic multigrid is used. The Galerkin triple product
is used to define coarse-grid operators, allowing us to easily handle cases in which pin cells are
misaligned, but the interpolation and restriction operators used are determined entirely from the
problem geometry. More details regarding the implementation of spatial multigrid in MSED is
provided in Chapter 7.
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2.2.4 Condition Number and Preconditioning
For a given matrix A and matrix norm ‖ · ‖p, its condition number is defined as
κp(A) ≡ ‖A‖p‖A−1‖p . (2.31)
The condition number is an indication of the sensitivity of a solution x in the linear system Ax = b
to perturbations of the source b. It is an important quantity in numerical linear algebra because
most iterative solvers suffer a breakdown in their convergence rate when κp(A)→∞. Even when
the convergence rate does not suffer or a direct method is used, the precision limits of computers
can prevent the calculation of accurate solutions for problems with ill-conditioned matrices (i.e.,
matrices with large condition numbers) [13].
For systems with a finite-difference spatial discretization of the Laplace operator, the condition
number is of particular concern. In these problems, κ→∞ as the number of mesh elements goes
to∞ [87]. Geometric multigrid methods do not usually suffer a degradation in convergence rate as
the problem size grows [15], despite the growth of the condition number. For this reason, multigrid
is particularly appealing for systems with finite-difference spatial discretizations.
We note that the definition of a condition number depends on the norm used. In many cases, the
induced 2-norm ‖ · ‖2 is used. This norm is defined by [13]
‖A‖2 ≡ sup
‖x‖2
‖Ax‖2 , (2.32a)
‖x‖2 ≡
(
n∑
i=1
x2i
)−1/2
. (2.32b)
In this thesis, ‖ · ‖ is the 2-norm ‖ · ‖2 defined by Equations (2.32). Another frequently used norm
is the 1-norm, defined for vectors by
‖x‖1 ≡
n∑
i=1
|xi| . (2.33)
The convergence rate of Krylov methods is determined by the condition number of the problem
matrix. Typically, the decay rate of the residual norm approaches 1 as κ → ∞. For example,
in the case where A is symmetric and positive definite, the residual norm satisfies the following
bound [88]:
‖r(l)‖ ≤

√
[κ2(A)]
2 − 1
κ2(A)
l ‖r(0)‖ . (2.34)
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Because of this, Krylov methods are typically ineffective unless a good preconditioner is applied. A
preconditioner is any matrix P−1 that serves as an approximation to A−1. With a preconditioned
method, one solves a preconditioned linear system
P−1Ax = P−1b (2.35)
in which the new problem matrix P−1A has a lower condition number than A. (The above
formulation describes left-preconditioning. A discussion of right-preconditioning, and its advantages
and disadvantages over left-preconditioning, can be found in [89].)
The best preconditioners are those that draw from the physics of the problem. However, as noted
in Chapter 1, it is difficult to construct such preconditioners for elliptic problems on highly parallel
computing architectures. Solutions are “global” (each point depends strongly on every other point),
and computing an effective preconditioner necessitates a significant amount of inter-processor
communication. One commonly used “global” preconditioner is ILU, which is an approximation of
the exact LU factorization technique in which A is decomposed as a product of a lower-triangular
matrix (L) and an upper triangular matrix (U ). In ILU, L and U are chosen such that they preserve
the sparsity structure of the original matrix A. Because “global” preconditioners such as ILU
require significant inter-processor communication, “local” preconditioners such as block Jacobi are
often used for parallel applications [7]. These simpler preconditioners do not reduce the condition
number as much as ILU, but they are easier to implement and require minimal inter-processor
communication.
Lastly, we note the parallels between preconditioning and multilevel schemes. It is often the
case that the best preconditioners are drawn from simpler versions of the original problem. In
fact, one can view multilevel methods such as CMFD or multigrid as preconditioning schemes. In
CMFD, the diffusion operator is used as a preconditioner to the transport operator. In multigrid,
coarse-grid versions of the original operator are used as preconditioners to the original fine-grid
problem.
In fact, a popular technique is to use algebraic multigrid as a preconditioner in conjunction with
Krylov methods such as GMRES. This approach is often used in problems with complex geometries
or features, for which multigrid (geometric or algebraic) does not have optimal convergence. In
an ideal multigrid setting, smoothing steps and solves on the coarse grid rapidly converge low-
frequency error components, while smoothing on the fine grid converges the high-frequency error
components. As the complexity of a problem increases, however, certain error modes may remain
large throughout the multigrid cycle, thus hindering the performance of multigrid. The use of
a Krylov method as an “outer solver” can provide significant improvements in such cases by
converging these error modes [15].
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2.3 Eigenvalue Solvers
2.3.1 What is an eigenvalue problem?
The problem of interest in this thesis is the multigroup diffusion eigenvalue problem. Unlike
standard linear systems Ax = b, general eigenvalue problems in reactor physics are of the form:
Mφ = λFφ . (2.36)
In this general eigenvalue problem, it is common for only M to be invertible. That is, F may
not have full rank. This is the case with the multigroup diffusion or CMFD eigenvalue problems,
in which F represents the fission matrix. The goal of an eigenvalue problem is to compute the
eigenvalue(s) λ and obtain the corresponding eigenvectors. Even for a single eigenvalue λ, these
eigenvectors are only unique up to a constant. If φ is an eigenvector for some eigenvalue λ (i.e.,
λ and φ satisfy Equation (2.36)), then, for any constant scalar c, cφ is also an eigenvector with
eigenvalue λ.
Two important distinctions make eigenvalue problems more difficult to solve than linear systems.
First, there are generally multiple eigenvalues λ. In reactor physics, the λ of interest is typically
the smallest λ. It is the only λ whose eigenspace (span of the corresponding eigenvectors) consists
of solutions that do not change signs (i.e., solutions that are entirely nonnegative or entirely
nonpositive).
Second, an iterative method is needed for all but the most trivial eigenvalue problems. The most
“direct” approach for computing the eigenvalues consists of computing the determinant of M − λF
and finding the values of λ that make the determinant zero. However, this approach is unfeasible
for most problems because (1) computing the determinant is computationally expensive, (2) the
determinant will be an n-th degree polynomial of λ (where n is the number of unknowns in the
system), and (3) the roots of an n-th degree polynomial cannot be determined analytically. The third
reason implies that this “direct approach” is actually iterative, since an iterative root-finder is needed
for all but the most trivial eigenvalue problems. More importantly, the “direct approach” is an
unstable algorithm and should be avoided, even if use of computational resources is not a concern.
Its instability can result in inaccurate eigenvalues due to the precision limits of computers [81].
In the following subsections, we describe the power iteration (PI) and Generalized Davidson
(GD) methods for solving eigenvalue problems.
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2.3.2 Power Iteration
2.3.2.1 Standard Power Iteration (Unshifted Inverse Iteration)
Power iteration (PI) is a standard technique for obtaining the smallest eigenvalue and its corre-
sponding normalized eigenvector in systems of the form of Equation (2.36). It is defined as follows:
Mφ(l+
1
2
) = λ(l)Fφ(l) , (2.37a)
λ(l+1) = λ(l)
‖Fφ(l)‖∥∥∥Fφ(l+ 12 )∥∥∥ , (2.37b)
φ(l+1) =
∥∥∥φ(l+ 12 )∥∥∥−1φ(l+ 12 ) . (2.37c)
Here, and throughout this paper, l is used as the iteration index for PI. In Equation (2.37c), a 1-norm
or 2-norm is typically used.
Algorithm 3: A standard PI step.
Input: φ(l)
Result: φ(l+1)
1. Solve for φ(l+
1
2
) using Equation (2.37a).
2. Update λ(l+1) using Equation (2.37b).
3. Normalize φ using Equation (2.37c).
PI is guaranteed to converge to the smallest eigenvalue of the system. It also converges to a
unique eigenvector if the corresponding eigenspace for the smallest eigenvalue is spanned by a
single eigenvector. (This is true for the multigroup diffusion eigenvalue problem.)
Algorithm 3 converges at a rate equal to the dominance ratio of the system:
DR =
|λ2|
|λ1| (2.38)
Here, λi is the i-th smallest eigenvalue of the system in magnitude. (λ1 is the smallest eigenvalue.)
Unfortunately, for most problems in reactor physics, the dominance ratio of the system is close to 1,
and PI converges too slowly for practical use.
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2.3.2.2 Wielandt Shift (Shifted Inverse Iteration)
To accelerate the slowly converging PI scheme, a Wielandt shift (WS) is typically applied. The PI
scheme with WS applied is described as follows:
[
M − λ′(l)F ]φ(l+ 12 ) = [λ(l) − λ′(l)]Fφ(l) , (2.39a)
λ(l+1) = λ′(l) +
[
λ(l) − λ′(l)] ‖Fφ(l)‖∥∥∥Fφ(l+ 12 )∥∥∥ , (2.39b)
φ(l+1) =
∥∥∥φ(l+ 12 )∥∥∥−1φ(l+ 12 ) . (2.39c)
The application of a WS can significantly reduce the dominance ratio of a system when the
provided shift parameter λ′ is close to the eigenvalue of interest (in our case, this is the smallest
eigenvalue). This presents a “chicken-and-egg” problem. In order to achieve a minimum spectral
radius in Algorithm 4, one must choose λ′ as close to λ as possible. However, this λ is not known
unless the problem has already been solved. Moreover, one must be careful not to over-shift.
Whereas Algorithm 3 converges to the smallest eigenvalue (eigenvalue closest to zero), Algorithm 4
converges to the eigenvalue closest to λ′. If λ′ is too large, then Algorithm 4 no longer converges
to the smallest eigenvalue [37]. Because the λ of interest in multigroup diffusion problems is
the smallest eigenvalue of the system, most implementations of WS try to ensure that λ′ < λ to
guarantee the convergence of Algorithm 4 to the correct solution.
Algorithm 4: A WS-accelerated PI step.
Input: φ(l)
Result: φ(l+1)
1. Determine an appropriate WS parameter λ′(l).
2. Solve for φ(l+
1
2
) using Equation (2.39a).
3. Update λ(l+1) using Equation (2.39b).
4. Normalize φ using Equation (2.39c).
In practice, two approaches are taken: (1) choosing some reasonable fixed value for λ′, and
(2) defining λ′(l) as a function of the current eigenvalue estimate λ(l). In the Purdue Advanced
Reactor Core Simulator (PARCS) code, the latter approach is taken and the shift is determined by
the following empirical formula:
λ
′(l)
P ≡ max
{
λ(l) − c1
∣∣λ(l) − λ(l−1)∣∣− c0, λmin} . (2.40)
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Here, c1 and c0 are user-defined constants (with typical values of 10 and either 0.01 or 0.02,
respectively) while λmin is chosen such that it is physically impossible for λ to be less than λmin [90].
The purpose of c1 is to gauge how well converged the current estimate of λ is, while the purpose of
c0 is to prevent λ = λ′. For reactor problems, we typically choose λmin = 1/3. The PARCS shift is
designed to produce a shift as close to the true eigenvalue as possible, while minimizing the risk of
λ′ exceeding the true λ.
In both Algorithms 3 and 4, a linear system must be solved for every power iteration step.
Because most problem matrices M are large and sparse, iterative linear solvers such as Krylov
methods, smoothers, or multigrid are used. With the application of WS, a tradeoff arises due to the
use of iterative linear solvers. Although choosing λ′ closer to λ results in a reduced spectral radius
for PI, this also pushes M − λ′F closer to being a singular matrix (i.e., a rank-deficient matrix, or
a matrix with an infinite condition number), and the number of linear solver iterations required
per power iteration increases. This is because M − λF is singular when λ is an eigenvalue of the
problem. Even with a direct solver, the numerical precision limits of computers prevent one from
choosing λ′ arbitrarily close to λ. This tradeoff is explored in detail in Chapter 4.
2.3.2.3 A Note on Terminology for Power Iteration
We note that there is an inconsistency between the nomenclatures for PI-like methods in the fields
of reactor physics and applied mathematics. The naming conventions adopted thus far have been
those of the reactor physics community. In the general applied mathematics community, the power
iteration scheme described in Algorithm 3 would be described as unshifted inverse iteration, while
the Wielandt shift accelerated PI scheme in Algorithm 4 would be described as inverse iteration.
(In the mathematics community, the use of a shift is usually implied in inverse iteration, so the
adjective “shifted” is typically omitted.) Rayleigh quotient iteration [81] is another commonly used
term in the mathematics community, and it is used to describe a Wielandt-shifted PI scheme with
λ′(l) = λ(l).
2.3.3 Generalized Davidson
Lastly, we briefly describe the Generalized Davidson (GD) Krylov method for solving eigenvalue
problems. We note that the Krylov solvers we have discussed so far (GMRES and BiCGSTAB) have
been linear solvers. Unlike other Krylov methods, the subspace that GD works with is generated
using a shifted and preconditioned matrix P−1 [M − θF ] rather than P−1M or some form ofM−1F .
Here, θ is the most recent estimate of the eigenvalue and has a similar purpose to that of the Wielandt
shift. At each GD iteration, the Rayleigh-Ritz procedure [81] is used to extract estimates of the first
few eigenvalues and eigenvectors of the system.
35
The performance of GD is heavily dependent on the effectiveness of the chosen preconditioner.
When chosen well, GD can be significantly faster than standard Wielandt-shifted PI methods [32,91].
The standard Davidson method uses (D− θF ) as the preconditioner, where D is the diagonal of M ,
but this is not sufficient for most problems of interest [92]. In MPACT, GD is implemented with
an algebraic multigrid preconditioner. One significant drawback to GD is its memory usage. The
explicit formation of the pseudo-Krylov subspace and the computation of an effective preconditioner
can be highly memory intensive processes.
More information regarding the Rayleigh-Ritz procedure can be found in Lecture 33 of [81].
More information about GD can be found in [92, 93, 94]. GD is described in algorithmic form
in [94] for symmetric problems, and the details for extending it to nonsymmetric problems are
provided in [92].
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CHAPTER 3
Implementation Details
In this chapter, we describe the two codes used to generate the results in this thesis: a 1-D multigroup
diffusion code, and MPACT. For each code, we list the solvers against which MSED is compared
in Chapters 6, 7, and 8.
3.1 1-D Multigroup Diffusion Test Code
Because MPACT is a large code with many components outside of CMFD, it is not suitable
for verifying untested numerical procedures on toy problems. To overcome this issue, we have
developed a 1-D test code in Python for solving multigroup diffusion eigenvalue problems. Although
this test code only runs in serial and has limited capabilities, it provides a convenient and simple
environment in which we can quickly test ideas and verify the efficiency of MSED.
The 1-D test code uses the NumPy and SciPy packages for nearly all of its linear algebra
functionality [95, 96]. The only exception is the multigrid linear solver, which is written in Fortran
90 to ensure comparable performance with solvers from SciPy packages. NumPy is used for basic
linear algebra operations such as dot products or norms, while SciPy is used for sparse matrix data
structures and Krylov solvers.
The test code allows users to choose between various Wielandt shifts, including the novel SDWS
techniques introduced in Chapter 4. The code also allows for the use of a grey acceleration scheme
(multilevel-in-energy) described in Chapter 6. Finally, the code allows for the comparison of the
multigrid linear solver to linear solvers from SciPy, including GMRES and BiCGSTAB. Different
preconditioner options are also provided by the SciPy library. Invoking the MSED method in this
code is equivalent to turning on the grey acceleration and selecting the multigrid-in-space linear
solver for both the grey and multigroup diffusion systems. We note that GD is not available as
an eigenvalue solver in this test code, so all eigenvalue iterations are performed with either PI or
MSED.
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In all of the results using this code, the solution is deemed converged if the change in the
eigenvalue and flux is 10−6 or smaller between consecutive iterations (either MSED iterations or
PIs):
∣∣λ(l) − λ(l−1)∣∣ ≤  = 10−6 , (3.1a)∥∥φ(l) − φ(l−1)∥∥
2
≤  = 10−6 . (3.1b)
Moreover, in all cases, the code is initialized with λ(0) = 1 and a scalar flux φ(0) that is constant in
both space and energy. Results from the test code comparing different Wielandt shifts are shown
in Chapter 4. Performance improvements from leveraging two components of MSED – the grey
diffusion equation and the multigrid linear solver – are shown in Chapters 6 and 7, respectively. In
those chapters, they are compared to different combinations of solver, preconditioner, and Wielandt
shift options. Further results from MPACT on a variety of problem types are shown in Chapter 8. A
description of the problems solved in this 1-D test code can be found in Appendix B.
3.2 MPACT
MPACT is a code designed to simulate realistic reactor models in 3-D with pin-resolved accuracy.
It is the deterministic neutronics component of the larger Virtual Environment for Reactor Ap-
plications (VERA) software suite, which provides multiphysics simulation capability for reactor
applications [97]. MPACT is written in Fortran 2003 and developed using modern software quality
assurance practices [98]. In this section, we describe some of the features of MPACT and summarize
the solver options for its CMFD system.
One of the key components that sets MPACT apart from other codes is its cross-section process-
ing capability. MPACT has its own set of cross-section libraries (which are updated and improved
periodically) and performs various self-shielding calculations in its cross section processing to
improve the accuracy of its solutions. For the results in this thesis, we primarily used MPACT’s 47-,
51-, and 252-group libraries [79, 99].
Another component that makes MPACT ideal for our work is its parallel scalability and domain
partitioning flexibility. Problems in MPACT can be decomposed into assemblies radially (each
assembly can be on a different processor), and they can be fully decomposed axially (each plane
can reside on its own processor). This allows users to run full-core or quarter-core reactor problems
on thousands of cores, significantly reducing the time required for a solution. For the work in this
thesis, MPACT is an excellent platform for verifying the performance of MSED on highly parallel
architectures. Communication across processors in MPACT is handled using the Message Passing
Interface (MPI) [100].
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MPACT is capable of performing both criticality calculations (i.e., computing λ) and critical
boron search problems (problems in which the boron concentration is updated between transport
sweeps and the code proceeds until λ converges to 1). It also has various transient capabilities [101],
but these are not considered in this work. Moreover, MPACT can perform depletion calculations in
which a series of criticality or critical boron problems are solved sequentially, with each problem
having unique control rod positions and fuel compositions.
Thermohydraulic feedback can be considered by linking to COBRA-TF or using MPACT’s
internal simplified thermohydraulics model. Xenon feedback can also be considered in its simula-
tions. Both of these feedback mechanisms are handled in MPACT via a basic Picard iteration [102].
Between each transport solve, thermohydraulic quantities are updated using the thermohydraulics
code and xenon concentrations are updated (step 5 of Algorithm 5). These quantities are then
used to compute updated cross sections. Unfortunately, this simple Picard scheme can be slow
or unstable. In the results of Chapter 4 and Section 8.4, we see that improving the CMFD solver
can result in a larger overall runtime. Because of the instability and poor convergence of the feed-
back scheme, the poor convergence of MPACT’s current CMFD solver acts as a pseudo-relaxation
mechanism in many of the problems of interest. Paradoxically, we see in Section 8.4 that loosening
the convergence of the CMFD system can actually lead to an improvement in the spectral radius
of the outer feedback solver. Nonetheless, the unusual convergence behavior is a problem with
the feedback iteration mechanism, not the CMFD solver. The preferred approach for the future of
MPACT is to improve the feedback solver so that it can leverage the converged CMFD solution
properly. Improvement of the feedback solver is beyond the scope of the work in this thesis, but
others at the University of Michigan are currently working on this issue [103].
Instead of solving a 3-D transport problem, MPACT models the reactor with a 2-D/1-D method
in which the axial direction is modeled with approximate diffusion physics and the radial direction
is modeled with full transport physics [104, 105]. MOC is used for the spatial discretization in the
radial direction, and a nodal discretization is used in the axial direction. Between each transport
sweep, CMFD is used for acceleration and a nodal solver is used to update the axial leakage.
Algorithm 5 summarizes this process; it is the same as Algorithm 1 except for the presence of the
nodal solver.
As noted earlier, MPACT uses the odCMFD method developed by Zhu et al. rather than standard
CMFD. Compared to standard CMFD, odCMFD is unconditionally stable and has an improved
convergence rate [5]. In odCMFD, the standard diffusion coefficientsD are replaced by the modified
diffusion coefficients
D˜ = D + ∆θ . (3.2)
Here, θ is determined by an empirical optimization of the spectral radius in a Fourier analysis, and ∆
is the grid-size in the direction of the face on whichD resides. (The definition of D˜ in Equation (3.2)
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Algorithm 5: Iteration scheme for solving the neutron transport eigenvalue problem in
MPACT.
1. Using the most recent estimates of the axial current from the nodal solver and the most
recent estimates of the angular flux, compute Dˆ as described in the odCMFD procedure [5].
2. Solve the CMFD eigenvalue problem to obtain the scalar flux on the CMFD spatial grid
and the eigenvalue.
3. Using the radial currents from CMFD, perform one or more iterations in the nodal diffusion
solver to resolve the axial dependence of the solution. This produces new coarse-cell scalar
fluxes and axial currents.
4. Using the most recent scalar fluxes, update the fine-grid angular flux and fission source,
and perform a transport sweep (source iteration).
5. If feedback is being accounted for, perform the necessary calculations to obtain updated
temperatures, densities, and xenon and boron concentrations. Use these quantities to
update the cross section values in each spatial cell.
6. Repeat steps 1-5 until convergence.
is taken from [5]. We note that D˜ has a different meaning in the documentation for MPACT; there,
it is used to represent the average of two neighboring cell-based diffusion coefficients.)
The purpose of MSED in MPACT is to efficiently solve the (od)CMFD eigenvalue problem in
step 2 of Algorithm 5. In the results in Chapters 6 and 7, we primarily compare the performance of
MSED in MPACT to the performance of the following four alternatives:
• MPACT’s default method, which is standard PI with a fixed WS of λ′ = 2/3 and block-Jacobi
preconditioned GMRES as the linear solver,
• standard PI with the PARCS WS (Equation (2.40)) and the same linear solver as the default
method,
• standard PI with a fixed WS of λ′ = 2/3 and “red-black” block Jacobi (RBBJ) as the linear
solver1, and
• Generalized Davidson
All of the aforementioned options except GD and RBBJ leverage data structures and routines from
the PETSc library [7]. The implementation of GD from the Trilinos library is used [8], and it is
preconditioned by an algebraic multigrid preconditioner from the MueLu package [106]. The RBBJ
1In MPACT, this solver is referred to as the “MGRBSOR” solver. However, we refer to it in this thesis as RBBJ
because we did not use any relaxation in our results.
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solver is internal to MPACT, and the maximum number of iterations permitted per linear solve
using RBBJ is 150.
In addition to the PARCS and fixed Wielandt shifts, several of the SDWS options described in
Chapter 4 have also been implemented in the CMFD solver in MPACT. The results in Chapter 4
include a comparison of the performance of these shifts for the MPACT code.
For the PI methods, the maximum permitted number of Krylov iterations for GMRES is 100 per
PI for the “default” method, and it is 200 per PI for any PI scheme that uses an iteration-dependent
WS such as the PARCS WS or SDWS. GMRES is preconditioned with a block Jacobi precondi-
tioner; the blocks of this preconditioner are partially solved with an ILU iteration. Appendix A
provides more information regarding the different PETSc solvers, preconditioners, and smoothers
used for the work in this thesis.
Because MPACT is a transport code with CMFD, there are several layers of convergence criteria.
The stopping criterion for the code overall is determined by the transport solution. MPACT considers
its transport solution converged if the change in eigenvalue and fission source between transport
sweeps is sufficiently small. Mathematically, this criterion is described by:
∣∣λ(n) − λ(n−1)∣∣ ≤ 10−6 , (3.3a)√
1
Nfi
∑
i
(
f
(n)
i − f (n−1)i
)2
≤ 5 · 10−5 . (3.3b)
Here, m is the transport sweep index, Nfi is the number of source regions with fission (i.e., the
number of spatial cells on the transport grid with fission), and fi is the normalized fission source
in spatial cell i of the transport grid. Between each transport sweep, a CMFD problem is solved
and an inner convergence criterion is used to determine when MPACT leaves the CMFD solver and
returns to the transport problem. Unless otherwise stated, MPACT leaves the CMFD solver when
the eigenvalue between consecutive eigenvalue iterations (i.e., PIs or MSED iterations) is less than
10−6 and the residual of the CMFD eigenvalue system has been reduced by a factor of 10−2. A
maximum of 20 eigenvalue iterations are permitted per CMFD solve. In some cases, the eigenvalue
convergence in MSED is determined by the grey diffusion system rather than the full multigroup
CMFD problem; this is discussed later in the results. MPACT is initialized with λ(0) = 1 and a
scalar flux φ(0) that is constant in both space and energy. A CMFD solve is performed to generate
an initial guess for the first transport sweep.
Brief descriptions of the problems run in MPACT for the work in this thesis are provided in
Appendix C. More details regarding the capabilities and techniques of MPACT can be found in
[4, 98].
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CHAPTER 4
Investigation of Wielandt Shifts
In this chapter, we present theory, Fourier analyses, and results for a new concept: the space-
dependent Wielandt shift (SDWS). The content in this chapter describes novel work developed
over the course of the author’s dissertation and is a summary of [107]. Although the development
of SDWS did not provide the speedup needed to meet the goals of this thesis, it led to insights on
the conditioning of shifted diffusion operators, and this further motivated the development of the
MSED method.
4.1 Theory
4.1.1 Terminology: Criticality of a Diffusion Operator
First, we define the terms subcritical, critical, and supercritical, which are used frequently in this
chapter to describe shifted (and unshifted) diffusion operators. Physically, a subcritical operator
has larger loss terms than gain terms, a critical operator has equal loss and gain terms, and a
supercritical operator has larger gain terms than loss terms. The standard diffusion operator (left
side of Equation (2.17)),
Mg(r)φg(r) ≡ [−∇ ·Dg(r)∇+ Σt,g(r)]φg(r)−
G∑
g′=1
Σs0,g′→g(r)φg′(r) , (4.1)
is subcritical for any physical system with nonzero leakage or at least one region with a nonzero
absorption cross section. The application of a Wielandt shift (WS) introduces an extra gain term
that renders the diffusion operator less subcritical (i.e., closer to critical). Subcritical operators are
guaranteed to have nonnegative solutions when the source is positive.1 However, the same cannot
be said for critical or supercritical operators, and one should avoid using a WS that renders the
1This fact is a consequence of a generalization of Hopf’s Lemma to weakly coupled systems of partial differential
equations [108, 109].
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diffusion operator critical or supercritical. In Section 2.3.2.2, we noted that the standard approach
to choosing λ′ for diffusion problems is to choose the shift parameter λ′ as close to λ as possible
without exceeding λ. This is equivalent to shifting a diffusion operator so that it is as close to critical
as possible while remaining subcritical.
More information, including mathematical definitions for these three terms, can be found
in [107].
4.1.2 Motivation
As we have discussed, the goal of the work in this thesis is to efficiently solve multigroup diffusion
eigenvalue problems. The underlying equation of interest, with no spatial discretization, is described
by Equation (2.17):
[−∇ ·Dg∇+ Σt,g]φg −
G∑
g′=1
Σs0,g′→gφg′ = λχg
G∑
g′=1
νΣf,g′φg′ . (2.17 revisited)
All of the coefficients and unknowns except λ are dependent on the spatial variable r, but the explicit
dependence has been dropped from the notation for brevity. We note that the theory developed in
this chapter is independent of the spatial discretization, as Wielandt shifts do not alter the leakage
term in Equation (2.17).
The power iteration (PI) scheme described in Section 2.3.2.1 is a standard technique for solving
eigenvalue problems, but this technique is insufficient for multigroup diffusion problems in reactor
physics due to their high dominance ratios (≥ 0.96). WSs, which were introduced in Section 2.3.2.2,
are needed to reduce the spectral radius of PI so that it can converge in a reasonable number of
iterations. As noted in Section 2.3.2.2, however, the determination of the shift parameter λ′ in
WS-accelerated PI is not a trivial task. One must choose a λ′ that is reasonably close to the true
λ without knowing what λ is. In MPACT, the default approach is to simply fix λ′ = 2/3, but this
does not provide an optimal reduction of the spectral radius.
Even if a reasonably accurate estimate of λ is available at the beginning of the iteration scheme,
this estimate could not be used as the shift parameter because we do not know if the estimate
overestimates λ or underestimates λ. In the former case, using such a shift would result in a
supercritical diffusion operator. In principle, one could still improve the PI scheme by merely
making λ(0) more accurate (e.g., one could volume-average the reactor into a single spatial cell,
solve a G×G eigenvalue problem, and use this result as the initial guess). In most reactor problems,
however, the true λ is usually close to 1, and trying to improve upon using an initial guess of 1 is
not a fruitful effort.
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To generate a good WS parameter without overshifting, many codes use empirical formulas
based on the most recent estimates of λ. The example we focus on in this thesis is the following
shift from the PARCS code:
λ
′(l)
P ≡ max
{
λ(l) − c1
∣∣λ(l) − λ(l−1)∣∣− c0, λmin} . (2.40 revisited)
The parameters in this equation are defined in the text immediately following Equation (2.40) in
Chapter 2.3.2.2. However, such empirical shifts are only effective when λ(l) is reasonably well-
converged and closely approximates the true λ (i.e., Equation (2.40) may not be effective in the first
few iterates).
The question is then: can we improve upon existing WS methods using the physics of the
problem rather than empirical formulas? Our attempts to answer this led to the development of the
space-dependent Wielandt shift (SDWS). As the name suggests, SDWS differs from conventional
WS because the shift parameter in SDWS is allowed to vary in space. More importantly, unlike
standard WS, the shift values in SDWS depend on the material properties of the problem of interest.
We note that it is not technically correct to describe SDWS as a “Wielandt shift.” Eigenvalues
are scalar quantities, and it is unclear what the shifted quantity λ − λ′(r) would represent. One
could view SDWS as a matrix shift rather than a Wielandt shift; that is, SDWS tries to solve an
eigenvalue problem of the form
[M − S]φ = [λF − S]φ (4.2)
in lieu of the original problem Mφ = λφ. (With a standard shift, we would have S = λ′F .)
Nonetheless, the primary objective of SDWS is the same as that of standard WS; they are both
methods for reducing the dominance ratio of the eigenvalue problem.
In the following two subsections, we describe six variants of SDWS, grouped into two categories:
three shifts based on the local eigenvalue (LE) and three shifts based on the local absorption (LA).
4.1.3 Local Eigenvalue Shifts
In this subsection, we describe three SDWS methods that make use of local eigenvalues obtained by
solving infinite-medium problems at each spatial point. These three shifts are: the LE shift, the LE
Positive Source (LEPS) shift, and the PARCS LEPS (PLEPS) shift. The PLEPS shift is the best of
the three shifts in terms of stability and efficiency, but all three shifts are described in this section
because the LE and LEPS shifts are needed to understand the derivation of the PLEPS shift.
Since the shifts described in this section are space-dependent, the corresponding accelerated PI
procedure is slightly different than that of the standard Wielandt shifted PI scheme in Algorithm 4.
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Algorithm 6 describes the adjusted PI scheme for any of the LE-based SDWSs in this subsection,
and it reduces to Algorithm 4 if the space-dependence of λ′ is removed.
Algorithm 6: A PI step accelerated by an LE-based SDWS for multigroup diffusion eigen-
value problems.
Input: φ(l)
Result: φ(l+1)
1. Compute the WS parameter λ′(l)(r) for all points in space using either Equations (4.3),
(4.7), or (4.8). (For the LE shift, this only needs to be done once since λ′LE(r) does not
change from iteration to iteration.)
2. Solve a fixed-source diffusion problem with the current fission source to obtain φ
(l+ 1
2
)
g (r):
[−∇ ·Dg(r)∇+ Σt,g(r)]φ(l+
1
2
)
g (r)
−
G∑
g′=1
[
Σs0,g′→g(r)− λ′(l)(r)χg(r)νΣf,g′(r)
]
φ
(l+ 1
2
)
g′ (r)
=
(
λ(l) − λ′(l)(r))χg(r) G∑
g′=1
νΣf,g′(r)φ
(l)
g′ (r) , (Alg6.1)
3. Update the eigenvalue:
λ(l+1) =
G∑
g′=1
∫
νΣf,g′
{
λ′φ
(l+ 1
2
)
g′ (r) +
[
λ(l) − λ′(l)(r)]φ(l)g′ (r)} d3r
G∑
g′=1
∫
νΣf,g′φ
(l+ 1
2
)
g′ (r)d
3r
. (Alg6.2)
4. Re-normalize the flux using Equation (2.39c).
First, we present the LE shift, defined by:
λ′LE(r) ≡
{
λ∞(r), if r is in a fissile region,
0, if r is in a nonfissile region.
(4.3)
At points r that are in fissile regions, λ∞(r) is the solution to the following infinite-medium
eigenvalue problem:
Σt,g(r)φ∞,g(r)−
G∑
g′=1
Σs0,g′→g(r)φ∞,g′(r) = λ∞(r)χg(r)
G∑
g′=1
νΣf,g′(r)φ∞,g′(r) . (4.4)
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Using G×G matrices and length-G column vectors, we can also write Equation (4.4) as
[Σt(r)− Σs0(r)]φ∞ = λ∞(r)χ(r) [νΣf (r)]T φ∞ . (4.5)
Here, bolded quantities are vectors while the remaining quantities are matrices or scalars. Σt(r)
is a diagonal matrix, and the T denotes the transpose operation. Because χ(r) (νΣf (r))
T is a
rank-1 matrix, there is only one nonzero eigenvalue, which can be obtained without iteration by the
following formula:
λ∞(r) =
{
[νΣf (r)]
T [Σt(r)− Σs0(r)]−1χ(r)
}−1
. (4.6)
The motivation for this shift is that, for homogeneous systems with reflecting or periodic bound-
ary conditions, Algorithm 6 has a spectral radius of zero when Equation (4.3) is used as the shift.
This fact is verified by a Fourier analysis in Section 4.3. From an intuitive standpoint, this is true
because λ∞ = λ in homogeneous systems with reflective or periodic boundary conditions. In those
problems, we effectively compute the true eigenvalue and use that as a shift. In realistic problems,
heterogeneities and leakage would be present, and we would not have λ = λ∞. Nonetheless, the
idea behind the LE shift is that λ∞(r) is a reasonable, physically-motivated guess for λ in realistic
problems.
From numerical tests on 1-D problems, we have seen that the LE shift can reduce the number of
PIs needed for convergence by one or two orders of magnitude (compared to unshifted PI). However,
when the LE shift is used, the diffusion operator can be supercritical (overshifted), and the shifted
fission source may have negative components. These two factors can result in convergence to the
wrong solution, slow convergence, or even divergence.
The convergence problems of the LE shift motivated the development of the LEPS shift. The
LEPS shift significantly reduces the possibility of overshifting by restricting the shift values from
the LE shift:
λ
′(l)
LEPS(r) ≡ min
{
λ(l) − ε, λ′LE(r)
}
. (4.7)
Here, λ′(l)LEPS(r) is bounded above by λ
(l) − ε to ensure that the fission source in Equation (Alg6.1)
is never nonnegative (or close to nonnegative). ε is a small positive quantity used to ensure that the
fission source is not identically zero (e.g., ε = 0.001); in most realistic problems, ε can be safely set
to 0.
To further improve the performance of LE-based SDWS techniques, we developed the PLEPS
shift, which combines the LEPS shift with the PARCS shift:
λ
′(l)
PLEPS(r) ≡ max
{
λ
′(l)
PARCS, λ
′(l)
LEPS(r)
}
. (4.8)
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Here, λ′(l)PARCS is defined by Equation (2.40). At each power iteration l, the PLEPS shift looks at
both the LEPS and PARCS shifts and uses the more aggressive of the two shifts at each spatial
point. At the beginning of the problem, when the initial guess of the eigenvalue may not be optimal,
the PLEPS shift primarily leverages the LEPS shift, which is physically-motivated and not solely
dependent on the accuracy of the current iterate of the eigenvalue. Towards the end of the problem,
the PLEPS shift primarily leverages the PARCS shift, which is effective when the current iterate of
the eigenvalue is accurate and well-converged. In the results shown later in this chapter, we see that
the number of power iterations required for the PLEPS shift is fewer than that of the LEPS shift or
the PARCS shift alone, but the magnitude of this reduction is highly problem-dependent.
There are two primary drawbacks to the LE-based shifts described in this section. First, all
LE-based shifts require the computation of the local infinite-medium eigenvalue in every spatial
cell, and each of these computations requires solving a G× G linear system. In realistic reactor
problems, each spatial region will have unique cross sections due to feedback, even if material
compositions are repeated, and the number of operations required to compute the local eigenvalues
will scale as O(NG3), where N is the number of spatial cells. This overhead cost is particularly
large for feedback problems with a large number of groups (e.g., G = 252). For problems in which
G is relatively low (e.g., G = 51), the cost of computing these local eigenvalues is significantly less
than the cost of performing an extra power iteration, and the application of an LE-based shift may
be beneficial if it reduces the number of PIs by one or more. One could reduce the number of LEs
that need to be computed by ignoring the effects of feedback in the computation of the shift, but this
degrades the efficiency of the shift and increases the possibility of an overshift.
The second drawback is that LE-based shifts can overshift and result in a supercritical diffusion
operator if λ(0) is significantly larger than λ. Although the LEPS and PLEPS shifts are bounded
by λ(l), this bound is only effective if λ(l) is not significantly larger than λ. We note that this is a
problem for both LE-based SDWSs and the PARCS shift. If λ(0) > λ and there is an iteration early
in the iteration scheme in which the eigenvalue does not change significantly, then the PARCS shift
in Equation (2.40) can also result in an overshift. An initial guess of 1 is typically acceptable, but a
smaller estimate should be used if one expects that the problem has a λ much smaller than 1.
4.1.4 Local Absorption Shifts
In this subsection, we present three shifts based on the local absorption (LA) cross sections: the
LA shift, the LA Positive Source (LAPS) shift, and the PARCS LAPS (PLAPS) shift. Unlike
the LE-based shifts, a more general group-dependent quantity s(l)g,g′(r) is needed to describe the
LA-based shifts. Algorithm 7 describes how these three LA-based SDWSs can be used to accelerate
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PI, and it reduces to Algorithm 6 when s(l)g,g′(r) takes on the following form:
s
(l)
g,g′(r) = λ
′(l)(r)χg(r)νΣf,g′(r) . (4.9)
Algorithm 7: A PI step accelerated by an LA-based SDWS for multigroup diffusion
eigenvalue problems.
Input: φ(l)g (r), λ(l)
Result: φ(l+1)g (r), λ(l+1)
1. Compute the WS parameter s(l)g,g′(r) for all points in space using either Equations
(4.10), (4.13), or (4.14). (For the LA shift, this only needs to be done once since
sLA,g,g′(r) does not change from iteration to iteration.)
2. Solve a fixed-source diffusion problem with the current fission source:
[−∇ ·Dg(r)∇+ Σt,g(r)]φ(l+
1
2
)
g (r)−
G∑
g′=1
[Σs0,g′→g(r) + sg,g′(r)]φ
(l+ 1
2
)
g′ (r)
= λ(l)χg(r)
G∑
g′=1
νΣf,g′(r)φ
(l)
g′ (r)−
G∑
g′=1
sg,g′(r)φ
(l)
g′ (r) , (Alg7.1)
3. Update the eigenvalue:
λ(l+1) =
λ(l)
G∑
g′=1
∫
νΣf,g′φ
(l)
g′ (r)d
3r +
G∑
g=1
G∑
g′=1
∫
sg,g′(r)
[
φ
(l+ 1
2
)
g′ (r)− φ(l)g′ (r)
]
d3r
G∑
g′=1
∫
νΣf,g′φ
(l+ 1
2
)
g′ (r)d
3r
.
(Alg7.2)
4. Re-normalize the flux using Equation (2.39c).
First, we present the LA shift, which is defined as follows:
sLA,g,g′(r) ≡ χg(r)Σa,g′(r) . (4.10)
Here, Σa is the absorption cross section defined by
Σa,g(r) ≡ Σt,g(r)−
G∑
g′=1
Σs0,g→g′(r) , (4.11)
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χ is the fission spectrum, and we adopt the convention that χg(r) ≡ 0 in all nonfissile regions.
Physically, the LA shift removes all losses due to absorption from the diffusion operator. The
LA shift is motivated by the fact that the shifted diffusion operator is critical in problems with no
leakage and no nonfissile regions. For realistic diffusion problems with nonzero leakage and/or
nonfissile regions, the shifted diffusion operator is subcritical, which guarantees a nonnegative
solution as long as the fission source is nonnegative (see Section 4.1.1 for more details on this).
We note that the LA shift is equivalent to the LE shift in grey (1-group) problems since the local
infinite-medium eigenvalue in a 1-group problem is given by:
λ∞(r) =
Σa(r)
νΣf (r)
. (4.12)
Although an LA-shifted diffusion operator is subcritical in realistic problems, the shifted fission
source may still have negative components, and this is problematic for CMFD. In a manner
analogous to the development of the LEPS and PLEPS shifts, the LAPS and PLAPS shifts were
developed to eliminate negative sources from the LA shift and to improve its efficiency. These shifts
are defined as follows:
s
(l)
LAPS,g,g′(r) ≡ min
{(
λ(l) − )χg(r)νΣf,g′(r), χg(r)Σa,g′(r)} , (4.13)
s
(l)
PLAPS,g,g′(r) ≡ max
{
λ
(l)
PARCSχg(r)νΣf,g′(r), s
(l)
LAPS,g,g′(r)
}
. (4.14)
The LAPS shift is designed to eliminate the possibility of negative sources, while the PLAPS shift
is designed to improve the efficiency of LAPS in the later iterations of PI by leveraging the PARCS
shift.
In general, we have seen that LE-based shifts have a smaller spectral radius than LA-based
shifts. (That is, LE-based shifts typically converge in fewer PIs.) However, LA based shifts
have two primary advantages over LE-based shifts: (1) they are less likely to produce critical or
supercritical shifted diffusion operators, and (2) they do not require the computation of infinite-
medium eigenvalues in each spatial region.
4.2 Fourier Analysis
In this section, we perform a multigroup Fourier analysis of the following shifted PI scheme for
1-D multigroup diffusion eigenvalue problems:
[
− d
dx
Dg
d
dx
+ Σt,g
]
φ
(l+ 1
2
)
g (x)−
G∑
g′=1
[Σs0,g′→g + sg,g′ ]φ
(l+ 1
2
)
g′ (x)
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= λ(l)χg
G∑
g′=1
νΣf,g′φ
(l)
g′ (x)−
G∑
g′=1
sg,g′φ
(l)
g′ (x) , (4.15a)
λ(l+1) =
λ(l)
G∑
g′=1
∫
νΣf,g′φ
(l)
g′ (x)d
3r +
G∑
g=1
G∑
g′=1
∫
sg,g′
[
φ
(l+ 1
2
)
g′ (x)− φ(l)g′ (x)
]
d3r
G∑
g′=1
∫
νΣf,g′φ
(l+ 1
2
)
g′ (x)d
3r
, (4.15b)
φ(l+1)g =
[
1
X
G∑
g=1
∫ X
0
φ
(l+ 1
2
)
g (x)dx
]−1
φ
(l+ 1
2
)
g (x) . (4.15c)
In this Fourier analysis, the domain is a homogeneous medium of length X with periodic boundary
conditions, and sg,g′ is a general shift parameter (either an LE-based shift, an LA-based shift, or a
standard WS).
We begin with the following ansatz:
φ(l)g (x) = ϕg + agω
leiξx , (4.16a)
φ
(l+ 1
2
)
g (x) = ϕg + bgω
l+1eiξx , (4.16b)
λ(l) = λ0 + ω
lλ1 . (4.16c)
Here, ϕg is the normalized and spatially constant eigenvector of Equations (4.15), and λ0 is its
corresponding eigenvalue.  is a small parameter tending to zero, ξ is the spatial frequency of the
error mode, and ω is the decay factor that we wish to calculate. To satisfy the periodicity of the
domain, we impose the following constraint on ξ:
ξ ∈
{
2piz
X
∣∣∣∣ z ∈ Z, z > 0} . (4.17)
Substituting the Fourier ansatz into Equations 4.15b and 4.15c yields, after dropping the O(2)
terms and performing some straightforward algebra,
ag = bg , (4.18)
φ(l+1)g = φ
(l+ 1
2
)
g , (4.19)
λ1 = 0 . (4.20)
These results stem primarily from the fact that the O() terms integrate to 0 in Equations 4.15b and
4.15c due to the periodicity of the error modes. Substituting these three results into Equations (4.16)
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yields an updated Fourier ansatz:
φ(l)g (x) = ϕg + agω
leiξx , (4.21a)
φ
(l+ 1
2
)
g (x) = ϕg + agω
l+1eiξx , (4.21b)
λ(l) = λ0 . (4.21c)
Next, when we substitute Equations (4.21) into Equation (4.15a), all the terms of O(1) cancel out,
and, after dividing both sides by eiξx, we are left with the following equation:
ω
[
ξ2Dg + Σt,g
]
ag − ω
G∑
g′=1
[Σs0,g′→g + sg,g′ ] ag′ = λ0χg
G∑
g′=1
νΣf,g′ag′ −
G∑
g′=1
sg,g′ag′ . (4.22)
Equation (4.22) is a G× G linear eigenvalue problem that can be solved to obtain ω for given ξ,
cross sections, and Dg. The spectral radius is the maximum magnitude of ω over all possible values
of ξ. (Usually, the spectral radius is the |ω| corresponding to ξmin = 2piX .)
For the LE shift, we substitute
sg,g′ = λ0χgνΣf,g′ (4.23)
into Equation (4.22). ω would then be 0 since the right side of Equation (4.22) becomes identically
zero. This proves our earlier claim that the LE shift has a spectral radius of zero for homogeneous
problems with periodic boundary conditions. (We note that performing a shifted PI on a realistic
problem with λ′ = λ would require solving a singular system, and this is difficult to do numerically.)
The spectral radius for the LA shift and standard iteration-independent WS is shown in Figure 4.1.
To generate the results in this figure, we set X = 756 cm (600 pin pitches) and we considered the
smallest possible ξ. There, we see that, although the LA shift does not yield a predicted spectral
radius of zero like the LE shift, it is still very small (∼0.01). Moreover, we see that, for a standard
WS, the predicted spectral radius is much larger than the spectral radius of the LA shift for this toy
problem unless λ′ is very close to λ = λ0.
The applicability of the results of the Fourier analysis in this section is limited for two reasons.
First, the convergence rate of WS-accelerated PI in realistic problems depends strongly on het-
erogeneities and boundary conditions, and neither of these aspects are considered in the Fourier
analysis. Second, although a WS reduces the number of PIs needed to converge, the linear systems
that must be solved in each PI (Equations (2.39a), (Alg6.1), and (Alg7.1)) are more difficult to solve.
There is a tradeoff that exists – the spectral radius of WS-accelerated PI is inversely related to the
condition number of the shifted diffusion operator. That is, a WS reduces the number of PIs needed
to converge, but the number of linear solver iterations needed per PI may increase significantly.
This tradeoff will be examined in detail in the next section. Despite these limitations, the Fourier
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Figure 4.1: Spectral radii predicted by Fourier analysis for a PI scheme with a space-independent
Wielandt shift, λ′. Values on the x-axis represent the difference between the true eigenvalue λ and
the shift λ′. The predicted spectral radius for the LA shift, which does not depend on λ′, is also
shown using a dotted line. Here, X = 756 cm, and the diffusion coefficients and cross sections
were obtained by volume averaging the leftmost five pins of the WB-1D-1 problem described in
Appendix B.
analysis in this section still provides some insight in the general convergence properties of WS, and
it helped motivate our development of the LE-based SDWSs.
4.3 Impact of Wielandt Shift on Conditioning
In this section, we study the tradeoff between reducing the number of PIs needed for convergence
and the conditioning of the shifted diffusion system in each PI. The content in this section is
generally known by the reactor physics community, but it has not been studied in detail.
When the “aggressiveness” of an applied WS (space-dependent or standard) is increased, we
see all of the following effects:
1. the diffusion system becomes less subcritical or closer to critical,
2. the diffusion system is closer to a singular system,
3. the diffusion system has a higher condition number,
4. the dominance ratio decreases (i.e., it is farther from 1),
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5. the spectral radius of the WS-accelerated PI scheme decreases (i.e., it takes fewer PIs to
converge).
These five effects are very closely related, and one could argue that they are actually different
manifestations of the same phenomenon. Items #2 and #3 are related to the difficulty of solving
the linear systems in step 2 of Algorithms 4, 6, or 7, while items #4 and #5 are related to the
convergence rate of WS-accelerated PI. Figure 4.2 shows a plot of the condition number of the
shifted diffusion operator as a function of λ− λ′ for the standard WS. (The condition number is
defined in Section 2.2.4.) The condition numbers of the shifted diffusion matrix for the LE and LA
SDWSs are also shown for reference. We see from this plot that the condition number grows rapidly
as λ′ → λ, and we see that the shifted diffusion matrices for the LE and LA SDWS techniques has
a condition number that is 1000 times larger than the original condition number of the matrix.
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Figure 4.2: Plot of the conditioner number as a function of the standard (space-independent) WS
parameter λ′ for WB-1D-1 with ∆x = 6.3 cm.
Figure 4.3 shows the condition number of all the iteration-dependent WSs described in this
paper (PARCS, LEPS, PLEPS, LAPS, PLAPS) over the course of a WS-accelerated PI scheme for
the WB-1D-1 problem described in Appendix B with ∆x = 6.3 cm. From this plot, we can directly
see the tradeoff between more aggressive and less aggressive WS techniques. The techniques
that converge in fewer PIs also result in shifted diffusion matrices with higher condition numbers.
Moreover, we see the “benefit” of using an SDWS over a traditional WS such as the PARCS shift.
The SDWSs have higher condition numbers than the PARCS shift at the beginning of the problem
because they use the material properties of the problem to generate an aggressive shift. On the other
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hand, the PARCS shift, whose effectiveness in reducing the dominance ratio is entirely dependent
on the convergence of λ(l), does not produce an aggressive shift until the end of the problem.
0 2 4 6 8 10 12 14 16 18
Power Iteration Index (l)
102
103
104
105
106
C
o
n
d
it
io
n
 N
u
m
b
e
r
PARCS
LEPS
PLEPS
LAPS
PLAPS
λ ′ = 0
Figure 4.3: Plot highlighting the growth of the conditioner number for several iteration-dependent
WSs over the course of the PI scheme (i.e., Algorithms 4, 6, and 7) for the WB-1D-1 problem
described in Appendix B with ∆x = 6.3 cm. Here, the x-axis is the power iteration index l. The
curves terminate upon convergence to a tolerance of 10−6.
Finally, in Figure 4.4, the condition numbers in Figure 4.2 are translated into linear solver
iterations for 6 different linear solver methods. Figure 4.4 provides a more concrete sense of the cost
of solving the ill-conditioned systems in WS-accelerated PI. From this plot, we see that all of the
linear solvers, except for those preconditioned by ILU, degrade as λ− λ′ → 0. Unfortunately, as
we we noted in Chapter 2, the ILU preconditioner does not scale well to larger problems on parallel
architectures. Both block Jacobi preconditioned Krylov methods suffer significant degradation as
λ − λ′ → 0, but BiCGSTAB appears to perform better than GMRES for this particular problem.
(The log-scale makes this difficult to see, but the iterations required block Jacobi preconditioned
BiCGSTAB method also increases by a factor of ∼4 from the rightmost point to the leftmost
point.) “Red-black” block Jacobi (RBBJ) degrades rapidly and immediately as λ− λ′ → 0, while a
multigrid method using RBBJ as a smoother remains efficient for a wider range of λ− λ′ values.
The asymptotic slopes of the multigrid and RBBJ data appears to be the same as λ − λ′ → 0,
indicating that the performance of multigrid in the limit as λ − λ′ → 0 may be limited by the
performance of its smoother. We note that the primary benefit of using a multigrid method – the
insensitivity of its spectral radius to the problem size – is not captured by this plot.
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Figure 4.4: Plot of the number of linear solver iterations required for step 2 of Algorithm 4 at
l = 1 versus the standard WS parameter for the WB-1D-1 problem with ∆x = 6.3 cm. Here,
“Block Jacobi” refers to “red-black” block Jacobi (RBBJ). “(BJ)” refers to the use a block Jacobi
preconditioner (blocks of size G) and “(ILU)” refers to the use of an ILU preconditioner. The
multigrid method uses block Jacobi as its smoother.
In practice, λ′ is chosen reasonably far from the true λ in fixed (iteration-independent) WS
schemes, since the true λ is not known at the beginning of the problem. (For example, λ′ = 2/3
in MPACT’s default CMFD solver.) Moreover, for the PARCS, PLEPS, and PLAPS shifts, c0 in
Equation (2.40) limits how much the diffusion system can be shifted. The original purpose of c0
was to ensure λ′ < λ, but one can also adjust this parameter to control the trade off between the
“aggressiveness” of the shift and the condition number of the shifted diffusion operator.
The results in this section (1) underscore the importance of choosing the appropriate linear
solver and preconditioner/smoother when solving shifted diffusion systems, and (2) highlight the
practical limits on the aggressiveness of WSs. If an aggressive WS is used, the linear solver must
be able to handle the high condition numbers of the problem matrix. For large problems, this is
problematic, as the ill-conditioning caused by the WS is magnified by the size of the matrix. If an
effective linear solver is not available for solving such a system, one should consider reducing the
aggressiveness of the WS (e.g., by increasing c0 for the PARCS shift).
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4.4 1-D Diffusion Results
In this section, the 1-D code described in Section 3.1 is used to generate results for the three 1-D
reactor models in Appendix B: the Joo-Lee problem, WB-1D-1, and WB-1D-2. From the previous
section, we found that the ILU-preconditioned BiCGSTAB method worked best for these 1-D
problems in serial, and this will be the linear solver used in all of the results in this section. We
compare the performance of the six SDWS techniques described in this chapter to the PARCS shift,
a fixed WS of 2/3, and unshifted PI. The convergence criteria and initial guesses are described in
Section 3.1.
Table 4.1 provides the runtimes and iterations required for each of the different WS options in
the Joo-Lee problem. A plot of the decay of the eigenvector error in the Joo-Lee problem over the
course of the simulation is shown in Figure 4.5. Tables 4.2 and 4.3 provide runtime and iteration
totals for the WB-1D-1 problem with ∆x = 6.3 cm (5 pin cells) and ∆x = 1.26 cm (1 pin cell),
respectively. Tables 4.4 and 4.5 provide the runtime and iteration totals for the WB-1D-2 problems
on the same two spatial grids. The corresponding plots of the eigenvector convergence are shown in
Figure 4.6.
Table 4.1: Comparison of WS methods for the 1D Joo-Lee problem.
Shift Power Iterations Total LSIs Runtime [s]
λ′ = 0 402 402 7.0
λ′ = 2/3 106 106 2.1
PARCS 17 17 0.4
LE 48 48 1.3
LEPS 70 70 2.2
PLEPS 16 16 0.4
We see in Table 4.1 that only one ILU-preconditioned BiCGSTAB linear solver iteration (LSI)
is needed for any of the linear solves. (In Table 4.1, the number of PIs is equal to the number of
LSIs for all of the cases.) This is because the Joo-Lee problem, which has no energy-dependence,
is a relatively small problem. Results for the LA-based shifts are not shown for this problem
because LA-based and LE-based shifts are the same in 1-group problems. (This fact was noted in
Section 4.1.4.)
Although the relative performance of all of the methods varies from problem to problem, we
see that two of the SDWS methods – PLEPS and PLAPS – had smaller PI, LSI, and runtime totals
than the PARCS shift for all of the Joo-Lee and WB-1D problems. (In the Joo-Lee problem, the
PLEPS and PLAPS shifts are the same shift since it is a one-group problem.) For the WB-1D-1 and
WB-1D-2 problems (i.e., the multigroup problems), the speedups provided by PLEPS/PLAPS over
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Table 4.2: Comparison of WS methods for
the WB-1D-1 problem, ∆x = 6.3 cm. Here,
DNC stands for did not converge.
Shift PIs Total LSIs Runtime [s]
λ′ = 0 199 266 13.4
λ′ = 2/3 94 164 7.4
PARCS 16 39 1.4
LE – – DNC
LEPS 26 51 2.4
PLEPS 10 25 0.9
LA – – DNC
LAPS 44 84 3.9
PLAPS 11 29 1.0
Table 4.3: Comparison of WS methods for the
WB-1D-1 problem, ∆x = 1.26 cm.
Shift PIs Total LSIs Runtime [s]
λ′ = 0 227 347 217.2
λ′ = 2/3 111 211 116.1
PARCS 15 48 17.7
LE 68 139 73.5
LEPS 68 139 74.8
PLEPS 14 46 16.5
LA 75 150 78.9
LAPS 97 189 107.7
PLAPS 14 47 16.5
Table 4.4: Comparison of WS methods for the
WB-1D-2 problem, ∆x = 6.3 cm.
Shift PIs Total LSIs Runtime [s]
λ′ = 0 216 239 50.5
λ′ = 2/3 70 130 20.1
PARCS 13 26 4.2
LE 7 19 2.5
LEPS 11 23 3.6
PLEPS 7 18 2.5
LA 8 21 2.7
LAPS 52 96 15.4
PLAPS 12 24 4.0
Table 4.5: Comparison of WS methods for the
WB-1D-2 problem, ∆x = 1.26 cm.
Shift PIs Total LSIs Runtime [s]
λ′ = 0 224 319 400.8
λ′ = 2/3 74 150 150.8
PARCS 13 34 31.2
LE 13 36 29.1
LEPS 15 39 34.7
PLEPS 9 29 23.1
LA 19 48 41.2
LAPS 61 125 133.5
PLAPS 12 35 29.7
57
0 10 20 30 40 50 60 70
Power Iteration Index (l)
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
||φ
(l
)
−
φ
(l
−
1)
|| 2
λ ′ = 0
λ ′ = 2/3
PARCS
LE
LEPS
PLEPS
Figure 4.5: Convergence of eigenvector in the 1D 1-group Joo-Lee problem. A summary of the
iterations and runtime required to converge is available in Table 4.1.
the PARCS shift ranged between ∼5% and ∼40%. No speedup is seen for the PLEPS shift over
the PARCS shift in the 1-group Joo-Lee problem despite a reduction in the number of PIs required
from 17 to 16. This is likely because of the difficulty of measuring runtimes accurately for such a
small problem.
For the problems considered in this section, it appears that the difference between the spectral
radii of the PLEPS and PLAPS methods is more significant than the overhead cost of computing
infinite-medium eigenvalues in the PLEPS method. The PLEPS shift consistently performed better
than the PLAPS shift in all of the results. However, this advantage should disappear for sufficiently
large G since the cost of computing infinite-medium eigenvalues scales as G3.
When they converge, the LE and LA shifts provide improved convergence rates over the LEPS
and LAPS shifts. However, they can still converge slowly (e.g., the results in Table 4.3), and they
can fail to converge (e.g., Table 4.2). Moreover, even when they do converge, the LE and LA shifts
generally do not perform as well as the PLEPS and PLAPS shifts.
Finally, we note that the convergence patterns seen in Figure 4.6 reflect our design of the
PLEPS/PLAPS shifts. At the beginning of the iteration scheme, when the current estimate of the
eigenvalue may not be accurate or well-converged, the convergence of the PLEPS/PLAPS shifts
primarily follows that of the LEPS/LAPS shifts. (That is, their slopes in Figure 4.6 are similar
for small l.) However, after several iterations, the current estimate of the eigenvalue is reasonably
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(a) WB-1D-1 problem, ∆x = 6.3 cm.
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(b) WB-1D-1 problem, ∆x = 1.26 cm.
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(c) WB-1D-2 problem, ∆x = 6.3 cm.
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(d) WB-1D-2 problem, ∆x = 1.26 cm.
Figure 4.6: Convergence of the eigenvector for different WS methods in the WB-1D problems,
described in Appendix B. A summary of the iterations and runtime required to converge is available
in Tables 4.2-4.5.
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converged, and the asymptotic convergence rates of the PLEPS and PLAPS shifts are similar to that
of the PARCS shift. More analysis of these results can be found in [107]. In short, the PLAPS and
PLEPS shifts improve upon the PARCS shift by providing better shifts in the initial iterations.
4.5 MPACT Results (3-D CMFD)
Based on the results of the previous section, we implemented the PARCS, PLEPS, and PLAPS
shifts in the CMFD solver of the MPACT code for testing on full-sized 3-D reactor problems. In this
section, we compare the performance of these three shifts and MPACT’s default shift (an iteration-
independent shift of λ′ = 2/3) on two problems: problem 5a-ARO and problem 7. Descriptions
of these problems are provided in Appendix C, while descriptions of the convergence criteria in
MPACT are provided in Section 3.2. MPACT’s 47-group library is used for the results in this
section (version 3.1, dated November 11th, 2014 [4, 79]). In each PI, block Jacobi preconditioned
GMRES from PETSc is used to solve the shifted linear system. The linear solver exits when the
default convergence criterion for PETSc Krylov solvers (described in [7]) is met or when it has
performed 100 iterations. The results in this section are generated using the version of MPACT
corresponding to SHA-1 number 03ec0e117, which is more recent than that used in [107]. All
problems are run on 4234 cores using the Titan computing system at the Oak Ridge Leadership
Computing Facility (OLCF). (In [107], we used the Eos computing system at the OLCF, on which
MPACT generally runs about twice as fast.)
Results from our implementation are provided in Tables 4.6 and 4.7. The results in these two
tables show that the PLEPS and PLAPS shifts can provide a slight improvement over the PARCS
shift. However, these improvements are small compared to the improvements seen in the previous
sections for 1-D diffusion problems. This is due to several reasons. First, in the MPACT problems,
the initial guess of eigenvalue (λ(0) = 1) is not far from the true solution. The true eigenvalue in
problem 5a-ARO is λ = 0.988010, while the “true eigenvalue” in problem 7 is λ = 1 because it is a
critical boron search problem. Second, unlike the diffusion problems of the previous section, the
problems solved in this section are CMFD problems in the context of a transport sweeper. These
problems are solved many times (once between each transport sweep), and their solutions are only
needed to accelerate the transport solver. After a few transport sweeps and CMFD solves, each
CMFD problem is not significantly different from the previous problem (the change in the CMFD
correction factors converges to 0 as the problem converges). Thus, most of the time, the solution
from the previous CMFD solve serves as a good initial guess for the present CMFD solve. We
noted that the primary benefit of using SDWSs is that they provide a good “start” for the shifted PI
scheme. In this problem, however, we already have a decent initial guess for the CMFD solves, and
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the benefit of using SDWSs over the space-independent and empirical PARCS shift is significantly
reduced.
Table 4.6: Comparison of WS methods for problem 5a-ARO in MPACT.
Shift Transport Sweeps PIs Total LSIs CMFD Runtime [s] Total Runtime [s]
λ′ = 2/3 12 100 10000 490 950
PARCS 12 59 5708 293 765
PLEPS 12 55 5500 282 753
PLAPS 12 56 5600 286 757
Table 4.7: Comparison of WS methods for problem 7 in MPACT.
Shift Transport Sweeps PIs Total LSIs CMFD Runtime [s] Total Runtime [s]
λ′ = 2/3 12 101 10100 494 1128
PARCS 13 62 6039 312 1002
PLEPS 13 59 5900 302 991
PLAPS 13 59 5900 301 990
Moreover, in problem 7, the presence of thermohydraulic feedback also distorts the results.
We see that the default MPACT shift of λ′ = 2/3 actually converges in one transport sweep fewer
than the three options, and the total runtime difference between the default shift and the three
iteration-dependent shifts is not as great as in problem 5a-ARO. This is primarily because of
the poor convergence properties of the outer feedback solver described in Chapter 3. This poor
convergence (and instability) is further elucidated in Section 8.4. There, the MSED method is used
to solve the CMFD systems for depletion problems with feedback, but the MSED method has to be
tweaked to loosen the convergence of CMFD.
The results in this section show that there are limits to how much the CMFD solver can be
improved by optimizing the WS. Table 4.8 further illuminates this limitation. There, the 100-
iteration limit on GMRES is raised to 1000 iterations, and we see the full impact of the tradeoff
described in Section 4.3. In Table 4.8, we see that, as the aggressiveness of the shifts increases,
the total number of GMRES iterations required increases despite the reduction in the number of
PIs. For this particular linear solver (block Jacobi preconditioned GMRES with a restart length
of 100), much of the benefit of using more aggressive WSs can only be attained by capping the
number of GMRES iterations per PI. However, if more aggressive shifts are used (e.g., by reducing
c0 in Equation (2.40)), the solution produced after 100 GMRES iterations may have negative values;
these negative values cannot be handled by CMFD’s nonlinear update of the transport system.
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Table 4.8: Comparison of WS methods for problem 5a-ARO in MPACT, with 1000 GMRES
iterations permitted per PI (restart length of 100). In Table 4.6, only 100 GMRES iterations (with
no restarts) are permitted per PI.
Shift Transport Sweeps PIs Total LSIs CMFD Runtime [s] Total Runtime [s]
λ′ = 2/3 12 100 14441 691 1159
PARCS 12 54 20474 1002 1477
PLEPS 12 50 20921 1023 1492
PLAPS 12 52 20616 1006 1476
Although the results in Table 4.6 and 4.7 show that MPACT’s default WS can be improved by
using any of the iteration-dependent shifts, this improvement is not sufficient. As an accelerator for
the transport solver with significantly fewer unknowns than the transport system (several orders of
magnitude fewer), the CMFD system should only require an insignificant fraction of the overall
runtime. However, Tables 4.6 and 4.7 indicate that the CMFD runtime still constitutes ∼30% of the
overall runtime in the best-case scenario. In the remainder of this thesis, we develop the MSED
method in order to further reduce this computational cost.
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CHAPTER 5
An Overview of MSED
This chapter serves as a high-level summary of the Multilevel-in-Space-and-Energy Diffusion
(MSED) method, which is the focus of the remainder of this thesis. Algorithm 8 and Figures 5.1
and 5.2 provide an overview of the MSED method. MSED has two primary components: a grey
diffusion eigenvalue problem used to accelerate the convergence of the fission source and eigenvalue
(step 2 of Algorithm 8), and a multigrid-in-space linear solver for fixed source diffusion eigenvalue
problems (steps 2b and 4 of Algorithm 8).
Figure 5.2 is a visualization of the steps in Algorithm 8; the axes of this plot describe the fidelity
of the spatial and energy discretizations of the equations used in MSED. In step 1, we collapse the
original multigroup diffusion (or CMFD) eigenvalue problem to a grey diffusion eigenvalue problem
(Equation (6.2)). In step 2, we perform PIs using either the iteration-dependent PARCS WS defined
by Equation (2.40) or the iteration- and space-dependent PLEPS shift defined by Equation (4.8). In
each PI, the fixed-source diffusion problem is solved using the multigrid linear solver. Each of these
linear solves consists of performing multiple V -cycles in which one traverses between spatial grids
of varying sizes (each spatial grid is represented by a green circle in Figure 5.2). The repetition
of the orange arrows in Figure 5.2 reflects the fact that multiple PIs are needed to converge the
eigenvalue and fission source.
Step 3 brings us back to the multigroup system; here, we update estimates of the eigenvalue,
eigenvector, and fission source using the results of the grey system. Then, in step 4, we perform a
“partial” PI to converge the energy-dependent aspects of the solution (e.g., the scattering source, the
differences in the spatial shape of each group’s scalar flux, and the leakage spectrum). It is “partial”
in the sense that only two multigrid V-cycles are used to “solve” the fixed-source problem in this PI.
The choice to use 2 V-cycles stems from the Fourier analysis in Section 7.2, which tells us that using
additional V-cycles would have a negligible impact on the spectral radius of the overall MSED
scheme. (This is also verified experimentally in [10].) The multigrid linear solver used to solve the
multigroup system in step 4 has the same structure as the one used to solve the grey system in step
2; the only difference is that the interpolation and restriction operators are account for the group
structure in the multigroup case. Details regarding the multigrid solver are provided in Chapter 7.
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Algorithm 8: An MSED iteration.
Input: φ(l)j,g, λ(l)
Result: φ(l+1)j,g , λ(l+1)
1. Using the multigroup scalar flux φ(l)j,g, compute the grey quantities given by Equations (6.3)
to construct the grey diffusion eigenvalue problem (Equation (6.2)).
2. Solve the grey diffusion eigenvalue problem by performing many Wielandt shifted PIs.
Each shifted PI consists of the following steps:
(a) Compute the WS using Equation (2.40) (or Equation (4.8)).
(b) Apply the WS and solve the resulting fixed-source grey diffusion problem using
the multigrid (in space) linear solver. Each iteration in the multigrid linear solver
is a V-cycle described by Algorithm 2 using interpolation and restriction operators
described in Equations (7.1).
(c) Update the eigenvalue using Equation (2.39b) or Equation (Alg6.2), and re-normalize
the grey scalar flux using Equation (2.39c).
3. Set the estimate of the eigenvalue in the multigroup system equal to the eigenvalue obtained
in the grey system. Update the estimate of the multigroup scalar flux using Equation (6.4).
4. Perform a “partial” PI on the multigroup system (Equation (6.5)). That is, perform the
steps described by Algorithm 3, but only perform two multigrid V-cycles when “solving”
the fixed-source diffusion system. The V-cycles on the multigroup system have the same
structure as the V-cycles on the grey system and are also described by Algorithm 2.
However, the interpolation and restriction operators (described by Equations (7.1)) account
for the group structure.
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Figure 5.1: A reproduction of Figure 1.1, which visualizes the multilevel hierarchy of equations in
CMFD and MSED. The upper (red) dashed box encloses the equations used in CMFD, while the
lower (green) dashed box encloses the equations used in MSED.
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Figure 5.2: A visualization of an MSED iteration in phase space. Details on each of the four
visualized steps are provided in Algorithm 8.
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The final chapters of this thesis are organized as follows. Chapters 6 and 7 discuss the two
components of MSED separately. Chapter 6 develops the theory for the grey diffusion eigenvalue
problem and the multilevel-in-energy method used to iterate between the multigroup and grey energy
grids. It also provides a Fourier analysis of the multilevel-in-energy iteration scheme (denoted as
MED), and selected results are presented to isolate and quantify the acceleration provided by the
grey diffusion eigenvalue problem in the MSED Method. Chapter 7 serves the equivalent purpose
for the multigrid-in-space component of MSED.
Chapter 8 provides further results for a larger selection of problems and an additional discussion
regarding the overall performance of MSED. The purpose of Chapter 8 is to show that MSED is a
robust method that can efficiently solve a wide array of problems. Chapter 9 discusses potential
avenues for future work, and Chapter 10 provides a final summary of the important conclusions of
the thesis.
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CHAPTER 6
Multilevel in Energy
In this chapter, we develop the theory for the grey diffusion eigenvalue problem used in MSED (red
box in Figure 1.1). This is the first of the two major components of MSED; the other component
(multigrid-in-space) is discussed in Chapter 7. Fourier analyses and results from both the 1-D
diffusion code and MPACT are presented to quantify the speedup provided by the use of the grey
diffusion eigenvalue problem. For the seven representative problems considered in MPACT, we
observe a speedup of ∼4-20x over the default CMFD solver when the grey diffusion eigenvalue
problem is used. For the 3-D, full-core problems specifically, the speedup range is ∼4-6x. This
chapter primarily describes novel work performed over the course of the PhD; the background
of grey diffusion acceleration (i.e., its history) is covered in Chapter 2. To our knowledge, our
specific formulation of the grey diffusion system, the manner in which it is used to accelerate the
convergence of the multigroup system, and the analysis we have performed are novel, even though
grey diffusion acceleration itself is not a new idea. This chapter also discusses how MSED can be
extended to arbitrary multilevel-in-energy structures (i.e., coarse energy grids with more than one
group and methods with more than two energy grids).
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6.1 Theory
6.1.1 Grey Diffusion
We begin with the 1-D CMFD eigenvalue problem:
− 1
∆xj
[
Dj+ 1
2
,g
φj+1,g − φj,g
∆xj+ 1
2
−Dj− 1
2
,g
φj,g − φj−1,g
∆xj− 1
2
]
+
1
∆xj
[
Dˆj+ 1
2
,g
φj+1,g + φj,g
∆xj+ 1
2
+ Dˆj− 1
2
,g
φj,g + φj−1,g
∆xj+ 1
2
]
+ Σt,j,gφj,g −
G∑
g′=1
Σs0,j,g′→gφj,g′ = λχj,g
G∑
g′=1
νΣf,j,g′φj,g′ . (6.1)
The full 3-D CMFD eigenvalue problem is provided in Equation (2.22), and descriptions of the
variables are provided in Chapter 2. We present the theory in 1-D to simplify the notation and make
the concepts easier to understand; all of the content in this chapter can be extended to 2-D and 3-D
problems in a straightforward manner.
By adjusting Σt,j,g and Dj± 1
2
,g to “absorb” the Dˆ terms, we can define an equivalent formulation
of Equation (2.22) without the Dˆ. Thus, the manner in which MSED is applied to CMFD problems
and diffusion problems are the same [11]. For generality, we present the theory for CMFD problems
(i.e., with the Dˆ explicitly included); the corresponding theory for multigroup diffusion problems
can be obtained by simply setting Dˆ to zero. The theory in this chapter should also be extensible
to multigroup diffusion eigenvalue problems with other forms of spatial discretization (i.e., not
2nd-order cell-centered finite-difference), but the grey diffusion coefficient in Equation (6.3d) would
have to be redefined in a suitable manner.
The grey diffusion eigenvalue problem (red box in Figure 5.1) is obtained by a straightforward
summation of Equation (6.2) over all groups g:
−

〈
Dj+ 1
2
,j+1
〉
∆xj∆xj+ 1
2
Φj+1 −

〈
Dj− 1
2
,j−1
〉
∆xj∆xj− 1
2
Φj−1+

〈
Dj+ 1
2
,j
〉
∆xj∆xj+ 1
2
+
〈
Dj− 1
2
,j
〉
∆xj∆xj− 1
2
+ 〈Σa,j〉
Φj = λ 〈νΣf,j〉Φj . (6.2)
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In this equation, the grey scalar flux and bracketed quantities are given by
Φj ≡
G∑
g=1
φj,g , (6.3a)
〈Σa,j〉 ≡ 1
Φj
G∑
g=1
Σa,j,gφj,g , (6.3b)
〈νΣf,j〉 ≡ 1
Φj
G∑
g=1
νΣf,j,gφj,g , (6.3c)
〈Dj1,j2〉 ≡

1
Φj2
G∑
g=1
(
Dj1,g − Dˆj1,g
)
φj2,g , if j2 = j (if j2 is the current cell) ,
1
Φj2
G∑
g=1
(
Dj1,g + Dˆj1,g
)
φj2,g , if j2 6= j (if j2 is a neighbor) .
(6.3d)
Here, Σa is the absorption cross section defined by Equation (4.11). The boundary conditions of the
grey problem can be obtained by performing a similar flux-weighted collapse of the coefficients of
φj,g. After Equation (6.2) is solved, its solution can be used to update the multigroup scalar flux as
follows:
φ
(new)
j,g =
Φ
(new)
j
Φ
(old)
j
φ
(old)
j,g =
Φ
(new)
j
G∑
g′=1
φ
(old)
j,g′
φ
(old)
j,g . (6.4)
The careful collapse of the diffusion coefficients via Equation (6.3d) ensures that the grey
diffusion coefficients are positive and well-defined when (Φj+1 − Φj)→ 0. From Equation (6.3d),
we see that it is possible for the grey diffusion coefficients to be negative if the CMFD correction
factors are sufficiently large. However, we have not found this to be a concern in practice. In all of
the problems considered in this thesis, the grey diffusion coefficients generated via Equation (6.3d)
are positive. We note that Equations (6.3) describe a collapse-in-energy that is consistent with the
collapse used in Cornejo’s multilevel LONDA method [66]. A comparison of the Cornejo’s method
and MSED was provided in Section 1.4.
Algorithm 9 describes the manner in which the grey diffusion equation is used to accelerate
the convergence of the full multigroup diffusion or CMFD eigenvalue problem. It is an incomplete
version of Algorithm 8; effectively, Algorithm 9 is Algorithm 8 with no details regarding how to
solve the fixed-source diffusion problems in steps 2b and 4. In the remainder of this thesis, we will
refer to Algorithm 9 as Multilevel-in-Energy Diffusion (MED) whenever multigrid-in-space is not
used as the linear solver in steps 2 and 4. In other words, MED is a generalization of MSED, and
the MSED method is a specific type of MED method. For this thesis, the MED method refers to the
use of a Krylov solver such as GMRES or BiCGSTAB in lieu of the multigrid solver.
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Algorithm 9: Steps for an MED iteration. (This algorithm is the same as Algorithm 8,
except that there are no details here describing how the fixed-source diffusion problems in
steps 2b and 4 are solved.)
Input: φ(l)j,g, λ(l)
Result: φ(l+1)j,g , λ(l+1)
1. Using the multigroup scalar flux φ(l)j,g, compute the grey quantities given by Equations (6.3)
to construct the grey diffusion eigenvalue problem (Equation (6.2)).
2. Solve the grey diffusion eigenvalue problem by performing many Wielandt shifted PIs.
Each shifted PI consists of the following steps:
(a) Compute the WS using Equation (2.40) (or Equation (4.8)).
(b) Apply the WS and solve the resulting fixed-source grey diffusion problem.
(c) Update the eigenvalue using Equation (2.39b) or Equation (Alg6.2), and re-normalize
the grey scalar flux using Equation (2.39c).
3. Set the estimate of the eigenvalue in the multigroup system equal to the eigenvalue obtained
in the grey system. Update the estimate of the multigroup scalar flux using Equation (6.4).
4. Perform an unshifted PI (Algorithm 3) on the multigroup system:
(a) Solve a fixed-source multigroup diffusion or CMFD problem (Equation (6.5)) in
which the fission source is generated using the multigroup scalar flux and eigenvalue
from step 3.
(b) Update the eigenvalue using Equation (2.37b).
(c) Re-normalize the flux using Equation (2.37c).
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The grey diffusion eigenvalue problem allows us to efficiently converge the eigenvalue and the
fission source without the use of a Wielandt shift on the multigroup problem. Both the fission source
and eigenvalue are grey quantities regardless of the energy-dependence of the problem, and their
impact on the solution is mostly captured by the grey diffusion problem. The energy-independence
of the fission source results from the assumption that the fission spectrum χg is independent of the
incident neutron energy. If this assumption did not hold, χg would depend on the incoming neutron
energy group g′, and we would not be able to factor it out of the summation on the right side of
Equation (6.1).
In either Algorithm 4 or Algorithm 9, the application of a Wielandt shift is the driving mechanism
for converging the “eigen”-aspects of the problem; it is needed for PI to converge the eigenvalue
and eigenvector in an optimal number of iterations. However, by applying the WS to the grey
diffusion problem instead of the multigroup problem, the ill-conditioning described in Section 4.3
is mitigated significantly. In both MED/MSED and standard Wielandt-shifted PI, the application of
WS results in higher condition numbers. The difference is that the grey problem is G times smaller
than the multigroup problem, and a small ill-conditioned linear system is much easier to solve than
a large ill-conditioned linear system. Applying the WS to the grey diffusion system instead of the
multigroup system allows us to bypass the limitations of WS described in Section 4.3. Work is
still needed on the multigroup diffusion system to converge the energy-dependence of the problem
in either MED or MSED, but the quantity of work required is significantly reduced by leveraging
the much smaller grey diffusion system and removing ill-conditioning caused by WS from the
multigroup system. This phenomenon is further elucidated in the numerical results of this chapter,
and it is consistent with the findings of recent work by [73].
6.1.2 Treatment of Multigroup System in MSED
In this subsection, we discuss how one can take advantage of the structure of the scattering operator
when solving multigroup fixed source problems in MED or MSED. For a fixed source qj,g, the
fixed-source multigroup diffusion problem is given by:
− 1
∆xj
[
Dj+ 1
2
,g
φj+1,g − φj,g
∆xj+ 1
2
−Dj− 1
2
,g
φj,g − φj−1,g
∆xj− 1
2
]
+ Σt,j,gφj,g −
G∑
g′=1
Σs0,j,g′→gφj,g′ = qj,g .
(6.5)
The content in this subsection applies to fixed-source CMFD problems as well, but we have omitted
the CMFD correction factors for simplicity. In MPACT, this system is typically solved by explicitly
constructing the linear system in the form of a matrix and then applying an iterative linear solver
(e.g., GMRES) to all of the groups at once. We refer to this approach in this thesis as the “standard”
approach or the “full multigroup” approach.
71
In most reactor problems, however, there is no up-scattering to the first ∼ G/2 groups, and we
can take advantage of this scattering structure in MED and MSED. To aid this discussion, we define
a few variables. First, we define gth to be the first group for which there is an incoming upscattering
source in any spatial cell j. That is, gth is defined such that for any g < gth, we have Σs0,j,g′→g = 0
for all j and all g′ > g. We define the thermal groups as groups gth, . . ., G, and we define Gth to be
the number of thermal groups:
Gth ≡ G− gth + 1 . (6.6)
All of the remaining groups (1, . . ., gth−1) are considered to be non-thermal. For these non-thermal
groups, the diffusion operator (without Wielandt shift) only operates on groups 1 through g. In other
words, when g < gth, the scattering source into group g only depends on the scalar flux from groups
1, . . . , g. Thus, in MED and MSED, the scalar flux for groups 1 through gth − 1 can be obtained
by solving one-group problems in a Gauss-Seidel-like manner. If we solve for the scalar flux one
group at a time starting from g = 1, the incoming scattering source (excluding the self-scattering
component g → g) is always known for these non-thermal groups.
Once the scalar flux is obtained for all of the non-thermal groups, there are two choices for
obtaining the scalar fluxes of the remaining thermal groups. The first approach is to solve for the
thermal groups simultaneously so that no upscatter iterations are needed. We refer to this approach
as the “reduced multigroup” approach in this thesis. This approach is similar to the “standard”
approach, except that we only form a multi-group linear system for the Gth thermal groups. The
alternative approach is to continue solving the groups one at a time as we do with the non-thermal
groups; this requires us to iterate through the thermal groups a few times to converge the upscatter
source. We refer to this approach as the “one-group sweep” approach. Algorithms 10 and 11
describe these two approaches in more detail. We note that one-group sweeps are used in Cornejo’s
multilevel-in-energy method as smoothing steps on each energy grid [66].
In their current forms, Algorithms 10 and 11 cannot be used when a WS is applied. This is
because the shift term λ′χgνΣf,g′ introduces effective upscattering from the thermal groups to the
fast groups. (In reactor problems, νΣf,g′ is generally nonzero for g > gth while χg is generally
nonzero for g < gth.) Thus, the efficient approaches described in these two algorithms are a unique
advantage provided by the grey diffusion eigenvalue problem, which allows us to avoid the use of a
WS on the multigroup problem. One can still use Algorithm 11 to solve the fixed-source problems
in PI schemes with WS, but one would have to iterate over all of the groups rather than just the
thermal groups.
Compared to the standard approach, the reduced multigroup approach is almost always more
efficient (in terms of both memory and computational cost) because the cost of solving the diffusion
linear system scales superlinearly with the number of groups G. This superlinearity is is due to
the fact that (1) the number of nonzeros in the diffusion operator matrix scales as G2, and (2) the
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Algorithm 10: “Reduced” approach for solving the fixed-source multigroup diffusion
problem described in Equation (6.5). This algorithm does not describe the linear solver
used in steps 1 and 2.
Result: φj,g
1. For g = 1, . . . , gth − 1:
Solve the following one-group problem to obtain φj,g for all j:
− 1
∆xj
[
Dj+ 1
2
,g
φj+1,g − φj,g
∆xj+ 1
2
−Dj− 1
2
,g
φj,g − φj−1,g
∆xj− 1
2
]
+ [Σt,j,g − Σs0,g→g]φj,g = qj,g +
g−1∑
g′=1
Σs0,j,g′→gφj,g′ . (Alg10.1)
For each g, the right side of this equation is known.
2. Solve the remaining multigroup diffusion problem for groups gth, . . . , G:
− 1
∆xj
[
Dj+ 1
2
,g
φj+1,g − φj,g
∆xj+ 1
2
−Dj− 1
2
,g
φj,g − φj−1,g
∆xj− 1
2
]
+ Σt,j,gφj,g −
G∑
g′=gth
Σs0,j,g′→gφj,g′ = qj,g +
gth−1∑
g′=1
Σs0,j,g′→gφj,g′ . (Alg10.2)
Here, the right side of the equation is known.
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Algorithm 11: “One-group sweep” approach for solving the fixed-source multigroup
diffusion problem described in Equation (6.5). This algorithm does not describe the linear
solver used in steps 1 and 2.
Input: Initial guess φ(0)j,g for all thermal groups g = gth, . . . , G
Result: φj,g
1. for g = 1, . . . , gth − 1:
Solve the following one-group problem to obtain φj,g for all j:
− 1
∆xj
[
Dj+ 1
2
,g
φj+1,g − φj,g
∆xj+ 1
2
−Dj− 1
2
,g
φj,g − φj−1,g
∆xj− 1
2
]
+ [Σt,j,g − Σs0,g→g]φj,g = qj,g +
g−1∑
g′=1
Σs0,j,g′→gφj,g′ . (Alg11.1)
For each g, the right side of this equation is known.
2. for m = 1, . . . ,mmax:
for g = gth, . . . , G:
Solve the following one-group problem to obtain φ(m)j,g :
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∆xj
[
Dj+ 1
2
,g
φ
(m)
j+1,g − φ(m)j,g
∆xj+ 1
2
−Dj− 1
2
,g
φ
(m)
j,g − φ(m)j−1,g
∆xj− 1
2
]
+[Σt,j,g − Σs0,j,g→g]φ(m)j,g
= qj,g +
G∑
g′=g+1
Σs0,j,g′→gφ
(m−1)
j,g′ +
g−1∑
g′=gth
Σs0,j,g′→gφ
(m)
j,g′ +
gth−1∑
g′=1
Σs0,j,g′→gφj,g′ .
(Alg11.2)
Here, the right side of the equation is known at every iteration.
mmax is the number of “upscatter sweeps” (i.e., the number of times we sweep over the
thermal groups). In this thesis, mmax = 2 unless otherwise specified.
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condition number worsens with problem/matrix size. In the standard approach, we solve all G
equations simultaneously. In the reduced approach, we solve gth − 1 one-group problems and then
a Gth-group problem. Using the reduced multigroup approach reduces both the memory burden and
the number of computations required.
When G is not too large (e.g., G ≈ 50), the reduced multigroup approach is more efficient
than the one-group sweep approach. However, as we have noted, the number of matrix nonzeros
scales as G2, and it is advantageous to avoid forming multigroup matrices when G is large (e.g.,
G ≈ 200). For these large values of G, the one-group sweep approach is more efficient than the
reduced multigroup approach in both memory and computational costs. A numerical comparison of
all three approaches on large problems in MPACT is provided in Section 6.4.1.
One drawback of using the reduced multigroup or one-group sweep approaches is its impact on
the communication requirements of the code. The amount of information communicated between
processors should be similar for all three approaches, but the frequency and size of the messages
sent will differ. Because of how the multigroup problem is divided up in each approach, the full
multigroup approach will result in less frequent but larger messages, while the one-group sweep
approach results in more frequent but smaller messages and the reduced multigroup approach
falls somewhere in-between. Moreover, most linear solvers require synchronization between all
processors at every linear solver iteration. This means that the number of “wait-all” points in the
code (points where each processor has to wait until every other processor is finished with its current
task) is proportional to the number of linear systems we break the multigroup problem into. In
Section 8.2, we see that this can result in longer runtimes even if the number of computations has
been reduced.
6.1.3 Extension to Arbitrary Coarse-Group Energy Structures
In this subsection, we consider the extension of Algorithm 9 to coarse energy grids with more than
one group and to iteration schemes with more than two energy grids (e.g., schemes with intermediate
grid(s) between multigroup and grey).
First, we show that it is possible to use the approach in Equations (6.3) to generate a diffusion
equation on a coarsened energy grid with more than one group. We let the index c denote the
coarse group defined by the union of fine groups gc,1, gc,2, . . . , gc,Gc . C is the total number of coarse
groups, and Gc is the number of fine groups in coarse group c. (In the grey diffusion equation,
C = 1, and G1 = G.) Then, the diffusion equation for coarse group c can be obtained by summing
Equation (6.2) over fine groups gc,1, gc,2, . . . , gc,Gc:
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2
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∆xj∆xj− 1
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+ 〈Σt,j,c〉
Φj,c
−
C∑
c′=1
〈Σs0,j,c′→c〉Φj,c′ = λ 〈χj,c〉
C∑
c′=1
〈νΣf,j,c′〉Φ′j,c . (6.7)
Here, the grey scalar flux and bracketed quantities are given by:
Φj,c ≡
∑
g∈c
φj,g , (6.8a)
〈Σt,j,c〉 ≡ 1
Φj,c
∑
g∈c
Σt,j,gφj,g , (6.8b)
〈Σs0,j,c′→c〉 ≡ 1
Φj,c′
∑
g′∈c′
∑
g∈c
Σs0,j,g′→gφj,g′ , (6.8c)
〈νΣf,j,c〉 ≡ 1
Φj,c
∑
g∈c
νΣf,j,gφj,g , (6.8d)
〈χj,c〉 ≡
∑
g∈c
χj,g , (6.8e)
〈Dj1,j2,c〉 ≡

1
Φj2,c
∑
g∈c
(
Dj1,g − Dˆj1,g
)
φj2,g , if j2 = j (if j2 is the current cell) ,
1
Φj2,c
∑
g∈c
(
Dj1,g + Dˆj1,g
)
φj2,g , if j2 6= j (if j2 is a neighbor) .
(6.8f)
In Equations (6.8), the summation over g ∈ c denotes the summation over all fine groups g in coarse
group c. As long as each coarse group c is defined as a union of existing fine groups, the procedure
described by Equations (6.8) is algebraically valid.1 After Equation (6.2) is solved, we update the
multigroup scalar flux as follows for each fine group g in coarse group c:
φ
(new)
j,g =
Φ
(new)
j,c
Φ
(old)
j,c
φ
(old)
j,g =
Φ
(new)
j∑
g′∈c
φ
(old)
j,g′
φ
(old)
j,g . (6.9)
In reactor physics, a standard approach has been to collapse from a multigroup problem to
two-group problem (e.g., [3,62,63]). Typically, the two coarse groups are defined contiguously such
that the fast group consists of all groups without upscattering and the thermal group consists of all
1We note that the equations in this subsection do not require that coarse groups be defined contiguously. In [110],
the generation and use of discontiguous energy groups is explored in detail, and it may be possible to use some of those
techniques to define advantageous coarse energy groups for Equation (6.7).
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the remaining groups. This structure results in a relatively ideal nonzero structure for Equation (6.7)
since 〈Σs0,j,2→1〉 = 0, 〈χj,2〉 = 0, and, unless there is fast fission, 〈νΣf,j,1〉  〈νΣf,j,2〉. The use of
a two-group coarse energy grid instead of a one-group grid can reduce the number of MED/MSED
iterations required to converge, but a two-group diffusion problem requires more computational
effort to solve than a grey diffusion problem. The Fourier analysis and numerical results in this
thesis indicate that, in some problems, the use of two groups instead of one can result in a reduced
runtime. However, this improvement (if any) is relatively minor in most cases, and it is sufficient to
use a grey diffusion problem.
Finally, we note that defining an MED/MSED method with more than two energy grids is
fairly straightforward with the mechanics we have defined in this chapter. This is because it is
possible to rewrite Equation (6.7) so that it has the same coefficient structure as Equation (6.1).
Once Equation (6.7) has been rewritten in the form of Equation (6.1), Equations (6.8) can be used
to define a collapse to an energy grid with even fewer groups. Although multiple energy grids are
not considered in this thesis, recent works by both Cornejo and Collins has indicated that having
additional energy grids can provide tangible improvements in the overall runtime by reducing the
computational effort required on the finest energy grid [66, 111].
6.1.4 Alternate Grey Diffusion Equation
Finally, we note that we have also explored the use of an alternate grey diffusion equation, derived
from multiplying Equation (6.2) by a space-and-energy dependent function fj,g before coarsening
in energy [10]. A Fourier analysis of this alternate grey diffusion equation indicates that choosing
fj,g to be an estimate of the multigroup adjoint eigenfunction leads to an iteration scheme with an
improved spectral radius and a reduced likelihood of instability. For reactor problems, however,
this improvement is very small and likely does not justify the cost of computing fj,g. We have not
encountered any problems for which the use of this alternate grey diffusion has yielded tangible
improvements. Nonetheless, one should consider this alternate grey diffusion equation if one
encounters a problem in which the use of the standard grey diffusion equation results in instability.
More details on this alternate grey diffusion equation are provided in Appendix D.
6.2 Fourier Analysis
6.2.1 Algorithm
In this subsection, we describe the MED algorithm for a 1-D multigroup diffusion eigenvalue
problem in a homogeneous domain of size X , divided into J spatial cells of width ∆x, with periodic
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boundary conditions. At iteration l, we have the estimates φ(l)g and λ(l) from the previous iteration.
The process by which Algorithm 9 is used to obtain φ(l+1)g and λ(l+1) is described by the following
equations:
Φ
(l)
j,c ≡
∑
g∈c
φ
(l)
j,g , (6.10a)
〈Σt,j,c〉(l) ≡ 1
Φ
(l)
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Σt,gφ
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(l)
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(l)
j,g ∀g ∈ c , (6.12)
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[
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]
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(6.13a)
λ(l+1) = λ(l
′)
[
J∑
j=1
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g′=1
νΣf,g′φ
(l′′)
g′
]−1 J∑
j=1
G∑
g′=1
νΣf,g′φ
(l′)
j,g′ , (6.13b)
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]−1
φ
(l′′)
j,g . (6.13c)
Here, we have not fixed the structure of the coarse energy grid. The MED method described in
Algorithm 9 is obtained by setting C = 1, while a multilevel-in-energy method that uses a two-group
coarse energy grid is obtained by setting C = 2. The C = 2 case is more common in reactor
physics, and, as noted in Section 6.1.3, the two coarse groups are typically defined such that the
“fast” group consists of all groups without upscattering and the “thermal” group consists of all the
remaining groups2. In the following Fourier analysis, both options are considered.
Moreover, we note that we are not explicitly considering the CMFD correction factors Dˆ in this
analysis. At the beginning of this chapter (near Equation (6.1)), we pointed out that the CMFD
problem is identical in form to a diffusion problem with modified diffusion coefficients and total
cross sections. Thus, the Fourier analysis here applies to both diffusion and CMFD problems as
long as the diffusion operator is not rendered supercritical by the presence of the Dˆ.
6.2.2 Analysis
We now perform a Fourier analysis of the algorithm described by Equations (6.10)-(6.13). We begin
with the following Fourier ansatz:
φ
(l)
j,g = ϕg + agω
leiξj∆x , (6.14a)
Φ
(l)
j,c = Υc
[
1 + Acω
leiξj∆x
]
, (6.14b)
λ(l) = λ0 + λ1ω
l , (6.14c)
φ
(l′)
j,g = ϕg + a
′
gω
leiξj∆x , (6.14d)
Φ
(l′)
j,c = Υc
[
1 + A′cω
leiξj∆x
]
, (6.14e)
λ(l
′) = λ0 + λ
′
1ω
l , (6.14f)
φ
(l′′)
j,g = ϕg + a
′′
gω
l+1eiξj∆x . (6.14g)
In this ansatz, i is the imaginary number
√−1, and j is the spatial index. ϕg and λ0 are the solutions
to the infinite-medium multigroup diffusion eigenvalue problem, and
Υc ≡
∑
g∈c
ϕg . (6.15)
2One can also define the two groups such that 〈χ1〉 = 1 and 〈χ2〉 = 0 in all fissile regions.
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ϕg satisfies the normalization condition
G∑
g=1
ϕg = 1 . (6.16)
As in Section 4.2, ω is the decay factor, and ξ is the spatial frequency of the error mode. To ensure
periodicity and to avoid aliased frequencies, ξ should be chosen as follows:
ξ ∈
{
2pik
X
∣∣∣∣ k ∈ Z, 0 < k ≤ ⌊J2
⌋}
. (6.17)
Here, b·c is the floor function (i.e., the function that rounds down to the nearest integer).
We begin the analysis by substituting the Fourier ansatz into Equations (6.10). First, Equa-
tion (6.10a) yields
Ac =
1
Υc
∑
g∈c
αg . (6.18)
Second, we express each of the flux-weighted quantities in Equations (6.10) except 〈Σs0,c′→c〉(l) in
the following form:
〈Σj,c〉(l) = 1
Φ
(l)
j,c
∑
g∈c
Σgφ
(l)
j,g
=
1
Υc
[
1 + ωleiξj∆xAc
]−1∑
g∈c
Σg
[
ϕg + agω
leiξj∆x
]
≈ 1
Υc
[
1− ωleiξj∆xAc
]∑
g∈c
Σg
[
ϕg + agω
leiξj∆x
]
≈ 1
Υc
∑
g∈c
Σg
[
ϕg + ω
leiξj∆x (ag − Acϕg)
]
= Σc + ω
leiξj∆xΥ−1c
∑
g∈c
Σg (ag − Acϕg)
= Σc + ω
leiξj∆x
(
−ΣcAc + Υ−1c
∑
g∈c
Σgag
)
. (6.19)
Here, Σ can be replaced with νΣf , D, or Σt. The symbol ≈ marks the places in the derivation
where O(2) terms are dropped. For a cross-section or diffusion coefficient Σ, Σc is used to denote
a coarse group cross section obtained by flux-weighting with the infinite-medium spectrum. For
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example,
Σt,c ≡
1
Υc
∑
g∈c
Σt,gϕg . (6.20)
Finally, the coarse-group scattering cross-section is given by
〈Σs0,j,c′→c〉(l) = 1
Φ
(l)
j,c′
∑
g′∈c′
∑
g∈c
Σs0,g′→gφ
(l)
j,g′
=
1
Υc′
[
1 + ωleiξj∆xAc′
]−1 ∑
g′∈c′
∑
g∈c
Σs0,g′→g
[
ϕg′ + ag′ω
leiξj∆x
]
≈ 1
Υc′
[
1− ωleiξj∆xAc′
]∑
g′∈c′
∑
g∈c
Σs0,g′→g
[
ϕg′ + ag′ω
leiξj∆x
]
≈ 1
Υc′
∑
g′∈c′
∑
g∈c
Σs0,g′→g
[
ϕg′ + ω
leiξj∆x (ag′ − Ac′ϕg′)
]
≡ Σs0,j,c′→c + ωleiξj∆xΥ−1c′
∑
g′∈c′
∑
g∈c
Σs0,j,g′→g (ag′ − Ac′ϕg′)
= Σs0,j,c′→c + ω
leiξj∆x
(
−Σs0,j,c′→cAc′ + Υ−1c′
∑
g′∈c′
∑
g∈c
Σs0,j,g′→gag′
)
. (6.21)
Substituting Equations (6.14b), (6.18), (6.19), and (6.21) into Equation (6.11a) yields
− 1
∆x2
{
Dc + ω
leiξ(j−1)∆x
(
−DcAc + Υ−1c
∑
g∈c
Dgag
)}
Υc
[
1 + ωlA′cΥce
iξ(j−1)∆x]
+
2
∆x2
{
Dc + ω
leiξj∆x
(
−DcAc + Υ−1c
∑
g∈c
Dgag
)}
Υc
[
1 + ωlA′cΥce
iξj∆x
]
− 1
∆x2
{
Dc + ω
leiξ(j+1)∆x
(
−DcAc + Υ−1c
∑
g∈c
Dgag
)}
Υc
[
1 + ωlA′cΥce
iξ(j+1)∆x
]
+
{
Σt,c + ω
leiξj∆x
(
−Σt,cAc + Υ−1c
∑
g∈c
Σt,gag
)}
Υc
[
1 + A′cω
leiξj∆x
]
−
C∑
c′=1
{
Σs0,j,c′→c + ω
leiξj∆x
(
−Σs0,j,c′→cAc′
+Υ−1c′
∑
g′∈c′
∑
g∈c
Σs0,j,g′→gag′
)}
Υc′
[
1 + A′c′ω
leiξj∆x
]
=
[
λ0 + λ
′
1ω
l
] 〈χc〉
×
C∑
c′=1
{
νΣf,c′ + ω
leiξj∆x
(
νΣf,c′Ac′ + Υ
−1
c′
∑
g∈c′
νΣf,gag
)}
Υc′
[
1 + A′c′ω
leiξj∆x
]
. (6.22)
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To simplify this behemoth, we perform the following steps:
1. Eliminate all terms of O(1). They cancel out from the definitions of ϕg and λ0.
2. Drop all terms of O(2) or smaller.
3. Divide the equation by wl.
4. Make the following substitution:
1
∆x2
[−e−iξ∆x + 2 + eiξ∆x] = 4
∆x2
sin2
(
ξ∆x
2
)
. (6.23)
To obtain the equivalent Fourier analysis for a problem without spatial discretization, replace
the above expression with:
lim
∆x→0
4
∆x2
sin2
(
ξ∆x
2
)
= ξ2 . (6.24)
The result is the following equation:
eiξj∆x
4
∆x2
sin2
(
ξ∆x
2
){
DcΥc (A
′
c − Ac) +
∑
g∈c
Dgag
}
+ eiξj∆xΣt,cΥc (A
′
c − Ac) + eiξj∆x
∑
g∈c
Σt,gag
− eiξj∆x
C∑
c′=1
{
Σs0,j,c′→cΥc′ (A
′
c′ − Ac′) +
∑
g′∈c′
∑
g∈c
Σs0,j,g′→gag′
}
= λ′1 〈χc〉
C∑
c′=1
νΣf,c′Υc′ + λ0 〈χc〉 eiξj∆x
C∑
c′=1
νΣf,c′Υc′ (A
′
c′ − Ac′)
+ λ0 〈χc〉 eiξj∆x
C∑
c′=1
∑
g∈c′
νΣf,gag . (6.25)
All of the terms except the one with λ′1 depend on the spatial index j. Thus, this analysis only yields
nontrivial results when
λ′1 = 0 . (6.26)
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Eliminating that term and dividing by eiξj∆x yields
4
∆x2
sin2
(
ξ∆x
2
){
DcΥc (A
′
c − Ac) +
∑
g∈c
Dgag
}
+ Σt,cΥc (A
′
c − Ac) +
∑
g∈c
Σt,gag
−
C∑
c′=1
{
Σs0,j,c′→cΥc′ (A
′
c′ − Ac′) +
∑
g′∈c′
∑
g∈c
Σs0,j,g′→gag′
}
= λ0 〈χc〉
C∑
c′=1
{
νΣf,c′Υc′ (A
′
c′ − Ac′) +
∑
g∈c′
νΣf,gag
}
. (6.27)
Some reorganization yields
[
4Dc
∆x2
sin2
(
ξ∆x
2
)
+ Σt,c
]
Υc (A
′
c − Ac)−
C∑
c′=1
[
Σs0,j,c′→c + λ0 〈χc〉 νΣf,c′
]
Υc′ (A
′
c′ − Ac′)
= − 4
∆x2
sin2
(
ξ∆x
2
)∑
g∈c
Dgag−
∑
g∈c
Σt,gag+
C∑
c′=1
∑
g′∈c′
[
λ0 〈χc〉 νΣf,g′ +
∑
g∈c
Σs0,j,g′→g+
]
ag′ .
(6.28)
Finally, we re-express the triple summation in the final term with a simpler double summation, and
get
[
4Dc
∆x2
sin2
(
ξ∆x
2
)
+ Σt,c
]
Υc (A
′
c − Ac)−
C∑
c′=1
[
Σs0,j,c′→c + λ0 〈χc〉 νΣf,c′
]
Υc′ (A
′
c′ − Ac′)
= − 4
∆x2
sin2
(
ξ∆x
2
)∑
g∈c
Dgag −
∑
g∈c
Σt,gag +
G∑
g′=1
[
λ0 〈χc〉 νΣf,g′ +
∑
g∈c
Σs0,j,g′→g
]
ag′ .
(6.29)
The above equation can be written in matrix form as:
M1 (A
′ −A) = M2a . (6.30)
Here, M1 is a C×C matrix, M2 is a C×G matrix,A′−A is a length-C vector, and a is a length-G
vector.
Next, we substitute the Fourier ansatz into Equation (6.12).
φ
(l′)
j,g =
Φ
(l′)
j,c
Φ
(l)
j,c
φ
(l)
j,g ,
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ϕg + a
′
gω
leiξj∆x =
[
1 + A′cω
leiξj∆x
] [
1 + Acω
leiξj∆x
]−1 [
ϕg + agω
leiξj∆x
]
.
Expanding the products and eliminating terms of O(2), we obtain an expression for a′g in terms of
Ac, A′c, and ag:
ϕg + a
′
gω
leiξj∆x ≈ [1 + A′cωleiξj∆x] [1− Acωleiξj∆x] [ϕg + agωleiξj∆x] ,
ϕg + a
′
gω
leiξj∆x ≈ ϕg + ωleiξj∆x [ϕg (A′c − Ac) + ag] ,
a′g = ϕg (A
′
c − Ac) + ag . (6.31)
As in Section 4.2, substituting the Fourier ansatz into Equations (6.13b) and (6.13c) yields
a′′g = ag , (6.32a)
φ(l
′′)
g = φ
(l+1)
g , (6.32b)
λ1 = 0 . (6.32c)
These results are due to the periodicity of the solution. Finally, we substitute the Fourier ansatz and
Equations (6.32) into Equation (6.13a), note that all terms of O(1) again cancel by the definitions
of ϕg and λ0, divide both sides by ωleiξj∆x, and use Equation (6.23) to obtain
ω
[
4Dg
∆x2
sin2
(
ξ∆x
2
)
+ Σt,g
]
ag − ω
G∑
g′=1
Σs0,g′→gag′ = λ0χg
G∑
g′=1
νΣf,g′a
′
g′ . (6.33)
In matrix notation, the above equation can be written as
ωM3a = M4a
′ . (6.34)
Both M3 and M4 are G×G matrices, and both a and a′ are length-G vectors. Equations (6.30),
(6.31), and (6.34) relate the variables ω, a, a′, andA′ −A. They can be combined to eliminate a′
andA′ −A, yielding a G×G eigenvalue problem of the form
ωa = M5a . (6.35)
M5 is given by a product of five matrices:
M5 = M
−1
3 M4MC→GM
−1
1 M2 . (6.36)
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Here, MG→C is the G× C interpolation matrix for Equation (6.31); the entry in the g-th row and
c-th column of MG→C is defined by
Mc→g ≡ [MC→G]g,c ≡

ϕg
Υc
+ 1 , g ∈ c ,
0 , g /∈ c .
(6.37)
For a given Dg, ∆x, ξ, and set of cross sections, we can use Equation (6.35) to numerically compute
ω. The spectral radius ρ is then given by the maximum magnitude of ω over all possible error mode
frequencies ξ.
From this Fourier analysis, we see that the multilevel-in-energy method developed in this chapter,
when linearized, is equivalent to a multigrid method. The right side of Equation (6.29) is the residual
of the multigroup flux, mapped onto a coarser energy grid, and Equation (6.29) is used to solve
for the coarse-grid errorA′ −A. In Equation (6.31), this error is then interpolated to the original
energy grid and applied as a correction to the fine-grid scalar flux. Finally, we perform a “smoothing
step” on the original energy grid by using Equation (6.33) to eliminate any remaining error modes
that are strongly energy-dependent. The observation that Algorithm 9 is effectively a multigrid
algorithm when linearized is consistent with the observations of [57], which showed that CMFD is
equivalent to DSA when linearized.
6.2.3 Numerical Results
In this subsection, we take the analytical formulas derived in the previous subsection, and we
compute sample decay factors and spectral radii numerically. The analysis in this chapter assumes
that, at every MED/MSED iteration, both the grey eigenvalue problem (Equations (6.13)) and
multigroup fixed-source problem (Equation (6.13a)) are solved exactly. Because of this, the spectral
radii computed here are lower bounds for the true spectral radius. The case in which the multigroup
fixed-source problem is not fully solved at every MSED iteration is considered later in Section 7.2.
The numerical results are presented in Table 6.1 and Figures 6.1 and 6.2. Cross-sections and
diffusion coefficients used in the computations are obtained by homogenizing the center pin cell in
problem 2a3 for four different MPACT cross-section libraries. We used X = 100 for this analysis.
From these results, we draw the following conclusions:
1. The spectral radius of MED (Algorithm 9) is approximately 0.16 as G→∞.4
3See Appendix C for more details.
4This differs slightly from the results of [10] because we are using cross-sections from a different pin cell.
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2. Using two groups instead of one on the coarsest energy grid provides a tangible reduction in
the spectral radius (from ∼0.16 to ∼0.1).
3. The spectral radii are very weakly dependent on ∆x.
Table 6.1: Spectral radii computed via Fourier analysis for the MED method described by Algo-
rithm 9 (C = 1) and a multilevel-in-energy method with C = 2. These spectral radii are computed
by taking the maximum of the decay factors ω over ξ. These decay factors are shown in Figure 6.1.
Library C = 1 C = 2
MPACT 8G 0.115 0.049
MPACT 47G 0.158 0.100
MPACT 51G 0.162 0.105
MPACT 252G 0.164 0.107
The first and second conclusions are drawn from the results of Table 6.1 and Figure 6.1. These
results indicate that MED/MSED has a small spectral radius and that the grey diffusion problem
resolves a significant portion of the solution by itself, even for largeG. We see that using a multilevel
method with C = 2 (two-group diffusion) instead of C = 1 (grey diffusion) results in a tangible
reduction to the already small spectral radius of MED. The relative importance of this difference can
be better understood by considering the number of iterations required to converge to some tolerance.
For example, we can compute the number of iterations needed to converge to a relative tolerance of
10−6. In the case of C = 1, we have a spectral radius of 0.16, which means that approximately 8
iterations would be needed (0.167 > 10−6 > 0.168). On the other hand, we have a spectral radius
of 0.1 for C = 2, which means that only ∼6 iterations would be needed to converge (0.16 = 10−6).
As noted earlier, however, this improvement in the spectral radius comes with a drawback. Because
two-group problems are more expensive to solve than grey problems, additional work is required on
the coarse energy grid. The numerical results of Section 6.4 provide a more realistic comparison of
the two options.
Although the spectral radius grows as G increases from G = 8 to G = 47, the spectral radii are
nearly identical for all G ∈ {47, 51, 252}. These results indicate that MED should work well for all
G, but they do not contradict the work in [66], which indicates that the introduction of intermediate
energy grids can reduce the overall runtime. We reiterate that the analysis performed here assumes
that the multigroup linear system in step 4 of Algorithm 9 is solved exactly; our analysis does not
account for the cost of solving this system. Although these results indicate that the spectral radius
does not grow as G→∞, the cost of each MED or MSED iteration grows with G due to the growth
of the size of the multigroup system. This growth is superlinear, because the number of nonzeros in
the matrix scales as G2. To mitigate this cost, one can reduce the convergence requirements on the
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(a) MPACT 8G library.
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(b) MPACT 47G library.
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(c) MPACT 51G library.
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(d) MPACT 252G library.
Figure 6.1: Decay factors from Fourier analysis of the MED method described by Algorithm 9
(C = 1) and a multilevel-in-energy method withC = 2. Here, C is the number of groups used on the
coarse-group problem, and ∆x = 0 (i.e., we are looking at the case without spatial discretization).
Cross sections are obtained by a homogenization of the center pin-cell in problem 2a using four
different MPACT libraries. The spectral radius is given by the maximum value of |ω| over all values
of ξ.
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Figure 6.2: Decay factors from Fourier analysis of the MED method described by Algorithm 9 for
different values of ∆x. Here, the case using the MPACT 51G library (Figure 6.1c) is shown. For
∆x > 0, the domain of ξ is truncated by the rule in Equation (6.17).
multigroup linear solve (e.g., use fewer upscattering iterations in Algorithm 11) and perform work
on intermediate energy grids instead. Such an approach is beyond the scope of this thesis, but it is
effectively what was done by Cornejo et al. in [66].
The third conclusion is evident in Figure 6.2, as the spectral radius (maximum value of |ω|)
is essentially the same for all of the curves in that plot. This conclusion is expected, since the
spatial discretization only affects the difficulty of solving the linear systems in steps 2 and 4 of
Algorithm 9. When we assume that the linear systems in steps 2 and 4 of Algorithm 9 are solved
exactly, the spatial discretization no longer plays a role. In practice, however, a smaller ∆x results
in a larger, more ill-conditioned problem matrices. This can prevent MED/MSED from achieving
the convergence rates shown in Table 6.1 if the linear solver used in MED/MSED does not produce
adequately converged solutions in steps 2 and 4 of Algorithm 9. If solving the low-order system
with C groups is difficult to due a large spatial mesh, the approach in [1] may be beneficial. There,
Rhodes and Smith explored a method in which one iterates between a pin-wise G-group CMFD
problem and an assembly-wise (i.e., spatially coarsened) 2-group CMFD problem. A tradeoff
occurs when the low-order system is coarsened in both energy and space. The low-order problem
becomes easier to solve, but the spectral radius of the overall method would be higher because the
low-order problem is now a less accurate representation of the full multigroup problem.
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6.3 1-D Diffusion Results
In this section, the 1-D code described in Section 3.1 is used to generate results for the WB-1D-1
and WB-1D-2 problems described in Appendix B. These results are shown in Tables 6.2 and 6.3.
Here, we assess the benefit of using a grey diffusion system via the MED method described in
Algorithm 9 for four different linear solvers: GMRES with an ILU preconditioner, BiCGSTAB
with a block-Jacobi preconditioner, BiCGSTAB with an ILU preconditioner, and multigrid-in-space.
(This details of multigrid are described in Chapter 7.) MED is compared to the Wielandt-shifted PI
scheme (Algorithm 4) used to generate the results in Chapter 4. The adaptive PARCS WS described
by Equation (2.40), with c0 = 0.01, is used for the multigroup system in the PI scheme and for the
grey system in the MED method.5 As noted previously, one of the primary benefits of using a grey
diffusion system is that a WS is no longer needed on the multigroup system.
The abbreviations used in Tables 6.2 and 6.3 are defined as follows. MGPIs stands for multigroup
power iterations. For PI, this is simply the number of power iterations performed. For MED, this
is the number of times the multigroup linear system is solved (i.e., the number of times step 4 is
performed in Algorithm 9), and it is also equal to the number of MED iterations. MGLSIs stands
for multigroup linear solver iterations; this is the total number of linear solver iterations required
for all of the MGPIs in the simulation. GPIs (grey PIs) and GLSIs (linear solver iterations) are the
corresponding quantities for the grey diffusion system in the MED method.
For all of the linear solvers and for both problems, the results in Tables 6.2 and 6.3 indicate that
the use of a grey diffusion equation provides a significant speedup. When MED is used instead of
Wielandt shifted PI, we see reductions in the runtime ranging from 30% to 82%. From the iteration
counts in the tables, we see that the speedups are primarily due to a shift of the computational
burden from the multigroup system to the grey system. For most of the problems, the number of
MGLSIs is reduced by an order of magnitude by the use of a grey system. Although the MED
method still requires a significant number of GLSIs, each GLSI only requires a small fraction of
the computational effort that an MGLSI requires. As we noted earlier, this reduction in MGLSIs
is a result of two primary factors: (1) the work performed by the grey diffusion system to resolve
the overall spatial dependence, fission source, and eigenvalue, and (2) the lack of a WS on the
multigroup system. The first factor reduces the number of MGPIs required, while the second factor
reduces the number of MGLSIs required per MGPI.
5The value of c0 in the PARCS WS had to be increased to 0.03 for the PI method with multigrid in Table 6.3 due to
multigrid being unable to handle an overshifted diffusion system. When multigrid was used in the MED method, we
were able to use c0 = 0.01. This reinforces our assertion that it is easier to solve a shifted grey diffusion system than a
shifted multigroup diffusion system.
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Table 6.2: Comparison of MED (Algorithm 9) to Wielandt shifted PI (Algorithm 4) for the WB-1D-1
problem. Iteration counts and runtimes are shown for four different linear solver options.
Method Linear Solver MGPIs MGLSIs GPIs GLSIs Runtime [s]
MED GMRES-ILU 8 20 70 70 12.8
PI GMRES-ILU 15 90 – – 19.3
MED BiCGSTAB-BJ 8 241 70 5541 19.7
PI BiCGSTAB-BJ 15 2118 – – 110.7
MED BiCGSTAB-ILU 8 11 70 70 12.7
PI BiCGSTAB-ILU 15 47 – – 18.4
MED Multigrid 8 22 70 914 9.8
PI Multigrid 15 189 – – 17.5
Table 6.3: Comparison of MED (Algorithm 9) to Wielandt shifted PI (Algorithm 4) for the WB-1D-2
problem. Iteration counts and runtimes are shown for four different linear solver options.
Method Linear Solver MGPIs MGLSIs GPIs GLSIs Runtime [s]
MED GMRES-ILU 7 18 72 79 9.5
PI GMRES-ILU 13 75 – – 17.7
MED BiCGSTAB-BJ 7 223 80 7899 19.0
PI BiCGSTAB-BJ 13 1767 – – 91.1
MED BiCGSTAB-ILU 7 10 79 79 9.4
PI BiCGSTAB-ILU 13 34 – – 15.3
MED Multigrid 7 20 81 645 7.2
PI Multigrid 20 195 – – 20.6
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An approximate sense of the relative costs of the MGLSIs and GLSIs in the 1-D code can be
obtained by considering the following model:
(# of MGLSIs)(Cost of MGLSI) + (# of GLSIs)(Cost of GLSI) + (Overhead Costs) = Runtime .
(6.38)
There are three unknowns in this equation (the cost of an MGLSI, the cost of an GLSI, and the
overhead cost), and we have four “data points” for each linear solver. We can perform a least-squares
fit of the data in Tables 6.2 and 6.3 to the above model to obtain estimates for these three unknowns6.
The results are shown in Table 6.4. The model in Equation (6.38) is far from a perfect model, and
there are obvious flaws in the generation of the data in Table 6.4 (small sample size, overhead cost
has a weak dependence on the number of PIs, some of the GLSIs costs are unrealistically small,
etc.). Nonetheless, the model reinforces our claim that performing LSIs on the multigroup system is
significantly more costly than performing LSIs on the grey system. In all of the cases, the estimated
MGLSIs cost is more than an order of magnitude greater than the estimated GLSIs cost. Moreover,
the model indicates that the bulk of the cost for ILU-preconditioned methods is in the overhead,
which is consistent with our knowledge of the ILU preconditioner.
Lastly, we note that MED converged in 7 and 8 iterations for the two problems respectively.
The outermost convergence criteria for these simulations is 10−6. Thus, 7-8 iterations is consistent
with the spectral radius of 0.16 predicted by the Fourier analysis (0.167 > 10−6 > 0.168). Although
an idealized toy problem (homogeneous, periodic boundary conditions) is used in the Fourier
analysis, the predicted spectral radii from this analysis can provide a reasonable estimate of the true
convergence behavior in more realistic problems (heterogeneous, vacuum boundary conditions).
Table 6.4: Estimated LSI costs and overhead costs in the 1-D diffusion code. These numbers are
obtained by a least squares fit of the data in Table 6.2 and 6.3 to the model in Equation (6.38).
Linear Solver Overhead [s] GLSI Cost [s] MGLSI Cost [s]
GMRES-ILU 8.9 2.4E-26 1.1E-1
BiCGSTAB-BJ 3.5 5.9E-04 5.0E-2
BiCGSTAB-ILU 8.9 2.0E-14 2.0E-1
Multigrid 2.1E-12 8.2E-03 9.9E-2
6The fit was performed using SciPy’s optimize.lsq linear routine, with constraints ensuring that, for a
given linear solver, the estimated costs are positive and the estimated overhead does not exceed any of the total
runtimes [96].
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6.4 Selected MPACT Results (2-D and 3-D CMFD)
In this section, we examine the performance of the MED method (i.e., the grey diffusion acceleration/
multilevel-in-energy method described in Algorithm 9) as a CMFD solver for 2-D and 3-D problems
in MPACT. This section is organized into three subsections. The first subsection examines the
performance of the three different approaches described in Section 6.1.2, the second subsection
examines the potential benefits of using a two-group diffusion problem instead of a grey diffusion
problem, and the final subsection compares MED to existing CMFD solvers in MPACT.
For all of the problems in MPACT simulated using MED, GMRES is used as the linear solver.
(Again, we note that MED is effectively MSED without the multigrid-in-space linear solver de-
scribed in Chapter 7.) Unless the one-group sweep approach (Algorithm 11) is used, the maximum
number of GMRES permitted per PI is 100 if the problem uses the default λ′ = 2/3 shift or no shift,
and it is 200 otherwise. The convergence criteria and the iteration scheme of MPACT are described
in Section 3.2.
6.4.1 Comparison of Multigroup Linear Solver Approaches in MED
First, we compare the performance of the three options for solving the multigroup linear system
discussed in Section 6.1.2 – the standard approach, the reduced multigroup approach (Algorithm 10),
and the one-group sweep approach (Algorithm 11). To do this, we consider the following two
problems in MPACT: problem 5a-0 with the 51-group MPACT library and problem 5a-2D with the
252-group MPACT library. Problem 5a-0 is a quarter-core 3-D model simulated using 464 cores over
29 nodes, and problem 5a-2D is a 2-D model simulated using 32 cores over 4 nodes. Both problems
were run on the Eos supercomputer at the Oak Ridge Leadership Computing Facility (OLCF). More
details regarding these problems, which are VERA benchmark progression problems [6], can be
found in Appendix C.
Iterations, runtimes, and memory costs are shown in Tables 6.5 and 6.6 for the 51-group and
252-group problems, respectively. In these tables, the “Mem.” column gives the maximum memory
required by any processor over the course of the simulation in units of GB; this includes both the
CMFD and non-CMFD components of MPACT. The “TSs” column gives the number of transport
sweeps required over the entire simulation. TR is the total runtime required by the simulation, CR is
the CMFD runtime required, and GR is the runtime required in the grey system. CR is the primary
quantity of interest in this thesis, and the CR values are bolded in the tables.
The remaining abbreviations are the same as those used in Tables 6.2 and 6.3. However, for
the reduced multigroup and one-group sweep approaches, MGLSIs have a different meaning. For
the reduced multigroup approach, the number listed under MGLSIs only accounts for the LSIs
performed on the thermal system. It does not include the LSIs performed on the one-group problems
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used to solve the non-thermal groups. The purpose of the MGLSIs column is to provide a sense of
the amount of work performed on the multigroup system. For the reduced multigroup approach, the
bulk of the work lies in the MGLSIs performed on the thermal groups, so this is the quantity that is
reported. For the one-group sweep approach, however, there are no “multigroup” LSIs since only
one-group is solved at a time at any step of Algorithm 11. Thus, the value reported under MGLSIs
for the one-group sweep approach is the sum of all the one-group LSIs performed on each group of
the multigroup system.
Table 6.5: Comparison of three different multigroup solver options for MED in MPACT for problem
5a-0 with the 51-group MPACT library. Iteration counts, runtimes, and memory costs are shown for
each option; runtimes are given in seconds while memory is given in GB.
Approach TSs MGPIs MGLSIs GPIs GLSIs Mem. GR CR TR
Standard 12 37 2140 160 21794 2.82 23 132 1022
Reduced MG 12 37 1226 160 21794 2.67 23 72 988
1G Sweep 12 71 42700 258 32069 2.62 38 98 1021
Table 6.6: Comparison of three different multigroup solver options for MED in MPACT for problem
5a-2D with the 252-group MPACT library.
Approach TSs MGPIs MGLSIs GPIs GLSIs Mem. GR CR TR
Standard 12 36 2366 173 23879 5.2 18 567 1983
Reduced MG 12 35 1365 171 23762 4.32 19 192 1451
1G Sweep 12 56 220846 229 29698 3.84 29 139 1396
As predicted in Section 6.1.2, the reduced multigroup approach is significantly better than the
standard approach in terms of both runtime and memory for both problems considered. The results
also reinforce our assertion in Section 6.1.2 that the one-group sweep approach is more efficient
for large values of G while the reduced multigroup approach is more efficient for intermediate and
smaller values of G. In Table 6.5, we see that the reduced multigroup approach is faster than the
one-group sweep approach for the 51-group problem, with only a minor increase in the memory
required. For the 252-group problem shown in Table 6.6, however, we see that the one-group sweep
approach is faster and requires less memory than the reduced multigroup approach. We note that
the difference in MGPIs required in the 252-group problem is due to the incomplete convergence of
the multigroup system via Algorithm 11. If mmax in Algorithm 11 were increased to a much larger
number, the number of MGPIs would be the same for all of the methods in Tables 6.5 and 6.6.
We believe that the conditions under which the one-group sweep approach is more efficient
than the reduced multigroup approach are the same as the conditions under which the MED/MSED
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algorithm would benefit from intermediate energy grids and/or coarse energy grids with more than 1
group. As indicated by Tables 6.5 and 6.6, a very large number of LSIs are needed on the multigroup
system for the one-group approach. This number can be significantly reduced by the introduction of
intermediate grids (as evidenced in [66]) or by using a coarse energy grid with 2 or more groups
(this is demonstrated in the next subsection).
In light of these results, we adopt the following conventions in the remainder of this thesis for
the MED method. Unless otherwise stated, the MED method will solve any problems in MPACT
with 252-groups or more using the one-group sweep approach, and it will solve any problems in
MPACT with 51-groups or fewer using the reduced multigroup approach. For MSED, the one-group
sweep approach is used for problems with 252-groups, and the reduced multigroup approach is used
for smaller problems with 51-groups or fewer. However, we are still using the standard approach
for full-core problems due to inefficiencies in our implementation related to MPI communication
between processors. This issue is discussed in Section 8.2.
6.4.2 Grey Diffusion vs. 2-Group Diffusion
In this section, we compare the performance of two approaches: the MED method with a grey
diffusion system described by Algorithm 9, and an analogous method that uses a 2-group diffusion
system instead of a grey diffusion system. We consider the same two problems from the previous
section: problem 5a-0 with 51-groups and problem 5a-2D with 252-groups. The results are shown
in Tables 6.7 and 6.8, respectively, and the abbreviations used in these two tables are the same as
those used in Tables 6.5 and 6.6. The only difference is that “grey” refers to a 2-group system in the
C = 2 case. Moreover, as noted in the previous section, we use the reduced multigroup approach in
Table 6.7 and the one-group sweep approach in Table 6.8. We remind the reader C is the variable
used to denote the number of groups in the coarse energy grid. (C = 1 refers to a grey diffusion
system, while C = 2 refers to a two-group diffusion system.) It is not related to the number of
energy grids being used.
Table 6.7: Grey diffusion vs. 2-group diffusion for problem 5a-0 in MPACT with 51 groups.
Iteration counts, runtimes, and memory costs are shown for each option; runtimes are given in
seconds while memory is given in GB.
Approach TSs MGPIs MGLSIs GPIs GLSIs Mem. GR CR TR
C = 1 12 37 1226 160 21794 2.67 23 72 988
C = 2 12 33 1047 136 18053 2.70 37 79 998
Table 6.7 indicates that the differences between C = 1 and C = 2 are negligible for the 51-group
problem. Although using C = 2 results in fewer MGLSIs, this savings is offset by the extra cost of
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Table 6.8: Grey diffusion vs. 2-group diffusion for problem 5a-2D in MPACT with 252 groups.
Approach TSs MGPIs MGLSIs GPIs GLSIs Mem. GR CR TR
C = 1 12 56 220846 229 29698 3.84 29 139 1396
C = 2 12 46 119101 197 26708 3.84 25 101 1353
the larger coarse energy grid. That is, LSIs on the coarse energy grid (listed as GLSIs) are more
costly for higher C. For 252-group problem in Table 6.8, using C = 2 reduces the CMFD runtime
required by ∼30%. As noted in Section 6.2, the difference in performance between C = 1 and
C = 2 for the 252-group problem is due to differences in the cost of solving the fixed-source
multigroup CMFD problem. The spectral radii for the two values of C are similar, but the cost of
solving the fixed-source multigroup problem differ for this 252-group problem. When C = 2 is
used, fewer MGLSIs are required because the coarse energy grid is able to resolve some of the
energy dependence, reducing the burden on the linear solver for the multigroup system. The results
here are consistent with our earlier claim that the use of additional groups in the coarse grid becomes
more beneficial as G increases.
Although we see that using C = 2 can provide additional speedups for largeG, the consideration
of C > 1 is mostly beyond the scope of the work in this thesis. The purpose of this section is only
to illuminate the situations in which using C > 1 may be beneficial.
6.4.3 Comparison of MED to Other CMFD Solvers
In this section, we compare the performance of MED to other CMFD solvers in MPACT to quantify
the improvements provided by the use of a grey diffusion system in Algorithm 9. Here, we consider
seven problems: 4a, Peach Bottom 2-D (PB), 5a-0, 5a-2D, 5a-0-FC, AP1000-BOL, and AP1000-
EOC. Iterations, runtimes, and memory costs are shown for these problems in Tables 6.9-6.15. In
this thesis, runtimes are given in seconds while memory is given in GB. All of the problems use the
51-group library except problem 5a-2D, which uses the 252-group library. Problems 4a, PB, 5a-0,
and 5a-2D were run on Eos, while the remaining three problems were run on Titan. (Both Eos and
Titan are machines at the Oak Ridge Leadership Computing Facility (OLCF).) All of the problems
are 3-D problems except for problems PB and 5a-2D. The “numbered” problems (4a, 5a-0, 5a-2D,
5a-0-FC) are drawn from the VERA Progression Problems [112]. Problem 4a consists of nine
Westinghouse 17x17 fuel assemblies, while problems 5a-0 and 5a-2D are quarter-core models of
the Watts Bar Unit 1 reactor. Problem 5a-0-FC is a full-core (FC) version of problem 5a-0, and
AP1000-BOC and AP1000-EOC are full-core hot zero power (HZP) models of the AP1000 reactor
at beginning of cycle (BOC) and end of cycle (EOC), respectively. Appendix C provides additional
details for these problems.
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Table 6.9: Comparison of MED to other MPACT CMFD solvers for the 3-D, 9 assembly problem
4a. Iteration counts, runtimes, and memory costs are shown for each option. In all of the tables in
this thesis, runtimes are given in seconds while memory is given in GB.
Solver TSs MGPIs MGLSIs GPIs GLSIs Mem. GR CR TR
Default 12 104 9919 – – 0.89 – 152 367
PI+PWS 12 49 6910 – – 0.89 – 115 340
RBBJ 14 280 42000 – – 0.84 – 336 589
GD 12 595 – – – 0.96 – 29 241
MED 12 38 936 147 17699 0.87 6 15 230
Table 6.10: Comparison of MED to other MPACT CMFD solvers for the 2-D, full-core Peach
Bottom (PB) problem.
Solver TSs MGPIs MGLSIs GPIs GLSIs Mem. GR CR TR
Default 157 576 46615 – – 0.94 – 275 1319
PI+PWS 21 153 24862 – – 0.94 – 168 428
GD 27 4714 – – – 0.97 – 95 373
MED 27 91 2668 1108 181572 0.94 50 65 350
Table 6.11: Comparison of MED to other MPACT CMFD solvers for the 3-D, quarter-core problem
5a-0.
Solver TSs MGPIs MGLSIs GPIs GLSIs Mem. GR CR TR
Default 21 96 9600 – – 2.72 – 632 1998
PI+PWS 12 52 8002 – – 2.72 – 558 1484
RBBJ 15 300 45000 – – 2.56 – 1551 2684
GD 12 749 – – – 3.01 – 130 1026
MED 12 37 1226 160 21794 2.67 23 72 988
Table 6.12: Comparison of MED to other MPACT CMFD solvers for the quarter-core problem
5a-2D with MPACT’s 252 group library.
Solver TSs MGPIs MGLSIs GPIs GLSIs Mem. GR CR TR
Default 12 89 8900 – – 4.74 – 2904 4510
PI+PWS 9 48 8275 – – 4.74 – 2943 4433
RBBJ 12 213 31950 – – 4.33 – 14386 15907
GD – – – – – – – – DNC
MED 12 56 220846 229 29698 3.84 29 139 1396
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Table 6.13: Comparison of MED to other MPACT CMFD solvers for the 3-D, full-core problem
5a-0-FC.
Solver TSs MGPIs MGLSIs GPIs GLSIs Mem. GR CR TR
Default 24 94 9400 – – 2.39 – 1918 5015
PI+PWS 12 53 8351 – – 2.39 – 1770 4124
RBBJ – – – – – – – – DNC
GD 12 1034 – – – 2.54 – 1830 4030
MED 12 37 1273 156 21453 2.16 224 436 2474
Table 6.14: Comparison of MSED to other MPACT CMFD solvers for the 3-D, full-core AP1000-
BOC problem.
Solver TSs MGPIs MGLSIs GPIs GLSIs Mem. GR CR TR
Default 27 126 12600 – – 2.17 – 2337 6033
PI+PWS 11 53 8990 – – 2.17 – 1713 3916
RBBJ 16 316 47400 – – 2.11 – 2755 5414
GD 8 643 – – – – – – DNC
MED 11 33 1670 192 30614 2.19 353 587 3235
Table 6.15: Comparison of MSED to other MPACT CMFD solvers for the 3-D, full-core AP1000-
EOC problem.
Solver TSs MGPIs MGLSIs GPIs GLSIs Mem. GR CR TR
Default 95 417 41700 – – 2.93 – 2776 19268
RBBJ 44 880 132000 – – 2.80 – 6939 17548
GD 15 1502 – – – 2.96 – 1987 6778
MED 15 41 2814 280 45016 2.94 298 441 5278
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In these results, the “default” CMFD solver in MPACT refers to using PI with a fixed WS of
λ′ = 2/3, RBBJ is the same as the “default” solver except that “red-black” block Jacobi is used as the
linear solver instead of GMRES, “PI+PWS” uses the PARCS WS instead of λ′ = 2/3, and GD refers
to the Generalized Davidson method, preconditioned with an algebraic multigrid preconditioner. In
Section 3.2, additional details regarding these four methods and their implementation in MPACT is
provided. Due to time and supercomputing resource constraints, results for some of the methods are
not available in all problems.
For each of the seven problems, we see that the MED method provides a significant reduction
in the runtime compared to the default MPACT method. These speedups are highly problem-
dependent, and they range from ∼4-10x for the 51-group problems. For the 252-group problem in
Table 6.12, the speedup is ∼21x. As in the 1-D results, this speedup is primarily due to the shifting
of much of the workload from the multigroup system to the grey system. Although MED requires
many LSIs, it reduces the number of MGLSIs required by approximately an order of magnitude.
Similar speedups are seen when MED is compared to the PI+PWS method. Moreover, for all of
the problems except AP1000-EOC, we see that the MED method has a smaller memory burden
because it does not need to form the full multigroup matrix. This reduction in memory cost is
especially noticeable for the 252-group problem 5a-2d in Table 6.12. MED uses the one-group
sweep approach in the 252 group problem, and it uses the reduced multigroup approach for five
of the remaining six problems, which use 51 groups. The standard approach is used for problem
AP1000-EOC due to performance issues in the MPI communication; these issues are discussed
further in Section 8.2.
For most of the problems, the savings in the CMFD runtime does not fully capture the benefit
of using MED. This is because extra transport sweeps are often required when the default CMFD
solver is used instead of MED. For example, the savings in total runtime is∼2 times greater than the
savings in CMFD runtime in the problem 5a-0, and it is nearly 9 times greater in the AP1000-EOC
problem. These results reaffirm the need for an efficient CMFD solver in MPACT. Because the
maximum number of PIs allowed per CMFD solver is 20, the default CMFD solver is not able to
converge the CMFD problem sufficiently well. As a result, the overall transport scheme is not able
to achieve the spectral radius predicted for the odCMFD method [5]. For the default CMFD solver,
previous empirical studies determined that 20 was an appropriate limit on the number of PIs to
optimize the tradeoff between time spent in the CMFD problem and time spent in the transport
problem. With MED, this tradeoff does not play a role because we can “fully” converge7 CMFD in
7The convergence criteria for CMFD, described in Section 3.2, is actually relatively “loose” compared to the
convergence criteria used in the 1-D diffusion code. This is because CMFD is an accelerator, and its solution is only
needed to speed up the transport calculation. CMFD only needs to be converged to the point at which we do not see any
degradation in the convergence rate of transport sweeps. With the default CMFD solver, however, we usually unable to
reach this point within 20 PIs.
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an amount of time that is approximately an order of magnitude smaller than the total runtime of the
problem.
The GD method also provides a significant speedup over the default and PI+PWS methods in
three of the seven problems. However, it does not appear to scale well to larger problems (3-D
full-core or 252-groups), and it is not as efficient or robust. For the five problems in which GD
converges, MED provides a factor of ∼1.5-4.5x speedup over the GD method and has a smaller
memory burden. Moreover, GD fails to converge for the 252-group problem 5a-2D and the AP1000-
BOC problem. These failures are likely due to a combination of condition number growth and
insufficient convergence of the inner loops of the algebraic multigrid preconditioner.
Compared to the other methods, RBBJ typically has a slightly reduced memory cost. The
storage costs of its LU decompositions of the diffusion operator in each spatial cell is more than
offset by the fact that it is implemented internally and does not require redundant storage in the
form of PETSc matrices. However, it is not robust (it fails for problem 5a-0-FC), it does not scale
well with problem size or G, and it takes significantly longer than the default method in most of the
problems.
The results in this section indicate that, even without the multigrid-in-space linear solver
described in the next chapter, the MED method already accomplishes the initial goal of reducing
the computational burden of CMFD to ∼10% or less of the overall computational cost for most
problems. The only exceptions are problems 5a-0-FC and AP1000-BOL, for which the CMFD
runtime with MED still constitutes ∼18% of the overall runtime. We emphasize again that the
benefits of using MED can go beyond the reduction in the CMFD runtime. MED allows us to fully
converge the CMFD system in an efficient manner, allowing the outer CMFD-accelerated transport
scheme to achieve the low spectral radius predicted by [5].
In the next chapter, we see that the introduction of the multigrid-in-space linear solver can further
reduce the CMFD runtime. However, the marginal improvements provided by the multigrid-in-space
linear solver are relatively small compared to the total cost of the MPACT method because of the
speedups that have already been provided by the grey diffusion (multilevel-in-energy) component
of MSED. That is, there is a limit to how much benefit we can extract from further optimizing the
CMFD solver since it is only a small percentage of the overall runtime when MED is used. (For
some of the smaller, non-full-core problems, MED can actually be faster than MSED.) Nonetheless,
for 3-D, full-core problems (e.g., 5a-0-FC and the AP1000 problems), the speedup is still somewhat
significant since the percentage of the total runtime devoted to solving CMFD with MED is higher.
Moreover, the speedups provided by MSED over MED are important for multigroup diffusion codes
in which the cost of solving the multigroup diffusion eigenvalue problem is not dwarfed by the
presence of a transport system.
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CHAPTER 7
Multigrid in Space
In this chapter, we discuss the second of the two major components of MSED – its multigrid-in-
space linear solver. Mathematicians have used multigrid for decades, and the theory behind it,
which is summarized in Section 2.2.3, is well-developed. However, the multigrid method described
in this chapter features a novel treatment of the multigroup diffusion fixed-source problem. Fourier
analyses are provided to assess the performance of the method as a standalone linear solver for
multigroup fixed-source diffusion problems and its performance in the MSED framework described
in Algorithm 8. This chapter includes numerical results from the 1-D diffusion code and MPACT
that demonstrate the efficiency of the multigrid linear solver. In MPACT, we see that MSED can
provide a speedup over the MED method introduced in the previous chapter when the problem
is sufficiently large spatially. Compared to MED, MSED provides a ∼2x speedup in the CMFD
runtime for full-core problems. Compared to the original CMFD solver in MPACT, the speedup in
the CMFD runtime ranges from ∼6-12x.
7.1 Theory and Implementation
7.1.1 Theory
This subsection provides a brief summary of the theory covered in Section 2.2.3. There, all the
variables and indices used to describe the general multigrid procedure are defined.
The purpose of the multigrid-in-space linear solver in MSED is to efficiently solved fixed-source
diffusion problems in steps 2b and 4 of Algorithm 8. With a finite-difference spatial discretization
in 1-D, this fixed-source problem can generally be written in the following form:
− 1
∆xj
[
Dj+ 1
2
,g
φj+1,g − φj,g
∆xj+ 1
2
−Dj− 1
2
,g
φj,g − φj−1,g
∆xj− 1
2
]
+ Σt,j,gφj,g −
G∑
g′=1
Σs0,j,g′→gφj,g′ = qj,g .
(6.5 revisited)
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If we let A be a matrix representing the operator on the left side of this equation, b be a vector whose
components are qj,g, and x be a vector whose components are φj,g, we can use the procedure defined
by Algorithm 2 to perform a multigrid V-cycle on this linear system. The coarse-grid operators A(p)
are recursively defined using the Galerkin approach:
A(p) = I
(p)
(p+1)A(p+1)I
(p+1)
(p) . (2.30 revisited)
Algorithm 2 and Equation (2.30) describe all the mechanics of multigrid except for two aspects: the
smoother and the interpolation operators I(p+1)(p) . In both the 1-D diffusion code and MPACT, the
restriction operator is simply defined to be the transpose of the interpolation operator:
I
(p)
(p+1) ≡
[
I
(p+1)
(p)
]T
. (2.29 revisited)
Thus, to fully define our implementation of multigrid in the 1-D diffusion code and MPACT, we
only need to define the smoother, and then either the interpolation or restriction operator. In the
following subsections, we define these two aspects for both the 1-D diffusion code and MPACT.
As discussed in Section 2.2.3, the multigrid approach used in MSED combines notions of
both algebraic and geometric multigrid. The Galerkin triple product in Equation (2.30) is a staple
of algebraic multigrid methods, as it allows for the definition of coarse-grid operators without
knowledge of the actual geometry. In our work, we use this Galerkin triple product, but we define
all of the I(p+1)(p) using information about the actual layout of the grid itself. This is possible for
the CMFD problem in MPACT because of the simplicity of the CMFD grid. Although there may
be mismatched boundaries between assemblies, the grid within each assembly is uniform and
rectangular. More details regarding this are provided in Section 7.1.3.
7.1.2 Implementation in 1-D Diffusion Code
In the 1-D diffusion code, the interpolation operator is defined in a manner similar to the standard ap-
proach found in most multigrid texts (e.g., [9]) for the 1-D Laplace problem. If the one-group sweep
approach (Algorithm 11) is used, the standard interpolation approach does not require modification.
However, for step 2 of the reduced multigroup approach (Algorithm 10), the interpolation operator
in MSED must consider and preserve the group-dependence of the scalar flux φ. The following
definition is a natural extension of the standard multigrid interpolation approach to multigroup
problems:
φ(p),2j−1,g = φ(p−1),j,g , (7.1a)
φ(p),2j,g =
1
2
[
φ(p−1),j,g + φ(p−1),j+1,g
]
. (7.1b)
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Here, φ(p),j,g is the group g scalar flux in the j-th spatial cell of spatial grid p. (We defined p in
Section 2.2.3 so that p = 0 is the coarsest grid and p = P − 1 is the original grid.) Equation (7.1a)
indicates that half the points (φ(p),2j−1,g) will be obtained via injection of values directly from the
coarse grid, while Equation (7.1b) indicates that the remaining half (φ(p),2j,g) will be obtained by
averaging the two closest coarse grid values. From these two equations, the interpolation matrix
I
(p)
(p−1) can be defined.
Although the original fluxes φj,g are cell-averaged quantities, it is possible (and opti-
mal [113, 114]) to treat them as if they were nodal quantities because of the finite-difference
spatial discretization. That is, we are using the fact that Equation (6.5) would look the same if φ
represented nodal quantities rather than cell-averaged quantities. We note that interpolation and
restriction in multigrid acts on the residuals (r) and errors (ε) rather than the fluxes (φ), but it is
easier to formulate Equations (7.1) in terms of the fluxes.
A visualization of the interpolation is shown in Figure 7.1. When the number of fine-grid points
is even, there will be an extra node on the right side of the fine grid. In this thesis, our standard
treatment of this node is to simply include it in the coarse grid. In Figure 7.1, this would result in
an extra vertical arrow (indicating an injection from the coarse grid to fine grid) on the right side.
Using a spatial collapse in which the leftmost and rightmost nodes from the fine grid are present in
all of the coarse grids allows us to avoid special treatment for the boundary conditions.
φ(p),0,g φ(p),1,g φ(p),2,g φ(p),3,g φ(p),4,g φ(p),5,g φ(p),6,g
Fine grid
φ(p−1),0,g φ(p−1),1,g φ(p−1),2,g φ(p−1),3,g
Coarse grid
1 1 1 1
1
2
1
2 1 2
1
2 1 2
1
2
Figure 7.1: Interpolation operator for a multigroup fixed-source diffusion problem with finite-
difference spatial discretization in 1-D. This is a visualization of Equations (7.1). The numbers on
the arrows correspond to the coarse-grid weights used to define fine-grid quantities.
In the work in this thesis, we do not encounter problems for which we have to interpolate across
nonuniform spatial cells or problems with problematic (highly discontinuous) diffusion coefficients.
Nonetheless, we now describe straightforward approaches for dealing with these two situations,
should they arise:
• In the case of interpolation or restriction across nonuniform spatial cells, one can define
φ(p),2j,g in Equation (7.1b) by linearly interpolating between the values at φ(p−1),j,g and
φ(p−1),j+1,g [9]. For a uniform grid, φ(p),2j,g is halfway between these two values; for a
nonuniform grid, the weights will depend on the relative spatial cell sizes.
102
• For situations in which the convergence of multigrid is degraded due to highly discontinuous
diffusion coefficients, we refer the reader to the work performed by Alcouffe in [34]. There,
Alcouffe develops an interpolation scheme that is robust for problems in which the diffusion
coefficient can vary by several orders of magnitude between spatial cells. To account for the
impact of these sharp variations, Alcouffe treats the diffusion coefficients as scalings of the
spatial cell ∆x. The final result is an interpolation operator that treats D∇φ as if it were a
linear function of space. We note that, in [34], the interpolation is only done for one-group
problems. When this approach is applied to a multigroup problem, one can either use the
one-group sweep approach described in Algorithm 11 or use group-dependent interpolation
coefficients to collapse all groups simultaneously.
Using the Galerkin triple product (Equation (2.30)) and the interpolation operator defined above
(Equations (7.1)), a formulation for the coarse-grid operator can be derived. For simplicity, we
consider a homogeneous problem on a uniform grid. The purpose of this derivation is to provide the
reader with a sense of what the coarse-grid operator looks like. In practice, we form the problem,
interpolation, and restriction matrices and use Equation (2.30) to compute the coarse-grid operators
directly.
First, we substitute Equations (7.1) into Equation (6.5) for spatial cells 2j, 2j − 1, and 2j − 2:
− Dg
∆x2
[(
φ(P−2),j+1,g −
φ(P−2),j,g + φ(P−2),j+1,g
2
)
−
(
φ(P−2),j,g + φ(P−2),j+1,g
2
− φ(P−2),j,g
)]
+ Σt,g
φ(P−2),j,g + φ(P−2),j+1,g
2
−
G∑
g′=1
Σs0,g′→g
φ(P−2),j,g′ + φ(P−2),j+1,g′
2
= q2j,g , (7.2a)
− Dg
∆x2
[(
φ(P−2),j,g + φ(P−2),j+1,g
2
− φ(P−2),j,g
)
−
(
φ(P−2),j,g −
φ(P−2),j−1,g + φ(P−2),j,g
2
)]
+ Σt,gφ(P−2),j,g −
G∑
g′=1
Σs0,g′→gφ(P−2),j,g′ = q2j−1,g , (7.2b)
− Dg
∆x2
[(
φ(P−2),j,g −
φ(P−2),j−1,g + φ(P−2),j,g
2
)
−
(
φ(P−2),j−1,g + φ(P−2),j,g
2
− φ(P−2),j−1,g
)]
+ Σt,g
φ(P−2),j−1,g + φ(P−2),j,g
2
−
G∑
g′=1
Σs0,g′→g
φ(P−2),j−1,g′ + φ(P−2),j,g′
2
= q2j−2,g . (7.2c)
We note that (P − 1) refers to the finest grid, so (P − 2) is the coarse grid immediately below it.
The leakage term cancels for the even spatial cells, and the leakage term for the odd spatial cell can
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be rearranged. Some simplification yields
Σt,g
φ(P−2),j,g + φ(P−2),j+1,g
2
−
G∑
g′=1
Σs0,g′→g
φ(P−2),j,g′ + φ(P−2),j+1,g′
2
= q2j,g , (7.3a)
− Dg
(2∆x)2
[
2φ(P−2),j+1,g − 4φ(P−2),j,g + 2φ(P−2),j−1,g
]
+ Σt,gφ(P−2),j,g −
G∑
g′=1
Σs0,g′→gφ(P−2),j,g′ = q2j−1,g , (7.3b)
Σt,g
φ(P−2),j−1,g + φ(P−2),j,g
2
−
G∑
g′=1
Σs0,g′→g
φ(P−2),j−1,g′ + φ(P−2),j,g′
2
= q2j−2,g . (7.3c)
Finally, we weight the three equations by 1/4, 1/2, and 1/4, respectively, and sum them together.
This is equivalent to applying the transpose of the interpolation operator as the restriction operator.
(We have multiplied the weights of the restriction by 1/2 to produce a coarse-grid operator that
is more visually consistent with the fine-grid operator; the scaling of the weights does not affect
Algorithm 2 since both the operator and the residual are restricted using the same weights.) The
result is the following:
− Dg
(2∆x)2
[
φ(P−2),j+1,g − 2φ(P−2),j,g + φ(P−2),j−1,g
]
+
1
8
Σt,g
[
φ(P−2),j−1,g + φ(P−2),j+1,g
]− 1
8
G∑
g′=1
Σs0,g′→g
[
φ(P−2),j+1,g′ + φ(P−2),j−1,g
]
+
3
4
Σt,gφ(P−2),j,g − 3
4
G∑
g′=1
Σs0,g′→gφ(P−2),j,g′ = q(P−2),j,g . (7.4)
The following conclusions are apparent from this result:
1. If Σt,g = 0 and Σs0,g′→g = 0, the result is the same as the fine-grid operator, except for a grid
of size 2∆x.
2. The contribution from the removal terms “bleed” into the leakage terms as we coarsen.
The first conclusion implies that the Galerkin approach (Equation (2.30)) and the purely geometric
multigrid approach (homogenizing the cross-sections and directly discretizing the diffusion operator
on the coarse grid) generate the same coarse-grid operators when there are no removal terms. The
second conclusion means that the contributions from neighboring cells are generally not diagonal in
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g in the coarse-grid operators. This is a drawback of the Galerkin approach, as it reduces the sparsity
of the coarse-grid operators. Nonetheless, the Galerkin approach is taken in our implementations
because of its robustness. As discussed in Section 2.2.3 and [15], multigrid methods that use
Galerkin coarse-grid operators satisfy a “variational principle” that ensures convergence as long
as the smoother converges. In future work, alternative geometric approaches may be considered
to reduce the computational and memory costs of computing coarse-grid operators. However,
because the aforementioned variational principle may not hold, such approaches should be carefully
analyzed to ensure stability.
Finally, we discuss the smoothing mechanism. For the 1-D diffusion code, we use the “red-black”
block Jacobi (RBBJ) smoother described in Algorithm 12. The treatment of the energy-dependence
is “exact” in the sense that the G×G scattering blocks are solved for each spatial cell. This “exact”
treatment minimizes the spectral radius of the multigrid V-cycle applied to Equation (6.5), but its
computational complexity does not scale well with G. (Solving a G×G linear system is O(G3).)
Moreover, if LU factorization is used to avoid repeated applications of Gaussian elimination to the
G×G blocks, the LU factorization of each G×G block must be stored, significantly increasing the
memory cost of the code. This cost is not prohibitive for a simple 1-D diffusion test code, but it is
not ideal for MPACT. In the next subsection, we describe a different approach with a less stringent
treatment of the energy-dependence. This approach has computational complexity O(G2) rather
than O(G3) and performs sufficiently well for MPACT.
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Algorithm 12: A “red-black” block Jacobi smoother iteration for Equation (6.5), used in
the 1-D diffusion code. This smoother is meant to be used in the multigrid V-cycle described
by Algorithm 2.
Input: φ(q)j,g
Result: φ(q+
1
2
)
j,g
1. Smooth on the odd values of j (or the even values if using 0-based indexing). In the context
of multigrid, this includes all of the grid points that are members of both the current fine
grid (P − 1) and the next coarse grid (P − 2), except possibly the rightmost point.[
Dj+ 1
2
,g
∆xj∆xj+ 1
2
+
Dj− 1
2
,g
∆xj∆xj− 1
2
+ Σt,j,g
]
φ
(q+ 1
2
)
j,g −
G∑
g′=1
Σs0,j,g′→gφ
(q+ 1
2
)
j,g′
= qj,g +
1
∆xj
[
Dj+ 1
2
,g
∆xj+ 1
2
φ
(q)
j+1,g +
Dj− 1
2
,g
∆xj− 1
2
φ
(q)
j−1,g
]
. (Alg12.1)
2. Smooth on the remaining values of j.[
Dj+ 1
2
,g
∆xj∆xj+ 1
2
+
Dj− 1
2
,g
∆xj∆xj− 1
2
+ Σt,j,g
]
φ
(q+ 1
2
)
j,g −
G∑
g′=1
Σs0,j,g′→gφ
(q+ 1
2
)
j,g′
= qj,g +
1
∆xj
[
Dj+ 1
2
,g
∆xj+ 1
2
φ
(q+ 1
2
)
j+1,g +
Dj− 1
2
,g
∆xj− 1
2
φ
(q+ 1
2
)
j−1,g
]
. (Alg12.2)
Here, all values of φ(q+
1
2
) on the right side have already been computed in step 1.
7.1.3 Implementation in MPACT
Because of higher dimensionality and parallelism, the interpolation operator used for the 1-D
diffusion code cannot be applied to the MPACT code directly. We first discuss the treatment of
higher dimensions. The approach taken in MPACT is a natural extension of the approach described
for 1-D problems. For a 2-D problem, Figure 2.2 demonstrates how a fine grid can be coarsened to
a coarse grid by keeping only the points whose x and y indices are both odd. When the number
of rows (or columns) is not an odd number, one can keep an additional row (or column) when
restricting to simplify the treatment of boundary conditions. This is demonstrated in Figure 7.2. As
in the 1-D case, keeping this additional row/column simplifies the treatment of boundary conditions.
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Figure 7.2: A sample coarsening for a 2-D Cartesian grid with an even number of columns. Dots
represent nodes on the fine grid, while circles represent nodes on the coarse grid. This is the same
as Figure 2.2 except for the presence of the additional column of nodes on the right.
With the coarse grid defined in Figure 7.2 (or Figure 2.2), the interpolation operator for the 2-D
scalar fluxes φi,j,g can be defined as follows:
φ(p),2i−1,2j−1,g = φ(p−1),i,j,g , (7.5a)
φ(p),2i−1,2j,g =
1
2
[
φ(p−1),i,j,g + φ(p−1),i,j+1,g
]
, (7.5b)
φ(p),2i,2j−1,g =
1
2
[
φ(p−1),i,j,g + φ(p−1),i+1,j,g
]
, (7.5c)
φ(p),2i,2j,g =
1
4
[
φ(p),2i−1,2j,g + φ(p),2i+1,2j,g + φ(p),2i,2j−1,g + φ(p),2i,2j+1,g
]
. (7.5d)
The approach is the same as that of the interpolation scheme in 1-D; all of the fine-grid points
are defined by linearly interpolating from the nearest coarse-grid points. As in 1-D, nonuniform
interpolation weights can be used when highly discontinuous diffusion coefficients or nonuniform
meshes are present.
To handle parallelism, we treat parallel boundaries in the same manner that we treat domain
boundaries. This results in an interpolation operator that does not need to communicate across
processors; it is similar to the one described by [28]. Since restriction is just the transpose of
interpolation in our implementation, it also does not require any inter-processor communication.
A visualization of this approach is shown in Figure 7.3 for a 2-D spatial domain split over four
processors. Presently, all problems of interest in MPACT are partitioned such that there is one
spatial plane per processor. As a result, no three-dimensional interpolation is needed in MPACT.
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Nonetheless, a suitable interpolation operator can be defined in three-dimensions by the same
approach used to define the two-dimensional interpolation operator.
As noted in the previous subsection, a smoother that scales better with G than RBBJ is sought.
We have found that the successive over-relaxation (SOR) smoother from PETSc, with no relaxation,
performs adequately for our multigrid implementation. It is effectively a Gauss-Seidel (GS) iteration
on the problem matrix, except that information from neighboring processors is lagged. In standard
GS, the operation on row i of the matrix is done with updated information from rows i′ < i.
However, the unknowns corresponding to these rows may reside on other processors, and processors
do not communicate until a full smoothing step has been completed. This smoother is described
in detail in Algorithm 13. Because the treatment of the energy-dependence is no longer “exact”
in the smoother, the bulk of the convergence of the energy-dependence is left to the solver on the
coarsest grid. The GS smoothing steps help with the energy-dependence, but it is relatively slow
since the convergence rate of GS is typically about equal to the scattering ratio. Although the SOR
smoother from PETSc has performed well in our current implementation of multigrid in MPACT,
we acknowledge that it is likely possible to improve upon it in future work.
Algorithm 13: A GS smoother iteration for Equation (6.5); this is the smoother that is
used in MPACT. This smoother is meant to be used in the multigrid V-cycle described by
Algorithm 2.
Input: φ(q)j,g
Result: φ(q+
1
2
)
j,g
1. Smooth on the odd values of j (or the even values if using 0-based indexing). In the context
of multigrid, this includes all of the grid points that are members of both the current grid
(p) and the next coarse grid (p− 1), except possibly the rightmost point.[
Dj+ 1
2
,g
∆xj∆xj+ 1
2
+
Dj− 1
2
,g
∆xj∆xj− 1
2
+ Σt,j,g − Σs0,j,g→g
]
φ
(q+ 1
2
)
j,g = qj,g +
g−1∑
g′=1
Σs0,j,g′→gφ
(q+ 1
2
)
j,g′
+
G∑
g′=g+1
Σs0,j,g′→gφ
(q)
j,g′ +
1
∆xj
[
Dj+ 1
2
,g
∆xj+ 1
2
φ
(q)
j+1,g +
Dj− 1
2
,g
∆xj− 1
2
φ
(q[+ 12 ])
j−1,g
]
. (Alg13.1)
In the second leakage term on the right side, the iteration index is (q + 1
2
) if j − 1 lives on
the same processor as j, and it is (q) otherwise.
2. Communicate across processors where necessary to update information about neighboring
values of φj,g.
Several additional differences exist between the implementations of multigrid in the 1-D diffu-
sion code and in MPACT. First, in MPACT, a smoother iteration is performed between interpolation
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Figure 7.3: A sample coarsening for a 2-D Cartesian grid decomposed on four different processors.
Dots represent nodes on the fine grid, circles represent nodes on the coarse grid, and parallel
boundaries are marked with dotted lines. With this definition for the coarse grid, no inter-processor
communication is needed for the interpolation step.
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steps as well as between restriction steps. In the 1-D diffusion code, smoothing is only performed
between restriction steps. We have found that this extra smoothing step helps to mitigate the penalty
in the convergence rate of multigrid incurred from using GS instead of RBBJ.
Second, the number of spatial grids is limited in MPACT. Because the 1-D diffusion code
does not have parallel decomposition, we can easily coarsen to an arbitrarily small spatial grid.
In MPACT, however, it is not possible to restrict to a grid with fewer unknowns than processors
without communication between processors. The primary reason we coarsen beyond two grids
in multigrid is to arrive at a grid for which a direct solve is more computationally feasible. (The
spectral radius for a multigrid method is minimized with two grids, but this would require solving
the grid P − 2 error problem exactly, which is generally not feasible except for small problems.)
For parallel codes, the ratio of communication costs to computational costs increases as the number
of unknowns per processor decreases. Thus, there is a limit to how much one can decrease the cost
of solving the problem on the coarsest grid. In order to preserve the communication-avoiding nature
of the interpolation and restriction operators, our implementation in MPACT stops coarsening when
it reaches a spatial grid for which a processor has four unknowns.
Third, in MPACT, 15 GMRES iterations are used instead of a direct solve on the coarsest grid.
With four or more unknowns per processor and hundreds or thousands of processors, the number of
unknowns on the coarsest grid is still large enough that a direct solve is not computationally efficient.
From our numerical tests, we have not seen a significant improvement in the convergence rate of
multigrid from using a direct solver (e.g., SuperLU [115]) instead of GMRES on the coarsest grid.
(Although the number of multigrid iterations required can be reduced slightly, there is a significant
slowdown because of the large computational cost of using a direct solver on the coarsest-grid
solve.) Although we have found 15 GMRES iterations to be sufficient for our problems of interest,
we acknowledge that there may be problems for which 15 iterations is insufficient. For scaling to
more than O(1000) processors, it may be necessary to communicate between processors to restrict
to a coarsest grid with even fewer unknowns. Moreover, for problems in which the coarse-grid
operator is nearly singular (e.g., transient problems or multigroup problems with WS), it may not
be possible to avoid using a direct solver.
Finally, we note that, when using our multigrid method in higher dimensions, we face the
additional problem of “stencil growth.” Whereas the original fine-grid operator in CMFD is a
7-point stencil (the equation for cell (i, j, k) has terms from cells (i ± 1, j, k), (i, j ± 1, k), and
(i, j, k ± 1), the coarse-grid operators have stencils that may be as large as 27 points due to the
presence of terms from cells (i±1, j±1, k±1). The increase in the stencil size results in significant
increases in the computational and memory burdens for computing the coarse-grid operators. This
is a common problem for algebraic multigrid methods [116]; in purely algebraic multigrid methods,
coarse-grid operators must often be truncated to prevent prohibitive setup costs. Fortunately, the
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stencil in our multigrid method (which is not purely algebraic) does not grow beyond 27 points. (In
most problems, the average stencil size is about ∼22 on the coarse grids.) As noted in the previous
subsection, we use the Galerkin approach despite these drawbacks for its robustness and guaranteed
stability (as long as the smoother is stable). Geometric alternatives to the Galerkin approach may be
considered in the future, but their stability properties would have to be carefully analyzed.
7.2 Fourier Analysis
In this section, we perform Fourier analyses of two processes: (1) solving a fixed-source multigroup
diffusion problem using multigrid, and (2) an MSED iteration using the multigrid solver. In the
latter case, the number of V-cycles on the multigroup linear system (Q) is allowed to vary, so that
we can determine the impact of this parameter on the spectral radius of the overall MSED algorithm.
7.2.1 Multigrid on Fixed-Source Diffusion Problems
7.2.1.1 Algorithm
The goal of this section is study the impact of a multigrid V-cycle on the linear system
− Dg
∆x2
[φi+1,g − 2φi,g + φi−1,g] +
G∑
g′=1
Σr,g′→gφi,g′ = χg . (7.6)
Here, Σr,g′→g is the removal cross section, defined by
Σr,g′→g =
Σt,g − Σs0,g→g , if g′ = g ,−Σs0,g′→g , otherwise . (7.7)
As in previous Fourier analyses, this is a 1-D problem on a homogeneous domain of size X with
periodic boundary conditions, divided into J spatial cells of size ∆x. The energy-dependent,
space-independent source is χg.
For this problem, a two-grid V-cycle with an RBBJ smoother is defined by the following
equations:
2Dg
∆x2
φ
(q+ 1
2
)
2j−1,g +
G∑
g′=1
Σr,g′→gφ
(q+ 1
2
)
2j−1,g′ = χg +
Dg
∆x2
[
φ
(q)
2j,g + φ
(q)
2j−2,g
]
, (7.8a)
2Dg
∆x2
φ
(q+ 1
2
)
2j,g +
G∑
g′=1
Σr,g′→gφ
(q+ 1
2
)
2j,g′ = χg +
Dg
∆x2
[
φ
(q+ 1
2
)
2j+1,g + φ
(q+ 1
2
)
2j−1,g
]
, (7.8b)
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r
(q+ 1
2
)
(1),2j,g = 0 , (7.9a)
r
(q+ 1
2
)
(1),2j−1,g =
Dg
∆x2
[
φ
(q+ 1
2
)
2j,g + φ
(q+ 1
2
)
2j−2,g
]
+ χg −
[
2Dg
∆x2
+ Σt,g
]
φ
(q+ 1
2
)
2j−1,g −
G∑
g′=1
Σr,g′→gφ
(q+ 1
2
)
2j−1,g′
=
Dg
∆x2
[
φ
(q+ 1
2
)
2j,g + φ
(q+ 1
2
)
2j−2,g
]
− Dg
∆x2
[
φ
(q)
2j,g + φ
(q)
2j−2,g
]
, (7.9b)
r
(q)
(0),j,g =
1
4
[
r
(q+ 1
2
)
(1),2j−2,g + r
(q+ 1
2
)
(1),2j−1,g + r
(q+ 1
2
)
(1),2j,g
]
=
1
2
r
(q+ 1
2
)
(1),2j−1,g , (7.10)
− Dg
(2∆x)2
[
ε
(q+1)
(0),j+1,g − 2ε(q+1)(0),j,g + ε(q+1)(0),j−1,g
]
+
1
8
G∑
g′=1
Σr,g′→g
[
ε
(q+1)
(0),j+1,g + ε
(q+1)
(0),j−1,g
]
+
3
4
G∑
g′=1
Σr,g′→gε
(q+1)
(0),j,g′ = r
(q)
(0),i , (7.11)
ε
(q+1)
(1),2j,g =
1
2
[
ε
(q+1)
(0),j,g + ε
(q+1)
(0),j+1,g
]
, (7.12)
φ
(q+1)
2j,g = φ
(q+ 1
2
)
2j,g + ε
(q+1)
(1),2j,g . (7.13)
Here, q is used as the iteration index. Equations (7.8) describe a single RBBJ smoother iteration.
The residual after this iteration is computed in Equations (7.9), and it is restricted to the coarse grid
(p = 0) in Equation (7.10). A coarse-grid solve is performed in Equation (7.11); the resulting error
is interpolated in Equation (7.12) and used to correct the fine-grid scalar flux in Equation (7.13). We
note that computation of the odd-indexed scalar fluxes at superscripts (q) or (q+ 1) is not necessary
because of the red-black nature of the smoother.
7.2.1.2 Analysis
We begin with the following Fourier ansatz:
φ
(q)
2j,g = φ0,g + agω
qeiξ(2j)∆x , (7.14a)
φ
(q+ 1
2
)
2j,g = φ0,g + αe,gω
qeiξ(2j)∆x , (7.14b)
φ
(q+ 1
2
)
2j−1,g = φ0,g + αo,gω
qeiξ(2j−1)∆x , (7.14c)
ε
(q+1)
(0),j,g = bgω
qeiξ(2j−1)∆x . (7.14d)
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Here, φ0,g is the solution to Equation (7.6). i is the imaginary number
√−1, j is the spatial index,
ω is the decay factor, and ξ is the spatial frequency of the error mode. To ensure periodicity and to
avoid aliased frequencies, ξ should be chosen as follows:
ξ ∈
{
2pik
X
∣∣∣∣ k ∈ Z, 0 ≤ k ≤ ⌊J4
⌋}
. (7.15)
Because of the odd-even split in the RBBJ smoother, error modes cannot have a frequency greater
than pi
4X
. (In Section 6.2, the maximum permitted frequency was pi
2X
.)
First, we consider the smoothing step. When we substitute the Fourier ansatz into Equations (7.8),
all the terms of O(1) cancel from the definition of φ0,g. Dividing the resulting equations by
ωqeiξ(2j−1)∆x and ωqeiξ(2j)∆x respectively yields
2Dg
∆x2
αo,g +
G∑
g′=1
Σr,g′→gαo,g′ =
2Dg
∆x2
ag cos(ξ∆x) , (7.16a)
2Dg
∆x2
αe,g +
G∑
g′=1
Σr,g′→gαe,g′ =
2Dg
∆x2
αo,g cos(ξ∆x) . (7.16b)
The right sides of these two equations have been simplified using the identity
eiξ∆x + e−iξ∆x = 2 cos(ξ∆x) . (7.17)
After dividing both sides by 2Dg
∆x2
cos(ξ∆x), Equations (7.16) can be succinctly expressed in matrix
notation as
R1αo = a , (7.18a)
R1αe = αo . (7.18b)
Combing these two equations yields
αe = (R1)
−2 a . (7.19)
Here, R1 is a G×G matrix, and αe, αo, and a are length-G vectors whose terms consist of αe,g,
αo,g, and ag, respectively.
After the smoothing step, we consider the computation of the residual and its subsequent
restriction. Substituting the ansatz into Equations (7.9) and (7.10) yields
r
(q)
(0),j,g = ω
q Dg
∆x2
eiξ(2j−1)∆x cos(ξ∆x) [αe,g − ag] . (7.20)
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We note that the terms of O(1) cancel in Equation (7.9b). Next, we insert this result and the Fourier
ansatz into the coarse grid equation (Equation (7.11)) and divide both sides of the equation by
ωqξeiξ(2j−1)∆x to obtain
Dg
(2∆x)2
[
2− e−2iξ∆x − e2iξ∆x] bg + cos(2ξ∆x)
4
G∑
g′=1
Σr,g′→gbg′
+
3
4
G∑
g′=1
Σr,g′→gbg′ =
Dg
∆x2
cos(ξ∆x) [αe,g − ag] . (7.21)
Then, we use the equality
2− e−2iξ∆x − e2iξ∆x = 4 sin2(ξ∆x) (7.22)
and rearrange some of the terms in Equation (7.21) to obtain the following result:
Dg
∆x2
sin2(ξ∆x)bg +
[
cos(2ξ∆x)
4
+
3
4
] G∑
g′=1
Σr,g′→gbg′ =
Dg
∆x2
cos(ξ∆x) [αe,g − ag] . (7.23)
In matrix notation, the above equation can be expressed as
R2b = (αe − a) . (7.24)
We substitute in our earlier result in Equation (7.19) to obtain:
R2b =
(
(R1)
−2 − I)a . (7.25)
Here, R2 is a G×G matrix, and I is the identity matrix of size G×G.
Finally, we consider the interpolation of the coarse-grid error and subsequent fine-grid error
correction. Substituting the ansatz into Equations (7.12) and (7.13) yields
ωag = αg + cos(ξ∆x)bg . (7.26)
Combining Equations (7.19), (7.25) and (7.26) results in
ωa = Ma , (7.27)
where
M ≡ (R1)−2 + cos(ξ∆x) (R2)−1
(
R−21 − I
)
. (7.28)
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Finally, to obtain the decay factors ρ, we can solve the eigenvalue problem defined by Equation (7.27)
for the decay factors ω, and find the maximum value of |ω| over all error frequencies ξ.
7.2.1.3 Analytical Results for Grey Fixed-Source Problems
In the grey setting, the matrices R1 and R2 are scalars, defined as follows:
R1 =
1
cos(ξ∆x)
[
1 +
Σa∆x
2
2D
]
, (7.29a)
R2 = sin(ξ∆x) tan(ξ∆x) +
Σa∆x
2
4D cos(ξ∆x)
[3 + cos(2ξ∆x)] . (7.29b)
Moreover, we have ω = M . The above expressions depend on two dimensionless quantities:
θ1 ≡ ξ∆x , (7.30a)
θ2 =
Σa∆x
2
2D
. (7.30b)
Using θ1 and θ2, R1 and R2 can be re-expressed as
R1 =
1 + θ2
cos θ1
, (7.31a)
R2 = sin θ1 tan θ1 +
θ2
2 cos θ1
[3 + cos(2θ1)] . (7.31b)
Substituting these two results into Equation (7.28), we obtain
ω =
(
cos θ1
1 + θ2
)2
+
cos(θ1)
sin θ1 tan θ1 +
θ2
2 cos θ1
[3 + cos(2θ1)]
[(
cos θ1
1 + θ2
)2
− 1
]
. (7.32)
θ2 can physically vary from 0 to ∞, while θ1 is bounded between 0 and pi2 by Equation (7.15).
From the above expression, we can see that ω = M → 0 when θ2 → 0 or θ2 →∞. A numerical
maximization of |ω| over the physically relevant values of θ1 and θ2 gives a value of
|ω|max ≈ 0.125 (7.33)
at θ1 = 0 and θ2 = 1. This tells us that the spectral radius for the multigrid-in-space linear solver is
very low for grey 1-D problems, regardless of the problem parameters. For reference, a spectral
radius of 0.125 means that a problem will converge to a tolerance of 10−8 in just 9 iterations.
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7.2.1.4 Numerical Results for Multigroup Problems
In this subsection, we solve for |ω| in Equation (7.27) using the same four different cross section
sets considered in the Fourier analysis in Section 6.2. |ω| is plotted as a function of θ1 = ξ∆x in
Figures 7.4 for a problem with ∆x = 1 cm and X = 100 cm. The spectral radius ρ is the maximum
value of |ω| over all values of ξ; this is reported in Table 7.1. Figure 7.5 is provided to show that the
spectral radius does not depend on ∆x.
Table 7.1: Spectral radii computed for a Fourier analysis of multigrid with an RBBJ smoother on
a fixed-source problem with ∆x = 1 cm and X = 100 cm. These spectral radii are computed by
taking the maximum of the decay factors ω over ξ. These decay factors are shown in Figure 7.4.
Library ρ
MPACT 8G 0.119
MPACT 47G 0.125
MPACT 51G 0.125
MPACT 252G 0.125
For all of the cross-section libraries, the resulting spectral radius is approximately 0.125, and this
value is attained at or near ξ = 0. These results indicate that the convergence of the multigrid method
is essentially the same for both multigroup and grey fixed-source diffusion problems. Moreover, the
spectral radius appears to be insensitive to the energy-dependence of the problem, as ρ is bounded
by 0.125 for any of the four libraries we considered. Although the analysis performed in this section
is for an idealized problem (homogeneous, periodic boundary conditions, uniform grid, P = 2), we
have observed convergence rates similar to 0.125 in practice. From our experience, the only situation
in which the multigrid method with the RBBJ smoother fails to converge is when the diffusion
operator is supercritical (i.e., when an overly aggressive WS is applied). This is consistent with the
previously discussed variational property of multigrid methods that use the Galerkin approach –
such methods are stable as long as the smoother is stable.
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(a) MPACT 8G library.
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(b) MPACT 47G library.
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(c) MPACT 51G library.
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(d) MPACT 252G library.
Figure 7.4: Decay factors from Fourier analysis of a two-grid multigrid scheme with an RBBJ
smoother on a fixed-source problem with ∆x = 1 cm and X = 100 cm for four different cross
section sets. Cross sections are obtained by a homogenization of the center pin-cell in problem 2a
using four different MPACT libraries. The spectral radius is given by the maximum value of |ω|
over all values of ξ.
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Figure 7.5: Decay factors from Fourier analysis of multigrid with an RBBJ smoother on a fixed-
source problem for different ∆x and X = 100 cm. Here, the case using the MPACT 51G library
(Figure 7.4c) is shown. The domain of ξ is truncated by the rule in Equation (7.15).
7.2.2 MSED
7.2.2.1 Algorithm
The goal of this section is to study the impact of multigrid V-cycles on an MSED iteration. The
Fourier analysis here is the same as the Fourier analysis of the MED method in Section 6.2 (with
C = 1) except in the work done on the multigroup equation to obtain φ(l+1) from φ(l+
1
2
). In
Section 6.2, the multigroup problem is solved exactly to produce φ(l+1). Here, we perform Q
multigrid V-cycles on the multigroup system to obtain φ(l+1).
The problem we wish to solve is
Dg
∆x2
[−φj+1,g + 2φj,g − φj−1,g] + Σt,gφj,g −
G∑
g′=1
Σs0,g′→gφg′ = λχg
G∑
g′=1
νΣf,g′φj,g′ , (7.34a)
subject to the normalization condition
1
J
J∑
j=1
∑
g
φj,g = 1 . (7.34b)
As in Section 6.2, the domain is a 1-D homogeneous medium of width X with periodic boundary
conditions, divided into J spatial cells of size ∆x.
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For this problem, an MSED iteration is defined by the following equations:
Φ
(l)
j ≡
G∑
g=1
φ
(l)
j,g , (7.35a)
〈Σa,j〉(l) ≡ 1
Φ
(l)
j
[
G∑
g=1
Σt,gφ
(l)
j,g −
G∑
g′=1
G∑
g=1
Σs0,g′→gφ
(l)
j,g′
]
=
1
Φ
(l)
j
G∑
g=1
Σa,gφ
(l)
j,g , (7.35b)
〈νΣf,j〉(l) ≡ 1
Φ
(l)
j
G∑
g=1
νΣf,gφ
(l)
j,g , (7.35c)
〈Dj〉(l) ≡ 1
Φ
(l)
j
G∑
g=1
Dgφ
(l)
j,g , (7.35d)
−〈Dj+1〉
(l) Φ
(l+ 1
2
)
j+1 + 〈Dj−1〉(l) Φ(l+
1
2
)
j−1
∆x2
+
[
2 〈Dj〉(l) + 〈Σa,j〉(l)
]
Φ
(l+ 1
2
)
j = λ
(l+ 1
2
) 〈νΣf,j〉(l) Φ(l+
1
2
)
j ,
(7.36a)
1
J
J∑
j=1
Φ
(l+ 1
2
)
j = 1 , (7.36b)
φ
(l+ 1
2
,0)
j,g =
Φ
(l+ 1
2
)
j
Φ
(l)
j
φ
(l)
j , (7.37)
2Dg
∆x2
φ
(l+ 1
2
,q+ 1
2
)
2j−1,g +
G∑
g′=1
Σr,g′→gφ
(l+ 1
2
,q+ 1
2
)
2j−1,g′
= λ(l+
1
2
)χg
G∑
g′=1
νΣf,g′φ
(l+ 1
2
,0)
2j−1,g′ +
Dg
∆x2
[
φ
(l+ 1
2
,q)
2j,g + φ
(l+ 1
2
,q)
2j−2,g
]
, (7.38a)
2Dg
∆x2
φ
(l+ 1
2
,q+ 1
2
)
2j,g +
G∑
g′=1
Σr,g′→gφ
(l+ 1
2
,q+ 1
2
)
2j,g′
= λ(l+
1
2
)χg
G∑
g′=1
νΣf,g′φ
(l+ 1
2
,0)
2j,g′ +
Dg
∆x2
[
φ
(l+ 1
2
,q+ 1
2
)
2j+1,g + φ
(l+ 1
2
,q+ 1
2
)
2j−1,g
]
, (7.38b)
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r
(l+ 1
2
,q+ 1
2
)
(1),2j,g = 0 , (7.39a)
r
(l+ 1
2
,q+ 1
2
)
(1),2j−1,g =
Dg
∆x2
[
φ
(l+ 1
2
,q+ 1
2
)
2j,g + φ
(l+ 1
2
,q+ 1
2
)
2j−2,g
]
+ λ(l+
1
2
)χg
G∑
g′=1
νΣf,g′φ
(l+ 1
2
,0)
2j−1,g′
−
[
2Dg
∆x2
+ Σt,g
]
φ
(l+ 1
2
,q+ 1
2
)
2j−1,g −
G∑
g′=1
Σr,g′→gφ
(l+ 1
2
,q+ 1
2
)
2j−1,g′
=
Dg
∆x2
[
φ
(l+ 1
2
,q+ 1
2
)
2j,g + φ
(l+ 1
2
,q+ 1
2
)
2j−2,g
]
− Dg
∆x2
[
φ
(l+ 1
2
,q)
2j,g + φ
(l+ 1
2
,q)
2j−2,g
]
, (7.39b)
r
(l+ 1
2
,q)
(0),j,g =
1
4
[
r
(l+ 1
2
,q+ 1
2
)
(1),2j−2,g + r
(l+ 1
2
,q+ 1
2
)
(1),2j−1,g + r
(l+ 1
2
,q+ 1
2
)
(1),2j,g
]
=
1
2
r
(l+ 1
2
,q+ 1
2
)
(1),2j−1,g , (7.40)
− Dg
(2∆x)2
[
ε
(l+ 1
2
,q+1)
(0),j+1,g − 2ε
(l+ 1
2
,q+1)
(0),j,g + ε
(l+ 1
2
,q+1)
(0),j−1,g
]
+
1
8
G∑
g′=1
Σr,g′→g
[
ε
(l+ 1
2
,q+1)
(0),j+1,g + ε
(l+ 1
2
,q+1)
(0),j−1,g
]
+
3
4
G∑
g′=1
Σr,g′→gε
(l+ 1
2
,q+1)
(0),j,g′ = r
(l+ 1
2
,q)
(0),i , (7.41)
ε
(l+ 1
2
,q+1)
(1),2j,g =
1
2
[
ε
(l+ 1
2
,q+1)
(0),j,g + ε
(l+ 1
2
,q+1)
(0),j+1,g
]
, (7.42)
φ
(l+ 1
2
,q+1)
2j,g = φ
(l+ 1
2
,q+ 1
2
)
2j,g + ε
(l+ 1
2
,q+1)
(1),2j,g . (7.43)
λ(l+1) = λ(l+
1
2
)
[
J∑
j=1
G∑
g′=1
νΣf,g′φ
(l+ 1
2
,Q)
g′
]−1 J∑
j=1
G∑
g′=1
νΣf,g′φ
(l+ 1
2
,0)
j,g′ , (7.44a)
φ
(l+1)
j,g =
[
1
J
J∑
j=1
G∑
g′=1
φ
(l+ 1
2
,Q)
j,g′
]−1
φ
(l+ 1
2
,Q)
j,g . (7.44b)
The notation here is consistent with the notation used in the Fourier analyses of Sections 6.2 and
7.2.1. The only new variable is Q, which represents the number of multigrid V-cycles performed on
the multigroup system per MSED iteration. In the following analysis, we will allow Q to vary and
assess its impact on the predicted spectral radius of the MSED method. When Q→∞, we recover
the spectral radii computed in Section 6.2.
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7.2.2.2 Analysis
We begin this analysis with the following Fourier ansatz:
φ
(l)
2j,g = ϕg + ae,gω
leiξ(2j)∆x , (7.45a)
φ
(l)
2j−1,g = ϕg + ao,gω
leiξ(2j−1)∆x , (7.45b)
Φ
(l)
2j = 1 + Aeω
leiξ(2j)∆x , (7.45c)
Φ
(l)
2j−1 = 1 + Aoω
leiξ(2j−1)∆x , (7.45d)
λ(l) = λ0 + λ1ω
l , (7.45e)
Φ
(l+ 1
2
)
2j = 1 + Aeωleiξ(2j)∆x , (7.45f)
Φ
(l+ 1
2
)
2j−1 = 1 + Aoωleiξ(2j−1)∆x , (7.45g)
φ
(l+ 1
2
,q)
2j,g = ϕg + αe,q,gω
leiξ(2j)∆x , (7.45h)
φ
(l+ 1
2
,q)
2j−1,g = ϕg + αo,q,gω
leiξ(2j−1)∆x , (7.45i)
ε
(l+ 1
2
,q+1)
(0),j,g = bq+1,gω
leiξ(2j−1)∆x , (7.45j)
λ(l+
1
2
) = λ0 + λ
′
1ω
l . (7.45k)
Again, i is the imaginary number
√−1, j is the spatial index, ω is the decay factor, and ξ is
the spatial frequency of the error mode. As in Section 6.2, ϕg and λ0 are the solutions to the
infinite-medium multigroup diffusion eigenvalue problem; ϕg is defined to satisfy the normalization
condition
G∑
g=1
ϕg = 1 . (7.46)
The values of ξ are restricted to the following set to ensure periodicity and avoid aliasing:
ξ ∈
{
2pik
X
∣∣∣∣ k ∈ Z, 0 ≤ k ≤ ⌊J4
⌋}
. (7.47)
By the same reasoning used in the Fourier analysis in Section 6.2, we have the following results:
λ1 = 0 , (7.48)
λ′1 = 0 , (7.49)
φ
(l+1)
j,g = φ
(l+ 1
2
,Q)
j,g , (7.50)
ωae|o,g = αe|o,Q,g , (7.51)
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Ae|o =
G∑
g=1
ae|o,g . (7.52)
Here and throughout this analysis, the symbol | is used to reduce repetition. In Equation (7.51),
e|o indicates that the equation is valid with either the left value (e) or the right value (o). That is,
Equation (7.51) implies that the following two equations hold:
ae,g = αe,Q,g , (7.53a)
ao,g = αo,Q,g . (7.53b)
Next, we substitute the Fourier ansatz into Equations (7.35) to obtain expressions for the grey
cross-sections. The derivations are nearly the same as those in Section 6.2, and the details are
omitted for brevity.
〈
D2j|2j−1
〉(l)
= D + ωleiξ(2j|2j−1)∆x
(
−DAe|o +
G∑
g=1
Σgae|o,g
)
, (7.54a)
〈
νΣa,2j|2j−1
〉(l)
= νΣa + ω
leiξ(2j|2j−1)∆x
(
−νΣfAe|o +
G∑
g=1
Σgae|o,g
)
, (7.54b)
〈
νΣf,2j|2j−1
〉(l)
= νΣf + ω
leiξ(2j|2j−1)∆x
(
−νΣfAe|o +
G∑
g=1
Σgae|o,g
)
. (7.54c)
For a cross section or diffusion coefficient Σ, Σ denotes its corresponding grey quantity, obtained
by flux-weighting with ϕg. For example,
Σa ≡
G∑
g=1
Σa,gϕg . (7.55)
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We now substitute Equations (7.54) and the Fourier ansatz into Equation (7.36a):
− 1
∆x2
{
D + ωleiξ(2j−1|2j−2)∆x
(
−DAo|e +
G∑
g=1
Dgao|e,g
)}[
1 + ωlAo|eeiξ(2j−1|2j−2)∆x
]
+
2
∆x2
{
D + ωleiξ(2j|2j−1)∆x
(
−DAe|o +
G∑
g=1
Dgae|o,g
)}[
1 + ωlAe|oeiξ(2j|2j−1)∆x
]
− 1
∆x2
{
D + ωleiξ(2j+1|2j)∆x
(
−DAo|e +
G∑
g=1
Dgao|e,g
)}[
1 + ωlAo|eeiξ(2j+1|2j)∆x
]
+
{
Σa + ω
leiξ(2j|2j−1)∆x
(
−ΣaAe|o +
G∑
g=1
Σa,gae|o,g
)}[
1 + Ae|oωleiξ(2j|2j−1)∆x
]
= λ0
{
νΣf + ω
leiξ(2j|2j−1)∆x
(
νΣfAe|o +
G∑
g=1
νΣf,gae|o,g
)}[
1 + Ae|oωleiξ(2j|2j−1)∆x
]
.
(7.56)
All of the O(1) terms cancel by definition of ϕg and λ0, and we drop any remaining O(2) terms.
After dividing the result by ωleiξ(2j|2j−1)∆x, we obtain
− 2
∆x2
cos(ξ∆x)
[
D
(Ao|e − Ao|e)+ G∑
g=1
Dgao|e,g
]
+
2
∆x2
[
D
(Ae|o − Ae|o)+ G∑
g=1
Dgae|o,g
]
+ Σa
(Ae|o − Ae|o)+ G∑
g=1
Σa,gae|o,g = λ0νΣf
(Ae|o − Ae|o)+ λ0 G∑
g=1
νΣf,gae|o,g . (7.57)
From the definition of ϕg, we can derive the identity
Σa = λ0νΣf , (7.58)
which is applied to Equation (7.57) to obtain
− 2
∆x2
cos(ξ∆x)
[
D
(Ao|e − Ao|e)+ G∑
g=1
Dgao|e,g
]
+
2
∆x2
[
D
(Ae|o − Ae|o)+ G∑
g=1
Dgae|o,g
]
+
G∑
g=1
Σa,gae|o,g = λ0
G∑
g=1
νΣf,gae|o,g . (7.59)
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With a bit of rearrangement, we can express the above equation in matrix form as follows:
H1
[
Ae − Ae
Ao − Ao
]
= H2
[
ae
ao
]
. (7.60)
Here, H1 is a 2× 2 matrix, H2 is a 2× 2G matrix, and ae and ao are length-G column vectors.
Next, we substitute the Fourier ansatz into the grey-to-multigroup interpolation step (Equa-
tion (7.37)) to obtain an expression for αe|o,0,g in terms of Ae|o and ae|o,g. The derivation is identical
to the derivation in Equation (6.31), and the final result is given by
αe|o,0,g = ϕg
(Ae|o − Ae|o)+ ae|o,g . (7.61)
The remainder of this derivation focuses on the Q multigrid V-cycles performed on the multi-
group system. This is similar to the derivation performed in Section 7.2.1; the only difference is that
the source has an extra O() term from the fission source. First, we consider the RBBJ smoothing
step. Substituting the Fourier ansatz into Equations (7.38) yields
2Dg
∆x2
αo,q+ 1
2
,g +
G∑
g′=1
Σr,g′→gαo,q+ 1
2
,g′ = λ0χg
G∑
g′=1
νΣf,g′αo,0,g′ +
2Dg
∆x2
αe,q,g cos(ξ∆x) , (7.62a)
2Dg
∆x2
αe,q+ 1
2
,g +
G∑
g′=1
Σr,g′→gαe,q+ 1
2
,g′ = λ0χg
G∑
g′=1
νΣf,g′αe,0,g′ +
2Dg
∆x2
αo,q+ 1
2
,g cos(ξ∆x) . (7.62b)
As usual, the O(1) terms have cancelled out, and we have divided the equations by ωleiξ(2j−1)∆x
and ωleiξ(2j)∆x, respectively. In matrix notation, the above equations can be expressed as:
H3αo,q+ 1
2
= Fαo,0 +H4αe,q , (7.63a)
H3αe,q+ 1
2
= Fαe,0 +H4αo,q+ 1
2
= Fαe,0 +H4H
−1
3 Fαo,0 +H4H
−1
3 H4αe,q . (7.63b)
H3 is a G×G matrix, H4 is a diagonal G×G matrix, F is a rank-1 G×G matrix, and the αe|o
are all length-G column vectors.
The residual, restriction, coarse-grid solve, interpolation, and fine-grid correction steps are
identical to those analyzed in Section 7.2.1, and they result in the following expressions:
R2bq+1 = αe,q+ 1
2
−αe,q , (7.64)
αe,q+1 = αe,q+ 1
2
+ cos(ξ∆x)bq+1 , (7.65)
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αo,q+1 = αo,q+ 1
2
+ bq+1 . (7.66)
These first two equations are analogous to Equations (7.24) and Equations (7.26), and the G×G
matrix R2 has the same definition here as it does in Equation (7.24). Combining Equations (7.63),
(7.64), and (7.65) allows us to express αe,q+1,g in terms of αe,q,g and αe|o,0,g:
αe,q+1 = αe,q+ 1
2
+ cos(ξ∆x)bq+1
=
[
cos(ξ∆x)R−12 + I
]
αe,q+ 1
2
− cos(ξ∆x)R−12 αe,q
=
[
cos(ξ∆x)R−12 + I
]
H−13
{
Fαe,0 +H4H
−1
3 Fαo,0 +H4H
−1
3 H4αe,q
}
− cos(ξ∆x)R−12 αe,q
=
[
cos(ξ∆x)R−12 + I
]
H−13
[
Fαe,0 +H4H
−1
3 Fαo,0
]
+
{[
cos(ξ∆x)R−12 + I
] [
H−13 H4
]2 − cos(ξ∆x)R−12 }αe,q . (7.67)
This is a recursive relation, which can be solved to obtain an explicit formula for αe,q in terms of
the starting variables αe|o,0:
αe,q = [H5 − I]−1 [(H5)q − I]
[
cos(ξ∆x)R−12 + I
]
H−13
[
Fαe,0 +H4H
−1
3 Fαo,0
]
+ (H5)
q αe,0 .
(7.68)
Here,
H5 ≡
[
cos(ξ∆x)R−12 + I
] [
H−13 H4
]2 − cos(ξ∆x)R−12 , (7.69)
and we have used the identity
q−1∑
q′=0
(H5)
q = [H5 − I]−1 [Hq5 − I] . (7.70)
Substitution of Equation (7.67) into Equation (7.68) shows that Equation (7.68) satisfies the recur-
sive relation for all integers q ≥ 1.
Next, we need an equivalent expression for αo,q. Combining Equations (7.63), (7.64), and (7.66)
allows us to express αo,q,g in terms of αo,q−1,g and αe|o,0,g:
αo,q+1 = αo,q+ 1
2
+ bq+1
= αo,q+ 1
2
+R−12 αe,q+ 1
2
−R−12 αe,q
= H−13 [Fαo,0 +H4αe,q] +R
−1
2 H
−1
3
{
Fαe,0 +H4H
−1
3 Fαo,0 +H4H
−1
3 H4αe,q
}
−R−12 αe,q
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=
[
H−13 F +R
−1
2 H
−1
3 H4H
−1
3 F
]
αo,0 +R
−1
2 H
−1
3 Fαe,0
+
{
H−13 H4 +R
−1
2
(
H−13 H4
)2 −R−12 }αe,q ,
≡ [H−13 F +R−12 H−13 H4H−13 F ]αo,0 +R−12 H−13 Fαe,0 +H6αe,q . (7.71)
Here, we have defined
H6 ≡ H−13 H4 +R−12
(
H−13 H4
)2 −R−12 . (7.72)
By combining Equations (7.68) and (7.71), we can express αe|o,Q in terms of αe|o,0 using matrix
notation: [
αe,Q
αo,Q
]
=
[
H7,ee,Q H7,eo,Q
H7,oe,Q H7,oo,Q
][
αe,0
αo,0
]
. (7.73)
For any positive integer q, the four G×G matrices are given by
H7,ee,q = [H5 − I]−1 [(H5)q − I]
[
cos(ξ∆x)R−12 + I
]
H−13 F + (H5)
q , (7.74a)
H7,eo,q = [H5 − I]−1 [(H5)q − I]
[
cos(ξ∆x)R−12 + I
]
H−13 H4H
−1
3 F , (7.74b)
H7,oe,q = R
−1
2 H
−1
3 F +H6H7,ee,q−1 , (7.74c)
H7,oo,q = H
−1
3 F +R
−1
2 H
−1
3 H4H
−1
3 F +H6H7,eo,q−1 . (7.74d)
Finally, we combine Equations (7.51), (7.73), (7.61), and (7.60) to obtain an eigenvalue problem
for ω:
ω
[
ae
ao
]
=
[
αe,Q
αo,Q
]
=
[
H7,ee,Q H7,eo,Q
H7,oe,Q H7,oo,Q
][
αe,0
αo,0
]
=
[
H7,ee,Q H7,eo,Q
H7,oe,Q H7,oo,Q
]{[
ϕ 0
0 ϕ
][
Ae − Ae
Ao − Ao
]
+
[
ae
ao
]}
=
[
H7,ee,Q H7,eo,Q
H7,oe,Q H7,oo,Q
]{[
ϕ 0
0 ϕ
]
H−11 H2 + I
}[
ae
ao
]
. (7.75)
As before, the spectral radius is given by the maximum value of |ω| over all error frequencies ξ, and
ω can be computed by solving the eigenvalue problem in Equation (7.75).
From these results, we can also obtain two other results. To recover the decay factors and
spectral radii derived for the MED method in which the multigroup problem is solved exactly, we
can let Q→∞ in the above derivation. (Numerically, Q – the number of V-cycles performed on the
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multigroup system per MSED iteration – can be increased until convergence.) To obtain the spectral
radius for an iteration scheme that uses the RBBJ smoother as a linear solver on the multigroup
problem without multigrid-in-space, we can set R−12 to zero in all of the above expressions. This is
equivalent to zeroing the error correction from the coarse spatial grid.
7.2.2.3 Numerical Results
Now, we compute estimates of the spectral radius of an MSED iteration by solving for ω in
Equation (7.75) and taking its maximum magnitude over all permitted values of ξ. In this analysis,
we consider a domain with X = 100 cm and ∆x = 1 cm. (Previous Fourier analyses have indicated
that the spectral radius is insensitive to ∆x.) The cross sections used here are the same as those
used in the Fourier analyses of Sections 6.2 and 7.2.1. Various values of Q are considered to assess
the impact of the multigrid V-cycles on the multigroup system in an MSED iteration.
The results of the numerical computations are summarized in Table 7.6 and Figure 7.6. At
Q = 0, the spectral radius is 1 since we are not solving the multigroup system at all. As Q→∞,
we see that the spectral radius converges to the spectral radii from Table 6.1. This is expected: to
generate the results in Table 6.1, we assumed that the multigroup system is solved exactly. Here, we
are performing Q multigrid V-cycles on that system instead of solving it exactly. This agreement
provides reassurance that the analysis we have performed here is correct and consistent with the
analysis performed in Section 6.2.
Table 7.2: Spectral radii from Fourier analyses of MSED for different values of Q (the number of
V-cycles on the multigroup system per MSED iteration) for four different cross section sets. A plot
of the data in this table is shown in Figure 7.6. Here, the values under Q =∞ represent the spectral
radius of an MSED iteration in which the multigroup problem is solved exactly; these values are
obtained from the C = 1 column in Table 6.1.
Library Q = 0 Q = 1 Q = 2 Q = 3 Q =∞
MPACT 8G 1.000 0.128 0.115 0.115 0.115
MPACT 47G 1.000 0.165 0.158 0.158 0.158
MPACT 51G 1.000 0.169 0.162 0.162 0.162
MPACT 252G 1.000 0.171 0.164 0.164 0.164
The most important feature of the data in Table 7.2 is that the spectral radius converges to
the Q = ∞ value (to at least 3 decimal places) in just two V-cycles. This means that, for any
of the four cross sections sets we have considered, performing 2 multigrid V-cycles in MSED is
effectively equivalent to solving the multigroup problem exactly. Thus, as described in Algorithm 8,
we optimized the design of MSED by only performing two multigrid V-cycles on the multigroup
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system per MSED iteration.1 This design choice for MSED is especially desirable because the
V-cycles performed on the multigroup system are the most computationally expensive part of an
MSED iteration.
We still need many multigrid V-cycles on the grey diffusion eigenvalue problem, but these
V-cycles are significantly cheaper than the V-cycles performed on the multigroup system. We note
that we do not consider the cost of solving the grey eigenvalue problem in this analysis. In practice,
even after we restrict Q to 2, the runtime required by the grey system is typically insignificant
relative to the runtime required by the multigroup system.
The results of this Fourier analysis are surprising, and they indicate that there is a symbiotic
relationship between the multilevel-in-energy and multigrid-in-space components of MSED. In
Section 7.2.1, we found that the spectral radius for solving a fixed-source problem with multigrid
is about 1/8. A naive guess would indicate that we would need ∼10 V-cycles to converge the
multigroup fixed-source problem in MSED sufficiently well. However, the Fourier analysis tells us
that the use of the grey diffusion problem has already eliminated many of the slowest converging
modes for multigrid linear solver on the multigroup system. In Figure 7.7, we see that this mutually
beneficial relationship is generally not present when other linear solvers are used for the multigroup
system. When the RBBJ smoother is used as a linear solver, O(100) or more iterations are needed
to attain an MSED spectral radius that matches the Q =∞ value.
1In fact, most of the benefit is already obtained after just one V-cycle, but we have found that negative scalar fluxes
can appear when only one V-cycle is performed in the early iterations. Moreover, because our implementation will have
more than two grids, its convergence rate will not match the idealized two-grid convergence rate. The application of a
second V-cycle mitigates some of this drawback. When the problem is sufficiently converged and there are no negative
fluxes, one multigrid V-cycle is typically sufficient.
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Figure 7.6: Spectral radii from Fourier analyses of MSED plotted against Q (the number of V-cycles
on the multigroup system per MSED iteration) for four different cross section sets. The exact
numerical values from the data in this plot is reported in Table 7.2.
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Figure 7.7: Spectral radii from Fourier analyses of MSED plotted against the number of multigroup
RBBJ iterations per MSED iteration. Unlike Figure 7.6, only RBBJ iterations are performed – there
are no multigrid V-cycles.
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7.3 1-D Diffusion Results
We now revisit the 1-D simulations performed for Section 6.3 to assess the benefit provided by
the multigrid-in-space linear solver. In Section 6.3, we assessed the benefit of leveraging a grey
diffusion eigenvalue problem to solve the multigroup diffusion eigenvalue problem in the 1-D code
described by Section 3.1. Two problems – the WB-1D-1 and WB-1D-2 problems described in
Appendix B – are considered. In Tables 7.3 and 7.4, we reproduce the results from Tables 6.2
and 6.3 for these two problems, and add an extra result corresponding to the MSED method in
Algorithm 8. (This extra result is bolded in each table.) The acronyms used in the tables have
already been described in Section 6.3. The results in this section are updated versions of the results
in [10].
We note that, for multigrid, the average number of GLSIs (V-cycles) per GPI are∼8 and∼12 for
the two problems considered. The convergence criteria for the linear solver is 10−6, and convergence
in 10 iterations is equivalent to a spectral radius of ∼0.25. This is twice what was predicted by the
Fourier analysis in Section 7.2.1. The primary reason for the difference stems from the fact that
the implementation has more than two spatial grids while the Fourier analysis only considered the
case with two grids. In the Fourier analysis, we assumed that the error on the second finest grid is
solved exactly. When more than two grids are used in a V-cycle, however, this is not the case. From
our experience, we have found that using multiple grids increases the spectral radius by a factor of
two compared to just using two grids. This growth in the spectral radius can be eliminated by using
more complex grid traversals such as a W-cycle rather than a V-cycle. However, we have found that
it does not generally lead to an improvement in the overall runtime since W-cycles are costlier than
V-cycles.
In Section 6.3, we saw that, even without restrictions onQ in Algorithm 8, multigrid outperforms
all of the other linear solvers considered for the MSED method. Here, we see that, when we enforce
Q ≤ 2 (bolded results in Tables 7.3 and 7.4), we can further reduce the number of MGLSIs required,
leading to a modest ∼10-25% reduction in the overall runtime. Overall, the runtimes for MED
(without multigrid) and PI are at least ∼1.4 times and ∼2.5 times larger than the MSED runtime,
respectively.
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Table 7.3: Comparison of various solvers for the WB-1D-1 multigroup diffusion eigenvalue problem.
Iteration counts and runtimes are shown for four different linear solver options. All of the results in
this table are reproduced from Table 6.2, except the bolded line.
Method Linear Solver MGPIs MGLSIs GPIs GLSIs Runtime [s]
MED GMRES-ILU 8 20 70 70 12.8
PI GMRES-ILU 15 90 – – 19.3
MED BiCGSTAB-BJ 8 241 70 5541 19.7
PI BiCGSTAB-BJ 15 2118 – – 110.7
MED BiCGSTAB-ILU 8 11 70 70 12.7
PI BiCGSTAB-ILU 15 47 – – 18.4
MSED Multigrid (No limit on Q) 7 22 70 914 9.8
MSED Multigrid (Q ≤ 2) 7 13 69 894 7.3
PI Multigrid 15 189 – – 17.5
Table 7.4: Comparison of various solvers for the WB-1D-2 multigroup diffusion eigenvalue problem.
Iteration counts and runtimes are shown for four different linear solver options. All of the results in
this table are reproduced from Table 6.2, except the bolded line.
Method Linear Solver MGPIs MGLSIs GPIs GLSIs Runtime [s]
MED GMRES-ILU 7 18 72 79 9.5
PI GMRES-ILU 13 75 – – 17.7
MED BiCGSTAB-BJ 7 223 80 7899 19.0
PI BiCGSTAB-BJ 13 1767 – – 91.1
MED BiCGSTAB-ILU 7 10 79 79 9.4
PI BiCGSTAB-ILU 13 34 – – 15.3
MSED Multigrid (No limit on Q) 7 20 81 645 7.2
MSED Multigrid (Q ≤ 2) 7 12 83 655 6.5
PI Multigrid 20 195 – – 20.6
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7.4 MPACT Results (2-D and 3-D CMFD)
In this section, we quantify the marginal speedups provided by the use of a multigrid-in-space linear
solver in MSED and compare the performance of the MSED method defined by Algorithm 8 to
other CMFD solvers in MPACT. As in Section 6.4, we consider the following seven problems:
4a, Peach Bottom 2-D (PB), 5a-0, 5a-2D, 5a-0-FC, AP1000-BOC, and AP1000-EOC. Iterations,
runtimes, and memory costs are shown for these problems in Tables 7.5-7.11. The only new aspect
of Tables 7.5-7.11 are the results using the MSED method; the other results in these tables are
reproduced from Tables 6.9-6.15 for the convenience of the reader. The details of these problems
were summarized in Section 6.4, and additional information can be found in Appendix C. Definitions
of the different solvers considered in Tables 7.5-7.11 can be found in Sections 6.4 and 3.2.
To facilitate the analysis of these results, we remind the reader of the definitions of the acronyms
used in the column headers of Tables 7.5-7.11. In these tables, the “Mem.” column gives the
maximum memory required by any processor over the course of the simulation in units of GB; this
includes both the CMFD and non-CMFD components of MPACT. The “TSs” column gives the
number of transport sweeps required over the entire simulation. TR is the total runtime required by
the simulation, CR is the CMFD runtime required (this includes the runtime required by both the
grey and multigroup systems in MSED), and GR is the runtime required in the grey system. CR is
the primary quantity of interest in this thesis; these values are bolded in the tables. In this thesis, all
runtimes are given in seconds.
MGPIs stands for multigroup power iterations. For “default”, “PI+PWS,” or “RBBJ,” this is
simply the number of power iterations performed. For MED or MSED, this is the number of times
the multigroup linear system is solved (i.e., the number of times step 4 is performed in Algorithm 9),
and it is also equal to the number of MED or MSED iterations. For GD, MGPIs is the number of
GD iterations. MGLSIs stands for multigroup linear solver iterations; this is the total number of
linear solver iterations required for all of the MGPIs in the simulation (not applicable to GD). GPIs
(grey PIs) and GLSIs (linear solver iterations) are the corresponding quantities for the grey diffusion
system in the MED and MSED methods.
In Tables 7.5-7.7, we see that the grey runtime (GR) is reduced by the use of a multigrid linear
solver, but this is not true of the runtime required on the multigroup system. The total CMFD
runtime is actually higher with MSED than MED for problems 7.5 and 7.7. In Table 7.6, we
see that the difference in CMFD runtime is entirely accounted for by the difference in the grey
runtime. In the previous chapter, we noted that the use of a grey diffusion system allows us to avoid
the application of a WS on the multigroup system. Moreover, the use of the reduced multigroup
approach described in Algorithm 10 allows us to reduce the size of the multigroup system. Both of
these factors result in a multigroup fixed-source diffusion problem that is relatively well-conditioned
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Table 7.5: Comparison of MSED to other MPACT CMFD solvers for 3-D, 9 assembly problem
4a. Iteration counts, runtimes, and memory costs are shown for each option; runtimes are given in
seconds while memory is given in GB.
Solver TSs MGPIs MGLSIs GPIs GLSIs Mem. GR CR TR
Default 12 104 9919 – – 0.89 – 152 367
PI+PWS 12 49 6910 – – 0.89 – 115 340
RBBJ 14 280 42000 – – 0.84 – 336 589
GD 12 595 – – – 0.96 – 29 241
MED 12 38 936 147 17699 0.87 6 15 230
MSED 12 36 72 158 790 0.99 4 22 237
Table 7.6: Comparison of MSED to other MPACT CMFD solvers for the 2-D, full-core Peach
Bottom (PB) problem.
Solver TSs MGPIs MGLSIs GPIs GLSIs Mem. GR CR TR
Default 157 576 46615 – – 0.94 – 275 1319
PI+PWS 21 153 24862 – – 0.94 – 168 428
GD 27 4714 – – – 0.97 – 95 373
MED 27 91 2668 1108 181572 0.94 50 65 350
MSED 27 98 196 1278 6390 0.98 34 51 334
Table 7.7: Comparison of MSED to other MPACT CMFD solvers for the 3-D, quarter-core problem
5a-0.
Solver TSs MGPIs MGLSIs GPIs GLSIs Mem. GR CR TR
Default 21 96 9600 – – 2.72 – 632 1998
PI+PWS 12 52 8002 – – 2.72 – 558 1484
RBBJ 15 300 45000 – – 2.56 – 1551 2684
GD 12 749 – – – 3.01 – 130 1026
MED 12 37 1226 160 21794 2.67 23 72 988
MSED 12 36 72 172 860 2.78 16 71 982
Table 7.8: Comparison of MSED to other MPACT CMFD solvers for the quarter-core problem
5a-2D with MPACT’s 252 group library.
Solver TSs MGPIs MGLSIs GPIs GLSIs Mem. GR CR TR
Default 12 89 8900 – – 4.74 – 2904 4510
PI+PWS 9 48 8275 – – 4.74 – 2943 4433
RBBJ 12 213 31950 – – 4.33 – 14386 15907
GD – – – – – – – – DNC
MED 12 56 220846 229 29698 3.84 29 139 1396
MSED 12 56 42642 261 1305 3.85 29 230 1491
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Table 7.9: Comparison of MED to other MPACT CMFD solvers for the 3-D, full-core problem
5a-0-FC.
Solver TSs MGPIs MGLSIs GPIs GLSIs Mem. GR CR TR
Default 24 94 9400 – – 2.39 – 1918 5015
PI+PWS 12 53 8351 – – 2.39 – 1770 4124
GD 12 1034 – – – 2.54 – 1830 4030
RBBJ – – – – – – – – DNC
MED 12 37 1273 156 21453 2.16 224 436 2474
MSED 12 37 74 184 920 2.84 59 233 1476
Table 7.10: Comparison of MSED to other MPACT CMFD solvers for the 3-D, full-core AP1000-
BOC problem.
Solver TSs MGPIs MGLSIs GPIs GLSIs Mem. GR CR TR
Default 27 126 12600 – – 2.17 – 2337 6033
PI+PWS 11 53 8990 – – 2.17 – 1713 3916
GD 8 643 – – – – – – DNC
RBBJ 16 316 47400 – – 2.11 – 2755 5414
MED 11 33 1670 192 30614 2.19 353 587 3235
MSED 11 33 66 201 1005 2.80 52 200 2045
Table 7.11: Comparison of MSED to other MPACT CMFD solvers for the 3-D, full-core AP1000-
EOC problem.
Solver TSs MGPIs MGLSIs GPIs GLSIs Mem. GR CR TR
Default 95 417 41700 – – 2.93 – 2776 19268
GD 15 1502 – – – 2.96 – 1987 6778
RBBJ 44 880 132000 – – 2.80 – 6939 17548
MED 15 41 2814 280 45016 2.94 298 441 5278
MSED 15 41 82 349 1745 3.50 124 247 4498
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and can be solved by GMRES in relatively few iterations (∼ 30). For comparison, we note that 200
or more GMRES iterations are often needed to solve the grey fixed-source diffusion problem, due
to the presence of the WS. Even though we only perform two multigrid V-cycles per MGPI, it is
difficult for multigrid to perform better than GMRES when only 30 iterations are needed, especially
if one accounts for the costs of setting up the coarse-grid operators in multigrid. (The coarse-grid
operator setup costs are included in the CR and GR columns for MSED.) This is particularly true
of the one-group systems in the one-group sweep approach used for the 252-group problem 5a-2D
in Table 7.8. These one-group problems are even easier for GMRES to solve because of their small
sizes. (In Chapter 2, we noted that one of the drawbacks of GMRES and other Krylov methods is
their dependency on the condition number of the matrix, which typically grows with problem size.)
As a result, MED is nearly ∼2x faster than MSED for the 252-group problem 5a-2D.
However, as we discussed in Section 2.2.3, the primary benefit of multigrid is the insensitivity
of its convergence rate to problem size and, consequently, its optimal scaling with problem size. For
the 3-D, full-core problems in Tables 7.9-7.11, we see that the use of the multigrid linear solver
results in a ∼2x speedup over GMRES for full-core problems. That is, for problems 5a-0-FC,
AP1000-BOC, and AP1000-EOC, the CMFD runtime required by “MSED” is approximately half
of that required by MED. In many of these results, we note that the difference in CMFD runtime
cannot account for all of the difference in total runtime, despite the fact that the number of transport
sweeps is identical. This is because of issues in the design of the MPI communication in MPACT;
more discussion on this issue is provided in Section 8.2.
One unfortunate drawback of using multigrid is the memory cost of its coarse-grid operators.
In all of the problems (the larger ones in particular), the memory required by MSED is greater
than the memory required by MED. Because high-performance computing systems tend to be
memory-limited rather than flop-limited, this is an undesirable result. We note that one reason
for the difference in memory between MED and MSED is the fact that we cannot use the reduced
multigroup approach for full-core problems, due to the aforementioned MPI communication issues.
These issues are discussed further in Section 8.2. Future work will strive to reduce the memory
burden of MSED by (1) resolving the MPI issues so that we can use the reduced multigroup
approach and (2) considering the use of alternative, less memory-intensive coarse-grid operators.
The comparison to the other CMFD solvers has already been discussed in Section 6.4 for the
MED method. The corresponding comparisons to the MSED method are similar and can be readily
discerned by combining the discussion in Section 6.4 and the discussion above comparing MED
to MSED. Like MED, MSED also reduces the amount of work required by the transport sweeper
by converging the CMFD sufficiently well and allowing the outer odCMFD-accelerated transport
scheme to achieve the spectral radii predicted by [5]. Overall, MSED provides a speedup of ∼6-12x
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compared to the default CMFD solver in MPACT. For the 3-D, full-core problems, the speedup
range is ∼8-12x.
To summarize, MSED, which uses multigrid as its linear solver, is ∼2x faster than MED, which
uses GMRES as its linear solver, for full-core problems. For smaller problems (2-D and/or not
full-core), multigrid provides a speedup over GMRES on the grey system, but not on the multigroup
system, which is relatively well-conditioned due to the lack of a WS. In short, multigrid performs
better than GMRES only when the problem size is sufficiently large. Thus, we recommend the
use of GMRES (or another linear solver) for the multigroup system when using MSED on smaller
problems. In all cases, however, the ill-conditioning caused by the WS on the grey diffusion problem
makes it optimal to use multigrid there instead of GMRES.
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CHAPTER 8
Additional Results and Discussion
In this chapter, we discuss and present results for several topics that were not covered in the previous
two chapters. First, we discuss the issues with MPI communication in MPACT that were noted in
Chapters 6 and 7. Second, we examine the performance of MSED under different parallel domain
decompositions. Finally, we also consider problems with thermohydraulic and xenon feedback,
and a 32-statepoint depletion problem. In order to simulate problems with feedback, we had to
develop a “limited” MSED method. This is described and explained in Section 8.4. A summary of
the overall performance of MSED is provided at the conclusion of this chapter.
All of the problems in this chapter were run on the Titan supercomputer at the Oak Ridge
Leadership Computing Facility (OLCF) using the 51-group MPACT library. Details regarding the
operation of the MPACT code and the different CMFD solvers available in MPACT are provided in
Section 3.2. More details on the problems used in this chapter are given in Appendix C.
8.1 A Brief Comment on MSED vs. a Well-Known Two-Level
CMFD Scheme
Before we discuss any of the aforementioned topics, we provide a brief commentary regarding
MSED versus the well-known scheme described in [3] to assist the reader in contextualizing the
performance of MSED. As noted in Chapter 1, the method in [3] is a two-level CMFD scheme
in which a two-group CMFD problem on an assembly-wise mesh (i.e., significantly coarsened in
space) is used as a lower-order accelerator to GS iterations on the standard pinwise multigroup
CMFD problem. Unfortunately, this scheme is not available in MPACT for a direct comparison,
and we were unable to implement it in MPACT due to the time constraints for this dissertation work.
Thus, we can only provide a speculative comparison of the two methods based on the results of [3].
The work in [3] is implemented in the CASMO code, which solves 2-D, full-core problems rather
than 3-D problems. Thus, the most comparable results from this thesis would be those of the 2-D,
full-core PB problem, shown in Table 7.6.
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In Table III of [3], we see that it takes somewhere between 2 and 5 fine-grid (i.e., the multigroup,
pinwise grid) CMFD iterations in the two-level CMFD scheme to minimize the number of transport
sweeps required. In Table 7.6 of this thesis, we see that the number of MSED iterations required
per CMFD solve is approximately ∼3, so the outer spectral radii are somewhat comparable. (With
MSED, the first few CMFD solves require more MSED iterations, while the subsequent/later
CMFD solves only require 2 or 3 at most.) The minimum number of transport sweeps differ in the
two cases, but this is likely due to differences in the problem parameters, not the efficiency of the
CMFD schemes and solvers.
[3] notes that, because the spatial grid is significantly coarsened in the lowest level of the
two-level CMFD scheme, the runtime required by the lowest level is negligible. The fine-grid
spatial dependence of the solution is only resolved at the multigroup CMFD level in [3]. It is hard
to compare this aspect to MSED, as the burden of resolving the fine-grid spatial dependence of
the problem is shared between the grey and multigroup systems in MSED. Since [3] shows good
results with a simultaneous coarsening in energy and space between just two levels, it may be
possible that the efficiency of MSED may be improved by not fully resolving the fine-grid fission
source distribution in the grey equation. However, the reader should note that the coarsest level of
the multigrid-in-space linear solver in MSED is most likely resolving the same error frequencies
as those resolved in the coarsest level of [3]. Structuring the collapse in space using a multigrid
approach rather than a CMFD-like approach may also be beneficial, as it is less likely to excite any
intermediate frequency error modes during the prolongation step. This aspect has been a general
concern in traditional CMFD when updating fine grid fluxes (and has led to the development of
stabilization techniques such as those in [59]).
Although it is difficult to do a proper comparison of the overall efficiency of the two methods
without actually implementing them, we feel that our multigrid-in-space linear solver is more
efficient than the GS solver used in [3]. Our reasoning for this stems from two factors: (1) the
symbiotic relationship between multilevel-in-energy and multigrid-in-space seen in Section 7.2.1,
and (2) the numerical results of Section 6.1.2, which indicate that a “one-group sweep” approach
is far from optimal for typical 51-group problems. Moreover, while multigrid has nearly optimal
scaling properties to larger (3-D, full-core) problems, our hypothesis is that the same cannot be said
for the GS solver used in [3].
Finally, we recall from Section 6.4.2 that using two groups on the coarse energy grid does not
provide much benefit in MSED. However, this may not be the case for the two-level CMFD scheme.
There, the use of two coarse energy groups may be mitigating losses in the convergence rate of the
fine-grid CMFD solver that stem from the simultaneous, aggressive coarsening in space between
the two levels of CMFD.
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In short, although both methods provide significant improvement over single-level CMFD
methods/solvers such as the default method in MPACT, we feel that the use of a multigrid linear
solver should allow MSED to scale better to 3-D, full-core problems than the two-level CMFD
scheme in [3]. However, we cannot draw any confident conclusions without actually implementing
the methods in the same context and comparing them.
8.2 Performance Inconsistencies in MPACT
In this section, we discuss communication issues that we have alluded to several times in the
previous two chapters. We have observed three phenomenon that are unusual and potentially related.
First, we have found that, for most problems, the reduced multigroup approach (Algorithm 10)
does not result in a speedup over the standard, full multigroup approach for the multigrid-in-space
linear solver in MPACT. This is unusual because, as discussed in Section 6.1.2, the number of
computations required by the reduced approach should be significantly less than the full multigroup
approach.
To better understand this phenomenon, we used the MAP profiler from the Arm Forge pack-
age [117] (previously known as Allinea) to study the performance of the MSED method using
the reduced and full multigroup approaches. For the full multigroup approach, the most notable
computational cost for multigrid is the computation of the coarse-grid operators on the multigroup
fixed-source problem, comprising ∼10% of the total CMFD runtime for Problem 4a on Titan. On
the other hand, the reduced multigroup approach has an entirely different bottleneck. Surprisingly,
calls to the VecNormalize function in PETSc on the coarsest spatial grid are the most notable
component from the MAP profile; these calls constitute ∼14% of the total CMFD runtime. A
screenshot from the MAP profiler is shown for these two cases in Figure 8.1.
The results of this profile reinforce our intuition that the issue is communication-related. Al-
though vector normalization is not normally a significant computational burden, it does require a
synchronization of all processors. Moreover, although the reduced multigroup approach requires
fewer computations than the full multigroup approach, it does require more synchronization be-
cause many more linear systems are solved. Each time a V-cycle reaches the coarsest grid, all the
processors must synchronize to solve the coarse grid system. In our implementation, this means
performing 15 communication-dominated GMRES iterations. (They are communication-dominated
because the number of unknowns is relatively small relative to the number of processors.) The
reduced multigroup method results in far more V-cycles performed since it breaks up the multigroup
linear system into ∼ G/2 linear systems. This translates into a significant increase in the number
of MPI messages that need to be sent, and, if the MPI communication is not implemented well in
the code or the system, the runtime can be hindered by a few processors waiting for their messages
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Figure 8.1: Screenshot of MAP profiles of Problem 4a using the reduced multigroup (left) and
full multigroup (right) formulations in MSED. The profile has been truncated to only consider
(approximately) the timing statistics during the first CMFD solve. The left figure indicates that
14% of the total MSED runtime is spent in the VecNormalize function, while the right figure
indicates that ∼17% of the total MSED runtime is spent generating the coarse-grid operators.
to be sent or received. This is especially true of highly parallel supercomputers such as Titan, in
which the permitted volume of MPI messages is lower than in smaller computing clusters. Future
work will include efforts to mitigate or eliminate these communication inefficiencies so that we can
realize the benefits of using the reduced multigroup approach for the multigrid linear solver.
Second, we have also observed that the difference between the CMFD runtimes does not account
for all of the difference between the total runtimes. For example, in Table 7.9, the difference in
CMFD runtime between the MED and MSED cases is only∼200 seconds, but the difference in total
runtime is nearly 1000. Similar examples can also be found in the results of Tables 7.10 and 7.11. In
the timings reported by the MPACT code, we see that this difference stems from differences in the
communication time required by the transport (MOC) solver. This indicates that the communication
performed in the CMFD solver can negatively impact the communication performed in the transport
solver, and that this observation may be related to the previous observation.
Our third observation is that there are likely inefficiencies and/or bugs in the MPI communication
in MPACT that are unrelated to its CMFD solver. Often, even when MSED and MED are not used,
a processor will fail to receive a message it is waiting for, resulting in the code stalling indefinitely.
For example, this occurs if we try to run problem 5a-2D with 252 groups using MSED on Titan.
Moreover, the performance of MPACT on Titan exhibits stochastic behavior, though this may
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have more to do with the file system than MPI. For example, we have seen that the setup of the
transport mesh for the AP1000-BOC problem in Tables 6.14 and 6.15 can sometimes take an extra
∼5 minutes. In such cases, we are forced to rerun the problem so that our timing results are as
independent as possible of this stochastic behavior.
Despite the impact of stochastic machine behavior on the total runtime, we have found the
CMFD runtime to be fairly deterministic. For a given problem and CMFD solver method, variations
in the CMFD runtime from simulation to simulation are usually less than ∼1%. Nonetheless, we
acknowledge that the results in this thesis may be affected by the issues discussed in this section.
That is, although we still believe that MSED is an optimal method for solving multigroup diffusion
and CMFD eigenvalue problems, the magnitude of the relative speedups provided by MSED over
alternative methods may change if the MPI implementation in MPACT were improved.
Overall, we have found that (1) these issues are more common on Titan than on Eos, indicating
that the problems may be partially caused by or at least exacerbated by hardware limitations, and
(2) these issues are more common with larger problems, indicating that we may be overloading the
network channels with too many messages. The issues that we have discussed here provide a strong
motivation to examine and improve upon MPACT’s MPI implementation in future work.
8.3 Impact of Spatial Decomposition on the Performance of
MSED
In this section, we experiment with the parallel spatial decomposition to see if there is any impact
on the speedups provided by MSED. In Tables 8.1 and 8.2, we compare the performance of MSED
(and other CMFD solvers in MPACT) using two different spatial decompositions for the 3-D,
quarter-core problem 5a-0. For both cases, 464 cores over 58 nodes are used, and the problem is
simulated using MPACT’s 51-group library. Moreover, in each case, the assemblies are divided
into 16 sets, and each processor is assigned one plane from one of the 16 sets of assemblies. (464
spatial divisions = 16 radial divisions per plane × 58 planes.) The only difference between the
two decompositions is in the radial decomposition of the assemblies. In Table 8.1, an explicit,
user-defined radial partition of the assemblies is used [118]. In Table 8.2, an automatic radial
partition, developed by Fitzgerald et al. [119], is used. The acronyms in these two tables are the
same as those in Sections 6.4 and 7.4.
From these results, we see that the the relative performances of the CMFD solvers are similar for
the two spatial decompositions. The automated partition results in a slightly increased or decreased
CMFD runtime for all of the methods. In the standard partition, MSED provides a ∼12x reduction
in the CMFD runtime over the default CMFD solver. In the automated decomposition, the same
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Table 8.1: Performance of MSED and other CMFD solvers for problem 5a-0 on Titan with the
standard, manually-specified “explicit radial” spatial partition. Iteration counts, runtimes, and
memory costs are shown for each option; runtimes are given in seconds while memory is given
in GB. We note that the results here differ from the results in Tables 6.11 and 7.7, which were
generated on Eos instead of Titan.
Solver TSs MGPIs MGLSIs GPIs GLSIs Mem. GR CR TR
Default 21 96 9600 – – 2.74 – 3936 7499
PI+PWS 12 52 8002 – – 2.74 – 3382 5890
RBBJ 15 300 45000 – – 2.56 – 5884 8679
GD 12 749 – – – 3.02 – 637 2876
MED 12 37 1226 160 21794 2.7 247 629 2918
MSED 12 36 72 173 865 3.14 53 324 2663
Table 8.2: Performance of MSED and other CMFD solvers for problem 5a-0 on Titan with the
automated spatial decomposition described in [119].
Solver TSs MGPIs MGLSIs GPIs GLSIs Mem. GR CR TR
Default 21 96 9600 – – 2.71 – 3974 7475
PI+PWS 12 50 7740 – – 2.71 – 3286 5719
RBBJ 15 300 45000 – – 2.54 – 5698 8599
GD 12 772 – – – 2.94 – 689 2942
MED 12 37 1257 161 22407 2.67 251 661 3035
MSED 12 36 72 180 900 3.05 60 360 2726
speedup figure is ∼11x. It appears that the MED and MSED methods have a slightly larger total
runtime when the automated decomposition is used rather than the standard decomposition. This
may be a result of some of the communication issues discussed in the previous section. However,
these differences are insignificant compared to the savings in CMFD and total runtime from using
MED or MSED instead of the default CMFD solver.
In short, the performance of MSED appears to have some dependence on the spatial decompo-
sition, but the dependence is relatively small, especially compared to the savings in total runtime
from using MSED instead of the MPACT’s default CMFD solver.
8.4 Problems with Feedback
Here, we consider two problems with thermohydraulic and xenon feedback: problem 7 and problem
AP1000-EOC-HFP. Problem 7, which was used to generate results in Chapter 4, is a critical boron
search problem for a 3-D, quarter-core model of the Watts Bar Unit 1 reactor. Problem AP1000-
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EOC-HFP is the same as the AP1000-EOC problem used in the previous two chapters, except it is
at hot full power (HFP) rather than hot zero power (HZP). The results for these two problems are
presented in Tables 8.3 and 8.4. Results for many of the alternative solver options are unavailable
for the AP1000-EOC-HFP problem due to time and computational resource constraints. Except for
two new acronyms, the acronyms used in these tables are the same as those used in the tables in
Sections 6.4 and 7.4. Descriptions of the old acronyms can be found in these two sections, as well
as in the list of acronyms at the beginning of the thesis. The two new nomenclatures are EXSCs,
which stands for equivalence cross-section calculations, and the “-L,” which stands for “limited,”
that is appended to some solvers. The relevance of these two new nomenclatures is explained in the
following paragraphs.
Table 8.3: Comparison of MSED to other MPACT CMFD solvers for problem 7 with feedback.
Iteration counts, runtimes, and memory costs are shown for each option; runtimes are given in
seconds while memory is given in GB. The second entry for the default solver, differentiated by an
asterisk (“Default∗”), corresponds to a case with a tightened CMFD convergence criteria.
Solver TSs EXSCs MGPIs MGLSIs GPIs GLSIs Mem. GR CR TR
Default 15 6 107 10700 – – 3.15 – 4469 10230
Default∗ 19 9 271 27100 – – 3.17 – 11351 19371
PI+PWS 14 11 75 12551 – – 3.17 – 5380 13408
RBBJ 11 6 159 23850 – – 2.89 – 3122 8303
GD 18 11 1528 – – – 3.33 – 1322 9782
MED-L 13 7 29 1269 135 12212 3.1 155 555 7020
MSED 20 11 58 116 513 2565 3.37 154 624 9749
MSED-L 12 7 27 54 133 665 3.39 37 300 6057
Table 8.4: Comparison of MSED to other MPACT CMFD solvers for the AP1000-EOC-HFP
problem with feedback
Solver TSs EXSCs MGPIs MGLSIs GPIs GLSIs Mem. GR CR TR
Default 21 8 167 16700 – – 2.98 – 971 9309
MSED-L 13 9 34 68 169 845 3.52 75 189 7833
As described in Chapter 3, MPACT accounts for feedback by calculating updated temperatures
(via a thermohydraulics code) and xenon concentrations after each transport sweep, using these
quantities to generate updated cross section values, and then, if these updates are significant,
performing an EXSC to generate new self-shielding corrected “equivalence” cross sections. (EXSCs
are described in [4, 120].) This simple Picard iteration scheme, however, can be slow or unstable.
One of the primary weaknesses of MPACT is that the CMFD system has no knowledge of the
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feedback mechanisms. The temperature-dependent cross sections in the CMFD problem are “lagged”
due to the Picard iteration scheme, and “fully converging” the CMFD system is not desirable in
the early iterations since these cross sections may not be close to their converged values. In
fact, as we have seen in the results of Chapter 4, it may actually increase the number of Picard
iterations (i.e., the number of transport sweeps and cross section updates) required to converge.
This is especially undesirable because transport sweeps and EXSCs are the typically the most
time-consuming components of MPACT.
Paradoxically, the poor convergence of the default solver in MPACT can actually act as a pseudo-
relaxation mechanism that improves the convergence rate of the outer Picard iteration scheme,
reducing the number of transport sweeps required. This is seen in the results of Table 8.3. For
the default CMFD solver, the number of transport sweeps required and and the number of EXSCs
required are only 15 and 6, respectively. However, GD and MSED, which typically produce a more
well-converged CMFD system than the default CMFD solver, require 18 and 20 transport sweeps,
respectively, and 11 EXSCs. When the CMFD system is better converged, the Picard iteration
scheme tends to be more “oscillatory”; large corrections to the temperatures occur more frequently,
resulting in more EXSCs.
We see the same phenomenon when we force the default CMFD solver to perform more
iterations to better converge the CMFD system; this case is denoted by “Default∗” in Table 8.3. In
the “Default∗” case, the CMFD convergence tolerances are all tightened by an extra factor of 10
compared to the “default” case, and the maximum number of MGPIs permitted is increased from
20 to 50. The total and CMFD runtimes increase when the “default∗” solver is used, but this is
expected since we are deviating from a previously empirically determined convergnece criteria for
CMFD that optimizes the balance between CMFD and non-CMFD runtime. What is surprising,
however, is that the total number of TSs and EXSCs increases when the CMFD system is better
converged using the default CMFD solver. This verifies that the phenomenon we are observing
exists regardless of the CMFD solver (though the impact of this phenomenon is solver-dependent).
We note that this paradoxical behavior is consistent with the results from [103], which indicates that
the basic Picard iteration scheme often requires relaxation for stability when flux-dependent cross
sections are present.
To mitigate these issues, we have decided to “limit” the convergence of MSED for feedback
problems by
1. loosening the relative residual tolerance for CMFD from 0.01 to 0.05,
2. loosening the eigenvalue tolerance for the CMFD solver1 from 10−6 to 10−4,
3. reducing the limit on the number of grey PIs (GPIs) per MSED iteration from 20 to 5, and
1The outer transport eigenvalue tolerance is still 10−6.
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4. using a fixed 2/3 Wielandt shift on the grey eigenvalue problem instead of the more aggressive
and iteration-dependent PARCS WS.
This “limited” solver is denoted in Tables 8.3 and 8.4 by the “-L” appended to the end of the
solver name. The idea behind this limited solver is that we should be able to achieve a poorly
converged CMFD system using MSED in less time than the default CMFD solver. That is, instead
of generating a poorly converged CMFD solution using the default CMFD solver, we can efficiently
obtain a similarly poorly converged system by using MSED with loosened convergence criteria.
When this is done, we see in Tables 8.3 and 8.4 that we can achieve similar or lower TSs and EXSCs
counts with significantly reduced CMFD runtimes. For problems 7 and AP1000-EOC-HZP, we see
reductions in the CMFD runtime of ∼15x and ∼5x, respectively, over the default CMFD solver
when using MSED-L. Unlike the GD and MSED methods, the MSED-L method does not result in
an increase in the non-CMFD runtime (i.e., the difference between TR and CR in the tables).
The results here show that MSED-L can significantly improve upon the default CMFD solver
for feedback problems. However, we believe that “limiting” MSED is not an optimal solution and
should only be a temporary approach. Future work should consist of improving the outer feedback
iteration scheme in MPACT so that the number of TSs and EXSCs is not increased by the improved
convergence of the inner CMFD system. In particular, including some of the feedback physics
in the CMFD system, even in a crude or simple manner, could lead to significant speedups in the
overall iteration scheme.
8.5 Depletion Problem
In this section, we examine the performance of the MSED-L method described in the previous
section for problem 9, a 32-statepoint depletion problem with thermohydraulic and xenon feedback.
This problem is run on 464 cores over 58 nodes on Titan. Multiple restarts of the simulation are
necessary due to the 28-hour walltime limit for all computing jobs on Titan. The final results for
this simulation are shown in Table 8.5.
Table 8.5: Comparison of MSED to other MPACT CMFD solvers for problem 9, a 32-statepoint
depletion problem with feedback. Iteration counts, runtimes, and memory costs are shown for each
option; runtimes are given in hours while memory is given in GB. We note that the CR and GR are
estimates extrapolated from the output of the final restart file.
Solver TSs EXSCs MGPIs MGLSIs GPIs GLSIs Mem. GR CR TR
Default 650 192 2925 2.92e5 – – 3.63 – 42.2 123.5
MSED-L 552 186 1133 2.27e3 5599 2.80e4 3.93 1.6 6.7 91.0
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In the results, we see that the CMFD runtime has been reduced by a factor of ∼6 while the total
runtime has been reduced by ∼26%. We note that runtimes are given in hours rather than seconds
here. The importance of the speedups seen for this problem are amplified by the large magnitude of
the core-hours required by this problem. The default method required an extra restart because of the
longer runtime; MSED finished ∼9 hours into its fourth 28-hour job, while the constant method
finished ∼22 hours into its fifth 28-hour job. We also see that the difference in total runtime is
smaller than the difference in CMFD runtime, despite the fact that MSED-L requires fewer TSs and
EXSCs. As in previous cases, this is due to increases in the communication time in the transport
solver. It may be possible to see more improvements in the total runtime if the communication
in MPACT is improved. Nonetheless, the present total runtime savings provided by MSED-L is
significant in both absolute and relative terms.
8.6 Final Discussion on Performance of MSED
In this final discussion section, we summarize our findings on the performance of MSED as a
CMFD solver in the MPACT code.
For single statepoint calculations without feedback on 3-D, full-core problems, MSED provides
a∼8-12x speedup in the CMFD runtime over the default CMFD solver in MPACT. The same figure
for the MED method, which is just MSED with GMRES instead of multigrid-in-space, is ∼4-8x for
3-D, full-core problems. However, the use of MSED can result in a ∼20% increase in the memory
usage over MED, so MED may be a better option if memory is limited. Moreover, as discussed in
Section 8.2, there are still some unresolved MPI issues that may be limiting the speedups provided
by the MSED method.
For single statepoint calculations without feedback on smaller (2-D and/or non-full-core)
problems, we do not see a significant speedup (if any) for MSED over MED. With either MED
or MSED, however, we still see an order of magnitude speedup in the CMFD solver over the
default CMFD method. For geometrically smaller problems with a large number of groups (e.g.,
problem 5a-2D with 252 groups), the MED method with the one-group sweep approach described
by Algorithm 9 appears to be the best CMFD solver we have considered.
For all single statepoint calculations without feedback, the benefits provided by the use of
MSED (or MED) over the default CMFD solver typically go beyond the savings in CMFD runtime.
The default CMFD solver is often unable to sufficiently converge the CMFD problem, and extra
transport sweeps are often required as a result. These transport sweeps are expensive and lead to
significant increases in the total runtime required.
For calculations with feedback, a “limited” MSED method, described in Section 8.4, allows us
to achieve an order of magnitude speedup in the CMFD runtime required, without any drawbacks in
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the non-CMFD runtime. This efficiency translates well to the 32-statepoint problem considered in
Section 8.5, where we see significant speedups in both the CMFD and total runtime required when
MSED-L is used instead of the default CMFD solver.
Finally, we return to the bigger picture discussed in the motivation section of Chapter 1. With
the default CMFD solver, CMFD was a bottleneck, often taking up more than 50% of the total
MPACT runtime. With MSED, the resulting CMFD runtime is now less than 10% in most problems,
and no more than 16% of the total runtime in any of the problems we have considered. Thus, CMFD
is no longer a computational bottleneck in MPACT. In many problems, the total improvement is not
fully captured by the improvement in the CMFD runtime, because the number of sweeps required
by the outer transport solver is also significantly reduced by the use of MSED.
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CHAPTER 9
Future Work
In this chapter, we briefly outline potential avenues of future work. Most of these topics have been
mentioned in earlier chapters of the thesis, particularly at places where suboptimal performance
results are discussed.
With regards to the MSED method specifically, there is still considerable room for improvement
for the multigrid solver. In particular, reducing the memory burden of the multigrid solver would
be very beneficial. Because the trend in high-performance computing is toward systems that are
more memory-limited than FLOP-limited, speedups in runtime may not be beneficial if they are
accompanied by significant increases in memory usage. The bulk of the memory burden (and also
computational overhead) in multigrid is a result of the computation of the coarse-grid operators
via the Galerkin triple matrix product (Equation (2.30)). In Appendix A of [15], Stu¨ben suggests
the use of an “aggressive coarsening” in which one skips the second coarsest grid. The primary
drawback of this is that the error modes that would have been the highest frequency error modes on
the second coarsest grid would no longer be converged efficiently. This drawback can be mitigated
by the use of more complex interpolation operators and/or polynomial smoothing operators, but
this can result in significant additional computations and communication in the interpolation and/or
smoothing steps. Direct truncation of the entries of the coarse-grid operators (i.e., zeroing out
matrix elements that fall below a threshold magnitude) may help with the memory cost as well.
However, Stu¨ben warns in Remark A.2.4 of [15] that this would lead to a violation of the variational
property satisfied normally by Galerkin coarse-grid operators. The consequences of this could be
poor convergence or even divergence. Alternatively, because the grid in MPACT is relatively simple,
a more geometric approach to defining coarse-grid operators, which does not rely on the Galerkin
definition of coarse-grid operators, may be more appropriate. Again, careful analysis would have to
be done to ensure stability and good convergence rates.
Memory issues aside, we note that it may also be possible to improve the smoother used in the
multigrid-in-space linear solver, especially for multigroup problems. Our current implementation in
MPACT uses a simple GS-like smoother, which often requires extra smoother iterations to prevent
the appearance of negative fluxes, rather than RBBJ, which results in an optimal spectral radius
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for multigrid but does not scale well with the number of groups G. It may be possible to find a
smoother that “falls in the middle” – i.e., more robust than the current GS-like smoother, but having
better scaling with G than RBBJ.
For problems larger and “more parallelized” (lower spatial cells to cores ratio) than those
considered in this thesis, we noted that inter-processor interpolation and restriction may be necessary
in order to reach a sufficiently small coarsest grid. In such cases, it may be possible to optimize the
interpolation/restriction with the specific machine on which the code is run. For example, one could
design interpolation/restriction operators that only require intra-node communications. That is, only
processors residing on the same node would have to communicate in the interpolation/restriction
step.
For improving the multilevel-in-energy component of MSED, a natural next step would be to
consider multiple levels in energy as Cornejo has done in the multilevel LONDA method [66].
This would improve the scaling of MSED’s efficiency with the number of groups G. The potential
benefits of using multiple levels in energy were discussed in Chapter 6 and can be seen in the results
of [66].
With regards to the one-group sweep approach defined in Algorithm 11, it may be possible to
optimize the upscatter iterations by iterating more frequently on groups that have more difficulty
converging. The result would be an “adaptive” Gauss-Seidel algorithm that tracks the convergence
of each group and iterates on slowly-converging groups more often than on fast-converging groups.
The motivation for this is that, among all of the groups with upscattering sources, the relative
size of the upscattering component varies significantly. The first (fastest) group with upscattering
has a significantly weaker dependence on upscattering than the thermal groups. This adaptive
Gauss-Seidel scheme could be beneficial if many upscattering iterations are needed to converge in
the one-group sweep approach.
Lastly, as discussed in Chapter 8, improvements to the MPI communication and feedback
iteration scheme could significantly reduce the runtime and memory costs of MPACT. Inefficiencies
in the communication between processors have prevented us from using the reduced multigroup
approach for the multigrid-in-space linear solver. Using the reduced multigroup approach would
allow us to mitigate some of the memory burden associated with the current multigrid linear solver.
Improvements to the feedback iteration scheme would allow us to avoid using the “limited” MSED
method described in Section 8.4. Although this limited MSED method has resulted in significant
improvements over the default CMFD solver, the overall iteration scheme is still not ideal. For
example, the convergence criteria for “limited” MSED must be carefully and empirically tuned
for optimal use in the current feedback iteration scheme. The incorporation of some feedback
physics into the CMFD system in MPACT, even on a simple or crude scale, should lead to an
overall iteration scheme that is both more robust and faster converging.
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CHAPTER 10
Conclusions
In this final chapter, we summarize the content that has been presented in this thesis.
The primary focus of this thesis was the development of the Multilevel-in-Space-and-Energy
Diffusion (MSED) method for solving multigroup neutron diffusion and CMFD eigenvalue prob-
lems. Although diffusion problems do not provide the full fidelity found in the corresponding
transport problems, they play an important role as lower-order (computationally less expensive)
but reasonably accurate approximations to transport problems. Even when the full fidelity of the
multigroup neutron transport eigenvalue problem is needed, the solution of diffusion eigenvalue
problems can be used to accelerate the convergence of transport solvers via techniques such as
CMFD. The motivation for our work was the inefficiency of the CMFD solver in MPACT, which
resulted in CMFD taking 50% or more of MPACT’s runtime and suboptimal convergence rates for
the outer transport solver in certain problems of interest.
Whereas CMFD is a technique for solving transport problems by leveraging a smaller multigroup
diffusion-like problem, MSED is a technique for solving multigroup diffusion and CMFD eigenvalue
problems by leveraging even smaller problems with no energy dependence and/or coarsened spatial
grids. MSED combines a multilevel-in-energy approach with a multigrid-in-space linear solver; a
visualization of MSED was presented in Figures 5.1 and 5.2. In Chapter 1, we presented a history of
multilevel techniques from reactor physics and multigrid techniques from the general mathematics
community, and we compared the MSED method to these historical methods. Chapter 2 provided
some of the theory and background on reactor physics, linear solvers, and eigenvalue solvers needed
to understand and implement the work in this thesis.
In Chapter 4, our earlier work on space-dependent Wielandt shifts (SDWSs) was presented. In
this work, we attempted to improve upon existing Wielandt shifted PI schemes by using a physics-
based, space-dependent shift rather than the standard empirically-derived, space-independent shifts.
Although we saw modest improvements in 1-D diffusion eigenvalue problems, these results did not
translate well to higher dimensional CMFD problems. We found that the performance of SDWSs (as
well as other WSs) was limited by the tradeoff between the spectral radius of PI and the condition
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number of the diffusion operator that needed to be solved at each PI. A detailed study of this tradeoff
was presented in Section 4.3. The shortcomings of SDWSs ultimately motivated our development
of the MSED method.
The theory and development of the MSED method was divided into two chapters, 6 and 7,
each corresponding to one of its two primary components – the grey diffusion acceleration scheme
(multilevel-in-energy) and the multigrid-in-space linear solver. In these two chapters, Fourier
analyses were presented alongside results from the 1-D diffusion code and MPACT. Our Fourier
analyses indicated that the grey diffusion acceleration scheme has a spectral radius of ∼0.16, while
a two-grid multigrid-in-space linear solver has a spectral radius of ∼0.125 for both multigroup and
grey fixed-source diffusion problems. A combined analysis of these two components indicated that
MSED could be optimized by restricting Q (the number of multigrid V-cycles on the multigroup
system per MSED iteration) to 2. This was an especially desirable optimization, because the work
performed on the multigroup system constitutes the bulk of the runtime required by MSED. In our
1-D results, we verified some of the convergence rates predicted by the Fourier analyses, as well as
the benefits of restricting Q to 2.
At the end of Chapters 6 and 7, results were presented to verify and quantify the speedups from
the grey diffusion acceleration and the multigrid-in-space linear solver, respectively. We found
that the use of a grey diffusion eigenvalue problem (i.e., the MED method described in Chapter 6)
resulted in speedups in the CMFD solver ranging from ∼4-20x. For single statepoint 3-D, full-core
problems specifically, the speedups ranged from ∼4-6x. We found that the multigrid-in-space linear
solver did not provide significant speedups over GMRES for smaller (not 3-D and/or not full-core)
problems. However, one of the defining attributes of multigrid is the insensitivity of its convergence
rate to problem size. For 3-D, full-core problems, the incorporation of the multigrid-in-space linear
solver into MSED resulted in a further ∼2x speedup in the CMFD runtime compared to just using
GMRES as the linear solver.
In Chapter 8, additional problems from MPACT were considered. We verified the relative
insensitivity of MSED to the radial spatial decomposition (i.e., how the domain is divided among
processors radially). We also showed that a modified, “limited” MSED method can extend the
speedups seen in Chapter 7 to problems with feedback, despite lingering convergence and robustness
issues with the outer feedback iteration mechanism in MPACT. Moreover, a discussion of some
unusual MPI behavior was presented; from our results, we see evidence that the implementation
of MPI communication in MPACT may require repair and improvement. A final discussion of
the performance of MSED in MPACT is presented in the final section of Chapter 8. In Chapter 9,
several avenues of future work are briefly discussed.
Overall, the MSED method, with both its grey diffusion acceleration and multigrid-in-space
linear solver, provided a total speedup of ∼6-12x over the de facto default CMFD solver in MPACT.
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The benefits of using MSED goes beyond the reduction in CMFD runtime. The improved efficiency
from using MSED allows for better convergence of the CMFD problem, which in turn allows
the outer CMFD-accelerated transport scheme to achieve the optimal convergence rates predicted
by [5]. With MSED, the CMFD runtime is now no more than 16% of the total runtime in any of the
problems we have considered, and, for most problems, it is less than 10% of the total runtime. Thus,
the goal of removing the computational bottleneck in the CMFD component of MPACT has been
accomplished. Figure 10.1 provides a visualization of the overall speedup provided by MSED for
3-D, full-core problems in MPACT.
Before: Misc. Transport CMFD
With MSED:
Mostly
the same
Up to 2x
Faster
8-12x
Faster
Figure 10.1: A visualization of the overall speedup provided by MSED for single statepoint
calculations on 3-D, full-core reactor models. The relative sizes of the boxes are chosen based on
the results for Problem AP1000-BOC in Table 7.10.
In recent decades, reactor physics codes have become increasingly reliant on general, “black-box”
solvers for linear systems and eigenvalue problems. These solvers are easy to implement because of
their wide availability in linear algebra libraries such as PETSc, but they are also typically far from
optimal because of their generality. Unless one carefully constructs a well-informed preconditioner,
these “black-box” solvers are agnostic to the geometry and underlying physics of the problem.
Understandably, there is a tradeoff dictated by real-world constraints. Though these “black-box”
solvers may not be optimal, their performance is often “good enough,” and it is not always worth
the time and labor to develop a customized solver. Nonetheless, the work in this thesis shows
that, by carefully developing solution methods that are customized to the important geometric and
physical features of the specific problem of interest, it is possible to significantly reduce the cost of
solving the problem (sometimes by an order of magnitude). For codes such as MPACT that require
significant computational resources, the development, implementation, and use of a customized
solver like MSED is well worth the effort.
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APPENDIX A
A Summary of PETSc Options Used in MPACT
PETSc is a library developed by Argonne National Laboratory that provides efficient data structures
and routines for highly parallel linear algebra applications [7]. Both the existing MPACT code and
our implementation of MSED in MPACT rely heavily on the tools available in this library. For all
problems run on the Eos supercomputer at the Oak Ridge Leadership Computing Facility (OLCF),
PETSc version 3.6.3 was used. For the problems run on the Titan supercomputer at the OLCF,
PETSc version 3.7.6 was used to generate the results in Chapter 4, and PETSc version 3.6.4 was used
to generate the remaining results (Chapters 6, 7, and 8). All problems used the default convergence
criteria in PETSc; these convergence criteria vary from solver to solver and are described in [7].
In this subsection, we provide a brief list (with explanations and details where necessary) of the
options from PETSc that are used in this thesis.
Linear Solvers:
• KSPGMRES – Standard GMRES solver. A restart length of 100 iterations is used in this
thesis.
• KSPBiCGSTAB – Standard BiCGSTAB solver.
• Multigrid – For MSED’s spatial multigrid solver, we use the PETSc framework to facilitate
the V-cycle. PETSc is provided with the fine-grid matrix, number of levels, smoother options
on each level, and all of the interpolation operators needed. More details are provided in
Chapter 7. 1
Smoother:
• PCSOR – This is the smoother option used in conjunction with the multigrid solver. Although
its name indicates it is an SOR solver, we set the relaxation parameter to 1. In parallel, it is
an iteration scheme that lies somewhere between GS and Jacobi. Information from unknowns
1Multigrid is actually listed in PETSc as a preconditioner (denoted PCMG); to use it as a linear solver, it must be
paired with the KSPRICHARDSON solver.
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residing on other processors are lagged as in Jacobi, but, within each processor, the matrix
rows are iterated through sequentially as in GS.
Preconditioners:
• PCBJACOBI – Block Jacobi preconditioner.
• PCILU – ILU preconditioner.
For the Krylov solvers GMRES and BiCGSTAB, we use a block Jacobi preconditioner, with the
blocks corresponding to the domain size on each processor. Each block is approximately solved
using the approximate LU factorization from PCILU.
More information about these solver options can be found in the PETSc user manual [7].
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APPENDIX B
Description of 1-D Diffusion Problems
In this appendix, we describe the three problems used to generate results for the 1-D multigroup
diffusion test code described in Section 3.1.
B.1 1-D 1-Group Joo-Lee Problem
This is a 1-D 1-group problem consisting of 216 moderator and fuel pins, with uranium dioxide
(UOX), mixed oxide (MOX), and burnable poisons (Gd, B). Each pin is divided into three equally-
sized spatial cells, each of which has width ∆x = 0.425 cm. The eigenvalue λ corresponding to the
solution of this diffusion problem for this particular spatial discretization is 0.827208.
Although this problem was formulated by Lee and Joo, the full details of this problem are found
in a manuscript by Wolters et al. [121]
B.2 1-D Watts Bar Problems
We now describe the WB-1D-1 and WB-1D-2 problems, which are 1-D reactor models derived
from the 2D Watts Bar model described in [112] (Problem #5). The descriptions, tables, and figures
in this section are taken from [107]. Cross-sections from the MPACT 47-group library (version
3.1, dated November 11th, 2014) [4, 79] are used, and the temperature is assumed to be 600 K.
WB-1D-1 is a representation of the center row of pins in the 2D Watts Bar core, while WB-1D-2
is a representation of the row immediately below the center row. We note that they are not exact
replicas of the rows, as certain pins and regions were adjusted to create a uniform spatial grid.
Material and isotopic compositions of each pin cell can be found in [112]. All of the pin cells
have a pitch of 1.26 cm, and a topical description of the pin cells is provided in Table B.1. Figures
B.1 and B.2 describe the WB-1D-1 and WB-1D-2 half-core geometries in terms of modules. These
modules are arbitrary constructs used to condense the description of the cores, and Table B.2
provides the composition of each module in terms of the pins listed in Table B.1. A reflective
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boundary condition is imposed on the left boundary, while a vacuum boundary is imposed on the
right boundary.
The WB-1D-1 problem has more nonfissile regions than the WB-1D-2 model has a higher true
λ as a result. For ∆x = 1.26 cm (each spatial cell corresponds to a pin), λ is 1.13864 and 0.889732
for WB-1D-1 and WB-1D-2 respectively. For ∆x = 6.3 cm, the same two values are 1.16470 and
0.895094.
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Table B.1: Description of pins used in the WB-1D-1 and WB-1D-2 models.
Fuel Pin # Description
A 2.1%-enriched UO2 fuel pin
B 2.6%-enriched UO2 fuel pin
C 3.1%-enriched UO2 fuel pin
D Guide tube
E Pyrex rod
F Empty instrument tube
G Water
H Baffle
I 12%-88% Water-Baffle Mix
J 62%-32% Water-Baffle Mix
1 2 3 4 1 2 3 4 1 2 3 4 1 5 6 7 8
Figure B.1: Module layout in WB-1D-1.
11 12 13 14 11 12 13 14 11 12 13 14 11 15 16 17 18
Figure B.2: Module layout in WB-1D-2.
Table B.2: Pin layouts of each module in the WB-1D-1 and WB-1D-2 models.
Module # Fuel Pin Composition
1 FAADAADAA
2 GBBEBBEBB
3 FBBEBBEBB
4 GAADAADA
5 GCCDCCECC
6 FCCECCDCC
7 GIHJGGGGG
8 GGGGGGGGG
11 CAAAAAAAA
12 GBBBBBBBB
13 BBBBBBBBB
14 GAAAAAAA
15 GCCCCCCCC
16 CCCCCCCCC
17 GIHJGGGGG
18 GGGGGGGGG
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APPENDIX C
Description of MPACT Problems
In this Appendix, we name and describe the problems simulated by MPACT code for the results
throughout this thesis. All of the problems except for the peach bottom problem and the AP1000
problems are taken from the VERA progression problems documented in [112]. The model for
the peach bottom problem is described in [122], while the AP1000 models are described by [123].
Except for Problem 5a-2D, all problems are simulated using the 51-group MPACT library. The
problem 5a-2D problem is simulated using the 252-group library.
Tables C.1, C.2, and C.3 provide a tabulated summary of the features of each problem. Included
in these tables are references to the tables in this thesis that contain the corresponding performance
results.
• Problem 2a: This is a single 17× 17 fuel assembly. Its geometry was primarily used in this
thesis as a means of generating relevant cross sections for the Fourier analyses in Chapters 6
and 7.
• Problem 4a: This is a criticality problem from the VERA Benchmark Progression Prob-
lems [112] consists of a 3-D model with nine 17× 17 Westinghouse fuel assemblies.
• Problem 5a-0: This is a criticality problem from the VERA Benchmark Progression Prob-
lems [112] that consists of a quarter-core 3-D model of the Watts Bar Unit 1 reactor. It is
listed as case 0 in [112].
• Problem 5a-2D: This is the mid-plane of problem 5a-0.
• Problem 5a-ARO: This is a criticality problem using a quarter-core 3-D model of the Watts
Bar Unit 1 reactor with all rods ejected (ARO stands for all rods out). It is listed as case 11
in [112].
• Problem 5a-0-FC: This is a full-core model of problem 5a-0.
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• Problem 7: This is a critical boron search problem from the VERA Benchmark Progression
Problems [112] on a quarter-core 3-D model of the Watts Bar Unit 1 reactor. Thermohydraulic
and xenon feedback is present in this problem. The critical boron concentration for this
problem is 827.6 ppm when the 47-group library is used and 829.4 ppm when the 51-group
library is used.
• Problem 9: This is a 32-state depletion problem from the VERA Benchmark Progression
Problems [112] on a quarter-core 3-D model of the Watts Bar Unit 1 reactor. Thermohydraulic
and xenon feedback is present in this problem.
• AP1000-BOC: This is a 3-D full-core model of the AP1000 reactor at hot-zero-power, with
beginning of cycle (BOC) fuel and material compositions. No feedback is considered in this
problem.
• AP1000-EOC: This is a 3-D full-core model of the AP1000 reactor at hot-zero-power, with
end of cycle (EOC) fuel and material compositions. Feedback is present in this problem, but
plays an insignificant role because of the near-zero power level.
• AP1000-EOC-HFP: This is a 3-D full-core model of the AP1000 reactor at hot-zero-power,
with end of cycle (EOC) fuel and material compositions. Feedback is present in this problem
and plays a significant role in its solution.
• PB: This is a criticality problem using a 2-D full core model of the Peach Bottom (PB) boiling
water reactor (BWR) at the beginning of life [122].
The following list describes (in no particular order) all of the alterations made to the input files
used to generate all of the MPACT results in this thesis. These tweaks do not detract or change the
conclusions of this thesis; they are presented here to improve the reproducibility of the work in this
thesis.
• When the one-group approach (Algorithm 11) is used with MED, the number of GMRES
iterations required is reduced from 100 to 25. This is because an unshifted one-group diffusion
problem is very easy to solve.
• For the “reduced” approach (Algorithm 10), the relative residual tolerance for the CMFD
solver in MPACT is loosened from 0.01 to 0.05. Without this loosening, it converges to a
much more tightly converged CMFD problem since the linear solver iterations performed on
a reduced system are much more effective than those performed on a full multigroup system.
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• In the AP1000 problems and the PB problem, “one-group” data passing is used instead of
“multigroup” data passing in the MPACT input. More information about what this means can
be found in the MPACT user manual [4].
• For problems AP1000-EOC, AP1000-EOC-HFP, 4a, 5a-0 (the runs on Titan only), 5a-2D,
7, and 9, only 10 GMRES iterations were used on the coarsest spatial grid for the multigrid
solver on the grey problem in MSED. (We were experimenting with this, and it turns out
that we can use 10 instead of 15 without any drawbacks in the overall convergence rate of
multigrid. The other results, which use 15 instead of 10, have marginally higher GR runtimes
than optimal.)
• In MPACT, c0 is 0.02 instead of 0.01. The tradeoff between the number of PIs and the
conditioning of the shifted diffusion operator (described in Chapter 4) is worse for large
problems such as those in MPACT.
• In Problem 5a-0 and 5a-0-FC, the outer (transport) convergence criterion on the eigenvalue
is increased slightly from 10−6 to 1.1 · 10−6. The relative error in the eigenvalue is slightly
above 10−6 after 12 transport sweeps, and we feel that it would be a better representation to
just stop there instead of doing another transport sweep.
• The first 28 hours of problem 9 (i.e., up until the first restart) was run using ORIGEN as the
depletion solver. However, this solver crashed in during the second 28 hours of problem 9 for
the default method. For consistency, both methods switched to an internal depletion solver in
MPACT after the first restart.
• In the AP1000-EOC-HFP problem and problem 9, 2 smoother iterations are performed
instead of 1 for the multigrid solver on the multigroup problem. Because we are using GS
(Algorithm 13) instead of RBBJ (Algorithm 12) as the smoother, the multigrid method in
MPACT is not as robust as the one in the 1-D diffusion code. Sometimes, extra smoother
iterations are needed to account for this.
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Table C.1: Runtime details for various MPACT problems. The machines used are provided, along
with the number of processors and nodes and the relevant SHA-1 number(s) that can be used to
identify the version of MPACT used to generate the results. If two SHA-1 numbers are provided,
the first is the SHA-1 number of the commit on the master branch from which the current branch
is forked, and the latter is the SHA-1 number corresponding to the most recent commit of the
forked branch. The table numbers of the corresponding performance results are provided in the final
column.
Problem Machine Nodes Cores SHA-1 Number(s) Table(s) in Thesis
4a Eos 4 58 5e1111, a81bec 6.9, 7.5
5a-0 Eos 29 464 5e1111, a81bec 6.5, 6.7, 6.11, 7.7
5a-0 Titan 58 464 5e1111, a81bec 8.1, 8.2
5a-0-2D Eos 4 32 5e1111, a81bec 6.6, 6.8, 6.12, 7.8
5a-0-ARO Titan 58 464 03ec0e 4.6, 4.8
5a-0-FC Titan 464 3712 5e1111, a81bec 6.13, 7.9
7 Titan 58 464 03ec0e 4.7
7 Titan 58 464 5e1111, a81bec 8.3
9 Titan 58 464 5e1111, a81bec 8.5
AP1000-BOC Titan 448 3584 5e1111, a81bec 6.14, 7.10
AP1000-EOC Titan 448 3584 5e1111, a81bec 6.15, 7.11
AP1000-EOC-HFP Titan 448 3584 5e1111, a81bec 8.4
PB Eos 15 232 5e1111, a81bec 6.10, 7.6
Table C.2: Physics-related details for various MPACT problems. Here, we tabulate the type of the
problems, whether or not feedback is present, the number of groups, and the final keff . The table
numbers of the corresponding performance results are provided in the final column. The quotes
on the AP1000-EOC line indicate that, although feedback is present for this problem, it plays an
insignificant role.
Problem Problem Type Feedback? G keff Table(s) in Thesis
4a Criticality No 51 0.998177 6.9, 7.5
5a-0 Criticality No 51 0.999259
6.5, 6.7, 6.11,
7.7, 8.1, 8.2
5a-0-2D Criticality No 252 0.998142 6.6, 6.8, 6.12, 7.8
5a-0-ARO Criticality No 47 1.012136 4.6, 4.8
5a-0-FC Criticality No 51 0.999259 6.13, 7.9
7 Critical Boron Yes 47 1.000000 4.7
7 Critical Boron Yes 51 1.000000 8.3
9 Depletion, 32 States Yes 51 N/A 8.5
AP1000-BOC Criticality No 51 1.123087 6.14, 7.10
AP1000-EOC Criticality “Yes” 51 0.989179 6.15, 7.11
AP1000-EOC-HFP Criticality Yes 51 0.953181 8.4
PB Criticality No 51 1.042273 6.10, 7.6
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Table C.3: Geometry-related details for various MPACT problems. The table numbers of the
corresponding performance results are provided in the final column.
Problem # Dims. Assembly Layout Table(s) in Thesis
4a 3-D 3× 3 6.9, 7.5
5a-0 3-D Quarter-Core 6.5, 6.7, 6.11, 7.7, 8.1, 8.2
5a-0-2D 2-D Quarter-Core 6.6, 6.8, 6.12, 7.8
5a-0-ARO 3-D Quarter-Core 4.6, 4.8
5a-0-FC 3-D Full-Core 6.13, 7.9
7 3-D Quarter-Core 4.7, 8.3
9 3-D Quarter-Core 8.5
AP1000-BOC 3-D Full-Core 6.14, 7.10
AP1000-EOC 3-D Full-Core 6.15, 7.11
AP1000-EOC-HFP 3-D Full-Core 8.4
PB 2-D Full-Core 6.10, 7.6
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APPENDIX D
Alternate Grey Diffusion Equation
D.1 Formulation of the Alternate Grey Diffusion Equation
In Chapter 6, we discussed the development of a grey diffusion equation, obtained by summing
the multigroup diffusion equations over the groups g. In this section, we consider an alternative
collapse in which the multigroup diffusion equations are first multiplied by a space-and-energy
independent function fj,g before the summation over g.
For a multigroup CMFD eigenvalue problem of the form
− 1
∆xj
[
Dj+ 1
2
,g
φj+1,g − φj,g
∆xj+ 1
2
−Dj− 1
2
,g
φj,g − φj−1,g
∆xj− 1
2
]
+
1
∆xj
[
Dˆj+ 1
2
,g
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∆xj+ 1
2
+ Dˆj− 1
2
,g
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∆xj+ 1
2
]
+ Σt,j,gφj,g −
G∑
g′=1
Σs0,j,g′→gφj,g′ = λχj,g
G∑
g′=1
νΣf,j,g′φj,g′ , (6.1 revisited)
a collapse in energy weighted by fj,g yields
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Here,
Φj ≡
G∑
g=1
φj,g , (D.2a)
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〈fΣt,j〉 ≡ 1
Φj
G∑
g=1
fj,gΣt,j,gφj,g , (D.2b)
〈fΣs0,j〉 ≡ 1
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G∑
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1
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(
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φj2,g , if j2 = j (if j2 is the current cell) ,
1
Φj2
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(
Dj1,g + Dˆj1,g
)
φj2,g , if j2 6= j (if j2 is a neighbor) .
(D.2e)
The definitions of Φ and 〈νΣf〉 for the weighted collapse here are the same as those for the standard
collapse in Equations (6.3). In the above collapse, we have assumed that fj,g is normalized at each
fissile spatial cell so that
G∑
g=1
χj,gfj,g = 1 . (D.3)
We have not yet specified fj,g, but our analysis below shows that it may be beneficial to define fj,g
as the solution to the infinite-medium adjoint eigenvalue problem at that spatial cell. It is not clear
what should be done at non-fissile spatial cells, but the simple option would be to choose fj,g = 1
so that it is the same as the standard collapse.
D.2 Fourier Analysis
To gain a sense of how fj,g should or could be defined, we perform a Fourier analysis with arbitrary
(but space-independent) weights fg. This analysis is very similar to the Fourier analysis performed
in Section 6.2 with C = 1 for the MED method (C is the number of groups on the coarsest energy
grid), and much of the algebra will be omitted here for brevity.
As usual, we begin with our Fourier ansatz:
φ
(l)
j,g = ϕg + agω
leiξj∆x , (D.4a)
Φ
(l)
j = 1 + Aω
leiξj∆x , (D.4b)
λ(l) = λ0 + λ1ω
l , (D.4c)
φ
(l′)
j,g = ϕg + a
′
gω
leiξj∆x , (D.4d)
Φ
(l′)
j = 1 + A
′ωleiξj∆x , (D.4e)
λ(l
′) = λ0 + λ
′
1ω
l , (D.4f)
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φ
(l′′)
j,g = ϕg + a
′′
gω
l+1eiξj∆x . (D.4g)
The assumptions and variable definitions here are the same as those in Section 6.2. For the reasons
described in Sections 4.2 and 6.2, we have
λ1 = 0 , (D.5)
λ′1 = 0 , (D.6)
φ
(l+1)
j,g = φ
(l′′)
j,g , (D.7)
ωag = a
′′
g , (D.8)
A =
G∑
g=1
ag . (D.9)
Following the same procedure used to derive Equation (6.29) in Section 6.2, we arrive at the
following analogous result:
[
4fD
∆x2
sin2
(
ξ∆x
2
)]
(A′ − A) + [fΣa − λ0νΣf] (A′ − A) = − 4∆x2 sin2
(
ξ∆x
2
) G∑
g=1
Dgag
−
G∑
g=1
fgΣt,gag′ +
G∑
g′=1
G∑
g=1
[λ0fgχgνΣf,g′ + fgΣs0,j,g′→g] ag′ . (D.10)
Here, overbar-ed quantities of the form fΣ are obtained by summation with weights fgϕg, while
overbar-ed quantities of the form Σ are obtained by summation with weights ϕg. For example,
fΣt ≡
G∑
g=1
fgDgϕg , (D.11)
νΣf ≡
G∑
g=1
νΣf,gϕg . (D.12)
Next, we consider the infinite-medium diffusion equation with its true solution ϕg:
Σt,gϕg −
G∑
g′=1
Σs0,g′→gϕg′ = λχg
G∑
g′=1
νΣf,g′ϕg′ . (D.13)
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When we multiply the above equation by fg, sum it over all groups g, and use the normalization
condition in Equation (D.3), we obtain
fΣa = λ0νΣf . (D.14)
Finally, we note that
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fgΣt,g −
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G∑
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}
ag . (D.15)
The statement in the curly braces is an expression of the infinite-medium adjoint eigenvalue problem.
If we choose fg to be an adjoint eigenvector, then the entire expression equals zero. By doing this,
and then making use of use of Equation (D.14), Equation (D.10) simplifies to
fD (A′ − A) =
G∑
g=1
Dgag . (D.16)
A similar result can be obtained for the C > 1 case if 〈χ1〉 = 1 and 〈χc〉 = 0 for all other c.
However, even in that case, the result is not as simple as Equation (D.16) because Equation (D.14)
cannot be used to simplify the system for C > 1. It is also unclear whether there would be any
significant reduction in the spectral radius when an adjoint-weighted collapse is used for C > 1.1
From this point, the analysis can be continued in the same manner as in Section 6.2. The only
difference would be in the definitions of M1 and M2 in Equation (6.30). For brevity, we omit the
details and proceed to the numerical results.
1We have not looked into adjoint-weighted collapses for C > 1 extensively; this is just our speculation.
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D.3 Numerical Results and Discussion
Here, we repeat the computations of Section 6.2 for the alternate (adjoint-weighted) grey diffusion
equation to obtain decay rates and spectral radii. Plots of the decay rates are shown in Figure D.1,
while the spectral radii are reported for each cross section set in Table D.1.
From these results, we see that the difference between using the standard grey equation and the
adjoint-weighted grey equation is very small. To better contextualize the difference, we consider
a problem in which the convergence tolerance is 10−8. In this case, it would take 11 iterations to
converge with the standard collapse and 10 iterations with the adjoint-weighted collapse. Moreover,
any reductions in the number of iterations required is partially offset by the cost of computing fj,g
(the infinite-medium adjoint spectrum) in each spatial cell.
Table D.1: Spectral radii computed from Fourier analysis of MED with the alternate grey diffusion
equation described by Appendix D. These spectral radii are computed by taking the maximum
magnitude of the decay factors |ω| shown in Figure 6.1.
Library fj,g = 1 fj,g = Infinite Medium Adjoint
MPACT 8G 0.115 0.103
MPACT 47G 0.158 0.148
MPACT 51G 0.162 0.152
MPACT 252G 0.164 0.152
One feature of the adjoint-weighted collapse is that the resulting MED spectral radius goes to
0 as ξ → 0. This is not true of the standard collapse. In this limit, it is possible to formulate toy
problems in which the spectral radius of the standard collapse exceeds 1. However, we have not
found any that are remotely representative of actual reactor problems. For example, the standard
collapse results is unstable (ρ > 1) in a 2-group (G = 2) problem with a large fast-group absorption
cross section, a low fast-group fission cross section, and a relatively small down-scatter cross section.
(This would not be a good reactor design; keff would be much too low since many neutrons are
captured before they have a chance to reach thermal energies.) As we have noted earlier, we have
not found any practical problems for which this alternate, adjoint-weighted collapse has tangible
benefits.
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(a) MPACT 8G library.
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(b) MPACT 47G library.
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(c) MPACT 51G library.
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(d) MPACT 252G library.
Figure D.1: Decay factors from Fourier analysis of MED with the alternate grey diffusion equation
described by Appendix D. The parameters used to generate these plots are the same as those used to
generate Figure 6.1.
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