We consider the problem of multiple change-point estimation in the mean of an AR(p) process. Taking into account the dependence structure does not allow us to use the inference approach of the independent case. Especially, the dynamic programming algorithm giving the optimal solution in the independent case cannot be used anymore. We propose a two-step method, based on the preliminary estimation of the autoregression parameters. It is based on robust statistics techniques, since our estimator has to be robust to the change-points if we do not want to estimate them before. Then, we propose to follow the classical inference approach, by plugging this estimator in the criterion used for change-point estimation, which is equivalent to decorrelate the series using the estimated autoregression parameters. We show that the asymptotic properties of these change-point location and mean estimators are the same as those of the classical estimators in the independent framework. The same plug-in approach is then used to approximate the modified BIC and choose the number of segments, and to derive a heuristic BIC criterion to select both the number of changes and the order of the autoregression. Finally, we show, in the simulation section, that for finite sample size taking into account the dependence structure improves the statistical performance of the change-point estimators and of the selection criterion.
The parameters of the dependence structure are here assumed to be global (i.e. not depending on the segments) nuisance parameters that have to be estimated to perform the change-points inference.
In this paper, we consider the segmentation of an AR(p) process with homogeneous autoregression coefficients:
where (η i ) i∈Z is a zero-mean stationary AR(p) process. That is, it is a stationary solution of
where the i 's are uncorrelated zero-mean rv's with variance σ 2 and Φ ⋆ = (φ ⋆ r ) 1≤r≤p ∈ R p is such that a stationary solution to (2) exists. In (1), we use the following conventions: t ⋆ n,0 = 0, t ⋆ n,m ⋆ +1 = n. Our aim is to propose a methodology for estimating both the change-point locations t ⋆ n = (t ⋆ n,k ) 1≤k≤m ⋆ and the means µ ⋆ = (µ ⋆ k ) 0≤k≤m ⋆ , accounting for the existence of Φ ⋆ . Moreover, we propose a criterion to choose the number of change-points m ⋆ .
In the sequel, we shall assume that there exists τ ⋆ = (τ ⋆ k ) 0≤k≤m+1 such that, for 0 ≤ k ≤ m + 1 t ⋆ n,k = ⌊nτ ⋆ k ⌋, ⌊x⌋ denoting the integer part of x. Consequently, τ ⋆ 0 = 0 and τ ⋆ m ⋆ +1 = 1. A first idea is to use the maximum-likelihood approach to estimate the parameters of the model. However, maximizing the likelihood function, especially in the change-point location parameters τ , leads to a complex discrete optimization problem in an algorithmic point of view.
When the observations are independent, the optimal segmentation (e.g. in the maximumlikelihood sense) can be recovered via the dynamic programming (DP) algorithm introduced by Auger and Lawrence (1989) . The computational complexity of this algorithm is quadratic relatively to the length of the series. This algorithm and some of its improvements (such as these proposed by Rigaill, 2010; or Killick et al., 2012) are the only one that provide exactly the optimal changepoint location estimators. However, the DP algorithm only applies when (i) the loss function (e.g. the negative log-likelihood) is additive with respect to the segments and when (ii) no parameter to be estimated is common to several segments.
In the autoregressive case, the likelihood function violates both requirements (i) and (ii).
Indeed the log-likelihood is not additive with respect to the segments because of the dependence that exists between data from neighbor segments and the unknown coefficients Φ ⋆ needs to be estimated jointly over all segments. Even if Φ ⋆ was known, the DP principle would not apply to the log-likelihood of Model (1) as it will still not be additive. We introduce an alternative criterion, based on the quasi-likelihood described by Bardet et al. (2012) . This criterion is equivalent to the classic least-squares applied to a decorrelated version of the series, computed with an estimated Φ. To achieve this decorrelation, we shall provide an estimator of Φ ⋆ .
We shall prove that, under mild asymptotic assumptions on the estimator of Φ ⋆ , the resulting change-point estimators satisfy the same rate of convergence as those proposed by Lavielle and Moulines (2000) ; Bardet et al. (2012) .
We show that such an estimator of Φ ⋆ exists and can be computed before segmenting the series. In order to estimate Φ ⋆ , we first differentiate the series of observations (y i ) and work on x i = y i − y i−1 which satisfies
where ν i = η i − η i−1 is an ARMA(p,1) defined from (η i ) by
To this aim, we borrow techniques from robust estimation (Ma and Genton, 2000) . Briefly speaking, we consider the data observed at the change-point locations as outliers and propose an estimator of Φ ⋆ that is robust to the presence of such outliers. We shall prove that the estimator that we propose is consistent and asymptotically Gaussian. Moreover, we propose a model selection criterion on the number of changes, the order of the autoregression being fixed, inspired by the one proposed by Zhang and Siegmund (2007) and prove some asymptotic properties of this criterion.
Finally, we discuss the problem of selecting jointly the number of changes and the order of the autoregression and propose a practical solution to this problem based on a Bayesian heuristic.
Robust estimation of the autoregression coefficients
The aim of this section is to provide an estimator of Φ ⋆ which can deal with the presence of change-points in the data. In the absence of change-points (m ⋆ = 0 in (1)), the estimation of Φ ⋆ is a well-known issue (see Brockwell and Davis, 1991 , for a comprehensive introduction) and a consistent, asymptotically Gaussian estimator is given by the Yule-Walker method. We aim to adapt this method to our framework.
Since change-points can be seen as outliers in the AR(p) process, we shall propose a robust approach for estimating Φ ⋆ . Our approach is based on the estimator of the autocorrelation function of a stationary time series proposed by Ma and Genton (2000) which is based on the robust scale estimator of Rousseeuw and Croux (1993) . More precisely, let us defineΦ
where for i < j integers,ρ n,i∶j
is an estimator of ρ i∶j defined by
where ρ(h) denotes the autocorrelation of the process (x i ) defined in (3) at lag h, and ⋅ T state for the transpose. In (5),R n,p denotes the following matrix
which is an estimator of
Moreover, for all h in Z,ρ
where
Q n is the scale estimator of Rousseeuw and Croux (1993) which is such that Q n (z) is proportional to the first quartile of { z i − z j ; 0 ≤ i < j ≤ n}.
Proposition 2.1. Letρ n,i∶j = (ρ n (h)) i≤h≤j and ρ i∶j = (ρ(h)) i≤h≤j be defined in (6), (7) and (10).
Under the assumption that ν i in (3) is Gaussian, we have
in distribution, where
The proof of Proposition 2.1 is given in Section 6.
Remark 2.1. Proposition 2.1 argues for the possibility to estimate robustly Φ ⋆ . Equations (12) and (13) show that the variance ofΦ depends on Φ ⋆ . This variance may be large for some Φ ⋆ .
One can deal with this problem by preferring a regularized version of this estimator, that is
where S n,p is a p × p positive semi-definite symmetric real matrix. If S n,p = o P n −1 2 , then Proposition 2.1 remains true withΦ (p) n being replaced by the expression of Equation (14).
Change-points and expectations estimation
In this section, the number of change-points m ⋆ is assumed to be known. In the sequel, for notational simplicity, m ⋆ will be denoted by m. Our goal is to estimate both the change-points and the means in Model (1). A first idea consists in maximizing the Gaussian quasi-likelihood conditioned on y 0 , . . . , y 1−p and to minimize it with respect to Φ. Due to a quadratic term that involves both δ k−1 and δ k , this criterion cannot be efficiently minimized. Therefore, we propose to use an alternative criterion defined as follows:
Note that minimizing SS m (z, Φ, (1 − ∑ p r=1 φ r ) µ, t) is equivalent to maximizing the Gaussian loglikelihood, conditioned on z 0 , . . . , z 1−p , of the following model maximized with respect to σ:
where the i 's are defined as in Model (1). In this model, as in the models considered in Bardet et al. (2012) , the expectation changes are not abrupt anymore as in Model (1).
Proposition 3.1. Let Φ n be a sequence of rv's on R p and z = (z 1−p , . . . , z n ) a finite sequence of real-valued rv's satisfying (15). Letδ n (z, Φ n ) andt n (z, Φ n ) be defined by
and where (∆ n ) is a real sequence such that n −α ∆ n → ∞, as n → ∞ and α > 0. Assume that
as n tends to infinity. Then,
where ⋅ is the Euclidian norm.
Proposition 3.2. The result of Proposition 3.1 still holds under the same assumptions when z is replaced with y satisfying (1).
The proofs of Propositions 3.1 and 3.2 are given in Section 6.2 and 6.3, respectively. Note that the estimators defined in these propositions have the same asymptotic properties as those of the estimators proposed by Lavielle and Moulines (2000) . Also, the estimatorΦ Gaussian process x. This criterion is derived from an O P (1) approximation of the Bayes factor between models with m and 0 change-points, respectively. Its performance for model selection is assessed by simulation studies (Zhang, 2005; Frick et al., 2014) .
The mBIC selection procedure consists in choosing the number of change-points as:
where the criterion C m (y, Φ) is defined for a process y as
In the latter equation
where the minimization with respect to t is performed in A n,m defined in (18), and
wheret(y, Φ) = (t 1 (y, Φ), . . . ,t m (y, Φ)) is defined ast(y, Φ) = arg min t∈An,m min δ SS m (y, Φ, δ, t).
Note that, in Model (15), the criterion could be directly applied to the decorrelated series
We propose to use the same selection criterion, replacing Φ ⋆ by some relevant estimator Φ n .
The following two propositions show that this plug-in approach results in the same asymptotic properties under both Models (15) and (1).
Proposition 4.1. For any positive m, for a process z satisfying (15) and under the assumptions of Proposition 3.1, we have
Proposition 4.2. For any positive m, for a process y satisfying (1) and under the assumptions of Proposition 3.2 , we have
The proofs of Propositions 4.1 and 4.2 are similar to Chakar et al. (2014, Propositions 6 and 7) .
In practice, we propose to take Φ n =Φ (p) n as defined in Section 2, which satisfies the conditions of Proposition 4.2 to estimate the number of segments bŷ
where C m is defined in (21), and for a given maximum number of changes m max .
Heuristic to select both the number of changes and the autoregression order
Applying Zhang (2005, Theorem 2 
, for a process z satisfying (15) and with the corresponding priors, gives: From Schwarz (1978) , we approximate then log P (m, p z), up to a constant, by
log n , and then, up to a constant, by
M L is the maximum likelihood estimator of Φ ⋆ in the model with m changes and autoregression order p. ReplacingΦ 
with given m max and p max . Even if we do not aim to estimate the order p of the autoregression, this criterion is interesting by being more flexible than (23). Indeed, if at the true order p,Φ (p) n provides a poor estimate of Φ ⋆ , a different order (e.g. p + 1) can lead to a better fitting of the model and then a better estimate of the number of changes.
5 Numerical experiments
Practical implementation
Our decorrelation procedure introduces spurious change-points in the series, at distance ≤ p of the true change-points. When the length of the series tends to infinity, the effect of these artefacts on estimates vanishes, but with a finite length series our procedure may be affected. To fix this point, we propose a post-processing to the estimated change-pointst n , which consists in removing segments of length smaller than p: P P t n , p = t n,k ∈t n ∖ t n,i such that ∃j,t n,i − p ≤t n,j <t n,i and (j = 1 ort n,j−1 <t n,j − p) .
Simulation design
We simulated Gaussian AR(p) series y 1 , . . . , y n of length n = 7200 and n = 14400, with p = 2 or p = 5. Additionally, the observations y −19 , . . . , y 0 , are simulated and used for conditioning the quasi-likelihood. All series were affected by m ⋆ = 6 change-points located at fractions 1 6 ± 1 36, 3 6 ± 2 36, 5 6 ± 3 36 of their length. The mean within each segment alternates between 0 and 1, starting with µ 1 = 0. We considered autoregression parameters that verify the assumptions to get a stationary causal process, see Brockwell and Davis (1991, Theorem 3.1.1). We focused our attention on some parameters for which the computed estimators have a typical behavior and are interesting to illustrate our method.
For p = 2 the parameters are the following
For p = 5 the parameters are the following
Each combination was replicated S = 100 times.
Quality criteria
To assess the quality of the estimation of the autoregression parameters, we used the Root-Mean-
n defined in (5). To study the performances of our proposed model selection criteria, we computed and compared:
, the criterion C m without any decorrelation procedure,
•m 0 Y , the estimated number of changes derived from the BIC-type penalized criterion defined by Yao (1988) ,
, the criterion C m where the series is exactly decorrelated,
•m ⋆ P P , the post-processed number of changes, that is the number of changes of P P (t n , p) if t n is the vector of the estimated change-point locations obtained by the minimization (22) with Φ = Φ ⋆ ,
n ), and the result of post-processingm P P ,
where C m is defined in (21). We were particularly interested in the comparison of:
•m 0 Y andm 0 to the other estimates to illustrate how much our method improves the estimation of the number of changes,
•m ⋆ andm ⋆ P P are compared tom andm P P to identify the errors coming from the estimation of Φ ⋆ byΦ n ,
• the post-processed estimates are compared to the non post-processed estimates to assess the usefulness of this finite-sample correction of our method.
In order to measure the performance of change-point location estimators, we plotted their frequencies. In particular we are interested in the following change-point estimates:
•t n,P P = P P t n , p , wheret n minimizes min
To highlight the peaks, we plotted also the Gaussian kernel density estimate. The bandwith is selected following the method of Sheather and Jones (1991) .
Results
For p = 2 the simulation results suggest that the decorrelation procedure is not necessary in all cases. If φ ⋆ 1 and φ ⋆ 2 are negative,m 0 = 6 almost all the times (see Table 1 and Figures 1  and 2 ). If only one of the parameters is negative, problems can arise without decorrelation if the other parameter is positively large (see Table 2 and Figures 3 and 4) . The core of the
In these cases, our decorrelation procedure is required (see Tables 3, 4, and 5, and Figures 5, 6, 7, 8, 9, and 10) .m can provide poor estimates of m because of a poor preliminary estimate of Φ ⋆ . However, in this case,m ′ can provide better estimates, thanks to an overestimation of p byp ′ , as noticed in Section 4.2 (see Tables 4, 5, and Figures 6, 7, 8, 9, 10) .
Tables 4 and 5 illustrate the usefulness of post-processing.
For p = 5 we can see from Tables 6 and 7 that our method, when p is known, has the same performance as the methodology which would have access to the autoregression parameters Φ ⋆ , see the linesm andm ⋆ . These performances are not altered by the choice of p, even if it is overestimated by our model selection approach, see the linesm ′ andp ′ . Moreover, our method outperforms a methodology which would ignore the dependence structure of the process, see the linem 0 of these tables. In addition, our method is not only able to select the true number of change-points, whatever p, but also the true change-point positions, as 
where γ denotes the autocovariance of (ν i ) and where for all x and y,
In this equation IF is defined by
where c(Φ) = 1 ( √ 2Φ −1 (5 8)) ≈ 2.21914, and Φ is here the cumulative distribution function of the standard normal distribution. By Theorem 2 of Lévy-Leduc et al. (2011), we obtain that
.
In order to prove a central limit theorem forρ 1∶(p+1) , it is enough to prove by the Cramér-Wold device (Billingsley, 1995, Theorem 29.4) , that for any a k in R:
converges in distribution to a centered Gaussian rv. By Lemma 13 of Lévy-Leduc et al. (2011), ψ is of Hermite rank 2. Hence, the Hermite rank of the linear combination of the ψ function is larger than 2. Thus, Condition (2.40) of Theorem 4 in Arcones (1994) is satisfied and the quantity
converges in distribution to a centered Gaussian rv with variancẽ σ 2 given bỹ Azencott and Dacunha-Castelle (1986, Chapter 11, Paragraph 2) , that R p , as defined in (9), is invertible, and
where ρ 2∶(p+1) is defined in (7).
Hence,
By (11) and the delta method:
Proof of Proposition 3.1
In the sequel, we need the following definitions, notations and remarks. Observe that (15) can be rewritten as follows:
Let us define the exact and estimated decorrelated series by
where Φ n = (φ r,n ) 1≤r≤p .
For any vector subspace E of R n , let π E denote the orthogonal projection of R n on E. Let also ⋅ be the Euclidean norm on R n , ⟨⋅, ⋅⟩ the canonical scalar product on R n and ⋅ ∞ the sup norm.
For x a vector of R n and t ∈ A n,m , let
written J n (x, t) in the sequel for notational simplicity. In (30), E t ⋆ n and E t correspond to the linear subspaces of R n generated by the columns of T (t ⋆ n ) and T (t), respectively. We shall use the same decomposition as the one introduced in Lavielle and Moulines (2000):
We shall also use the following notations:
for any α > 0, 0 < γ < 1 2 and I ⊂ {1, . . . , m}. We shall also need the following lemmas in order to prove Proposition 3.1 which are proved below.
Lemma 6.1. Let (z 1−p , . . . , z n ) be defined by (1) or (15), then, for all r = 0, . . . , p:
as n tends to infinity, where B r z is defined in (27).
Lemma 6.2. Let (z 1−p , . . . , z n ) be defined by (1) or (15) then, for all t ∈ A n,m ,
where J n is defined in (30), Bz and z are defined in (27), w ⋆ is defined in (28) and w is defined in (29).
Lemma 6.3. Under the assumptions of Proposition 3.1, τ n − τ ⋆ ∞ converges in probability to 0, as n tends to infinity. Lemma 6.4. Under the assumptions of Proposition 3.1 and for any α > 0, 0 < γ < 1 2 and
where C ′ α,γ,n (I) is defined in (37) and w ⋆ is defined in (28).
Lemma 6.5. Under the assumptions of Proposition 3.1 and for any α > 0, 0 < γ < 1 2 and
where C ′ α,γ,n (I) is defined in (37) and w is defined in (29).
Lemma 6.6. Under the assumptions of Proposition 3.1,
Proof of Lemma 6.1. Without loss of generality, assume (z 1−p , . . . , z n ) is defined by (15).
Proof of Lemma 6.2. By (28)
The Cauchy-Schwarz inequality and the 1-Lipschitz property of projections give
The conclusion follows from (30), (19) and Lemma 6.1.
Proof of Lemma 6.3. Lavielle and Moulines (2000, proof of Theorem 3) give the following bounds for any t ∈ A n,m :
where λ, λ anf ∆ τ ⋆ are defined in (32-34). For any α > 0, define, as in the proof of Theorem 3 of Lavielle and Moulines (2000),
For 0 < α < ∆ τ ⋆ , we have: 
Using the same arguments, we have the same bound on P min t∈C ′ α,γ,n (I)
We conclude using Lavielle and Moulines (2000, Equations (67-71) ).
Proof of Lemma 6.5. By (31),
By Lemma 6.4, the conclusion thus follows if P min
Since min 
and we conclude by Lemma 6.2.
Proof of Lemma 6.6. For notational simplicity,t n (z, Φ n ) will be replaced by t n in this proof. Since for any α > 0,
it is enough, by Lemma 6.3, to prove that P t n ∈ C α,γ,n → 0 , as n → ∞ , for all α > 0 and 0 < γ < 1 2. Since C α,γ,n = ⋃ I⊂{1,...,m} C α,γ,n ∩ t ∈ A n,m ; ∀k ∈ I, t k ≥ t ⋆ n,k , we shall only study one set in the union without loss of generality and prove that
we shall only study one set in the union without loss of generality and prove that P t n ∈ C ′ α,γ,n (I) → 0 , as n → ∞ .
Since
the proof is complete by Lemma 6.5.
Proof of Proposition 3.1. For notational simplicity,δ n (z, Φ n ) will be replaced by δ n in this proof.
By Lemma 6.6, the last result to show is
that is, for all k, δ n,k − δ ⋆ k = O P n −1 2 . By (28) and (29),
By the Cauchy-Schwarz inequality,
where the last equality comes from Lemma 6.1. Hence by (19) and Lemma 6.6,
where the last equality comes from (26) and (28).
Let us now prove that
By Lemma 6.3, n −1 (τ n,k+1 − τ n,k ) −1 = O P (n −1 ). Moreover,
By the Central limit theorem, the first term in the right-hand side of (43) is O P (n 1 2 ). By using the Cauchy-Schwarz inequality, we get that the second term of (43) satisfies: (n 1 2 ) , by Lemma 6.6. The same holds for the last term in the right-hand side of (43), which gives (42).
and then
We conclude by using Lemma 6.6 to get ♯ t n,k + 1, . . . , t n,k+1 ∖ t ⋆ n,k + 1, . . . , t ⋆ n,k+1 = O P (1) and Lemma 6.3 to get (τ n,k+1 − τ n,k ) −1 = O P (1).
Proof of Proposition 3.2
The connection between Models (1) and (15) is made by the following lemmas.
Lemma 6.7. Let (y 0 , . . . y n ) be defined by (1) and let
where the µ ⋆ k 's are defined in (1), then the process 15) . Such a process (z 1−p , . . . , z n ) can be constructed recursively as
Lemma 6.8. Let (y 1−p , . . . , y n ) be defined by (1) and let z be defined by (44) (45) (46) (47) . Then
Lemma 6.9. Let ∆ = (∆ i ) 0≤i≤n as defined in (51). Then ∆ = O P (1).
Proof of Lemma 6.7. Let z being defined by (47). Using (46), we get, for all (1) and (2). Then z satisfies (15).
The proof of Lemma 6.8 is straightforward.
Proof of Lemma 6.9. (51) can be written as
where ∆ ⋆ = (∆ ⋆ i ) 1≤i≤n , B r y = (y i−r ) 1≤i≤n and B r z is defined in (27). By the triangle inequality,
Since ∆ ⋆ is constant in n it is bounded. The conclusion follows from (52) 
By the Cauchy-Schwarz inequality and the 1-Lipschitz property of projections, we have
Note that w = z − ∑ p r=1 φ r,n B r z thus by the triangle inequality
Since φ r,n = O P (1) for all 1 ≤ r ≤ p, we deduce from Lemma 6.1 that w = O P n 1 2 . Since, by Lemma 6.9, ∆ = O P (1), we obtain that
For 0 < α < ∆ τ ⋆ , using (31) and (41), we get:
Following the proof of Lemma 6.3, one can prove that P min t∈Cn,α
Using (38), we get that P min t∈Cn,α
which goes to zero when n goes to infinity by (53).
Then Lemma 6.3 still holds if y is defined by (1). To show the rate of convergence, we use the same decomposition. As in the proof of Lemma 6.6, P min
and 0 < γ < 1 2 is a sufficient condition for proving that P t n (y, ρ n ) ∈ C α,γ,n → n→∞ 0, which allows us to conclude on the rate of convergence of the estimated change-points. Note that P min
In the latter equation, the second term of the right-hand side goes to zero as n goes to infinity by (53). The first term of the right-hand side goes to zero when n goes to infinity by following the same line of reasoning as the one of Lemma 6.5. This concludes the proof of Proposition 3.2. 
