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Abstract
A well-known theorem of H.S. Shapiro and A.L. Shields implies that if f ≡ 0 is a function which
belongs to the Bergman space Ap (0 < p < ∞) and {zk} is a sequence of zeros of f which is
contained in a Stolz angle, then {zk} satisfies the Blaschke condition. In this paper we improve this
result. We consider a large class of regions contained in the unit disc D which touch ∂D at a point
ξ tangentially and we prove that the mentioned result remains true if we substitute a Stolz angle by
any of these regions of tangential approach.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
We denote by D the unit disc {z ∈ C: |z| < 1} and by Hp (0 < p ∞) the classical
Hardy spaces of analytic functions in D. The Nevanlinna class will be denoted by N . We
refer to [4] for the theory of these spaces. Recall that
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For 0 <p < ∞, the Bergman space Ap consists of those functions f which are analytic
in D and satisfy∫
D
∣∣f (z)∣∣p dA(z) < ∞.
Here, dA(z) = 1
π
dx dy denotes the normalized Lebesgue area measure in D. We mention
[6,10] as general references for the theory of Bergman spaces.
If X is a space of analytic functions in D, a sequence of points {zk} in D is said to
be an X-zero sequence if there is some function f ∈ X which vanishes precisely at the
points zk , counting multiplicities. Hp-zero sequences and N -zero sequences are known
and very easy to describe. They are exactly the Blaschke sequences, that is, the sequences
{zk} ∈ D such that ∑(1 − |zk|) < ∞.
The problem of characterizing the Ap-zero sequences is still open but a lot of important
results are known (see, e.g., [11–13,16,17]). An Ap-zero sequence need not satisfy the
Blaschke condition. However, if f is an Ap function and {zk} is a sequence of zeros of f
which lies on a single ray, then the sequence {zk} satisfies the Blaschke condition. This is
an immediate consequence of the following result of H.S. Shapiro and A.L. Shields [18].
Theorem A. Let f be an analytic function in D, with f ≡ 0, satisfying a growth condition
of the form
∣∣f (z)∣∣C exp
(
1
(1 − |z|)α
)
, z ∈ D, (1)
for some constants α < 1/2 and C > 0. Suppose that the zero sequence of f contains a
sequence on the positive real axis: 0 < z1  z2  · · · < 1. Then ∑(1 − |zk|) < ∞.
Since
f ∈ Ap ⇒ ∣∣f (z)∣∣ C(1 − |z|)−2/p, z ∈ D, (2)
for a certain constant C, any Ap function satisfies the growth condition (1) for every α > 0
and, hence, our assertion about the zeros of an Ap function lying on a ray follows.
Theorem A can be improved in two respects. First, the hypothesis that the zeros lie on
a ray can be replaced by the weaker assumption that they lie in a Stolz angle with vertex at
some point of the unit circle. Given ξ ∈ ∂D (the unit circle) and σ ∈ [1,∞) we set
Ωσ (ξ) =
{
z ∈ D: |1 − ξ¯ z| σ (1 − |z|)}.
Note that Ω1(ξ) is simply the ray [0, ξ). The domains Ωσ (ξ), 1 < σ < ∞, are called Stolz
angles with vertex at ξ .
Moreover, the theorem remains true for α < 1. This is already observed by Shapiro and
Shields [18, p. 225] and a detailed and simple proof is supplied by Shvedenko in [19].
Summarizing, we have the following result.
Theorem B. Let f be an analytic function in D, with f ≡ 0, satisfying (1) for some
constants α < 1 and C > 0. Suppose that the zero sequence of f contains a sequence
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(1 − |zk|) < ∞.
Shvedenko also proves in [19] that the condition α < 1 is needed. Indeed, he gives a
simple example of a function f which is analytic in D and satisfies condition (1) with
α = 1 but whose sequence of zeros does not satisfy the Blaschke condition and lies in
a ray. We remark that Hayman and Korenblum [8,9] proved a result which is stronger
than Theorem B: they considered the family Aψ of those f analytic in D with the growth
restriction log+ |f (z)|  ψ(|z|), z ∈ D, where ψ is a nondecreasing function defined in
[0,1) with ψ(r) → ∞, as r → 1. They showed that if f ∈ Aψ and
1∫
0
√
ψ(r)
1 − r dr < ∞,
then any sequence of zeros of f which lies in a Stolz angle is a Blaschke sequence. They
also showed that the condition is best possible, that is, they proved that if the integral
diverges, then there is a function f ∈ Aψ whose positive zeros fail to satisfy the Blaschke
condition.
Using (2) and Theorem B, we deduce the following corollary.
Corollary A. Suppose that 0 < p < ∞ and f ∈ Ap , with f ≡ 0. If the zero sequence of f
contains a sequence {zk} which is contained in a Stolz angle Ωσ (ξ) for certain σ ∈ [1,∞)
and ξ ∈ ∂D, then ∑(1 − |zk|) < ∞.
Our main object in this paper is studying the question of whether or not Corollary A and
Theorem B remain true if we substitute a Stolz angle by a certain region contained in D
which touches ∂D at a point ξ tangentially, for example by a disc D1 ⊂ D which touches
∂D at a point.
Following Cargo [3] and Ahern and Clark [1] (see also [7]), we define, for A> 0, γ  1,
and ξ ∈ ∂D,
R(A,γ, ξ) = {z ∈ D: |1 − ξ¯ z|γ A(1 − |z|)}.
When γ = 1 and A > 1, the region R(A,γ, ξ) is simply the Stolz angle ΩA(ξ). When
γ > 1, R(A,γ, ξ) is a region contained in D which touches ∂D at ξ tangentially. As γ
increases, the degree of tangency increases. For simplicity, the region R(A,γ,1) will be
simply denoted by R(A,γ ).
For z ∈ C and r > 0, let D(z, r) denote the open disc of radius r centered at z. If A> 0
and ξ ∈ ∂D, then
D
(
ξ
A+ 1 ,
A
A+ 1
)
= {z ∈ C: |1 − ξ¯ z|2 A(1 − |z|2)},
and then it follows easily that, if 0 < a < 1 and A is defined by a = 1/(A+ 1), then
R(A,2, ξ) ⊂ D(aξ,1 − a) ⊂ R(2A,2, ξ), ξ ∈ ∂D. (3)
Our main result in this paper is the following one.
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of f which is contained in the region R(A,γ, ξ) for certain A > 0, γ  1, and ξ ∈ ∂D,
then
∑∞
k=1(1 − |zk|) < ∞.
Recall that if f is an analytic function in D, then f is said to be a Bloch function if
sup|z|<1(1 − |z|2)|f ′(z)| < ∞. The space of all Bloch functions is denoted by B. If f ∈ B,
then |f (z)| = O(log 11−|z| ), as |z| → 1. Consequently,
B ⊂ Ap, 0 <p < ∞. (4)
Theorem 3.2 of [2] implies that if f ∈ B, f ≡ 0, D1 is a disc that touches ∂D from the
inside and {zk} are the zeros of f which lie in D1, then ∑(1 − |zk|) < ∞. In view of (3)
and (4), this follows from Theorem 1.
Using (2), we readily see that Theorem 1 follows from the following result.
Theorem 2. Suppose that α > 0, γ > 1, and 2αγ < 1. Let f be an analytic function in D,
with f ≡ 0, which satisfies the growth condition
∣∣f (z)∣∣C exp
(
1
(1 − |z|)α
)
, z ∈ D, (5)
for a certain C > 0. Suppose that {zk} is a sequence of zeros of f which is contained in the
set R(A,γ, ξ), where A> 0 and ξ ∈ ∂D. Then ∑(1 − |zk|) < ∞.
We remark that in Theorem 2 we obtain an improvement of Theorem B for every α < 12 .
Indeed, we show that for any given α ∈ (0, 12 ) there exists a large class of regions R con-
tained in D and touching ∂D tangentially at a point such that if f ≡ 0 is analytic in D
and satisfies (1), then the sequence of the zeros of f contained in R satisfies the Blaschke
condition (R can be taken to be any region of the type R(A,γ, ξ) with A> 0, 1 < γ < 12α
and ξ ∈ ∂D).
The proof of Theorem 2 will be given in Section 3. Section 2 will be devoted to present
several results which will be needed in our work.
2. Preliminary results
Let D be a simply connected domain in C with at least two boundary points. We define
“the Nevanlinna class of D,” N(D), as the space of those functions f which are analytic
in D and such that log+ |f | has a harmonic majorant in D. If ϕ is a conformal mapping
from the unit disc D onto D, then it is clear that
f ∈ N(D) ⇔ f ◦ ϕ ∈ N. (6)
Arguing as in [4, Chapter 10] for Hardy spaces, we obtain the following result.
Proposition 3. Let be D ⊂ C a simply connected domain with at least two boundary points
and let ϕ be a conformal mapping from D onto D. Suppose that ϕ′ and 1/ϕ′ belong to H∞.
Then, for any f analytic in D, the following conditions are equivalent:
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(ii) There exists a sequence of rectifiable Jordan curves {Cn}∞n=1 contained in D and tend-
ing to ∂D, in the sense that each compact subset K of D is contained in the Jordan
domain bounded by Cn for all sufficiently large n, and such that
sup
n1
∫
Cn
log+
∣∣f (z)∣∣ |dz| < ∞.
In the proof of Theorem 2, we shall consider the Nevanlinna class of a domain of the
type R(A,γ, ξ), with A> 1, γ > 1, and ξ ∈ ∂D.
We recall (see [15, p. 49]) that a Jordan curve Γ in C is said to be of class Cn,β (n 1,
0 < β  1) if it has a parametrization w(t),−π  t  π , that is n times continuously
differentiable and there exists a positive constant M such that∣∣w(n)(t1)−w(n)(t2)∣∣M|t1 − t2|β, for all t1, t2. (7)
Lemma 4. Suppose that A > 1 and γ  2. Let Γ = ΓA,γ be the boundary of R(A,γ ).
Then:
(i) Γ is a Jordan curve of class C1,β , for all β ∈ (0,1].
(ii) There exists a positive constant B = B(A,γ ) such that for every z = |z|eiθ ∈
R(A,γ )∩ {z ∈ D: |z| 12 },
|θ |γ  B(1 − |z|).
Proof. Note that
Γ = {z = reit ∈ D¯: |1 − z|γ = A(1 − r)}
=
{
z = reit ∈ D¯: 4r sin2 t
2
= A2/γ (1 − r)2/γ − (1 − r)2
}
.
Then it is clear that Γ is a Jordan curve and it is readily seen that it has a parametrization
w(t),−π  t  π , with w(t) ∼ (1 − |t |γ /A)eit , as t → 0. This easily implies that Γ is of
class C1,β , if 0 < β  1. This proves (i). A simple computation gives (ii). 
Proposition 5. Suppose that A > 1, γ  2, and ξ ∈ ∂D. Let ϕ = ϕA,γ,ξ be the conformal
mapping from D onto R(A,γ, ξ) with ϕ(0) = ξ/4 and ϕ′(0) > 0. Then ϕ′ ∈ H∞ and
1/ϕ′ ∈ H∞.
Proof. Assume without loss of generality that ξ = 1. It is easy to see that R(A,γ,1) is a
convex domain. Let
φ(z) = ϕ(z)− ϕ(0)
ϕ′(0)
, z ∈ D.
Then φ belongs to the class S of normalized univalent functions [5,14,15]. Using the fact
that R(A,γ,1) is a convex domain, we deduce that
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(
zφ′(z)
φ(z)
)
>
1
2
and Re
(
φ(z)
z
)
>
1
2
,
(see [5, Exercise 23 in Chapter 2]). This implies that |ϕ′(z)| 14 |ϕ′(0)|. Hence, 1/ϕ′ ∈ H∞.
Let Γ be the boundary of R(A,γ,1). Using Lemma 4, we deduce that Γ is a Jordan
curve of class C1,β , 0 < β  1. Using a result of Kellogg and Warschawski (see [15, The-
orem 3.6]), we deduce that ϕ′ has a continuous extension to the closed unit disc and, in
particular, ϕ′ ∈ H∞. 
3. Proof of Theorem 2
Let α and γ be as in Theorem 2 and let f be an analytic function in D, with f ≡ 0, which
satisfies the growth condition (5). Let {zk} be a sequence of zeros of f which is contained
in the set R(A,γ, ξ), where A > 0 and ξ ∈ ∂D. Assume, without loss of generality that
ξ = 1. Take A˜ > 1 and sufficiently large so that
R(A,γ ) ⊂ R(A˜,2γ ) def= D (8)
and {
z ∈ D:
∣∣∣∣z − 12
∣∣∣∣ 12
}
⊂ D. (9)
Set
Γr =
{
z = |z|eit ∈ D: |1 − z|2γ = rA˜(1 − |z|)}, 0 < r < 1.
Using (9) and part (ii) of Lemma 4, we deduce that there exist r0 ∈ (0,1) and C > 0, such
that if z = |z|eit ∈ Γr with r ∈ [r0,1), then
|t |2γ  C(1 − |z|).
This and the growth condition (5) yield
∫
Γr
log+
∣∣f (z)∣∣ |dz| C
∫
Γr
1
(1 − |z|)α |dz| C
′
π∫
−π
1
|t |2γα dt
= C′′ < ∞, for all r sufficiently close to 1. (10)
Let ϕ be the conformal mapping from D onto D with ϕ(0) = 1/4 and ϕ′(0) > 0. Since
2γ > 2, Proposition 5 implies that ϕ′ and 1/ϕ′ belong to H∞. Then (10) and Proposition 3
imply that f ∈ N(D) or, equivalently, that
f ◦ ϕ ∈ N. (11)
Set wk = ϕ−1(zk), for all k. Since {zk} is a sequence of zeros of f in D, {wk} is a
sequence of zeros of f ◦ ϕ and then (11) implies that∑( )
1 − |wk|2 < ∞. (12)
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d(zk, ∂D)
∣∣ϕ′(wk)∣∣(1 − |wk|2) 4d(zk, ∂D), for all k, (13)
where for z ∈ C, d(z, ∂D) denotes the euclidean distance from z to ∂D. Using the fact that
ϕ′ ∈ H∞, (12) and (13) imply that
∞∑
k=1
d(zk, ∂D) < ∞. (14)
We shall prove the following result.
Lemma 6. There exist 0 ∈ (0,1) and a positive constant K such that if z ∈ R(A,γ ) and
|z| 0, then
d(z, ∂D)K
(
1 − |z|). (15)
We observe that this and (14) imply that {zk} satisfies the Blaschke condition, finishing
the proof of the theorem.
Proof of Lemma 6. It is easy to check (see the proof of Lemma 4) that there exist two
constants A1, A2 with 1A1 A2 and r0 ∈ (0,1) such that{
z ∈ R(A,γ ): r0 < |z| < 1
}
⊂
{
z = |z|eiθ : 0 |θ | 1, r0 < |z| 1 − |θ
γ |
A1
}
⊂
{
w = |w|eit : 0 |t | 1, r0 < |w| 1 − |t
2γ |
A2
}
⊂ D. (16)
Set
J =
{
w = |w|eit : 0 t  1, |w| = 1 − t
2γ
A2
}
. (17)
Bearing in mind (16) and the symmetry of the domains involved, it is clear that Lemma 6
will follow from the following one. 
Lemma 7. There exist 0 ∈ (0,1) and a positive constant K such that if 0 < θ < 1 and
z = |z|eiθ with 0  |z| 1 − θγA1 , then
d(z, J )K
(
1 − |z|). (18)
Proof of Lemma 7. Take 0 ∈ (0,1) so close to 1 that the curve J intersects the circle
{|z| = 0} and such that
0  1 − A22A21
. (19)
Take θ ∈ (0,1) and z = |z|eiθ with
θγ0  |z| 1 −
A1
. (20)
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w1 = |w1|eiθ , |w1| = 1 − θ
2γ
A2
. (21)
Since |z| > 0, J intersects the circle of radius |z| centered at 0. Let w2 = w2eit2 be the
point of J with |w2| = |z|. Hence,
w2 = |z|eit2 , |z| = |w2| = 1 − t
2γ
2
A2
. (22)
Using (22), (21), and the fact that A1 A2, we deduce that
0 < θ  t2  1. (23)
Take w = |w|eit ∈ J . We need to estimate |w − z|. Let us distinguish three cases.
(i) Suppose first that 0 < t  θ . Then |w1|  |w| which, together with (21), (20),
and (19), implies
|w − z| |w| − |z| |w1| − |z| =
(
1 − |z|)− θ2γ
A2

(
1 − |z|)− A21
A2
(
1 − |z|)2  1
2
(
1 − |z|). (24)
(ii) Suppose now that t2  t  1. Note that then we have 1 − 1A2  |w| |z|. Using this,
the elementary inequality 2
π
t  sin t (0 t  π2 ), (23), (20), (22), and (19), we obtain
|w − z|2 = (|z| − |w|)2 + 4|w||z| sin2
(
t − θ
2
)
 4π−2
(
1 − 1
A2
)2
(t − θ)2
 4π−2
(
1 − 1
A2
)2
(t2 − θ)2
 4π−2
(
1 − 1
A2
)2[(
A2
(
1 − |z|))1/2γ − (A1(1 − |z|))1/γ ]2
 4π−2
(
1 − 1
A2
)2(
1 − |z|)1/γ (A1/2γ2 −A1/γ1 (1 − |z|)1/2γ )2
 4π−2
(
1 − 1
A2
)2(
1 − 1
21/2γ
)2
A
1/γ
2
(
1 − |z|)1/γ
 C1
(
1 − |z|)1/γ , (25)
where C1 > 0 depends only on A1, A2, and γ . Since γ  1, this implies
1/2( )|w − z| C1 1 − |z| . (26)
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there exists α ∈ [0,1] such that
|w| = α|w1| + (1 − α)|z|, (27)
which implies (see (24))
|w| − |z| = α(|w1| − |z|) α2
(
1 − |z|). (28)
Using (27), the fact that w ∈ J , (21), and (22), we deduce that
t2γ = αθ2γ + (1 − α)t2γ2 ,
which, bearing in mind that 1 γ , 0 < θ  t < 1 and using (20), (22), and (19) yields
t − θ  1
2γ
(
t2γ − θ2γ )= 1
2γ
(1 − α)(t2γ2 − θ2γ )
 1
2γ
(1 − α)[A2(1 − |z|)−A21(1 − |z|)2]
 A2
4γ
(1 − α)(1 − |z|). (29)
Now we have
|w − z|2 = (|w| − |z|)2 + 4|w||z| sin2
(
t − θ
2
)

(|w| − |z|)2 + 420 sin2
(
t − θ
2
)
 1
2
((|w| − |z|)+ 20 sin
(
t − θ
2
))2
which, using (28) and (29), implies that there exist two positive constants K1 and K2
(which depend only on γ , 0 and A2) such that
|w − z| (K1α +K2(1 − α))(1 − |z|).
Clearly, this implies that
|w − z|K3
(
1 − |z|) (30)
with K3 = min(K1,K2).
Putting together the three cases, we obtain (18) with K = min( 12 ,C1/21 ,K3). This fin-
ishes the proof. 
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