We propose a simple yet expressive framework for encoding any real number as a binary string based on bisecting intervals, starting with (−∞, +∞). Each bit of such a string represents the outcome of a binary comparison with a value contained in the interval. Our framework draws upon ideas from unbounded search and binary search, and requires only the specification of two functions: a generator for producing a monotonic sequence that brackets the number being encoded, and a refinement operator that computes an "average" of two finite numbers. Our framework is flexible enough to support many well-known representations, including Posits, Elias codes, logarithmic number systems, and a slightly modified version of ieee floating point. We show that the associated generators are simple expressions given by hyperoperators. Moreover, the generality of our approach allows for exponent-less number systems based on Fibonacci and other sequences. We further analyze the probability densities associated with known and new encoding schemes and show how a compatible refinement operator and density can be derived from the bracketing sequence. This gives an almost everywhere smooth mapping between bit strings and real numbers and shows, for instance, that Posits follow a Pareto distribution. Contributions of our work include new insights into existing number systems, suggestions for how to build new, perhaps exponent-less number systems, a method for designing number systems that match a desired density, and a much simpler and verifiably correct implementation of existing representations using as few as two lines of code.
INTRODUCTION
An introductory computer science course will explain how to efficiently search for one of n integers in a sorted list using only lg n comparisons via binary search. Indeed, if the list is contiguous, then the outcomes of binary comparisons in the search encode the integer being searched for in binary. But what if n is unbounded and the list consists of arbitrary-precision real numbers?
Bentley and Yao [2] answered this question in their seminal paper on unbounded search, where several search strategies were presented. Generalized to real values x ≥ 1, one of their strategies amounts to starting with a guess, a = 1, and then successively doubling the guess until x has been bracketed by a ≤ x < 2a. x is then located via a regular binary search on [a, 2a) (which still may require an infinite number of comparisons). Bentley and Yao observed that their search strategies lead to binary codes of the positive integers whose bits correspond to x < a i (0-bit) and x ≥ a i (1-bit), and that those codes are isomorphic to the universal codes proposed by Elias [4] .
Recently [14] , we extended the Elias codes from positive integers to the reals and noted the connection between the Elias γ code and Gustafson and Yonemoto's [8] Posit floating-point like representation. Encoding and decoding Elias codes do, however, involve a non-negligible amount of code; our encoder/decoder for the exponent alone in Elias ω is 144 lines of sparsely documented C++ code, and the implementation is error prone. Indeed, as part of this work, we uncovered a bug in Yonemoto's own Posit implementation [17] . Moreover, each such representation requires its own specialized implementation for both encoding and decoding the fraction (which may be nonlinear [14] ), exponent, regime (in the case of Posits), and sign bit, and for proper rounding and handling of under-and overflow.
In this paper, we cast coding of the reals in terms of binary comparisons in unbounded search. Our insight is that many well known number representations, as well as new ones not supported by frameworks like [8, 14] , can be reduced to two very simple rules: one for producing a monotonic sequence, {a i }, of "guesses" to bracket the number, x , and one for performing the binary search by recursively bisecting the bounded interval (not necessarily at its midpoint) in which x has been found to lie. Equipped with these rules, no special bit manipulations are needed to encode or decode exponents, or indeed even to distinguish between exponent and fraction bits. In fact, many representations supported by our framework do not even require exponents, binary or otherwise. Nevertheless, all representations from [14] , including Posits, Elias, logarithmic number systems (lns), floating-point representations similar to ieee 754 [1] , and others can be captured by our simple rules. As such, our framework can be thought of as a generalization and simplification of [14] .
Our framework is based on the notion of tapered accuracy in which fewer fraction bits are allocated to very large (or very small) numbers, reserving the majority of codewords to represent real values close to one in magnitude. This is effectively achieved by using variable-length coding of exponents. Unlike ieee floating point, which defines only a few discrete precisions, we can accommodate any precision, p. Each choice of p results in a finite set of 2 p representable numbers that is contained in the set of (p + 1)-bit numbers. Increasing p provides not only for more precise numbers but also for higher dynamic range. Indeed, using sufficient precision, p, we may represent any real, and in this sense our number systems are universal. This is contrary to ieee floating point, which by fixing the exponent length places hard bounds on the numbers that can be represented. And unlike in ieee, no arbitrary decisions are needed to balance the number of exponent vs. fraction bits. In our framework, each number can be approximated simply by truncating it to some desired number of bits, p, and in practice we fix p so that numbers are represented using fixed-length storage; typically p is given by the underlying integer width used for the binary representation.
Our framework relies on repeated bisection of intervals and therefore encodes and decodes p-bit reals in O(p) steps. This is not as efficient as manipulating multiple bits at a time, as done in [13, 14, 17] , and the intent of this work is not to compete with others in performance. Rather, our contribution is in the insight of this alternative view of coding reals, the new representations it affords, as well as in a significant reduction in coding effort needed to implement and experiment with new number representations. For instance, the over 100 lines of code needed just for exponent coding in Elias ω are reduced to two simple lines of code in our framework, which are sufficient to define the entire number system.
Following a description of our bisection and rounding rules, we turn our attention to how to bisect finite intervals in a manner consistent with the chosen bracketing sequence. This connects our rules with the notion of an underlying continuous probability density associated with the encoding scheme. If this density is smooth, then so is the corresponding number system. We conclude the paper with a discussion of example number systems.
REPRESENTATION
Our framework is best described in terms of recursive refinement of ordered sets, X p ⊂ R, of numbers generated by bisecting the intervals formed by pairs of consecutive numbers in X p . These sets are nested: X p ⊂ X p+1 . We will refer to p as the precision, as each of the 2 p elements in X p is identified with a p-bit binary string, or equivalently a p-bit integer index, y. We refer to the process of mapping a number x ∈ R to the closest member in X p with index y as encoding x ; the reverse mapping from bit string y to real value x is referred to as decoding. Sometimes we perform arithmetic on the binary representation, y, which is to be understood modulo 2 p .
Encoding of a number, x , amounts to recursive bisection of intervals, starting from (−∞, +∞), by emitting a 0-bit if x is contained in the lower half; otherwise a 1-bit is emitted. The only degree of freedom is the choice of bisection point, which determines the binary representation of x as well as the set of available numbers at finite precision p.
Bootstrapping
We begin with X 0 = {±∞}, which by convention corresponds to the single interval (−∞, +∞) = R. As in [7, 8, 14] , ±∞ represents the "point at infinity" for projective reals. This special symbol serves multiple purposes based on context, and can be interpreted as either −∞ or +∞, as the result of indeterminate expressions like 0/0, and as a generic NaN (not a number) representation.
We bootstrap our refinement process by adding these special bisection rules:
The bisection operator f : R 2 → R yields a new number,
(not necessarily at their midpoint). This new number is assigned to the binary string y m = y l 1. As the precision is increased, we append a 0-bit to each of y l and y h . Thus, as in [8, 14] , x (y) = x (y 0), i.e., we may append any number of 0-bits to y without changing its value. The first rule gives us X 1 = {±∞, 0} while the remaining rules give us four values that are part of all representations supported by our framework: X 2 = {±∞, −1, 0, +1} (see Fig. 1a ). We add two more rules for closure under negation and reciprocation:
Note that reciprocal closure generally holds only when one of the interval endpoints is in X 1 . As we shall see, additional rules are needed to enforce reciprocal closure everywhere.
Bracketing: Unbounded Search
The above rules are sufficient only to generate 2-bit numbers. For higher precision, we must decide how to bisect arbitrary intervals. We distinguish between intervals that contain one of {±∞, 0} as endpoint and intervals (a, b), where 0 < a < b < +∞. For the former, we apply a special bisection rule to first bracket x ∈ [1, ∞). For x ∈ (0, 1), we apply Eq. (5) and first bracket x −1 . Similarly, if x < 0, then we apply Eq. (4). These symmetry rules allow us to consider only the case x ∈ [1, ∞) for the purpose of bracketing. Given only the knowledge that x ≥ 1, we perform an unbounded search [2] by generating a monotonic sequence {a i } of increasingly large guesses until x ∈ [a i , a i+1 ). Starting from a 0 = 1, we use the following bisection rule
Hence, a i = д i (1) where д i denotes functional power, e.g., a 3 = (д • д • д) (1) . For convenience, we use a −i = a −1 i to denote the reciprocals of members in this sequence. (In general, a −i д −i (1) for i > 0.) We call the function д a generator for the sequence {a i }. If x ≥ д(a i ) = a i+1 , then we narrow the search interval from [a i , +∞) to [a i+1 , +∞), until x has eventually been bracketed in [a i , a i+1 ). We note that this generation of increasing a i corresponds to repeated multiplication by the useed in Posits [8] for determining the Posit regime. Moreover, each a i represents the largest real, x max (p), 
Figure 1: Ringplot [7, 8] depicting the projective reals and how p-bit strings (shown on the outside) map to the reals (shown on the inside) for the urr representation [9] . Numbers ending in a zero-bit remain in place when reducing the precision by one bit. The sign bit is shown in red, exponent bits in blue, and fraction bits in black. Red dots indicate values {a i } that are part of the bracketing sequence; blue dots are their reciprocals. Hollow dots correspond to values produced via refinement.
supported at p = i + 2 bits of precision. This observation was made in [14, §6.6] , although without making the connection between a i and its integral role in the process of coding via bisection.
Refinement: Binary Search
At this point, x has been bracketed in a bounded interval [a, b). We now proceed with a binary search that recursively bisects [a, b). Whereas the bracketing sequence determines the dynamic range and overall "shape" of the map between reals and their binary representation, the refinement rule governs the fine-scale shape and overall smoothness of the map. The refinement problem reduces to choosing a midpoint x m for an interval [x l , x h ), with 0 < x l < x m < x h < ∞. We may think of x m as being some mean of x l and x h . A natural choice is x m = (x l + x h )/2, which gives rise to a linear ramp between each pair of sequence points. As we shall see later, other choices can be made to satisfy properties like reciprocal closure, varying degrees of continuity, and desired probability density.
Refinement for the number systems considered here can be expressed via the Kolmogorov mean (aka. generalized h-mean):
for some invertible function, h. The usual arithmetic mean is then given by h(x ) = x .
Refinement and fraction maps.
Refinement is closely connected to fraction maps [14] . Fraction maps were proposed as a general mechanism for mapping fraction bits, representing numbers r ∈ [0, 1), to real values ϕ(r ) ∈ [1, 2) such that sign, exponent, and fraction (s, e, r ) bits are mapped to the real number
In ieee and Posits, ϕ(r ) = 1 + r is linear and merely introduces the implicit leading one-bit. ϕ(r ) = 2 r ensures a smooth exponential map for systems like lns.
In our framework, we may incorporate any fraction map by defining f (x l , x h ) appropriately. This is accomplished by noting that f (x l , x h ) = f ϕ(y l ), ϕ(y h ) = ϕ(y m ). Thus, we simply require
We immediately recognize this as an h-mean with h = ϕ −1 . Conversely, given the constraint ϕ −1 (1) = 0, if we know only the refinement rule, f , we may find the corresponding ϕ −1 (and ϕ) by solving the functional equation (e.g., using Mathematica's RSolve)
For the fraction maps presented in [14] , we obtain:
We note that these are Minkowski means (aka. power means)
with p ∈ {−1, 0, 1}. Pairs of conjugate fraction maps [14] that ensure reciprocal closure may be constructed using p-means of opposite sign, e.g., the arithmetic (p = 1) and harmonic (p = −1) mean give rise to the conjugate linear and reciprocal maps. As in [14] , we allow for different refinement rules on (0, 1) and (1, ∞) to satisfy reciprocal closure.
Hyper mean.
Posits with at least one exponent bit and Elias δ and ω generate sequences that grow faster than by a factor of two. Because they all encode binary exponents and use linear fraction maps, resulting in arithmetic mean refinement within a binade, their corresponding refinement rules are different when the interval spans more than one binade, i.e., when x h > 2x l . When this happens, x l and x h are both powers of two, and for Posits and Elias δ one can show that one should then average their exponents, corresponding to taking the geometric mean x m = √ x l x h [8] . For Elias ω, we may even have log 2 x h > 2 log 2 x l = log 2 x 2 l . We may then repeat the process by taking the geometric mean of exponents.
To handle this in a generic way, we propose the hyper mean given by
Rounding
Because the set of representable values, X , is finite, we need a way of rounding continuous reals from an infinite set to a nearby value from this discrete set. We use fl(x ) to denote the discrete value that x rounds to. We distinguish two cases: when the two closest discrete values are both finite and nonzero and when one of them is not. [14] , rounding x begins by bracketing it between the two closest discrete values x l ≤ x < x h . We then compute x m = f (x l , x h ). x is rounded to x l if x < x m and to x h if x > x m . In case x = x m , there is a tie. As is common, we use "banker's rounding, " also known as "round to nearest, ties to even," to break the tie. That is, we round to the number whose binary representation, y l or y h , at the current precision ends in a zero-bit.
Rounding finite values. As in

Over-and underflow.
Rounding of values that exceed x max or are smaller than x min require special attention, as such values fall outside the range of representable finite non-zero values. We allow the user to select one of three modes: round to x max (x min ); round to ±∞ (0); or use the same rounding rule as used for finite non-zero values, i.e., by comparing the value being rounded to the next sequence point a p−1 (a 1−p ).
Gradual underflow.
The ieee standards committee [1] recognized that if all fractions have an implied leading one-bit, then as one traverses the representable numbers toward zero, one reaches a steep cliff just before zero, where the few closest numbers to zero are
Here n is the number of stored significand bits and e is the smallest representable exponent. In other words, the drop from x 1 to x 0 is 2 n (n = 52 for double precision) times larger than the gradual slope from x 2 to x 1 . Such a sharp discontinuity in the representation is clearly unwanted.
Gradual underflow circumvents this problem through the introduction of subnormals in ieee. For the smallest representable exponent, e, the implicit leading fraction bit is zero for the subnormals, which results in a gradual ramp extending all the way to zero. The problem of abrupt overflow in ieee is largely an artifact of fixing the exponent length, which results in hard lower and upper bounds on representable values. Because of universality, such bounds are absent in our framework and in related representations that utilize tapered accuracy [8, 14] . Nevertheless, abrupt underflow is still possible. We here present a condition needed to satisfy gradual underflow in our framework.
Let x 0 = 0, x 1 = x min , and x 2 be the smallest number succeeding x min . We say that gradual underflow is satisfied if x 1 − x 0 ≤ x 2 − x 1 . Since x 0 = 0, this reduces to 2x 1 ≤ x 2 , and because x 1 and x 2 are both reciprocals from the bracketing sequence, this in turn implies that gradual underflow is achieved if 2a i ≤ a i+1 . In other words, the bracketing sequence must increase at least exponentially with base two or higher. All Posits and Elias codes satisfy this constraint, although we will later present number systems that do not.
Encoding and Decoding
We are finally ready to describe how bit strings, y, are decoded to their corresponding reals, x (y), and how reals, x , are encoded. Decoding and encoding are essentially done in the same way using recursive bisection. The idea is to narrow an interval, [x l , x h ), that initially equals [−∞, +∞), so that the number, x , remains bracketed:
The lower half corresponds to a zerobit; the upper half to a one-bit. This results in a sequence of bits that encode which half is chosen at each step.
When decoding, we process one bit at a time, from left to right, and narrow the interval accordingly. When encountering a zero-bit, we replace x h with the bisection point x m ; otherwise, we replace x l with x m . The final value is given by the lower end, x l , of the interval.
When encoding, we compare x to the bisection point, x m . If x < x m , then we replace x h with x m and emit a zero-bit; otherwise we replace x l with x m and emit a one-bit. When we exhaust the available precision, we are left with an interval [x l , x h ), and we must round x to one of these endpoints. As discussed in Section 2.4, we then generate another bisection point, x m , and round based on the outcome of a comparison with x .
Finally, our binary representation, y, is treated as a two's complement signed integer so that comparison between two reals can be done directly on the two's complement representation. This, however, requires that x = 0 maps to y = 000 . . . 0, but without modification x would map to y = 100 . . . 0. Hence, we flip the leftmost bit of y after encoding and before decoding.
As a consequence of our rules, when 1 ≤ a i ≤ x < a i+1 , the prefix of x 's binary representation, y, equals 01 1 i 0. In other words, we encode in unary (i ones terminated by a zero) the number of applications, i, of д to reach a i . The bits in this prefix of y correspond to the outcomes of comparisons of x with the sequence (0, 1 = a 0 , . . . , a i , a i+1 ) and assert that 0 < 1 = a 0 ≤ · · · ≤ a i ≤ x < a i+1 . Similarly, when 0 < a i−1 ≤ x < a i ≤ · · · ≤ a 0 = 1 with i ≤ 0, the prefix of y equals 00 0 −i 1. Thus, commonly occurring numbers near one require not only fewer bits to bracket, leaving more bits for refinement, but the intervals [a i , a i+1 ) also tend to be narrower near one, which results in further increased accuracy. This property is often referred to as tapered accuracy [15] .
NUMBER DISTRIBUTIONS
As is well-known for universal codes for (positive) integers [4] , any coding scheme has an associated discrete probability distribution associated with it for which the scheme is optimal (in the Shannon entropy sense). This distribution should ideally reflect the likelihood of numbers occurring in the intended application. Such an argument can be extended to our universal codes for the reals, for which the underlying probability density, f (x ), associated with a random variable X is continuous. That is, when bisecting an interval [a, b), we do so at a point c such that F (c) − F (a) = F (b) − F (c), where F denotes the cumulative distribution function. In other words, we bisect such that P(a ≤ X < c) = P(c ≤ X < b), which ensures that we assign the same number of codes to equally probable intervals; codes representing [a, c) begin with 0, while codes representing [c, b) begin with 1.
We here establish a connection between density and coding scheme in the sense that the density implies both the bracketing sequence and refinement scheme. Our approach is to find a continuous, smooth cumulative distribution F (x ) that agrees with the discrete bracketing sequence associated with a coding scheme. Given F , we then solve F (c) − F (a) = F (b) − F (c) for c, giving
which again is a Kolmogorov mean. We use F 00 (x ) = F (x | 0 ≤ X < 1) = 4F (x ) − 2 and F 01 (x ) = F (x | 1 ≤ X ) = 4F (x )−3 to denote truncated CDFs whose subscripts correspond to the binary prefixes associated with values in these ranges. Because the numbers in the bracketing sequence are closed under reciprocation, we have
which then implies that the resulting representation is completely closed under reciprocation. Due to our unary representation of the bracket index, i, all of our coding schemes satisfy
Hence, given a closed-form expression for a i (e.g., from Table 1 ), we may solve for i in terms of a i . We then relax the requirement that i be an integer and replace a i with any x ∈ [1, ∞). For instance, when a i = b i , we have i = log b a i = log b x . Plugging this into Eq. (15) leads to
Using Eq. (12), the associated refinement scheme can then be shown to be a power mean, M p , with p = −1/log 2 b. Note that this solution to refinement differs from simply plugging in a fractional i in the expression for a i . For example, using a i = 2 i , a naïve solution gives a 1/2 = 2 1/2 = √ 2 while our derivation gives a 1/2 = M −1 (2 0 , 2 1 ) = 4 3 .
Relative Accuracy
The density of numbers
dictates how accurately we may represent x . Here ∆y is the number of distinct representable p-bit values in a given interval of width ∆x . We measure the relative accuracy in number of bits as
Letting ∆x be the width of the interval of values that round to fl(x ), ∆y = 1 and we obtain the finite-precision approximation
The reciprocal ∆x x is a measure of relative error in x due to rounding. In the limit, as the precision p approaches infinity, 2 −p ∆y → dF , and we obtain Eq. (17), a precision-independent measure of relative accuracy in terms of the continuous density f . α is in general negative and can be thought of as the overhead in number of bits lost to coding the sign and exponent (or sequence index, i).
To provide more intuition, we now discuss distributions and accuracies of example representations (see also Table 1 ). We will see how the natural refinement rule (Eq. (12)) eliminates what is known as wobbling accuracy [7, 8, 10] . For simplicity, we assume x ≥ 1 and present only F 01 and f 01 . F and f are obtained using Eq. (13) and f (x ) = f (x −1 ) = f (−x ).
Extended Unary
We begin by considering a generalization of unary code that represents non-negative integers, x , as y(x ) = 01 x 0 (with the leading zero being the sign bit). The bracketing sequence for Unary is (1, 2, 3 , . . .). Plugging x = a i = i + 1 into Eq. (15) and differentiating, we obtain
where η = lg(ln (2) ). This corresponds to the Laplace distribution (with λ = 1/ln 2) when |x | ≥ 1, but not when |x | < 0 due to our insistence on reciprocal closure. The quantile function is given by F −1 01 (y) = 1 − log 2 (1 − y). Solving Eq. (12), we find as refinement operator c = 1 − log 2 2 −a + 2 −b when 1 ≤ a < b.
Posits and Elias γ
In the case of Posit(m), with Posit(0) identical to Elias γ [14] , we may easily verify that
This is a type-1 Pareto distribution with minimal value 1 and shape parameter 2 −m . Using the same approach as for Unary, we find that the natural refinement scheme on [1, ∞) is given by the power mean (Eq. (10)) , 1) , the conjugate refinement scheme simply reverses the sign of p, so that p = 2 −m .
Using these conjugate schemes instead of the usual piecewise linear interpolation employed by Posits, we obtain "NaturalPosits. " Whereas the refinement employed by Posits implies a piecewise constant density, NaturalPosits have a smooth density without wobbling accuracy (Fig. 4) . For instance, when m = 0, f 01 (x ) = x −2 . Interestingly, NaturalPosits(0) were discovered by us independently in earlier work (see [14, Eq (6) ]), but in an ad hoc manner without the insight and derivation provided here. The generator, д, produces the sequence a i+1 = д(a i ), with a 0 = 1. a 6 is the largest value representable in an 8-bit "minifloat" (aka. quarter precision). f * represents natural refinement and is presented for x ≥ 1.
urr, Elias δ , and Elias ω
In [14] , we presented a slight variation on Elias' original δ code [4] that differs in how the γ code, used by δ to encode the exponent of x , is extended from positive to non-negative integers. That version of δ , which is identical to Hamada's urr representation [9] , corresponds to a generator д(x ) = x 2 with a special bootstrapping rule д(1) = 2. The original Elias δ code can be shown to use д(x ) = 2x 2 . Its lack of special rule simplifies the derivation of its density, and we use Elias' original definition of δ here.
For Elias δ , it is easy to show that
with fraction map ϕ(r ) = 2 r /(2−r ) when x ≥ 1. This distribution is similar to the log-Cauchy distribution. The natural refinement rule is a Kolmogorov mean given by Eqs. (12) and (25) As for Elias ω, a i = 2 ↑↑ i is given by tetration, which lacks a commonly accepted consistent definition for non-integral i. Therefore, we generally know F only at discrete points, and the derivation of a natural refinement scheme based on "super logarithms" is an open issue. Using linear refinement, M 1 , we can of course complete F and derive a piecewise constant density.
ieee and lns
ieee 754 floating point [1] is the number representation implemented by virtually all contemporary processors. With its unbalanced exponent range, sign-magnitude representation, and exceptions for representing NaNs and subnormals, ieee does not fit directly into our framework. Later, we will present a simplified representation that serves as a good proxy for ieee.
ieee(11)-double precision floating point with 11 bits of exponenthas a bracketing sequence that begins with a 0 = 2, a 1 = 2 513 . To appreciate how inconceivably large this next "guess" after 2 is, consider that the universe holds only about 2 270 atoms and spans roughly 2 205 Planck lengths (the smallest meaningful unit of length). According to ieee, the best guess after 2 is a number nearly one googol (10 100 ) universes in size! Common numbers like x = 5 are grossly overestimated by ieee. After being bracketed in [2, 2 513 ), ieee(11) has to backtrack in its binary search, resulting in a lengthy sequence of guesses (2, 2 513 , 2 257 , 2 129 , 2 65 , 2 33 , 2 17 , 512, 32, 8, 4) when searching for x , which wastes precious bits. By comparison, our tapered representations begin with a 0 = 1 and then build up an accelerating sequence, such as (1, 2, 4, 8) for Elias γ , and therefore quickly find a tight bound for frequently occurring numbers around 1.
In terms of number distribution, ieee(11) allocates half of all bit strings to represent numbers larger than 2 513 or smaller than 2 −511 in magnitude-numbers that rarely occur in most applications. And unlike the other representations presented here, whose dynamic range increases with precision, ieee(11) imposes an unscalable wall at 2 1024 , where the numbers inexplicably come to an abrupt end-regardless of how many bits of precision are available.
In [14] we presented a slight variation on ieee that uses (1) no special exponents for subnormals or NaNs, (2) two's complement instead of sign-magnitude, which avoids two distinct representations for zero, and (3) an exponent bias such that a 0 = 1. Referred to as Binary in [14] for its use of a fixed-length binary encoding of the exponent, we will here denote this ieee-like representation by fp(m), where m is the number of exponent bits. fp(m) has an associated bracketing sequence that is generated by д(x ) = H (x, 2 2 m−1 ), which for m = 11 gives a sequence (1, 2 512 , 2 768 , 2 896 , . . .) that is bounded by 2 2 m−1 = 2 1024 . In numerical experiments, we found fp to perform identically to ieee.
Like ieee, fp uses linear interpolation for refinement, which results in wobbling accuracy that is avoided using natural refinement. As it turns out, the natural refinement scheme for fp is given by M 0 , i.e., the geometric mean. This gives rise to what is known as the logarithmic number system [11] . lns(m), uses a fixed-length m-bit signed exponent and exponential fraction map. We may write the lns bracketing sequence as Figure 3 : Dynamic range as a function of precision. x max (p) is the largest value that can be represented at precision p. Unlike ieee, our representations have no set ceiling.
We thus have on 1 ≤ x < 2 2 m−1
This is know in statistics as the reciprocal distribution.
Discussion
One advantage of our density-based approach is that it gives us a representation with an associated smooth density defined everywhere, which in turn gives us an everywhere (except, perhaps, at {−1, 0, 1}) smooth mapping from bit strings to numbers without any unwanted kinks or wobbling precision. This is unlike the sawtooth like accuracy inherent in piecewise linear representations like ieee and Posits (Fig. 4) . The closed-form distribution given by natural refinement may be used to analyze properties of the number scheme, such as its accuracy, or of related representations like Posits that share the same bracket sequence. Our construction also answers the question of how to choose a refinement scheme that is "compatible" with the chosen bracket sequence. Although the resulting representations can be computationally expensive to translate to and from, they may find utility in low-precision computations, where lookup tables are practical, or when accuracy takes precedence over computational efficiency. We finally note that on x ∈ (−∞, +∞), 0 ≤ F (x ) ≤ 1 in effect is the encoding function that maps x toŷ = y 2 p . Viewed differently, our 2 p − 1 finite values are given by F −1 (2 −p y) with y ∈ {1, . . . , 2 p − 1}. Thus, any monotonically increasing function, F : R → [0, 1], implies an associated number representation for R. To fit within our framework, such a function should satisfy F (x ) + F (−x ) = 1 (for closure under negation) and 2|F (x ) + F (x −1 ) − 1| = 1 (for closure under reciprocation). Example sigmoids (used often in neural networks) that meet this requirement are softsign [6] and tan −1 . Posits and Elias δ demonstrate tapered accuracy that is maximal at x = 1. The piecewise linear representations illustrate significant wobbling accuracy, which is eliminated using natural refinement, as evidenced by the corresponding natural representations.
EXAMPLES
We here discuss known number systems that can be expressed in our framework, as well as others that to our knowledge are new (refer to Table 1 and Fig. 3 ). Several of these do not fit into the family of representations proposed in [14] , which requires explicit separation into sign, binary exponent, and fraction. The insight that number systems can be designed via the specification of sequences produced by an associated generator leads one to immediately consider simple generators and sequences, such as Fibonacci. Perhaps the simplest generator is д(x ) = x + 1. We call the corresponding number representation extended Unary since it encodes positive integers in unary code, y(x ) = 01 x 0 (the leading zero is the sign bit), while extending to all of R. Table 1 lists the associated natural interpolant for Unary. We note that the slowly increasing sequence a i = i + 1 results in abrupt underflow, which otherwise might make Unary suitable for low dynamic range applications, e.g., neural networks.
Unary together with urr and Elias γ and ω have generators with successively increasing growth rate. We recognize their associated expressions for a i as the hyperoperations system д(x ) a i operator note Unary x + 1 i + 1 hyper-0 succession Elias γ 2x 2 i hyper-3 exponentiation urr x 2 2 2 i −1 lower hyper-4 Elias ω 2 x 2 ↑↑ i upper hyper-4 tetration using Knuth notation [12] for tetration. The omission of hyper-1 (aka. addition) and hyper-2 (aka. multiplication) suggests a gap in representations. However, these operators yield sequences a i = 2+i and a i = 2i that have the same growth rate as Unary.
From Table 1 , we notice several new representations with exponential bracketing sequences, but which do not use binary exponents and therefore cannot be expressed in [14] . One such representation is Fibonacci, which uses the well-known sequence a i+1 = a i + a i−1 = round(ϕa i ), where ϕ = ( √ 5 + 1)/2 is the golden ratio. This representation should not be mistaken for Fibonacci codes [16] , which express integers as sums of Fibonacci numbers. In the limit, the ratio of consecutive Fibonacci numbers approaches ϕ, which we may also use as exponential base for our sequences (i.e., a i+1 = ϕa i , with no rounding). This allows for a smooth representation whereas Fibonacci has the advantage of representing only integers and rationals, if so desired. Note that base ϕ is unrelated to "phinary" [3] , which expresses numbers as sums of powers of ϕ. The various identities surrounding ϕ makes this an interesting base to work in, and more work is needed to determine a suitable refinement scheme for it and for Fibonacci.
Whereas Posit(m) allows for varying bases b = 2 2 m , the set of reasonable choices for m are few (usually m ≤ 3). Our framework easily handles any base. One example is b = 2 m + 1 ∈ {2, 3, 5, 9, . . .} coupled with a linear fraction map, ϕ(r ) = 1 + r , where r ∈ [0, 2 m ). Hence, x = (2 m + 1) i (1 + r ), where r denotes the fraction bits generated by refinement. Another choice is b = 2 m with M 0 , which implies x = 2 mi 2 mr = 2 m(i+r ) with r ∈ [0, 1).
IMPLEMENTATION
Appendix A lists Mathematica code for our framework. We provide functions to encode a real number as a binary string. Such strings can be converted to integers via FromDigits[string, 2]. Decoding can be done either from a bit string or a p-bit integer (mod 2 p ). Bisection of intervals is performed by the bisect function. Two user-supplied functions are needed that uniquely define the number system: д(x ) and f (a, b).
We have also developed a C++ implementation (not included here) that handles encoding, decoding, bisection, and rounding. As with the Mathematica implementation, the user implements д and f and encapsulates those in a class that our framework is templated on. For instance, our Posit implementation for "exponent size" m is listed in Appendix B. As can be seen, this class is also templated on the real arithmetic type [14] that serves as a proxy for the complete set of reals, R. By default, this type is given by the long double C++ type, which usually is implemented as 80-bit extended precision. It may freely be substituted with higher precision types such as quad precision or mpfr [5] , which allows for arbitrary precision.
DISCUSSION AND CONCLUDING REMARKS
We have presented a flexible framework for defining new number systems based on recursive bisection. While requiring the user to define only two simple functions, we show how many prior number systems can be expressed in our framework. Moreover, our framework provides a new perspective on how to define new number systems in an intuitive way via bracketing sequences-at a coarse scale-and local refinement-at a fine scale. We investigated properties of number systems derived through our framework and showed how to smoothly "interpolate" a given bracketing sequence using an associated cumulative distribution function that ultimately defines the coding scheme. This CDF provides for a natural refinement scheme that is compatible with the bracketing sequence.
Two drawbacks of our approach are the need to process one bit at a time and to perform computations-using an auxiliary arithmetic type-to generate bracketing and refinement points. This makes our framework unsuitable for applications that demand high performance. However, it allows for rapid prototyping and experimentation with new number systems without the implementation headache associated with complex bit manipulations that are error prone. Implementations that may require hundreds of lines of carefully crafted code are reduced to just two lines-regardless of the chosen precision. Once a good number system has been found for a target application, one may switch to a more optimized implementation that can be validated and certified to be correct using our framework. For low-precision types, one may, for instance, resort to lookup tables.
Due to space limitations, our study has no room for experimental evaluations of the various number systems. This is a fruitful topic for future work. We also point the interested reader to our earlier study [14] , which evaluates in detail several of the representations presented here.
