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This paper is concerned with the fractional integrodifferential equations of Sobolev type
with nonlocal condition in a separable Banach space. With the help of the theory of
propagation family as well as the theory of the measures of noncompactness and the
condensing maps, we obtain the existence result of mild solutions for above equations.
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1. Introduction
Our aim in this paper is to give an existence result of nonlocal initial value problems for fractional integrodifferential
equations of Sobolev type in a separable Banach space X :
c Dq
(
Bu(t)
)= Au(t) + B f(t,u(t), t∫
0
ρ(t, s)h
(
t, s,u(s)
)
ds
)
, t ∈ [0, T ],
Bu(0) = B(u0 − g(u)), (1.1)
where T > 0, 0 < q < 1. The fractional derivative is understood here in the Caputo sense. A and B are closed (unbounded)
linear operators with domains contained in X . Here ρ : → R, h :× X → X ( = {(t, s) ∈ [0, T ]×[0, T ]: t  s}), f : [0, T ]×
X × X → D(B) ⊂ X , g :C([0, T ], X) → D(B) ⊂ X are given functions to be speciﬁed later, u0 − g(u) ∈ D(B).
Fractional differential equations are increasingly used for many mathematical models in engineering, physics, economics,
etc., so the theory of fractional differential equations has been extensively studied by several authors [4,7–11,13,16,18,24–26,
28,29].
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than the classical condition u(0) = u0 in treating physical problems, so the problem of existence of solutions of evolution
equations with nonlocal condition has been studied extensively by several authors for different kinds of problems (see [6,14,
20,21,30] and the references therein).
The Sobolev type semilinear integrodifferential equation serves as an abstract formulation of partial integrodifferential
equation which arises in various applications such as in the ﬂow of ﬂuid through ﬁssured rocks [5], thermodynamics and
shear in second order ﬂuids and so on. Moreover, the fractional integrodifferential equations of Sobolev type appear in the
theory of control of dynamical systems, when the controlled system or/and the controller is described by a fractional inte-
grodifferential equation of Sobolev type. Furthermore, the mathematical modeling and simulations of systems and processes
are based on the description of their properties in terms of fractional integrodifferential equation of Sobolev type. These
new models are more adequate than previously used integer order models, so fractional order integrodifferential equations
of Sobolev type have been investigated by many researchers. We refer the reader to [1,3,4,15,22] and the references therein.
In the previous works, people have established the existence or existence–uniqueness theorem of mild solutions of the
initial value problem of Sobolev type under various conditions on A and B:
(i) D(B) ⊂ D(A) and B has the compact inverse, B−1A : X → D(B) is continuous [4],
(ii) D(B) ⊂ D(A) and B has the compact inverse [1],
(iii) D(B) ⊂ D(A) and B has the bounded inverse [3].
In this paper, we study (1.1) without assuming B has bounded (or compact) inverse as well as without any assumption
on the relation between D(A) and D(B). This work is based on the theory of propagation family {W (t)}t0 (an operator
family generated by the operator pair (A, B), see Deﬁnition 2.11) introduced by Jin Liang and Ti-Jun Xiao [19], and a special
measure of noncompactness which ensure us to do not assume the nonlinear term f satisﬁes a Lipschitz type condition.
Therefore, the existence theorem of mild solutions of (1.1) given in Section 3 is quite general. Actually, our result is new even
in the case of B = I (the identity operator on X ). Moreover, in Section 4, we present two examples to show the applications
of the abstract result.
2. Preliminaries
Throughout this paper, we set J := [0, T ], a compact interval in R. Let X denote a separable Banach space with norm ‖ ·‖
and the pair (A, B) generate a propagation family {W (t)}t0 (see Deﬁnition 2.11). We denote by L(X) the Banach space of
all linear and bounded operators on X , and by C( J , X) the space of all X-valued continuous functions on J with the
supremum norm as follows:
‖x‖[0,T ] = ‖x‖C( J ,X) = sup
{∥∥x(t)∥∥: t ∈ J}, for any x ∈ C( J , X).
Moreover, we abbreviate ‖y‖Lp( J ,R+) with ‖y‖Lp , for any y ∈ Lp( J ,R+).
Deﬁnition 2.1. (See [27].) The fractional integral of order q with the lower limit zero for a function f ∈ AC[0,∞) is deﬁned
as
Iq f (t) = 1
Γ (q)
t∫
0
(t − s)q−1 f (s)ds, t > 0, 0< q < 1,
provided the right side is point-wise deﬁned on [0,∞), where Γ (·) is the gamma function.
Deﬁnition 2.2. (See [27].) Riemann–Liouville derivative of order q with the lower limit zero for a function f ∈ AC[0,∞) can
be written as
L Dq f (t) = 1
Γ (1− q)
d
dt
t∫
0
(t − s)−q f (s)ds, t > 0, 0< q < 1.
Deﬁnition 2.3. (See [27].) The Caputo derivative of order q for a function f ∈ AC[0,∞) can be written as
c Dq f (t) = L Dq( f (t) − f (0)), t > 0, 0< q < 1.
Remark 2.4. (1) If f (t) ∈ C1[0,∞), then
c Dq f (t) = 1
Γ (1− q)
t∫
0
(t − s)−q f ′(s)ds = I1−q f ′(t), t > 0, 0< q < 1.
(2) The Caputo derivative of a constant is equal to zero.
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Deﬁnition 2.5. Let E be a Banach space and (A,) a partially ordered set. A function β : P (E) →A is called a measure of
noncompactness (MNC) in E if
β
(
co(Ω)
)= β(Ω) for every Ω ∈ P (E),
where P (E) denotes the class of all nonempty subsets of E .
A MNC β is called:
(i) monotone, if Ω0,Ω1 ∈ P (E), Ω0 ⊂ Ω1 implies β(Ω0) β(Ω1);
(ii) nonsingular, if β({a0} ∪ Ω) = β(Ω) for every a0 ∈ E , Ω ∈ P (E);
(iii) invariant with respect to union with compact sets, if β({D} ∪ Ω) = β(Ω) for every relatively compact set D ⊂ E ,
Ω ∈ P (E).
If A is a cone in a normed space, we say that the MNC β is
(iv) algebraically semiadditive, if β(Ω0 + Ω1) β(Ω0) + β(Ω1) for each Ω0,Ω1 ∈ P (E);
(v) regular, if β(Ω) = 0 is equivalent to the relative compactness of Ω;
(vi) real, if A is [0,+∞) with the natural order.
As an example of the MNC possessing all these properties, we may consider the Hausdorff MNC
χ(Ω) = inf{ε > 0: Ω has a ﬁnite ε-net}.
Now, let G : [0, h˜] → P (E) be a multifunction. It is called:
(i) integrable, if it admits a Bochner integrable selection g : [0, h˜] → E , g(t) ∈ G(t) for a.e. t ∈ [0, h˜];
(ii) integrably bounded, if there exists a function ϑ ∈ L1([0, h˜], E) such that∥∥G(t)∥∥ := sup{‖g‖: g ∈ G(t)} ϑ(t) a.e. t ∈ [0, h˜].
We present the following assertion about χ -estimates for a multivalued integral (Theorem 4.2.3 of [17]).
Proposition 2.6. For an integrable, integrably bounded multifunction G : [0, h˜] → P (X) where X is a separable Banach space, let
χ
(
G(t)
)
 q(t), for a.e. t ∈ [0, h˜],
where q ∈ L1+([0, h˜]). Then χ(
∫ t
0 G(s)ds)
∫ t
0 q(s)ds for all t ∈ [0, h˜].
Let E be a Banach space, β a monotone nonsingular MNC in E .
Deﬁnition 2.7. A continuous map F : Y ⊆ E → E is called condensing with respect to a MNC β (or β-condensing) if for every
bounded set Ω ⊆ Y which is not relatively compact, we have
β
(
F(Ω)
)
 β(Ω).
The following ﬁxed point principle (see, e.g., [2,17]) will be used later.
Theorem 2.8. Let M be a bounded convex closed subset of E and F :M → M a β-condensing map. Then FixF = {x: x = F(x)} is
nonempty.
Theorem 2.9. Let V ⊂ E be a bounded open neighborhood of zero and F : V → E a β-condensing map satisfying the boundary
condition
x = λF(x)
for all x ∈ ∂V and 0< λ 1. Then FixF is a nonempty compact set.
We state a generalization of Gronwall’s lemma for singular kernels [12, Lemma 7.1.1].
Lemma 2.10. Let v,w : J → [0,+∞) be continuous functions. If w(·) is nondecreasing and there are constants a> 0 and 0< θ < 1
such that
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t∫
0
(t − s)−θ v(s)ds,
then there exists a constant κ = κ(θ) such that
v(t) w(t) + κa
t∫
0
(t − s)−θ w(s)ds, for each t ∈ J .
We recall the abstract degenerate Cauchy problem as follows [19]:
d
dt
Bu(t) = Au(t), t ∈ J ,
Bu(0) = Bu0. (2.1)
Deﬁnition 2.11. (See [19, Deﬁnition 1.4].) A strongly continuous operator family {W (t)}t0 of D(B) to a Banach space E ,
satisfying that {W (t)}t0 is exponentially bounded, which means that for any x ∈ D(B) there exist a > 0, M > 0 such that∥∥W (t)x∥∥ Meat‖x‖, t  0,
is called an exponentially bounded propagation family for (2.1) if for λ > a,
(λB − A)−1Bx =
∞∫
0
e−λtW (t)xdt, x ∈ D(B). (2.2)
In this case, we also say that (2.1) has an exponentially bounded propagation family {W (t)}t0.
Moreover, if (2.2) holds, we also say that the pair (A, B) generates an exponentially bounded propagation fam-
ily {W (t)}t0.
In this paper, we assume that {W (t)}t0 is a norm continuous family for t > 0 and ‖W (t)‖ M .
According to Deﬁnitions 2.1–2.3, we can rewrite the nonlocal Cauchy problem (1.1) in the equivalent integral equation
Bu(t) = B(u0 − g(u))+ 1
Γ (q)
t∫
0
(t − s)q−1[Au(s) + B f (s,u(s),ϕ(u)(s))]ds (2.3)
provided that the integral in (2.3) exists, where
ϕ(u)(t) =
t∫
0
ρ(t, s)h
(
t, s,u(s)
)
ds.
Set
uˆ(λ) =
∞∫
0
e−λtu(t)dt, v(λ) =
∞∫
0
e−λt f
(
t,u(t),ϕ(u)(t)
)
dt.
Using the similar method in [11], formally applying the Laplace transform to (2.3), we have
Buˆ(λ) = 1
λ
B
(
u0 − g(u)
)+ 1
λq
Auˆ(λ) + 1
λq
Bv(λ),
then (
λqB − A)uˆ(λ) = λq−1B(u0 − g(u))+ Bv(λ),
thus
uˆ(λ) = λq−1(λqB − A)−1B(u0 − g(u))+ (λqB − A)−1Bv(λ)
= λq−1
∞∫
0
e−λqsW (s)
(
u0 − g(u)
)
ds +
∞∫
0
e−λqsW (s)v(λ)ds (2.4)
provided that the integral in (2.4) exists.
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q(σ ) = 1
π
∞∑
n=1
(−1)n−1σ−qn−1Γ (nq + 1)
n! sin(nπq), σ ∈ (0,∞),
whose Laplace transform is given by
∞∫
0
e−λσq(σ )dσ = e−λq , q ∈ (0,1). (2.5)
Then, using (2.5), we obtain
λq−1
∞∫
0
e−λqsW (s)
(
u0 − g(u)
)
ds
= q
∞∫
0
(λt)q−1e−(λt)qW
(
tq
)(
u0 − g(u)
)
dt
(
put s = tq)
= −1
λ
∞∫
0
(
d
dt
e−(λt)q
)
W
(
tq
)(
u0 − g(u)
)
dt
=
∞∫
0
∞∫
0
e−λtσ σq(σ )W
(
tq
)(
u0 − g(u)
)
dσ dt
=
∞∫
0
∞∫
0
e−λτq(σ )W
(
τ q
σ q
)(
u0 − g(u)
)
dτ dσ (put τ = tσ)
=
∞∫
0
e−λt
[ ∞∫
0
q(σ )W
(
tq
σ q
)(
u0 − g(u)
)
dσ
]
dt (2.6)
and
∞∫
0
e−λqsW (s)v(λ)ds
=
∞∫
0
e−(λτ )qqτ q−1W
(
τ q
)( ∞∫
0
e−λt f
(
t,u(t),ϕ(u)(t)
)
dt
)
dτ
(
put s = τ q)
=
∞∫
0
∞∫
0
e−λτσqτ q−1q(σ )W
(
τ q
)( ∞∫
0
e−λt f
(
t,u(t),ϕ(u)(t)
)
dt
)
dσ dτ
= q
∞∫
0
∞∫
0
e−λθ θ
q−1
σ q
q(σ )W
(
θq
σ q
)( ∞∫
0
e−λt f
(
t,u(t),ϕ(u)(t)
)
dt
)
dθ dσ (put θ = τσ )
= q
∞∫
0
( ∞∫
0
∞∫
t
e−λτ (τ − t)
q−1
σ q
q(σ )W
(
(τ − t)q
σ q
)
f
(
t,u(t),ϕ(u)(t)
)
dτ dt
)
dσ (put τ = t + θ)
= q
∞∫
0
( ∞∫
0
τ∫
0
e−λτ (τ − t)
q−1
σ q
q(σ )W
(
(τ − t)q
σ q
)
f
(
t,u(t),ϕ(u)(t)
)
dt dτ
)
dσ
=
∞∫
e−λt
[
q
t∫ ∞∫
(t − s)q−1
σ q
q(σ )W
(
(t − s)q
σ q
)
f
(
s,u(s),ϕ(u)(s)
)
dσ ds
]
dt. (2.7)0 0 0
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uˆ(λ) =
∞∫
0
e−λt
[ ∞∫
0
q(σ )W
(
tq
σ q
)(
u0 − g(u)
)
dσ
+ q
t∫
0
∞∫
0
(t − s)q−1
σ q
q(σ )W
(
(t − s)q
σ q
)
f
(
s,u(s),ϕ(u)(s)
)
dσ ds
]
dt.
We invert the last Laplace transform to obtain
u(t) =
∞∫
0
q(σ )W
(
tq
σ q
)(
u0 − g(u)
)
dσ + q
t∫
0
∞∫
0
(t − s)q−1
σ q
q(σ )W
(
(t − s)q
σ q
)
f
(
s,u(s),ϕ(u)(s)
)
dσ ds
=
∞∫
0
ξq(σ )W
(
tqσ
)(
u0 − g(u)
)
dσ + q
t∫
0
∞∫
0
σ(t − s)q−1ξq(σ )W
(
(t − s)qσ ) f (s,u(s),ϕ(u)(s))dσ ds,
where ξq is a probability density function deﬁned on (0,∞) such that
ξq(σ ) = 1
q
σ
−1− 1q q
(
σ
− 1q ) 0.
Deﬁnition 2.12. A function u ∈ C( J , X) satisfying the equation
u(t) = Q (t)(u0 − g(u))+ t∫
0
R(t − s) f (s,u(s),ϕ(u)(s))ds
is called a mild solution of (1.1), where
Q (t) =
∞∫
0
ξq(σ )W
(
tqσ
)
dσ ,
R(t) = q
∞∫
0
σ tq−1ξq(σ )W
(
tqσ
)
dσ .
Remark 2.13. (i) Noting that
∫∞
0 ξq(σ )dσ = 1, we obtain∥∥Q (t)∥∥ M.
(ii) According to [23], direct calculation gives that
∞∫
0
σξq(σ )dσ =
∞∫
0
1
σ q
q(σ )dσ = 1
Γ (1+ q) .
Hence, we get∥∥R(t)∥∥ qM
Γ (1+ q) t
q−1, t > 0.
3. Existence of mild solutions in C( J , X)
We will require the following assumptions.
(H1) (i) f : J × X × X → D(B) ⊂ X satisﬁes f (·, v,w) : J → D(B) ⊂ X is measurable for all (v,w) ∈ X × X and f (t, ·,·) : X ×
X → D(B) ⊂ X is continuous for a.e. t ∈ J , and there exist a function μ1(·) ∈ Lp( J ,R+) (p > 1q > 1) and a contin-
uous function μ2(·) such that∥∥ f (t, v,w)∥∥μ1(t)‖v‖ +μ2(t)‖w‖
for almost all t ∈ J .
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χ
(
f (t, D1, D2)
)
 η(t)
(
χ(D1) + χ(D2)
)
, a.e. t ∈ J .
(H2) (i) The function h(t, s, ·) : X → X is continuous for a.e. (t, s) ∈ , and for each u ∈ X , the function h(·, ·,u) : → X is
measurable. Moreover, there exists a function m : → R+ with supt∈ J
∫ t
0 m(t, s)ds :=m∗ < ∞ such that∥∥h(t, s,u)∥∥m(t, s)‖u‖, u ∈ X .
(ii) For any bounded set D1 ⊂ X , and 0 s t  T , there exists a function ζ : → R+ such that
χ
(
h(t, s, D1)
)
 ζ(t, s)χ(D1),
where supt∈ J
∫ t
0 ζ(t, s)ds := ζ ∗ < ∞.
(H3) g :C( J , X) → D(B) ⊂ X is compact and uniformly bounded, i.e., there exists a constant N > 0 such that∥∥g(u)∥∥ N for all u ∈ C( J , X).
(H4) For each t ∈ J , ρ(t, ·) is measurable on [0, t] and ρ(t) = ess sup{|ρ(t, s)|, 0 s t} is bounded on J . The map t → ρt
is continuous from J to L∞( J ,R), here, ρt(s) = ρ(t, s).
(H5) There exists M∗ ∈ (0,1) such that
qMTq−
1
p
Γ (1+ q) lp,q max
{‖μ1‖Lp , (1+ ζ ∗)‖η‖Lp}+ MTqm∗μ∗2
Γ (1+ q) < M
∗, (3.1)
where lp,q := ( p−1pq−1 )
p−1
p , μ∗2 = supt∈ J μ2(t),  = supt∈ J ρ(t).
Theorem 3.1. Assume that (H1)–(H5) are satisﬁed. Then the mild solutions set of problem (1.1) is a nonempty compact subset of the
space C( J , X).
Proof. We consider the operator F :C( J , X) → C( J , X) deﬁned by
(Fu)(t) = Q (t)(u0 − g(u))+ t∫
0
R(t − s) f
(
s,u(s),
s∫
0
ρ(s, τ )h
(
s, τ ,u(τ )
)
dτ
)
ds.
Set
Br =
{
u ∈ C( J , X): ‖u‖[0,T ]  r
}
.
Now we show that there exists some r > 0 such that F Br ⊂ Br . Suppose this is not true. Then for each r > 0, there exist
ur(·) ∈ Br and some t ∈ J such that∥∥(Fur)(t)∥∥> r.
It follows from (H1)(i), (H2)(i), (H3) and (H4) that
r <
∥∥Q (t)(u0 − g(ur))∥∥+ t∫
0
∥∥∥∥∥R(t − s) f
(
s,ur(s),
s∫
0
ρ(s, τ )h
(
s, τ ,ur(τ )
)
dτ
)∥∥∥∥∥ds
 M
(‖u0‖ + N)+ qM
Γ (1+ q)
t∫
0
(t − s)q−1
[
μ1(s)r +μ2(s)r
s∫
0
m(s, τ )dτ
]
ds
 M
(‖u0‖ + N)+ qMr
Γ (1+ q)
( t∫
0
(t − s)q−1μ1(s)ds + T
qm∗μ∗2
q
)
.
Moreover, by Hölder inequality, we have
t∫
0
(t − s)q−1μ1(s)ds t
pq−1
p lp,q‖μ1‖Lp  lp,qT q−
1
p ‖μ1‖Lp .
Thus
r < M
(‖u0‖ + N)+ qMr (lp,qT q− 1p ‖μ1‖Lp + T qm∗μ∗2). (3.2)Γ (1+ q) q
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qM
Γ (1+ q)
(
lp,qT
q− 1p ‖μ1‖Lp + T
qm∗μ∗2
q
)
 1.
This contradicts (3.1). Hence for some positive number r, F Br ⊂ Br .
Next, we show that F is continuous. Let {uk}k∈N be a sequence such that uk → u in C( J , X) as k → ∞. By (H1)(i)
and (H2)(i), we see that for almost every t ∈ J ,
f
(
t,uk(t),
t∫
0
ρ(t, s)h
(
t, s,uk(s)
)
ds
)
→ f
(
t,u(t),
t∫
0
ρ(t, s)h
(
t, s,u(s)
)
ds
)
, as k → ∞.
Noting that uk → u in C( J , X), we infer that there exists ε > 0 such that ‖uk − u‖ ε for k suﬃciently large. Therefore, we
have ∥∥∥∥∥ f
(
t,uk(t),
t∫
0
ρ(t, s)h
(
t, s,uk(s)
)
ds
)
− f
(
t,u(t),
t∫
0
ρ(t, s)h
(
t, s,u(s)
)
ds
)∥∥∥∥∥
μ1(t)
(∥∥uk(t)∥∥+ ∥∥u(t)∥∥)+ μ2(t)
( t∫
0
∥∥ρ(t, s)h(t, s,uk(s))∥∥ds + t∫
0
∥∥ρ(t, s)h(t, s,u(s))∥∥ds)
μ1(t)
(∥∥uk(t) − u(t)∥∥+ 2∥∥u(t)∥∥)+ μ2(t) t∫
0
m(t, s)
(∥∥uk(s) − u(s)∥∥+ 2∥∥u(s)∥∥)ds

(
μ1(t) +μ∗2m∗
)(
ε + 2 sup
t∈ J
∥∥u(t)∥∥).
It follows from the continuity of g(u) and the Lebesgue’s Dominated Convergence Theorem that∥∥(Fuk)(t) − (Fu)(t)∥∥

∥∥Q (t)(g(uk) − g(u))∥∥+ t∫
0
∥∥∥∥∥R(t − s)
[
f
(
s,uk(s),
s∫
0
ρ(s, τ )h
(
s, τ ,uk(τ )
)
dτ
)
− f
(
s,u(s),
s∫
0
ρ(s, τ )h
(
s, τ ,u(τ )
)
dτ
)]∥∥∥∥∥ds
 M
∥∥g(uk) − g(u)∥∥+ qM
Γ (1+ q)
t∫
0
(t − s)q−1
∥∥∥∥∥ f
(
s,uk(s),
s∫
0
ρ(s, τ )h
(
s, τ ,uk(τ )
)
dτ
)
− f
(
s,u(s),
s∫
0
ρ(s, τ )h
(
s, τ ,u(τ )
)
dτ
)∥∥∥∥∥ds
→ 0, as k → ∞.
Therefore, we obtain
lim
k→∞
‖Fuk −Fu‖[0,T ] = 0,
this shows that F is continuous.
Let χ be a Hausdorff MNC in X . We consider the measure of noncompactness ν in the space C( J , X) with values in the
cone R2+ of the following way: for every bounded subset Ω ⊂ C( J , X),
ν(Ω) = (ψ(Ω),modc(Ω)),
where
ψ(Ω) = supχ(Ω(t)),
t∈ J
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modc(Ω) = lim
δ→0 supx∈Ω
max
|t1−t2|δ
∥∥x(t1) − x(t2)∥∥.
Next, we show that the operator F is ν-condensing on every bounded subset of C( J , X).
Let Ω ⊂ C( J , X) be a nonempty, bounded set such that
ν
(F(Ω)) ν(Ω). (3.3)
For any t ∈ J , we set
Θ(Ω)(t) =
{ t∫
0
R(t − s) f
(
s,u(s),
s∫
0
ρ(s, τ )h
(
s, τ ,u(τ )
)
dτ
)
ds: u ∈ Ω
}
.
We consider the multifunction s ∈ [0, t] G(s),
G(s) =
{
R(t − s) f
(
s,u(s),
s∫
0
ρ(s, τ )h
(
s, τ ,u(τ )
)
dτ
)
: u ∈ Ω
}
.
Obviously, G is integrable, and from (H1)(i), (H2)(i) and (H4) it follows that G is integrably bounded. Moreover, noting that
(H1)(ii), (H2)(ii) and Proposition 2.6 we have the following estimate for a.e. s ∈ [0, t]:
χ
(
G(s)
)
 qM
Γ (1+ q) (t − s)
q−1χ
({
f
(
s,u(s),
s∫
0
ρ(s, τ )h
(
s, τ ,u(τ )
)
dτ
)
: u ∈ Ω
})
= qM
Γ (1+ q) (t − s)
q−1χ
(
f
(
s,Ω(s),
s∫
0
ρ(s, τ )h
(
s, τ ,Ω(τ )
)
dτ
))
 qM
Γ (1+ q) (t − s)
q−1η(s)
(
χ
(
Ω(s)
)+  s∫
0
ζ(s, τ )dτ · ψ(Ω)
)
 qM
Γ (1+ q) (t − s)
q−1η(s)
(
1+ ζ ∗)ψ(Ω).
By Proposition 2.6 we get
χ
(
Θ(Ω)(t)
)
 qM
Γ (1+ q)
(
1+ ζ ∗)ψ(Ω) t∫
0
(t − s)q−1η(s)ds
 qM
Γ (1+ q)
(
1+ ζ ∗)lp,qT q− 1p ‖η‖Lp · ψ(Ω).
Moreover, noting that the compactness of g , we have
χ
(F(Ω)(t)) χ(Θ(Ω)(t)) qM
Γ (1+ q)
(
1+ ζ ∗)lp,qT q− 1p ‖η‖Lp · ψ(Ω).
Furthermore
ψ
(F(Ω)) qM
Γ (1+ q)
(
1+ ζ ∗)lp,qT q− 1p ‖η‖Lpψ(Ω), (3.4)
which implies, by (H5) and (3.3), ψ(Ω) = 0.
Next, we shall show that modc(Ω) = 0.
Since W (t) is continuous in the uniform operator topology for t > 0, we know by (H3) that {Q (·)(u0 − g(u)): · ∈ J } is
equicontinuous.
For 0< t2 < t1  T and u ∈ Ω , we have∥∥∥∥∥
t1∫
R(t1 − s) f
(
s,u(s),
s∫
ρ(s, τ )h
(
s, τ ,u(τ )
)
dτ
)
ds −
t2∫
R(t2 − s) f
(
s,u(s),
s∫
ρ(s, τ )h
(
s, τ ,u(τ )
)
dτ
)
ds
∥∥∥∥∥
0 0 0 0
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t2∫
0
∥∥∥∥∥[R(t1 − s) − R(t2 − s)] f
(
s,u(s),
s∫
0
ρ(s, τ )h
(
s, τ ,u(τ )
)
dτ
)∥∥∥∥∥ds
+
t1∫
t2
∥∥R(t1 − s)∥∥
∥∥∥∥∥ f
(
s,u(s),
s∫
0
ρ(s, τ )h
(
s, τ ,u(τ )
)
dτ
)∥∥∥∥∥ds. (3.5)
For the ﬁrst term on the right-hand side of (3.5), we obtain
t2∫
0
∥∥∥∥∥[R(t1 − s) − R(t2 − s)] f
(
s,u(s),
s∫
0
ρ(s, τ )h
(
s, τ ,u(τ )
)
dτ
)∥∥∥∥∥ds
 q
t2∫
0
∞∫
0
σ
∥∥[(t1 − s)q−1 − (t2 − s)q−1]ξq(σ )W ((t1 − s)qσ ) f (s,u(s),ϕ(u)(s))∥∥dσ ds
+ q
t2∫
0
∞∫
0
σ(t2 − s)q−1ξq(σ )
∥∥W ((t1 − s)qσ )− W ((t2 − s)qσ )∥∥∥∥ f (s,u(s),ϕ(u)(s))∥∥dσ ds
 qM
Γ (1+ q)
t2∫
0
∣∣(t1 − s)q−1 − (t2 − s)q−1∣∣(μ1(s)∥∥u(s)∥∥+ μ∗2m∗ sup
τ∈[0,s]
∥∥u(τ )∥∥)ds
+ q
t2∫
0
∞∫
0
σ(t2 − s)q−1ξq(σ )
∥∥W ((t1 − s)qσ )− W ((t2 − s)qσ )∥∥∥∥ f (s,u(s),ϕ(u)(s))∥∥dσ ds
 qM‖u‖[0,T ]
Γ (1+ q)
t2∫
0
∣∣(t1 − s)q−1 − (t2 − s)q−1∣∣μ1(s)ds
+ q‖u‖[0,T ]
t2∫
0
μ1(s)(t2 − s)q−1
∞∫
0
σξq(σ )
∥∥W ((t1 − s)qσ )− W ((t2 − s)qσ )∥∥dσ ds
+ qMm
∗μ∗2‖u‖[0,T ]
Γ (1+ q)
t2∫
0
∣∣(t1 − s)q−1 − (t2 − s)q−1∣∣ds
+ qm∗μ∗2‖u‖[0,T ]
t2∫
0
∞∫
0
σ(t2 − s)q−1ξq(σ )
∥∥W ((t1 − s)qσ )− W ((t2 − s)qσ )∥∥dσ ds. (3.6)
Clearly, the ﬁrst term on the right-hand side of (3.6) tends to 0 as t2 → t1. The second term on the right-hand side of (3.6)
tends to 0 as t2 → t1 as a consequence of the continuity of W (t) in the uniform operator topology for t > 0. Similarly, the
last two terms in (3.6) tend to 0 as t2 → t1, respectively.
For the second term on the right-hand side of (3.5), we have
t1∫
t2
∥∥R(t1 − s)∥∥
∥∥∥∥∥ f
(
s,u(s),
s∫
0
ρ(s, τ )h
(
s, τ ,u(τ )
)
dτ
)∥∥∥∥∥ds
 qM
Γ (1+ q)‖u‖[0,T ]
[ t1∫
t2
(t1 − s)q−1μ1(s)ds + m∗μ∗2
t1∫
t2
(t1 − s)q−1 ds
]
→ 0, as t2 → t1.
Thus, the set {(Fu)(·): u ∈ Ω} is equicontinuous. Hence modc(F(Ω)) = 0, which yields modc(Ω) = 0 from (3.3). Therefore
ν(Ω) = (0,0).
The regularity property of ν implies the relative compactness of Ω .
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mild solution.
Next, for λ ∈ (0,1], we consider the following one-parameter family of maps
H : [0,1] × C( J , X) → C( J , X),
(λ,u) → H(λ,u) = λF(u).
We will prove that the ﬁxed point set of the family H ,
Fix H = {u ∈ H(λ,u) for some λ ∈ (0,1]}
is a priori bounded.
Let u ∈ Fix H , for t ∈ J , we have
∥∥u(t)∥∥ ∥∥Q (t)(u0 − g(u))∥∥+ t∫
0
∥∥∥∥∥R(t − s) f
(
s,u(s),
s∫
0
ρ(s, τ )h
(
s, τ ,u(τ )
)
dτ
)∥∥∥∥∥ds
 M
(‖u0‖ + N)+ qM
Γ (1+ q)
t∫
0
(t − s)q−1
(
μ1(s)
∥∥u(s)∥∥+ m∗μ∗2 sup
τ∈[0,s]
∥∥u(τ )∥∥)ds
 M
(‖u0‖ + N)+ qM
Γ (1+ q)
t∫
0
(t − s)q−1μ1(s)ds · sup
s∈[0,t]
∥∥u(s)∥∥
+ qM
Γ (1+ q)m
∗μ∗2
t∫
0
(t − s)q−1 sup
τ∈[0,s]
∥∥u(τ )∥∥ds
 M
(‖u0‖ + N)+ qM
Γ (1+ q) lp,qT
q− 1p ‖μ1‖Lp sup
s∈[0,t]
∥∥u(s)∥∥+ qM
Γ (1+ q)m
∗μ∗2
t∫
0
(t − s)q−1 sup
τ∈[0,s]
∥∥u(τ )∥∥ds
= a1 + a2 sup
s∈[0,t]
∥∥u(s)∥∥+ a3 t∫
0
(t − s)q−1 sup
τ∈[0,s]
∥∥u(τ )∥∥ds, (3.7)
where
a1 = M
(‖u0‖ + N),
a2 = qM
Γ (1+ q) lp,qT
q− 1p ‖μ1‖Lp ,
a3 = qM
Γ (1+ q)m
∗μ∗2.
Set
φ(t) := sup
s∈[0,t]
∥∥u(s)∥∥,
and let t˜ ∈ [0, t] such that φ(t) = ‖u(t˜)‖. Then, by (3.7), we can see
φ(t) a1 + a2φ(t) + a3
t∫
0
(t − s)q−1φ(s)ds.
By Lemma 2.10, there exists a constant κ = κ(q) such that
φ(t) a1
1− a2 +
κa1a3
(1− a2)2
t∫
0
(t − s)q−1 ds a1
1− a2 +
κa1a3T q
q(1− a2)2 := γ .
Therefore supt∈ J ‖u(t)‖ γ .
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BR =
{
u ∈ C( J , X): ‖u‖[0,T ]  R
}⊂ C( J , X).
We take the radius R > 0 large enough to contain the set Fix H inside itself. Moreover, from the proof above, F : BR →
C( J , X) is ν-condensing. Therefore, by Theorem 2.9, we get the conclusion. 
When B = I , then D(B) = X . We assume that A generates a norm continuous semigroup {W (t)}t0 of uniformly bounded
linear operators on X , then from the proof of Theorem 3.1 we have the following theorem.
Theorem 3.2. Assume that (H1)–(H5) are satisﬁed. Then the mild solutions set of problem
cDqu(t) = Au(t) + f
(
t,u(t),
t∫
0
ρ(t, s)h
(
t, s,u(s)
)
ds
)
, t ∈ J ,
u(0) = u0 − g(u),
is a nonempty compact subset of the space C( J , X).
4. Applications
Consider the following partial integrodifferential equation of fractional order:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∂q[∑|α|2m bαDαx u(t, x)]
∂tq
=
∑
|α|2m
aαD
α
x u(t, x) +
∑
|α|2m
bαD
α
x
(
f
(
t,u(t, x),
t∫
0
ρ(t, s)h
(
t, s,u(s, x)
)
ds
))
,
∑
|α|2m
bαD
α
x u(0, x) =
∑
|α|2m
bαD
α
x
(
u0 − g(u)
)
,
(4.1)
where q ∈ (0,1), t ∈ J , x ∈ Rn ,
Dαx = Dα1x1 Dα2x2 · · · Dαnxn =
(
∂
∂x1
)α1( ∂
∂x2
)α2
· · ·
(
∂
∂xn
)αn
,
α = (α1,α2, . . . ,αn) is an n-dimensional multi-index, |α| = α1 + α2 + · · · + αn .
We denote the Fourier transform and its inverse transform by
(F f˜ )(ξ) :=
∫
Rn
e−i〈η,ξ 〉 f˜ (η)dη,
(
F−1 f˜
)
(η) := (2π)−n
∫
Rn
ei〈η,ξ 〉 f˜ (ξ)dξ.
Let X = L2(Rn) be the space of all square integrable functions on Rn , and let the operators A and B be deﬁned by⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
A f˜ :=
∑
|α|2m
aαD
α
x f˜ ,
D(A) :=
{
f˜ ∈ X:
∑
|α|2m
aαD
α
x f˜ ∈ X distributionally
}
,
and ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
B f˜ :=
∑
|α|2m
bαD
α
x f˜ ,
D(B) :=
{
f˜ ∈ X:
∑
|α|2m
bαD
α
x f˜ ∈ X distributionally
}
.
Clearly, A and B are closed linear operators. The symbol of A, B will be denoted respectively by
a(ξ) :=
∑
|α|2m
i|α|aαξα, b(ξ) :=
∑
|α|2m
i|α|bαξα, ξ ∈ Rn.
Then the above equation (4.1) can be reformulated as the abstract (1.1).
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following result.
Theorem 4.1. (See [19, Theorem 2.2].) Assume that b(ξ) = 0 for each ξ ∈ Rn and ω := supξ∈Rn Re(a(ξ)b−1(ξ))  0. Then the pair
(A, B) generates a propagation family {W (t)}t0 of D(B) to X satisfying∥∥W (t)∥∥ Const., t  0.
Furthermore, we assume that f , g , h, ρ satisfy (H1)–(H5), then from Theorem 3.1, (4.1) has mild solutions.
Example 4.2. Let X = L2(R), we deﬁne
D(A) = D(B) = H2(R),
Au = ∂
2u
∂x2
, Bu = u − ∂
2u
∂x2
.
In view of Theorem 4.1, it is easy to see that the pair (A, B) generates a propagation family W (t) of uniformly bounded,
and similarly to the proof of (2.15), (2.16) and (2.17) in [19], we can see that {W (t)}t0 is norm continuous for t > 0 and∥∥W (t)∥∥ 1.
Consider the fractional diffusion equations of Sobolev type with nonlocal condition:⎧⎪⎪⎨⎪⎪⎩
∂q
∂tq
(
u(t, x) − ∂
2u(t, x)
∂x2
)
= ∂
2u(t, x)
∂x2
+ f˜ (t,u(t, x)), x ∈ R, t ∈ J ,
u(0, x) − ∂
2
∂x2
u(0, x) = g˜(u(t, x)). (4.2)
Let
f
(
t,u(t, x)
) := B−1 f˜ (t,u(t, x)),
g(u) := −B−1 g˜(u(t, x)).
Then the above equation (4.2) can be rewritten in the abstract form as (1.1) (ρ ≡ 0, u0 = 0).
To study this problem, we assume the following conditions.
(a) f˜ satisﬁes f˜ (·, v) : J → X is measurable for all v ∈ X and f˜ (t, ·) : X → X is continuous for a.e. t ∈ J , and there exists
a function μ(·) ∈ Lp( J ,R+) (p > 1q > 1) such that∥∥ f˜ (t, v)∥∥μ(t)‖v‖
for almost all t ∈ J .
(b) There exists a function η(·) ∈ Lp( J ,R+) such that for any bounded set D ⊂ X
χ
(
f˜ (t, D)
)
 η(t)χ(D), a.e. t ∈ J .
(c) g˜ :C( J , X) → X is compact and uniformly bounded, i.e., there exists a constant N > 0 such that∥∥g˜(u)∥∥ N for all u ∈ C( J , X).
By Theorem 3.1, we can see that:
Theorem 4.3. Assume that the conditions (a)–(c) are satisﬁed. If
qT q−
1
p
Γ (1+ q) lp,q ·
∥∥B−1∥∥ ·max{‖μ‖Lp ,‖η‖Lp}< 1,
then there exists at least a mild solution for the problem (4.2).
Example 4.4. We take X = L2(R3) and deﬁne
D(A) = D(B) = H2(R3),
Au = u, Bu = u − u,
where u = ∂2u2 + ∂2u2 + ∂2u2 .∂x1 ∂x2 ∂x3
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the arguments similar to those in the proof of (2.15), (2.16) and (2.17) in [19], we deduce that {W˜ (t)}t0 is norm continuous
for t > 0 and∥∥W˜ (t)∥∥ 1.
Consider the equation⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂q[u(t, x) − u(t, x)]
∂tq
= u(t, x) + f
(
t,u(t, x),
t∫
0
ρ(t, s)h
(
t, s,u(s, x)
)
ds
)
− 
(
f
(
t,u(t, x),
t∫
0
ρ(t, s)h
(
t, s,u(s, x)
)
ds
))
, x ∈ R3, t ∈ (0,1],
u(0, x) − u(0, x) = u0 − g(u) − 
(
u0 − g(u)
)
, x ∈ R3,
(4.3)
where q = 12 and
ρ(t, s) = 1,
h
(
t, s,u(s, x)
)= s2 · sin u(s, x)
t
,
f
(
t,u(t, x),
t∫
0
h
(
t, s,u(s, x)
)
ds
)
= 1
k · k√t u(t, x) +
t2
k
t∫
0
s2 · sin u(s, x)
t
ds,
g
(
u(t, x)
)= 1∫
0
c(s) sin
(
1+ u(s, x))ds,
where
1
k
√
t
∈ Lp([0,1],R+) (p > 2),
1∫
0
∣∣c(s)∣∣ds < ∞.
It is easy to see that the above equation (4.3) can be written in the abstract form as (1.1). Moreover,∥∥∥∥∥ f
(
t,u(t, x),
t∫
0
h
(
t, s,u(s, x)
)
ds
)∥∥∥∥∥  1k · k√t ∥∥u(t, x)∥∥+ t
2
k
∥∥∥∥∥
t∫
0
h
(
t, s,u(s, x)
)
ds
∥∥∥∥∥
:= μ1(t)
∥∥u(t, x)∥∥+ μ2(t)
∥∥∥∥∥
t∫
0
h
(
t, s,u(s, x)
)
ds
∥∥∥∥∥,
and for any u1,u2 ∈ X ,∥∥∥∥∥ f
(
t,u1(t, x),
t∫
0
h
(
t, s,u1(s, x)
)
ds
)
− f
(
t,u2(t, x),
t∫
0
h
(
t, s,u2(s, x)
)
ds
)∥∥∥∥∥
 1
k · k√t
∥∥u1(t, x) − u2(t, x)∥∥+ t2
k
∥∥∥∥∥
t∫
0
h
(
t, s,u1(s, x)
)
ds −
t∫
0
h
(
t, s,u2(s, x)
)
ds
∥∥∥∥∥.
Therefore, for any bounded sets D1, D2 ⊂ X ,
f (t, D1, D2)
1
k
√ (χ(D1) + χ(D2)) := η(t)(χ(D1) +χ(D2)), t ∈ (0,1].k · t
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t
∥∥u(s, x)∥∥ :=m(t, s)∥∥u(s, x)∥∥
and
sup
t∈[0,1]
t∫
0
m(t, s)ds = sup
t∈[0,1]
t∫
0
s2
t
ds = 1
3
:=m∗.
For any u1,u2 ∈ X ,∥∥h(t, s,u1(s, x))− h(t, s,u2(s, x))∥∥ s2
t
∥∥u1(s, x) − u2(s, x)∥∥.
So, for any bounded set D1 ⊂ X ,
χ
(
h(t, s, D1)
)
 s
2
t
χ(D1) := ζ(t, s)χ(D1)
and
sup
t∈[0,1]
t∫
0
ζ(t, s)ds = sup
t∈[0,1]
t∫
0
s2
t
ds = 1
3
:= ζ ∗.
If we put p = 4, k = 5, then
‖μ1‖Lp([0,1],R+) = ‖η‖Lp([0,1],R+) =
(
1
5
) 3
4
, μ∗2 =
1
5
.
Noting
Γ
(
1+ 1
2
)
=
√
π
2
, lp,q =
(
p − 1
pq − 1
) p−1
p
= 3 34 ,
we have
qMTq−
1
p
Γ (1+ q) lp,q max
{‖μ1‖Lp([0,1],R+), (1+ ζ ∗)‖η‖Lp([0,1],R+)}+ MTqm∗μ∗2
Γ (1+ q)
= 4
3
√
π
(
3
5
) 3
4
+ 2
15
√
π
≈ 0.59< 0.60< 1.
Hence (H1)–(H5) are satisﬁed. This means that (4.3) has mild solutions by Theorem 3.1.
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