The main goal of the paper is to show that commutative hypercomplex algebras and Clifford algebras can be used to solve problems of multicolor image processing and pattern recognition in a natural and effective manner.
Introduction
The concept of color and multispectral image recognition connects the topics we consider in this work. The term "multispectral (multicolor, multicomponent) image" is defined for an image with more than one component. An RGB image is an example of a color image featuring three separate image components R(red), G(green), and B(blue). We know that primates and animals with different evolutionary histories have color visual systems of different dimensionality. For example, the human brain uses three channel (RGB) images to recognize color (RGB)-images. Primates have dichromacy and trichromacy visual systems, and they can use various 2D and 3D channels for the same purpose. Nonprimates have monochromacy and dichromacy visual systems. Images of such systems are real-or complex-valued functions. Reptiles have multichromacy visual systems. For example, the tortoise visual system has five types of color photoreceptors (R,G,B, DC,UV). Shrimps have the biggest known dimension of the visual system. They use ten spectral types of photoreceptors in their eyes to recognize fine spectral details. Our approach to multicolor image processing is to use so-called multiplet (multicolor or hypercomplex) numbers [1] - [7] to describe multicolor images and to operate directly on multi-channel images as on single-channel multiplet-valued images. In the classical approach every multicolor pixel (in particular, color pixel) is associated to a point of a kD multicolor vector space (to a point of a 3D RGB vector space for color images). In our approach, each image multicolor pixel is considered not as a kD vector, but as a multiplet (triplet) number, and multicolor (color) space is identified with the so-called multiplet (triplet) algebra. Note that both these assumptions (vector and hypercomplex natures of multicolor images) are only hypotheses. We have no biological evidence in the form of experiments that would verify that the brain actually uses any of the algebraic properties arising from structures of the vector spaces or the multiplet (triplet) algebra. It is our aim to show that the use of Clifford algebras fits more naturally to the tasks of multicolor image processing and recognition of multicolor patterns than does the use of color vector spaces. We give algebraic models of animals' visual systems using different hypercomplex and Clifford algebras. Our hypotheses are 1 Brains of primates operate with hypercomplex numbers during image processing and recognition.
2 Brains use different algebras on two levels (retina and Visual Cortex) for two general goals: image processing and pattern recognition, respectively. Multicolor images appear on the retina as functions with values in a multiplet kD algebra (k-cycle algebra) where k is the number of image spectral channels. But multicolor images in an animals' Visual Cortex (VC) are functions with values in a 2 k -D Clifford algebra.
3 Visual systems of animals with different evolutionary histories use different hypercomplex algebras for color and multicolor image processing.
One of the main and interesting problems of information science is clarification of how animals' eyes and brain recognize objects in the real world. Practice shows that they successfully cope with this problem and recognize objects at different locations, of different views and illumination, and with different degrees of blurring. But how is it done by the brain? How do we see? How do we recognize moving and changing objects of the surrounding world? A moving object is fixed in the retina as a sequence of different images. As in the famous aphorism of Heraclitus, who pointed out that one cannot step into the same river twice, we literally never see the same object twice. No individual image allows reaching a conclusion about the true shape of the object. This means that a set of sequential images appearing in the retina must contain a constant "something," thanks to which we see and recognize the object as a whole. This constant "something" is called invariant. For example, all letters 'F' in Fig. 1 we interpret as the same for different geometric distortions. This fact means that all geometrically distorted letters 'F' contain invariant features, which are not changed, when the shape of 'F' is changed. Our brain can extract these invariant features. In Fig. 2 we see hyperbolic (non-Euclidean) motions of grey-level mice and color fish. All transformed figures are interpreted as being the same. This fact means that all figures contain invariant features with respect to hyperbolic motions (and color transformations), and our brain can extract these invariant features from images, too. So, we see, we live in 3D Euclidean space but our brain can calculate invariants of images with respect to non-Euclidean transformations. In order for an artificial pattern recognition system to perform in the same way as any biological visual system, the recognition result should be invariant with respect to various transformation groups of the patterns such as translation, rotation, size variation, and change in illumination and color. The present work describes new methods of image recognition based on an algebraic-geometric theory of invariants. In this approach, each color or multicolor pixel is considered not as a kD vector, but as a kD hypercomplex number (k is the number of image spectral channels). Changes in the surrounding world which cause object shape and color transformations are treated not as matrix transforms, but as the action of some Clifford numbers in physical and perceptual spaces. We shall present some clues that Nature gives us about the role and importance of computing with hypercomplex numbers. We wish to review some of the reasons why such a state of affairs is necessary from a computational point of view. One can argue that Nature has also learned to utilize (through evolution) properties of hypercomplex numbers. Thus, the Visual Cortex might have the ability to operate as a Clifford algebra device. We don't agree with Kronecker that "The Lord created the integers and the rest is the work of man." We think that the Lord knew Clifford algebras, and he was the first engineer who used these algebras to design animals' visual systems.
2.
Clifford algebras as models of physical spaces
Algebras of physical spaces
We suppose that a brain calculates some hypercomplex-valued invariants of an image when recognizing it. Hypercomplex algebras generalize the algebras of complex numbers, quaternions and octonions. Of course, the algebraic nature of hypercomplex numbers must correspond to the spaces with respect to geometrically perceivable properties. For recognition of 2D, 3D and nD images we turn the spaces R 2 , R 3 and R n into corresponding algebras of hypercomplex numbers. Let "small" nD space R n be spanned by the orthonormal basis of n space hyperimaginary units I i , i = 1, 2, . . . n. We assume
and
2 be an arbitrary n-bit vector, where b i ∈ B 2 = {0, 1} and B n 2 is the nD Boolean algebra. Let us introduce
n . Then 2 n elements I b form a basis of 2 n D space, i.e., for all C ∈ R 2 n we have C := b∈B n 2 c b I b . If C 1 , C 2 ∈ R 2 n , then we can define their product C 1 C 2 . There are 3 n possibilities for I 2 i = +1, 0, −1, ∀i = 1, 2, . . . , n. Every possibility generates one algebra. Therefore, the space R 2 n with 3 n rules of the multiplication forms 3 n different 2 n D algebras, which are called the space Clifford algebras [8] . We denote these algebras by A
Example 1 We start with the space R 2 and provide it with the algebraic frame of algebras of generalized complex numbers:
where I is a generalized imaginary unit.
is the field of complex numbers.
If I 2 = +1, i.e., I = e, then A 2 (R|e) = DOU = {x 1 + ex 2 | x 1 , x 2 ∈ R; e 2 = 1} is the ring of double numbers. 
Every generalized quaternion q has the unique representation of the form
2 n is the scalar part of the Clifford numbers,
2 n is its bivector part, . . . ,
2 n is its n-vector part, and, finally, C {0} and C {1} are even and odd parts of the Clifford number C. If C ∈ A {l} 2 n , we put ∂(C) = l and say that l is the degree of C. Multiplication of two Clifford numbers of ranks k and s gives the sum of Clifford numbers from |k − s| to
Geometries of physical spaces
The conjugation operation in A 
are nD spaces 
where 
.
The subspaces of pure vector-valued generalized quaternions xI
They will be denoted by GR
. They form Euclidean, Minkowskian, and Galilean 3D pseudometric spaces, respectively. Theorem 1 [8] . All motions in 2D, 3D and nD spaces GR
All even Clifford numbers
are represented in the forms: Using this theorem, we can describe geometric distortions of images in the language of Clifford algebras. These distortions will be caused by:
is an initial image and
where λ is a scale factor, x, w ∈ GR Sp(p,q,r) n . We suppose that the human brain can use the spinor and "small" affine groups for mental rotations (see Fig. 3 ) and motions of images (for example, in a dream), which are contained in the brain memory on the so-called "screen of mind."
Clifford Algebras as Models of Perceptual Multicolor Spaces
Early in the 19th century Young (1802) proposed that the human visual system contains three color mechanisms. This theory was later supported by Helmholtz (1852) and became known as the YoungHelmholtz theory of color vision. Later, Hering (1878) proposed that color vision is mediated by red-green and blue-yellow opponent mechanisms. Thus, for a time it appeared there were two conflicting theories of color vision. As a result of experimental work, it has since become recognized that the two theories describe different levels in the visual system. In agreement with the Young-Helmholtz theory, there are three photoreceptor mechanisms, i.e., cone types, in the human retina, and, in accordance with Hering's theory, there are color-opponent neurons at higher levels in the VC. The multicomponent color image appears on the retina as the kD vector
where S obj (λ, x) is the color spectrum received from the point x of an object and
are sensor sensitivity functions. We give algebraic models for two levels (retina and VC) of visual systems using different hypercomplex Z/kZ-graded Clifford algebras.
Algebraization of the Young-Helmholtz model

3.1.1
The Young-Helmholtz model of color images. We shall represent RGB-color images that appear on the human retina as triplet-valued functions:
col , ε 2 col are hyperimaginary units, ε 3 col = 1. Numbers of the form C = x1 + yε col + zε 2 col (ε 3 col = 1) were considered by Greaves [10] . According to Greaves, these numbers are called the triplet or 3-cycle numbers. We shall call them the color numbers. The product of two color numbers
Thus, the color product is isomorphic to the 3-point cyclic convolution. The color conjugate C of a color number C = x + yε col + zε 2 col is defined
Each color number has three modules
possessing the properties:
2 ||C|| 1 . Triplets, strictly speaking, do not form a 3D field, but form an associative so-called triplet (color ) algebra
Greaves [10] considered a color number x + yε + zε 2 (here, ε ≡ ε col ) Figure 4 . Geometric interpretation of triplet algebra as a point of 3D space and gave the following geometric interpretation of triplet operations. He constructed a sphere (see Fig. 4 ) with the center at the origin and denoted intersection points of the sphere with the coordinate axes X, Y, Z in the positive direction by l, m, n, respectively. He drew a circle via points l, m, n; the "symmetrical axis" e lu was drawn via the center of this circle and the origin; the "symmetrical plane" E ch is perpendicular to the axis e lu . Then Greaves considered rectangular projections of color numbers C on the axis e lu and plane E ch . Furthermore, he proved that every triplet C can be represented as a sum of a real number being depicted by a rectangular projection of the triplet on the axis e lu and a complex number being depicted by a rectangular projection of the triplet on the plane E ch . Therefore, the color algebra is the direct sum of the real R and complex C fields: A 3 (R, C) = R · e lu + C · E ch = R ⊕ C, where e lu := (1 + ε + ε 2 )/3,
3 ε)/3 are orthogonal "real" and "complex" idempotents (e 2 lu = e lu , E 2 ch = E ch , e lu E ch = E ch e lu = 0), respectively, and ω 3 := e 2πi 3 . Therefore, every color number C = x + yε 1 + zε 2 is a linear combination C = x + yε 1 + zε 2 = a lu · e lu + z ch · E ch = (a lu , z ch ) of the "scalar" a lu e lu and "complex" parts z ch E ch in the idempotent basis {e lu , E ch }. We will call the real numbers a lu ∈ R the luminance (intensity) numbers, and the complex numbers z ch = b + jc ∈ C the chromaticity numbers. Obviously, a lu e lu := Ce lu = (x + yε 1 + zε 2 )e lu = (x+y +z)e lu , z ch
In the new representation two main arithmetic operations have very simple forms:
The norms ||.|| 1 , ||.|| 2 are called the luminance and chromaticity norms, respectively. We can consider a color image in the two forms:
In the second form we have separated the color image into two terms: the luminance (intensity) term f lu (x, y) and the chromacity term f ch (x, y) (color information). This color transformation is a linear projection (see Fig. 4 ) of the color vector-valued pixel in the color space on the diagonal vector e lu := (1, 1, 1) = i R + i G + i B and on the 2D plane π ch (C) which is orthogonal to the diagonal vector e lu : π ch (C) ⊥ e lu . The vector e lu is called the luminance (white) vector and the 2D plane π ch (C) is called the chromacy plane of RGB-space. The triangle (
The plain π ch (C) is equipped with the structure of the complex field C. Therefore, we can consider an RGB image as a pair of images f Ret
e lu , and f lu (x)|f ch (x) = 0. Here, f lu (x) : R 2 −→ R + is a real-valued image (grey-level image) and f ch (x) : R 2 −→ π ch (C) is a complex-valued image. Hence, each pixel is represented both by a real number f lu (x) for the luminance and a complex number f ch (x) for the chromatic information. The argument of the complex number f ch (x) is directly equivalent to the traditional definition of hue, and the modulus of the complex number is similar to saturation. Changes in both the surrounding world and mental space of reality such as intensity, color or illumination can be treated in the triplet algebra language as the action of some transformation groups in the perceptual color space A col 3 . Let us consider some of them.
, e iϕ f ch (x)) changes only the hue of the initial image. The set of all such transformations forms the hue orthogonal group HOG(2) := {(1, e iϕ )| e iϕ ∈ C}.
Now let
changes only the saturation of the initial image. The set of all such transformations forms the saturation dilation group SDG(2) := {(1, a)| a ∈ R + }. 
3.1.2
The Young-Helmholtz k-cycle model of multicolor images.
We will interpret multicolor images (1) as multiplet-valued signals
which take values in the multiplet k-cycle algebra 
where k lu = 1, 2 and k ch = j ch e i lu = 0, for all i, j. Every multiplet C can be represented as a linear combination of k lu "scalar" parts and k ch "complex" parts:
The real numbers a i ∈ R are called the multi-intensity numbers and complex numbers z j = b + ic ∈ C are called the multi-chromacity numbers. Now we will interpret the multicolor nD image appearing on the nD retina as a multiplet-valued nD signal of the form:
Here, the argument x belongs to the nD vector part GR p,q,r n of the space algebra A Sp 2 n . Changes in both the surrounding world and mental spaces of reality, such as multi-intensity and multi-color, can be treated in the language of multiplet algebra as the action of the following transformation group in the perceptual multicolor space 
Here, every color pixel f Ret 
In particular, for color images A col We say that the operator
Mcol is multicolor linear if and only if for all GL(N, A Mcol   k ). It is then easy to define the adjoint operator L * 2D for the color linear operator L 2D whose essential properties are
Multi-orthounitary operators form the multi-orthounitary group MOU = MOU(A Mcol k
). This group is isomorphic to the direct sum of k lu orthogonal and k ch unitary groups,
In particular, the orthounitary group of transformations for color images has the decomposition:
3 ) has the representation:
where
, and U j 2D ∈ U j (C) U 2D ∈ U(C) are orthogonal and unitary transforms, respectively. For multicolor image processing we shall use separable 2D transforms.
Definition 2 We call the multi-orthounitary transform
L 2D [f Ret Mcol ] sep- arable if it can be represented by L 2D [f Ret Mcol ] = L 1D [f Ret Mcol ]M 1D , i.e., L 2D = L 1D ⊗ M 1D is
the tensor product of two 1D multi-orthounitary transforms of the form:
for multicolor images, and the tensor product of two 1D orthounitary transforms 
3.2
Algebraization of the Hering model
3.2.1
The Hering Z/2Z-graded model of color images. Let us consider 3D color space R 3 col = RJ R + RJ G + RJ B spanned by three new hyperimaginary units
This is an algebra of generalized color octonions with signature (α, β, γ).
-valued color nD images appearing in the human Visual Cortex.
The second opponent cells map R,G,B components on the 4D unit sphere f 2 Bl +f 2 RG +f 2 RB +f 2 GB = 1, where f RG , f RB , f GB , f Bl are black, red-green, red-blue and green-blue components, respectively. Therefore, resulting from the capacity of this algebraic model of color image, we can formulate the spin-valued function
which has values in the spin part Spin A col)
of the color Clifford algebra.
Definition 4 The functions
are called the spin-valued color 2D and nD images, respectively.
For this model, color changes in both the surrounding world and mental spaces can be described as the action of the color spinor transformation group in the perceptual color spaces A col 8 and Spin A col
are called the left, right and two-sided spinor-color transformations of f V C col (x), respectively.
3.2.2
The Hering Z/kZ-graded model of multicolor images. To form the algebraic model of multicolor images in the animals' VC, we consider a k m D multicolor quantum Clifford algebra
(i.e., Clifford algebra with signature (α 0 , α 1 , . . . , α k−1 ) and deformed by a k primitive root of unity ω k ) generated by multicolor hypercomplex units J 1 , . . . , J m with relations J k i = ω 0 for α 0 hypercomplex units, k m = QCA [1] k m forms a transformation group of QCA [1] k m . We shall call it the quantum spinor group and denote it by
Definition 5 The functions
are called the nD Cliffordean-valued and quantum-spin-valued images appearing in the animals' VC.
For this model, multicolor changes in both the surrounding world and mental spaces can be described as the action of the quantum spinor transformation group in the perceptual color spaces QSpin QCA
are called the left, right and two-sided spinor-color transformations of f V C Mcol (x), respectively. Further, we interpret an image as an embedding of a manifold in a spatial-multicolor Clifford algebra of higher dimension. The embedding manifold is a "hybrid" (spatial-multicolor) space that includes spatial coordinates as well as color coordinates. For example, a 2D color image is considered as a 3D manifold in the 5D spatial-color space R 5
, where x ∈ RI 1 , y ∈ RI 2 are spatial coordinates and 
, respectively. Here, all spatial hyperimaginary units commute with all multicolor units.
3.2.3
Clifford-unitary transforms of multicolor images. 2D discrete Cliffordean-valued images appearing in the animals' VC can be defined as a 2D array
. The vector structure of this space is defined with multiplication by Clifford-valued scalars (Cf )(i, j) := Cf (i, j). We say that the operator
Otherwise we call L 2D Clifford nonlinear. If L 2D is a Clifford linear operator and ||det(L 2D )|| 2 2 does not vanish, then we call the operator L 2D nonsingular. Otherwise L 2D is singular. The inverse L . It is then easy to define the adjoint operatorL *
2D
for the Clifford linear operator L 2D , whose essential properties are . For multicolor image processing we shall use separa-
is the tensor product of two 1D Clifford-unitary transforms.
4.
Hypercomplex-valued invariants of nD multicolor images 
Clifford-valued invariants
is a generalized space Clifford number and C ∈ A Mcol is a multicolor quantum Clifford number, then all products of the form xC are called spatial-color numbers. They form a spacecolor algebra Fig. 6 ), and the normalized central moments 
Definition 7 The functionals
M p := M{f Mcol } = x∈ Ê Sp n (x − c) p f Mcol (x)dxJ p { λ 0 w f 0 Mcol } = M p { λ 0 W f 0 Mcol } = λ p+n C 0 E p 0 M p {f Mcol } E −p 0 C −1 0(4|N p { λ 0 w f 0 Mcol }| = |M p { λ 0 w f 0 Mcol }M p−1 0 { λ 0 w f 0 Mcol }| |M
Moments and invariants of color 2D and 3D images
Let GC 
Conclusions
We have shown how Clifford algebras can be used in the formation and computation of invariants of 2D, 3D and nD color and multicolor objects of different Euclidean and non-Euclidean geometries. The theorems stated show how simple and efficient the methods of calculation of invariants are that use spatial and color Clifford algebras. But how fast can the invariants be calculated? The answer to this question the interested reader can find in [2] , where Fourier-Clifford and Fourier-Hamilton number theoretic transforms are used for this purpose.
