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EXTENSIONS OF TEMPERED REPRESENTATIONS
ERIC OPDAM AND MAARTEN SOLLEVELD
Abstract. Let pi, pi′ be irreducible tempered representations of an affine Hecke
algebra H with positive parameters. We compute the higher extension groups
ExtnH(pi, pi
′) explicitly in terms of the representations of analytic R-groups corre-
sponding to pi and pi′. The result has immediate applications to the computation
of the Euler–Poincare´ pairing EP (pi, pi′), the alternating sum of the dimensions
of the Ext-groups. The resulting formula for EP (pi, pi′) is equal to Arthur’s for-
mula for the elliptic pairing of tempered characters in the setting of reductive
p-adic groups. Our proof applies equally well to affine Hecke algebras and to re-
ductive groups over non-archimedean local fields of arbitrary characteristic. This
sheds new light on the formula of Arthur and gives a new proof of Kazhdan’s
orthogonality conjecture for the Euler-Poincare´ pairing of admissible characters.
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Introduction
Let F be a non-archimedean local field, and let L be the group of F-rational points
of a connected reductive algebraic group defined over F. In this paper we will com-
pute the vector space of higher extensions ExtnL(V, V
′) between smooth irreducible
tempered representations V, V ′ of L in the abelian category of smooth representa-
tions of L. In the formulation of the result a predominant role is played by the so
called analytic R-groups which, by classical results due to Harish-Chandra, Knapp,
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Stein and Silberger, are fundamental in the classification of smooth irreducible tem-
pered representations [HC, KnSt, Sil]. The result applies to the computation of
the Euler-Poincare´ pairing for admissible tempered representations of L. In partic-
ular, this leads to a new proof for the “homological version” of Arthur’s formula
for the elliptic pairing of tempered characters of L [Art, Ree] and to a new proof
for Kazhdan’s othogonality conjecture [Kaz] for the elliptic pairing of general ad-
missible characters of L (which was previously proved by Bezrukavnikov [Bez] and
independently by Schneider and Stuhler [ScSt]).
The first and crucially important step is a result of Meyer [Mey2] showing that
there exists a natural isomorphism ExtnH(L)(V, V
′) ≃ ExtnS(L)(V, V
′) where S(L) de-
notes the Harish-Chandra Schwartz algebra of L. HereH(L) and S(L) are considered
as bornological algebras and the Ext-groups are defined in categories of bornological
modules, see [Mey1]. Recently the authors found an alternative proof of this result
without the use of bornologies [OpSo3].
The Schwartz algebra is a direct limit of the Fre´chet subalgebras S(L,K) =
eKS(L)eK of K-biinvariant functions in S(L), where K runs over a system of
“good” compact open subgroups of L. One can prove by Morita equivalence that
ExtiS(L)(V, V
′) ≃ ExtiS(L,K)(V
K , V ′K) if V is generated by its K-invariant vectors
(see Section 7). Now we use the structure of S(L,K) provided by Harish-Chandra’s
Fourier isomorphism [Wal] in order to compute the right hand side. More precisely,
we take the formal completion of the algebra S(L,K) at the central character of
V K , and show that this is Morita equivalent to a (twisted) crossed product of a
formal power series ring with the analytic R-group. Finally, the Ext-groups of such
algebras are easily computed using a Koszul resolution.
All ingredients necessary for the above line of arguments have been developed
in detail in the context of abstract affine Hecke algebras as well [DeOp1, DeOp2,
OpSo1]. The analytic R-groups are defined in terms of the Weyl group and the
Plancherel density, all of which allow for explicit determination [Slo]. We will use
the case of abstract affine Hecke algebras as the point of reference in this paper. In
section 7 we will carefully formulate the results for the representation theory of L,
and discuss the adaption of the arguments necessary for the proofs of those results.
The main technical difficulties to carry out the above steps arise from the ne-
cessity to control the properties of the formal completion functor in the context
of the Fre´chet algebras S(L,K), which are far from Noetherian. The category of
bornological S(L,K)-modules is a Quillen exact category [Qui] with respect to exact
sequences that admit a bounded linear splitting. This implies (as used implicitly
above) that the Ext-groups over the algebras S(L,K) are well-defined with respect
to this exact structure. But the bounded linear splittings are not preserved when
taking the formal completion at a central character, and this forces us to make
careful choices of the exact categories with which to work.
We will now discuss the main results of this paper in more detail. Let us first
recall some basic facts on analytic R-groups. Let H denote an abstract affine Hecke
algebra with positive parameters. By [DeOp1] the category of tempered H-modules
of finite length decomposes into “blocks” which are parameterized by the set Ξun/W
of orbits of tempered standard induction data ξ ∈ Ξun for H under the action of the
Weyl groupoidW for H. To such a standard tempered induction datum ξ ∈ Ξun one
attaches a tempered standard induced module π(ξ), which is a unitary tempered
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H-module. The block Modf,Wξ(S) of tempered modules associated with Wξ is
generated by π(ξ). The space Ξun of tempered induction data is a finite disjoint
union of compact tori of various dimensions. In particular, at each ξ ∈ Ξun there
exists a well defined tangent space Tξ(Ξun). With the action of the Weyl groupoid
W we obtain a smooth orbifold Ξun⋊W. The isotropy groupWξ ⊂ W of ξ admits a
canonical decomposition Wξ = W (Rξ)⋊Rξ. Here W (Rξ) is a real reflection group
associated to an integral root system Rξ in Tξ(Ξun) and Rξ is a group of diagram
automorphisms with respect to a suitable choice of a basis of Rξ. The subgroup
Rξ is called the analytic R-group at ξ. Since W (Rξ) is a real reflection group,
the quotient (in the category of complex affine varieties) (Tξ(Ξun)⊗R C)/W (Rξ) is
the complexification of a real vector space Eξ which carries a representation of Rξ.
The Rξ-representation Eξ is independent of the choice of ξ in its orbit Wξ, up to
equivalence.
The Knapp–Stein linear independence theorem (Theorem 4.1) for affine Hecke
algebras [DeOp2] states that the commutant of π(ξ)(H) in EndC(π(ξ)) is isomorphic
to the twisted group algebra C[Rξ, κξ] of the analytic R-group Rξ, where κξ is a
certain 2-cocycle. This sets up a bijection
Irr(C[Rξ, κξ ])←→ IrrWξ(S)
(ρ, V )←→ π(ξ, ρ)
between the set of irreducible representations of C[Rξ, κξ ] and the set of irreducible
objects in Modf,Wξ(S). Hence the collection π(ξ, ρ) where Wξ runs over the set of
W-orbits in Ξun and ρ runs over the set of irreducible representations of C[Rξ, κξ] is
a complete set of representatives for the equivalence classes of tempered irreducible
representations of H.
Let R∗ξ be the Schur extension of Rξ and let pξ ∈ C[R
∗
ξ ] be the central idempotent
corresponding to the two-sided ideal C[Rξ, κ
−1
ξ ] ⊂ C[R
∗
ξ ]. The first main result
of this paper is a generalization of the Knapp-Stein Theorem. It establishes an
equivalence between the category of S-modules with generalized central character
Wξ and the module category of the complex algebra
Aξ := pξ
(
Ŝ(Eξ)⋊R
∗
ξ
)
∼=
(
Ŝ(Eξ)⊗ EndC
(
pξC[R
∗
ξ ]
))R∗ξ
.
Here S(Eξ) denotes the algebra of complex valued polynomial functions on E
∗
ξ and
Ŝ(Eξ) is its formal completion at 0 ∈ E
∗
ξ . The group R
∗
ξ acts on this space through
its natural quotient Rξ. Consider the Aξ-module
D :=
(
Ŝ(Eξ)⊗HomC
(
π(ξ), pξC[R
∗
ξ ]
))R∗ξ
.
The Fourier isomorphism (23) from [DeOp1, Theorem 5.3] implies thatD also admits
a natural right S-module structure, turning it into a Aξ-S-bimodule. To make the
above precise we consider the categories Modbor(Aξ) of bornological Aξ-modules and
ModWξ,torbor (S), which consists of the bornological S-modules that are annihilated
by all W-invariant smooth functions on Ξun that are flat in ξ. In both cases the
bornology is derived from the Fre´chet algebra structure. We endow these categories
with the exact structure of module extensions with a bounded linear splitting.
Instead of this bornological machinery, one may also think of Fre´chet modules
and exact sequences that admit continuous linear splittings. Indeed, the functor
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ModFr(S)→ Modbor(S) that equips a Fre´chet S-module with its precompact bornol-
ogy is a fully exact embedding [OpSo1, Proposition A.2]. Hence all our constructions
could be viewed purely within the context of Frechet S-modules and that would
yield the same results, restricted to this fully exact subcategory of the category of
bornological S-modules.
Theorem 1. (See Theorem 5.1.)
There is an equivalence of exact categories
ModWξ,torbor (S)→ Modbor(Aξ), M 7→ D⊗̂SM,
and similarly for the corresponding categories of Fre´chet modules.
The restriction of this result to irreducible modules essentially recovers the afore-
mentioned Knapp–Stein Theorem. The proof of Theorem 1 is analytic in nature,
some of the ideas are already present in [Was, LePl].
Since the algebra Aξ is a twisted crossed product of a formal power series ring
with Rξ, it is not hard to compute the Ext-groups between modules in Modf,Wξ(S)
using Theorem 1. But we are more interested in computing their Ext-groups in
the category of H-modules or equivalently [Mey1, OpSo1] in Modbor(S). To go
from there to ModWξ,torbor (S) boils down to applying the formal completion functor
at a central character. In Section 2 we show that this completion functor is exact
and preserves Ext-groups in suitable module categories. The underlying reason is
that the Taylor series map from smooth functions to power series induces an exact
functor on finitely generated modules [ToMe]. With that, Theorem 1 and an explicit
Koszul resolution for Aξ we can calculate the Ext-groups for irreducible tempered
H-representations:
Theorem 2. (See Theorem 5.2.)
Let (ρ, V ), (ρ′, V ′) ∈ Irr(C[Rξ , κξ]) and let n ≥ 0. Then
ExtnH
(
π(ξ, ρ), π(ξ, ρ′)
)
∼=
(
HomC(V
′, V )⊗R
∧nE∗ξ )Rξ .
Since S-modules with different central characters have only trivial extensions,
Theorem 2 is the essential case for the determination of extensions between finite
dimensional S-modules. Our proof also applies in the context of tempered represen-
tations of reductive p-adic groups:
Theorem 3. (See Section 7.)
Let L be a connected reductive group defined over a non-archimedean local field F.
Then the analogues of Theorems 1 and 2 holds for tempered irreducible representa-
tions of L = L(F).
These results have obvious consequences for the computation of the Euler–Poincare´
pairings. For any C-linear abelian category C with finite homological dimension
one may define the Euler–Poincare´ pairing [ScSt] of two objects of finite length
π, π′ ∈ Obj(C) by the formula
(1) EPC(π, π
′) =
∑
n≥0
(−1)n dimC Ext
n
C(π, π
′)
provided that the dimensions of all the Ext-groups between irreducible objects are
finite. Let KC(C) denote the Grothendieck group (tensored by C) of finite length
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objects in C. The Euler–Poincare´ pairing extends to a sesquilinear form EP on
KC(C).
A well known instance of this construction is the Euler–Poincare´ pairing on the
Grothendieck group GC(L) of admissible representations of L [BeDe, ScSt]. In this
case C is the category of smooth representations of L. The resulting pairing EPL
is Hermitian ([ScSt]; See Proposition 7.2 for a more direct argument) and plays a
fundamental role in the local trace formula and in the study of orbital integrals on
the regular elliptic set of L [Art, ScSt, Bez, Ree]. The definition of EP also applies
naturally to the Grothendieck group GC(H) of finite dimensional representations of
an abstract affine Hecke algebra H with positive parameters. Here one uses that
the category of finitely generated H-modules has finite cohomological dimension by
[OpSo1]. The form EPH on GC(H) is also Hermitian [OpSo1, Theorem 3.5.a].
Theorem 2 implies the following formula for the Euler–Poincare´ pairing between
irreducible tempered representations of an affine Hecke algebra H (see Theorem 6.5):
(2) EPH(π(ξ, ρ), π(ξ, ρ
′)) = |Rξ|
−1
∑
r∈Rξ
|d(r)| trρ(r) trρ′(r).
where d(r) = detTξ(Ξun)(1− r). Similarly Theorem 3 implies the analog of (2) in the
context of tempered representations of a reductive p-adic group L. We formulate
this as a theorem since it had not yet been established in this generality:
Theorem 4. (See (91))
Let L be a connected reductive group defined over a non-archimedean local field F.
Then the analog of (2) holds for the Euler-Poincare´ pairing of tempered irreducible
representations of L = L(F).
In the case of Iwahori-spherical representations of split groups this result was
previously shown by Reeder [Ree] using different arguments. If char(F) = 0 then
Theorem 4 can alternatively be derived by combining Arthur’s formula [Art, Corol-
lary 6.3] for the elliptic pairing of tempered characters with Kazhdan’s orthogonality
conjecture for the Euler–Poincare´ pairing of admissible characters of L, which was
proved independently in [ScSt, Theorem III.4.21] and in [Bez, Theorem 0.20]. Inter-
estingly, this argument can also be reversed showing that Theorem 4 gives rise to a
new proof of Kazhdan’s orthogonality conjecture. We explain this argument more
precisely now.
Let us recall the elliptic pairing of admissible characters. Suppose that the ground
field F of L has characteristic 0 and let Cell be the set of regular semisimple elliptic
conjugacy classes of L. By definition Cell is empty if the center Z(L) of L is not
compact. There exists a canonical elliptic measure dγ (the “Weyl measure”) on
Cell [Kaz]. Let θπ denote the locally constant function on C
ell determined by the
distributional character of an admissible representation π. The elliptic pairing of π
and π′ is defined as
(3) eL(π, π
′) :=
∫
Cell
θπ(c
−1)θπ′(c)dγ(c).
Kazhdan’s orthogonality conjecture for the Euler–Poincare´ pairing of admissible
characters of L states that, under the assumptions made above, the elliptic pairing
eL(π, π
′) of two admissible representations π and π′ of L is equal to their Euler–
Poincare´ pairing:
(4) eL(π, π
′) = EPL(π, π
′).
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Next we indicate how (4) also follows from Theorem 4. The connection is provided
by results of Arthur on the elliptic pairing of tempered characters. Let P ⊂ L be
a parabolic subgroup with Levi component M , and let σ be a smooth irreducible
representation of M , square integrable modulo the center of M . The representation
ILP (σ), the smooth normalized parabolically induced representation from σ, is a
tempered admissible unitary representation of L. The decomposition of ILP (σ) is
governed by the associated analytic R-group Rσ, a finite group which acts naturally
on the real Lie algebra Hom(X∗(M),R) of the center of M . For r ∈ Rσ we denote
by d(r) the determinant of the linear transformation 1− r on Hom(X∗(M),R). We
note that d(r) = 0 whenever Z(L) is not compact.
Let π be an irreducible tempered representation of L which occurs in ILP (σ),
which we denote by π ≺ ILP (σ). The theory of the analytic R-group asserts that
ρ = HomL(π,I
L
P (σ)) is an irreducible projective Rσ-representation. It was shown in
[Art, Corollary 6.3] that for all tempered irreducible representations π, π′ ≺ ILP (σ)
one has
(5) eL(π, π
′) = |Rσ |
−1
∑
r∈Rσ
|d(r)| trρ(r) trρ′(r).
The proof uses the local trace formula for L, which requires that char(F) = 0.
With our conventions (5) is trivial when Z(L) is not compact, Arthur has a more
sophisticated equality in that situation. If π and π′ do not arise (up to equivalence)
as components of the same standard induced representation ILP (σ), then their elliptic
pairing is zero. From (5) and Theorem 4 it is only a short trip to a proof of Kazhdan’s
orthogonality conjecture:
Theorem 5. (See Theorem 7.3.)
Let L be a connected reductive group defined over a non-archimedean local field F of
characteristic 0. Then equation (4) holds for all admissible representations π, π′ of
L = L(F).
The elliptic pairing and the set Cell of elliptic conjugacy classes in (3) do not
seem to have obvious counterparts in the setting of affine Hecke algebras. Reeder
[Ree] introduced the elliptic pairing for the cross product of a finite group with a
real representation. This construction was extended in [OpSo1, Theorem 3.3] to
the case of a finite group acting on a lattice. To relate these notions of elliptic
pairing for Weyl groups to the Euler-Poincare´ characteristic EPH one compares
EPH and EPW , which is done in [Ree, Section 5.6] (for affine Hecke algebras with
equal parameters) and in [OpSo1, Chapter 3]. Recent results from [Sol3] allow us to
conclude that GC(H) modulo the radical of EPH equals the vector space Ell(H) of
“elliptic characters”, and that this space does not depend on the Hecke parameters
q (Theorem 6.4).
Arthur’s explicit formula (2) for EPH applies only to the Euler-Poincare´ pairing
of tempered characters. In an abstract sense this no restriction, as it follows from
the Langlands classification of irreducible characters of H in terms of standard in-
duction data in Langlands position, that modulo the radical of the pairing EPH
any irreducible character is equivalent to a virtual tempered character. But this is
complicated in practice, and therefore our formula does not qualify as an explicit
formula for EPH for general non-tempered irreducible characters. It would therefore
be desirable to extend the result to general finite dimensional representations of H.
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In Section 4 we make a first step by extending the definition of the analytic R-group
to non-tempered induction data. We show that its irreducible characters are in
natural bijection with the Langlands quotients associated to the induction datum.
However, we have not been able to generalize the Arthur formula to this case. It
seems that one would need an appropriate version of Kazhdan–Lusztig polynomials
to address the problem in this generality.
1. Affine Hecke algebras
Here we recall the definitions and notations of our most important objects of
study. Several things described in this section can be found in more detail elsewhere
in the literature, see in particular [Lus1, Opd1, OpSo1, Sol3].
Let a be a finite dimensional real vector space and let a∗ be its dual. Let Y ⊂ a
be a lattice and X = HomZ(Y,Z) ⊂ a∗ the dual lattice. Let
R = (X,R0, Y,R
∨
0 , F0).
be a based root datum. Thus R0 is a reduced root system in X, R
∨
0 ⊂ Y is the
dual root system, F0 is a basis of R0 and the set of positive roots is denoted R
+
0 .
Furthermore we are given a bijection R0 → R
∨
0 , α 7→ α
∨ such that 〈α , α∨〉 = 2 and
such that the corresponding reflections sα : X → X (resp. s
∨
α : Y → Y ) stabilize R0
(resp. R∨0 ). We do not assume that R0 spans a
∗.
The reflections sα generate the Weyl group W0 = W (R0) of R0, and S0 := {sα :
α ∈ F0} is the collection of simple reflections. We have the affine Weyl group
W aff = ZR0 ⋊W0 and the extended (affine) Weyl group W = X ⋊W0. Both can
be regarded as groups of affine transformations of a∗. We denote the translation
corresponding to x ∈ X by tx.
As is well known, W aff is a Coxeter group, and the basis of R0 gives rise to a
set Saff of simple (affine) reflections. The length function ℓ of the Coxeter system
(W aff , Saff) extends naturally to W , by counting how many negative roots of the
affine root system R∨0 × Z are made positive by an element of W . We write
X+ := {x ∈ X : 〈x , α∨〉 ≥ 0 ∀α ∈ F0},
X− := {x ∈ X : 〈x , α∨〉 ≤ 0 ∀α ∈ F0} = −X
+.
It is easily seen that the center of W is the lattice
Z(W ) = X+ ∩X−.
We say that R is semisimple if Z(W ) = 0 or equivalently if R0 spans a
∗. Thus a
root datum is semisimple if and only if the corresponding reductive algebraic group
is so.
With R we also associate some other root systems. There is the non-reduced root
system
Rnr := R0 ∪ {2α : α
∨ ∈ 2Y }.
Obviously we put (2α)∨ = α∨/2. Let R1 be the reduced root system of long roots
in Rnr:
R1 := {α ∈ Rnr : α
∨ 6∈ 2Y }.
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Consider a positive parameter function for R, that is, a function q :W → R>0 such
that
(6)
q(ω) = 1 if ℓ(ω) = 0,
q(wv) = q(w)q(v) if w, v ∈W and ℓ(wv) = ℓ(w) + ℓ(v).
Alternatively it can be given byW0-invariant map q : R
∨
nr → R>0, the relation being
(7)
qα∨ = q(sα) = q(tαsα) if α ∈ R0 ∩R1,
qα∨ = q(tαsα) if α ∈ R0 \R1,
qα∨/2 = q(sα)q(tαsα)
−1 if α ∈ R0 \R1.
In case R0 is irreducible this means that q is determined by one, two or three
independent real numbers, where three only occurs for a root datum of type C
(1)
n .
The affine Hecke algebra H = H(R, q) is the unique associative complex algebra
with basis {Nw : w ∈W} and multiplication rules
(8)
NwNv = Nwv if ℓ(wv) = ℓ(w) + ℓ(v) ,(
Ns − q(s)
1/2
)(
Ns + q(s)
−1/2
)
= 0 if s ∈ Saff .
In the literature one also finds this algebra defined in terms of the elements q(s)1/2Ns,
in which case the multiplication can be described without square roots. The algebra
H is endowed with a conjugate-linear involution, defined on basis elements by N∗w :=
Nw−1 .
For x ∈ X+ we put θx := Ntx . The corresponding semigroup morphism X
+ →
H(R, q)× extends to a group homomorphism
X →H(R, q)× : x 7→ θx.
A part of the Bernstein presentation [Lus1, §3] says that the subalgebra A :=
span{θx : x ∈ X} is isomorphic to C[X], and that the center Z(H) corresponds
to C[X]W0 under this isomorphism. Let T be the complex algebraic torus
T = HomZ(X,C
×) ∼= Y ⊗Z C
×,
so A ∼= O(T ) and Z(H) = AW0 ∼= O(T/W0). This torus admits a polar decomposi-
tion
T = Trs × Tun = HomZ(X,R>0)×HomZ(X,S
1)
into a real split (or positive) part and a unitary part.
Let Modf (H) be the category of finite dimensional H-modules, and Modf,W0t(H)
the full subcategory of modules that admit the Z(H)-character W0t ∈ T/W0. We let
G(H) be the Grothendieck group of Modf (H) and we write GC(H) = C ⊗Z G(H).
Furthermore we denote by Irr(H), respectively IrrW0t(H), the set of equivalence
classes of irreducible objects in Modf (H), respectively Modf,W0t(H). We will use
these notations also for other algebras and groups.
1.1. Parabolic induction. For a set of simple roots P ⊂ F0 we introduce the
notations
(9)
RP = QP ∩R0 R∨P = QP
∨ ∩R∨0 ,
XP = X
/(
X ∩ (P∨)⊥
)
XP = X/(X ∩QP ),
YP = Y ∩QP∨ Y P = Y ∩ P⊥,
aP = RP∨ aP = P⊥,
TP = HomZ(XP ,C×) TP = HomZ(XP ,C×),
RP = (XP , RP , YP , R
∨
P , P ) R
P = (X,RP , Y,R
∨
P , P ).
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Notice that TP and T
P are algebraic subtori of T . Although Trs = TP,rs × T
P
rs, the
product Tun = TP,unT
P
un is not direct, because the intersection
TP,un ∩ T
P
un = TP ∩ T
P
can have more than one element (but only finitely many).
We define parameter functions qP and q
P on the root data RP and R
P , as follows.
Restrict q to a function on (RP )
∨
nr and use (7) to extend it to W (RP ) and W (R
P ).
Now we can define the parabolic subalgebras
HP = H(RP , qP ), H
P = H(RP , qP ).
Despite our terminology HP and HP are not subalgebras of H, but they are close.
Namely, H(RP , qP ) is isomorphic to the subalgebra of H(R, q) generated by A and
H(W (RP ), qP ). We denote the image of x ∈ X in XP by xP and we let AP ⊂ HP
be the commutative subalgebra spanned by {θxP : xP ∈ XP }. There is natural
surjective quotient map
(10) HP →HP : θxNw 7→ θxPNw.
For all x ∈ X and α ∈ P we have
x− sα(x) = 〈x , α
∨〉α ∈ ZP,
so t(sα(x)) = t(x) for all t ∈ TP . Hence t(w(x)) = t(x) for all w ∈ W (RP ), and we
can define an algebra automorphism
(11) φt : H
P →HP , φt(θxNw) = t(x)θxNw t ∈ T
P .
In particular, for t ∈ TP ∩ T
P this descends to an algebra automorphism
(12) ψt : HP →HP , θxPNw 7→ t(xP )θxPNw t ∈ TP ∩ T
P .
Suppose that g ∈W0 satisfies g(P ) = Q ⊆ F0. Then there are algebra isomorphisms
(13)
ψg : HP →HQ, θxPNw 7→ θg(xP )Ngwg−1 ,
ψg : H
P →HQ, θxNw 7→ θgxNgwg−1 .
We can regard any representation (σ, Vσ) of H(RP , qP ) as a representation of
H(RP , qP ) via the quotient map (10). Thus we can construct the H-representation
π(P, σ, t) := Ind
H(R,q)
H(RP ,qP )
(σ ◦ φt).
Representations of this form are said to be parabolically induced.
We intend to partition Irr(H) into finite packets, each of which is obtained by in-
ducing a discrete series representation of a parabolic subalgebra of H. The discrete
series and tempered representations are defined via the A-weights of a representa-
tion, as we recall now. Given P ⊆ F0, we have the following positive cones in a and
in Trs:
(14)
a
+ = {µ ∈ a : 〈α , µ〉 ≥ 0 ∀α ∈ F0}, T
+ = exp(a+),
a
+
P = {µ ∈ aP : 〈α , µ〉 ≥ 0 ∀α ∈ P}, T
+
P = exp(a
+
P ),
a
P+ = {µ ∈ aP : 〈α , µ〉 ≥ 0 ∀α ∈ F0 \ P}, T
P+ = exp(aP+),
a
P++ = {µ ∈ aP : 〈α , µ〉 > 0 ∀α ∈ F0 \ P}, T
P++ = exp(aP++).
The antidual of a∗+ := {x ∈ a∗ : 〈x , α∨〉 ≥ 0 ∀α ∈ F0} is
(15) a− = {λ ∈ a : 〈x , λ〉 ≤ 0 ∀x ∈ a∗+} =
{∑
α∈F0
λαα
∨ : λα ≤ 0
}
.
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Similarly we define
(16) a−P =
{∑
α∈P
λαα
∨ ∈ aP : λα ≤ 0
}
.
The interior a−− of a− equals
{∑
α∈F0
λαα
∨ : λα < 0
}
if F0 spans a
∗, and is empty
otherwise. We write T− = exp(a−) and T−− = exp(a−−).
Let t = |t|·t|t|−1 ∈ Trs×Tun be the polar decomposition of t. An H-representation
is called tempered if |t| ∈ T− for all its A-weights t, and anti-tempered if |t|−1 ∈ T−
for all such t. More restrictively we say that an irreducible H-representation belongs
to the discrete series (or simply: is discrete series) if |t| ∈ T−−, for all its A-weights
t. In particular the discrete series is empty if F0 does not span a
∗.
Our induction data are triples (P, δ, t), where
• P ⊂ F0;
• (δ, Vδ) is a discrete series representation of HP ;
• t ∈ TP .
Let Ξ be the space of such induction data, where we consider δ only modulo equiv-
alence of HP -representations. We say that ξ = (P, δ, t) is unitary if t ∈ T
P
un, and we
denote the space of unitary induction data by Ξun. Similarly we say that ξ is positive
if |t| ∈ TP+, which we write as ξ ∈ Ξ+. We have three collections of induction data:
(17) Ξun ⊆ Ξ
+ ⊆ Ξ.
By default we endow these spaces with the topology for which P and δ are discrete
variables and TP carries its natural analytic topology. With ξ ∈ Ξ we associate the
parabolically induced representation
π(ξ) = π(P, δ, t) := IndHHP (δ ◦ φt).
As vector space underlying π(ξ) we will always take C[WP ]⊗ Vδ, where WP is the
collection of shortest length representatives of W0/W (RP ). This space does not
depend on t, which will allow us to speak of maps that are continuous, smooth,
polynomial or even rational in the parameter t ∈ TP . It is known that π(ξ) is
unitary and tempered if ξ ∈ Ξun, and non-tempered if ξ ∈ Ξ \ Ξun, see [Opd1,
Propositions 4.19 and 4.20] and [Sol3, Lemma 3.1.1].
The relations between such representations are governed by intertwining opera-
tors. Their construction [Opd1] is rather complicated, so we recall only their impor-
tant properties. Suppose that P,Q ⊂ F0, k ∈ TP ∩ T
P , w ∈ W0 and w(P ) = Q. Let
δ and σ be discrete series representations of respectively HP and HQ, such that σ
is equivalent with δ ◦ ψ−1k ◦ ψ
−1
w .
Theorem 1.1. [Opd1, Theorem 4.33 and Corollary 4.34]
(a) There exists a family of intertwining operators
π(wk,P, δ, t) : π(P, δ, t)→ π(Q,σ,w(kt)).
As a map C[WP ]⊗C Vδ → C[WQ]⊗C Vσ it is a rational in t ∈ TP and constant
on TF0-cosets.
(b) This map is regular and invertible on an open neighborhood of TPun in T
P (with
respect to the analytic topology).
(c) π(wk,P, δ, t) is unitary if t ∈ TPun.
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We can gather all these intertwining operators in a groupoid W, which we define
now. The base space of W is the power set of F0 and the collection of arrows from
P to Q is
WPQ := {w ∈W0 : w(P ) = Q} × TP ∩ T
P .
Whenever it is defined, the multiplication in W is
(w1, k1) · (w2, k2) = (w1w2, w
−1
2 (k1)k2).
Families of intertwining operators π(wk,P, δ, t) satisfying the properties listed in
Theorem 1.1 are unique only up to normalization by rational functions of t ∈ TP
which are regular in an open neighborhood of TPun, have absolute value equal to
1 on TPun, and are constant on T
F0-cosets. The intertwining operators defined in
[Opd1] are normalized in such a way that composition of the intertwining operators
corresponds to multiplication of the corresponding elements ofW only up to a scalar.
More precisely, let g ∈ W be such that gw is defined. Then there exists a number
λ ∈ C with |λ| = 1, independent of t, such that
(18) π(g,Q, σ,w(kt)) ◦ π(wk,P, δ, t) = λπ(gwk, P, δ, t)
as rational functions of t. We fix such a normalization of the intertwining operators
once and for all.
Let W (RP )rδ ∈ TP/W (RP ) be the central character of the HP -representation δ.
Then |rδ| ∈ TP,rs = exp(aP ), so we can define
(19) ccP (δ) :=W (RP ) log |rδ| ∈ aP /W (RP ).
Since the inner product on a is W0-invariant, the number ‖ccP (σ)‖ is well-defined.
Theorem 1.2. [Sol3, Theorem 3.3.2]
Let ρ be an irreducible H-representation. There exists a unique association class
W(P, δ, t) ∈ Ξ/W such that the following equivalent properties hold:
(a) ρ is isomorphic to an irreducible quotient of π(ξ+), for some ξ+ = ξ+(ρ) ∈
Ξ+ ∩W(P, δ, t);
(b) ρ is a constituent of π(P, δ, t), and ‖ccP (δ)‖ is maximal for this property.
For any ξ ∈ Ξ the packet
(20) IrrWξ(H) := {ρ ∈ Irr(H) : ξ
+(ρ) ∈ Wξ}
is finite, but it is not so easy to predict how many equivalence classes of representa-
tions it contains. This is one of the purposes of R-groups.
1.2. The Schwartz algebra. We recall how to complete an affine Hecke algebra to
a topological algebra called the Schwartz algebra. As a vector space S will consist
of rapidly decreasing functions on W , with respect to some length function. For this
purpose it is unsatisfactory that ℓ is 0 on the subgroup Z(W ), as this can be a large
part of W . To overcome this inconvenience, let L : X ⊗ R → [0,∞) be a function
such that
• L(X) ⊂ Z,
• L(x+ y) = L(x) ∀x ∈ X ⊗ R, y ∈ RR0,
• L induces a norm on X ⊗ R/RR0 ∼= Z(W )⊗ R.
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Now we define
N (w) := ℓ(w) + L(w(0)) w ∈W.
Since Z(W ) ⊕ ZR0 is of finite index in X, the set {w ∈ W : N (w) = 0} is finite.
Moreover, because W is the semidirect product of a finite group and an abelian
group, it is of polynomial growth and different choices of L lead to equivalent length
functions N . For n ∈ N we define the norm
(21) pn
(∑
w∈WhwNw
)
:= sup
w∈W
|hw|(N (w) + 1)
n.
The completion S = S(R, q) of H(R, q) with respect to the family of norms {pn}n∈N
is a nuclear Fre´chet space. It consists of all possible infinite sums h =
∑
w∈W hwNw
such that pn(h) < ∞ ∀n ∈ N. By [Opd1, Section 6.2] or [OpSo2, Appendix A]
S(R, q) is a unital locally convex *-algebra.
A crucial role in the harmonic analysis on affine Hecke algebra is played by a
particular Fourier transform, which is based on the induction data space Ξ. Let
VΞ be the vector bundle over Ξ, whose fiber at (P, δ, t) ∈ Ξ is the representation
space C[WP ] ⊗ Vδ of π(P, δ, t). Let End(VΞ) be the algebra bundle with fibers
EndC(C[WP ] ⊗ Vδ). Of course these vector bundles are trivial on every connected
component of Ξ, but globally not even the dimensions need be constant. Since Ξ
has the structure of a complex algebraic variety, we can construct the algebra of
polynomial sections of End(VΞ):
O
(
Ξ;End(VΞ)
)
:=
⊕
P,δ
O(TP )⊗ EndC(C[W
P ]⊗ Vδ).
For a submanifold Ξ′ ⊂ Ξ we define the algebra C∞
(
Ξ′; End(VΞ)
)
in similar fashion.
The intertwining operators from Theorem 1.1 give rise to an action of the groupoid
W on the algebra of rational sections of End(VΞ), by
(22) (w · f)(ξ) = π(w,w−1ξ)f(w−1ξ)π(w,w−1ξ)−1,
whenever w−1ξ ∈ Ξ is defined. This formula also defines groupoid actions of W
on C∞
(
Ξ′; End(VΞ)
)
, provided that Ξ′ is a W-stable submanifold of Ξ on which all
the intertwining operators are regular. Given a suitable collection Σ of sections of
(Ξ′,End(VΞ)), we write
ΣW = {f ∈ Σ : (w · f)(ξ) = f(ξ) for all w ∈ W, ξ ∈ Ξ′ such that w−1ξ is defined}.
The Fourier transform for H is the algebra homomorphism
F : H → O
(
Ξ;End(VΞ)
)
,
F(h)(ξ) = π(ξ)(h).
The very definition of intertwining operators shows that the image of F is contained
in the algebra O
(
Ξ;End(VΞ)
)W
. By [DeOp1, Theorem 5.3] the Fourier transform
extends to an isomorphism of Fre´chet *-algebras
(23) F : S(R, q)→ C∞
(
Ξun; End(VΞ)
)W
.
Let (P1, δ1), . . . , (PN , δN ) be representatives for the action of W on pairs (P, δ).
Then the right hand side of (23) can be rewritten as
(24)
⊕N
i=1
(
C∞(TPiun)⊗ End(C[W
Pi ]⊗ Vδi)
)WPi,δi ,
where WP,δ = {w ∈ W : w(P ) = P, δ ◦ ψ
−1
w
∼= δ} is the isotropy group of (P, δ).
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It was shown in [DeOp1, Corollary 5.5] that (23) implies that
(25) the center Z of S is isomorphic to C∞(Ξun)
W ,
so the space of central characters of S is Ξun/W. We let Modf (S) be the category of
finite dimensional S-modules and Modf,Wξ(S) the full subcategory of modules which
admit the central character Wξ. The collection IrrWξ(S) of (equivalence classes of)
irreducible objects in Modf,Wξ(S) equals IrrWξ(H), in the notation of (20).
2. Formal completion of the Schwartz algebra
We study how the Ext-groups of Fre´chet S-modules behave under formal comple-
tion with respect to a maximal ideal of the center. For compatibility with [OpSo1]
we will work in the category Modbor(S) of complete bornological modules over the
nuclear Fre´chet algebra S, equipped with its precompact bornology. This is an
exact category with respect to the class of S-module extensions that are split as
bornological vector spaces.
Two remarks for readers who are not familiar with bornologies. As discussed in
the introduction, one may think of Fre´chet S-modules and exact sequences which
admit a continuous linear splitting, that is just as good in the setting of this paper.
Moreover, if one is only interested in finite dimensional modules, then the subtleties
with topological modules are superfluous and all the results can also be obtained
in an algebraic way. However, the equivalence of the algebraic and the bornological
approach in a finite dimensional setting is not automatic, it follows from the existence
of certain nice projective resolutions [OpSo1].
Although the entire section is formulated in terms of the Schwartz algebra S,
the essence is the study of algebras of smooth functions on manifolds. The results
and proofs are equally valid, and of some independent interest, if one replaces S
by C∞(M), where M is a smooth manifold such that C∞(M) ∼= S(Z) as Fre´chet
spaces. According to [MeVo, Satz 31.16] this is the case when M has no boundary
or is the closure of an open bounded subset of Rn with C1 boundary. The formal
completion of C∞(M) with respect to a maximal ideal is a power series ring, which
provides a good geometric interpretation for the material in this section.
In (25) Z ∼= C∞(Ξun)
W is equipped with the Fre´chet topology from C∞(Ξun).
We fix ξ = (P, δ, t) ∈ Ξun. Let m
∞
Wξ denote the closed ideal of Z of functions that
are flat atWξ, that is, their Taylor series around any point ofWξ is zero. We define
a Fre´chet module ẐWξ over Z by the exact sequence
(26) 0→ m∞Wξ → Z → ẐWξ → 0.
It follows easily from Borel’s lemma that the Taylor series map τξ defines a con-
tinuous surjection τξ : Z → F
Wξ
ξ where F
Wξ
ξ denotes the unital Fre´chet algebra of
Wξ-invariant formal power series at ξ. According to [Tou, Remarque IV.3.9] τξ is
not linearly split. The kernel of τξ is isomorphic to m
∞
Wξ, hence we may identify ẐWξ
and F
Wξ
ξ . Notice that this algebra is Noetherian, like any power series ring with
finitely many variables and coefficients in a field. By Whitney’s spectral theorem
[Tou, V.1.6]
(27) (m∞Wξ)
2 = m∞Wξ = m
∞
Wξ.
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For similar reasons IWξ := m
∞
WξS is a closed two-sided ideal in S. Hence by applying
the completed projective tensor product functor ?⊗̂ZS to (26) we obtain
(28) 0→ IWξ → S → ẐWξ⊗̂ZS → 0.
We define the completion of S at Wξ to be the Fre´chet ẐWξ-algebra
(29) ŜWξ := ẐWξ⊗̂ZS.
By (23) and (25) S is a finitely generated Z-module, so ŜWξ is left and right Noe-
therian. In particular the category Modfg(ŜWξ) of finitely generated ŜWξ-modules
is closed under extensions. Any M ∈ Modfg(ŜWξ) admits a finite presentation
(30) Ŝn2Wξ → Ŝ
n1
Wξ →M → 0.
It follows that ŜWξ is a Fre´chet space of finite type, i.e. that its topology is defined
by an increasing sequence of seminorms all of whose cokernels have finite codimen-
sion. By [Kopp] all continuous linear maps between such Fre´chet spaces have closed
images. In particular, the relations module im
(
Ŝn2Wξ → Ŝ
n1
Wξ
)
in (30) is closed, show-
ing that M is a Fre´chet module (i.e. the canonical topology on M in the sense of
[Tou] is separated, hence defines a Fre´chet module structure on M). It also follows
easily that morphisms between finitely generated ŜWξ-modules are automatically
continuous with respect to the canonical topology. Summarizing:
Lemma 2.1. Modfg(ŜWξ) is a Serre subcategory of ModFre´(ŜWξ), the category of
Fre´chet ŜWξ-modules.
Let q : S → ŜWξ be the quotient map and
q∗ : Modbor(ŜWξ)→ Modbor(S)
the associated pullback functor. In the opposite direction the completed bornological
tensor product provides a functor
ŜWξ⊗̂S : Modbor(S)→ Modbor(ŜWξ).
We remark that for Fre´chet modules this tensor product agrees with the completed
projective one.
Lemma 2.2. Let V ∈ Modbor(S) and abbreviate V̂Wξ := ŜWξ⊗̂SV .
(a) V̂Wξ ∼= ẐWξ⊗̂ZV ∼= V/m∞WξV .
(b) For all M ∈ Modbor(ŜWξ) there is a natural isomorphism ŜWξ⊗̂Sq
∗M ∼=M .
(c) q∗ is fully faithful and exact.
(d) q∗ is right adjoint to ŜWξ⊗̂S.
(e) ModWξ,torbor (S) := {M ∈ Modbor(S) | m
∞
WξM = 0} is a Serre subcategory of
Modbor(S).
(f ) q∗ defines equivalences of exact categories Modbor(ŜWξ) → Mod
Wξ,tor
bor (S) and
ModFre´(ŜWξ)→ Mod
Wξ,tor
Fre´ (S).
Proof. (a) By the associativity of bornological tensor products
V̂Wξ = ŜWξ⊗̂SV = ẐWξ⊗̂ZS⊗̂SV ∼= ẐWξ⊗̂ZV
∼= ẐWξ⊗̂Z(V/m
∞
WξV )
∼= ẐWξ⊗̂ẐWξ(V/m
∞
WξV )
∼= V/m∞WξV .
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(b) follows immediately from (a)
(c) is obvious.
(d) Since the kernel of any S-module homomorphism V → q∗M contains m∞WξV ,
HomS(V, q
∗M) ∼= HomS(V/m∞WξV , q
∗M).
By (a), (b) and (c) the right hand side is isomorphic to
HomS(q
∗V̂Wξ, q
∗M) ∼= HomŜWξ(V̂Wξ,M).
(e) The only nontrivial part concerns extensions. Let
0→ V1
i
−→ V2
p
−→ V3 → 0
be a short exact sequence in Modbor(S) and assume that m
∞
WξV1 = m
∞
WξV3 = 0. For
m ∈ m∞WξV2 and v2 ∈ V2 we have p(mv2) = mp(v2) ∈ m
∞
WξV3 = 0, so m
∞
WξV2 ⊂
i(V1). Moreover by (27)
m∞WξV2 = (m
∞
Wξ)
2V2 ⊂ m∞Wξi(m
∞
WξV1) = m
∞
Wξi(0) = 0,
so V2 ∈ Tor
∞
Wξ(S).
(f) In view of (c) we only have to show that q∗ : Modbor(ŜWξ) → Mod
Wξ,tor
bor (S)
is essentially bijective. Clearly any V ∈ ModWξ,torbor (S) can be considered as a
ŜWξ-module V
′, and as such V = q∗V ′. Conversely, if V ∼= q∗M for some M ∈
ModWξ,torbor (ŜWξ), then
M ∼= ŜWξ⊗̂Sq
∗M ∼= ŜWξ⊗̂SV = V̂Wξ
by part (b). 
The spaces ExtnS(π, π
′) carry a natural Z-module structure. Let the tempered
central characters of π and π′ be Wξ and Wξ′ respectively. Standard arguments
show that ExtnS(π, π
′) has central character Wξ if Wξ = Wξ′, and ExtnS(π, π
′) = 0
otherwise. To compute these Ext-groups we shall at some point want to pass to the
formal completion of S at Wξ. For that purpose we would like the functor ŜWξ⊗̂S
to be exact, but unfortunately the authors do not know whether it is so on the
categories of Fre´chet S-modules or bornological S-modules. Moreover this functor
does not always respect linear splittings of short exact sequences.
Therefore we restrict to smaller module categories. Let S(Z) be the nuclear
Fre´chet space of rapidly decreasing functions Z → C and let Ω (resp. DNΩ) be
the category of Fre´chet spaces that are isomorphic to a quotient (resp. a direct
summand) of S(Z). Our notation is motivated by certain properties (Ω) and (DN)
of Fre´chet spaces, which characterize the quotients and the subspaces of S(Z) among
all nuclear Fre´chet spaces [Vogt].
These categories are exact but not abelian, because some morphisms do not have
a kernel or a cokernel. They are suitable to overcome to problems that can arise
from closed subspaces which are not complemented:
Theorem 2.3. (a) The category Ω is closed under extensions of Fre´chet spaces.
(b) Let 0→ V1 → V2 → V3 → 0 be a short exact sequence of Fre´chet spaces. It splits
whenever V1 is a quotient of S(Z) and V3 is a subspace of S(Z).
(c) Every object of DNΩ is projective in Ω.
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Proof. (a) is [VoWa, Lemma 1.7].
(b) is [Vogt, Theorem 5.1].
(c) follows easily from (b), as in [Vogt, Theorem 1.8]. 
The very definition 21 shows that S ∼= S(Z) as Fre´chet spaces, and hence ŜWξ ∈ Ω.
However, ŜWξ is not isomorphic to a subspace of S(Z), because it is a finite extension
of a Fre´chet algebra of formal power series.
Let ModΩ(S) be the full subcategory of ModFre´(S) consisting of modules whose
underlying spaces belong to Ω. We define ModΩ(Z), ModΩ(ŜWξ) and ModDNΩ(S)
similarly. In these categories the morphisms are all continuous module homomor-
phisms. Apart from ModDNΩ(S) they do not have enough projective objects, so de-
rived functors are not defined for all modules. Nevertheless the Yoneda Ext-groups,
constructed as equivalence classes of higher extensions, are always available.
Lemma 2.4. The categories ModDNΩ(S), ModΩ(S) and ModΩ(ŜWξ) have the fol-
lowing properties:
(a) They are closed under extensions of Fre´chet modules.
(b) Every short exact sequence in ModDNΩ(S) admits a continuous linear splitting.
(c) They are exact categories in the sense of Quillen if we declare all short exact
sequences to be admissible.
(d) For F ∈ DNΩ the S-module S⊗̂F is projective in ModDNΩ(S), in ModΩ(S)
and in Modbor(S), while ŜWξ⊗̂F is projective in ModΩ(ŜWξ).
(e) ModDNΩ(S) and Modfg(ŜWξ) have enough projectives.
(f ) The following embeddings preserve Yoneda Ext-groups: ModDNΩ(S)→ Modbor(S),
ModDNΩ(S) → ModΩ(S), Modfg(ŜWξ) → ModΩ(ŜWξ) and Modfg(ŜWξ) →
Mod(ŜWξ).
Proof. (a) follows from Theorem 2.3.
(b) follows from Theorem 2.3.b.
(c) The definition of an exact category stems from [Qui, Section 2], while it is worked
out in [Kel, Appendix A] which axioms are really necessary. All of these are trivially
satisfied, except for the pullback and pushout properties. Since the verification of
these properties is the same in all four categories, we only write it down in ModΩ(S).
Suppose that 0 → V1
i
−→ V2
p
−→ V3 → 0 is admissible exact in ModΩ(S) and that
f : V1 →M is any morphism in ModΩ(S). We have to show that there is a pushout
diagram
V1
i
−→ V2
p
−→ V3
↓f ↓
M
g
−→ P → P/g(M)
in ModΩ(S), with an admissible exact second row. Since i is injective the image
of (i,−f) : V1 → V2 ⊕M is closed. Hence P := V2 ⊕M/im(i,−f) is a Fre´chet
S-module. The canonical map g :M → P is injective and
P/g(M) ∼=
V2 ⊕M
g(M) + im(i,−f)
∼= V2/i(V1) ∼= V3,
which belongs to ModΩ(S). By part (a) P ∈ ModΩ(S), so 0 → M
g
−→ P →
P/g(M)→ 0 is admissible.
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Concerning pullbacks, let h : N → V3 be any morphism in ModΩ(S). We have to
show that there is a pullback diagram
ker(Q→ N) → Q → N
↓ ↓h
V1
i
−→ V2
p
−→ V3
in ModΩ(S), with an admissible exact first row. Let Q be the Fre´chet S-module
{(v, n) ∈ V2 ⊕N | p(v) = h(n)} = ker(p− h : V2 ⊕N → V3). Then
ker(Q→ N) ∼= ker p ∼= V1 ∈ ModDNΩ(S),
so Q ∈ ModΩ(S) by part (a).
(d) For every M ∈ ModΩ(ŜWξ) there is an isomorphism
Hom
ModΩ(ŜWξ)
(ŜWξ⊗̂F,M) ∼= HomFre´(F,M).
By Theorem 2.3.c the right hand side is exact as a functor of M ∈ Ω, so ŜWξ⊗̂V
is projective in ModΩ(ŜWξ). The same proof applies to S⊗̂F as an object of
ModDNΩ(S) and of ModΩ(S). In Modbor(S) exact sequences are required to have
linear splittings, which implies that topologically free modules are projective.
(e) For any (π, V ) ∈ ModDNΩ(S) we have the canonical S-module surjection
S⊗̂V → V : s⊗ v 7→ π(s)v,
which is linearly split by v 7→ 1 ⊗ v. Its kernel N is (as Fre´chet space) a direct
summand of S⊗̂V , which in turn is a direct summand of S⊗̂S(Z). Thus N ∈
ModDNΩ(S) and we can build a projective resolution
0← V ← S⊗̂V ← S⊗̂N ← · · ·
Let M be a finitely generated Fre´chet ŜWξ-module, say it is a quotient of Ŝ
n
Wξ.
Since ŜWξ is Noetherian, every submodule of a finitely generated ŜWξ-module is
again finitely generated. This applies in particular to the kernel of the quotient map
ŜnWξ → M , so we can construct a projective resolution with free ŜWξ-modules of
finite rank.
(f) By part (d) and Lemma 2.1, the projective resolutions from part (e) remain pro-
jective in Modbor(S) and in ModΩ(S), respectively in ModΩ(ŜWξ) and in Mod(ŜWξ).
Furthermore part (b) guarantees that such a resolution of S-modules admits a con-
tinuous linear splitting, so it is admissible as a resolution of bornological modules.
It is well-known that the Yoneda Ext-groups in an exact category agree with the
derived functors of Hom when both are defined, see for example [Mac, Theorem
6.4]. 
2.1. Exactness of formal completion.
Theorem 2.5. The functor ŜWξ⊗̂S : ModΩ(S)→ ModΩ(ŜWξ) is exact.
Proof. We have to show that the image of any short exact sequence under this
functor is again a short exact sequence. Since ŜWξ⊗̂SV ∼= ẐWξ⊗̂ZV for all V ∈
ModΩ(S), ŜWξ⊗̂S is exact if and only if Tor
ModΩ(Z)
1 (ẐWξ, V ) = 0 for all V ∈
ModΩ(S). Because S is finitely generated as a Z-module and V ∈ Ω, there exists a
short exact sequence of Fre´chet Z-modules
(31) 0→ R→ Z⊗̂S(Z)→ V → 0.
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The analogue of Lemma 2.4.d for Z shows that Z⊗̂S(Z) is projective in ModΩ(Z).
By the definition of the torsion functor and by Lemma 2.2.a
Tor
ModΩ(Z)
1 (ẐWξ, V ) = ker
(
ẐWξ⊗̂ZR→ ẐWξ⊗̂S(Z)
)
∼=
ker
( R
m∞WξR
→
Z⊗̂S(Z)
m∞Wξ⊗̂S(Z)
)
∼=
(m∞Wξ⊗̂S(Z)) ∩R
m∞WξR
.
Thus we have to show that
(32) (m∞Wξ⊗̂S(Z)) ∩R ⊂ m
∞
WξR,
which we will do with a variation on [ToMe, Chapitre 1]. Via the Fourier transform
S(Z) is isomorphic to C∞(S1), so
Z⊗̂S(Z) ∼= C∞(Ξun)
W⊗̂C∞(S1) ∼= C∞(Ξun × S
1)W .
Under this isomorphism m∞Wξ⊗̂S(Z) corresponds to the closed ideal m
∞
Wξ×S1 ⊂
C∞(Ξun × S
1)W of functions that are flat on Wξ × S1.
Let φ ∈ (m∞Wξ⊗̂S(Z)) ∩R. Tougeron and Merrien [ToMe, p. 183–185] construct
a function ψ ∈ m∞Wξ×S1 which is strictly positive outside Wξ × S
1 and divides φ
in C∞(Ξun × S
1)W . We take a closer look at this construction. The first thing
to note is that [ToMe] works with smooth functions on manifolds, not on orbifolds
like Ξun/W × S
1. But this is only a trifle, for we can construct a suitable ψ˜ ∈
C∞(Ξun × S
1) and average it over W. Secondly we observe that, because S1 is
compact, we can take all steps from [ToMe] with S1-invariant functions on Ξun×S
1.
Thus we obtain a series of W × S1-invariant functions
∑
i ǫi which converges to a ψ
as above. (Compared to [ToMe] we include a suitable power of 1/2 in ǫi.) Moreover
the support of ǫi is disjoint from Wξ × S
1, so
ǫi/ψ ∈ m
∞
Wξ ⊂ C
∞(Ξun)
W ⊂ C∞(Ξun × S
1).
Since R is a Z-submodule of C∞(Ξun × S
1)W , φǫi/ψ ∈ m
∞
WξR for all i. Hence
φ = ψ φ/ψ =
∑
i
φǫi/ψ ∈ m∞WξR,
which proves (32). 
Corollary 2.6. Let M,N ∈ ModΩ(ŜWξ) and let n ∈ Z≥0.
(a) There is an isomorphism of ẐWξ-modules
ExtnModΩ(S)(q
∗N, q∗M) ∼= Extn
ModΩ(ŜWξ)
(N,M).
(b) Let V ∈ ModDNΩ(S) be such that V̂Wξ is finitely generated over ŜWξ. There
are isomorphisms of ẐWξ-modules
ExtnModbor(H)(V, q
∗M) ∼= ExtnModbor(S)(V, q
∗M) ∼= Extn
ŜWξ
(V̂Wξ,M).
(c) In case V has finite dimension the groups from (b) are also isomorphic to
ExtnH(V, q
∗M) and ExtnS(V, q
∗M), that is, to the Ext-groups defined in the cate-
gory of all (algebraic) H- or S-modules.
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Proof. The ẐWξ-module structure is defined via
ẐWξ → EndH(q
∗M) = EndS(q
∗M) = End
ŜWξ
(M)
and right multiplication of ExtnA(?,M) with Ext
0
A(M,M). The asserted isomor-
phisms preserve this additional structure because in the below proof M is kept
constant.
(a) Consider the endofunctor E of ModΩ(S) defined by E(V ) = q
∗(ŜWξ⊗̂SV ). By
Lemma 2.2.b it is idempotent and by Theorem 2.5 it is exact. Given any higher
extension
V∗ :=
(
V0 = q
∗M → V1 → · · · → Vn → Vn+1 = q
∗N
)
,
E(V∗) is again an n-fold extension of q
∗N by q∗M and it comes with a homomor-
phism V∗ → E(V∗). Hence V∗ and E(V∗) determine the same equivalence class in
ExtnModΩ(S)(q
∗N, q∗M) and q∗ : ModΩ(ŜWξ) → ModΩ(S) induces the required iso-
morphism.
(b) The first isomorphism is a special case of [OpSo1, Corollary 3.7.a].
Let P∗ be a projective resolution of V in ModDNΩ(S). We may assume that
Pn = S⊗̂Fn for some Fn ∈ DNΩ. By Theorem 2.5 ŜWξ⊗̂SP∗ = ŜWξ⊗̂F∗ is a
projective resolution of V̂Wξ in ModΩ(ŜWξ). By Lemma 2.2.d and Lemma 2.4.d
ExtnModbor(S)(V, q
∗M) ∼= Hn
(
HomS(S⊗̂F∗, q
∗M)
)
∼= Hn
(
HomŜWξ(ŜWξ⊗̂F∗,M)
)
∼= Extn
ModΩ(ŜWξ)
(V̂Wξ,M).
Now let P̂∗ be a projective resolution of V̂Wξ in Modfg(ŜWξ). The proof of Lemma
2.4.f shows that
Extn
ModΩ(ŜWξ)
(V̂Wξ,M) ∼= H
n
(
HomŜWξ(P̂∗,M)
)
∼= Extn
ŜWξ
(V̂Wξ,M).
(c) For finite dimensional V it is explained in the proof of [OpSo1, Corollary 3.7.b]
that it does not matter whether one works with algebraic or with bornological mod-
ules to define Ext-groups over H or S. 
3. Algebras with finite group actions
This section is of a rather general nature and does not depend on the rest of the
paper. We start with a folklore result, which we will use several times. Let (π, V )
be a finite dimensional complex representation of a finite group G. Then EndC(V )
becomes a G-representation by defining
g · φ := π(g) ◦ φ ◦ π(g)−1 φ ∈ EndC(V ), g ∈ G.
Lemma 3.1. Let C[G] be the right regular G-representation, that is, ρ(g)h = hg−1.
Let B be any complex G-algebra and endow B ⊗ EndC(C[G]) with the diagonal G-
action. Then (
B ⊗ EndC(C[G])
)G ∼= B ⋊G.
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Proof. Denote the action of g ∈ G on B by αg. For a decomposable tensor f ⊗ g ∈
B ⋊G we define L(f ⊗ g) ∈ B ⊗ EndC(C[G]) by
L(f ⊗ g)(h) = αh−1g−1(f)⊗ gh h ∈ G.
It is easily verified that L(f ⊗ g) is G-invariant and that L extends to an algebra
homomorphism
L : B ⋊G→
(
B ⊗ EndC(C[G])
)G
.
A straightforward calculation shows that L is invertible with inverse
L−1(b) =
∑
g∈G
b(g−1)e ⊗ g,
where b(g−1) =
∑
h∈G b(g
−1)h ⊗ h ∈ B ⊗ C[G]. 
Let M be a smooth manifold, let Tm(M) be the tangent space of M at m and
T ∗m(M) the cotangent space. We suppose that the finite group G acts on M by
diffeomorphisms. We denote the isotropy group of m ∈ M by Gm. For any finite
dimensional Gm-representation σ we define the C
∞(M)⋊G-representation
Indmσ = Ind
C∞(M)⋊G
C∞(M)⋊Gm
σm,
where σm is σ regarded as a C
∞(M)⋊Gm-representation with C∞(M)-character m.
We let V be a finite dimensional G-representation and we endow the algebra
C∞(M)⊗ EndC(V ) with the diagonal G-action. Algebras of the form
(33)
(
C∞(M)⊗ EndC(V )
)G
were studied among others in [Sol1] and [Sol2, Section 2.5]. Let Fm be the Fre´chet
algebra of formal power series at m ∈ M , with complex coefficients. Then FGm :=⊕
m′∈Gm Fm′ is naturally a G-algebra, so we can again construct(
FGm ⊗ EndC(V )
)G
.
In the proof of Theorem 5.2 we will use some results for such algebras, which we
prove here.
Theorem 3.2. Let V ′ be another finite dimensional G-representation and assume
that, for every irreducible G-representation W, HomG(W,V ) = 0 if and only if
HomG(W,V
′) = 0.
(a) The algebras
(
C∞(M) ⊗ EndC(V )
)G
and
(
C∞(M) ⊗ EndC(V
′)
)G
are Morita-
equivalent, both in the algebraic and in the bornological sense.
(b) Let σ be a finite dimensional representation of Gm. Under the isomorphism from
Lemma 3.1 the C∞(M)⋊G-representation Indmσ corresponds to a
(
C∞(M)⊗
EndC(C[G])
)G
-representation π(m,σ) with C∞(M)G-character Gm, such that
Hom(
C∞(M)⊗EndC(C[G])
)G(Cm ⊗ C[G], π(m,σ)) ∼= σ
∼= HomC∞(M)⋊G
(
IndmC[Gm], Indmσ
)
.
These are isomorphisms of Gm-representations with respect to the right regular
action of Gm on C[G] and C[Gm].
(c) Parts (a) and (b) remain valid if we replace C∞(M) by FGm.
(d) The analogous statements hold if M is a nonsingular complex affine G-variety,
and we replace C∞(M) by the ring O(M) of regular functions on M everywhere.
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Remark. The condition on V and V ′ is called quasi-equivalence in [LePl], where it
is related to stable equivalence of certain C∗-algebras.
Proof. (a) Consider the bimodules
(34)
D1 = C
∞(M)⊗HomC(V, V
′),
D2 = C
∞(M)⊗HomC(V
′, V ).
It is clear that
(35) D1 ⊗C∞(M)⊗EndC(V ) D2
∼= C∞(M)⊗ EndC(V
′),
and similarly in the reversed order. We will show that (35) remains valid if we take
G-invariants everywhere. In other words, we claim that the bimodules DG1 and D
G
2
implement the desired Morita equivalence. First we check that DG1 is projective
as a right
(
C∞(M)⊗ EndC(V )
)G
-module. Choose a G-representation V3 such that
V ′ ⊕ V3 ∼= V ⊗ Cd for some d ∈ N and write D3 = C∞(M)⊗HomC(V, V3). Then
DG1 ⊕D
G
3
∼=
(
C∞(M)⊗HomC(V, V ⊗ C
d)
)G ∼= (C∞(M)⊗ EndC(V ))G ⊗ Cd,
so DG1 is a finitely generated projective
(
C∞(M)⊗EndC(V )
)G
-module, in both the
algebraic and the bornological sense. Similarly DG2 is a finitely generated projective(
C∞(M)⊗ EndC(V
′)
)G
-module, so all the below algebraic tensor products are also
bornological tensor products.
Multiplication yields a natural map
(36) DG1 ⊗(
C∞(M)⊗EndC(V )
)G DG2 → (C∞(M)⊗ EndC(V ′))G.
Take any m ∈ M and let IGm ⊂ C
∞(M)G be the maximal ideal {f ∈ C∞(M)G |
f(m) = 0}. Dividing out (36) by IGm, we obtain
(37) HomGm(V, V
′)⊗EndGm (V ′) HomGm(V
′, V )→ EndGm(V ).
Decompose the Gm-representations V and V
′ as
V ∼=
⊕
ρ∈Irr(Gm)
ρ⊗ Cmρ , V ′ ∼=
⊕
ρ∈Irr(Gm)
ρ⊗ Cm
′
ρ
The assumption of the theorem implies that mρ = 0 if and only if m
′
ρ = 0. As
EndGm(V
′) ∼=
⊕
ρ∈Irr(Gm)
EndGm(ρ)⊗ EndC(C
m′ρ),
the left hand side of (37) is isomorphic to⊕
ρ∈Irr(Gm)
EndGm(ρ)⊗HomC(C
mρ ,Cm
′
ρ)⊗EndGm (V ′)
⊕
ρ∈Irr(Gm)
EndGm(ρ)⊗HomC(C
m′ρ ,Cmρ)
∼=
⊕
ρ∈Irr(G)
EndGm(ρ)⊗ EndC(C
mρ) ∼= EndGm(V ).
Hence (37) is a bijection for all m ∈ M , which implies that (36) is injective. The
image of (36) is a two-sided ideal of
(
C∞(M)⊗ EndC(V
′)
)G
, which is dense in the
sense that for every m ∈M the algebra and its ideal have the same set of values at
m. Consequently (36) is bijective, and an isomorphism of
(
C∞(M) ⊗ EndC(V
′)
)G
-
bimodules.
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(b) Let JGm and J
′
Gm be the ideals of C
∞(M) ⋊G and
(
C∞(M) ⊗ EndC(C[G])
)G
generated by IGm. As the isomorphism from Lemma 3.1 preserves the central char-
acters, the representations under consideration factor through the quotients
(38)
(
C∞(M)⋊G
)
/JGm ∼= C[Gm]⋊G ∼= EndC(C[Gm])⊗ C[Gm],(
C∞(M)⊗ EndC(C[G]))
)G
/J ′Gm
∼=
( ⊕
g∈G/Gm
EndC(C[G])
)G ∼= EndGm(C[G]).
The two rightmost algebras are isomorphic via a bijection G→ Gm×Gm which is
equivariant with respect to the right Gm-action. The representations corresponding
to (38) are
Indmσ C[Gm]⊗ σ C[Gm]⊗ σ,
π(m,σ) C[G]⊗C[Gm] σ C[G]⊗C[Gm] σ.
In the special case where σ is the (right) regular representation of Gm, we see that
π(n,C[Gm]) ∼= Cm ⊗ C[G]. Therefore
HomC∞(M)⋊G
(
IndmC[Gm], Indmσ
)
∼=
Hom(
C∞(M)⊗EndC(C[G])
)G(Cm ⊗ C[G], π(m,σ)) ∼=
HomEndGm (C[G])
(
C[G],C[G] ⊗C[Gm] σ
)
∼= HomC[Gm](C[Gm], σ).
Notice that all these steps preserve the right action of Gm on C[G] or C[Gm]. The
last term is Gm-equivariantly isomorphic to σ via the evaluation map φ 7→ φ(1).
(c) Let d ∈ N and divide (36) out by IdGm. It remains bijective, which implies that(
FGm/I
d
Gm ⊗HomC(V, V
′)
)Gm ⊗(FGm⊗EndC(V ))G (FGm/IdGm ⊗HomC(V, V ′))Gm ∼=
(FGm/I
d
Gm ⊗ EndC(V
′))Gm .
Hence the bimodules
(
FGm ⊗ HomC(V, V
′)
)G
and
(
FGm ⊗ HomC(V, V
′)
)G
provide
the required Morita equivalence. Knowing this, it is obvious that the proof of part
(b) also works with formal power series instead of smooth functions.
(d) All the previous arguments go through without change in the affine algebraic
case. 
3.1. Ext-groups and the Yoneda product. Let M be a nonsingular complex
affine variety. It is well known that (commutative) regular local rings admit Koszul-
resolutions and that these can be used to determine Ext-spaces of suitable modules.
This leads for example to
Ext∗O(M)(Cm,Cm)
∼=
∧∗ Tm(M),
and with a little more work one can show that the Yoneda product on the left hand
side corresponds to the ∧-product on the right hand side. It turns out that this can
be generalized to crossed products with finite groups. We formulate the next result
with complex affine G-varieties, but using [Was, Proposition 6] and Subsection 2.1
(for completions in the context of Fre´chet algebras) it is allowed to replace O(M)
by smooth functions on a manifold.
Theorem 3.3. Let V, V ′ be finite dimensional Gm-representations.
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(a) ExtnO(M)⋊G(IndmV, IndmV
′) is isomorphic to
HomGm(V ⊗
∧n T ∗m(M), V ′) ∼= (HomC(V, V ′)⊗∧n Tm(M))Gm .
(b) The Yoneda product on Ext∗O(M)⋊G(IndmV, IndmV ) agrees with the usual product
on
(
EndC(V )⊗
∧∗ Tm(M))Gm.
(c) For the regular representation V = C[Gm] we have IndmV = Ind
O(M)⋊G
O(M) Cm and
Ext∗O(M)⋊G
(
Ind
O(M)⋊G
O(M) Cm, Ind
O(M)⋊G
O(M) Cm
)
∼=
∧∗ Tm(M)⋊Gm
as graded algebras.
(d) Let FGm be the completion of O(M) with respect to the powers of the ideal
IGm := {f ∈ O(M) : f(gm) = 0∀g ∈ G}. Endow it with the Fre´chet topol-
ogy of a complex power series ring. Then (a), (b) and (c) remain valid if
we replace Mod(O(M) ⋊ G) by any of the following categories: Mod(FGm ⋊
G), ModFre´(FGm ⋊G), Modbor(FGm ⋊G).
Proof. (a) First we copy a part of the proof of [OpSo1, Theorem 3.2]. Let Vm be
V considered as a C∞(M) ⋊ Gm module with C∞(M)-character m. By Frobe-
nius reciprocity and because two O(M)⋊Gm-representations with different central
characters admit only trivial extensions
(39)
ExtnO(M)⋊G(IndmV, IndmV
′) ∼= ExtnO(M)⋊Gm(Vm, IndmV
′)
∼= ExtnO(M)⋊Gm(Vm, V
′
m).
Let Fm be the completion of O(M) with respect to the powers of the ideal
Im := {f ∈ O(M) : f(m) = 0}.
It annihilates Vm, so
(Fm ⋊Gm)⊗O(M)⋊Gm Vm = Vm
as O(M) ⋊ Gm-modules. Since Fm is flat over O(M) [Eis, Theorem 7.2.b], so
is Fm ⋊ G over O(M) ⋊ G. Therefore the functor Fm ⋊ G⊗O(M)⋊G? induces an
isomorphism
(40) ExtnO(M)⋊Gm(Vm, V
′
m)
∼= ExtnFm⋊Gm(Vm, V
′
m).
Because the Gm-module I
2
m has finite codimension in O(M), there exists a Gm-
submodule Em ⊂ O(M) such that
(41) O(M) = C⊕ Em ⊕ I
2
m.
As a Gm-module Em is the cotangent space to M at m, more or less by definition
of the latter. Since Fm is a local ring we have FmEm = FmIm, by Nakayama’s
Lemma. Any finite dimensional Gm-module is projective, so
V ⊗
∧nEm ⊗Fm = IndFm⋊GmGm (V ⊗∧nEm)
is a projective Fm ⋊Gm-module, for all n ∈ N. With these modules we construct a
resolution of Vm. Define Fm ⋊Gm-module maps
δn : V ⊗
∧nEm ⊗Fm → V ⊗∧n−1Em ⊗Fm,
δn (v ⊗ e1 ∧ · · · ∧ en ⊗ f) =
n∑
i=1
(−1)i−1v ⊗ e1 ∧ · · · ∧ ei−1 ∧ ei+1 ∧ · · · ∧ en ⊗ eif,
δ0 : V ⊗Fm → Vm,
δ0 (v ⊗ f) = f(m)v.
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This makes
(42)
(
V ⊗
∧∗Em ⊗Fm, δ∗)
into an augmented differential complex. Notice that in Mod(Fm) this just the Koszul
resolution of
V ⊗Fm
/
ImFm = Vm.
Therefore (42) is the required projective resolution of Vm. Since V
′
m admits the Fm-
characterm it is annihilated by Em, and in particular φ◦δn+1 = 0 for every Fm⋊Gm-
module homomorphism φ : V ⊗
∧nEm ⊗ Fm → V ′m. (The authors overlooked this
important point while writing [OpSo1].) Consequently all the differentials in the
complex (
HomFm⋉Gm
(
V ⊗
∧∗Em ⊗Fm, V ′m),Hom(δ∗, idV ′m))
vanish and
(43)
ExtnO(M)⋊Gm(Vm, V
′
m) = HomFm⋉Gm
(
V ⊗
∧nEm ⊗Fm, V ′m)
∼= HomGm(V ⊗
∧nEm, V ′).
Recall that Em can be identified with T
∗
m(M), so the dual space of
∧nEm is∧n Tm(M). Thus we can express the right hand side of (43) as
HomGm(V,
∧n Tm(M)⊗ V ′) ∼= (HomC(V, V ′)⊗∧n Tm(M))Gm .
(b) We recall from [Mac, Section III.6] how the Yoneda product can be defined using
resolutions of modules. Let Y be a module over any unital ring R and let P∗ → Y
be a projective resolution. By definition ExtnR(Y, Y ) = H
n(HomR(P∗, Y )). Given
any φ ∈ HomR(Pn, Y ) with φ ◦ δn+1 = 0, the projectivity of Pn guarantees that we
can extend it to a chain map φ∗ ∈ HomR(P∗, P∗) of degree −n:
// Pn+1 // Pn // · · · // P1 // P0 // · · · // 0 // 0
// Pn+1 //
φ1
44
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
Pn //
φ0
44
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
· · · // P1
44
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
// P0
44
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
// · · · // 0 // 0
By [Mac, Theorem III.6.1] φ∗ is determined by φ up to chain homotopy, so Ext
n
R(Y, Y )
can be regarded as End(P∗, P∗) modulo homotopy. Now End(P∗, P∗) is a graded alge-
bra, and by [Mac, Theorem III.6.4 and exercise III.6.2] its multiplication corresponds
to the Yoneda product on Ext∗R(Y, Y ).
In our setting, by part (a) every
φ ∈ ExtnO(M)⋊G(IndmV, IndmV )
∼= ExtnFm⋊Gm(Vm, Vm)
can be taken of the form
φ =
∑
j
ψj ⊗ λj ∈
(
EndC(V )⊗
∧n Tm(M))Gm .
Above we showed that (42) is a projective resolution of Vm, so we want to lift φ to
φ∗ ∈ EndFM⋊Gm(V ⊗
∧∗Em ⊗Fm). We claim that this can be done by defining
φm+n(v ⊗ ω ⊗ f) =
∑
j
ψj(v) ⊗ ı(λj)ω ⊗ f,
where ı(λj)ω means that λj is inserted in the last n entries of ω ∈
∧n+mEm ∼=∧n+m T ∗m(M). It is clear that φ∗ is Fm ⋊ Gm-linear whenever φ is so. To check
that φ∗ is a chain map, we may just as well work inside EndFm(V ⊗
∧∗Em ⊗Fm).
Then we can reduce the verification to φ of the form ψ ⊗ t1 ∧ · · · ∧ tn with ψ ∈
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EndC(V ) and ti ∈ Tm(M) linearly independent. Furthermore it suffices to consider
ω = e1 ∧ · · · ∧ en+m for ek ∈ Em such that 〈ek , ti〉 = 0 for all k ≤ m and all i. Now
we calculate
δmφm(v ⊗ ω ⊗ f) = δm
(
ψ(v) ⊗ e1 ∧ · · · ∧ em det
(
〈ek+m , ti〉
)n
i,k=1
⊗ f
)
= ψ(v) ⊗
m∑
i=1
(−1)ie1 ∧ · · · ∧ ei−1 ∧ ei+1 ∧ · · · ∧ en det
(
〈ek+m , ti〉
)n
i,k=1
⊗ eif
= ψ(v) ⊗
m+n∑
i=1
(−1)i−1ı(t1 ∧ · · · ∧ tn)e1 ∧ · · · ∧ ei−1 ∧ ei+1 ∧ · · · ∧ en+m ⊗ eif
= φm−1
( n+m∑
i=1
(−1)i−1v ⊗ e1 ∧ · · · ∧ ei−1 ∧ ei+1 ∧ · · · ∧ en+m ⊗ eif
)
= φm−1δm+n(v ⊗ ω ⊗ f).
With these explicit lifts available, we can determine the Yoneda product. Since
(ψj ⊗ ı(λj)⊗ idFm) ◦ (ψ
′
k ⊗ ı(λ
′
k)⊗ idFm) = ψjψ
′
k ⊗ ı(λj ∧ λ
′
k)⊗ idFm
we obtain
φ ◦ φ′ =
(∑
j
ψj ⊗ λj
)
◦
(∑
k
ψ′k ⊗ λ
′
k
)
=
∑
j,k
ψjψ
′
k ⊗ λj ∧ λ
′
k.
(c) This follows from (b) and Lemma 3.1.
(d) By the Chinese remainder theorem FGm ∼=
⊕
m′∈Gm Fm′ , so (39) becomes
ExtnFGm⋊G(IndmV, IndmV
′) ∼= ExtnFm⋊Gm(Vm, V
′
m).
Thus the proof of (a), (b) and (c) also applies to FGm ⋊G. The remaining subtlety
is that in Modbor(Fm⋊Gm) exact sequences are admissible if and only if they admit
a bounded linear splitting. Hence the free modules in this category are of the form
Fm⋊Gm⊗̂CF , where F is any bornological vector space. Since V ⊗
∧∗Em is a finite
dimensional Gm-representation, it is a direct summand of C[Gm]d for some d ∈ N.
Hence all the modules V ⊗
∧nEm ⊗ Fm of the Koszul resolution of Vm are direct
summands of C[Gm]d⊗Fm = (F ⋊Gm)⊗̂CCd, which means that they are projective
in both the algebraic and the bornological sense.
Futhermore we have to check that the projective resolution (42) admits a bounded
linear splitting. Since we dealing with Fre´chet spaces, bounded is the same as
continuous. Via (41) we can identify Fm with the formal completion of the symmetric
algebra of Em. This enables us to define the De Rham differential D : Fm →∧1Em ⊗ Fm, which is easily seen to be continuous with respect to the Fre´chet
topology. We define Dn : V ⊗
∧nEm ⊗Fm → V ⊗∧n+1Em ⊗Fm by
Dn(v ⊗ e1 ∧ · · · ∧ en ⊗ f) = (−1)
nv ⊗ e1 ∧ · · · ∧ en ∧Df,
and on the augmentation Vm we take D−1(v) = v ⊗ 1. With a straightforward
calculation one checks that
(Dn−1δn + δn+1Dn)((v ⊗ e1 ∧ · · · ∧ en ⊗ f) = (n+ g)v ⊗ e1 ∧ · · · ∧ en ⊗ f
for f ∈ Fm homogeneous of degree g, except for n = g = 0, in which case
(D−1δ0 + δ1D0)(v ⊗ 1) = v ⊗ 1.
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Since our resolution is the direct product of differential complexes indexed by the
degree n + g, this shows that D∗δ∗ + δ∗D∗ is invertible. Hence D is the desired
continuous contraction. 
4. Analytic R-groups
We recall the definition of the analytic R-group from [DeOp2]. Let δ be a discrete
series representation of HP with central character W (RP )rδ ∈ TP /W (RP ). Recall
that a parabolic subsystem of R0 is a subset RQ ⊂ R0 satisfying RQ = R0 ∩ RRQ.
We let Q denote the basis of RQ inside the positive subset RQ,+ := RQ ∩R0,+. We
call RQ standard if Q ⊂ F0, in which case these notions agree with (9). The set of
roots R0 \ RP is a disjoint union of subsets of the form RQ \ RP where RQ ⊂ R0
runs over the collection PPmin of minimal parabolic subsystems properly containing
RP . We define αQ ∈ R0,+ by Q = {P,αQ} and α
P
Q = αQ
∣∣
aP
∈ aP,∗ for RQ ∈ P
P
min.
By the integrality properties of the root system R0 we see that
(44) {α
∣∣
aP
: α ∈ RQ} ⊂ Zα
P
Q.
Clearly αPQ is a character of T
P whose kernel contains the codimension one subtorus
TQ ⊂ TP . For each RQ ∈ P
P
min we define a W (RP )-invariant rational function on
T by
(45) cPQ(t) :=
∏
α∈RQ,+\RP,+
cα(t),
where cα : T → C denotes the rank one c-function associated to α ∈ R0 and the
parameter function q ofH, see e.g. [DeOp1, Appendix 9]. This cα plays an important
role in the representation theory of H, as it governs the behaviour of the intertwining
operator Isα associated to the reflection sα. Roughly speaking, singularities of Isα
correspond to the zeros of cα, while Isα tends to be a scalar operator on principal
series representations parametrized by poles of cα.
For any α ∈ RQ\RP the function cα is a nonconstant rational function on any
coset of the form rTP . In particular cPQ is regular on a nonempty Zariski-open subset
of such a coset. By the W (RP )-invariance we see that for t ∈ T
P and r ∈W (RP )rδ,
the value of this function at rt is independent of the choice of r ∈ W (RP )rδ. The
resulting rational function t 7→ cPQ(rt) on T
P is clearly constant along the cosets
of the codimension one subtorus TQ ⊂ TP . We define the set of mirrors MP,δQ
associated to RQ ∈ P
P
min to be the set of connected components of the intersection
of the set of poles of this rational function with the unitary part TPun of T
P . We put
(46) MP,δ =
⊔
RQ∈PPmin
MP,δQ
for the set of all mirrors in TPun associated to the pair (P, δ). Given M ∈ M
P,δ we
denote by RQM ⊂ R0 the unique element of P
P
min such that M ∈ M
P,δ
QM
. Thus any
mirror M ∈ MP,δ is a connected component of a hypersurface of TPun of the form
αP
QM
= constant. Observe that for a fixed pair (P, δ) the set MP,δ is finite (and
possibly empty).
For every mirror M ∈ MP,δ there exists, by [DeOp2, Theorem 4.3.i], a unique
sM ∈ WP,δ (i.e. sM ∈ WP,P and δ ≃ δ ◦ ψ
−1
sM ) which acts on T
P
un as the reflection in
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M . For ξ = (P, δ, t) ∈ Ξun letMξ be the collection of mirrors M ∈ M
P,δ containing
t. We define
(47) Rξ = {±α
P
QM :M ∈ Mξ} and R
+
ξ = {α
P
QM :M ∈ Mξ}.
Then it follows from [DeOp2, Proposition 4.5] and (44) that Rξ is a root system in
a
P,∗ and that R+ξ ⊂ Rξ is a positive subset. Its Weyl group W (Rξ) is generated by
the reflections sM with M ∈ Mξ, so it can be realized as a subgroup of Wξ = {w ∈
W : w(ξ) = ξ}. The R-group of ξ ∈ Ξun is defined as
(48) Rξ = {w ∈ Wξ : w(R
+
ξ ) = R
+
ξ },
and by [DeOp2, Proposition 4.7] it is a complement to W (Rξ) in Wξ:
(49) Wξ = Rξ ⋉W (Rξ).
With these notions one can state the analogue of the Knapp–Stein linear indepen-
dence theorem [KnSt, Theorem 13.4] for affine Hecke algebras. For reductive p-adic
groups the result is proven in [Sil], see also [Art, Section 2].
Theorem 4.1. Let ξ ∈ Ξun.
(a) For w ∈ Wξ the intertwiner π(w, ξ) is scalar if and only if w ∈W (Rξ).
(b) There exists a 2-cocycle κξ (depending on the normalization of the intertwining
operators π(w, ξ) for w ∈ Wξ) of Rξ such that EndH(π(ξ)) is isomorphic to the
twisted group algebra C[Rξ, κξ].
(c) Given the normalization of the intertwining operators, there is a unique bijection
Irr(C[Rξ, κξ])→ IrrWξ(S) : ρ 7→ π(ξ, ρ),
such that π(ξ) ∼=
⊕
ρ π(ξ, ρ) ⊗ ρ as H⊗ C[Rξ, κξ ]-modules.
(d) LetModf,un,Wξ(S) be the category of finite dimensional unitary S-representations
that admit the central character Wξ. The contravariant functor
Φ∗ξ : Modf,un,Wξ(S) → Modf (C[Rξ , κξ]),
π 7→ HomH(π, π(ξ))
is a duality of categories, with quasi-inverse ρ 7→ π(ξ, ρ) := HomC[Rξ,κξ](ρ, π(ξ)).
Proof. Part (a) is [DeOp2, Theorem 5.4], parts (b) and (c) are [DeOp2, Theorem
5.5] and part (d) is [Opd2, Theorem 5.13]. 
Recall that C[Rξ, κξ ] has a canonical basis {Tr | r ∈ Rξ} and that its multiplica-
tion is given by
(50) TrTr′ = κξ(r, r
′)Trr′ r, r
′ ∈ Rξ
Via a trace map Φ∗ξ(π) is naturally identified with the dual space of
(51) Φξ(π) := HomH(π(ξ), π) = π(ξ)
∗ ⊗H π.
Given that Φ∗ξ(π) is a C[Rξ, κξ ]-representation, (50) shows that Φξ(π) is a represen-
tation of C[Rξ, κ
−1
ξ ]. Thus Theorem 4.1.d is equivalent to saying that the covariant
functor
Φξ : Modf,un,Wξ(S)→ Modf (C[Rξ, κ
−1
ξ ])
is an equivalence of categories. Its quasi-inverse is
(52) ρ 7→ π(ξ)⊗C[Rξ,κ−1ξ ]
ρ.
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It turns out that Theorem 4.1 is compatible with parabolic induction, in the following
sense. For P ⊂ Q ⊂ F0 we have ξ = (P, δ, t) ∈ Ξ
Q
un ⊂ Ξun. The R-group of
HQ = H(RQ, q) at ξ is
(53) RQξ = {r ∈ Rξ : r fixes tT
Q
un pointwise}.
The cocycle κQξ : R
Q
ξ × R
Q
ξ → C
× is the restriction of κξ . By [Opd2, Proposition
6.1]
(54) Ind
C[Rξ,κξ]
C
[
R
Q
ξ
,κQ
ξ
] ◦Φ∗Qξ = Φ∗ξ ◦ IndHHQ
as functors Modf,un,WQξ(S(R
Q, q))→ Modf (C[Rξ, κξ ]). This follows from the same
argument as for R-groups in the setting of reductive groups, which can be found in
[Art, Section 2].
Although it is not needed for our main results, it would be interesting to generalize
Theorem 4.1 to non-tempered induction data ξ ∈ Ξ \ Ξun. We will do that in a
weaker sense, only for positive induction data. Sections 5 and 6 do not depend on
the remainder of this section.
One approach would be to define the R-group of ξ = (P, δ, t) to be that of ξun =
(P, δ, t |t|−1). This works out well in most cases, but it is unsatisfactory if the isotropy
group Wξun is strictly larger than Wξ. The problem is that t |t|
−1 is not always a
generic point of (TP )Wξ . To overcome this, we define Mξ to be the collection of
mirrorsM ∈MP,δ that contain not only t |t|−1, but the entire connected component
of t |t|−1 in (TPun)
Wξ . Notice that all components of (TP )Wξ are cosets of a complex
subtorus of TP . Since t |t|r ∈ (TP )Wξ for all r ∈ R, Mξ is precisely the collection
of mirrors whose complexification contains t.
Now we define Rξ, R
+
ξ and Rξ as in (48) and (49). We note that Rξ may differ
from Rξun , but that Rξ = RP,δ,t′ for almost all t
′ ∈ (TPun)
Wξ . For positive induction
data there is an analogue of Theorem 4.1:
Theorem 4.2. Let ξ = (P, δ, t) ∈ Ξ+.
(a) For w ∈ Wξ the intertwiner π(w, ξ) is scalar if and only if w ∈W (Rξ).
(b) There exists a 2-cocycle κξ of Rξ such that EndH(π(ξ)) is isomorphic to the
twisted group algebra C[Rξ, κξ ].
(c) There exists a unique bijection
Irr(C[Rξ, κξ ])→ IrrWξ(H) : ρ 7→ π(ξ, ρ),
and there exist indecomposable direct summands πρ of π(ξ), such that π(ξ, ρ) is
a quotient of πρ and π(ξ) ∼=
⊕
ρ πρ ⊗ ρ as H⊗ C[Rξ, κξ]-modules.
Remark. Part (a) also holds for general ξ ∈ Ξ. Part (d) of Theorem 4.1 does
not admit a nice generalization to ξ ∈ Ξ+. One problem is that the category
Modf (C[Rξ, κξ ]) is semisimple, while π(ξ) is not always completely reducible. One
can try to consider the category of H-representations all whose irreducible subquo-
tients lie in IrrWξ(H), but then one does not get nice formulas for the functors Φξ
and Φ∗ξ .
Proof. (a) and (b) Since ξ is positive, the operators π(w, ξ) with w ∈ Wξ span
EndH(π(ξ)) [Sol3, Theorem 3.3.1]. Let v ∈ W (Rξ). The intertwiner π(v, P, δ, t
′) is
rational in t′ and by Theorem 4.1.a it is scalar for all t′ in a Zariski-dense subset of
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(TPun)
Wξ . Hence π(v, P, δ, t′) is scalar for all t′ ∈ (TP )Wξ , which together with (49)
and (18) implies that
EndH(π(ξ)) = span{π(w, ξ) : w ∈ Rξ}.
All the intertwiners π(w,P, δ, t′) depend continuously on t′, so the type of π(P, δ, t′)
as a projective Rξ-representation is constant on connected components of (T
P )Wξ .
Again by Theorem 4.1.a {π(w, ξ) : w ∈ Rξ} is linearly independent for generic
t′ ∈ (TPun)
Wξ , so it is in fact linearly independent for all t′ ∈ (TP )Wξ . Now the mul-
tiplication rules for intertwining operators (18) show that EndH(π(ξ)) is isomorphic
to a twisted group algebra of Rξ.
(c) Let A = EndC[Rξ,κξ](π(ξ)) be the bicommutant of π(ξ,H) in EndC(π(ξ)). There
is a canonical bijection
Irr(C[Rξ , κξ])→ Irr(A) : ρ 7→ πρ
such that π(ξ) ∼=
⊕
ρ πρ⊗ρ as A⊗C[Rξ, κξ]-modules. By construction the irreducible
A-subrepresentations of π(ξ) are precisely the indecomposable H-subrepresentations
of π(ξ). By [Sol3, Proposition 3.1.4] every πρ has a unique irreducible quotient
H-representation, say π(ξ, ρ), and π(ξ, ρ) ∼= π(ξ, ρ′) if and only if πρ ∼= πρ′ as H-
representations. Thus ρ 7→ π(ξ, ρ) sets up a bijection between Irr(C[Rξ, κξ ]) and
the equivalence classes of irreducible quotients of π(ξ). By Theorem 1.2 the latter
collection is none other than IrrWξ(H). 
5. Extensions of irreducible tempered modules
In this section we will determine the structure of S in an infinitesimal neighbor-
hood of a central character Wξ, and we will compute the Ext-groups for irreducible
representations of this algebra.
As Ξun has the structure of a smooth manifold (with components of different
dimensions) we can consider its tangent space Tξ(Ξun) at ξ. The isotropy group
Wξ acts linearly on Tξ(Ξun) and for w ∈ Wξ we denote the determinant of the
corresponding linear map by det(w)Tξ(Ξun). Since the connected component of ξ in
Ξun is diffeomorphic to T
P
un, we have
Tξ(Ξun) ∼= Lie(T
P
un)
∼= iaP ∼= i(a/aP ).
Recall the canonical Wξ-representation on Tξ(Ξun), and the decomposition Wξ =
W(Rξ) ⋊ Rξ. By Chevalley’s Theorem [Che, Hum] the algebra R[Tξ(Ξun)]W (Rξ)
of real polynomial invariants on Tξ(Ξun) for the action of the real reflection group
W (Rξ) is itself a free real polynomial algebra on dimT
P
un generators. Let mξ be its
maximal ideal of W (Rξ)-invariant polynomials vanishing at ξ. Define
(55) Eξ = mξ/m
2
ξ .
Then Eξ carries itself a real representation of Rξ. Since the Rξ-invariant ideal m
2
ξ
has finite codimension in R[Tξ(Ξun)]W (Rξ) we can choose a decomposition
(56) R[Tξ(Ξun)]
W (Rξ) = R⊕ Eξ ⊕m
2
ξ
in Rξ-stable subspaces, where R denotes the subspace of constants. We will identify
Eξ with this Rξ-subrepresentation of R[Tξ(Ξun)]W (Rξ). Clearly Eξ generates the
ideal mξ. Let S(Eξ) = O(E
∗
ξ ⊗R C) be the algebra of complex valued polynomial
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functions on E∗ξ and let Ŝ(Eξ) be its formal completion at 0 ∈ E
∗
ξ . Notice that (56)
induces Rξ-equivariant isomorphisms
(57) O(Tξ(Ξun))
W (Rξ) ∼= S(Eξ) and F
W (Rξ)
ξ
∼= Ŝ(Eξ).
Let κξ : Rξ ×Rξ → C× be the cocycle from Theorem 4.1.b and let R∗ξ be a Schur
extension of Rξ. This object is also known as a representation group [CuRe, Section
53] and is characterized by the property that equivalence classes of irreducible pro-
jective Rξ-representations are in natural bijection with equivalence classes of (linear)
R
∗
ξ-representations. There is a unique central idempotent pξ ∈ C[R
∗
ξ ] such that
C[Rξ, κ
−1
ξ ]
∼= pξC[R
∗
ξ ]
as algebras and as C[R∗ξ ]-bimodules. Then p
∗
ξC[R
∗
ξ ] = C[Rξ, κξ ]. With these nota-
tions we can formulate a strengthening of Theorem 4.1:
Theorem 5.1. The Fre´chet algebras ŜWξ and pξ
(
Ŝ(Eξ)⋊R∗ξ
)
are Morita equivalent.
There are equivalences of exact categories
ModWξ,torbor (S)
∼= Modbor
(
ŜWξ
)
∼= Modbor
(
pξ(Ŝ(Eξ)⋊R
∗
ξ)
)
,
and similarly for Fre´chet modules.
Proof. Write ξ = (P, δ, t). By (23) and (24) we may replace S by
(58)
(
C∞(TPun)⊗ EndC(C[W
P ]⊗ Vδ)
)WP,δ .
Let Uξ ⊂ T
P
un be a nonempty open ball around t such that
Uξ ∩ wUξ =
{
Uξ if w ∈ Wξ
∅ if w ∈ WP,δ \Wξ.
The localization of (58) at Uξ is
C∞(Uξ)
Wξ ⊗
C∞(TPun)
WP,δ
(
C∞(TPun)⊗ EndC(C[W
P ]⊗ Vδ)
)WP,δ
∼=
(
C∞(Uξ)⊗ EndC(C[W
P ]⊗ Vδ)
)Wξ .(59)
The action of Wξ on C
∞(Uξ) ⊗ EndC(C[WP ] ⊗ Vδ) is still defined by (22), so for
w ∈ Wξ and t
′ ∈ Uξ
(60) (w · f)(t′) = π(w,P, δ, w−1t′)f(w−1t′)π(w,P, δ, w−1t′)−1.
Let Vξ be the vector space C[WP ]⊗ Vδ endowed with the H-representation π(ξ). It
is also a projective Wξ-representation, so we can define a Wξ-action on C
∞(Uξ) ⊗
EndC(Vξ) by
(61) (w · f)(t′) = π(w, ξ)f(w−1t′)π(w, ξ)−1.
The difference between (60) and (61) is that π(w,P, δ, w−1t′) depends on t′, while
π(w, ξ) does not. Since Uξ is Wξ-equivariantly contractible to t, we are in the right
position to apply [Sol1, Lemma 7]. Its proof, and in particular [Sol1, (20)] shows
that the algebra (59), with the Wξ-action (60), is isomorphic to
(62)
(
C∞(Uξ)⊗ EndC(Vξ)
)Wξ ,
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with respect to the Wξ-action (61). By Theorem 4.1.a the elements of W (Rξ) act
trivially on EndC(Vξ), but nontrivially on C
∞(Uξ). Moreover by (49) W (Rξ) is
normal in Wξ and Wξ/W (Rξ) ∼= Rξ , so we can rewrite (62) as
(63)
(
C∞(Uξ)
W (Rξ) ⊗ EndC(Vξ)
)Rξ .
The formal completion of (63) at ξ is
(64) F
Wξ
ξ ⊗̂C∞(Uξ)Wξ
(
C∞(Uξ)
W (Rξ) ⊗ EndC(Vξ)
)Rξ .
By Lemma 2.2.a the latter is isomorphic to
(65)
(
(C∞(Uξ)
W (Rξ)
/
(m
Wξ,∞
ξ C
∞(Uξ)
W (Rξ))⊗ EndC(Vξ)
)Rξ
,
where m
Wξ,∞
ξ ⊂ C
∞(Uξ)
Wξ denotes the ideal of flat functions at ξ. We claim that
(66) m
Wξ,∞
ξ C
∞(Uξ)
W (Rξ) = m
W (Rξ),∞
ξ ,
the ideal of flat functions in C∞(Uξ)
W (Rξ). By Whitney’s spectral theorem the
right hand side of (66) is closed, so it contains the left hand side. Let us prove the
opposite inclusion. By the finiteness of Rξ the ring of W (Rξ)-invariant polynomi-
als O(Tξ(Ξun))
W (Rξ) is finitely generated as a module over O(Tξ(Ξun))
Wξ . Since
O(Tξ(Ξun))
Wξ is Noetherian ring, there exists a finite presentation(
O(Tξ(Ξun))
Wξ
)n2 A−−→ (O(Tξ(Ξun))Wξ)n1 P−−→ O(Tξ(Ξun))W (Rξ) → 0.
Let Pi ∈ O(Tξ(Ξun))
W (Rξ) be the image of the i-th basis vector under P . Then
A is an n1 × n2-matrix with entries in O(Tξ(Ξun))
Wξ , expressing the relations be-
tween the generators Pi over O(Tξ(Ξun))
Wξ . Because the formal completion F
Wξ
ξ of
O(Tξ(Ξun))
Wξ at ξ is flat over O(Tξ(Ξun))
Wξ , the relations module of the generators
Pi is also given by the matrix A when working over the formal power series ring
F
Wξ
ξ . In addition one easily checks that
(67) F
Wξ
ξ ⊗O(Tξ(Ξun))Wξ
O(Tξ(Ξun))
W (Rξ) = F
W (Rξ)
ξ .
Now let f ∈ m
W (Rξ),∞
ξ . By an argument of Poe´naru [Poe, p.106] the Pi also generate
C∞(Uξ)
W (Rξ) as a module over C∞(Uξ)
Wξ , so we may write f =
∑n1
i=1 φiPi with
φ = (φi)
n1
i=1 ∈
(
C∞(Uξ)
Wξ
)n1 . By applying the Taylor series homomorphism τξ at
ξ we get 0 =
∑n1
i=1 τξ(φi)Pi. It follows from (67) and the remarks just above that
there exists a ψ̂ ∈ (F
Wξ
ξ )
n2 such that τξ(φ) = A(ψ̂). By Borel’s Theorem there exist
ψ ∈ (C∞(Uξ)
Wξ)n2 such that τξ(ψ) = ψ̂. Writing φ
0 := A(ψ) ∈ (C∞(Uξ)
Wξ)n1 , we
obtain
φi − φ
0
i ∈ m
W (Rξ),∞
ξ ∩ C
∞(Uξ)
Wξ = m
Wξ,∞
ξ ,
f =
n1∑
i=1
φiPi =
n1∑
i=1
(φi − φ
0
i )Pi ∈ m
Wξ,∞
ξ C
∞(Uξ)
W (Rξ).
This proves (66), from which we conclude that (65) is isomorphic to
(68)
(
F
W (Rξ)
ξ ⊗ EndC(Vξ)
)Rξ .
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For compatibility with Section 3 we put M = E∗ξ ⊗R C, m = 0 and G = Gm = R
∗
ξ .
By Theorem 4.1.c every irreducible representation of C[Rξ, κξ ] = p∗ξC[R
∗
ξ ] appears
at least once in Vξ, so Vξ contains precisely the same irreducible R
∗
ξ-representations
as the right regular representation of R∗ξ on C[Rξ, κ
−1
ξ ] = pξC[R
∗
ξ ]. Now parts (a)
and (d) of Theorem 3.2 say that (68) is Morita equivalent to
(69)
(
Ŝ(Eξ)⊗ EndC(pξC[R
∗
ξ ])
)R∗ξ
Because pξ is central and by Lemma 3.1, (69) is isomorphic to
(70) Ŝ(Eξ)⋊ pξC[R
∗
ξ ] = pξ
(
Ŝ(Eξ)⋊R
∗
ξ
)
.
This establishes the required Morita equivalence. Since the bimodules in the proof
of Theorem 3.2.a are bornologically projective, this Morita equivalence is an exact
functor. That and parts (c) and (f) of Lemma 2.2 yield the equivalences of exact
categories. 
The above proof and Theorem 3.2 show that the Morita bimodules are
(71)
(
Ŝ(Eξ)⊗HomC
(
π(ξ), pξC[R
∗
ξ ]
))R∗ξ
and
(
Ŝ(Eξ)⊗HomC
(
pξC[R
∗
ξ ], π(ξ)
))R∗ξ
,
where C[R∗ξ ] is considered as the right regular representation of R
∗
ξ . The equivalence
of categories maps π ∈ ModWξ(S) to the Ŝ(Eξ)⋊R∗ξ-module
HomC
(
π(ξ), pξC[R
∗
ξ ]
)R∗ξ ⊗
EndC(π(ξ))
R∗
ξ
π = pξHomC[R∗ξ ]
(
π(ξ),C[R∗ξ ]
)
⊗
EndC[R∗
ξ
](π(ξ))
π.
By construction EndC[R∗ξ ](π(ξ)) = π(ξ)(H), while HomC[R∗ξ ]
(
π(ξ),C[R∗ξ ]
)
is isomor-
phic to the dual space of π(ξ) via the map C[R∗ξ ] → C defined by evaluation at 1.
Hence the above module simplifies to
pξπ(ξ)
∗ ⊗H π = π(ξ)
∗ ⊗H π = HomH(π(ξ), π).
Conversely, consider a Ŝ(Eξ) ⋊ pξC[R∗ξ ]-module ρ with central character 0 ∈ E
∗
ξ .
The Morita equivalence sends it to
HomC
(
pξC[R
∗
ξ ], π(ξ)
)R∗ξ ⊗
EndC(pξC[R∗ξ ])
R∗
ξ
ρ = p∗ξHomC[R∗ξ ]
(
pξC[R
∗
ξ ], π(ξ)
)
⊗
pξC[R∗ξ ]
ρ
= p∗ξπ(ξ) ρ
pξC[R∗ξ ]
= π(ξ) ⊗
C[Rξ,κ
−1
ξ
]
ρ.
Together with (51) and (52) this confirms that Theorem 5.1 generalizes the covariant
version of Theorem 4.1.d.
If π′ ∈ Modf,un,Wξ(S), then by (50)
(72) Φ∗ξ(π)⊗ Φξ(π
′) is a representation of C[Rξ, 1],
that is, a (linear) representation of the group Rξ.
Theorem 5.2. Let π, π′ be finite dimensional unitary S-modules with central char-
acter Wξ. Let Φ∗ξ(π) = HomH(π, π(ξ)) ∈Mod(C[Rξ , κξ]) and
Φξ(π
′) = HomH(π(ξ), π
′) ∈ Mod(C[Rξ, κ
−1
ξ ]) be as in Theorem 4.1. Then
(73) ExtnH(π, π
′) ∼=
(
Φ∗ξ(π)⊗C Φξ(π
′)⊗R
∧n E∗ξ )Rξ .
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For π = π′ the Yoneda-product on Ext∗H(π, π) corresponds to the usual product on(
EndC(Φξ(π))⊗R
∧∗E∗ξ )Rξ .
Proof. Our strategy is to consider π and π′ as modules over various algebras A,
such that the extension groups ExtnA(π, π
′) for different A’s are all isomorphic. By
[OpSo1, Corollary 3.7.b]
(74) ExtnH(π, π
′) ∼= ExtnS(π, π
′) n ∈ Z≥0.
Since π and π′ have finite dimension, it does not matter whether we calculate their
Ext-groups in the category of algebraic S-modules or in any of the categories of
topological S-modules studied in Section 2.
From (74) and exactness of localization we see that the first steps of the proof
of Theorem 3.2, up to (63), preserve the Ext-groups. For the computation of
ExtnS(π, π
′), Corollary 2.6 allows us to replace S by its formal completion ŜWξ ∼=
F
Wξ
ξ ⊗̂ZS at the central character Wξ. This brings us to (64), which is Morita
equivalent to (70). Under these transformations π corresponds to Φξ(π), regarded
as a representation of (70) or of Ŝ(Eξ)⋊R∗ξ-representation via the evaluation at 0.
Because (70) is a direct summand of Ŝ(Eξ)⋊R∗ξ , we can consider the Ext-groups of
Φξ(π) and Φξ(π
′) just as well with respect to Ŝ(Eξ)⋊R∗ξ . Therefore
(75) ExtnH(π, π
′) ∼= Extn
Ŝ(Eξ)⋊R∗ξ
(Φξ(π),Φξ(π
′)),
and we can apply Theorem 3.3. Here FGm = Fm = Ŝ(Eξ) and
∧n
C Tm(M)
∼=∧n
RE
∗
ξ ⊗R C, so by Theorem 3.3.a
(76) ExtnH(π, π
′) ∼=
(
Φ∗ξ(π)⊗C Φξ(π
′)⊗R
∧nE∗ξ )R∗ξ .
Moreover Φ∗ξ(π)⊗CΦξ(π
′) is aRξ-representation, so the entire action factors through
R
∗
ξ → Rξ. Thus we may just as well use Rξ to determine the invariants in (76).
The Yoneda product is described by Theorem 3.3.b. 
6. The Euler–Poincare´ pairing
Let π, π′ ∈ Modf (H). Their Euler–Poincare´ pairing is defined as
(77) EPH(π, π
′) =
∑
n≥0
(−1)n dimC Ext
n
H(π, π
′).
Since H is Noetherian and has finite cohomological dimension [OpSo1, Proposition
2.4], this pairing is well-defined. By the main result of [OpSo1], for π, π′ ∈ Modf (S)
(78) EPS(π, π
′) :=
∑
n≥0
(−1)n dimC Ext
n
S(π, π
′) equals EPH(π, π
′).
It is clear from the definition (77) that EPH(π, π
′) = 0 if π and π′ admit different
Z(H)-characters. With (78) we can strengthen this to EPH(π, π
′) = 0 whenever
π and π′ admit different Z(S)-characters. This is really stronger, because Z(S) is
larger than the closure of Z(H) in S. By (24) any discrete series representation δ is
projective in Modf (S), so
EPS(δ, π
′) = dimCHomS(δ, π
′) for all π′ ∈ Modf (S).
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Together with (78) this shows that δ also behaves like a projective H-representation
for the Euler–Poincare´ pairing (over H) of tempered modules, something that is
completely unclear from (77).
For ǫ ∈ R let qǫ be the parameter function qǫ(w) = q(w)ǫ. For every ǫ we have
the affine Hecke algebra H(R, qǫ) and its Schwartz completion S(R, qǫ). We note
that H(R, q0) = C[W ] is the group algebra of W and that S(R, q0) = S(W ) is
the Schwartz algebra of rapidly decreasing functions on W . The intuitive idea is
that these algebras depend continuously on ǫ. We will use this in the form of the
following rather technical result.
Theorem 6.1. [Sol3, Corollary 4.2.2]
For ǫ ∈ [−1, 1] there exists a family of additive functors
σ˜ǫ : Modf (H(R, q))→ Modf (H(R, q
ǫ)),
σ˜ǫ(π, V ) = (πǫ, V ).
with the properties
(1) the map
[−1, 1]→ EndV : ǫ 7→ πǫ(Nw)
is analytic for any w ∈W ,
(2) σ˜ǫ is a bijection if ǫ 6= 0,
(3) σ˜ǫ preserves unitarity,
(4) σ˜ǫ preserves temperedness if ǫ ≥ 0,
(5) σ˜ǫ preserves the discrete series if ǫ > 0.
Theorem 6.2. (a) For all π, π′ ∈ Modf (H) and ǫ ∈ [0, 1]:
EPH(R,qǫ)(σ˜ǫ(π), σ˜ǫ(π
′)) = EPH(π, π
′).
(b) The pairing EPH is symmetric and positive semidefinite.
(c) Suppose P ⊂ F0, RP 6= a∗ and V ∈ Modf (HP ). Then Ind
H
HP (V ) lies in the
radical of EPH.
Proof. See Proposition 3.4 and Theorem 3.5 of [OpSo1]. We note that the symmetry
of EPH is not automatic, it is proved via part (a) for ǫ = 0 and a more detailed
study of EPW = EPH(R,q0) [OpSo1, Theorem 3.2]. 
The pairing EPH extends naturally to a Hermitian form on GC(H), say complex
linear in the second argument. By Theorem 6.2.c it factors through the quotient
Ell(H) := GC(H)
/ ∑
P⊂F0,RP 6=a∗
IndHHP
(
GC(H
P )
)
Following [Opd2] we call Ell(H) the space of elliptic characters of H. Notice that
Ell(H) = 0 and EPH = 0 if the root datum R is not semisimple.
Lemma 6.3. The composite map GC(S)→ GC(H)→ Ell(H) is surjective.
Proof. We may and will assume that R is semisimple. We have to show that every
irreducible H-representation π can be written as a linear combination of tempered
representations and of representations induced from proper parabolic subalgebras.
Recall [Sol3, Section 2.2] that a Langlands datum is a triple (P, σ, t) such that
• P ⊂ F0 and σ is an irreducible tempered HP -representation;
• t ∈ TP and |t| ∈ TP++.
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The Langlands classification [Sol3, Theorem 2.2.4] says that the H-representation
π(P, σ, t) has a unique irreducible quotient L(P, σ, t) and that there is (up to equiv-
alence) a unique Langlands datum such that L(P, σ, t) ∼= π.
If P = F0, then T
P = {1} because R is semisimple. So HP = H
P = H and
π ∼= σ, which by definition is tempered.
Therefore we may suppose that P 6= F0. Since π(P, σ, t) is induced from H
P , we
have π = L(P, σ, t) − π(P, σ, t) in Ell(H). By [Sol3, Lemma 2.2.6.b]
π(P, σ, t)− L(P, σ, t) ∈ GC(H)
is a sum of representations L(Q, τ, s) with P ⊂ Q and ‖ccP (σ)‖ < ‖ccQ(τ)‖, where
ccP (σ) is as in (19). Given the central character of π (an element of T/W0), there
are only finitely many possibilities for ccP (σ). Hence we can deal with the represen-
tations L(Q, τ, s) via an inductive argument. 
From [Sol3, Lemma 4.2.3.a] we know that σ˜0 : Modf (H)→ Modf (W ) commutes
with parabolic induction, so it induces a linear map
(79) σEll : Ell(H)→ Ell(W ) = Ell
(
H(R, q0)
)
.
Theorem 6.4. The pairings EPH and EPW induce Hermitian inner products on
respectively Ell(H) and Ell(W ), and the map σEll is an isometric bijection.
Proof. By Lemma 6.3 and [Sol3, (3.37)], σEll is a linear bijection. According to
[OpSo1, Theorem 3.2.b] EPW induces a Hermitian inner product on Ell(W ), and by
Theorem 6.2 σEll is an isometry. Therefore the sesquilinear form on Ell(H) induced
by EPH is also a Hermitian inner product. 
6.1. Arthur’s formula. In this subsection we prove Arthur’s formula for the Euler–
Poincare´ pairing (77) for tempered representations of affine Hecke algebras (2).
Recall the setup of Theorem 5.2. The expression det(1−w)Tξ(Ξun) = det(1−w)aP
is analogous to the “Weyl measure” in equation (3) and to d(r) in equation (5).
Notice that
det(1− w)Tξ(Ξun) ≥ 0
because the tangent space of Ξun at ξ is a real representation of the finite group
Wξ. Clearly det(1 − w)Tξ(Ξun) 6= 0 if and only if w acts without fixed points on
Tξ(Ξun) \ {0}, in which case we say that w is elliptic in Wξ.
It is an elementary result in homological algebra that, for the purpose of comput-
ing Euler–Poincare´ pairings, one may replace any module by its semisimplification.
Hence in the next theorem it suffices to compute EPH(π, π
′) for π, π′ ∈ Modf,Wξ(S)
completely reducible. Recall that irreducible tempered modules are unitarizable
[DeOp1, Corollary 3.23]. In particular Theorem 4.1.d applies to π and π′.
Theorem 6.5. Let π, π′ ∈ Modf,un,Wξ(S), as in Theorem 4.1.d. Denote by Φ
∗
ξ(π) =
HomH(π, π(ξ)) and Φ
∗
ξ(π
′) = HomH(π
′, π(ξ)) the corresponding modules of C[Rξ, κξ].
Then
EPH(π, π
′) = |Rξ|
−1
∑
r∈Rξ
det(1− r)Tξ(Ξun)trΦ∗ξ(π)(r)trΦ
∗
ξ
(π′)(r).
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Proof. By (76)
EPH(π, π
′) =
∑
n≥0
(−1)n dimC
(
Φ∗ξ(π)⊗C Φξ(π
′)⊗R
∧nE∗ξ )R∗ξ(80)
=
∑
n≥0
(−1)n|R∗ξ |
−1
∑
r∈R∗ξ
trΦ∗
ξ
(π)(r)trΦξ(π′)(r)tr
∧nE∗ξ (r)
= |R∗ξ |
−1
∑
r∈R∗
ξ
trΦ∗
ξ
(π)(r)trΦ∗
ξ
(π′)(r)
∑
n≥0
(−1)ntr∧nE∗ξ (r)
= |R∗ξ |
−1
∑
r∈R∗
ξ
trΦ∗ξ(π)(r)trΦ
∗
ξ(π
′)(r) det(1− r)E∗ξ .
Notice that this formula does not use the entire action of R∗ξ on E
∗
ξ , only det(1−r)E∗ξ .
This determinant is zero whenever r ∈ R∗ξ fixes a nonzero vector in E
∗
ξ . Suppose
that Rξ is nonempty. Then R
∨
ξ is a nonempty root system in a
P and RR∨ξ can be
identified with a subspace of E∗ξ . Every r ∈ R
∗
ξ fixes
∑
α∈R+
ξ
α∨ ∈ aP \ {0}, so r
fixes nonzero vectors of Tt(Uξ) and E
∗
ξ . We conclude that
det(1− r)E∗ξ = 0 = det(1− r)Tt(Uξ)
whenever Rξ is nonempty. Therefore we may always replace E
∗
ξ by Tt(Uξ) = Tξ(Ξun)
in (80). So by (75) and (80)
(81) EPH(π, π
′) = |R∗ξ |
−1
∑
r∈R∗
ξ
det(1− r)Tξ(Ξun)trΦ∗ξ(π)(r)trΦ
∗
ξ
(π′)(r).
Finally we want to reduce from R∗ξ to Rξ. The action of R
∗
ξ on Tξ(Ξun) is defined via
the quotient map R∗ξ → Rξ, so that is no problem. By (72) the R
∗
ξ-representation
Φ∗ξ(π)⊗ Φξ(π
′) is actually a representation of Rξ, with trace
trΦ∗
ξ
(π)⊗Φ∗
ξ
(π′)∗(r) = trΦ∗
ξ
(π)(r)trΦ∗
ξ
(π′)(r).
Hence any two elements of R∗ξ with the same image in Rξ give the same contribution
to (81). 
The next result follows from Theorem 6.4 but it is also interesting to derive it
from Theorem 6.5, since that proof can be generalized to reductive groups.
Corollary 6.6. Let ξ = (P, δ, t) ∈ Ξun and let χ ∈ GC
(
Modf,un,Wξ(S)
)
⊂ GC(H).
Then EPH(χ, χ) = 0 if and only if χ ∈
∑
P⊂Q⊂F0,RQ 6=a∗
IndHHQ(GC(H
Q)).
Proof. The formula (81) says (by definition) that EPH(χ, χ
′) is the elliptic pairing
eR∗ξ (Φξ(χ
′),Φξ(χ)) of trace functions on R
∗
ξ with respect to the R
∗
ξ-representation
Tξ(Ξun), in the sense of Reeder [Ree]. By [Ree, Proposition 2.2.2] the radical of the
Hermitian form eR∗
ξ
is
∑
Γ Ind
R∗ξ
Γ (GC(Γ)), where the sum runs over all subgroups
Γ ⊂ R∗ξ for which Tξ(Ξun)
Γ 6= 0. Clearly it suffices to consider Γ’s that contain the
central subgroup Zξ = ker(R
∗
ξ → Rξ). From (81) we see that R
∗
ξ-representations
with different Zξ-character are orthogonal for eR∗
ξ
, so the above remains valid if we
restrict to pGC(R
∗
ξ) = GC(C[Rξ , κξ]). In particular
(82) eR∗
ξ
(Φξ(χ),Φξ(χ)) = 0 ⇐⇒ Φξ(χ) ∈
∑
Γ∗
Ind
pC[R∗ξ ]
pC[Γ∗]
(
GC(pC[Γ
∗])
)
,
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where Zξ ⊂ Γ
∗ ⊂ R∗ξ and Tξ(Ξun)
Γ∗ 6= 0. Since Rξ is built from elements of the
Weyl groupoid W, Tξ(Ξun)
Γ∗ is Wξ-conjugate to a
Q for some set of simple roots
Q ⊃ P . In view of (49) and (53) this means that Γ∗/Zξ is conjugate to a subgroup
of RQξ . Thus the right hand side of (82) becomes
Φξ(χ) ∈
∑
P⊂Q⊂F0,aQ 6=0
Ind
C[Rξ,κξ]
C
[
R
Q
ξ
,κQ
ξ
](GC(C[RQξ , κQξ ])).
Theorem 4.1.d implies that
ΦQξ : GC
(
Modf,un,WQξ(S(R
Q, q))
)
→ GC(C[R
Q
ξ , κ
Q
ξ ])
is bijective, which together with (54) allows us to rephrase (82) in GC(H) as
EPH(χ, χ) = 0 ⇐⇒ χ ∈
∑
P⊂Q⊂F0,aQ 6=0
IndHHQ
(
GC
(
Modf,un,WQξ(S(R
Q, q))
))
.
Finally we note that the condition aQ 6= 0 is equivalent to RQ 6= a∗. 
7. The case of reductive p-adic groups
Here we discuss how the proofs of our main results can be adjusted so that they
apply to tempered representations of reductive groups over local non-archimedean
fields.
Let L be a reductive p-adic group, letH(L) be its Hecke algebra and let Mod(H(L))
be the category of smooth L-representations. Let K ⊂ L be any compact open sub-
group and consider the subalgebra H(L,K) of K-biinvariant functions in H(L).
According to [BeDe, Section 3] there exist arbitrarily small ”good” compact open
K such that Mod(H(L,K)) is equivalent to the category consisting of those smooth
L-representations that are generated by their K-invariant vectors. Here the adjec-
tive good means that the latter category is a Serre subcategory of Mod(H(L)). It
also is known from [BeDe] that these subcategories exhaust Mod(H(L)).
The tempered smooth L-representations are precisely those smooth representa-
tions that extend in a continuous way to modules over the Harish-Chandra–Schwartz
algebra S(L). All extensions of admissible S(L)-modules can be studied with sub-
algebras S(L,K) of K-biinvariant functions, see [ScZi1, OpSo3]. Clearly (23) is
similar to the Plancherel isomorphism for the S(L) [ScZi2, Wal]. One can easily
deduce from [Wal] that the subalgebra S(L,K) has exactly the same shape as (24),
see [Sol1, Theorem 10].
Suppose that V ∈ Mod(S(L)) is admissible. By comparing explicit projective
resolutions of V as an H(L)-module and as an S(L)-module, it is shown in [OpSo3,
Proposition 4.3.a] that
(83) ExtnH(L)(V, V
′) ∼= ExtnS(L)(V, V
′) for all V ′ ∈ Mod(S(L)).
Here we work in the category of all modules over H(L) or S(L), as advocated
by Schneider and Zink [ScZi1, ScZi2]. Assume that V and V ′ are generated by
their K-invariant vectors for some good compact open subgroup K. Then [OpSo3,
Proposition 4.3.b] says that (83) is also isomorphic to ExtnS(L,K)(V
K , V ′K). In case
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that moreover V ′K is a Fre´chet S(L,K)-module, [OpSo3, Proposition 4.3.c] provides
a natural isomorphism
(84) ExtnS(L,K)(V
K , V ′
K
) ∼= ExtnModFr(S(L,K))(V
K , V ′
K
).
Here the subscript ’Fr’ indicates the category of Fre´chet modules with exact se-
quences that are linearly split. These results can play the role of [OpSo1, Corollary
3.7] in the proofs of Corollary 2.6 and Theorem 5.2 for p-adic groups.
Alternatively, one can consider S(L) as a bornological algebra. It is natural to
endow S(L) with the precompact bornology and H(G) with the fine bornology, see
[Mey2]. For all bornological S(L)-modules V, V ′ and all n ∈ Z≥0
(85) ExtnModbor(H(L))(V, V
′) ∼= ExtnModbor(S(L))(V, V
′)
by [Mey2, Theorem 21]. It follows quickly from the definition of the fine bornology
[Mey2, pp. 364–365] that
ExtnH(L)(V, V
′) ∼= ExtnModbor(H(L))(V, V
′) if V is admissible.
Let P be a parabolic subgroup and M a Levi factor of P . Let σ be an irreducible
smooth unitary M -representation which is square-integrable modulo the center of
M . The L-representation ILP (σ), the smooth normalized parabolic induction of σ,
plays the role of π(ξ). Choose good compact open subgroupsKi ⊂ L such that I
L
P (σ)
is generated by its Ki-invariant vectors. We may assume that the Ki decrease when
i ∈ N increases and that
⋂
iKi = {1}, so S(L) =
⋃
i S(L,Ki). Harish-Chandra’s
Plancherel isomorphism for L shows that S(L) contains a direct summand
(86) S(L)σ =
⋃
i
S(L,Ki)
σ
which governs all tempered L-representations in the block determined by σ. More-
over the algebras S(L,Ki)
σ are nuclear Fre´chet of the form (33), and they are all
Morita equivalent. The algebra S(L)σ is Morita equivalent to S(L,Ki)
σ via the
bimodules S(L)σeKi and eKiS(L)
σ, where eKi ∈ H(L) is the idempotent associated
to Ki. However, S(L)
σ is not a Fre´chet algebra, only an inductive limit of Fre´chet
algebras.
All the algebras in (86) have the same center, which by [Wal] is isomorphic to
C∞(T )W for a suitable compact torus T and a finite group W. The representation
σ determines a point of T and an orbit Wσ ⊂ T . Let m∞Wσ ⊂ C
∞(T )W be the ideal
of functions that are flat at Wσ. We define
Ŝ(L)Wσ = S(L)
σ/m∞WσS(L)
σ,
ModWσ,torbor (S(L)) = {V ∈ Modbor(S(L)) : m
∞
WξV = 0}.
All the results from Sections 2 and 3 also hold for these objects, with some obvious
changes of notation. We have to be careful only when we want to apply Theorem
3.2 to S(L)σ. The complication is that over there we work with a finite dimensional
representation V of some finite group G, which in the case under consideration is a
central extension R∗σ of the R-group Rσ from [Sil]. That is enough for S(L,Ki)
σ,
but for S(L)σ we are naturally lead to the infinite dimensional module V = ILP (σ).
Then we must replace the bimodules (34) by
(87)
D1 = lim
i→∞
C∞(T )⊗HomC
(
ILP (σ)Ki , V
′
)
,
D2 = lim
i→∞
C∞(T )⊗HomC
(
V ′,ILP (σ)
Ki
)
,
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where the subscript Ki means coinvariants and the superscript Ki means invariants.
In view of (86), the proof of Theorem 3.2 goes through.
The proof of Theorem 5.2 relies on two deep results: the Knapp–Stein linear
independence theorem (Theorem 4.1) and the Plancherel isomorphism for S (23).
These also hold for the algebras S(L),S(L)σ and S(L,Ki)
σ, as we indicated above,
so our proof remains valid. We obtain equivalences of exact categories
(88) ModWσ,torbor
(
S(L)
)
∼= Modbor
(
Ŝ(L)Wσ
)
∼= Modbor
(
pσ(Ŝ(Eσ)⋊R
∗
σ)
)
.
We note however that these equivalences do not preserve Fre´chet modules, essentially
because S(L) is too large to admit enough such modules. The first part of (88)
does not change the modules, the second part comes from a Morita equivalence of
bornological algebras. To find the Morita bimodules, we start with (87). From the
proof of Theorem 3.2 we see that we must take R∗σ-invariants and that we have to
replace C∞(T ) by a formal power series ring, which is none other than Ŝ(Eσ). So
the functor from left to right in (87) is given by the bornological tensor product with
(89) D = lim
i→∞
(
Ŝ(Eσ)⊗HomC
(
ILP (σ)Ki , pσC[R
∗
σ]
))R∗σ
over Ŝ(L)Wσ. For the opposite direction we can tensor with the bimodule
(90) D∨ = lim
i→∞
(
Ŝ(Eσ)⊗HomC
(
pσC[R
∗
σ],I
L
P (σ)
Ki
))R∗σ
over the algebra
pσ
(
Ŝ(Eσ)⋊R
∗
σ
)
∼=
(
Ŝ(Eσ)⊗EndC(pσC[R
∗
σ])
)R∗σ = (Ŝ(Eσ)⊗EndC(C[Rσ , κ−1σ ]))R∗σ .
To compute the Ext-groups we need the fundamental result (85). Using that the
proof of Theorem 5.2 goes through, thus establishing Theorem 3.
Now it is clear that our proof of 6.5 is also valid for L. To formulate the re-
sult, consider the real Lie algebra Hom(X∗(M),R) of the center of M . The group
Rσ acts on Hom(X
∗(M),R) and we denote by d(r) the determinant of the linear
transformation 1− r. Let π be a finite length unitary tempered L-representation all
whose irreducible constituents occur in ILP (σ) and let ρ = HomL(π,I
L
P (σ)) be the
projective Rσ-representation associated to it via the Knapp–Stein Theorem. Then
(91) EPL(π, π
′) = |Rσ |
−1
∑
r∈Rσ
|d(r)| trρ(r) trρ′(r).
To relate this to Kazhdan’s elliptic pairing we need some additional properties of
the Euler–Poincare´ pairing in Mod(H(L)). Recall that GC(L) is the Grothendieck
group of the category of admissible L-representations, tensored with C. Since the
elliptic pairing eL(π, π
′) depends only on the traces of π and π′, it factors via the
canonical map from admissible representations to the Grothendieck group. By stan-
dard homological algebra EPL has the same property. We extend pairings to GC(L)
by making them conjugate linear the first argument and linear in the second.
Lemma 7.1. Suppose that the center Z(L) of L is compact. Then GC(L) is spanned
by the union of all irreducible tempered L-representations and all representations
parabolically induced from proper Levi subgroups of L.
Proof. This follows from the Langlands classification, for which we refer to [BoWa,
Section XI.2] and [Kon]. The argument is analogous to the proof of Lemma 6.3. 
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The next result is known from [ScSt, Lemma III.4.18], but the authors found it
useful to have a simpler proof that does not depend on the projective resolutions
constructed in [ScSt].
Proposition 7.2. (a) Let P be a parabolic subgroup of L with Levi factor M , such
that Z(M) is not compact. Then ILP (GC(M)) lies in the radical of EPL.
(b) EPL is a Hermitian form on GC(L).
(c) EPL is positive semidefinite and its radical is
∑
P,M I
L
P (GC(M)), where the sum
runs over P and M as in part (a).
Proof. (a) Since we do not yet know that EPL is Hermitian, we have to deal with
both its left and its right radical. According to [Bez, Claim 4.3], an elementary
argument which Bezrukavnikov ascribes to Bernstein,
(92) EPL = 0 if Z(L) is not compact.
Let V,W be smooth L-representations and V ′,W ′ admissible smoothM -representations.
By Frobenius reciprocity
(93) ExtnL(V,I
L
P (W
′)) ∼= ExtnM (r
L
P (V ),W
′),
where rLP denotes Jacquet’s restriction functor. As M is a proper Levi subgroup
of L, its center is not compact, so (92) and (93) show that ILP (W
′) is in the right
radical of EPL. Now we could use Bernstein’s second adjointness theorem to reach
to same conclusion for the left radical, but we prefer to do without that deep result.
Let V˜ denote the contragredient representation of V , that is, the smooth part
of the algebraic dual space of V . The functor V 7→ V˜ is exact and for admissible
representations ˜˜V ∼= V . Suppose that V,W are admissible and that
(94) 0→W → Vn → · · · → V1 → V → 0
is an n-fold extension in Mod(H(L)). The contragredience functor yields n-fold
extensions
0→ V˜ → V˜1 → · · · → V˜n → W˜ → 0,(95)
0→ W → ˜˜Vn → · · · →
˜˜V1 → V → 0.(96)
The existence of a natural inclusion Vj →
˜˜Vj means that (96) is equivalent to (94)
in the sense of Yoneda extensions. Hence the functors Vj 7→
˜˜Vj and Vj 7→ V˜j induce
isomorphisms between the corresponding Yoneda Ext-groups. Since Mod(H(L)) has
enough projectives, we may also phrase this with the derived functors of HomL:
(97) ExtnL(V,W )
∼= ExtnL(W˜ , V˜ ).
By (97), [Cas, Proposition 3.1.2] and (93)
ExtnL(I
L
P (V
′),W ) ∼= ExtnL
(
W˜ , I˜LP (V
′)
)
∼= ExtnL
(
W˜ ,ILP (V˜
′)
)
∼= ExtnM
(
rLP (W˜ ), V˜
′
)
.
Now (92) shows that ILP (V
′) is in the left radical of EPL.
(b) By part (a) and Lemma 7.1 it suffices to check that EPL is symmetric for tem-
pered admissible L-representations. Since this pairing factors via the Grothendieck
group we may moreover replace every representation by its semisimplification. Such
tempered representations V,W are unitary by [Wal, Prop III.4.1], which implies that
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V (resp. W ) is isomorphic to the contragredient of the conjugate representation V
(resp. W ). Using (97) we conclude that
EPL(V,W ) = EPL(V ,W ) = EPL
(
W˜ , V˜
)
= EPL(W,V ).
(c) By (85) tempered representations with different Z(S(L))-characters are orthog-
onal for EPL. Thus we only have to check positive definiteness for the Grothendieck
group of finite length unitary S(L)-representations with one fixed Z(S(L))-character,
modulo the span of representations that are parabolically induced from the indicated
Levi subgroups. In this setting the proof of Corollary 6.6 applies, all the required
properties of R-groups are provided by [Art, Section 2]. That determines the radical,
while (91) shows that EPL is positive semidefinite. 
Recall the elliptic pairing eL on GC(L) from [Kaz] and (3).
Theorem 7.3. Suppose that the local non-archimedean field underlying L has char-
acteristic 0. Then EPL(π, π
′) = eL(π, π
′) for all admissible L-representations.
Proof. According to [Kaz, Theorem A] and Proposition 7.2.c the Hermitian forms
eL and EPL have the same radical. Reasoning as in the proof of Proposition 7.2.b,
it suffices to check the equality EPL(π, π
′) = eL(π, π
′) for irreducible tempered
L-representations π, π′. This follows from (91) and [Art, Corollary 6.3]. 
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