Abstract. Learning to perform Minimally Invasive Surgery (MIS) requires considerable attention, concentration and spatial ability. Theoretically, this leads to activation in executive control (prefrontal) and visuospatial (parietal) centres of the brain. A novel approach is presented in this paper for analysing the flow of fronto-parietal haemodynamic behaviour and the associated variability between subjects. Serially acquired functional Near Infrared Spectroscopy (fNIRS) data from fourteen laparoscopic novices at different stages of learning is projected into a low-dimensional 'geospace', where sequentially acquired data is mapped to different locations. A trip distribution matrix based on consecutive directed trips between locations in the geospace reveals confluent fronto-parietal haemodynamic changes and a gravity model is applied to populate this matrix. To model global convergence in haemodynamic behaviour, a Markov chain is constructed and by comparing sequential haemodynamic distributions to the Markov's stationary distribution, inter-subject variability in learning an MIS task can be identified.
Introduction
Minimally invasive surgery (MIS) offers considerable benefits to patients in terms of smaller operative incisions, faster convalescence and return to normal activities. However, from the surgeon's perspective, learning to perform MIS is technically demanding. Given the extensive spatial and attentional demands of MIS, marked activation is anticipated in the parietal and prefrontal cortices, since the former is activate during spatially demanding tasks [1] and the latter during novel attentional demands [2] . Hitherto, the cortical contribution to MIS learning has yet to be delineated, possibly due to the challenges of obtaining serial functional measurements during complex procedures.
Portable, discrete, non-invasive functional neuroimaging modalities, such as functional Near Infrared Spectroscopy (fNIRS) are emerging to address these challenges. fNIRS monitors the haemodynamic response to cortical brain activation based upon chromophore related changes in absorption of NIR light (~700-1000nm) [3] .
Non-ionising neuroimaging techniques such as fNIRS, offer great potential to monitor characteristics in which brain behaviour adapts to experience and training, a property termed 'neuroplasticity'. Despite this, there has been limited investigation of learning related haemodynamic change using fNIRS [4, 5] , since analysing dynamic changes in high dimensional data represents a considerable challenge. With this in mind, our aim is to enhance the understanding of MIS learning by monitoring evolving cortical responses with fNIRS. Specifically, our goal is to conduct a global dynamic analysis of multiple cortical subunits (channels) across a fronto-parietal network, since integration of these units likely defines skillful MIS performance [6] . Furthermore, we aim to evaluate intersubject variability in evolving haemodynamic behaviour across learning, as this may characterise differences in innate ability.
The purpose of this paper is to present a novel approach for analysing fNIRS data serially acquired from a group of laparoscopic novices at different time points across learning using spatial interaction modelling techniques. Spatial interaction analysis has been applied to transportation, migration and economic flow, but to our knowledge not to enhance the understanding of fNIRS data sets. High dimensional fNIRS data is first projected into a segregated low dimensional 'geospace', within which sequential transitions between locations can be considered in terms of a series of trips. Construction of a trip distribution matrix enables quantification of inter-regional haemodynamic flow. We hypothesise a flow toward attenuation in haemodynamic behaviour, indicative of learning related neuroplasticity. To model global convergence, a Markov chain was constructed upon the irreducible normalised form of the matrix. Temporal comparisons between individual subject's haemodynamic behaviour and the Markovian stationary distribution reveal variability in learning, possible reflecting aptitude for MIS.
Methods

Subjects and MIS Procedure Set-Up
Fourteen, healthy right-handed male subjects participated. All subjects were laparoscopic novices (mean age ± SD = 20.77 ± 1.15 years), with none having performed either supervised or unsupervised laparoscopy. The experimental set-up is illustrated in Fig.1 . A Karl Storz laparoscopic stack, Xenon Nova light source, 30º endoscope, and laparoscopic grasper was used. Subjects were required to perform a laparoscopic task involving repeatedly and accurately locating two points (A and B) on a simulated plastic bowel model with the laparoscopic grasper as shown in Fig.1 . A block design experiment was conducted comprising alternating blocks of motor rest (20s) interspersed with the MIS task (20s). Each experimental run consisted of three blocks. Three experimental runs were performed with the camera positioned in the normal view orientation (Classified as N1, N2 and N3 respectively). In between each run, a practice session was conducted involving 3 minutes of task practice. Subjects then performed six further experimental runs, three with the camera rotated 90º clockwise and three with 90º counter clockwise rotation. The effect of camera rotation has been previously shown to enhance surgical learning [7] . Finally, the camera was returned to the normal view for a final experimental run (N4). 
Functional NeuroImaging Acquisition, Preprocessing and Data Embedding
A 24-channel Optical Topography System (ETG -4000, Hitachi Medical Co., Japan), comprising two 3×3 optode probe arrays was used to acquire fNIRS data [8] . Optodes were held within a plastic helmet, affixed to the participant's head with a surgical bandage to secure scalp contact. Optodes were positioned according to the Unambiguously Illustrated 10/10 system [9] , such that channels 1-12 were centred on the right parietal cortex (PC) and channels 13-24 on the left prefrontal cortex (PFC).
Optical data was processed using the functional Optical Signal Analysis program (fOSA, University College London, UK [10] ). Relative changes in light intensities were converted to changes in haemoglobin data applying the modified Beer-Lambert law. Data was downsampled from 10Hz to 1Hz to remove physiological noise and detrended to correct for baseline fluctuations. Data was averaged across experimental blocks to increase the signal to noise ratio. Integrity checks were performed to eliminate unreliable data. Finally, a 40D feature space was constructed using 20 task samples from oxygenated haemoglobin (HbO 2 ) and deoxygenated haemoglobin (HHb), with each channel containing its own vector. Data was projected into a lowdimensional space applying Isomap [11] . The relationship between embedded locations and averaged regional haemoglobin change are illustrated in Fig. 2. 
Analysis of Spatial Interactions
A logarithmic radial grid was imposed to segregate the projected space into a series of sub-regions or cells. These cells group data based upon the similarity of the haemodynamic responses. Spatial interaction analysis seeks to determine spatio-temporal flows and can be used whenever there is a flow of freight, goods or information between an origin and a destination. Here, a given flow describes the transition between two sequential experimental conditions, i.e., N1 to N2, N2 to N3, etc and can be comprehended as a series of trips between cells in the low dimensional space, now considered to be a geospace. represents the entire flow. In general, the resulting matrix F is sparse in the periphery since most flows are confined to a densely populated region of the geospace.
To ensure irreducibility of the trip distribution matrix F , a gravity model defined as below was used:
where G is a gravitational constant, i M and j M are the volumes or weights of cells i and j respectively. They are calculated as the number of points located in cells i and j , and ( ) ij f D represents the cost function defined as:
where ij D is the cost of the trip from cell i to j calculated as the Euclidean distance between the geometrical centres of the cells. Applying logarithms to Eqn. (1) and including an error term ε results in:
This gives a system of equations which can be solved by least squares regression with 0,1,2,3 β being the regression parameters of the gravity model. The normalized updated matrix F provides the input to a Markov chain.
Markov Prediction of Temporal Flow
In this paper, a Markov chain [12] is used to model the temporal flow across regions of the geospace to reveal the long-term confluence of haemodynamic behaviour. Knowing the location of a point in the geospace ( ) l n after n experimental conditions, it is possible to forecast the most likely new location ( ) l n m + after m experimental conditions. The next state in the Markov chain is calculated by the forward equation:
( 1) ( ) l n l n P + = (4) Hence a Markov chain is fully characterised by a transition matrix P between states, or in this case cells. F is by definition a stochastic or probabilistic matrix, that can be fed into the Markov chain, i.e., P F = . The steady state vector π can be interpreted as the likelihood of specific haemodynamic brain responses following extended training on the MIS task.
Learning Curve Analysis
For each condition (N1 to N4), the distribution of projected points for all channels of a given subject represent the subject's state vector ( , ) sv subject condition . It is possible to compare ( , ) sv subject condition against the steady state vector π , where the difference between these state vectors, can be calculated as the L2 norm
. For each subject, learning curves can be depicted across conditions to evaluate temporal change in haemodynamic behaviour.
Results
The principal modes of the g-flow for all the subjects studied are illustrated in Fig.3 . Despite the complexity, flow is toward the centre of the projected geospace, suggesting global convergence in cortical haemodynamic behaviour. Interestingly, the greatest convergence in g-flow is apparent following the third transition (i.e., N3 to N4), possible indicating learning related haemodynamic change following both extended training and camera rotation. Dynamic g-flow across each experimental condition is illustrated in Fig. 4 , for all the 24 NIR channels used. Despite global convergence, evolution at a local level varies considerably. Nevertheless, certain flow similarities are evident. As reflected in the principal modes of the flow, channels projecting to the lower left of the geospace are likely to deviate in an anticlockwise direction about the origin. This can be appreciated as progressive attenuation in first HbO 2 and second in the HHb response (see Fig.2 ). Additionally, anticipated within-region flow similarities are apparent (e.g. PC channels 5, 7 and 10; PFC channels 17 and 19). More interestingly, visualising dynamic g-flow unveils inter-regional (fronto-parietal) flow similarity (e.g. channels 5 and 22). The trip distribution matrix summarised in Table 1 supports the global flow toward attenuated haemoglobin signals. Inter-subject variability in evolving fronto-parietal cortical haemodynamics during MIS learning is illustrated in Fig.5 as a series of learning curves across temporal conditions. Broadly, three different learning curves are observed, although the general trend is one of slow progress toward the steady state. 
Discussion and Conclusion
In this paper, we have proposed a novel approach to analysing longitudinal fNIRS haemodynamic behaviour. Using this framework, it has been possible to observe learning related changes in fronto-parietal haemodynamic flow. Regardless of both anatomical location and/or origin in the geospace, the trip distribution matrix and steady state vector of the Markov chain suggest global convergence toward a region of minimal haemoglobin change. It is hypothesised that this reflects learning related neuroplasticity or more efficient neuronal behaviour following training. It should be noted, however, there may be alternative explanations for global convergence (e.g. habituation). Nevertheless, Markovian modelling permits a probabilistic depiction of the final pattern of cortical haemodynamics, against which a subject's progress through learning can be compared.
