Water level fluctuations in open channels can cause serious problems for conveyance systems which lead to economical and performance issues. The problem of water level stabilization in open channels containing two pumping stations at both ends is investigated in this paper. The optimal control that should be imposed at one end of the channel to minimize water surface fluctuations due to sudden increase in water demand at the other end is determined.
The problem of stabilization of water level in open channels can be considered as a practical optimization problem in water management. The optimal control that should be imposed at one end of the channel to minimize water surface fluctuations can be determined. In other words, undesirable waves developed in either end of the channel can be efficiently canceled by an appropriate flow control in the opposite end. Despite being an interesting and practical subject, the problem of finding the optimal control for water-level stabilization has not been sufficiently studied. Atanov & Borovik () utilized Lagrange multipliers on the basis of Saint-Venant equations to find an optimal control to decrease undesirable fluctuations within a channel involving two pumping stations at both ends. Atanov et al. () followed a variational approach to minimize water-level deviations from a desired value to find an optimum inflow control.
They idealized the problem to a frictionless channel with a trapezoidal cross-section and proposed a rather intricate approach by employing some techniques in calculus of variations to find a solution for such a simplified problem.
Unfortunately, it is too formidable to extend their procedure to more general cases such as a channel with an arbitrary cross-section in which the friction is not negligible. Consequently, an alternative general approach should be sought. Secondly, estimation of the optimal control in the optimization procedure should be carefully carried out. In a naive approach, the optimal control can be estimated by a polynomial of order n with unknown coefficients. The optimization algorithm can then be used to determine the optimal values for unknown coefficients in the polynomial, and a proper flow simulator is employed to determine the value of the objective function for each solution candidate.
However, there are two main drawbacks in such a simple technique. First, most metaheuristic optimization algorithms search for optimal values within a specified range of design variables. In other words, the lower and upper limits of each unknown coefficient in the polynomial should be specified in advance. Depending on the order n, it is a formidable task to determine an appropriate range for each coefficient separately, since they may vary from large negative to large positive values. On the other hand, considering a wide range for each variable extends the searching space remarkably and makes the algorithm ineffective. Generally, a prior knowledge about the pattern of the optimal control is necessary which is not available in all cases. Second, shallow water equations cannot be solved with arbitrary boundary conditions. If the imposed control (as the upstream or downstream boundary condition) is inappropriate, zero or negative water depths might happen in the channel and numerical instabilities occur. Randomly changing the coefficients of the polynomial in the optimization algorithm increases the probability of generating such inappropriate boundary conditions. In this case, discarding these infeasible solutions reduces the efficiency of the searching procedure due to the waste of a large number of solution candidates.
In this article, a new interesting approach is used to show that the optimal control found by the proposed approach decreases water surface fluctuations compared to the previous method and also improves the simplicity of the optimization procedure.
PROBLEM FORMULATION
The channel shown in Figure 1 has a finite length of L. The non-uniform water depth for steady state flow is H 0 (x) in which x denotes the longitudinal direction. In the unsteady flow case, the channel depth (and velocity) is a function of both distance x and time t and it can be denoted by H(x, t).
The unsteady flow is governed by well-known Saint-Venant equations as follows (Chanson ) :
in which A(x, t) is the cross sectional area of the flow, Q(x, t) is the flow rate, V(x, t) is flow velocity, H is the vertical distance between water surface and the centroid of the cross section, S 0 is the channel's longitudinal slope, S f is the energy slope which represents the effect of friction and g is gravitational acceleration. The first equation is the continuity equation and the second one is the momentum equation.
In an unsteady flow, the problem is subjected to the following initial conditions:
where both ϕ 1 (x) and ϕ 2 (x) are known functions since initial conditions are specified. In the case of subcritical flow, either the water depth or discharge rate must be specified on both ends of the domain to determine the water surface profile within the domain. In this study, the flow regime is considered to be subcritical and the channel is assumed to be bounded by pumping stations on both ends, imposing boundary conditions on the discharge as
It is assumed that the operation of the downstream pumping station is specified and hence the function ψ(t) is known. For a specified function ψ(t) acting on the downstream end, the problem is to find the optimal control (or controlling function) η(t) subject to governing Equations
(1), initial and boundary conditions (2) and (3b), such that the water level deviation from the initial and desired water depth H 0 (x) is minimized.
METHODOLOGY
A solution method for finding the optimal control, which should be applied at one end of the channel in order to stabilize the water level, is presented in this section. This is accomplished by first defining the objective function of the problem. Then, Chebyshev polynomials and the TLBO algorithm are hybridized to find the optimal control. These procedures are illustrated in the following subsections.
Objective function in water level stabilization problem
To represent the problem as an optimization one, the first step is to define an objective function. Once the objective function is determined, the optimization problem can be solved via any mathematical or numerical approach.
Mathematically, the objective function is an averaged value of deviations from H 0 (x) in all times and distances as
in which t f is a given transient duration ( In this study, a general case is considered and a numericalmathematical procedure is developed for finding the controlling function η(t) based on Chebyshev polynomials and a population-based optimization algorithm. The proposed approach removes the limitations of the previous mathematical procedure in which simplified assumptions were made.
In a numerical solution of Equations (1a) and (1b), the domain of the problem is discretized both spatially and temporally. Therefore, the value of the objective function can be approximated as follows:
Approximation of the optimal control by Chebyshev polynomials A special class of polynomials is Chebyshev polynomials which are especially suited for approximating other functions. Chebyshev polynomials are extensively used in many areas of numerical analyses such as uniform approximation, least-squares approximation, numerical solution of ordinary and partial differential equations, and so on. The
Chebyshev polynomials of the first kind of order n are defined as (Snyder ; Rivlin ):
Chebyshev polynomials T n (t) satisfy the following recurrence formula:
For the function η(t) defined at n þ 1 selected points
and accordingly, the unknown coefficients a k will be optimized properly.
Although Chebyshev polynomials are basically defined in the interval t ∈ À1, 1 ½ , approximation of a function on an arbitrary intervalt ∈ t 0 , t f Â Ã is a simple task by transforming the function to translate the t-values into [À1,1] by
Therefore, without loss of generality, the approximation can be done in the interval [À1, 1] and then the values are readily transformed to the interval t 0 , t f Â Ã by means of Equation (10).
It is known that equally spaced nodes, on which the interpolation is carried out, develop very strong oscillations near the endpoints of the interval for some functions. The uniformity of the error in the interval of interpolation can be remarkably improved by selecting the interpolation nodes t i carefully on the interval [À1, 1] as (Snyder )
This selection of nodes extends the range of functions for which convergence takes place and eliminates the problem of bad behavior of approximation near the endpoints of the interval.
As mentioned in the introduction, it is awkward to consider the unknown coefficients a k in Equation (8) as design variables. Alternatively, suppose that the approximation of optimal control Q n (t) is known at n þ 1 selected nodes t i as
From Equations (8) and (12) the following relations hold:
The system of equations in (13) can be written in a matrix form as: 
Considering the values of optimal control at selected nodes, i.e. Q i as design variables rather than unknown coefficients, a k is more reasonable in an optimization procedure:
in which X is the vector of design variables.
Since the amount of abrupt changes in one pumping station (e.g. water demand increases 50%, at the downstream station) and the initial state of the flow rate in steady state are usually both known, one could have a reasonable estimation of extreme values of the optimal inflow control, whereas approximating the range of changes of coefficients a k in the polynomial is very difficult. Moreover, a unique interval such as
can be specified for all variables Q i , contrary to a k .
In a population-based optimization algorithm, when the initial population is generated in the specified interval
, the unknown coefficients a k can be obtained for each design vector X by solving the system of Equation (14). Once the coefficients are determined, the approximation of optimal control in any specified time t s can be readily accomplished by TLBO mimics teaching and learning capabilities of a teacher and learners in a classroom. It is a population based method consisting of two stages, i.e. the teacher phase and the learner phase. In the teacher phase, learners learn through the teacher. In the whole population, the best solution is considered as the teacher (X teacher ). Then, the teacher attempts to increase the mean result of the class to his/ her level. For stochastic purposes, two randomly-generated parameters r in the range of 0 and 1 and T F are applied in the updated formula for the solution X i as
where X new and X i are respectively the new solution and the existing one of i, and T F is a teaching factor which can be either 1 or 2 as indicated by Equation (4b) In the learner phase, learners can increase their knowledge by interacting with others. Hence, a student will learn new information if others have more knowledge than him/ her. During this stage, the student X i interacts randomly with another student X j (i ≠ j) in order to improve his/her knowledge. In the case that X j is better than X i (i.e.
f(X j ) < f(X i ) for minimization problems), X i is moved toward X j . Otherwise it is moved away from X j
If the new solution X new is better, it is accepted in the population. The algorithm will continue until the termination condition is met. The pseudo code of TLBO is shown with more detail in Table 1 .
UNSTEADY FLOW SIMULATION
In order to find the optimal control η(t) for the specified simulation time T and channel length L, an unsteady nonuniform flow simulation with shock-capturing capability is necessary. This numerical model is used to evaluate the objective function f in Equation (5) To simulate the flow with the TVD-MacCormack scheme, first, the one-dimensional governing Equations (1a) and (1b) are written as @S @t þ @F @x ¼ C 
Modify solution based on best solution(teacher)
S is the vector of conserved variables, F is the flux vector and C is the source term. The energy slope can be expressed by means of Manning roughness coefficient n as
The TVD-MacCormack scheme combines the well- The predictor step:
The corrector step:
The TVD step:
where Δx and Δt are spatial and temporal steps, respectively.
The superscript n denotes time step and the subscript i the node number. Moreover, the following relations hold:
Each pair of brackets indicates the scalar product of the two vectors inside.
The function G which has been employed to ensure TVD property of the scheme is defined as:
in which the flux limiter function ϕ(x) has been employed to suppress the spurious numerical oscillations and is defined as follows:
and the parameter σ is:
where CFL is the well-known Courant-Friedrichs-Lewy number defined as
is the wave celerity. 
Boundary conditions

Upstream boundary
According to the theory of characteristics, Riemann invariants are defined as follows (Wang et al. ; Chanson ) :
which are constant on characteristics dx=dt ¼ u þ c and dx=dt ¼ u À c. Neglecting the contribution of the source term in short distance between boundaries and adjacent nodes, R À is constant for the upstream boundary. Hence:
where subscript B is used for boundary and subscript R is used for the adjacent node on the right of the boundary. This equation can be used if water depth H B is known at the upstream boundary. In the case of known discharge:
in which
is discharge per unit width of the channel and W is the channel width.
Combining Equations (34) and (35) and eliminating u B yields
For each design vector in the aforementioned optimization procedure, η(t) is computed in each time step using Equation (17) and hence q in is determined by means of Equation (36).
Then, the nonlinear Equation (37) is solved using the Newton-Raphson method to obtain H B . Consequently, the boundary velocity u B is calculated using Equation (35) and the boundary flux can be then evaluated by these known values.
As illustrated in this section, the choice of control η(t)
directly affects boundary conditions of the problem and hence fluctuations of water surface.
Downstream boundary
Analogous to the upstream boundary by conserving R þ in the downstream boundary, the following equation is derived after a simple manipulation
where subscript L is used for adjacent node on the left side of the downstream boundary and
is the outflow discharge per width of the channel. 
APPLICATION
In the TLBO procedure, 100 students are considered in the classroom and the following design vector is obtained after optimizing design variables: 
which is related to the following coefficients after substituting in Equation (14): 
and representing the following optimal control: η(t) ¼ 151:498 T 0 (t) þ 1:388 T 1 (t) À 0:975 T 2 (t) À 6:354 T 3 (t) þ 16:993 T 4 (t) À 12:102 T 5 (t) þ 1:873 T 6 (t) þ 0:849 T 7 (t) þ 4:526 T 8 (t) À 7:638 T 9 (t) þ 2:035 T 10 (t) þ 1:112 T 11 (t) À 1:432 T 12 (t) À 1:098 T 13 (t) þ 0:328 T 14 (t)0:658 T 15 (t) þ 0:966 T 16 (t)
The optimal control described by Equation (43) is shown in Figure 7 . The value of the objective function for this optimal control is f ¼ 989.45 m, which is less than that found by the variational approach ( f ¼ 1107.39 m), which shows 10.65% reduction in water level fluctuations compared to the previous study and 58.71% reduction when no control is imposed.
Time history of convergence of the TLBO in conjunction with Chebyshev polynomials is depicted in Figure 8 .
The trend of optimal control found in this study is similar to that found by the variational approach. The required flow rate starts with a higher value and oscillates around the line Q ¼ 150 m 3 /s. However, the proposed control is more effective in stabilization of water level fluctuations than the optimal control proposed by Atanov et al. () . were effectively hybridized to find an effective control for this purpose. In finding the unknown coefficients of the polynomial representing this control two major obstacles were taken into account. First, the coefficients of the polynomial vary within a wide unknown range and they are very hard to initialize in population-based optimization algorithms. Secondly, unphysical controls are generated by randomly altering the coefficients in the search space. As an efficient alternative, flow rates at specified times were chosen as design variables rather than the unknown coefficient in the polynomial. In this case, an appropriate range for all design variables can be readily selected by engineering judgment. In order to evaluate the fluctuations in the 
