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Abstract
A description of the basic algorithms used to implement a 
High Frequency Data Modem is given. In addition instructions are 
given for a computer program which simulates the modem. Modem 
specifications are also listed.
Transmission of information is preceded by a preamble. Its  
f ir s t  purpose is to allow the receiver to recognize a valid sig­
nal. The preamble is then used to determine the doppler frequency 
error caused by relative motion between receiver and transmitter 
as well as the high frequency medium. A Hilbert Transform is 
necessary to accomplish this. Problems encountered with the H il­
bert Transform are included. In addition, the preamble estab­
lishes in it ia l synchronization using Early-Late f ilte r in g  which 
utilizes a sliding point Discrete Fourier Transform.
Data is transmitted using 16 sine waves and employing four 
phase Differential Phase Shift Keying. Demodulation consists of 
a 64 point Fast Fourier Transform (FFT). The phase information 
is extracted to determine the phase changes from frame to frame. 
The frequencies of the data tones along with the FFT window are 
arranged so their coefficients do not interfere with each other.
A doppler tone is transmitted with each frame of data for 
continuous doppler tracking. By monitoring its  phase the modem 
is able to lock onto the continuous s h ift. Spectrums are shifted
1
to the correct frequencies using the analytical signal thereby 
eliminating the need for f i lte rs . Frame synchronization tracking 
is implemented using a slightly different version of Early-Late 
f ilte rin g  than in in it ia l synchronization.
I .  Introduction
This paper contains a description of an a ll d ig ital realiza­
tion of a high frequency modem which could be implemented on a 
microprocessor and some additional hardware. The basic system 
w ill be presented in this section with specific details of opera­
tion given in subsequent sections. In addition to this paper, a 
simulation of the modem has been installed on the Electrical 
Engineering Department's H.P. 1000 computer. Instructions for 
use of the programs are given in Appendix 1.
The modem is used to enable the transmission of digital data 
between stations that may be moving relative to each other there­
by introducing a doppler sh ift in the spectrum of the transmitted 
signal. An example of its  use would be an a ircra ft sending in­
formation in the form of d ig ita l data to a ground base.
Every time the transmitter wants to send data i t  must f irs t  
send a preamble which is used by the receiver for three purposes. 
They are:
1) Enable the receiver to recognize that a valid sig­
nal is being sent to i t .
2) Allow the receiver to determine the doppler sh ift 
mentioned above.
3) Insure that the receiver is in synchronization with 
the transmitter.
The preamble I ts e lf  consists of two sinusoids of d ifferent fre ­
quencies added together. The lower frequency tone Is continuous 
and u tilized  for doppler detection. The upper tone is phase 
shifted 180 degrees every 13.33 msec, and is used to obtain in it ia l  
synchronization in the receiver. For this modem a frame is de­
fined as 13.33 msec. (1/75 sec.) The preamble lasts for nine 
frames.
After the preamble is completed the d ig ita l data is trans­
mitted. To accomplish this the incoming data is broken up into 
sets of 32 b its . Each set of 32 bits is transmitted simultaneously 
with one set transmitted each frame.
Implementation of the above procedure is known as modulation. 
Modulation is accomplished using 16 data tones of different fre ­
quencies. Two bits are assigned to each tone. This is possible 
since four phase D ifferential Phase Shift Keying (DPSK) is used 
on each tone. The f irs t  two bits are assigned to the lowest fre ­
quency tone, the third and fourth bits are assigned to the next 
highest frequency tone, likewise down the line with the 31st and 
32nd bits assigned to the highest frequency tone.
Four phase DPSK is used on each tone. The phase change on 
each tone is determined by the b it pair corresponding to a given 
tone. The phase of each of the 16 data tones is computed by tak­
ing the phase of the same tone from the previous frame and adding 
to i t  the phase sh ift corresponding to b it  pair. In mathematical
form this says
*n ■ ®n-l *  \
where = tone phase at beginning of present frame
0^ _-j = tone phase at beginning of previous frame 
8g = phase sh ift due to data
The 16 data tones are added and their sum is transmitted.
There are 32 bits per frame and 75 frames per second. This 
implies a b it rate of 2400 bits per second. In the computer simu­
lation the tones are generated using the computer library sine 
function. I f  done on a microprocessor, they could be obtained 
using either a stored sine table or inputting the Fourier Coef­
ficients of the tones to an Inverse Fast Fourier Transform routine.
The receiver demodulates the information by performing a 64 
point Fast Fourier Transform (FFT) on each frame of the incoming 
signal. This is followed by d ifferentia l phase detection (calcu­
lation of the phase change of a tone from one frame to the next) 
to determine the original b its . There are also seperate algorithms 
to maintain continual doppler tracking as well as continual syn­
chronization tracking. I t  should be mentioned that an actual 
system to be developed might u tiliz e  an error correcting code, 
however, the coding is not considered in this paper. The primary 
emphasis of this paper is on the demodulator.
The specifications of the modem are:
• Sampling rate of 7040 samples per second.
• Signaling rate of 75 frames per second.
• Bit rate of 2400 bits per second-
• 4-phase DPSK modulation.
• 16 parallel data tones equally spaced 110 Hz. apart 
between 880 Hz, and 2530 Hz.
• Continual doppler tracking on a single unmodulated 
tone centered at 660 Hz.
• Continual frame synchronization tracking on an empty 
tone slot of 770 Hz.
• The preamble consists of two tones simultaneously 
transmitted for nine frames. One tone unmodulated
at 660 Hz, is used for doppler acquisition. The second 
tone is at 1760 Hz. I t  is phase shifted 180 degrees 
each frame and used for in it ia l synchronization.
• Doppler acquisition must be within an accuracy of 
±1 Hz,
• In it ia l synchronization must be within an accuracy of 
±1.2 msec. (8 samples)
A summary of this paper is now given. Section I I  describes 
the preamble. The manner in which the receiver recognizes the 
presence of a signal is explained, as is the algorithm used to 
determine the in it ia l doppler sh ift and the method used by the re-
ceiver to acquire in it ia l synchronization.
Section I I I  explains the Hilbert Transform Algorithm which 
is used in determining the in it ia l doppler sh ift and in spectrum 
shifting.
Section IV describes the manner in which the receiver deter­
mines which bits were originally sent, given only the 16 data 
tones. The FFT program is also described as well as the continuous 
doppler tracking and the frame synchronization tracking algorithms.
Appendix 1 gives instructions for the use of the simulation 
programs.
I I .  Preamble
I t  has already been mentioned that the preamble has three 
purposes. Reviewing them, they are:
1) Enable the receiver to recognize that a valid signal is 
being sent to i t .
2) Allow the receiver to determine the in it ia l  doppler sh ift.
3) Insure that the receiver is in synchronization with the 
transmitter. Synchronization means that the receiver starts 
a new frame at the same time the transmitter starts a new 
frame.
The preamble is nine frames long and consists of two sinusoids
added together. The lower frequency tone (660 Hz.) is continuous
and utilized  for doppler detection. The higher frequency tone
(1760 HzJ is phase shifted 180 degrees every frame and is used to
7
obtain in it ia l synchronization! as illustrated  in Figure 1.
A. Signal Presence Recognition
As explained above the preambles f ir s t  job is to enable the 
receiver to recognize that a valid signal is being sent to i t .
This was not simulated on the computer but the procedure is re l­
atively straight forward. Preamble presence is detected by ana­
lyzing the input data on a frame-by-frame basis. Preamble presence 
is declared i f  the doppler tone energy and sync tone energy are 
high while the data tone energies are low. To determine this the 
input data is sent to a 64 point FFT. Since the sampling rate is 
7040 Hz., the length of the signal analyzed by the FFT is 64/7040 = 
1/110 sec. Therefore, the 64 point FFT yields coefficients uni- 
formally spaced at 110 Hz,intervals. I f  a valid preamble is being 
transmitted the analysis spectrum for the FFT w ill be equivalent 
to that of Figure 2.
Note that the spectrum is spread since the length of the sig­
nal analyzed by the FFT is 1/110 sec = 9 msec, which is less than
the frame length of 13.33 msec. Therefore the incoming signal
effectively has a rectangular window placed over i t .  (This is 
more fu lly  explained in Section IV B.) Since the spectrum is 
spread, even i f  the incoming signal is shifted by as much as
±75' Hz. the FFT w ill not miss the coefficients.
8
Doppler Tone
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Figure 1 - Decomposed Preamble
(a) Doppler Tone (605 Hz.)
(b) Sync Tone (1760 Hz.)
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Figure 2 - Analysis Spectrum for Preamble Detection
B. Doppler Detection
The next function of the preamble Is to determine how much 
the spectrum of the received signal has been translated. This Is 
done In two stages by using the doppler tone. Stage 1 Is a wide­
band estimator to cover frequency errors of ±75 Hz. I t  Is assumed 
stage 1 w ill narrow the uncertalntlty range to ±10.5 Hz. (In the 
simulation, stage 1 was found to actually narrow the range to 
±1.75 HzJ Stage 2 then works over the ±10.5 Hz. uncertalntlty and 
determines the sh ift to within ±1 Hz. (Here the simulation nar-
t»
rowed I t  to ±.8 Hz.)
A block diagram of the wideband estimator (stage 1) Is shown 
In Figure 3. I t  Is Implemented by f ir s t  sampling the Incoming 
signal and then filte r in g  I t  with a Band Pass F ilte r  (BPF) centered 
at the doppler tone (605 Hz.) and having a bandwidth of 150 Hz. This 
f i l t e r  passes the doppler tone and any sh ift associated with I t  
while rejecting the sync tone as well as out-of-band noise. The 
bandpass f i l t e r  used Is a d ig ita l, Inflnlte-lmpulse-response ( IIR ),  
4-pole Butterworth type. The coefficients were determined using 
the b ilinear transform and a low-pass to band-pass transformation 
as described In Reference 1. An HR f i l t e r  can be used because 
phase distortion w ill not affect the doppler estimation algorithm. 
Also, since the f i l t e r  has a transclent response, only the la tte r  
samples appearing at the f i l t e r  output are used to estimate the 
frequency.
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The estimated frequency, F^, is determined by^^  ^
j+N
■ k . ( «
T  (XjZ + Y 2)
i r j  ^ ^
where X and Y are the samples of the inphase and quadrature com­
ponents ( i .e .  the output of the f i l t e r  and its  Hilbert Transform), 
N is the number of samples used and j  is the starting sample. The 
Hilbert Transform algorithm w ill be discussed in detail in Section 
I I I  and Eq. 1 is derived in Appendix 2.
In Eq. 1, X and V represent the derivatives of the inphase 
and quadrature components and therefore Can be approximated by
h  = -  Ÿ (2)
/ V l  (3)Ts
where T^  is the sampling period. Substituting (2) and (3) into 
(1) yields
j+N
T (X jf + Y 2)
which is the basic formula used in the program.
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Following the procedure outlined above w ill not yield satis­
factory results. The problem is in the estimation of the deriv­
atives as given by Eqs. 2 and 3. Since the doppler tone is at an 
average of 605 Hz. (unshifted) and the sampling frequency is 7040 
samples per second there are (7040^sampleS)( ^  ^briod^  ^ = 11-64 
samples per period. Therefore the change between samples is too 
great to get an accurate estimate of the derivative. This can be 
seen by recalling the definition of^the derivative of a function 
at a point t^ is
f ( t  ) = lim " f(tp )
At-*>0 At
Note that f '(tQ ) represents the slope of the tangent at the point
t  . In Eqs. 2 and 3, T_ corresponds to At above, and i t  is too 0 s
large to get an accurate estimate of the derivative at a given 
point.
To alleviate this problem both the inphase and quadrature 
spectrums are shifted down in frequency. Therefore, they are now 
in a range of 0 Hz. to 150 Hz. This yields an average of = 
93.87 samples per period, therefore the time between samples is 
much less than before (At is getting closer to zero) and the es ti­
mate of the derivatives (or slopes) as given by Eqs. 2 and 3 are 
much more accurate. This is illustrated in Figure 4.
The manner in which the spectrums are shifted down in frequency 
is especially convenient because the Hilbert Transforms of both
13
f ( t )
shifted
Figure 4 - Estimation of Derivative
(a) High Frequency - 12 samples per period
The tangent to the curve is not very accurate.
(b) Low Frequency -  94 samples per period
The tangent to the curve is extremely accurate.
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the Inphase samples and the quadrature samples are available.
(The Hilbert Transform of the inphase samples are the quadrature 
samples and the Hilbert Transform of the quadrature samples are 
minus the inphase samples since H(H(f)) = - f . )
I f  the spectrums were shifted by multiplying their time domain 
samples by samples of cos w^t, both sum and difference frequency 
spectrums would be generated. The undesired spectrum would have 
to be filte red  out. Here, however, since the Hilbert transforms 
are available, the analytic signal z (t )  = X(t) + jX (t)  or i t  com­
plex conjugate can be formed. Since the analytic signal represents 
only the positive frequency spectrum, i t  can be shifted by m ulti­
plying its  samples by the samples of Similarly the neg-
ative frequency spectrum which is represented by z ( t ) ,  can be 
shifted by multiplying its  samples by the samples of
Using the above procedure, only the desired shifted spectrum 
is generated and not both sum and difference spectrums. There­
fore, no further filte r in g  is required. The shifting formulas 
are given by
*shifted(*) '  cos w^t + Y (t) sin u^t (5)
^shifted^t) “ Y(t) cos w t^ - X (t) sin w t^ (6)
where is the radian frequency that the spectrums are shifted 
down by. For a derivation of this consult Appendix 3.
15
After the spectrums have been shifted Eq. 4 can be used.
The result determined from Eq. 4 Is then added to 530 Hz. to get 
the wideband estimate of the frequency of the doppler tone. As 
previously stated this method produced an estimate of the doppler 
sh ift to within ±1.75 Hz.
This estimate must next be narrowed to within ±1 Hz. by the 
narrowband estimator. (Stage 2) A block diagram is shown in 
Figure 5. The scheme here is to place an adaptive BPF around the 
estimate obtained by Stage 1. The f i l t e r  specifications are the 
same as before except now the bandwidth is reduced to 21 Hz., 
since the uncertalntlty from Stage 1 was ±10.5 Hz. The Stage 2 
f i l t e r  eliminates considerably more noise than the Stage 1 f i l t e r .
Since the Stage 2 f i l t e r  bandwidth is smaller, the Quality Factor,
0)
Q = ^  , is greater. I t  therefore has a longer transient response. 
For this reason the incoming samples are allowed to sh ift through 
the f i l t e r  for four frames before the samples are used in the 
estimation formula. Note that this f i l t e r  must be adaptive since 
the center frequency is unknown until Stage 1 is completed. This 
means a subroutine must be used to determine the cop^icients for 
any given center frequency. After the filte r in g  process, the 
algorithm for determining the frequency of the doppler tone is 
exactly the same as the wideband estimator. Note that the doppler 
sh ift is 605 Hz. minus the calculated estimate. Again, this meth­
od produced an estimate within ±.8 Hz.
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An alternative approach similar to this involves using four 
doppler tones and averaging the calculated doppler sh ift over all 
four tones. In practice this procedure may be superior since in the 
HF band, a phenomenon known as selective fading exists. This 
means certain tones may individually fade out. Using multiple 
tones combats this effect.
C. In it ia l Synchronization
The preambles next function is the acquisition of synchroni­
zation. This means the receiver knows when a new frame begins 
(every 13 1/3 msec.) A technique known as Early-Late Filtering is 
used and takes advantage of the phase sh ift of the sync tone at the 
beginning of each frame. These changes are detected by a 16 point 
sliding Discrete Fourier Transform (DFT) which calculates the 
spectral coefficient of the sync tone. Since 16 points are used, 
the sampling frequency is 7040 Hz., and the sync tone frequency 
is 1760 Hz., exactly four periods of the sync tone f i t  in the DFT. 
The early f i l t e r  calculates the coefficient on 16 points and the 
la te  f i l t e r  calculates the coefficient of the 16 points immediately 
following the early f i l t e r  as illustrated in Figure 6.
Denoting the real and imaginary coefficients of the early 
and late f ilte rs  as Rg, Ig , Rg and Ig, then the dot product of E 
and L which are the early and late f i l t e r  coefficients respectively 
is calculated as
E • L=|È| |L| cos 0 = RgRg + Igig
18
where e is the phase angle between the coefficients of each f i l t e r .  
Since an integral number of periods are in each f i l t e r ,  when no 
phase transition occurs during the early or late f i l te rs ,  the phase 
of the coefficients are the same, resulting in a maximum positive 
dot product. When the 180 degrees phase transition occurs at the 
early-late transition the resulting dot product is maximum negative 
since the cos (180 ) in Eq. 7 is negative one. For intermediate 
transition locations, the dot product locus follows a straight 
line between the positive and negative maximum as shown in Figure 
7.
The dot product is calculated at the end of each OFT pair.
The crite ria  for locating the transmitted phase transition is 
selection of the dot product pair yielding the most negative num­
ber. I t  should be noted that since the OFT looks for the coef­
fic ien t at 1760 Hz., i t  effectively f i lte rs  out the doppler tone 
(located at 605 Hz.) as well as noise. Also, because of the win­
dowing e ffect, the OFT can extract a coefficient even i f  the sync 
tone is shifted by as much as ±75 Hz. since the spectrum is spread . 
as seen in Figure 2. For these reasons no filte r in g  or shifting  
is necessary when obtaining the sync information. The specifica­
tions require sync to be obtained within ±8 samples. The simula­
tion more than satisfies this requirement. When the sync tone is 
exactly at 1760 Hz., the location of the phase transition is deter­
mined exactly in the absence of noise. When there is a doppler
19
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sh ift the transition is located within ±8 samples. By using the 
previously obtained doppler estimation and shifting the spectrum 
accordingly, the phase transition could always be found exactly, 
however, this requires more processing time and appears to be un­
necessary.
An additional fact of interest is the simplicity of calcu­
lating the coefficient of the 1760 Hz. tone. The coefficient is 
given by
X(1760)=(Xo-X2+X4-Xg+Xg-X,o+X,2-X,4) + jCX^-Xg+Xg-X^+Xg-
*11**13"*15) (G)
where the X^'s are the samples. Note that this requires only ad­
dition and no time consuming multiplications. A derivation of 
Eq. 8 is given in Appendix 4.
I I I .  Hilbert Transform Algorithm^^^*^^^
Calculation of the Hilbert Transform (HT) of sampled signals 
is an important part of the required signal processing, thus the 
present section is devoted to i t .  For analog systems the Hilbert 
Transform of a signal shifts its  positive spectrum by - radians 
and the negative spectrum by + |- radians. In a digital system the 
characteristic of the equivalent HT f i l t e r  becomes periodic in 2*. 
Therefore the transfer function H(e’^ “ ) of this f i l t e r  over one
21
period becomes
H(e^“ ) = (9)
+j for Tr<o)<2iT
Taking the inverse Fourier Transform to obtain the impulse response 
of the HT f i l t e r  yields
h(n) = ^  I^/q -  je^“" do) + je ’^ “” d^
,  1 - pj*" for n /  0
irn
0 for n = 0
or equivalently
h(n) = ^  sin^(|^) n 0 (10)
0 for n = 0
The impulse response is plotted in Figure 8.
In order to be useful for signal processing, where a Finite 
Impulse Response (FIR) f i l t e r  is used as here, this impulse response 
must be truncated. For real time applications, i t  is desired to 
have no more terms than necessary to maintain a given phase and 
magnitude response.
The phase response w ill not be affected by truncation, how­
ever, the magnitude w il l .  This w ill be shown la te r. For useful 
performance, the magnitude response must be f la t  over the range 
of the modem composite signal. However, as the impulse response
22
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Is truncated, the band edges of the magnitude response exhibit 
ringing (Gibbs Phenomena). To alleviate th is , a window function 
is applied to the ideal Hilbert impulse response which minimizes 
the magnitude response distortion. For this application 16 non­
zero coefficients are u s e d . T h e s e  coefficients have been 
optimized to minimize time consuming multiplications. From ex­
amination of the coefficients which are listed in Table 1, i t
appears/they are the result of multiplying the ideal coefficients '
by a Hanning or Hamming window and replacing each product by the 
nearest integer power of two with the exception of h ( l) .  Thus, 
"shift" instructions can be substituted for "multiples" and pro­
gram execution time reduced.
The amplitude and phase responses for this optimized f i l t e r  
are now derived.
h(n) = h(-15)6(n+15)+h(-13)6(n+13)+...+h(-l)5(n+l)+h(l)6(n-l)+  
...+h(13)6(n-13)+h(15)6(n-15)
= h (l)[ô (n-l)-6(n+l)]+h(3)C 6(n-3)- (n+3)]+.. .+h(15)[6(n-15) 
-6(n+15)]
. ' .  H(z) = h(l)[z"T-zT]+h(3)[z"3-z3]+...+h(15)[z"TS_zT5]
Let z = to find amplitude and phase responses.
24
COEFFICIENT VALUE
h(0) 0
h(l) .8125
h(3) 2-2
h(5) 2-’
h(7) 2-"
h(9) 2-5
h(ll) 2-5
h(13) 2-2
h(15) 2-5
Note: h(i)=-h(-i)
Table 1 - Optimized Hilbert Transform Impulse Response
25
H(z) = h ( l) [e " j* -  eJG] + h(3)[e‘ ^^®-e '^^°3 +...+h(15) 
[e-T5jo_g15jw]
Now, = -2jsin no
H(z) = -2 j[h (l)s in  a + h(3)sin 30 + .. .+  h(15)sin 15o]
Now, 0 = u)T = ^
s 0
f ;
where = ^  = the "folding frequency"
H(z) = -2 j[h (l)s in  h(3)sin +...+h(15)sin 1 ^ ]  (11)
0 0 0
From this the"i()rè6e is recognized as - j  and the amplitude as
2[h (l)s in  p-+ h(3)sin | ^ + . . . +  h(15)sin
0 0 0
This is plotted in Figure 9.
From this plot i t  is recognized that the amplitude w ill be a 
constant number (1.31) over the range of the modem composite 
(660 Hz. to 2530 Hz., ±75 Hz.) and the phase w ill be as prescribed 
by Eq. 9. Therefore, to obtain the Hilbert Transform of the re­
ceived samples a ll one needs to do is to sh ift them through the 
dig ita l Hilbert f i l t e r  and scale the amplitude by 1.31.
The procedure for actually calculating the output samples of 
the Hilbert F ilte r  is now discussed. By convolution, given an 
input sequence x(n),, the output o f a system with impulse response
26
h(n) is
y(n) = I h(T) x(n-T)
JS.GO
which for this system becomes /
15
y(n) = I h(x) x(n-x) 
t =-15 
T odd
= h(-15) x(n+15)+h(13) x(n+13)+...+h(-l) x(n+l)+h(l) x (n -l)  
+...+h(13) x(n-13)+h(15) x(n-15)
Using the odd symmetry of the impulse response this becomes 
y(n) =h(-15)[x(n+15)-x(n-15)] +h(-13)Cx(n+13)-x(n-13)]+...+
h (-l) [x (n + l)-x (n -l) ]  (12)
V
Note that only eight multiplications are necessary and only eight 
coefficients have to be stored. An FIR f i l t e r  can be b u ilt as in 
Figure 10.
When implementing this f i l t e r  in software, there is a problem 
to be aware o f. Since h(n) is noncausal, samples coming in time 
before x(n) have to be operated on. This w ill not cause any prob­
lems i f  the samples are a ll read into an array and then convolved 
as in Figure 10. Alternatively, at f i r s t  glance, i t  appears i f  
one shifts the impulse response right 15 samples to make i t  causal, 
then the output of the f i l t e r  w ill be shifted 15 samples right tu t
27
Amp!i tude
1.31
T0560'7040520500 Freq.
-1.31
Figure 9 - Amplitude Response of Hilbert F ilte r
&-
\ /
■<
h(-15) V  h(-13) Y * *  V h ( - l )
_____________ ik _________
y(n)
Figure 10 - FIR Hilbert F ilte r
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s tm  correct. However, this w ill produce erroneous results as 
can be seen from the time shifting property for Fourier Transforms 
(the result is analagous for z-transforms), i . e . .
I f  h (t) H(w)
Then hCtrt^) + H(u))e"^“ o^
Therefore the phase is now dependent on frequency. For Hilbert 
Transforms this is unsatisfactory since the phase sh ift must be a 
constant ±j as dictated by Eq. 9.
One further caution is that both the f ir s t  15 and last 15 
samples of a sequence w ill essentially exhibit a transient re­
sponse, since the Hilbert Transform has to look behind and ahead 
respectively for samples that are not there. This could cause 
problems i f  one is not careful. In the simulation, these non­
existent samples are set to zero.
IV. Data Demodulation
A. Detection Scheme
Following the preamble, 16 sine waves of d ifferent frequencies 
are transmitted simultaneously with one of four possible phase 
changes, each frame as determined by the message b its . There are 
32 bits transmitted in each frame. Two bits are assigned to each 
tone as shown in Table 2. The f ir s t  frame has an arbitrary but
29
predetermined phase and Is used so the receiver can obtain a phase 
reference. After the reference frame, the transmitted phase of 
each tone at the beginning of a given frame is given as
= »n-1 + «S (13)
where = tone phase at beginning of present frame
= tone phase at beginning of previous frame 
6g = phase sh ift due to data
The FFT uses a 64 point rectangular window which is centered 
in the frame. Since there are 7040 • 13^ Warn which is
approximately 94 samples per frame, samples 16 through 79 are 
used by the FFT to calculate the coefficient of each tone. The 
length of the window is seconds, therefore the resolution
between coefficients is = 110 Hz. To determine the phase
changes, coefficients eight through 23 are used since the coef­
ficients of frequencies 880 Hz. to 2530 Hz. are desired. In 
order to obtain the d ifferentia l phase, the coefficients of each 
tone are multiplied by the complex conjugate of the corresponding 
coefficient from the previous frame. The resulting coefficient, 
called the d ifferential coefficient, has an angle equal to the 
differentia l phase a n g le .D e n o tin g  A* as the d ifferentia l coef­
fic ie n t,
: 30
and defining R(A*) and I(A *) as follows:
R(A») A R„.,R„ + (,4a)
I ( A * ) ^ R „ . , I „ - R „ I „ . ,  (14b)
where R Is the real part of the coefficient of a given tone
I is the imaginary part of the coefficient of a given tone
n is the present frame
n -  1 is the previous frame
i t  is shown in Appendix 5 that the phase change
The phase changes for a given b it pair introduced each frame 
are indicated in Table 3. I t  is seen that ideally the angle of 
the d ifferentia l vector w ill have only one of four values:
45°, 135°, 225°, or 315°. Since the angles are in the center of 
the four quadrants, optimal decoding results i f  any angle in the
O
f irs t  quadrant is decoded as 45 , any angle in the second quadrant 
as 135°, etc. This is shown in Figure 11.
The decoding process can now be reduced to simply examining 
the signs of the real and imaginary parts of the d ifferentia l 
coefficients as shown in Table 3. Also note that since a Gray 
Code (unit distance) is used for the bits from quadrant-to-quad- 
rant, i f  a mistake is made in detection, i t  is more probable that
31
TONE FREQUENCY 
(Hz.)
BIT ÜUMBER
660 Doppler Tone
880 1&2
990 3&4
1100 5&6
1210 7&8
1320 9&10
■ 1430 11&12
1540 13&14
1650 15&16
1760 17&18
1870 1 9&20
1980 21&22
2090 23S24
2200 25&26
2310 27&2B
2420 29&30
2530 31&32
L
Table 2 - Modem Bit Pair Assignments
Sign of Real 
Part of 
Differential 
Coefficient
Sign of 
Imaginary Part 
of D ifferential 
Coefficient
Angle
Os
(Degrees)
Bit
Pair
+ + 45 10
-■ + 135 00
- 225 01
+ 315 11
Table 3 - Bit Pair D ifferential Angles 
32
^— $ -4>
Re(A*)
Figure 11 - Optimal Decoding
33
one b it w ill be in error Instead of two.
B. Orthogonality of Tones
Since the frequencies of a ll data tones are multiples of 
110 Hz., the tones are a ll orthogonal. However since there is a 
64 point rectangular window put over each frame, the coefficients 
are spread and look like a sampling function. In order to have 
reliable detection, i t  is important the coefficients do not in ter­
fere with each other. I t  turns out the zero-crossings of the 
sampling functions are also at multiples of 110 Hz. as shown in 
Figure 12, meaning there w ill be no inter-tone interference.
This can be seen by noting the length of the window is
seconds. The time domain and frequency domain repre­
sentations of a window function are shown in Figure 13. I t  is 
seen the zero-crossinqs of the sampling function fa ll at multiples 
of 110 Hz. Now, each window is modulated up in frequency by its  
data tone and the resulting spectrum is that of Figure 12.
C. FFT Program
As previously mentioned the FFT uses 64 points. The algo­
rithm used in the simulation is a decimatiori-in-time, radix 2, 
in-place FFT. Since i t  is an in-place computation,memory space 
is conserved. This is because as a new array is computed (when 
stepping across the flowgraph) the results can be stored in the 
same locations as the original input a r r a y . A l s o ,  since i t  is
Magnitude
of
Coefficients
Freq.
l Figure 12 - Non Interference of Data Tones
F(w)
Figure 13 - Window Function and its  Fourier Transform
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in-place, the program contains a b it  reversal subsection. The 
actual program used is due to Cooley, Lewis and Welch.
Since the incoming signal is rea l, a number of methods can 
be used to further reduce processing time. One method is instead 
of computing a real 64 point FFT, a complex 32 point FFT could be 
implemented instead. From this complex FFT the coefficients of 
the original real signal can be e x t r a c t e d . A n  alternate 
method, which was used in the simulation, is to compute the coef­
ficients for two sets of 64 samples in one complex, 64 point FFT. 
This is done by combining two signals into a single complex signal, 
whereby the f irs t  signal samples are substituted into the real 
part of the FFT input, and the second signal samples into the 
imaginary input. By computing the FFT on this complex signal, 
the coefficients of each signal can readily be found as indicated 
by Eqs. 15 through 17^^^
I f  x^fn) + X,(m) (15 a)
XgCn) -*■ Xg(m) (15b)
and x(n) = ^ (n )  + jxg(n) (16)
then X](m) = ^  [X(m) + X*(N-m)] (17a)
X^Cn) = X(m) -  X (N-m)] (17b)
where x-j(n) represents the samples of the f ir s t  signal,
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and X (^m) is its  transform,
Xgfn) represents the samples of the second signal and 
XgCm) is its  transform,
and X(m) is the transform computed by the complex 64 
point FFT.
Thus i t  is possible to obtain the transforms of two separate sig­
nals in one computational sweep using this approach.
D. Continuous Doppler Tracking
In order for the FFT to produce reliable coefficients, the 
data tones must be at th e ir intended frequencies. This w ill not 
be the case i f  there is a doppler s h ift. For this reason the re­
ceived composite signal must be shifted by an appropriate amount. 
The doppler sh ift is in it ia l ly  estimated using the preamble. 
Therefore the f ir s t  two frames of data following the preamble are 
shifted by this amount. Note that in the simulation two frames 
are shifted together since the FFT algorithm works on two frames 
at a time.
The method in which the composite signals spectrum is shifted 
is essentially the same as the method used to sh ift the preamble 
doppler tone. During data transmission however, no filte r in g  is 
done on the incoming signal. The Hilbert Transform is taken and 
Eq. 5 is used to sh ift in the spectrum of the composite signal.
One important difference to note is that the doppler tone in the
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preamble Is continuous, therefore when Eq. 5 is used for shifting, 
time Is continuous meaning i t  is carried on from frame to frame. 
This is not the case for the data tones. Their phases change 
every frame in accordance with Eq. 13 and Table 3. Thus, the time 
must be set to zero and start again for each frame when using Eq. 
5.
As more frames arrive, the doppler sh ift can be expected to 
change slowly with time. According to the specifications the
Uy 1
maximum allowable change is 3.5 Hz. per second or 3.5 
fM ro ° "04667 Hz. per frame. In order to track this s h ift, a 
660 Hz. (two slots below the lowest frequency data tone) doppler 
tone is transmitted with the same phase referenced to the begin­
ning of each frame. Therefore the expected phase of this tone 
w ill be a constant number each frame.
I f  the frequency of the doppler tone is s lightly  greater 
than 660 Hz., the phase computed by the FFT w ill be a l i t t l e  
greater than expected. Sim ilarly, i f  the frequency is slightly  
less than 660 Hz., the phase w ill be a l i t t l e  less than expected. 
Therefore, by monitoring the phase of the doppler tone, the 
direction in which the doppler sh ift has moved can be determined. 
Note that the doppler coefficient of the second frame of each 
pair of frames obtained from the FFT is used to see which way the 
next pair of frames w ill be shifted.
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Originally i t  was intended to use the data tones and average 
the ir phase errors from those of Table 3 to determine the direction 
of the doppler sh ift. In this manner an extra doppler tone does 
not have to be transmitted thereby conserving power and the system 
becomes more immune to selective fading. This method proved un­
satisfactory because the doppler sh ift produces intertone in ter­
ference and hence distortion of the computed FFT coefficients, 
since the data tones are not exactly at their correct frequencies 
( i .e .  the zero-crossings of Figure 12 do not fa ll at multiples 
of 110 Hz. implying the coefficients w ill have small errors). Since 
the doppler tone is at least two slots from a ll other tones the 
interference is minimized. Also the doppler tone is not phase 
modulated like  the data tones implying its  expected phase is 
constant and not dependent on which bits are sent. This makes 
the program simpler.
The objective now is to track the doppler change knowing 
which direction i t  has moved. The basic approach is to constantly 
force the doppler tone phase angle error (from its  expected value) 
to zero. To see how this is accomplished consider the diagram in 
Figure 14.
The expected phase is indicated by the solid lin e , the maxi­
mum error in either direction (±.04667 Hz.) are indicated by the 
dashed lines and the received phase of the doppler tone is shown 
by the dot. Since the observed phase is less than expected, a
Imaginary Axis
Real Axis
Figure 14 - Illustra tion  of Phase Error
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downward doppler sh ift is Indicated. Therefore before the next 
set of samples is processed the composite spectrum is shifted up­
ward by .04667 Hz. (in addition to any sh ift from the previous 
frame). By implementing this procedure for each set of data b its , 
i t  is seen that the doppler sh ift can always be tracked.
As previously stated, in the simulation the FFT processes 
two frames simultaneously (meaning the spectrum can be shifted
•a
only every other tim e). Thus the maximum sh ift from one FFT. 
computation to the next is 2 x .04667 = .09333 Hz. Therefore the 
received signal is shifted an additional ±.09333 Hz. from the 
previous signal depending on the doppler tone phase. I t  should 
be noted the program must keep a running total of the amount the 
spectrum has been translated so i t  knows the total amount to sh ift 
for each set of frames. A block diagram of the doppler tracking 
process is shown in Figure 15.
E. Frame Synchronization Tracking
To insure reliable detection of the b its , the transmitter 
clock which determines when to start a new frame and the receiver 
clock, which te lls  the FFT which samples to use ( i .e .  where to 
locate the window within a frame) should be in exact synchroniza­
tion. Using real components this is not practical, however, the 
frequency of the two clocks can be closely aligned. Since the 
demodulator looks for a phase change between adjacent frames, a 
very small clock error w ill yield a small d ifferential phase error
41
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which w in not produce incorrect results. Since the d ifferential 
phase is used, the clock error effect is not cumulative.
A problem can arise i f  the synchronization error continues 
in the same direction for an extended period of time. I t  then 
becomes possible for the tone phases to change within the FFT 
analysis window. This w ill produce erroneous results. The frame 
synchronization tracking algorithm assures that this does not hap­
pen using a slightly different version of Early-Late filte rin g  
than used to determine in it ia l synchronization as described in 
Section I I  C. The method is known as slot synchronization.
In slot synchronization, two DFT's are calculated, the early 
one on the 64 points immediately preceding the expected phase 
change and the late one on the 64 points immediately following 
the expected phase change. Also only one coefficient needs to be 
computed (keeping the number of calculations from getting large). 
The coefficient used is on an orthogonal frequency at which no 
energy is transmitted. I f  the clocks are in perfect synchroniza­
tion, there w ill be no phase transitions in either DFT and both > 
coefficients w ill be zero. An orthogonal slot must be picked so 
none of the data tones w ill contribute energy to i t .  (as in Figure 
12) I f  there is a phase transition in one of the DFT windows, 
the coefficient computed in that window w ill be non-zero since 
energy from the other tones w ill essentially sp ill into the empty
43
slot; (due to the transition the analysis window Is no longer 
orthogonal). The orthogonal slot used In the simulation Is at a 
frequency bf 770 Hz.
As seen from Figure 16 there are four possible cases for the 
Early-Late F ilte r  positions (since a frame Is 94 samples long but 
the DFT's are only 64 samples.) Figure 16-c represents the case 
where the coefficients of both f ilte rs  are zero. Figures 16-a 
and 16-b represent the cases where the early f i l t e r  Is non-zero 
and the late f i l t e r  Is non-zero respectively. Figure 16-d means 
the receiver Is far out of sync and Is therefore assumed never to 
occur In the sync tracking mode.
Remembering the objective Is to Insure the phase changes 
never occur within the FFT analysis window, small offsets In 
either direction are of no consequence. I f  the coefficients of 
either f i l t e r  should exceed a threshold Indicating the clocks have 
drifted too far apart, a correction must be made. Theoretically, 
the clocks could slowly d r if t  apart as much as 15 sampling periods. 
This would be asking for trouble. A better value would be ±1 sam­
pling period. The thresholds corresponding to this would be set 
at 1.4 as found using the computer to calculate the DFT's. Thus,
I f  the early f i l t e r  yielded an output of 1.4 or greater, the FFT 
processing algorithm would be told to advance Its  Index one sample 
before doing Its  calculations. Likewise, I f  the late f ilte rs  coef­
fic ien t was 1.4 or, greater, the FFT would move back one sample.
This process Insures that the FFT analysis window w ill always be
44
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approximately centered in the frame.
When the FFT moves back or forth a fu ll sample, i t  introduces 
enough of a phase change on each tone to produce erroneous results. 
Therefore the coefficient computed on that frame must be corrected. 
The phase error, A*^, for each tone is
1 sample time. . _ / I sample t e \ «
-*i “ 'period of the tone '
= 2"fi (18)
7ÜW
where f^ is the frequency of the ith  tone.
I f  the FFT is instructed to move up one sample then the phases 
indicated by Eq. 18 must be subtracted from the data tone coef­
ficients and vice-versa.
I f  the FFT did not move one sample, the coefficients i t  com­
putes would be of the form
X = re ^
By moving forward one sample the phase angle A*, is added, there­
fore the coefficient computed is of the form
j(*4+A *j) jA+j
X = re = re ^e (19)
The computed coefficient for each tone must be multiplied by
-jA *.
e = cosAtj) - jsinA*
i i
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to correct the phase error for that frame. Sim ilarly, i f  the FFT 
index moves back one, the computed coefficients are multiplied by 
jA+,
e = cosA*. + jsinA*^
Following the correction, the FFT uses the new reference and no 
corrections are needed (because of the d ifferential scheme for 
detecting b its) until the early or late f i l t e r  thresholds are 
again exceeded.
I t  should be mentioned that the outputs of the early and late  
f i lte rs  are not precisely correct. This is because some of the 
samples used by the DFT's are near the boundries of the frame.
Since the composite spectrum has been previously shifted to correct 
the doppler error, these samples have been through the Hilbert 
Transform. Therefore they exhibit the transient response as ex­
plained at the end of Section I I I .  This error may occassionally 
cause the threshold to be exceeded even i f  synchronization is not 
o ff by a fu ll sample or i t  may cause i t  not to be exceeded even 
i f  i t  is o ff by a fu ll sample. However, the thresholds w ill a l­
ways work out right i f  the synchronization goes o ff by five or 
more sampling periods since more energy spills into one of the 
f i lte rs . The synchronization algorithm w ill therefore always 
work provided the receiver and transmitter clocks are reasonably 
accurate.
A block diagram of the entire demodulation is shown in Figure
,7 .
47
r e
a>
>
• H
o tn
U  4-» O *Hpx: cQ
V) 44
44 o
•r4 r-4 M
00 (tS 44
c • H P
Oi bO 44 (U
c • r4 c •H
•p4 to (U U
u ■H
bo (U 4 4
(U C 4 4  4 4
44 • H 44 u
(U w •H O
O 35 o U
7 F
\ /
P
rH o
td •H
3 44
C 0) O
•H r 4 0)4 PX, Hc O . HoOou O u
T><u
4h• Hx:in0)
CQ
H
4-
r 4
(d
•H
44 • c
c o
(U • H
M 4 40) 0)  U
44 V) 04
44 cd 4 4
•H 4 3  04
o PL 0
o
X
P,
cd
c to
0 irt
•H 04
44 0
0 04
04 04 Z
1/ }
(d H 44
4= 0 ►H
.0. t_4
0> (/)
Q) z
O 44
" T T -
(J id
04
44 0 in
u.
(d H to cd 0
Xi X 01 Pi 44 H
X 04 L4 Pi
r 4 44 0 04
h 1 -4 04 H P
cd •r4 04 44 0
UJ u . to UJ t j
4 4
t r  »4 0
e  04 04
3  p4 >-4
k  PL PL 1
4 4  PL P.
u 44 0 bO
04 14 Q 3
PI. 04 •H
to Pi  0 a
p4 E-I <—>
4 4  0 4 4 u .
4 4  U  04 44 u
• ‘H  3  |4 0
x ;  0 Q  43 r—1
to H  ^  to m
bo
P
•H r 4
e Cd
0 P
u b t
p •|4
1-4 to
>4O
+4(d
r 4
3T3O
0Q
ctf4Jnta
a>
â
•HUU
48
V. Conclusion
This paper has presented the algorithms used in implementing 
an a ll d igital high frequency modem with primary emphasis placed 
on the receiver. The three main areas discussed were:
1) The preamble,
2.) The Hilbert Transform f i l t e r  algorithm,
3): Data demodulation.
The results^of each algorithm w ill now be discussed.
The preamble has three subsections. The f ir s t  is signal 
presence recognition. Although the procedure of monitoring the 
doppler tone and sync tone energies to declare a valid preamble 
were not simulated, this method should be re latively easy to 
implement on a microprocessor.
The second subsection of the preamble is determining the. 
doppler s h ift. This is further divided into two subsections, a 
wideband estimator and a narrowband estimator. The entire algo­
rithm functioned supurbly with the doppler sh ift determined to 
within ±1 Hz. and took only five frames. (6.67 msec.) Although 
no noise was added to the doppler tone, the sync tone was trans­
mitted with the doppler tone, and for purposes of testing the dop­
pler tone the sync tone acted like noise. The bandpass f ilte rs  
effectively rejected the sync tone. Also, the f i lte rs  were tested 
separately and performed admirably. Therefore, the doppler algo­
rithm would be expected to be more than satisfactory in the
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presence of noise. One Improvement that could be made I f  an 
actual modem were to be b u ilt would be to use multiple doppler 
tones and average the results of the doppler detection algorithm. 
This would be an effective way of combatting selective fading.
The third subsection of the preamble acquires in it ia l syn­
chronization using an Early-Late f i l t e r .  This algorithm performed 
satisfactory when tested in the presence of noise. This is be­
cause the OFT only looks for the coefficient at 1760 Hz., thereby 
rejecting signals of other frequencies. Again, multiple sync 
tones could be used to fight selective fading. .
Section I I I  o f this paper described the FIR Hilbert f i l t e r  
which is u tilized  in the doppler detection algorithm and in fre ­
quency shifting routines. The Hilbert f i l t e r  w ill reliably  
obtain the d igital Hilbert Transform of any signal in the modems 
composite signal frequency range. The same basic algorithm could 
be modified to give the d ig ita l Hilbert Transform of any signal 
in any frequency range by changing the sampling frequency and 
possibly modifying the impulse response coefficients, (depending 
on the amount of distortion that could be tolerated.) Also, 
since the Hilbert F ilte r  works w ell, any signal can be translated 
in frequency by any amount using Eqs.-5 and 6.
Section IV described the data demodulation scheme. The main 
building block of the demodulator is the d ifferentia l phase de­
tection which getc the phase information of the 16 data tones
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from the FFT program. The entire demodulator was tested success­
fu lly , however, no noise was added to the transmitted signal. I t  
is excepted that the demodulator w ill function properly in the 
presence of noise since the FFT acts like  a f i l t e r  in only looking 
for coefficients at specific frequencies as did the Early-Late 
f i l t e r  in the preamble.
I f  an actual modem is to be b u ilt, i t  is recommended that the 
specific FFT program used in this simulation not be used. This 
is because the FFT program used operates on tv/o frames of the 
transmitted signal simultaneously. Therefore, two frames of the 
signal must be stored in memory. Alternatively, a 32 point complex 
FFT (which can be made to act as a 64 point real FFT) . should be 
used. This would operate on only one frame of the signal at a 
time and reduce memory required by the FFT program by a factor of 
two without sacrificing execution time.
Embedded in the demodulation scheme is the continuous doppler 
tracking and frame synchronization tracking routines. Again, 
both routines were successfully tested without noise but they 
would be expected to function properly in a noisy environment be­
cause both routines look at specific Fourier coefficients thereby 
rejecting noise.
As mentioned in Section IV D, i t  was originally intended to 
use the data tones and average their phase errors to determine 
the direction of the doppler sh ift in the continual doppler
' ' I
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tracking routine. This method was not used because the doppler 
sh ift produced intertone interference and hence distortion of the 
computed FFT coefficients. I f  an actual modem is to be built 
this point should be studied further before deciding which method 
to use in the continual doppler tracking algorithm.
The results of the computer simulation indicate that the 
modem could be successfully programmed onto a microprocessor and 
a complete communication system could be bu ilt using the techniques 
discussed in this paper.
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APPENDIX 1 - Instructions fo r  Use o f Simulation Programs
\
The computer simulation of the modem is broken into three 
seperate programs. Program 1 named "Doplr" simulates the preamble 
doppler detection algorithm. Program 2 named "Sync" simulates 
preamble synchronization. Program 3 named "Tones" simulates the 
sending of bits and the demodulation process which includes the FFT, 
continual doppler tracking and frame synchronization tracking.
The entire package can be run with the use of transfer f i le  "Modem" 
which runs the three programs seria lly . A lternatively, the three 
programs can be run seperately. All programs are on f i le  on the 
HP 1000 computer. Room 226, Packard Laboratory. They are also listed  
on the printouts under the name "Modem".
The f i le  names.of programs Doplr, Sync, and Tones are &Wint, 
SWintl, and &Wint2 respectively. I f  the programs are not up they 
can be put on the system with transfer file s  Wint, Wintl, and Wint2 
respectively. In case these file s  should be purged they are repeated 
below.
Wint (Program Doplr) 
:LG, 2 
:MR, «WINT 
:MR, «JFILE 
:MR, %RHEAD 
:MR, «WHEAD 
;RU, LOADR, 99; 1
Wintl (Program Sync) 
:LG, 2 
MR, «WINT1 
MR, %JFILE 
MR, «RHEAD 
MR, «WHEAD 
RU, LOADR, 99,1 
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Wint2 (Program Tones) 
:LG,4
MR, «WINT 2 
MR, «JFILE 
MR, «RHEAD 
MR, «WHEAD 
RU, LOADR, 99, 1
Use of the individual programs are now explained.
Program Doplr. f i r s t  asks the user for a frequency of a sine 
wave to be estimated by the in it ia l doppler detection algorithm.
I t  then runs through the estimation rooitines using samples of the 
inputted sine wave (along with the sync tone) and creates file s  
to plot intermediate results as can be seen by running the program. 
Estimates of the frequencies of the dopple^ tone after completion of 
both the Pass 1 and Pass 2 algorithms are outputted. Note that 
the average doppler tone used in the simulation is at a frequency 
of 605 Hz. instead of 660 Hz. This is of no consequence since the 
principles used do not depend on the doppler tone frequency.
Program Sync also asks the user for the frequency of the doppler 
tone (thus enabling a doppler sh ift to be b u ilt into the transmitted 
sync tone.) The program then generates the sync tone (and doppler 
tone), runs through the in it ia l synchronization algorithm and 
creates a f i le  which plots three frames of the Early -  Late f i l t e r .
Program Tones asks the user for the in it ia l doppler sh ift (which 
is determined in program Doplr). I t  then asks how many sets of 64 
bits (two frames) are to be simulated. This must be a multiple of 
two because the FFT works with pairs of frames. The program then 
asks the user to input 32 bits (O's and I 's ) .  From this point on 
i t  asks for a doppler sh ift between frames so continual doppler 
tracking can be simulated. The program then asks for the next 32 
bits. Next, the user can see the composite function (the 188 
samples of the data tones added together as would be for trans-
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mission) i f  desired.
Demodulation now begins. The amount the incoming spectrum is 
shifted is f ir s t  outputted. This centers the tones at their correct 
frequencies to correct for the doppler sh ift. The Early - Late f i l ­
ter for frame synchronization tracking is then simulated. (See also 
the final paragraph of this section.) A sh ift in the FFT index can 
next be inputted i f  desired to simulate the effect of the Early - 
Late f i l t e r  te llin g  the FFT a correction is needed. The output of 
the entire FFT can now be seen. Note that this is before the two 
frames are broken up into the individual data coefficients.
The d ifferential phase from the previous frame is now shown ‘ 
for the f irs t  16 data tones of this set. Note that the very f ir s t  
16 tones are used as a. refrence. To make the plots of the coeffic­
ients more in te llig ib le  the program has an in it ia l phase refrence 
of zero degrees bu ilt in but this is with a 15 degrees error in e i­
ther direction as can be seen by running the program. Next the 
doppler coefficient of the second frame is outputted. An angle of 
303.75® represents 0 Hz. doppler offset. I f  greater than 303.75®, 
an upward frequency sh ift must be invoked on the next set of incom­
ing frames and vice-versa. Note that this is opposite than expected 
and there is a constant phase error as explained in the paragraph 
below. The d ifferential phase of the next 16 tones are then output­
ted. (This corresponds to the second half of the frame.) The true 
Fourier coefficients of the two sets of 16 tones for the current 
set are next outputted followed by the bits that the d ifferential
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phase detector determines have been sent. The above process runs 
for as many sets of bits as o rig in ia lly  inputted. In addition a 
f i le  is created to plot the true Fourier coefficients of the data 
tones for the entire program.
I t  is important to note that in this simulation there is a 
constant error of a ll phases computed. Also phases move in the opp­
osite direction than expected when a small doppler sh ift is intro­
duced. This w ill not affect the modems performance since absolute 
phase does not matter and a ll routines are written knowing the 
phases move in the opposite direction than expected.
Also note the computer program for the modem does not simulate 
the entire frame synchronization tracking process exactly. Because 
the sync error from frame to frame is assumed to be small and the 
program works with samples of the composite signal stored in an 
array, the Early - Late f i l t e r  is simulated by computing the coeff­
icients for sync errors that are o ff by integer amounts (as inputted 
by the user). Since there really is no sync error in the program, 
the coefficients are outputted to show that the f i l t e r  works but 
nothing else is done with them. The program then asks the user i f  
he wants to simulate the effect of shifting the index by + 1. I f  
so i t  w ill add (or subtract) one from the index between frames in 
an FFT pair thereby simulating the effect of the Early - Late f i l t e r  
te llin g  the FFT index to move up (or down) one sample. The program 
w ill then compute ;the data tone coefficients and put the correction
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%factors in. Again note a ll phases move in the opposite.direction
(
than expected. From this point on the program uses the new FFT 
index until instructed by the user to change. In this manner the 
frame synchronization tracking algorithm is shown to work correctly.
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APPENDIX 2 - Derivation o f Doppler Detection Formula (Eq. 1)
The transmitted doppler tone is a sinusoid of an arbitrary  
phase. Its  Hilbert Transform lags in phase by 90®. Denoting the 
inphase component by x (t)  and the quadrature component by y (t)  
implies
x (t) = rcose (20a)
y (t)  = rsine (20b)
where r  is the amplitude and e }ls an arbitrary phase angle as
illustrated in Figure 18.
Using basic trigonemetric identities,
a _a  2
cose = x (t) = rcose a = rcos e
b______ _b__
sine -  x (t) = rcose b = rcosesine
Now,
dtane  ^ XY-YX 
dt
A1 so.
d ASince w = ^  , Eq. 22 becomes
(21)
^  = sec^e.o, (23)
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9 0 -0
Figure 18 -  Signal and its  Hilbert Transform
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Setting (21) and (23) equal, using (20a), and solving for w yields
_ XY-YX _ XY-YXÜ) = XY-YX
X^sec^e 2 2 2 r cos esec e r
f  = 1 XY-YX*2tt 2 ^
.  r .
(24)
Equation 24 must now be averaged over many samples for a good 
estimate. Therefore,
T- i i _  
 ^ ■ N 2tt (25)
i=l
where N is the number of samples used in the average. Ideally the 
r \ 's  should a ll be the same. Therefore,
—  1 1 •  *  f  = ^ X . Y . - Y ^ X , .ilTT
1_
2tt
Nr 1 1 V Ii=l
r N .
or.
SïWi
)
(26)
Mathematically speaking, going from Eq. 25 to Eq. 26 is not 
s tr ic tly  correct since the r \ 's  may not be equal due to noise, 
selective fading, etc. However, Eq. 26 is an excellent way of 
estimating the frequency of a sinusoid given only its  samples. 
Also, when implemented on a microprocessor, Eq. 26 is much faster
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than Eq. 25 since i t  requires only one time consuming multiplication 
as opposed to N of them.
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APPENDIX 3 - Derivation o f Frequency S h ifting  Formula (Eqs. 5 & 6)
Given a signal f ( t )  and its  Hilbert Transform f ( t ) ,  a formula
w ill be derived to sh ift them down in frequency by amount The
analytic signal Z (t) and its  complex conjugate are given by
Z(t) = f ( t )  + j f ( t )
Z *(t) = f ( t )  - j f ( t )
Z (t) represents only the positive frequency spectrum (multiplied 
*
by two) and Z ( t )  represents two times the negative frequency 
spectrum. Therefore,
-jw t  *  jw t  
fsh ifted (t) = [ Z (t)e  + Z (t)e  ] / 2
-jw t  .V -jw t  jw t   ^ jw t
= [ f ( t )e  ° + j f ( t ) e  ° + f ( t )e  °  - j f ( t ) e  ° ] /  2
jWgt -jw^t jw^t -jw^t
e + e e -  e
= f ( t )  2 + f ( t )  2j
fghifted(t) = f(t)cos(ÜQt + f(t)sinwQt 
which is the desired result.
Using f ( t )  = - f ( t )  yields
fshifted(t) = f(t)coswQt - f(t)sinwQt
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APPENDIX 4 - Derivation o f C oeffic ien t fo r  1760 Hz. Sync Tone (Eq. 8)
A 16 point DFT is used and the sampling frequency is 7040 Hz. 
Therefore the frequency resolution between coefficients is cal­
culated as 7040 /  16 = 440 Hz. Since the 1760 Hz. coefficient is 
desired i t  is the 1760 /  440 = 4^  ^ coefficient. Fof the OFT
^  N-1
X(k) = ^ x (n )w "k  
n=0
Here, N= 16 and k = 4, therefore,
15 \ ,
X(4) = :>ix(n)w4n 
n=0
= x(0)w° + x(l)w* + x(2)w® + x(3)wT2 + . . .  + x(15)w®°
Now, w = = g-j2n/16 can be plotted in the Z-plane on
the unit circle as shown in Figure 19. Therefore,
X(4) = [x.(0) - x(2) +x(4) - x(6) + x(8) - x(10) + x(12) -  x(14)] 
+ j[x ( l)  - x(3) +x(5) - x(7) + x(9) - x ( l l )  + x(13) - x(15)] 
which is the desired result.
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Imaginary Axis
Real Axis
„Ç 7^„32=„«=1
„12=„28,„W.„60, _.
Figure 19 -  Plot of w
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APPENDIX 5 -  Derivation o f D iffe re n tia l Phase fo r Data Demodulation
I t  w ill be shown the change in phase from one frame to the 
next fbr a given data tone is given by
*n - +n-l " Arctan ( | | | | |  )
Since a ll data tones are sinusoids and the FFT is refrenced to 
a cosine, the tones can be represented by
1 jw (t + -jw (t +
cos(w(t +. 4.)) = 1 [e “ + e “ ]
(0
The two Fourier Coefficients are recognized as
1 1 F^  = Y e and F^i = ^  e
Using only the positive frequency spectrum (which is what the 
differentia l phase detection algorithm uses), the Fourier Coefficient
1 1 j^n-1is Y e . Therefore, the coefficient of the n - l 's t  tone is ^  e 
Using Eulers formula,
1  = 1  cos*n_i + i
Therefore,
Real (n - l 's t  coefficient) = ^cos*^_^  ^ R^ _^
Imag(n-l'st coefficient) = j  sin4»^ _^^  = I^_^
Similarly,
R„ .  i  cos4„ . I„ = 1  sin*„
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Now,
R(A4) A
= (^ cos*^_^)(Y cos(j) )^ + i j  sin*^_^)(^\sin*^)
= 3<cos*n_iCOS*n + sin*n_iSln*n)
= ^cos,(^n y n - l )
 ^ V l ' n  - ^n'n-l
= (^  C0S(|.^_^)(|-sin<}.^) - cos<j.j )^(|-Sin<j.^_ )^
= 5<cos*n_iSin*n - cos*nSin*n_T)
=Jrsin(<|.n - V l )
Therefore,
Thus,
♦n ■ K -^  '  Arctan( )
which is the desired result.
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