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INTRODUCTION
The seminal works 1,2 of Child and Langmuir at the beginning of the 20th century created a benchmark for the subsequent research on space charge limited flow. While many important results have been obtained for different flow geometries and realistic emission laws, see for example Refs. 3-6, the original relations found in Refs. 1 and 2, for the very simple case of a planar one dimensional (1 D) geometry are still very relevant. We consider here this simple original 1 D setup but include the possibility of the time dependent small deviations of the current and potential from their stationary values. This may be relevant to the fluctuations observed in space charge limited flows perturbed by changes of their physical parameters or geometry.
We also study the more general 1 D case when the cathode emissivity depends on the electric field strength at its surface and the electrons are emitted with a finite speed v 0 . The latter is especially important in photoelectronic devices, 7 electron guns and rings that though are far from the 1 D systems nevertheless often exhibit 8 behavior that can be explained in the framework of our simple model. We obtain a closed form equation for the stationary current density as a function of the electric field F at the emitter surface. This field can be finite when the current-field rule is given, but for infinite emissivity F tends to zero as X 1=3 (v 0 ¼ 0) or as X (v 0 6 ¼ 0) where X is the distance to the cathode. There is a regime in the latter case when F is negative that creates a negative potential near the emitter surface and the virtual cathode. Anyway as soon as the cathode current dependence on the electric field is given, finding the space charge limited current in 1 D is reduced to solving a transcendental equation. This generalizes the result of Ref. 9 for v 0 ¼ 0. The time dependence in the case v 0 6 ¼ 0, especially when vð0Þ of electrons is not uniform, requires further work.
Setup of the problem and main equations
The non relativistic electron flow is described by the Maxwell equation
DUðR; TÞ ¼ À 1 0 qðR; TÞ
and the current continuity equatioñ
where U is the electric potential, q andJ are the charge and current densities, respectively at the space-time point ðR; TÞ, 0 is the vacuum dielectric constant. We assume that the electron velocitiesṽ are determined by the local time dependent potential, i.e., that v ¼ jṽj can be obtained from the energy conservation law
Here we have assumed also that all the electrons are emitted with the same speed v 0 from the region where U ¼ 0. Note that e is the elementary charge, that for electrons q < 0, and the direction of the currentJ is opposite toṽ. From now on we study 1 D flows between two infinite parallel planes: the cathode, whose potential is 0, is placed at X ¼ 0 while the anode at X ¼ D has U ¼ V. For convenience we use dimensionless variables and functions x ¼ X=D; t ¼ T v=D; uðx; tÞ ¼ UðX; TÞ=V; where ðx; tÞ represents the electron number density nðX; TÞ ¼ ð 0 V=eD 2 Þðx; tÞ. Clearly the dimensionless flow density j is positive because JðX; TÞ < 0 for electrons.
In the stationary case with infinite cathode emissivity and v 0 ¼ 0 the solution 1,2 of the problem is well known
It will be used as a starting point in the study of time dependent properties of the perturbed flow.
Time dependent flow perturbation
We shall study now the time dependent problem when x ¼ 0 and the cathode has infinite emissivity. Under our assumptions the electron flow in 1 D is governed by two equations 
with the BC Eq. (7) for all t. These imply that the second term in the right side of Eq. (9) vanishes, while the first one is not zero. (Note that when the emission is finite it is possible that u 00 xt ð0; tÞ 6 ¼ 0 and it should be treated as the current perturbation.)
We shall study now the time evolution of small perturbations of the stationary solution (5) in the linear approximation. Taking the perturbed current and potential in the forms jðx; tÞ ¼ j 0 þ iðx; tÞ; uðx; tÞ ¼ uðxÞ þ wðx; tÞ;
where uðxÞ; j 0 will come from the solution of the stationary problem while iðx; tÞ and wðx; tÞ are small compared with the corresponding main terms. We substitute Eq. (10) in Eq. (9) and after linearization (i.e., keeping only the terms linear in w) obtain a single equation
w ¼ ið0; tÞ:
Using Eq. (5) for the unperturbed potential and current density, uðxÞ and j 0 , this equation can be written in the form
The BC for w are homogeneous:
wð0; tÞ ¼ wð1; tÞ ¼ @w @x ð0; tÞ ¼ 0:
The small current perturbation ið0; tÞ is an unknown function IðtÞ, whose structure is arbitrary for a time being. The properties of IðtÞ should be in agreement with physical conditions, and they will be specified to some degree below.
Solution
It is clear that we are looking for a solution wðx; tÞ of Eq. (11), which is small compared with x 4=3 for all x including x ! 0. This specifies the derivative in Eq. (12) w n ðx; k n Þe ik n t ; IðtÞ ¼ < X n¼0 c n e ik n t ; (13) where for each term w n ðx; k n Þ we require the homogeneous BC identical to Eq. (12) while all c n should be small. Substituting Eq. (13) in Eq. (11) and using temporarily a new independent variable y ¼ x 1=3 we convert Eq. (11) into a set of independent ordinary differential equations
where k n plays the role of a parameter. The symbol tilde indicates that wðxÞ andwðyÞ are different functions though with the same BC, analogous to Eq. (12). For solving Eq. (14) we expandw n ðy; kÞ in a power series in y, which can be summed up. But as a first step we find a particular solution / 0 ðy; kÞ in the following form a 1 y 3 þ a 2 y 2 . Direct substitution into Eq. (14) and subsequent elementary computations give a 2 ¼ Àa 1 =3ik n ; a 1 ¼ c n =ik n . The series expansion in y and straightforward manipulations with the series summation yield the first solution of the homogeneous equation corresponding to Eq. (14)
Equation (15) makes it possible 10 to find the second solution / 2 of the homogeneous differential equation by a standard procedure. Thus the general solution of Eq. (14) / 0 ðy; k n Þ þ A/ 1 ðy; k n Þ þ B/ 2 ðy; k n Þ is the sum
where the arbitrary constants A; B are to be found by using the BC. The integral in Eq. (16) should be eliminated by taking B ¼ 0 because it represents a term whose x-derivative for small x 2 3
x À1=3 À ik n ðx À1=3 þ ik n ln x þ ConstÞ diverges as x À2=3 when x ! 0 for all values of k n . Using the original variable x and the requirementwð1; k n Þ ¼ 0 we evaluate A and obtain the final form for the solution of Eq. (14)
This function is equal to zero at x ¼ 0 and x ¼ 1 in agreement with BC Eq. (12), its derivative should decay as u 0 ðxÞ, i.e., as x 1=3 , or faster when x ! 0. However, the x-derivative of w cannot be equal to zero at x ¼ 0 for all values of k n , namely, when x ! 0 one has
This equation implies that for satisfying Eq. (12) the variable k n in Eq. (17) must be within the discrete set of solutions of the following transcendental equation
Thus the relevant solution of Eq. (14) is given by Eq. (17) together with Eq. (18). Clearly Eq. (18) has only one real solution k 0 ¼ 0. To find all the solutions we denote 3k n ¼ n þ ig, (n; g real), substitute this into Eq. (18), and obtain two relations 1 þ n ¼ e n cos g; g ¼ e n sin g:
Thus we come to a pair of equations
One can see in Fig. 1 that if n satisfies Eq. (19) then Àn is a solution too. Keeping this in mind we consider first only n ! 0 and let n ¼ a þ 2pn, where 0 a < p. Evidently g ! 0 and from the second relation Eq. (19) follows the more restrictive condition 0 a < p=2. We see that the roots of Eq. (18) are in the upper half of the complex k -plane, which implies that the perturbation of u goes to zero as t ! 1 and therefore the Child-Langmuir solution is linearly stable. The case n ¼ 0 corresponds to k 0 ¼ 0, this belongs to the stationary solution x 4=3 . Equation (19) can be easily solved numerically for any n. The results for n ¼ 1; 2; 3; 4 are
where both signs of n are taken into account. When n is large a n ¼ p=2 À d n with a small 0 < d n ( 1 and asymptotically
g n ¼ ð1=3Þ ln jn n j:
This asymptotic formula gives already a decent approximation when n > 2. Thus using Eqs. (17), (18) and taking real c n ¼ c
we obtain the solution of Eq. (11) wðx; tÞ ¼ 2x
The root of Eq. (18) at k 0 ¼ 0 (which gives a contribution / x 4=3 to the stationary solution) can be dropped. This form of wðx; tÞ is directly connected with the current density perturbation Eq. (13), which is
Both wðx; tÞ and ið0; tÞ are real. In part (a) of depict decay of the perturbation because =k n > 0 for all n. Each of these terms describes also fast oscillations of the current density which gradually die out.
General stationary 1 D flow
We now turn to the more general one dimensional space charge limited flow. To obtain the results in a simple closed form, we consider the case where the electrons are emitted with a uniform velocity v 0 6 ¼ 0 but where the cathode emissivity can be infinite or a function of the electric field at the cathode surface. In dimensionless units, the set of Eqs.
(1)-(3) for the stationary state can be reduced to a single equation for the potential
; 0 x 1; uð0Þ ¼ 0; uð1Þ ¼ 1;
where the scalar flow density j should be determined in the process of solving Eq. (22) (we study this situation here) or can be a given quantity. 12 After u and j are computed one can evaluate ðxÞ using Eq. (4).
The electric field u 0 x ð0Þ ¼ f at the emitter surface corresponds to rUð0Þ ¼ fV= D (in physical units). Clearly f max ¼ 1 is the cathode field without the space charge. We integrate Eq. (22) by multiplying it with du=dx and using f as a parameter that can be evaluated later. The computations are straightforward and give a universal (independent of the emission law) relation between the potential uðxÞ, space charge limited current density j, and the surface field f in the following implicit form
. Eq. (23) implies that near the emitter uðxÞ ! fx for x ( minfx 2 =f ; xf =2jg. In the case of unlimited emission, when f ¼ 0, u ! jx 2 =2x for small x and finite x. If x ¼ 0 the result u ¼ x 4=3 is known. 1,2 Similar to ours the solution of Eq. (22) is given in Ref. 13 , where it was studied the virtual cathode formation for a special case with the equipotential electrodes. Figure 3 shows uðxÞ for x < 0:2 for the infinite emissivity case. The initial electron velocity makes the growth of the potential much slower and the charge density at x ¼ 0 finite in contrast with the infinite density Eq. (5) when v 0 ¼ 0. All the curves in Fig. 3 merge when x ! 1.
When the current-field law at the cathode j ¼ jð f Þ is known Eq. (23) allows one to evaluate the current j. This is done by noting that at x ¼ 1 (where u ¼ 1) Eq. (23) becomes an algebraic equation for j and f valid for any law of the electron emission
(24) which should be solved together with the relation j ¼ jð f Þ. We show in Fig. 4 the solutions of Eq. (24) for three different x. The graph of emission law jðf Þ meets the corresponding plot of Fig. 4 and the point of intersection determines both j and f for the given setup. This generalizes results of Refs. 9, 11, where x ¼ 0, i.e., electron are emitted with zero velocity. In the case, where j is proportional to f or f 2 , the analytic solutions were found in Ref. 9 . These solutions are implicit not only for uðxÞ but for j too, which makes the study of their time evolution much more difficult even for these simple emission laws.
In the case of infinite cathode emissivity, which clearly makes f ¼ 0 and provides the BC Eq. (7), the solution for j of Eq. (24) is
In particular, when x ¼ 0, j ¼ j 0 ¼ 4=9 as it should. Our result Eq. (25) has not the same x dependence as the current density found in Ref. 14 where the author used a different BC at x ¼ 0. Equation (25) represents the current density that grows very sharply with x, its simple linear approximation j % ð4=9Þð1 þ 3:83xÞ differs from the exact one by less than 7% for x < 1. Note that in the case x ¼ 1 (when the electron kinetic energy at the cathode is 1eV) the current density is $2:15, i.e., almost 5 times larger than the ChildLangmuir limit j ¼ j 0 for v 0 ¼ 0. The current j tends to 2x when x ! 1. A simple computation shows that the total space charge
grows when x increases but only by a factor 3=2 when x runs from zero to 1.
The solution Eqs. (24) and (25) are based on the assumption of infinite cathode emissivity, which might not necessary hold if v 0 > 0 even for emitters for which this is a good approximation when v 0 ¼ 0. We show below that there is a regime when non-zero initial velocity makes the cathode field negative, but paradoxically the stationary current density can exceed Eq. (25). The problem of stability of these solutions is open.
In reality the initial velocities v 0 are not uniform but distributed by some law, 3, 6 and when taking v 0 as an average is not acceptable the result of considering each velocity separately and then integrating Eq. (5) is incorrect because the actual electron density is the sum over all the velocity spectrum. This means that our technique should be modified for practical applications.
Possibility of non-monotone potential when y 0 >0
In all stationary flows considered above the potential uðxÞ was a strictly increasing function and u 0 ð0Þ ! 0, even when x > 0. But physically in the latter case one can assume that fast electrons might overcome the repulsive force when u 0 ð0Þ < 0 and be emitted anyway. Like in Ref. 7 we construct a simple model of this process by starting from Eq. (22) whose first integration yields du dx
We assume that uðxÞ is decreasing for 0 < x < x 1 , i.e., u 0 ðxÞ < 0 there while u 0 ðx 1 Þ ¼ 0. Clearly uðxÞ < 0 on some interval that includes ð0; x 1 Þ. Thus we come to
where f ¼ À2k ffi ffi j p ; ðk ! 0Þ (using the same notation f for u 0 ð0Þ) and always uðxÞ þ x 2 ! 0. As j ! 0 the dimensionless electron velocity þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi uðxÞ þ x 2 p ¼ j=ðxÞ ! 0 is positive too. Therefore the situation uðxÞ þ x 2 < 0, which corresponds to the velocity À ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ÀuðxÞ À x 2 p directed toward the cathode, is impossible here. At x ¼ x 1 the square root in Eq. (26) becomes zero and uðx 1 Þ < 0 is the lowest point of the potential. We integrate Eq. (26) and obtain for x x 1 3 2
Thus the minimum of u occurs when Eq. (26) is zero at the point
Equation (26) 
When x ( 1 both x 1 and the potential barrier uðx 1 Þ in Eq.
(27) are small too. At the interval x 1 < x 1 the integration of Eq. (26) gives uðxÞ implicitly via the following form
which at x ¼ 1 becomes an algebraic equation for j; x, and f . We come again after algebraic transformations to Eq. (24) where f ¼ Àk < 0. The emission rule should give one more mutual dependence for these physical parameters and thus close the set of all necessary equations. If a solution of this set satisfies Eq. (28) the non-monotone potential will be realized in 1 D, see also Refs. 14 and 13 for a different setting.
In Fig. 5 we plot uðxÞ by taking the emission rule in the simple form k 2 ¼ x=2, which is not really plausible, but satisfies eq. (28) and is used here for illustration purpose only.
In this case Eq. (27) gives x 1 in terms of x and j while the solution of Eq. (29) at x ¼ u ¼ 1 yields j in terms of x only. Thus we have all the parameters to find u for all x. Compared with Eq. (25) for zero cathode field the current density here is higher for all x. The shape of potential shown in Fig. 5 for a very special situation is known and studied by many authors, for instance in Refs. 2 and 13, for the Maxwellian distribution of x (more relevant in low voltage regimes). In such cases the slow electrons almost do not contribute to the space charge because they cannot leave the cathode and visually the shape in Fig. 5 is not much different from ones shown in other works for more general setups.
The electron tunneling clearly is dependent on the height of the additional electrostatic barrier. Point x 1 is the location of the so-called virtual cathode, 4, 6, 13 where the potential reaches its minimum and the electric field is zero like at the real cathode in the Child-Langmuir system. There can be an interesting effect: two (or more) different stationary states of the same systems, which can be a source of their unstable behavior, see Ref. 13 . But all in all a deeper study needs a reliable model of jðf Þ dependence. The temporal stability of more general flows is not studied here. The analysis used in the present work requires the stationary solution of Eq. (22) in the explicit form, which is not available when x 6 ¼ 0 and=or f 6 ¼ 0. We plan to investigate this in future work.
DISCUSSION
The form of Eqs. (21) and (22) in the physical units of time requires a factor v=D (see Eq. (4)) in front of T. Thus using Eqs. (22), (4), and (10) we obtain the time dependent flow density at the emitter
where s ¼ D= v is roughly the time of flight needed for an electron to cross the diode. The root k 1 corresponds to T 1 % 3s for decreasing ið0; tÞ by an order. The period of oscillations represented by 2ps=<k þ 1 is shorter a little. These effects can be observed only in special experiments because, say for a diode with D ¼ 2cm and V ¼ 1kV, electrons need only s $ 10 À9 s to reach the anode. Usual observations show a quite stable current behavior in thermionic processes (more or less relevant to that considered here) consistent with the stability proven here. In the case of a sudden change of the flow regime (like the one studied in Ref. 15 ) there might be observable transient current oscillations described above. They would be manifested by the electromagnetic radiation polarized parallel to the electron flow. For its detection the voltage, applied to the vacuum diode, should be modulated by rectangular pulses, and an antenna of a wideband receiver in the GHz range should be placed near the diode. The detected signal probably will look as a high frequency noise because of the presence of terms with different k n and random c n , but the frequencies of oscillations are determined only by the system geometry and voltage. For increasing the detection sensitivity the tube can be "tuned" by changing the applied voltage for adjusting one of the frequencies <ðk n Þ=2ps to the receiver range.
Our study of the stationary space charge limited flow gives a simple recipe for evaluation of the stationary current in systems, which can be treated as one dimensional, for any emission law and arbitrary initial speed of emitted particles. We have considered the possibility of a non-monotone potential and creation of an additional electrostatic barrier for the emission with finite initial speeds of electrons. 
