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Abstract
Developers copy and paste their code to speed up the development process. Sometimes, they copy code
from other systems or look up code online to solve a complex problem. Developers reuse copied code with or
without modifications. The resulting similar or identical code fragments are called code clones. Sometimes
clones are unintentionally written when a developer implements the same or similar functionality. Even when
the resulting code fragments are not textually similar but implement the same functionality they are still
considered to be clones and are classified as semantic clones. Semantic clones are defined as code fragments
that perform the exact same computation and are implemented using different syntax.
Software cloning research indicates that code clones exist in all software systems; on average, 5% to 20%
of software code is cloned. Due to the potential impact of clones, whether positive or negative, it is essential
to locate, track, and manage clones in the source code. Considerable research has been conducted on all types
of code clones, including clone detection, analysis, management, and evaluation. Despite the great interest
in code clones, there has been considerably less work conducted on semantic clones.
As described in this thesis, I advance the state-of-the-art in semantic clone research in several ways.
First, I conducted an empirical study to investigate the status of code cloning in and across open-source
game systems and the effectiveness of different normalization, filtering, and transformation techniques for
detecting semantic clones. Second, I developed an approach to detect clones across .NET programming
languages using an intermediate language. Third, I developed a technique using an intermediate language
and an ontology to detect semantic clones. Fourth, I mined Stack Overflow answers to build a semantic
code clone benchmark that represents real semantic code clones in four programming languages, C, C#,
Java, and Python. Fifth, I defined a comprehensive taxonomy that identifies semantic clone types. Finally, I
implemented an injection framework that uses the benchmark to compare and evaluate semantic code clone
detectors by automatically measuring recall.
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Software clones are defined as similar (near-miss) or identical (exact) code fragments in terms of syntax
or semantics. Usually, these code fragments result from the practice of programmers copying and pasting
code, which produces identical clones. However, if the copied code fragments have minor modifications,
they result in near-miss clones. Significant modifications to cloned code may result in the code no longer
being considered a clone. Conversely, some clones are unintentionally introduced into software systems when
programmers implement a common task or when they use a library or API to implement the same or similar
functionality [10, 141]. When two code fragments have the same functionality and are implemented using
different syntax, they are called semantic clones.
Software code cloning offers benefits during the development process.Usually, developers reuse their own
code to save the time of rewriting it, or they reuse others’ code to overcome some programming and design
limitations [141]. Skilled developers pay more attention in order to choose higher quality, well tested, and
bug-free code to clone [33, 91]. On the other hand, the cloned code might have a serious problem, i.e.
bugs that need more testing or updates in the maintenance phase [57, 134, 135, 79]. Practitioners have two
different opinions about whether clones are harmful [23, 44, 83, 82, 110, 122] or not [86, 33, 83, 85, 59, 33].
As a result, some studies target software clone harmfulness/usefulness [67, 86]. For example, [91, 58, 113]
compared the co-changes of cloned to non-cloned code. Other studies compared the stability of cloned and
non-cloned code [68, 62, 123, 99].
Over the decades, practitioners have proposed different techniques to detect both syntactic and semantic
clones. Detecting syntactic clones is easier than semantic clones. In syntactic clone detection, the source
code is normalized then transformed into other representations (token, tree, or vectors) before it is used for
comparison [89, 118, 27, 104, 170, 45]. However, in semantic clone detection, more normalization needs to
be done. For instance, dependencies and relationships, perhaps using a Program Dependence Graph (PDG),
have to be identified and represented, and the functionality should be captured and used in comparing code
units [178, 151]. Tree and graph comparison algorithms are well known as compute-extensive [131, 53, 38, 66,
65, 148, 35]. A recent study shows that existing techniques and tools have some limitations in the detection
of semantic clones (functional clones) [167]. Compute efficient and accurate semantic clone detection has
been a big challenge in the area of code clones.
More recently, there has been an ongoing trend towards multi-language software development to take
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advantage of different programming languages [95, 29, 16]; specifically in the .NET context. For multi-
language development, two key usage scenarios can be distinguished: (1) combining different programming
languages within a single, often large and complex system, and (2) the use of several languages for re-
implementation of a current system to support a new client, application, or due to non-technical reasons.
As a result, the ability to detect and manage similar code reuse patterns that might exist in these multi-
language systems becomes essential. While many clone detection tools are capable of supporting different
programming languages, they lack actual cross-language support during detection time. Consequently, these
tools only detect clones in one program language at a time and do not detect clones that span over multiple
programming languages.
The accuracy of both emerging and proposed techniques need to be evaluated in detecting all types of
clones. Several studies have been proposed to evaluate and compare clone detection tools [24, 156, 139, 125].
Three major techniques are used for evaluation: (1) manual inspection of reported clones to identify true
positives and false positives. Usually, manual evaluation is needed to measure the accuracy of newly proposed
techniques. (2) injecting the source code with artificially generated clones to measure how many clones the
tool(s) can detect [153, 139], and 3) using benchmarks, with already identified and known clones in the
system [101, 24, 153]. These three techniques work easily for syntactic clones. However, to apply these
evaluation techniques for semantic clone detector, we face the following challenges: First, Semantic clones are
not easy to detect [167]. Second, an ambiguity in the semantic clone definition makes it harder to manually
evaluate the tools [168]. Third, there is no semantic clone benchmark available that helps to evaluate semantic
clone tools. Existing benchmarks have a very limited number of semantic clone references.
In this thesis, we started with an extensive empirical study to investigate the effectiveness of applying
different types of normalization, transformations and filtering in detecting semantic clones. In this study, we
also investigated the developers’ activity of copy-paste in open-source game systems. Then we performed a
study of detecting functionally equivalent clones across .NET programming languages. We used the Common
Intermediate Languages (CIL) that are generated by the Microsoft Visual Studio assembler. Inherently, we
used the CIL to detect semantic clones for the .NET languages. We built a lightweight ontology to represent
the CIL knowledge before we apply a selected matching algorithm. Our challenge in evaluating our technique
was the lack of a real semantic clone benchmark. Therefore, we proposed a methodology to build a semantic
clone benchmark (SemanticCloneBench). Besides, we defined a comprehensive taxonomy of semantic code
clones that helps us to create semantic clones. Finally, we used our taxonomy and benchmark to evaluate
and compare semantic code clone detectors.
1.1 Research Problem
Code cloning research is an active research area. A survey by Svajlenko [159, 152] reported more than 200
clone detection tools were available in 2017. These tools have been used in thousands of studies related to
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code clones. Another survey by Mondal [124] reported 97 published papers on clone refactoring and tracking.
Research in code clones is divided into four areas: clone analysis, clone detection, clone evaluation, and clone
management. Figure 1.1 summarizes the cloning research areas. All clone research areas have been active,
and a significant number of papers have been published in each area.







• Syntactic clone detection 
• Semantic clone detection 
• Cross-language clone detection  
• Code clone benchmarks (Bellon’s Bench, 
BigCloneBench). 
• Evaluating clone detectors recall, precision, 
languages, execution time, and scalability. 
• Analysis of code clones (reasons, effects, 
and its relationship with maintenance, 
bugs, or changes). 
• Clone refactoring 
• Clone tracking 
• Clone visualizing 
Figure 1.1: Code cloning research areas
Clone analysis involves empirical studies that analyze various clone aspects. Some of these studies focus
on clone positive or negative effects [67, 86, 122]. Other research [141] tried to understand the reasons that
make developers clone or avoid clone. More detailed studies [121, 177, 120] tried to investigate which type
of clones are more harmful to maintenance, propagate bugs, or evolve inconsistently. Despite the number of
empirical studies that analyze different aspects of code clones, there have been fewer studies that focus on
these aspect for semantic clones. We believe that there is a need to analyze and understand the different
traits of semantic clones in the source code, their reasons, effects, and importance.
In the code clone detection research area, practitioners propose tools and techniques to locate code clones
in the code base. Practitioners compete to develop better tools to identify all possible clones in software
systems efficiently and accurately. The clone detection process involves pre-processing the source code,
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transforming it into an intermediate representation (string, token, tree, graph), and then applying matching
to find candidate clones. Some used the byte and intermediate code to detect clones [25]. A great many
studies [89, 69, 45] have been conducted to detect all types of clones. However, fewer studies have been
performed to detect semantic clones [141, 38, 35, 107] and cross-language clones [11, 115]. Identifying equiv-
alent functionalities in the system plays an important role in code comprehension, software maintenance and
quality. Equivalent functionalities exist in software systems and are implemented in the same programming
language (semantic clones) or in multiple programming languages (cross-language clones).
Despite the large number of proposed detection tools and techniques, there is a need for a fast and accurate
semantic clone detection tool and cross-language clone detection tool. That is, there is a growing need for
semantic clone detection techniques; an open problem in the area of clone detection. Clone evaluation studies
indicate that there is a need for a more accurate semantic clone detection technique. A fast and accurate
semantic clone detection tool will benefit cloning research and could be re-used in different cloning research
areas, including semantic code clone analysis, refactoring and evaluation.
Clone detection evaluation involves the quantitative and qualitative evaluation of clone detection tools
and techniques; it could be evaluating the accuracy of the tool and comparing it to other tools, or evaluating
the performance and scalability of the tool, and the languages it supports. Tool evaluation gives practitioners
a valuable guide for choosing the best tool for their application. Evaluating a tool’s accuracy is accomplished
by measuring the precision and recall of the tool. Measuring recall requires a benchmark. Very few clone
benchmarks are available [24, 101, 153] and these benchmarks have very few semantic clones. Benchmarks
have been used to evaluate both syntactic and semantic clone detection tools. Therefore, we believe there is
a need for a semantic clone benchmark that can measure the accuracy of semantic clone detection tools. A
semantic clone benchmark also could be used to measure the performance of syntactic clone detection tools in
detecting semantic clones. As well, a semantic clone benchmark represents a good source of semantic clones
that could be used for semantic clone analysis studies.
Code clone management consists of studies related to code clone tracking [43, 112, 147], refactoring [137,
124] and visualizing [118]. Managing code clones through refactoring and tracking offers many advantages
to the developer to better understand the source code, make better design and implementation choices, and
create better quality software. Also, clone management and tracking tools reduce maintenance efforts and
reduce negative clone effects. Managing code clones is based on clone detection. Having better clone detection
tools, semantic clone detection tools, and cross-language detection tools would support clone management
tools and techniques.
Semantic clone-related research problems span over different code clone research areas (analysis, detection,
evaluation, and management). In order to implement a semantic clone detection tool, I need to analyze and
understand different types of semantic clones. As well, in order to evaluate the accuracy of the detection
tool, I need a semantic clone benchmark. We can summarize the research problems related to semantic code
clones as follows:
4
1. A need for an accurate and scalable semantic code clone detector.
2. A lack of a semantic clone benchmark for measuring clone detection recall.
3. A taxonomy of semantic clones that distinguishes differnt semantic clones and how they can be created.
4. A lack of empirical studies that evaluate both syntactic and semantic clone detection tools in detecting
semantic clones.
1.2 Addressing the Research Problems
To address the problem of semantic clone detection, benchmarking and evaluation, I divided the research
into sub-problems and carried out research studies for each one.
• Code cloning in games and source code normalization toward semantic code clone detection: An em-
pirical study
This study is divided into two main empirical studies about code cloning. The first study explores the
status of code cloning in game software, compares it to non-game software, and investigates cloning
across games. It answers a number of research questions. Do game software developers clone code as
much as other software developers? are games considered to be of higher quality than other software
in terms of code cloning? Do game developers have the intent to clone code from other games? To
answer the research questions, we used 32 games and 9 non-games systems. The second part of this
study addresses the effect of code transformations (normalization and filtering) on code clone detection.
We applied eight different code transformations to the source code. Then we analyzed the quality and
quantity of reported clones. This study answers the research questions, How does code transformation
improve the detection process? Does applying code transformation help in detecting semantic clones?
In this study, I analyzed in depth which code transformations enabled the detection of extra near-miss
clones and semantic clones. Since Microsoft .NET produces a unified intermediate language for all
of its programming languages, I used the intermediate language to detect functional clones (semantic
clones and cross-language clones) and I applied multiple code filtering and transformation techniques
to enhance the accuracy of detecting both semantic and cross-language clones.
• Detecting clones across Microsoft .NET programming languages.
In this study, we present a clone detection approach for the .NET language family. The approach is
based on the Common Intermediate Language, which is generated by the .NET compiler for the different
languages within the .NET framework. In order to achieve an acceptable recall while maintaining the
precision of our detection approach, we defined a set of filtering processes to reduce noise in the raw data.
We have shown that these filters are essential for Intermediate Language-based clone detection without
significantly affecting the precision of the detection approach. Finally, we studied the quantitative and
5
qualitative performance aspects of our clone detection approach. We evaluated the number of reported
candidate clone-pairs, as well as the precision and recall (using manual validation) for several open
source cross-language systems, to show the effectiveness of our proposed approach.
• Semantic clone detection using intermediate language knowledge base.
Similar to the previous study, we used the .NET intermediate language to detect semantic clones. We
built a byte code ontology that describes the intermediate code, its structure and relationship. Then
we used this ontology to detect clones at the byte code level by using an ontology matching technique.
After evaluating our technique and comparing it to state-of-the-art clone detectors (NiCad, ConQAT,
and SimCad) [138, 41], we found that this technique can detect all types of clones (Type-1, Type-2,
Type-3, and Type-4) with acceptable accuracy. Furthermore, it could detect more gapped clones and
semantic clones that are not detectable by state-of-art clone detectors.
• Semantic code clone benchmark.
Due to the need of having a comprehensive evaluation of our technique in detecting semantic clones,
we find it is important to build a semantic code clone benchmark. This benchmark could be used to
evaluate existing semantic clone detectors as well as new techniques and tools. The main limitations
of available benchmarks include: they are restricted to one programming language; they have a limited
number of clone pairs that are confined within the selected system(s); they require manual validation.
To overcome these limitations, we proposed a methodology to generate a wide range of clone bench-
marks (SemanticCloneBench) for different programming languages with minimal human validation.
Our technique is based on the knowledge provided by developers who participate in the crowd-sourced
information website, Stack Overflow. The idea is based on mining the answers that solve the same
programming question, and implemented using different syntax.
• Evaluation of semantic code clone detection tools.
In this study, we used our benchmark to evaluate and compare a selected semantic clone detection
tools by measuring recall, precision and execution time. We implemented an injection and evaluation
framework that measures the recall for detection tools automatically. The framework takes clones from
a given benchmark, injects them into a selected subject system, runs the tool under study, and evaluates
the tool’s result by measure the recall automatically. Then we build another semantic clone benchmark
manually that follows the definition of semantic clones. We started by reviewing the literature to
classify all possible types of semantic clones. Then we defined taxonomy for all possible semantic clones
that we used to build the benchmark. Similarly, we used this benchmark and the injection framework
to evaluate the selected tools.
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1.3 Outline of the Thesis
This thesis is organized into the following chapters:
• Chapter 1 introduces the research problems related to semantic code clones and a short description
of the studies performed to address them.
• Chapter 2 talks about the basic concepts related to semantic clones, which includes the definition of
code clones, code clone detection, benchmarking and evaluation of detection tools.
• Chapter 3 presents our empirical study of code cloning in game software systems. Also, it discusses
the effect of clone transformation in clone detection.
• Chapter 4 presents our study in clone detection across Microsoft .NET programming languages.
• Chapter 5 describes our technique to detect semantic code clones using the .NET intermediate lan-
guage.
• Chapter 6 shows our process in building a semantic clone benchmark, SemanticCloneBench.
• Chapter 7 contains our study of using the SemanticCloneBench to evaluate semantic clone detection
tools. In this study, we defined a semantic code clone taxonomy, and used it to create another benchmark
that is used to evaluate the same detectors.
• Chapter 8 concludes the thesis and discusses future work.
1.4 Manuscript-Style Thesis
This thesis is written in the manuscript style. Each main chapter in the thesis has been written according
to published or unpublished paper to an academic conference or journal. Each manuscript is edited and
formatted to fit in the thesis. For all the included work, I was the main author and the lead researcher who
did all the experiments and wrote the manuscripts. Co-authors of manuscripts have the supervisory role.
At the beginning of each chapter, I referred to the manuscript, and the contribution of any co-authors. The
following is the list of the manuscripts used in the thesis:
• Farouq Al-omari, I. Keivanloo, C. K. Roy, and J. Rilling. Detecting Clones Across Microsoft .NET
Programming Languages. In 2012 19th Working Conference on Reverse Engineering, pages 405–414,
2012.(Chapter 4).
• Farouq Al-omari and C. K. Roy. Is Code Cloning in Games Really Different? In Proceedings of the
31st Annual ACM Symposium on Applied Computing (SAC ’16), page 1512–1519. Association for
Computing Machinery, 2016.(Chapter 3).
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• Farouq Al-omari, C. K. Roy, and T. Chen. SemanticCloneBench: A Semantic Code Clone Bench-
mark Using Crowd-Source Knowledge. In 2020 IEEE 14th International Workshop on Software Clones
(IWSC), pages 57–63, 2020.(Chapter 6).
• Farouq Al-omari and C. K. Roy. Toward Semantic Code Clone Detection and Evaluation: The Capa-
bility of Microsoft .NET Intermediate language in Detecting Semantic Clones. Science of Computer
Programming, 18 pp., 2020 (submitted). (Chapter 5).





In this chapter, we discuss the basic terminologies related to code clones. This chapter includes the
definition of code clones, types of code clones, a brief review of code clone detection, finally, a review of clone
benchmarking.
2.1 Code Clone Definition and Types
A code fragment in the source code that is identical or similar to another code fragment in the code base is
considered a code clone to the second and both called a clone pair. This definition is based on the concept of
similarity. The similarity could be textual, syntactic or semantic. In the literature, the following definition
of clone has been widely acceptable [140]:
Type-1: Identical code fragments except for variations in whitespace (may also have variations in layout)
and comments.
Type-2: Structurally/syntactically identical fragments except for variations in identifiers, literals, types,
layout and comments.
Type-3: Copied fragments with further modifications. Statements can be changed, added or removed in
addition to variations in identifiers, literals, types, layout and comments.
Type-4: Two or more code fragments that perform the same computation but are implemented through
different syntactic variants.
Type-1, Type-2, and Type-3 clones are based on textual similarity. A code’s fragments are considered
clones if they are textually similar, even if they are functionally different. Textual clones are more common
in software code base because they are usually the result of copy/paste practice. Conversely, Semantic clones
hold no textual similarity.
2.1.1 Type-1 Clones
Type-1 clones are usually resulted by copy and paste without modifications or just modifying the layout and
the comments. Figure 2.1 shows an example of Type-1 clone. Type-1 clones are easy to detect by most clone
detectors.
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 static void bubbleSort(int[] arr) {   
     int n = arr.length;   
     int temp = 0;   
     for(int i=0; i < n; i++){   
         for(int j=1; j < (n-i); j++){   
            if(arr[j-1] > arr[j]) 
{   
               //swap temp with arr[j-1] 
               temp = arr[j-1];   
               arr[j-1] = arr[j];   
               arr[j] = temp; }   
         }   
     }   
 } 
 
static void bubbleSort(int[] arr) {   
     int n = arr.length;   
     int temp = 0;   
     for(int i=0; i < n; i++){   
         for(int j=1; j < (n-i); j++){   
            if(arr[j-1] > arr[j]){   
               //swap elements   
               temp = arr[j-1];   
               arr[j-1] = arr[j];   
               arr[j] = temp;   
             }   
         }   
     }   
 } 
 
Figure 2.1: Type-1 clone example
2.1.2 Type-2 Clones
Similar to Type-1 clones, Type-2 clones are usually created by copy and paste followed by a small modification
such as renaming a variable, an argument or a literal. Type-2 clones are easy to detect using most detectors.
As most detectors use a similarity threshold of 70% up to 100%, they can detect Type-2 clones. Figure 2.2
shows an example of a Type-2 clone.
 static void bubbleSort(int[] arr) {   
     int len = arr.length;   
     int temp = 0;   
     for(int i=0; i < len; i++){   
         for(int j=1; j < (len-i); j++){   
            if(arr[j-1] > arr[j]){   
               //swap elements   
               temp = arr[j-1];   
               arr[j-1] = arr[j];   
               arr[j] = temp;   
             }   
         }   
     }   
 } 
 
static void bubbleSort(int[] arr) {   
     int n = arr.length;   
     int temp = 0;   
     for(int i=0; i < n; i++){   
         for(int j=1; j < (n-i); j++){   
            if(arr[j-1] > arr[j]){   
               //swap elements   
               temp = arr[j-1];   
               arr[j-1] = arr[j];   
               arr[j] = temp;   
             }   
         }   
     }   
 } 
 
Figure 2.2: Type-2 clone example
2.1.3 Type-3 Clones
Making more modifications to a copied code fragment at the level of a line, such as adding, deleting or
modifying a line or more, will result in a Type-3 clone. Figure 2.3 shows an example of a Type-3 clone.
Type-3 clones could result from copy, paste and modification. Also, they could be accidentally resulted when
developers solve the same problem and use the same programming style.
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 static void bubbleSort(int[] inputArr) {   
     int len = inputArr.length;   
     for(int i=0; i < len; i++){   
         for(int j=1; j < (len-i); j++){   
            if(inputArr[j-1] > inputArr[j]){   
               //swap elements   
               int temp = inputArr [j-1];   
               inputArr[j-1] = inputArr[j];   
               inputArr[j] = temp;   
             }   
         }   
     }   
 } 
 
static void bubbleSort(int[] arr) {   
     int n = arr.length;   
     int temp = 0;   
     for(int i=0; i < n; i++){   
         for(int j=1; j < (n-i); j++){   
            if(arr[j-1] > arr[j]){   
               //swap elements   
               temp = arr[j-1];   
               arr[j-1] = arr[j];   
               arr[j] = temp;   
             }   
         }   
     }   
 } 
 
Figure 2.3: Type-3 clone example
2.1.4 Type-4 Clones
Type-4 clones (some times referred to as functional clones or dependence clones) are the results of semantic
similarity between two or more code fragments. In this type of clone, the cloned fragment does not share the
original syntax or structure. Two different programmers could develop two code fragments to do the same
task, making the code fragments same in their functionality yet different syntactically. Semantic clones are
challenging to detect since they could be implemented with different syntax and a single change in a code
fragment could change the meaning (functionality) of the fragment. The best example for semantic clones
are sorting algorithms (merge sort, quick sort, and bubble sort). They all do the same functionality and are
implemented in different ways, syntactically, and structurally (Figure 2.4).
 public static void selectionSort(int arr[]) {  
 int n = arr.length;  
 for (int i = 0; i < n-1; i++)  
 {  
  int min_idx = i;  
  for (int j = i+1; j < n; j++)  
   if (arr[j] < arr[min_idx])  
    min_idx = j;  
  // swap the min with first 
  int temp = arr[min_idx];  
  arr[min_idx] = arr[i];  
  arr[i] = temp;  
 }  
} 
static void bubbleSort(int[] arr) {   
     int n = arr.length;   
     int temp = 0;   
     for(int i=0; i < n; i++){   
         for(int j=1; j < (n-i); j++){   
            if(arr[j-1] > arr[j]){   
               //swap elements   
               temp = arr[j-1];   
               arr[j-1] = arr[j];   
               arr[j] = temp;   
             }   
         }   
     }   
 } 
 
Figure 2.4: Type-4 clone example
Some practitioners consider syntactic clones that have similar functionality to be semantic clones while
others define semantic clones as functionally similar and syntactically different. [141] defines semantic clones
as functionally similar clones and implemented using a different syntactic; while [39, 46, 47] consider func-
tionally similar code fragments as semantic clones regardless of its syntactic.
The terms relative clones [149], redundant code [105, 150], dependent clones [38], functional clones [75],
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functionally similar clones [50, 161, 103] and Type-4 clones [141] are widely used to refer to semantic clones.
A number of definitions have been proposed in the literature for semantic clones. Some of them narrow
the definition of semantic clone to one type of semantic while others used a wider (non-specific) meaning of
semantic. The following is a summary of different definitions that have been proposed:
• Gabel et al. [53] defined semantic clone as a pair of code fragments that have similar control flow or
the same program dependence graph. This definition does not distinguish between syntax clones and
semantic clones, since Type-1 clones and some of Type-2 and Type-3 clones have the same control flow
or same program dependence graph. Furthermore, not all semantic clones have the same control flow
or same program dependence graph.
• Simion: The term Simion was first used by Juergens et al. [77] to refer to a similar I/O behaviour
code. A number of studies [161, 149, 150, 130] considered methods that produce same output results
using the same input set, semantic clones. Simons represent all clones that produce the same output.
Similar to Gabel’s definition, this definition does not distinguish between syntax clones and semantic
clones. Also, not all semantic clones produce the same output.
• Semantically similar clone: Two code fragments are considered semantically similar clones if they have
similar control flow and have many overlapping statements [173]. Also, Elva and Leavens [46] used
the same name, and they defined it as code fragments that perform the same function most of the
time. These definitions of semantic clone still need more clarification with examples to show what
semantically similar means.
• Functionally similar code (FSC): Are clones that have the same or similar functionality but are created
independently or implemented differently [103, 167]. Tajima et al. [161] defined FSC as different code
that have similar functionality. Functional similar clone definition refers to all clone types that have
the same functionality regardless of their syntax similarity.
• Keivanloo et al. [87] defined two methods as a clone if they are either similar in their patterns or
functionalities. This is a wide definition that refers to coding patterns or functionalities.
• As noted above, Type-4 clones by Roy et al. [140] is the most widely accepted definition for semantic
clones.
In summary, all mentioned definitions agree that semantic clones have the same functionality. However,
the definitions that express similar functionality are still vague since it is not clear which changes could be
applied to a code fragment and could preserve the functionality, align it or change it totally. Most of the
definitions agreed that semantic clones do not have syntactic similarity since they are classified as semantic
clone. More examples are needed to show the types of semantic transformation in the source code and how
the semantics are represented in different syntactic constructs, and how a small syntactic change can change
the semantic.
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2.1.5 Cloning Related Terms
Different cloning terms and terminologies are used in clone documentation and reports. The following clone
terminologies are used in this thesis.
• Code fragment is a contiguous piece of source code within a source file. Code fragment specified by
file name, start line, and end line.
• Clone pairs are two code fragments that are similar to each other.
• Clone class is a set of code fragments that are similar to each other.
• Exact clones are two identical code fragments. Exact clones are Type-1 clones.
• Near-miss clones refer to Type-2 and Type-3 close. Near-miss clones are not exact clones but have
the same syntax. Usually, near-miss clones are created by applying some edits to one code fragment,
such as identifies renaming.
• Gapped clones are code clones that are created by some modification. Gapped clones refer to Type-2
and Type-3 clones.
2.2 Code Clone Detection
In code clone detection, tools are developed to identify the location of clone fragments in the codebase.
We found there are hundreds of proposed techniques to identify reused code (cloned code). Each technique
targets one or more clone types (Type-1, Type-2, Type-3, and Type-4). The detection process consists of a
series of steps that includes:
• Parsing the source code to extract the target code fragments at desired granularities (block, method,
class or file).
• The extracted code fragments are transformed into intermediate representation for comparison purpose.
Code transformation includes pretty-printing, removing of comments or whitespaces, tokenization, gen-
erating an abstract syntax tree (AST) or generating a program dependence graph.
• Comparing the processed units to identify similar code fragments. Different algorithms used depending
on the representation of code (text, tokens, tree or graph).
• Finally, the detection tools report detected clones as clone pairs or clone classes. Each clone pair is
defined by a pair of code fragments, where each code fragment is specified by the file name, the start
line and the end line of the code fragment. However, some tools identify fragments by file name and
method name.
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A large number of clone detection techniques are proposed in the literature, and new techniques are still
emerging, as outlined in surveys by Roy et al. [141] and Ain et al. [9]. The majority of detection tools can
detect one type or two types accurately. For example, NiCad [138], CloneWorks [158], SourccerCC [144], can
detect clones Type-1, Type-2 and Type-3 with high precision and recall. But, Type-4 clone detection is still
a big challenge in code clone research. However, there are a number of studies and tools have been proposed
to detect Type-4 clones [65, 87, 47, 53]. But, most of these techniques suffer from two major challenges in
semantic clone detection. First, detecting semantic clone with good accuracy. Second, detecting semantic
clone fast enough. The majority of semantic clone detectors use the PGD to detect clones and sub-graph
match is very expensive.
2.3 Evaluation of Clone Detection
With the large number of available and newly emerging clone detection tools and techniques, there is an
ongoing need to evaluate and compare these tools. The selection of a clone detection tool for a specific purpose
is based on different factors, such as the accuracy of the tool, the language it supports, the performance and
scalability of the tool. All of these factors are publicly available or easy to measure except the accuracy.
Even though tool’s accuracy is the key factor for selecting tools. The two information retrieval accuracy
measurements, recall and precision are used to measure the accuracy of detection tools.
Figure 2.5 illustrates the accuracy measurements, precision and recall. The highlighted left area (in gray)
represents actual clones in a system, while the right side represents non-cloned code in the system. Let us
consider the set of clones inside the blue rounded rectangle represents clones reported by a tool. Then clones
in the system are divided into four regions that are labelled by, false negative, true positive, false positive
and true negative.
True positive (TP) represents the set of true clones that are successfully detected by the tool.
False positive (FN) represents the set of non-cloned fragments that are reported as true clones by the tool.
False negative (FN) represent the set of true clones that the tool failed to detect.
True negative (TN) are the set of non-cloned fragments that the tool also does not report as clones.
Precision is defined as the number of true clones detected divided by the total number of detected clones;
look at Equation 2.1, where TP is the number of true positives and FP is the number of false positives. Tools
should report more true positives and less false positives. Precision reflects the accuracy of reported clones.
To measure the precision of a tool, reported clones need to be validated. Validating all reported clones needs
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Figure 2.5: Recall and precision
Recall is defined as the number of true clones detected divided by the total number of true clones system.
Equation 2.2 defines recall, where TP is the number of true positives and FN is the number of false negatives.
Recall measures the ability of tools to detect clones that exist in the system. To measure recall of a tool, all





2.3.1 Code Clone Benchmark
A code clone benchmark could be defined as a software system in which all code fragment pairs are tagged as
either true clones or non-cloned code. The existence of benchmarks enables us to measure the actual precision
and recall. However, manual identification of all clones and non-clones in a system requires extensive time
and efforts i.e. a software system of 2000 methods requires a manual validation of n ∗ (n − 1)/2 2000 X
2000, (1999000 unique method pairs). To overcome this challenge of extensive manual validation practitioner
suggested the following alternatives:
• Manually validate a random set of the total method pairs in a system, and consider this set as the
benchmark.
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• Manually validate a random set of the total clones detected by a tool or tools in a system, and consider
this set as the benchmark.




Code Cloning in Games and Source Code Normaliza-
tion Toward Semantic Code Clone Detection: An em-
pirical Study
In this chapter, we discuss a comprehensive empirical study in code cloning. Our research focuses on two
aspects of code cloning: first, code cloning status in open source game systems. The second aspect is code
transformation and its effect on clone detection.
Since there are a tremendous number of similar functionalities related to images, 3D graphics, sounds, and
script in games software, there is a common wisdom that there might be more cloned code in games compared
to traditional software. Also, there might be more cloned code across games since many of these games share
similar strategies and libraries. In this study, we attempt to investigate whether such statements are true by
conducting a large-scale empirical study using 32 games and 9 non-games software systems, written in three
different programming languages, C, Java, and C#, for the case of both exact and near-miss clones. Using
a hybrid clone detection tool NiCad [138], and a visualization tool VisCad [17], we examine and compare
the cloning status in games and compare it to the non-games, and examine the cloned methods across game
engines.
Code clone detection tools try to detect clones with higher accuracy, i.e. detect more true clones and avoid
as false positives as far possible. Most detection tools apply some kinds of code transformation before the
comparison (detection) to achieve better results [141]. Some tools apply text processing and transformation
[108, 144, 170], and other tools transform the source code into other representations such as AST or PDG
[107, 49, 56, 178]. However, some tools use the byte code or intermediate code [25]. NiCad, like all other tools,
applies a wide range of transformations to the source code. NiCad transformation includes code filtering, a
set of abstractions and normalization. In this chapter, we discover how these transformations improve clone
detection? And if we combine some transformations, is it possible to detect some semantic code clones?
This chapter is an updated and extended version of our manuscript [13] "Is code cloning in games really
different?" Which was published in the 31st ACM/SIGAPP Symposium on Applied Computing(SAC 2016).
I was the lead author of the paper under the supervision of Chanchal K. Roy.
This chapter is organized as follows. Section 3.1 introduces the chapter by discussing the research ques-
tions. Section 3.2 describes the code normalization provided by NiCad. In Section 3.3, we setup our experi-
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ment. We discuss the experimental results and analysis in Section 3.5. Related work is presented in Section
3.6. Section 3.7 discusses possible threats to validity of our study, followed by the summary in Section 3.8.
3.1 Introduction
Code cloning or code reusing is an inevitable practice by programmers [141]. Programmers usually copy and
paste their code. In some cases, programmers look through the Internet or related open source systems for
a tested and ready to use source code [137]. Programmers reuse the source code of open source systems not
only for the low cost and ease of access, but also possibly for its quality[137, 86]. Large software systems
contain 10-15% of duplicated code, which are considered as code clones [86].
Fowler and Beck [52] consider duplicated code as the #1 code bad smell. Furthermore, they describe a
number of ways to remove clones to make programs easier to understand and maintain. Empirical studies
[133, 91] reported that while code cloning is a principle reengineering technique and could be useful in many
ways [86, 163], they are harmful to software and degrade software quality [44, 83, 23]. For example, if a code
fragment contains some form of defects; all copies of that fragment should be located and fixed [141].
Open source systems are popular not only because of free access, but also their quality. Apache and
Linux are good examples of open source systems both in terms of quality and popularity. Not only open
community can leverage the benefits of open source systems, but also commercial software vendors exploit
such invaluable resources [117]. Mockus [117] indicates that there is a large scale reuse of code between open
source software that is represented in three forms: entire files, functions, and templates. Even core developers
have the intention to reuse code across their projects at all stages of the development process. Also, they
use tools to search and integrate the reused code fragments [61]. Therefore, the reused source code across
open source systems in each domain needs to be analyzed. However, an empirical study could not (possibly
should not) cover all open source domains. Therefore, in this study, we aim to conduct an empirical study
for a growing open source domain, the games.
Usually, game software contains common functionalities related to 2D images, 3D models with anima-
tion, collision maps, sound, physics, and artificial inelegance. Also, most games are built upon application
programming interface (API) such as OpenGL and libraries such as DirectX. Such commonality suggests
that,
Hypothesis 1: There may be more copy/paste clones in games than other software systems.
In games industry, even whole games may need to be cloned. For example, creating a new first-person
shooter game would be easier by cloning the idea of all previous first-person shooter games. Usually, game
development has more challenges than development of other application-oriented noncritical software systems.
Games need to be feature complete, unlike other software that could be released with missing features.
Most games require a high level of graphic design and other challenges that pose programmers to clone
some components from existing ones. Developers can copyright part of their project as maps or characters.
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However, it is not possible to protect the idea, software design, or game mechanics from cloning, in particular
in the open source community. Often open source games are recreated (cloned) to add new features, support
new hardware, or support of a different platform or operating system. There is thus a conventional wisdom
that,
Hypothesis 2: There may be more cross games copy/paste clones in open source games than other
software systems.
However, to our knowledge none of the hypotheses above were validated with empirical evidence. There-
fore, in this empirical study, we aim to examine how much copy/paste clones are in game software and
whether it is different from traditionl software. We further analyze in detail the status of shared code be-
tween games and whether software clones occur between different game genres, same game genres, and cloned
(recreated) games. Game genres is a categorization of games according to the way player interacts with a
game. Examples of game genre are action games, shooting games, strategy games, and others.
By reviewing the definition of clone types, we can see that applying some kind of filtering, normalization, or
transformation to clones type-2 converts them to clones Type-1. Also, applying some filtering, normalization,
and/or transformation to clones Type-3 could convert them to clones Type-2 or clones Type-1. NiCad has
been proven to detect Type-1, Type-2 and Type-3 with high precision and recall. Also, NiCad is empowered
with some code transformation options. In this chapter, we are trying to discover what type of extra clones
do these code transformations enable us to detect and do applying these code transformations enables us to
detect semantic clones?
In this study, we thus conduct an empirical study with 32 games of three different languages C, Java,
and C# using one of the state-of-art clone detector, NiCad [138] and a visualization and analysis system,
VisCad [17]. Furthermore, in order to compare the findings with non-game open source software, we use
nine non-game software as of our previous study [136]. Also, we used NiCad code transformation options
to analyze what type of clones these transformations enable us to detect. Our study aims to answer the
following research questions:
RQ1: What is the copy/pasted cloning (reusing either with direct copy or with modifications) status in
open source games for different programming languages?
RQ2: How does such level of reusing of code fragments differ between games and non-game software systems?
As of Hypothesis 1, are there more clones in games than non-games open source systems?
RQ3: How often developers reuse functionalities from other related games? As of Hypothesis 2, is there
any evidence of copy/paste reuse among different games, either related or different?
RQ4: How does code transformation improve the detection process accuracy?
RQ3: Does applying code transformation help in detecting semantic clones?
Our experimental results show that while there is indeed some evidence of copy/paste reuse in open source
games, the extent of reuse is not that significant as compared to non-games and that there is little evidence
of cross-game copy/paste reuse.
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3.2 Source Code Transformation
Almost all detection tools [11, 141, 144, 154] do a series of prepossessing, transformation, and re-representation
of the source code or byte code -in some cases- before matching (identifying potential clones). The goals of
the mentioned steps are done in order to:
1. Eliminate unnecessary data for the detection process and keep meaningful data for the detection pur-
pose.
2. Reduce processed data and reduce processing time for the comparison (matching algorithm).
3. Detect more potential clones (increase true positive clones).
4. Avoid noise that could result in false positive clones ( reduce false-positive clones).
The second common practice by most detection tools is the selection of a threshold. Most detection tools
use a matching algorithm such as Levenshtein distance, Longest Common Subsequence (LCS), or Jaccard
ratio. The more relaxation on the selected threshold, the more matches results and more clones detected.
Most tools set their threshold value before (or when) they start to produce false-positive clones.
3.2.1 Code Transformation
Detection tools clean up the source code, filter unnecessary data, or reformat and re-represent it before
detection is applied. The ultimate goal is to detect as many true clones and avoid false clones. There
is no empirical study so far that analyses the effect of code transformation on the detection process and
especially on semantic code detection. In this chapter, we selected the clone detector, NiCad [141], that
support different forms of code transformation. Then we analyze the contribution of each level of processing
in clone detection. Finally, we evaluate the resulted clones. The following are some of the code preprocessing
and transformations provided by NiCad.
Pretty printing
NiCad Uses TXL parser to parse the source code and extract the desired code fragments. It pretty-prints
the extracted code into a consistent layout. Pretty-printed code eliminates the differences that resulted from
the code formatting, style, or layout. Listing 3.1 shows a pretty-printed Java method. Also, TXL parser
ignores comments in the source code.
Filtering
Code filtering means to remove some syntax elements in the source code that can cause a mismatch
of similar code fragments or produce false positives. Besides its contribution to detection results, filtering
reduces processing time and hardware requirements. All detection tools filter out comments and white spaces.
NiCad processor has the option to filter out declaration statements. Listeng 3.2 shows the same method in
Listing 3.1 after filtering out the declaration statements.
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Abstraction
Abstraction is the replacement of selected code syntax into a more general representation. NiCad provides
some abstractions, abstraction of code blocks, abstraction of declarations, abstraction of literals, abstraction
of conditions, and abstraction of expressions. Listings 3.4, 3.3, 3.4, 3.5, 3.6 and 3.7 show examples of each
type of abstraction.
Code normalization
In code normalization, some units in source code are transformed into a certain normal form. For example,
identifiers in Listing 3.1 could be consistently renamed, as shown in Listing 3.8 or arbitrarily renamed as
shown in Listing 3.9.
Listing 3.1: Java method before any processing
1 public static Record stat (int [] x) {
2 int max = x [0];
3 int sum = 0;
4 for (int i = 0;
5 i < x.length; i ++) {
6 if (x [i] >= max) max = x [i];
7 sum = sum + x [i];
8 }
9 Record rec = new Record (max, sum);
10 return rec;
11 }
Listing 3.2: Java method after filtering declaration
1 public static Record stat (int [] x) {
2 for (int i = 0;
3 i < x.length; i ++) {
4 if (x [i] >= max) max = x [i];




Listing 3.3: Java method after abstraction of block
1 public static Record stat (int [] x) {
2 int max = x [0];
3 int sum = 0;
4 for (int i = 0;
5 i < x.length; i ++) block




Listing 3.4: Java method after abstraction of declaration
1 public static Record stat (int [] x) {
2 declaration declaration for (int i = 0;
3 i < x.length; i ++) {
4 if (x [i] >= max) max = x [i];
5
6 sum = sum + x [i];
7 }
8 declaration return rec;
9 }
Listing 3.5: Java method after abstraction of lireral
1 public static Record stat (int [] x) {
2 int max = x [literal];
3 int sum = literal;
4 for (int i = literal;
5 i < x.length; i ++) {
6 if (x [i] >= max) max = x [i];
7
8 sum = sum + x [i];
9 }
10 Record rec = new Record (max, sum);
11 return rec;
12 }
Listing 3.6: Java method after abstraction of condition
1 public static Record stat (int [] x) {
2 int max = x [0];
3 int sum = 0;
4 for (int i = 0;
5 i < x.length; i ++) {
6 if (condition) max = x [i];
7
8 sum = sum + x [i];
9 }
10 Record rec = new Record (max, sum);
11 return rec;
12 }
Listing 3.7: Java method after abstraction of expression
1 public static Record stat (int [] x) {
2 int max = expression;
3 int sum = expression;
4 for (int i = expression;
5 expression; expression) {








Listing 3.8: Java method after normalize all identifiers
1 public static x1 x2 (int [] x3) {
2 int x4 = x3 [0];
3 int x5 = 0;
4 for (int x6 = 0;
5 x6 < x3.x7; x6 ++) {
6 if (x3 [x6] >= x4) x4 = x3 [x6];
7
8 x5 = x5 + x3 [x6];
9 }
10 x1 x8 = new x1 (x4, x5);
11 return x8;
12 }
Listing 3.9: Java method after normalize all identifiers
1 public static x x (int [] x) {
2 int x = x [0];
3 int x = 0;
4 for (int x = 0;
5 x < x.x; x ++) {
6 if (x [x] >= x) x = x [x];
7
8 x = x + x [x];
9 }





Subject Systems: In this study, we analyzed 32 open source games for three different programming lan-
guages C, C#, and Java. Table 3.1 summarizes these systems. For each programming language, we choose a
number of open source games from different categories (e.g., shooting, strategy, and racing) and with different
sizes. In addition, we compared the cloning/reusability status of the selected games open source to another
group of a non-game open source. Therefore, we selected another group of non-game systems for this section
of our study. Roy and Cordy [136] studied the clone status in these systems (i.e., non-games). Table 3.2
summarizes these subject systems.
Tool Settings: For the purpose of reusability/clone detection, we used NiCad [138], a state-of-art clone
detection tool. NiCad is a scalable and flexible clone detection tool with high recall and precision in detecting
identical and near-miss intentional clones [136].
In this study, however, we did not aim at studying different types of clones. Rather, we aimed to study
the extent of direct copy/paste with or without minor adaptations, which we call intentional clones [136].
We apply a standard pretty-printing using NiCad that removes the comments and makes the code consistent
in terms of whitespaces and formatting. After that, we used different similarity thresholds of NiCad (UPI
thresholds). In particular, we used UPI thresholds of 0.0, 0.1, 0.2 and 0.3. When we use UPI threshold 0.0 on
the pretty-printed code, we can find out the exact copy/pasted code. When UPI threshold 0.1 is used, we find
almost similar code where there could be only 10% differences (i.e., 90% similar) between the cloned/reused
fragments. Similarly, when UPI thresholds 0.2 and 0.3 have been used to determine the extent of similarity
(20% and 30% differences, respectively) and reuse of source code in the subject systems. Again, the benefits
of using pretty-printing and these thresholds is that they help us find the intentional copy/paste/reuse code
fragments instead of just similar fragments.
In order to analyze the detected clones, we used VisCad [17], a clone visualization tool that supports a
number of clone detectors. In addition to visualization, VisCad offers a number of clone related metrics that
facilitate analysis of clones.
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Table 3.1: Selected game subject systems in the study
Language Subject system NOF LOC NOM
Java
Freecol 689 193k 8472
Robocode 653 94k 5502
AndEngine 596 66k 4621
Greenfoot 345 60k 2907
Terasology 614 86k 5754
Env3D 75 8k 741
Jake2 258 85k 4160
C#
Mono Game 791 166k 3587
Unity Steer 51 515k 115
OpenRA 630 643k 2121
Samurai 82 568k 228
Sleep Walker 528 616k 2010
NetGore 603 66k 2016
Axiom Engine 421 121k 4273
C
Freedroid 128 77k 2414
Berlios 188 162k 2601
Quake 3 428 347k 7798
Open Arena 171 147k 3232
Egoboo 179 194k 1636
Nethack 254 222k 2100
Chocolate Doom 174 103k 1792
FreeCiv 459 285k 11330
SGE 201 44k 342
Hexan 56 70k 1224
Wolf3D 28 15k 558
Chocolate Doom 159 86k 1771
Quake 2 181 149k 4472
Enemy Territory 456 473k 9096
QW 112 78k 1780
WinQuake 127 88k 2082
Quake 2 181 149k 4477
Quake 3 428 348k 7798
25
Table 3.2: Non-games subject systems
Lang Subject system NOF LOC NOM
Java
Eclipse- jdt core 1202 455k 18257
CIRC 65 127k 765
JHotDraw 469 189k 2886
C#
Mono c# compiler 54 880k 1993
Castle 2407 270k 9236
Nant-0.68 429 104k 2335
C
Apache http 252 200k 3878
Postgresql 1155 1018k 15399
Cook 296 73987 1335
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3.4 Clone Metrics
Total Cloned Method (TCM): It is common to measure clone density in a system by the number of
clone pairs and clone classes. However, in this metric, we are using the total number of cloned methods in
the system to represent clone density. A method is considered cloned method if it forms at least a clone pair
with another method in the system. We also used Total Cloned Method Percentage (TCMp), the percent of
cloned methods in the system.
Total Cloned Line of Code (TCLOC): Since some cloned methods are small and others are large in
size, we considered the cloned method size (Lines of Code, LOC) as a metric for our study. A Total Cloned
Line of Code (TCLOC) metric is used to determine the total cloned line of code in the system. Another
inherited metric also used TCLOCp that represents the percentage of cloned line of code in the system.
File Associated with clones (FAWC): The previous metrics measure the number and percentage of
cloned methods and their size. However, it is still important to know the portion of files that hold these
clones and how/where these clones are distributed in the system. Therefore, FAWC reports the number of
files that contain at least a cloned method. Also, FAWCp is defined as the percentage of files associated with
clones in the system.
Clone Class Radius (CCR): Previous metrics show the density of clones in the subject system. We
still need to measure the distribution of these clones in the system. Thus by clone class radius, we mean the
average distance between cloned files in clone classes and their lowest common ancestor directory in the file
system. The larger CCR, the more scattered cloned file class in the system; therefore, the more maintenance
effort. Also, we refer to Clone Class Size as CCS, which is the number of cloned fragment in the class.
Other code metrics that we used: (1) LOC: Lines of Code, (2) NOF: Number of Files, (3) NOM: Number of
Methods, (4) NOCC: Number of Clone Classes, (5) NOCP: Number of Clone Pairs.
3.5 Experiment Results
In this section, we discuss the experiment results of the study. Each subsection of the experiment is designed
to answer a research question. In the discussion, we provide the overall findings and describe the statistical
measures. The following subsections describe in detail our results and findings.
3.5.1 Cloning Status in Game Open Source
In this subsection, we answer RQ1 by reporting our findings regarding clone status in open source games
developed using three different programming languages. We carried out extensive analysis on 32 systems
using the selected metrics (Section 3) to have a deeper insight into the clone status in open source games.
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3.5.1.1 Overall Cloning Density
In this subsection, we provide the overall cloning level for different games open source systems in different
programming languages. Although there is debate about the effect of clones in software, clones are likely
harmful to the system, and they increase the effort of maintenance and refactoring [119, 111]. We used
both TCMp and TCLOCp metrics as a measure of cloning level. Figure 3.1 shows the percentage of cloned
functions for each programming language system in total. First, the figure shows that C# games have the
highest percentage of cloned method and Java open source games have the lowest cloned method while C
open source games fall in between. There are 1% of the methods in Java that are exact clones (i.e., type-1)
while 5% of the methods are exact clones in C# and 2.5% are exact clones in C language. As the value of
NiCad UPI increases, the cloned method percent increases for all programming languages. However, cloned
method in C systems has a higher increasing rate than other Java and C#, and its cloned method percentage
becomes larger than C# for UPI=0.3, which means it has more near-miss clones.
We also applied the statistical analysis of variance (ANOVA) test with α = 0.05, to determine the cloning
level between languages is significantly different. Therefore, we had chosen One Way ANOVA with the null
and the alternative hypothesizes as follows.
H0 : There is no statistical difference in cloning level between languages.
Ha : There is a significant difference in cloning level between languages.
ANOVA test with (F=1.74 < F_Crit=3.16), Accepts the null hypothesis, which means there is no sta-
tistically significant difference in cloning level between languages. Furthermore, we measured the ANOVA
P-value between each pair of languages(Java, C#), (Java, C) and (C#, C) with α = 0.05. The ANOVA
p-values are 0.112, 0.027, and 0.829. We see that the p-values of (Java, C#) and (Java, C) are less than the
alpha level selected ( α = 0.05). This means that there is no significant difference of TCMP between the



























































































































































































































































































































































































































































































































































































































































































































ANOVA test indicates there is no statistically significant difference of cloning level between languages
except C and C#. However, we still want to see if there are individual differences between games in the
same language. In order to interpret these differences, we analyzed each individual system clones as shown
in Figures 3.2, 3.3, and 3.4 (the TCMp values). An expected observation is that the existence of variation
in cloning level for the same language games. But, this variation is still less than the variation between
languages.
We also measured the ANOVA F-value for games in each individual language (Java, C#, and C games).
We tested the following three null hypothesizes.
H10 : No statistical difference in cloning level between Java games.
H20 : No statistical difference in cloning level between C# games.
H30 : No statistical difference in cloning level between C games.
The ANOVA F-value for Java games is 35.83 > F_Crit=3.06. The ANOVA F-value for C# is 17.27
> F_Crit=3.06. Also, the ANOVA F-value for C games is 2.78 > F_Crit=2.57. This means there is a
statistically significant difference in cloning for games of the same language.
Figure 3.2 shows the TCMp for Java open source games. The results confirm the fact that the TCMp
increases as UPI increases. Another interesting observation, there was a considerable variation of TCMp for
Java games. As the results show, Robocode then Teraslolgy have a higher TCMp than other Java games.
Figure 3.3 shows the cloning level for C# open source games. As moving from identical clones (UPI=0) to
near-miss clones (UPI>0), the number of total cloned methods increases. However, the rate of this increase
is less than both Java and C open source games. The second interesting note is that Mono Game has a
higher cloning level than all other games. We verified the clones of this game but nothing important. What
is important is that MonoGame is the largest game in the C# set. On the other hand, OpenRa is the second
largest game in the set, and it has the lowest cloning level, which refutes the fact that there is a relationship
between the game size and cloning level.
We observed two facts from Figure 3.4. First, the clone level between C games in more varied from that
Java and C# games. Second, not all C games have the same rate of near-miss cloning level. The games
Quake 3, OpenArena, and Egoboo have a higher level of near-miss clones, which participate in increasing the
C games cloning level that appeared in Figure 3.1. Besides, we observed that NetHack has a lower level of
near-miss clones than all C open source games.
Figures 3.5, 3.6, and 3.7 show the TCLOCp for each system in the target programming languages. In
these figures, the general trend is the same as in the corresponding TCMp figures. These figures emphasize
the same facts that have been concluded from TCMp metric. There is a variation in cloning levels across
programming language games. In addition, there is a variation in cloning level for the same language games.
But, this variation is still less than the variation between languages. Both TCMp and TCLOCp have the


















Figure 3.1: TCMp by language.
3.8 shows the detailed value of TCM, TCLOCp, and NOCC for each game.
Quake and OpenArena have a relatively high cloning level in C games. Besides, these two games have
higher, similar trend, near-miss clones than other C games. The interpretation behind the identical trends
of these games is that they belong to the same engine series. Therefore, we are analyzing the game engine

























































































































































Figure 3.8: TCLOCp by language
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3.5.1.2 Clone Associated Files
The second metrics we used to analyze clones is FAWC. As a quality measure, the smaller the FAWCp, the
better system quality is. Hence the less FAWCp, the less scattered clones in the system is and consecutively
less maintaining effort. Figure 3.9 shows the average FAWCp by language, and Table 3.4 shows the detail
values of FAWC and FAWCp for each game. Identical clones are more spread in C# games followed by C
games and least spread in Java games. By looking at TCMp in Figure 3.1, we have the same language order
according to cloning level. The interesting thing about comparing these figures (Figure 3.1 and Figure 3.9),
is that the relationship between TCMp and FAWCp does not follow as we move toward near-miss clones.
Near-miss Java clones spread out more rapidly in game files and exceed the FAWCp in C#. In other words,
the near-miss clones in C# games reside in the same files that contain identical clones. Even C# games have
the highest percent of FAWC for identical clones that indicate the game quality.
By looking at FAWCp for individual games, we find that the relationships between TCMp and FAWCp
do not hold. For example, in Java games, RoboCode indeed has the highest TCMp and FAWCp. On the
contrary, FreeCol has the lowest TCMp and the second-highest FAWCp and TeraSology, the second-highest
TCMp, has the lowest FAWCp. Also, this fact emphasizes by the other two languages, C# and C.
The other fact we concluded from Table 3.4 is that FAWCp is more condensed among the same language























































































































































































































































































































































































































































































































































































































































Figure 3.9: FAWCp by language
3.5.1.3 Profile of Cloning Localization
As mentioned earlier, the better the system quality, the less cloning level is, and fewer files contain clones.
Furthermore, in this section, we discuss a metric for clone localization. As a measure of quality, the more
localized the clones are, the better quality of the system is, leading to less maintenance efforts and refactoring.
We are using Clone Class Radius (CCR) as a measure of cloning localization. CCR is calculated for each
clone class in the system as described in Section 3.4. The average for all clone class is considered the average
CCR for the system.
Figure 3.10 compares CCR by programming language through different UPI thresholds. Basically, an
important factor that affects the value of the CCR is the nature and the size of the system’s hierarchical
structure. In our experiment, we had chosen different size systems for each programming language to avoid
the potential bias due to system size. The CCR value for small systems that have only one folder would be
equal to zero. Two facts are to discuss in Figure 3.10. First, the variation between CCR for programming
languages. C games have smaller CCR. One important factor affecting is that C games are smaller than
other Java and C# games.
The second and interesting fact is the average class’s radius for identical clones is larger than near-miss
clones, which means near-miss clones reside on the same locations as identical clones. We also analyzed the
CCR for each game individually, and we find a high variation of CCR for games of the same programming
language. The main facts to conclude from this subsection are: (1) clones in C games are more localized
than clones in C# and Java games, and (2) CCS has an inverse relationship with CCR.
Summary of answer to RQ1: There is differences in cloning density among the open source games
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with respect to programming languages. Our result reveals that games developed in C have more clones than
games developed in C# and Java. However, this variation is not statically significant. Also, there is a clear
difference in cloning density among games of the same programming languages. In addition, games developed
in C have more percentage of files associated with clones and those files are more localized as compared to the
games in other languages we analyzed. This suggests that game developers should be aware of the clones, and

































Figure 3.11: Average CCS by language
3.5.2 Game vs. Non-Game
To answer RQ2, we compared cloning status in games with that of non-game systems. We chose three
popular open-source, non-games for each programming language. Originally, these systems were used by Roy
and Cordy’s [136] empirical study on clones. Table 3.2 shows these systems. We applied the same metrics
as the previous section. Table 3.5 shows the metrics for these systems and the corresponding metrics for
open source games. The most interesting observation is that, in general, the cloning level for all open source
non-games is higher than all open source games. Also, it shows the CCS is larger in non-game open source,
and the CCR is smaller that shows games have better quality in terms of cloning level and distribution in
thve file system.
Starting from C language, we chose three open source non-games (Appache, Postgresql, and Cook) and all
C games used in previous section. The three used cloning level metrics, TCMp, TCLOCp, and FAWCp,
indicate that there are more clones in open source non-games. The total TCMp for non-games open source
is 13.31%, while the corresponding TCPM for games is 10.75%. The TCLOCp for non-game open source is
7.64%, while the corresponding value for games is 6.65%. Also, the FAWCp for non-games is 34.12%; the
corresponding value for games is 31.54%. On the other hand, clones in non-games are more localized than
in games open source. The average CCR for all non-games open source is 0.37, while it is 0.44 in games.
The relationship between CCR and CCS is holding in this section, too, as the average CCS for non-games is
higher than the CCS for games, and the CCR is smaller for non-games.
In Java, we chose three non-games open source (Eclipse JDT core, CIRC and JHotdrow), and we used
the Java games used in the previous section. The results of comparing cloning status between game and
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non-games open source have a similar trend as C language. Table 3.5 shows that the cloning level in non-
game open source is higher than in game open source. On contrary to C language, the Java clones are more
localized than in non-games even the CCS is larger in non-game open source.
We use mono C# compiler, Castle, and Nant as C# non-game open source. Even the results in Table 3.5
show that there are more clones in game open source. But, these clones come from one system, Monogame.
If we ignore this system, then the values of TCMp, TCLOCp, and FAWCp would be 5.57%, 4.14%, and
11.15%, respectively, which mean there are more clones in non-games. The value of CCR of non-games is
0.42 and is smaller than the game’s CCR. Besides, the value of CCS for non-game is larger than game’s CCS.
Summary of answer to RQ2: First, results for the three cloning level metrics used (TCMp, TCLOCp
and FAWCp) indicate that there are more clones in open source non-games systems as compared to open
source games. Second, clones in non-games are more localized than in games open source. The average CCR
for all non-game open source systems is 0.37 while it is 0.44 in games. Finally, there is no clear evidence































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































3.5.3 Clones across Game Engines
In this section we answer RQ3 by analyzing cloning status across game engines to show the amount of
shared code in game open source and whether game developers are used to copy code from another game.
The experiment in this section is divided into three parts according to engine selection. We studied clone
status between unrelated engines, engines of the same game genre, and recreated games.
3.5.3.1 Clones across Unrelated Game Engines
The purpose of this experiment is to study the clone status across unrelated -not belonging to the same
category games. Therefore, we chose two unrelated game engines for each programming language. For Java,
we had chosen Env3D and Jake2 Game engines. We selected FreeCiv2.3.3 and SGE2D for our C language
case study. Finally, we chose NetGore and Axiom game engines for C#. Our experiment started with an
analysis of clones for each game independently. Then we combine every two games of the same programming
language as one system and detect and analyze its clones. Thus, the number of cross game clones can be
defined as clones for combined games A and B -(clones of game A + clones of game B).
Table 3.6 summarizes the results for this experiment. The results indicate there are no cross game engine
clones for all cases that we had studied. For C game engines there are 1184 clone pairs where 1175 from the
first engine, 9 from the second engine and no clone pair exist between the two engines. A total of 737 clone
pairs in Java game engines 20 pair come from the first engine, and 717 come from the second engine. In the
same manner C# game engines contain 1734 clone pairs that came either from the first engine or the second
engine and no cross game engine clone pair.
Table 3.6: clone status across unrelated games
Game NOCC NOCP TCM TCMp
C
FreeCiv 342 1175 905 7.99
SGE 9 9 18 5.26
Both 351 1184 928 7.95
Java
Env3D 16 20 34 4.59
Jake2 246 717 660 15.87
Both 259 737 694 14.16
C#
NetGore 91 326 235 11.66
Axiom Engine 163 1408 506 11.84
Both 254 1734 741 11.78
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3.5.3.2 Same Genre Game Engines Clones
In the previous section, we studied clone status between unrelated game engines. Thus, the next question
to answer is: what is the clones’ status between game engines that belong to the same category. To answer
this question, we have to find a number of open source game engines that belong to the same category. Id
Software [2] developed a number of game series that all classified first-person shooter. I started from Vintage
series through Wolfenstein, Doom, Quake, and Enemy Territory series and ended by mobile series. Each of
the mentioned series has a number of games. Thus, we select one game from each series for this experiment.
We select Hexan from Vintage series, Wolf3s from Wolfenstein series, Chocolate Doom from Doom series,
Quake 2 from Quake series, and Enemy Territory from Enemy territory series.
We did a similar experiment to the previous section. We first analyzed clones of each game independently.
Then we combine every two games that belong to a consecutive series as a single dataset and detect and
analyze its clones. Table 3.7 shows the clone status in each individual game and the results of combined
games.
Tracing Table 3.7 not only shows how cloning Software games engine occurs across Id but also it shows
the program evolution in Id Software games. It shows that the next engine usually larger in terms of LOC
and number of methods except for Enemy Territory engine. Furthermore, the cloning level is more in the
successor engines in terms of TCMp and TCLOCp except for Enemy Territory game. Also, CCR increased
in successor game, and its relationship with CCS is preserved as well. We are interested in number of cross-
engine clones. An interesting finding is that the first three engine pairs show there are no cross-engine clones
in spite they are of the same category (first-person shoot) and of the same vendor. However, there are a
limited number of clone pairs, 117 clone pairs, which is 5.5% of the total number of clone pairs, shared
between Quake2 and Enemy Territory games. This implies there is no or limited clones exist between games
of the same family. This is an interesting and valuable observation since they are holding a low cloning level
across systems comparing to cloning level in non-game open source [8, 9, 21, 28, 29].
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Table 3.7: Clone status for same category game engines
Game engine NOCC NOCP NOCP cross games TCM TCMp TCL OCp
Hexan 35 78 0 95 7.77 3.87
Wolf3D 22 36 50 8.97 9.37
Both 57 114 145 8.1369 4.84
Wolf3D 22 36 50 8.97 9.37
Chocolate Doom 40 60 89 5.03 3.44
Both 62 96 0 139 5.9682 4.33
Chocolate Doom 40 60 89 5.03 3.44
Quake 2 601 1027 1337 29.89 32.05
Both 641 1087 0 1426 22.841 21.59
Quake 2 601 1027 1337 29.89 32.05
Enemy Territory 465 1000 1116 12.27 8.49
Both 1072 2144 117 2511 18.5067 14.36
3.5.3.3 Clones across Recreated Games
In previous sections, we have shown the clone status across games that are not related and games that belong
to the same genre. Open Source community and game market place are full of cloned or recreated games.
Do these games share a common code clones base? In this section we are studying clone status in recreated
games. In general, Id Software games are large series systems. For example, Quake series have 15 main
versions in the main series starting from the main quake game that appears in 1996 and ending by quake
Xbox game. However, quake family contains large number of games that are derived from the main series.
In this section we study clone status in Quake series from id Software. In this section we are discovering
two facts 1) do game series members have a similar clone status. 2) What is the clone status that is shared
between games series members?
We selected four games from quake games as our first dataset for this study. Table 3.8 shows the clone
status in four Quake Games where QW and WinQuake are two Quake I Games and Quake 3 game is called
Quake 3 Arena. As the table shows that these four games have a similar clone status, TCMp, TCLOCp,
FAWCp and CCS. However, the table indicates that Quake II has the highest clone percent and this percent
reduced in Quake III. This shows that game series have kind of similar clone status as of Point 1 above.
As regards to Point 2 above, we detect clones in these games pairwise. We selected three game pairs as
shown in Table 3.8. The values of TCMp and TCLOCp are much higher than the values in single game.
For example, TCMP for QW is 21.01% and for WinQuake is 19.16%. But for two games together, it is
52.59%. It is clear that TCMp and TCLOCp increment due to cross games clones. The fourth column in the
table shows the number of cross-games clone pairs. These numbers represent a high cloning level if we are
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comparing it to the number of clone pairs in each individual game. Also, we conclude that there are more
clones in consecutive games in the series based on Table 3.8. For example, the highest cloning level exists
in QW game and WinQuake which is Quake 1. Another example, the combination of Quake1 and Quake 2
games has more clones than the combination of Quake 1 and Quake 2 games.
Our study shows that there are lots of clones between series games. It seems reasonable because the games
in the series are evolved (cloned) from each other. In such cases where there are common functionalities across
game series or recreated games, it would be beneficial to encapsulate those functionalities into a library. This
library would be useful for other game series or other game developers.
Table 3.8: Clone status across recreated games
System NOCC NOCP NOCP cross games TCM TCMP TCL OCp
QW 148 257 374 21.01 15.01
WinQuake 177 268 399 19.16 14.14
Both 837 1792 1267 2031 52.59 47.86
WinQuake 177 268 399 19.16 14.14
Quake 2 596 1039 1328 29.66 32.27
Both 879 1630 323 2028 30.92 47.86
Quake 2 596 1039 1328 29.66 32.27
Quake 3 466 1018 1124 14.41 12.43
Both 1079 2288 229 2028 30.92 19.11
Summary of answer to RQ3: There is a clear evidence that there is less practice of copying source
code across games open source. However, the cloning density is very high between games in the same series.
3.5.4 Code Normalization and Code Clone Detection
In our previous experiments, we used NiCad for the purpose of detecting clones. NiCad has been proven
to detect Type-1, Type-2 and Type-3 clones with high precision and recall for the selected UPI thresholds
[160, 155, 156, 160, 157]. Besides, NiCad is empowered with many code transformation options that enable
itto detect more and different types of clones. However, we did not apply any of these code transformations
in the previous experiments as we focus on clones resulted by copy and paste. Also, code normalization could
affect the accuracy of the detection results. The goal of this study is not to evaluate NiCad rather to explore
type of clones NiCad can detect after applying certain code transformations.
In this section, we selected three games, FreeCol for java, FreeDroid for C and MonoGame for C#. We
Run NiCad at 4 different thresholds 0.0, 0.1, 0.2 and 0.3. First, we used NiCad without any transformation
(Base). Then we used one transformation at a time. Tables 3.9, 3.10 and 3.11 show the number of clones
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detected in each system before any code transformation and after code transformation. Also, these numbers
are drawn in Figures 3.12, 3.13 and 3.14.
Table 3.9: Number of clone pairs detected in Java system using different transformation
UPI 0 0.1 0.2 0.3
Base 37 48 169 377
Filter Declaration 30 41 125 315
Abstraction Block 23 24 152 280
Abstraction Declaration 30 41 116 303
Abstraction literal 47 58 207 465
Abstraction condition 40 58 207 680
Abstraction Expression 360 532 10322 27530
Consistent Rename 105 122 179 624
Blind Rename 123 156 518 1285
Table 3.10: Number of clone pairs detected in C system using different transformation
UPI 0 0.1 0.2 0.3
Base 1 3 6 48
Filter Declaration 1 2 27 49
Abstraction Block 0 0 4 38
Abstraction Declaration 1 1 13 19
Abstraction literal 1 3 8 57
Abstraction condition 1 7 15 71
Abstraction Expression 3 11 34 255
Consistent Rename 28 30 49 82
Blind Rename 28 36 94 151
The results show that the code transformations (filtering declarations, abstraction of blocks, and abstrac-
tion of declarations) reduce the number of detected clones. It means that declarations and blocks hold a
good portion of similar contents between clones and eliminate them results diverge some clones. On the other
hand, abstraction of literals, abstraction of conditions, abstraction of expressions, consistent renaming and
blind renaming enhance clone detection.
To have a better understanding of the types of clones that are resulted by using code transformation,
we collected all the extra clones that are resulted by using each type of transformation. Then we manually
validate a random 50 clone pairs for each kind of transformation. We have found that each type of code
transformation enables NiCad to detect extra Type-2 or Type-3 clones. For example, abstraction of conditions
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Table 3.11: Number of clone pairs detected in C# system using different transformation
UPI 0 0.1 0.2 0.3
Base 411 478 579 791
Filter Declaration 372 438 573 734
Abstraction Block 193 225 301 474
Abstraction Declaration 372 438 567 709
Abstraction literal 440 520 633 833
Abstraction condition 429 482 599 881
Abstraction Expression 478 589 1012 1452
Consistent Rename 512 562 645 803
Blind Rename 523 616 798 1115
enables detecting extra Type-3 clones that contain conditions, if and switch statements. Also, we notice
that the abstraction of expression enables the detection of a larger number of extra clones. The manual
verification of these clones shows that the majority are larger methods. Finally, the manual validation shows
that abstraction of expression produces more false-positive clones.
Summary of answer to RQ4: Using the code transformations, filter declaration, abstract declaration,
and abstract block results in missing some clones. But, using the code transformations, abstract literal,
abstract condition, abstract expression, consistent rename, and blind rename enables the detection of more
Type-2 and Type-3 clones. In general, code transformation enables the detection of more code clones and
produces false-positive clones.
To answer RQ5, we conduct a similar experiment in RQ4; we run NiCad with multiple code transfor-
mation then we manually investigate types of extra clones detected. In this experiment, we consider only
code transformations that produced extra clones only. Also, Not all code transformations could be combined
together at the same time. For example, both consistent rename and blind rename could not apply together,
and filter declaration and abstract declaration could not apply together.
Table 3.12 shows the code transformation combinations used and the number of clone pairs detected in
the Java game (FreeCol). To evaluate what type of clones detected by combining two code transformations,
we extracted the extra clones detected by combining two code transformations. Let Set(t) is the set of clones
detected by applying the code transformation t. Then the extra clones detected by applying the combined
transformations t1 and t1 are:
Extra− Set(t1, t2) = Set(t1, t2) * (Set(t1) ∩ Set(t2)) (1)
We randomly selected 100 extra clone pairs that were detected by combining two code transformations.





















Base Filter declaration Abstraction block
Abstraction declaration Abstraction litral Abstraction condition
Abstraction expression Consistent Rename Blind Rename
Figure 3.12: Number of clones detected in Freecol using different transformation
as Type-1, Type-2 or Type-3 according to their syntactic similarity. Semantically similar clones are labelled
as Type-4. Some clones hold a similar structure but not syntactic similar enough to be classified as Type-1,
Type-2 or Type-3; at the same time, they do not perform the same functionality. These clones are classified
as undecided. Manual validation indicates that 13% are classified as undecided, 61% are classified as Type-3,
7% are classified Type-4, and 19% are false positive. Also, we notice that abstraction of expression produced
the most false positive clones.
Summary of answer to RQ5: Applying more than one type of code transformation to the source code




















Base Filter declaration Abstraction block
Abstraction declaration Abstraction litral Abstraction condition
Abstraction expression Consistent Rename Blind Rename
Figure 3.13: Number of clones detected in Freedroid using different transformation
Table 3.12: Number of clone pairs detected in Java system using combined transformation
UPI 0 0.1 0.2 0.3
Base 37 48 169 377
Consistent Rename & Abstraction Literal 105 122 290 624
Consistent Rename & Abstraction Condition 120 138 383 1302
Consistent Renamee & Abstraction Expression 1189 1387 12565 35363
Blind Rename & Abstraction Literal 306 352 859 1931
Blind Rename & Abstraction Condition 153 191 750 2369

























Base Filter declaration Abstraction block
Abstraction declaration Abstraction litral Abstraction condition
Abstraction expression Consistent Rename Blind Rename
Figure 3.14: Number of clones detected in Monogame using different transformation
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3.6 Related Work
Empirical studies of clones in open source has been a popular topic, and there have been a great many
studies [137]. For example, when a new tool is published, it comes with an empirical study for validating the
corresponding tool [141, 137]. Empirical studies of clones have also been conducted as part of tool comparison
experiments such as the Bellon’s benchmark [24]. Kapser and Godfrey have conducted several studies on
clones, e.g., for deriving a taxonomy of clones [84] and then studying the harmfulness / usefulness of clones
[86]. There are also a number of studies that investigate cloning and their evolution for deriving different
maintenance implications of clones [137].
AL-Ekram et al. [10] conducted an empirical study of source code cloning across software systems. They
analyzed clones between software systems in two domains: Text Editors and Window Managers. They used
CCFinder as clone detector for Type-1 and Type-2 clones. Their results indicate that, there are not as many
clones across systems and most of these clones are accidental rather than copy and paste clones. On the other
hand, Ishihara et al. [72] did an empirical study for inter-project method clones for Java projects. Their
method is based on hashing the generated value from AST (Abstract Syntax Trees). Although they did not
consider domain-related analysis of the methods and they investigated only the top 100 shared method sets,
their judgment indicates a 56 cloned method set is suitable as a library candidate.
There have also been a few studies that partly used open source games. For example, Gabel and Su [54]
used four games out of 30 systems to study uniqueness of source code. Another clone related study that uses
games is presented by Schulze and Apel [145]. They conducted an empirical study to analyze the relationship
between feature-oriented programming and clones. Furthermore, some studies [111, 54, 87, 112, 22, 68] used
the source code of Freecol game engine as part of their target systems.
Munro et al. [126] analyzed the structure of Quake game engine series. Similar to our work, part of their
study was detecting how much shared code was between Quake 1 and other Quake games. For this purpose,
they use Simian to detect clones between Quake1 and other Quake games. They found that the amount
of shared code decreases between Quake 1 and consecutive Quake game engines. But, the purpose of their
study is to analyze the structure and evolution of Quake games.
Ciancarini and Favini [32] detect chess games that are cloned or derived from other chess games. Their
approach was based on performing tournaments between tested games and candidate games are gone through
code clone analysis, then the final decision is made by expert referees. Their work shows the importance of
code clone analysis in detection of cloned or plagiarized games.
Chen et al. [28] studied a number of open source games and is related to ours to some extent. However,
again they focused on studying different types of clones such as the presence of Type-1, Type-2 and Type-3
clones in games. Our focus is on the other hand, to study the intentional copy/paste and reuse of program
code between games and game engines. For detecting, Type-2 and Type-3 clones, one needs to normalize the
source code before comparison, and thus the results may not reflect the reuse of code fragments among the
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subject software systems. As noted earlier, we use pretty-printing and then different similarity thresholds
for understanding the extent of copy/paste and reuse in them. We also provided an extensive analysis with
different game engines and attempted to find out interesting insights. Furthermore, we provide an extensive
comparison with open source non-games systems for studying varying nature and extent of reusability between
them.
The most closely related work to our empirical study is the work of Roy and Cordy [136]. They conducted
an empirical study on near-miss clones reusability in open source software and that we use kind of similar
metrics. However, in their study there was no domain-specific clone analysis, and they did not use any game
open source, whereas our focus is on games and game engines and then provide the comparative analysis
with non-game open source software.
All detection tools perform code preprocessing before detection clones. Type of processing (Code trans-
formation) depends on the underlying detection algorithm and data representation. In text-based detection,
prepossessing includes the removal of whitespaces and pretty-printing [138, 19, 76, 158]. Token-based clone
detection tools apply more processing and filtering. For example, Li et al. [108] apply keywords filtering,
other keywords renaming, and data types and identifiers normalization. AST-based techniques [74, 48] in-
clude a significant transformation of source code into a tree structure. Despite all code clone detection tools
use code transformation, there is no empirical study performed to investigate how much filtering and/or
normalization should be done to achieve the best recall and precision. However, Deissenboeck et al. [42]
referred that applying large filtering and normalization would produce a lot of false positive and reducing
the filtering and normalization will miss a lot of clones.
3.7 Threats to Validity
One of the threats of our study would be the clone detector used for studying the copy/paste and reuse. We
have used one of the state of the art clone detectors, NiCad which has been shown to give results with high
precision and recall [139] not only for different types of clones but also for studying the copy/paste reusability
for different similarity levels [136]. Another threat would be the limited number of samples. However, to the
best of our knowledge this is the largest study on cloning reusability in games and that we further compared
with non-games software. While we used NiCad with its pretty-printing and similarity thresholds, there is
no guarantee that these returned clones are in fact the right ones for software maintenance activities such as
refactoring. However, our target was just to find out the extent of reusability and not to find out clones that
could be used for any maintenance activities.
3.8 Summary
With the fast growth of open source systems in different software domains, including game domains, there
has been a need to analyze and compare the quality, maintainability, cloning status, and refactoring for each
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domain. In this paper, we perform an empirical study to analyze the cloning status in and across open source
games and compared the results with other open source non-games. We analyzed clones in more than 32
games open source of three different languages.
The findings of our study show that there is a considerable variation of cloning status (density, association
with file, and localization) between games open source of different programming languages. On the other
hand, the variation of cloning level between open source games of the same language is negligible. When
comparing game open source to non-game open source, games have fewer clones than non-game open source
and their clones are more localized. Finally, game open source domain tends to have less cross-game clones
comparing to other open source systems. However, a lot of clones exist across recreated games. In such cases,
code clone detection tool could be used to identify recreated (cloned) games.
Our results show that applying code transformation to the source code enables the detecting of more
Type-2, Type-3, and Type-4 clones. On the other hand, some transformations that include filtering and
abstraction could degrade the detection accuracy, and the researcher should be careful in applying these
transformations. However, we believe that applying more code transformation, to some extent, would con-
tribute to the detection of Type-4 clones. As the byte code and intermediate code is a well-normalized form of
source code, we extend our research to investigate the ability to use the byte code and intermediate language
to detect code clones, specifically semantic clones.
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Chapter 4
Detecting Clones across Microsoft .NET Program-
ming Languages
The Microsoft .NET framework and its language family focus on multi-language development to support
interoperability across several programming languages. The framework allows for the development of similar
applications in different languages through the reuse of core libraries. As a result of such a multi-language
development, the identification and traceability of similar code fragments (clones) becomes a key challenge.
In this paper, we present a clone detection approach for the .NET language family. The approach is based
on the Common Intermediate Language, which is generated by the .NET compiler for the different languages
within the .NET framework. In order to achieve an acceptable recall while maintaining the precision of our
detection approach, we define a set of filtering processes to reduce noise in the raw data. We show that
these filters are essential for Intermediate Language-based clone detection, without significantly affecting the
precision of the detection approach. Finally, we study the quantitative and qualitative performance aspects
of our clone detection approach. We evaluate the number of reported candidate clone-pairs, as well as the
precision and recall (using manual validation) for several open source cross-language systems, to show the
effectiveness of our proposed approach.
4.1 Introduction
Large software systems contain 10-15% of duplicated code which is also referred to as code clone [86]. Clones
occur due to several reasons, such as software developers intentionally practice cloning to save time during
software development, especially when reusing complete functional units. On the other hand, developers also
unintentionally produce clones by re-implementing similar functionality (code fragments) that already exists
in the same system or another existing system.
In general, code clones are considered harmful and can reduce the quality of software [83, 19]. For
example, when a modification is performed to a cloned fragment, all other instances of this fragment may
require the same modification. This task duplication requires not only additional maintenance effort but also
results often in additional cost for the software project. On the other hand, not all clones are considered
harmful. Some cloning patterns can benefit development and maintenance [86] and are therefore sometimes
even considered as essential or unavoidable [163].
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As software systems become larger, more complex, and are being developed using more than one pro-
gramming language, clone management becomes an essential part of the maintenance process. One approach
to clone management is the use of clone detection tools, which discover the presence or absence of clones
in a software system. While single language clone detection has been widely addressed and matured [140],
only limited tool support exists for clone detection in multi-language/cross-language software development
[129, 128, 127, 151, 45].
More recently, there has been an ongoing trend towards multi-language software development to take
advantage of different programming languages [95], specifically in the .NET context. For multi-language
development, two key usage scenarios can be distinguished: (1) combining different programming languages
within a single, often large and complex system, and (2) use of several languages for re-implementation of a
current system to support new client, application, or due to non-technical reasons (e.g. [4]). As a result, the
ability to detect and manage similar code reuse patterns that might exist in these multiple languages systems
becomes essential.
Over the last decade, a variety of detection tools have been introduced [24, 140] which are typically based
on parsing Abstract Syntax Trees (AST) or dependency graphs. These techniques use different matching
approaches such as: string (token) similarity, vector similarity, sub-graph isomorphism or frequent set [24].
In addition, some clone detection tools do not rely on source code. They [20, 96] instead use bytecode or
intermediate representations as their input.
While many clone detection tools are capable of supporting different programming languages, they lack
actual cross-language support during detection time. Consequently, these tools only detect clones in one
program language at the time, and do not detect clones that span over multiple programming languages. Few
studies have been conducted on multi-language clone detection. For example, Kraft et al. [96] used unified
representation for the .NET languages to detect clones between VB .NET and C# at source code level. Unlike
early efforts, in this paper we focus on detecting clones across all Microsoft .NET programming languages
(C#, C++ .NET, Visual Basic .NET, J# and F#) using Microsoft’s Common Intermediate Language (CIL),
as an intermediate representation of the disassembled binary .NET content.
In this chapter, we first highlight the importance of cross-language clone detection for Intermediate
Languages. Second, since CIL is a low-level human-readable language, one has to deal with a larger amount
of code which leads to additional variations and therefore poses new detection challenges. We established
several preprocessing steps for the CIL code both to optimize it for clone detection and to reduce its content
dissimilarity. Applying these different filtering and optimizations techniques allows us to improve the overall
accuracy and performance of the clone detection. As a result our research addresses several fundamental
research questions which are listed below.
• RQ1: Are “the selected filters” useful? In this experiment we observe how much it is likely that the
filtering approach contributes to the true positive ratio.
• RQ2: Is our “clone detection approach” able to detect cross-language clones on .NET using Intermediate
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Language?
• RQ3: How successful is the “clone detection approach” in terms of precision and recall?
We conducted several case studies on four datasets created from open source software systems written
in C#, J#, and VB.NET. We used one of the datasets as our oracle for objective recall measurement. We
applied three clone detection algorithms to avoid algorithm-dependent observation as much as possible. We
manually investigated 2K clone-pairs (randomly selected) to measure our approach’s precision and recall.
Finally, we observed that our approach is able to detect high quality cross-language clones successfully at
method level granularity using Intermediate Language.
This chapter is based upon the manuscript "Detecting Clones across Microsoft .NET Programming Lan-
guages" [11]. It was published by myself, Iman Keivanloo, Chanchal K.Roy and Juergen Rilling at the 19th
Working Conference on Reverse Engineering (WCRE’12). I was the lead author of the work, and the other
authors have taken the supervision role for the research. The publication has been modified and re-formatted
to better fit in the context of the thesis.
The remainder of the chapter is organized as follows. In Sections 4.2 and 4.3 we provide the motivation
and background about CIL and adopted clone detection tools and algorithms. Section 4.4 describes our
proposed process and the filter set details. Section 4.5 studies the necessity of using filters (RQ1). We
investigate the potential filters’ effect on precision (RQ2) in Section 4.6. Finally, in Sections 4.7, 4.8 and 4.9
performance evaluation (RQ3 and RQ4), related work, and paper summary are presented.
4.2 Motivation- the Necessity for Unified Representation
In order to evaluate the necessity of using a unified representation (e.g., CIL or Kraft et al. [96] approach)
as an intermediate representation for cross-language clone detection, we conducted some case studies. The
objective of these studies is to establish a comparison between selected unified source code representation
(CIL in the context of our research) and source code-based clone detection for cross-language clone detection.
For the case study, we adopt a language-independent comparison engine (the clone detection tool [138]).
Second, we feed source code from different languages to the comparison engine. Finally, we repeated the
clone detection process on the corresponding CIL content. We analyze the performance of the cross-language
clone detection, by replacing CIL with the actual source code written in different programming languages.
We conducted a quantitative study to evaluate and compare the detection results. For the study we detect
cross-language clones in the different Mono compiler [7] versions (implemented either in C# or VB.NET), as
well as the ASXGUI [1] C# and VB.NET versions. We then analyzed the reported clone clusters for both
CIL and source code (Table 4.1).
Compared to source code, using CIL more cloned code fragments can be detected. Second, our manual
validation of the reported clones showed that many of the missed clones at the source code level were actually
near-miss clones, with these clones containing more than one line differences. In conclusion, CIL based clone
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# Clone Classes # Clone Fragments # Clone Classes # Clone Fragments
ASXGUI 9 393 69 261
Mono 37 4373 369 1523
clusters always contained a larger number of code fragments with low cohesion. However, the overall recall
and precision at the clone-pair level (not clone class) is higher compared to a source code approach and
therefore shows that an intermediate language improves clone detection in a cross-language setting.
4.3 Background
In this section, first, we provide an overview of Microsoft’s .NET Common Intermediate Language (CIL).
Second, we review the code clone concept and the comparison algorithms used for this study.
4.3.1 Common Intermediate Language
The .NET Framework is a software development platform developed by Microsoft that runs primarily on
Windows. It consists of several components such as, (1) a comprehensive library of commonly used func-
tionalities, (2) a runt-time management environment (language independent), and (3) a set of programming
languages. Contrary to Java, which targets application development using one language on several platforms,
.NET aims for multi-language development on a single platform. It provides language interoperability, with
each program module being able to use code written in the other languages.
The source code of various .NET programming languages (C#, Visual Basic .NET, Visual C++ .NET, J#,
F# etc.) is compiled into the CIL. When the .NET managed code is compiled, the compiler first converts it
into Common Intermediate Language (CIL), a machine independent intermediate language, before compiling
it into .NET portable executable (PE). Visual Studio SDK includes a disassembler “ildasm.exe” that takes
the Portable Executable (PE) file(s) and generates the CIL in human readable formats such as plain text
(e.g. Figure 4.1–Column #2).
CIL is an object-oriented, stack-based like assembly language. It is also referred to as Microsoft Interme-
diate Language (MSIL) or Intermediate Language (IL). CIL is a platform independent language that can be
executed in any environment that supports the Common Language Infrastructure. CIL itself is also a .NET
programming language, which can be in combination with the CIL .Net compiler “ilasm.exe” also be used

































































































































































































Examples and Challenges. Being a lower level representation, CIL code size tends to be much larger
than traditional high-level source code. Figure 4.1 (the first two columns) shows a comparison between a VB
code fragment (a small VB method), and its corresponding CIL representation. In this example the method
body with five lines of code has been transformed to more than twenty lines of code in CIL. This creates an
additional challenge, making clone detection on binary rather different from source code.
Nevertheless, given this common representation of code fragments written in different programming lan-
guages provides the ability to use CIL for clone detection across .NET languages. However, a key challenge
is the fact that it is possible to have some dissimilarity at CIL level, even in cases of semantically identical
source code fragments (written in different .Net languages). The first four columns of Figure 4.1 (the Raw
Data section) provide an example for such dissimilarities. Both the VB and C# methods implement the same
program following similar coding pattern and structure as much as possible. However, when we compare the
CIL pairs, there are three key sections clearly distinguishable: (1) identical CIL content which is marked by
the first dashed area, (2) the first point of dissimilarity which is flagged by the italic font style, and (3) the
rest of the content marked by the second dashed box that covers CIL content with considerable dissimilarity.
In general, this example highlights the key challenge in binary clone detection, the possibility of facing dissim-
ilarity by exploiting .NET Intermediate Language even for semantically (and almost syntactically) identical
fragments in cross-language context.
4.3.2 Cross-Language Clones
Two code fragments that share some degree of similarity are typically considered a clone pair. Based on
their actual similarity, clone pairs can be categorized [140, 24] as Type-1, Type-2, Type-3, and Type-4 clones.
Type-1 clones are exact copies of each other, except for possible differences in whitespaces, layouts and
comments. Type-2 clones are syntactically identical fragments except for variations in identifiers, literals, data
types, whitespace, layouts and comments. Copied fragments (e.g., Type-1 and Type-2 clones) with further
modifications such as additions, deletions and changes of statements are called Type-3 clones. Type-2 and
Type-3 clones are also known as near-miss clones. Code fragments that perform the same computation (e.g.,
semantically similar) but implemented through different syntactic variations are called Type-4 clones. Note
that all of these definitions were originally introduced for clone-pairs implemented in the same programming
language. In our cross-language clone research these definitions are no longer applicable as-is, and have to
be refined to meet our research context. For example, the VB and C# fragments in Figure 4.1 would be
considered Type-1 clones in the cross-language clone detection since they are essentially performing the same
task implemented in different programming languages.
4.3.3 Matching Algorithms
In our research we use SimHash [165], Longest Common Subsequence (LCS) [71], and Levenshtein Distance
[106] algorithms to detect clone-pairs. Note that the first two techniques are adopted from SimCad [16] and
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NiCad [17] respectively. Our primary research goal is to address clone detection challenges in the .NET
Intermediate Language by providing solutions that are generally applicable and independent of a specific
clone detection algorithm. We therefore selected three dominant algorithms for modeling edit distance in
this chapter to avoid an algorithm specific solution.
The Longest Common Subsequence (LCS) [71] algorithm detects the longest common subsequence
between two strings. For example, consider the following two sequences of characters.
S1 =AABBBCDABCDDAABD
S2 = DDABCCCDAABBBDAC
For the above example, the LCS among the S1 and S2 sequences is ABCDABDA. For our cross-language
clone detection we applied LCS to the CIL instruction sequences in order to determine the LCS similarity of
CIL code fragments (e.g., highlighted part in Figure 4.1). The LCS size is important since it is the similarity
measure we use to decide if two fragments form a candidate clone-pair in our research. We used the LCS to






Levenshtein Distance (levDist), also called Edit Distance, is defined as the minimum number of inser-
tions, deletions, and substitutions of characters required to transform one string into the other [106].Contrary
to LCS (where the actual output is a string), LEVDist provides as output the dissimilarity between two string
sequences as a single number value. We use LevSim (Equation 4.2 ) and its output is compared against a
constant threshold value, to decide whether two fragments (i.e. S_1 and S_2) will be reported as candidate
clone-pairs.




SimHash-based Clone Detection , SimHash algorithm constitutes the core of SimCad [165]. It gener-
ates a 64-bit fingerprint, which we use to detect clones based on their fingerprint similarities. The algorithm
uses Charikar’s [26] hash function where the Hamming Distance is used as the crucial configuration parame-
ter. The Hamming Distance represents the number of positions at which the corresponding bits are different
between two fingerprints. A Hamming distance of zero corresponds to identical fingerprints and therefore
also to Type-1 clones, while a Hamming distance larger than zero reflects near-miss clones.
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4.4 Clone Detection Process (Across .NET Languages)
Figure 4.2 shows the overall processing steps for detecting clones across Visual Studio .NET programming
languages. First, the .NET language source code is collected and compiled to obtain the .NET portable
executable files. During the second processing step, the disassembling of corresponding executable files takes
place through the Microsoft’s Intermediate Language Disassembler (ildasm.exe). The disassembler generates
the CIL code as plain text files. The CIL files are then parsed to extract all method/function bodies. In
the next step, we apply our filters on the CIL code. The filters play a key role in our approach since they
eliminate undesirable noise and improve the overall quality of the CIL files. After applying the filters on the
CIL, we run the selected comparison algorithms to detect clone-pair.
As part of this clone detection phase, we use, (1) LCS, (2) Levenshtein Distance and (3) SimHash-based
algorithms. Finally, a clone-pair report will be generated for both CIL and source code (by mapping the CIL
clones to their corresponding source code).
Figure 4.2: Schematic diagram for the proposed cross-language clone detection and result evaluation.
4.4.1 Filtering Out the Byte Code
Figure 4.1 shows an example of a code snippet written in C# and VB including their corresponding CIL
representations. The key challenge (as discussed earlier): although both methods implement the same func-
tionality and are compiled into the same Intermediate Language, still there is some dissimilarity in their
intermediate representations, which can affect the clone detection process. We address this challenge by cre-
ating a set of cleaning and filtering steps for CIL to improve the performance of Type-1, Type-2, Type-3 and
Type-4 clone detection in the CIL code. The filters are designed to improve the detection rate (i.e., recall)
since the CIL data contains a significant amount of noise (e.g., reference numbers to string tables, which are
compilation context dependent). Due to such noise in the CIL files, two semantically identical source code
fragments might no longer be considered as highly similar at the CIL level (e.g., content similar VB and C#
methods might have less than 50% similarity at the CIL level, see Figure 4.1).
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4.4.2 Overview of the Proposed Filters
Prior to the actual filtering process a pre-processing step takes place that removes all directives (e.g., .method,
.entrypoint, and .maxstack) that appear at the beginning of the CIL representation of a particular method.
After this preprocessing step, the actual CIL code sequences are analyzed and filtered accordingly. In what
follows we provide a summary of the eight filters we create ( Table 4.2) and provide an example for each
filter.
• Filter 1: Removal of the instruction address (IL_xxxx:) at the begin of each CIL instruction, elimi-
nating dissimilarities due to application/environment specific variations.
• Filter 2: Removal of instruction address (IL_xxxx:) for branching statement. As part of this filtering
step we cover all 33 branching statements. For example, beq, beq.s, bge.
• Filter 3: Removal of integer values that represent argument number in CIL. For example, ldarg 3
is interpreted in CIL as load the argument number 3 onto the stack. Instructions included in this filter
are: starg, starg.s, ldrag, ldrag.s, ldrags, and ldraga.s.
• Filter 4: This filter eliminates constants in the CIL code, e.g. ldc.i4 num which corresponds to a
Push num of type int32 onto the stack as int32. Instructions covered by this filter are ldc.i4, ldc.i8,
ldc.r4, ldc.r8, and ldc.i4.s.
• Filter 5: This filter removes all print literals in the CIL code, which are identified through ldstr
statements.
• Filter 6: This filter removes all variable indexes like stloc index, which correspond to pop-
ping a value from stack into a local variable. Among the instructions removed by this filter are:
ldloc, ldloc.s, ldloca.s, stloc and stloc.s.
• Filter 7: This filter removes some additional data types and constant integers such as i4 from
ldc.i4. 1. The complete command pushes 1 as an int32 onto the stack.
• Filter 8: Is not actually a new filter, it combines all seven filtering techniques mentioned above,
including the preprocessing tasks in one single filter.
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Table 4.2: Examples of CIL filters
Before Filtering After Filtering Example Description
Filter 1 IL_0003: stloc.0 stloc.0 Where IL_0003 is the instruction address
address
Filter 2 brtrue.s IL_0015 brtrue.s The IL_0015 address of the branch desti-
nation destination
Filter 3 ldarg 3starg 1
ldarg
starg The value 3&1 represent argument numbernumber
Filter 4 ldc.i4.s 10 ldc.i4.s 10 is the number (pushed to the stack)
stack)
Filter 5 ldstr "Positive number" ldstr “positive number” is the printed string con-
stant constant
Filter 6 stloc 7 stloc 7 represents variable index index
Filter 7 ldc.i4.s 10 ldc i4 represent the int32 data type in CIL and
s for short for Short
Filter 8 IL_0011: add
IL_0012: stloc.0
IL_0013: br.s IL_0020






Note that Filter 8 is just a nick name. Re-
fer to the Filter 8 description section for
more details
4.5 Filters’ Contribution
As discussed earlier, we propose this set of filters to increase the recall (by reducing noise and dissimilarity in
the CIL code) and to be able to detect other valuable clone types such as type-3 clones. For example in Figure
4.1, we were able to successfully increase the similarity ratio of the clone-pair from 9 (before filtering) to 16
(after applying filtering). In order to answer in more detail our first research question (RQ1), we conduct
an experimental evaluation to determine how much our filtering approach actually contributes to the true
positive ratio and its benefits to the overall detection process.
To answer this question, we defined a metric called Filter Contribution that measures the effectiveness
of each filter. The underlying idea is to measure the similarity degree of candidate clone-pairs before and
after applying different filters. The measurement will indicate how much a particular filter increases the
similarity value between two fragments. Note that in the ideal case, we expect that a filter would increase
the similarity values of true positive cases significantly more than the ones for false positive cases. Otherwise,
a particular filter would not be useful to discriminate (with high confidence) against false positives. The
Filter Contribution (FltrCntrb) function is defined in Equation 4.3, which is based on LCS-based similarity
(Equation 4.1). Si denotes the participant fragments in the clone-pair under investigation and Fx presents
the filter function with x being the filter number.
FltrCntrb = LCS_Sim(Fx(S1), Fx(S2))− LCS_Sim(S1, S2) (4.3)
The challenging part of this experiment was to identify proper input data, due to external constraints
caused by the availability of .NET source code on the Internet. More specifically, the challenge was that
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we had to identify software systems written in more than one .NET language. Fortunately, the iText.NET
package [3] (note that it is different from iText project [4]), met our input constraint. Although iText.NET
is originally written in J#, it includes C#, VB, and J# methods for its 25 major use cases. Therefore, our
first dataset (a.k.a. Cloned Fragments Dataset) contains 25 clone classes, with each clone class having three
clone fragments, with code fragments being implemented using three different .NET programming languages
(C#, VB and J#). Note that we mutually created three true positive clone pairs by following the VB-C#,
VB-J#, and C#-J# patterns for each use case using the iText.NET API usage code [3] (Example Code
Section). This approach resulted in 75 distinct clone pairs (i.e., actual true positive clone-pairs). The second
dataset (a.k.a., Non-cloned Fragments Dataset) contains 25 non-clone classes and 75 false positive clone-pair
candidates created in the same manner as clone classes. We want both tagged datasets to be able to help
answer RQ1 (i.e. whether filtering has any positive/negative effects on cross-language clone detection).
We then measured the Filter Contribution value for each filter when applied on both datasets. The
result for each data set is shown in Figure 4.3 and Figure 4.4. We exclude Filter 8, since this filter does not
introduce a new threat (i.e., no negative effect) to our clone detection approach, since this filter only engages
all other filters. In most cases, the filters increased the similarity up to 0.2 (max) for non-cloned pairs while
improving the similarity of cloned pairs by at least 0.3. This result supports our research hypothesis that
filtering increases the similarity values for true positive cases (the cloned dataset) with a higher ratio than
the false positive cases (the non-cloned dataset). Comparing the results of Filter 8 between Figure 4.3 and
Figure 4.4, it is observable that the answer to RQ1 is positive since the overall contribution of the filters
improves the similarity degree on actual cloned pairs much more than for non-cloned fragments (non-cloned
pairs less than 0.5, while for the majority of cloned pairs the similarity increases between 0.5 and 0.8).
To support our claim, we conducted another case study on the same dataset to determine if our filters
can be used to identify an appropriate similarity threshold. Figure 4.5 summarizes the findings, showing
that before applying our filters, there was no clear distinction between similarity values of actual clone-pairs
(true positives) and false positives. Therefore it is impossible to determine an adequate threshold that allows
separating actual clones from false positives. In contrast, Figure 4.5 shows that filters address this problem
by increasing the distance between the two groups (tagged on the right side of Figure 4.5). For example,
using our filters, a threshold from 0.4 to 0.55 can separate true positives from false positives with high
confidence. Our analysis therefore supports the usefulness and necessity of the proposed filter set (RQ1) for
cross-language clone detection on CIL.
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Figure 4.3: Filtering Effects on the Cloned Dataset
Figure 4.4: Filtering Effects on the Non-cloned Dataset
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Figure 4.5: Filters’ contribution to discriminate between actual clone pairs and non-cloned pairs
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4.6 Does Filtering Make Actual Clone-Pairs and Non-Cloned Pairs
Similar?
A major threat to any filter-based approach is the loss of precision by filtering out essential data. As a result,
excessive or improper loss of data (due to filtering) can lead to a situation where non-answers and actual
answers become similar to the decision making algorithm, which eventually leads to an increase in the false
positive ratio.
In this research, we are interested in observing the similarity between actual clones and non-cloned
fragments after filtering (to answer RQ2). Apparently, we prefer to have fewer similar entities when we
compare members of actual clone-pairs with other paired fragments (i.e. non-cloned fragments) to support
the applicability of our filtering approach.
In order to observe the similarity/dissimilarity of code fragments we adopt the Chernoff face [30] visual-
ization approach. The Chenoff face visualization represents data as glyphs similar to human faces while each
dimension is being mapped to a specific feature of the face (e.g., the Filter #5 similarity contribution value
determines the distance between eyes for each clone-pair). We application of glyphs in software visualization
is a well-established research area (e.g. [31]).
For our controlled experiment, we produced seven face features for each pair by calculating Filter Contri-
bution on all seven filters separately. That is, each pair can be modeled using a vector in a multi-dimensional
space (in our case, seven dimensions). Based on this assumption, two sub research questions arose (RQ2
breakdown): (RQ2-a) “do filters make actual clone-pairs similar to non-cloned pairs?”. In other words, “Does
the filtering approach mislead the clone detection approach to report a false positive as clone-pair?” or “is
filtering a major threat to false positive ratio of cross-language clone detection using CIL?”, and (RQ2-b) “Is
filtering neutral to the participating programming languages of clone-pairs (in cross-language clone detection
context)?”.
Figure 4.6(a) and Figure 4.6(b) show the result for two datasets (similar data as in Section 4.5). By
comparing the faces between Figure 4.6(a) and Figure 4.6(b), it is possible to answer the RQ2-a: filtering
does not make non-cloned pairs similar to actual clones. Therefore, filtering becomes not a major threat
for the precision in our research. For example, we can observe that there are more distorted and super tiny
faces (i.e., pairs - e.g. the second face of Figure 4.6(a)) available in Figure 4.6(a) which contains non-cloned
pairs than Figure 4.6(b). The issue can be attributed to Filter 1, 2, and 5 since they are mapped to: (1) the
face size, (2) distance between forehead and jaw, and (3) distance between eyes respectively. Therefore, it is
also possible to intuitively observe that Filter 1, 2, and 5 (including Filter 7 observed in Figure 4.4) play the
major role in characterization of true positives.
To answer RQ2-b, we categorized the clone pairs based on the programming language. Figure 4.6(c)
and Figure 4.6(d) illustrate the result. For example, the top category in Figure 4.6(c) contains all pairs
where the first fragment is written in VB and the other fragment is in C#. As it is obvious C#-J# pairs
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Figure 4.6: Filter Contribution data are mapped to multi-dimensional space to investigate the im-
portance of filters and language dependency using glyph visualization. Note that numbers are used
for referencing purposes in this figure (i.e. there is no ordering relation between faces etc. specifi-
cally between faces in the left and right hand sides – in short each face represents just one candidate
clone-pair).
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in Figure 4.6(d) (cloned pairs) are different. That is most of the faces are not round shaped comparing to
the two other groups in Figure 4.6(d). The same pattern is observable in Figure 4.6(c) C#-J# category
which contains mostly non-rounded shaped faces. Therefore, we can confirm RQ2-b, filters are independent
of the programming language. This observation can be attributed to the resemblance between C# and J#
languages and their history where the IL content becomes highly similar where we filter out the line numbers
(i.e., Filter 1 and 2).
4.7 Evaluation
In this section, we present the evaluation results from our cross-language clone detection using Intermediate
Language on four .NET systems. We analyze the clone detection results from a qualitative and quantitative
perspective, using three edit distance methods (LCS, LEV, SimHash) to answer RQ2 and RQ3. Note, all
datasets used for the evaluation include at least two .NET languages.
The first dataset contains two versions of the ASXGUI [1] open source GUI encoder. The dataset contains
Version 3.0 and 2.5 since its current version (Ver. 3.0) is developed in C#, while the earlier implementation
was based on VB.NET. ASXGUI Ver. 2.5 consists of 47 VB.NET files with a total of 32594 lines of source code
and 303 functions. ASXGUI v 3.0 on the other hand, consists of 19 C# files with 2088 lines of source code,
and 78 functions. The combined number of files being analyzed is 66 files with a total of 34682 lines of source
code. The noticeable difference in project metrics (e.g., LOC) can be attributed to the (1) dissimilarities in
the programming languages, and (2) re-engineering and refactoring tasks.
The second dataset is based on the C# and VB.NET compilers from Mono [7], version 2.10. The C#
compiler consists of 57 C# files and the VB.NET compiler of 375 files, with a combined number of 432 files
and 4998 functions.
The other two systems used in the study are two PDF libraries called iText and iText.NET. While their
project names are similar, both projects are completely independent from each other. We created our third
dataset from the iText (C# branch) and iText.NET (J#) source code. The dataset contains more than 600K
LOC and 2.5K files.
We used part of iText.NET library to create our last dataset. This dataset contains source code related
iText.NET API usage written in three languages (C#, J#, and VB.NET). This feature makes the dataset
an important resource for our study since it allowed us to create a small (75 clone pairs) but controlled
dataset (i.e., all actual clones are aligned, tagged and known in the cross-language), creating a unique oracle
for further analysis. We use this oracle to obtain precise recall and precision measures, since the number of
actual clones is known. This is contrast to the other datasets, where recall and precision measure cannot be
computed as precisely, since the actual number of clone-pairs is unknown.
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4.7.1 Quantitative Evaluation
Figure 4.7 shows the total number of detected candidate clone-pairs from the filter datasets using the three
selected distance measure algorithms. The results from this experiment can be summarized as follows: (1) it
is possible to detect numerous candidate clone-pairs even for cross-language case regardless of the underlying
algorithm, (2) no candidate clone-pair is detected for cross-language using 1.0 as the Similarity Factor (i.e., the
decision making threshold), which would only report clone-pairs with complete identical content. Therefore,
even using filtering on highly similar cross-language clone-pairs (e.g., Figure 4.1), some dissimilarities will
have to be handled by the clone detection approach. However, this is not the case for single language clone
detection (shown in Figure 4.7), (3) for all dataset, we can observe a major decrease in the number of
candidates when the threshold value is set to a range between 0.6 and 0.8 (marked by ovals). Therefore, we
can conclude that the detected range can be recommended to the end-user to provide an acceptable recall
and precision (the supporting argument is given in the qualitative evaluation section). The only exception is
SimHash, which reports for the same thresholds a lower number of candidate clone-pairs. This is due to the
fact that SimHash uses a different threshold schema compared to the other distance measure algorithms.
4.7.2 Quantitative Evaluation
Since a noticeable number of candidate clone-pairs have been detected (Figure 4.7) using the filtering ap-
proach, it is necessary to evaluate the quality of our approach, by manually validating the results (RQ3).
We manually examine candidate clone-pairs to determine whether they are true or false positives. We in-
vestigated three distinct thresholds from the selected range discussed in the previous section, which we refer
to as Extreme (threshold = 0.6), High (threshold= 0.7), and Normal (threshold = 0.8) configurations. The
objective is to observe the best and worst achievable true positive ratio using the Normal, High and Extreme
configurations. We also applied random sampling since the total number of candidates even for the chosen
thresholds was considerably large (e.g., 10K clone-pair). Finally, we evaluated 2K candidate clone-pairs
which were selected randomly.
(i) Challenges in Quality Assessment for Cross Language Clone Detection
Quality evaluation is inherently challenging in our research since there is no clear agreement on what
constitutes true positives (TP) and the various clone types definitions. Therefore, we applied in our qualitative
evaluation the following approach: (1) since it is possible to easily locate with confidence false positives among
candidate clone-pairs, we first tag all false positives; (2) we assume the rest as true positive. However, in order
to provide a more in-depth quality assessment, we also analyze the quality of the reported true positives. One
of the interesting examples which we identified in the ASXGUI dataset is the true positive shown in Figure
4.8. For this example it easy to select an appropriate corresponding clone type based on the existing defacto
clone definitions (e.g. [140, 24]). Regardless of dissimilarities introduced by different languages (e.g., VB.NET











































































Figure 4.7: Number of clone-pair candidates per (1) dataset, and (2) clone detection algorithm. Note
that the Similarity Factor varies between 0 and 1. For example, 1 is the strictest threshold which leads
to the detection of only exact content. The thin black lines show the linear trend for the corresponding
case study. However they appear as curved lines since the horizontal axis is logarithmic on purpose.
Following this approach, it is possible to observe the major drop area (threshold) in number of detected
candidate clone-pair which is between 0.6 and 0.8 for almost all datasets and algorithms (with few
exceptions).
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Figure 4.8: An example of two strongly similar clone-pair detected by our approach from ASXGUI.
Even in case of major dissimilarity such as occurrence of mid method in the VB section for several
times, still our approach successfully detected the clone-pair.
(2) most importantly they are following the same algorithm. Therefore, although we cannot select the clone
type, we consider such clone-pair candidates as strong true positive in our qualitative evaluation. Therefore,
we consider all clone pairs similar to this example as strong TPs and label them with E, and the remaining
TPs are being labeled as S.
(ii) Quality Evaluation Result
Figure 4.9 reviews the findings of our quality evaluation from manually assessing 2K candidate clone-pairs
(answering RQ3). In general, using the Normal threshold all candidate clone-pairs that were reported are true
positive (100% TP). The quality decreases with less restrictive thresholds. For example using SimHash and
the Extreme threshold, the reported TP reduces to 40%. The optimum, considering the trade-off between
precision and recall, was achieved using Levenshtein Distance-based comparison with the High threshold
(80% TP). Nevertheless, this result is not 100% precise (threats to validity) due to the sampling process and
data dependency.
The other major aspect of our qualitative evaluation is the recall measurement (RQ3 recall section), which
we calculated on our only available oracle (iText.NET API). In our evaluation, we observed a recall of 76%
using High threshold between three languages (C#, J#, and VB.NET). Note, we did not compute the recall
for the other datasets, due to the lack of an objective assessment of what constitutes an actual TP for these
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datasets and consequently, would make any recall computation for these datasets prone to subjectivity.
Figure 4.9: Result of true/false positive (within candidate clone-pairs) evaluation using manual
analysis. Normal, High, and Extreme stand for corresponding thresholds from the selected range in
the Quantitative Evaluation Section.
4.8 Related Work
While there are numerous well-established clone detection tools available to support different programming
languages [140, 24], there exist only very limited research related to (1) cross language, or (2) binary-level
clone detection. To the best of our knowledge, C2D2 [96] is the only tool capable of detecting cross-language
clones. It uses NRefactory Library to generate the Unified CodeDOM graph for both C# and VB.NET. A
string is generated by traversing this graph and targeted to string matching algorithm.
There are a few but diverse approaches on Intermediate Language-based clone detection (focusing on single
language clone detection, mostly Java). One of the first studies on Intermediate Language clone detection is
by Baker [20]. After some preprocessing (e.g., remapping offsets), she uses three comparison techniques (e.g.,
Diff [70]) to find similar fragments. Davis and Godfrey [40] use the disassembler for both Java and C/C++
to detect clones in single language. They provide a public framework for pretty-printing of disassembled code
which constitutes the baseline of the clone detection phase. The most interesting aspect of their research is the
proposed search algorithm for content matching which has two greedy and hill-climbing analysis steps. Selim
et al. use “Jimple”[5] to detect clones using an intermediate representation. The motivation [146] is to exploit
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Jimple characteristics (comparing to stack-based Java native IL). Recently, Juricic [78] uses Intermediate
Language code to detect plagiarism and similarities. The approach is based on Levenshtein Distance as the
similarity measure to compare disassembled C# binary, and applies some primitive preprocessing techniques
which are comparable to two of our filters. There are also some formal approaches, such as by Cuomo et al.
[36] that transform Java bytecode to mathematical models for clone detection.
To the best of our knowledge, our study presents the first comprehensive research focusing on, (1) .NET
clone detection, (2) across programming languages, and (3) using Intermediate Language. Moreover, we
not only proposed the approach, but also evaluated its major potential threats using diverse statistical and
intuitive analyses. Finally, we evaluated its performance using manual validation to measure precision and
recall. We observed a promising result in terms of both quantity and quality using three clone detection
techniques for C#, J#, and VB.NET cross language clone-pairs.
4.9 Summary
With the globalization of the software industry and introduction of new programming languages, there has
been an ongoing trend towards combining or re-implementing systems using different programming languages.
This poses a new challenge for software comprehension, maintenance, clone management, and refactoring.
In this paper, we study a novel approach to detect cross-language clones in the Microsoft.NET Environ-
ment. In our research, we exploit CIL, an intermediate representation generated by .NET compiler from all
.NET programming languages. We established a filter set (containing 7 filters) which are applied to CIL
prior to the actual clone detection process to remove noise in the dataset and establish threshold values for
the detection algorithms. Using face glyphs, we showed that the filters do not remove crucial data from CIL
and therefore have no negative effects on clone detection.
Finally, we performed both qualitative and quantitative studies of clone detection approach on four
datasets. We used three widely used edit-distance functions to allow for a generalization of our observations
and study results. In our evaluation, we observed that it is possible to detect a reasonable number (quantity)
of clone-pairs with acceptable precision (based on the configuration) and recall (quality).
The .NET intermediate code represents a normalized form of the source code. It represents the source
code in a lower-level code. At the same time, it encompasses all the source code artifacts and relationships.
In this study, we were able to detect cross language code clones by using the .NET CIL. We believe that
the intermediate language has the ability to detect same language clones and semantic clones. In the next




Detecting Semantic Clones Using .NET Intermediate
Language and Automatic Ontology
There are a great many code clone detectors available that target detecting different types of clones. While
the majority of them are based on the syntax of the source code, and can detect syntactic clones accurately,
only a small subset of them target semantic clones (Type-4). Furthermore, the accuracy of these tools for
detecting semantic clones is either low or not up to the mark. In this chapter, we proposed a semantic
clone detection tool that works at the byte code level. We first build a byte code ontology that describes
the intermediate code, its structures, and relationships. Then, we use this ontology to detect clones at the
byte code level. Our proposed technique is able to detect Type-4 (semantic) clones with higher accuracy
than the state of the art. It also detects Type-1, Type-2 and Type-3 clones with very good accuracy. We
extensively evaluated the proposed approach both by comparing with the state of the art clone detection
tools (in particular those detect semantic clones) and by a mutation-injection based framework. For the
Mutation-injection framework, we reviewed the definitions of semantic clones in the literature and proposed
a comprehensive taxonomy of mutation operations that produce different types of semantic clones. We then
used this framework to evaluate our tool and compare the results with a number of syntax and semantic
clone detection tools. The results show that our technique is able to detect some gapped clones and semantic
clones that are not detectable by state-of-the-art clone detectors.
5.1 Introduction
Identifying duplicate code in system software is important for code analysis and comprehension. Sometimes,
developers are interested to know if there is existing similar code to the one they are developing in order
to avoid creating duplicated code. Another example, when updates are needed to apply to the source code;
it is important to identify the similar code fragments that might need to apply the same changes or even
consider whether these clone fragments need to be refactored. Clone detection tools are used to identify
such duplication or functionality. Clone detection tools became an integral part of IDEs. For example, in
Microsoft Visual Studio 2012 and later versions, users can identify similar code fragments. For some other
detection tools, a plugin is created that enables users to identify or search for code clones [43, 64].
Code clones could be syntactic similar or semantic similar. Syntactic clones are classified into clone Types-
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1, Type-2, and Type-3 according to the degree of similarity [141]. Semantic clones refer to functionally similar
codes that are not syntactically similar [141]. Detecting clones is usually done by transforming the source code
into an intermediate representation (pretty-printed code, tokens, AST, PDG, or Byte code) and detecting the
matching between new representations to identify potential clones. PDG-based approaches capture the flow
and data dependencies in source code and could detect some of semantic clones [53]. The key challenge would
be to find a technique that is capable of detecting clones (syntactic and semantic), that are not detectable
by most state of the art clone detectors with acceptable accuracy.
Many published clone detection tools have perfect accuracy in detecting syntactic clones [140, 24]. How-
ever, some tools are better than others in detecting some types of clones. On the other hand, current semantic
clone detectors have limited capability of detecting semantic clones [167] accurately. However, most of these
detectors are good in detecting a sub-type of semantic clones. For example, [149] is good for code relatives,
[50] is good for simions, and [87] is good for pattern-similar code.
Semantic clone detection is considered the main challenge in the area of clone detection. A number of
techniques have been proposed in the literature to detect such clones [65, 87, 47, 53, 100, 149, 88, 178, 143,
125, 25]. Most of these are not based on a solid definition of semantic clones, rather a generic or more specific
definition, which leads to target a certain subset of clones. This results in either poor precision or recall. We
summarize the primary challenges in detection of semantic clone as follows:
• Lack of a well-established definition of semantic clones, and lack of a clear taxonomy of semantic clone
types that set up the boundary between semantic clones, other clone types and false clones.
• There is no tool that can detect semantic clones with high precision and recall.
• There is no real semantic clone benchmark based on a well-defined definition that is used to evaluate
semantic clone detectors.
In the previous chapter (Chapter 4), we used the .Net CIL (Common Intermediate Language) to detect
clones across programming languages. The intermediate language, which is a lower level representation of
the source code, holds all the semantics of the source code and could be useful to detect semantic clones since
the definition of cross-language clones is closely related to semantic clones. In this study, we also use the .Net
intermediate language to detect same language clones. We applied similar filters, extract the intermediate
code features and represent them in ontology, finally we map the ontologies to detect clones.
We conducted several case studies on four datasets and we compared reported clones to other state of the
art detectors by manually validating 3K clones. We observed that our approach is able to detect all types of
clones at a comparable precision. Furthermore, we define a semantic clone taxonomy in which it defines all
possible types of semantic clones. Then we used this taxonomy to create a set of 60 clones that we used to
measure the recall of our approach and compare it to other clone detection tools. The results show that the
existing tools cannot detect semantic clones accurately, while our approach is able to detect semantic clones
with good recall. The contributions of this work are three folds:
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• A novel tool (NetSim) to detect semantic clone at method level granularity with comparable precision
and recall.
• A semantic clone taxonomy that defines different fine-grained types of semantic clones that we use to
create semantic clones and evaluate semantic clone detectors.
• A comprehensive comparison of NetSim with the state-of-the-art tools.
This chapter is based upon the manuscript "Toward Semantic Code Clone Detection and Evaluation: The
Capability of Microsoft .NET Intermediate language in Detecting Semantic Clones". It has been submitted
to The Journal of Systems and Software. I am the lead author of the work under the supervision of Chanchal
K. Roy. The manuscript has been modified and re-formatted to better fit the context of the thesis.
The remainder of the chapter is organized as follows. In Section 5.2 we provide the background about
Semantic clones, Ontology and matching algorithms. Section 4.4 describes our proposed technique in clone
detection. In Section 5.4, we evaluate our technique quantitatively and qualitatively. Section 5.5 discusses
the related works and we summarize the chapter in Section 5.6.
5.2 Background
Similar to our previous work in chapter 4, we are using the .NET CIL to detect clones. However, in this
chapter we are targeting same language clones and semantic clones. In this study, we represent the code
in a simple Ontology (tree structure). We used LCS and Levenshtein algorithems for matching, that are
already described in the previous chapter. Also, we using another matching algorithm in this study, Jaccard
similarity. In this section, we present the definition of semantic clones, definition of Ontology and Jaccard
similarity.
5.2.1 Semantic Clone Definition
A code fragment in the source code that identical or similar to another code fragment in the code base is
considered code clone to the second and both called clone pair. This definition is based on the concept of
similarity. In the literature, the following categorization of clone definition has been widely acceptable [140]:
• Type-1: Identical code fragments except for variations in whitespace (maybe also variations in layout)
and comments.
• Type-2: Structurally/syntactically identical fragments except for variations in identifiers, literals, types,
layout, and comments.
• Type-3: Copied fragments with further modifications. Statements can be changed, added or removed
in addition to variations in identifiers, literals, types, layout, and comments.
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• Type-4: Two or more code fragments that perform the same computation but are implemented through
different syntactic variants.
Type I, Type II, and Type III clones are based on textual similarity. Code fragments are considered clones
if they are textually similar even though they are functionally different. Textual clones are more common in
a software code base because they are usually the result of copy/paste practice. Semantic clones are harder
to detect since they could be implemented by different syntactic and any single change in a code fragment
could change the meaning (functionality) of the fragment.
5.2.2 Ontology
Ontology is a conceptual model to represent knowledge of an application domain by first defining the relevant
concepts of the domain and then using these concepts to specify properties of objects and individuals occurring
in the domain [18]. In this work, we used disassembled code to build a knowledge model of the code base. We
extracted entities, facts, relations, and other components from disassembled code and built a simple formal
ontology. Methods are the main entities of the constructed ontology since we are targeting clones at the
method level.
Ontologies could be defined in different ontology languages; the most popular one is OWL [37]. Defined
ontologies usually consist of the following entities:
• Classes or Concepts are the main entities of an ontology. For example, it could be book, course or
student. In code base domain, it could be file, class, method or variable.
• Individuals are instances of classes in the domain. All files in the source code are individuals.
• Relations identify the relationships between individuals.
• Data types specify values such as string and integer.
• Data values are simple values such as file name and method name.
• Specialisation represents inclusion relationship between two classes.
• Exclusion represents emptiness of intersection between classes.
• Instantiation represents membership between classes and individuals or values and data types.
5.2.3 Ontology Matching
Ontology matching is the process of finding the relationships or correspondences between entities of two
different ontologies. In Figure 5.1 these correspondences are represented in dashed arrows. Sometimes
practitioners refer to it as ontology alignment or mapping. Ontologies are represented in a hierarchy structure,
XML-like, and are used basically to describe knowledge in semantic web, web services, or knowledge in other
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domains. Ontology mapping plays a major role in different applications such as information sharing, query
answering, data integration and so on.
Ontology matching techniques are based on finding the correspondences between ontologies’ entities,
structures, or relations. There is much written in this area. We implement our matching technique using
similarity measurements, Levenshtein, LCS, and Jaccard to map elements between ontologies as detailed
below.
5.2.4 Matching Algorithms
In this section, we demonstrate string matching algorithms used in our alignment technique. Many techniques
could be used to compare strings depending on the way information is represented in the strings. For example,
set of letters, sequence of letters, erroneous sequence of letters, set of words or sequence of words. In this
paper, we used three different string similarity measurements. Levenshtein distance is used for sequence of
letter strings, longest common subsequence is used for a sequence of words, and Jaccard similarity is used for
a set of words. Other similarity measures could be used for the purpose of matching as Hamming distance, n-
gram similarity, Euclidean, Cosine, Jaro–Winkler, Monge–Elkan, TFIDF, and Soundex. Levenshtein Distance
(levDist) and The Longest Common Subsequence (LCS) are presented in Chapter 4.
Jaccard similarity (Jacc) or called gloss overlap between two strings is defined the intersection of their
character set divided by the union of their character set [73] (Eq. 3). We used Jaccard coefficient to measure






Our process starts with extracting code knowledge from the intermediate language of the source code and
representing it in the descriptive knowledge language, ontology. The basic entity of the ontology is the
method. Therefore, the semantic, syntactic and relationships of each method in the intermediate code are
represented in our ontology. Then ontology matching is used to align similar ontologies. The matched
ontologies represent the candidate clones for our proposed technique that we are evaluating by comparing it
head-to-head with a number of state-of-the-art clone detectors. Figure 5.1 shows the overall processing steps
for our proposed technique. A detailed discussion of all steps as follows.
(i) Intermediate Code Generation.
Our technique starts with disassembling the portable executable (PE) of the source code to generate
the CIL. Therefore, the PE is a prerequisite in our technique and the source code needs to be compiled to
generate the PE files. All artifacts that are used in clone detection are extracted from the intermediate code.
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However, the source code is used in reporting and visualizing clones. Therefore, our technique is usable to
detect clones from the executable files even when the source code is not available. In this case, we could
identify the clones in the intermediate language and the source file name associated with the clone. But, we
cannot identify a clone’s start line, end line, or view the clone’s source code. After CIL code is generated, we
parse it to extract all method/function bodies (e.g. Fig 5.1-Column #2).
Table 5.1: Dataset used and the effect of filtering in reducing the CIL size






CIL size CIL extracted
elements size
ASXGui Video encoder GUI 76 14 160 2008 kb 200 kb
Netgore Role-playing game 2038 1343 9267 56700 kb 5619 kb
OpenRA Strategy game 673 617 2972 26200 kb 2578 kb
ScriptSc Utility 314 136 512 10700 kb 356 kb
(ii) Ontology Population
CIL contains a large amount of information that needs to analyze in the comparison process of clone
detection; CIL is more than ten times larger than its corresponding source code (Table 5.1). Therefore, the
process of ontology population is based on extracting the necessary artifacts from the intermediate language
that encompasses both syntactic and semantic information, which are relevant to clone detection. In this
research we are using the CIL artifacts to populate CIL ontology. However, the source code itself contains a
large number of artifacts that could be useful in clone detection and semantic clone detection as well.
In this step we parse the CIL and extract the concepts and relations that form the ontology. Figure
5.1, fifth column represents the schema of proposed CIL ontology. The method represents the base class
(concept) of the ontology. For each method we create an ontology instance that consists of the following
relations: Method name, method type, method arguments, method instruction set, and method call set.
The importance of this step comes in two folds: First, the reduction of data size used in the detection
process. Table 5.1, shows the size of the extracted elements of CIL in KB. On average, data reduction is up
to 30 times. Second, extracting elements that capture the syntax and semantic of the method. All of these
elements encompass information about syntax or semantic of methods. Furthermore, All of them participate
in the detection process and generate the final similarity measurement between methods.
(iii) Clone detection The general process of clone detection involves measuring the similarity between code
fragments’ (methods’) extracted features to find matching methods (clones). Since we represent methods’
metadata in ontology, clone detection is done through the process of ontology mapping. Different matching
approaches could be used, as shown in Section 5.2.3. We design an ontology matching algorithm that aligns
ontologies’ elements which represent the methods semantic and structural.
Ontology has a hierarchical structure (Figure 5.1-Column #5). Every method is represented in an ontology
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Figure 5.1: Simplified example of extracting ontology.
instance which all have a similar hierarchy structure except missing branch that is correlated to a missing
artifact in the source code of the method. For example, a method that has no calls to other methods or has
no arguments.
Our matching approach is based on aligning each branch of one ontology instance to its corresponding
branch of a second ontology instance. This alignment is done by measuring the similarity between branches
separately and all branches similarities participate in the final similarity value between two ontology instances.
Different similarity measurements are used for different branches (artifacts) based on the type of data and
relations. A similarity measurement algorithm has been chosen for each branch that enabled capturing and
comparing the syntactic and semantic of those artifacts. Then, tune the weight of each artifact participation
in the final similarity.
(vi) Similarity algorithm selection
Our proposed ontology contains the extracted byte code artifacts. We represent these artifacts in three
main branches in the ontology (Figure 5.1). Then we match ontologies by measuring similarities between
their corresponding branches. The first branch in the ontology represents method signature in the byte
code (highlighted in Figure 5.1, Column 5: Method Ontology ). The second branch represents byte code
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Figure 5.2: Precision measurement for different similarity algorithms.
instructions for the method (In a dashed rectangle in Figure 5.1, Column 5: Method Ontology). These
instructions are filtered and processed as in [11]. Finally, the last branch represents methods called by this
method (In Oval in Figure5.1, Column 5: Method Ontology). Then, all similarity measurement participate
in the final decision to identify potential clones.
We used Levenshtein distance and Jaccard coefficient to measure the similarity between byte code in-
structions. Levenshtein distance is used at the granularity of a letter that enables capturing the syntactic
and semantic between individual instruction since similar instructions have similar names with prefixes or
suffixes. We used Jaccard coefficient as a set operator at words granularity to capture the commonality of
instruction set between two methods.
For the other ontology components, called methods, we used the longest common subsequence (LCS) and
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Jaccard similarity both at word granularity. Finally, for the signature branch, we used both Levenshtein and
Jaccard similarity at words granularity.
(v) Threshold identification
In order to identify the optimal threshold for each similarity, we did an empirical analysis of these similari-
ties on one system, ASXGUI (Table 5.1). In this experiment, we detect clones using one Ontology branch and
one similarity measurement at a time. Then we evaluate the resulted clones manually to identify precision P
(Eq. 4) over similarity. Precision is defined as the fraction of relevant instances, true positive (TP), among





As threshold value decreases, more clones are detected, and more false positives are introduced. Fig 5.2
shows the values of precision for different similarity measurements. Threshold is chosen when more clones
have been detected at the highest precision. Therefore, the values for similarity thresholds are (0.75, 0.84,
0.80, 0.77, 0.96, and 0.78) respectively.
As part of our manual clone verification, we noted that other similarity measurements could be used to
measure the similarity between byte code artifacts (ontology branches). Each similarity measurement has a
different threshold but gives similar results; Look at the trends in charts A and B, C and D, and E and F.
(vi) Similarities combining
Multiple similarity measurements are used on three ontology components. The final decision to identify
a method pair as a clone should consider all the similarities. Three scenarios are considered: 1) The final
similarity value could be calculated as the summation of weighted similarities. 2) Method pair are considered
clones if one of its similarities is above the corresponding threshold and 3) a method pair are considered
clone if all of its similarities are above the corresponding threshold. After evaluating the clones of the three
alternatives manually we found that the second alternative detects more true clones with a precision of 69%.
Table 5.2 shows the number of clones reported and the manual evaluation results.
Table 5.2: Combination methods
Combination method Weight of similarities One similarity satisfied All similarities satisfied
Total number of clone pairs 222 217 57
True positive 142 149 57
(vii) Report Generation
Our tool Generates XML files and HTML pages that show the reported clones with their source code.
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5.4 Evaluation
To evaluate NetSim, we analyzed the results both from quantitative and qualitative perspectives. In a
quantitative evaluation, we compare the number of clone pairs detected using NetSim to other detectors
then we investigate common, extra and missed clones. In Qualitative evaluation, we measure the accuracy
(precision) of reported clones and comparing it to other tools. Then we evaluate the ability (Recall) of
NetSim in detecting semantic clones and compare it to other semantic and syntactic tools. Four open source
systems are used in the evaluation process (Table 5.1 ), that are compiled and the CIL are generated.
5.4.1 Quantitative Evaluation
In this section, we conducted a head-to-head comparison of state of the art clone detectors as shown in Table
5.3. We selected clone detectors that detect any of the .Net languages (NiCad, Simcad, Simian, ConQat, and
visual studio) for the sake of comparison. The goal of this experiment is to explore the ability of NetSim to
detect clones that are detected by other clone detectors, and examine the ability to detect extra clones and
missing clones.
Table 5.3: Clone detection tools and their configuration
Tool Clone granularity Output Clone type Configuration
NetSim Method Pair 1,2,3,4 Method granularity,minimum fragment
size 5 lines, default similarity
NiCad Block, method Pair, class 1,2,3 Method granularity,minimum fragment
size 5 lines, min 70% clone similarity,
blind identifier normalization.
Simcad block, method Pair, class 1,2,3 Method granularity, greedy transforma-
tion, min 5 lines.
ConQat Free (line level) Class 1,2,3 Minimum fragment size 5 lines.
Simian Free (line level) Class 1,2 Default configurations.
Visual Studio Free (line level) Class 1,2,3 Default configurations.
MECC Method Class 1,2,3,4 Min similarity is 70% (Default id 80%)
and MinEntry is 40 (Default is 50)
CCCD Method Pair 1,2,3,4 Default configurations.
Oreo Method Pair 1,2,3,4 Default configurations.
NetSim detects clones at method’s level and reports clones in clone pairs. The comparison process with
other tools that detect clones at the same granularity and report clone in pairs is straight forward. Figure
5.3 shows the results of comparing resulted clone pairs to both Nicad and SimCad in the four target systems.
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It shows the number of common clone pairs detected by both NetSim and the other detectors, number of
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Figure 5.3: Comparing the number of clone pairs detected in our tool to NiCad and SimCad in four
open source systems
To compare our clone results to some of the selected tools (Simian, ConQat, and Visual Studio) we faced
two challenges. First, the output of these tools are clone classes, not clone pairs. It is not feasible to compare
clone pairs to clone classes because not all combinations in the cluster result in clone pairs. The combinations
of all clones in the cluster of clones Type-1, Type-2 and Type-4 results in clone pairs, but not clones Type-3.
Let’s say a cluster has three clone fragments A, B and C. A is clone Type-3 of B and B is a clone Type-3 of
C. It is not necessary that A is a clone of C. The other challenge is these tools detect clones at a different
granularity, line-level (free granularity).
Bellon et al. [24] used the ok and good metric to measure the overlapping between two clone pairs of
different granularities. Since we could not generate an accurate clone pairs report for these tools we measured
that common cloned line of code (LOC). Figure 5.4 shows the total clones LOC detected by NetSim, total
cloned LOC by the selected tools and the common cloned LOC between NetSim and the selected tools. For
most parts, our tool detects more clones and cloned LOC. Also, it detects most clones that are detected by
other tools. We note from the figure that ConQat has more cloned LOC than other tools and that is due to
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Figure 5.4: Comparing the number of cloned line of code in our tool to other clone detectors (Simian,
ConQat, and Visual Studio) in four open source systems
5.4.2 Qualitative Evaluation
To measure the quality of reported clones we used both recall and precision for NetSim and compare it to
other state-of-the-art.
5.4.2.1 Precision
Precision measures the accuracy of the results. It represents the percent of true clones in the reported clones.
We measured the precision of the clone detection tools by manually validating a sample that is selected
randomly for each tool.
Sample collection: We created a clone pool that contains all clones reported by the selected tools. We
filtered out the duplicated clones that are reported by two or more tools to avoid double validation. For each
tool, we randomly selected 500 clone pairs for validation, with a total of 3000 clone pairs.
Manual evaluation: Two C# developers were tasked with validating these clones as true positive or
false positive. The judges were kept unaware of the tool that was used and used their own judgement for
determining true positives and true negatives.
Precision: For each tool, the manual evaluation identifies how many true positives and false positives
in the sample collected for that tool. Table 5.4 shows that the precision of NetSim is comparable to the
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other tools. On the other side, NetSim targets a different type of clones (semantic clones). Besides, results
in Section 5.4.1 indicated that NetSim reported more clones than other tools, which means NetSim able to
detect more true clones that are not detected by the other tools.
Table 5.4: Comparing the precision based on sample evaluation
Tool NetSim NiCad SimCad ConQat Simian VS
Precision 0.72 0.84 0.78 0.54 0.76 0.59
5.4.2.2 Semantic Recall Using Mutation-Injection
Manual evaluation (Sections 5.4.1 and 5.4.2.1) indicates that NetSim is able to detect more clones than other
tools with comparable precision. To measure recall of NetSim and compare it to other tools we faced The
following challenges:
1. There is no benchmark for semantic code clones.
2. There is no benchmark for the .Net languages (C#, VB, F#, C++).
3. Our tool needs to generate the byte code for clones in order to detect clones i.e. the benchmark’s system
must be executable.
To overcome these limitations, we manually created a semantic clone benchmark then we inject these
clones into a software system to be able to compile the system and generate the byte code. Following is detail
for this experiment:
A. Semantic clones creation:
Similar to Roy et al. [140, 139], mutation operators are defined to create code clones, semantic clones
for this experiment. We started by reviewing semantic clones in the literature[53, 150, 130], semantic clone
samples in the available benchmarks[149, 153, 156] and semantic clones reported by tools [92, 87, 173, 103,
148, 149]. Then we defined a semantic clone taxonomy as follows:
Taxonomy of Semantic Clones
We show examples of semantic clones at the granularity of method that computes the average length of
words in a sentence. Figure 5.5(a) shows a possible original method and the other examples are possible
semantic clones. The purpose of these examples is to show different types of semantic clones and what type
of mutation is used to create this type of clone. In these examples, we attempt to provide simple examples
as much as possible for illustration purpose. Therefore, some of the semantic clones may still be a syntactic
clone. However, applying extensive changes using the proposed mutators produces semantic clones.
• Reordered clones: This type of clone is created by reordering statements, declarations or both
without affecting the functionality of the source code, see Figure 5.5(b). By applying more reordering
will eliminate the syntactic similarity and preserve the semantic similarity.
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• Insertion clones: Insertion of unnecessary code, intermediate results or both without affection the
functionality of the source code, see Figure 5.5(c).
• Deletion clones: Deletion of unnecessary code or intermediate results create semantic clones, see
Figure 5.5(d).
• Expression clones: Expression clone is resulted from changing any arithmetic or logical expression
into an equivalent one, see Figure 5.5(e).
• Nested/chain method call clones: This type of clones appear when there is a hierarchy of method
calls in the source code. These calls could be represented in a different hierarchy/chain with an equiv-
alent semantic, see Figure 5.5(f).
• If/switch replacement clones: Representing if-else-if statement into switch statement and vice versa
is a semantic clone, see Figure 5.5(g).
• Type widening clones: Type Widening or type narrowing to variable in a method create a semantic
clone as shown in Figure 5.5(h).
• Recursive clones: Recursive clones result from converting loops into recursive structure or vice versa.
This type of clone is difficult to detect using most of syntactic and semantic tools because the clone
has different syntax and different execution path, see Figure 5.5(i).
• Inline clones (Relative code): We called this type inline clone because of the ability to extract a
segment of the code into a method, see Figure 5.5(j).
• Control clone: In control clones one control statement is replace by an equivalent control statement,
see Figure 5.5(k).
• Construct clones: Any functionality in programming language could be solved using more than one
construct. By construct we mean the problem representation (data structure) and algorithm selected.
This results in syntactically a totally different clone. This type of clone is difficult to detect by most
proposed techniques. Figure 5.5(l) shows an example of a cloned method that uses a pattern matcher
to provide the same functionality.
• Combine/collapse nested if clones: Nested if(-else-if) statements could be restructured in a different
but equivalent hierarchy that results in a syntactically different but semantically equivalent clone.
Figure 5.5(m) shows an example.
• Return value clones: Figure 5.5(n) represents a cloned method with the same functionality except
it prints instead of returns the result. Input/output-based techniques [97, 47, 130] fail to detect such
clones.
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• Multi-mutant clones: Semantic clones could result by applying one or more of the aforementioned
operators (mutant operations). Combining two or more of these mutant operations makes the clones
harder to detect. Figure 5.5(o) provides an example.
a- Original clone b- Reordered clone  c- Insertion clone 
double avgLength(String s) { 
  double avg; 
  int sum=0; 
  s=s.trim(); 
  if(s.length()>0) { 
    String[] w= s.split("\\s+"); 
    for(int i=0; i<w.length;i++)  
         sum+=w[i].length(); 
    avg=(double)sum/w.length; 
  } else { 
      avg=0.0; 
  } 
  return avg; 
} 
double avgLength(String s) { 
  s=s.trim(); 
  int sum=0; 
  double avg; 
  String[] w= s.split("\\s+"); 
  for(int i=0; i<w.length;i++)  
      sum+=w[i].length(); 
  if(s.length()>0) { 
    avg=(double)sum/w.length; 
  } else { 
      avg=0.0; 
  } 
  return avg; 
} 
double avgLength(String s) { 
  double avg; 
  int sum=0; 
  int intermediate=1; 
  s=s.trim(); 
  if(s.length()>0) { 
    String[] w= s.split("\\s+"); 
    for(int i=0; i<w.length;i++)  
       { int l = w[i].length(); 
       intermediate**; 
       String str= w[i]; 
       sum+=l; 
       System.out.println(str);} 
    avg=(double)sum/w.length; 
  } else {  avg=0.0;  } 
  return avg; 
} 
d- Deletion clone 
e- Expression clone f- Nest/chain call clone 
double avgLength(String s) { 
  double avg; 
  int sum=0; 
  . . .  
  if(s.length()>0) { 
    String[] w= s.split("\\s+"); 
    for(int i=0; i<w.length;i++)  
         sum+=w[i].length(); 
    avg=(double)sum/w.length; 
  } 
   . . .  
  return avg; 
  } 
double avgLength(String s) { 
  double avg; 
  int sum=0; 
  s=s.trim(); 
  if(s.length()>=1) { 
    String[] w= s.split("\\s+"); 
    for(int i=0; i<w.length;i++)  
         sum=sum+w[i].length(); 
    avg=(double)sum/w.length; 
  } else { 
      avg=0.0; 
  } 
  return avg; 
} 
double avgLength(String s) { 
  double avg; 
  int sum=0; 
  if(s.trim().length()>0) { 
  String[] w=s.split("\\s+"); 
  for(int i=0; i<w.length;i++)  
      sum+=w[i].length(); 
  avg=(double)sum/w.length; 
  } else { 
     avg=0.0; 
  } 
  return avg; 
} 
g- If/switch replacement 
clone 
h- Type widening clone i- Recursive clone 
double avgLength(String s) { 
  double avg; 
  int sum=0; 
  s=s.trim(); 
  switch (str.length()) { 
  case 0: avg=0.0; 
  default:  
   String[] w=s.split("\\s+"); 
   for(int i=0; i<w.length;i++){ 
        sum+=w[i].length(); 
   } 
   avg=(double)sum/w.length; 
  } 
  return avg; 
 } 
float avgLength (String s) { 
  float avg; 
  float sum=0.0f;  
  s=s.trim(); 
  if(s.length()>0) { 
    String[] w= s.split("\\s+"); 
    for(int i=0; i<w.length;i++) 
  sum+=w[i].length(); 
    avg=sum/w.length; 
  } else { 
      avg=0.0f; 
  } 
  return avg; 
} 
double avgLength(String s,int n){ 
  double avg; 
  double sum=0; 
  str=s.trim(); 
  if(s.indexOf(" ")>0) { 
     String word=s.substring(0,s.indexOf(" ")); 
     String newStr=s.substring (s.indexOf(" ")+1); 
     sum=word.length()+(n-1)* 
          avgLength(newStr,n-1); 
   }else { 
      return (double) s.length(); 
   } 
    avg=sum/n; 
    return avg; 
  } 
 
Figure 5.5: Examples of semantic code clones.
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j- Inline clone k- Control clone l- Construct clone 




 String[] w= s.split("\\s+"); 
 avg=(double)sum(w)/w.length; 
  } else { 
       avg=0.0; } 
  return avg; 
} 
static int sum(String[] s) { 
  int sum=0; 
  for(int i=0;i<s.length;i++){ 
      sum+=str[i].length(); 
    } 
 return sum; 
  } 
double avgLength(String s) { 
  double avg; 
  int sum=0; 
  s=s.trim(); 
  if(s.length()>0) { 
    String[] w= s.split("\\s+"); 
    int i=0;   
    while(i<words.length) { 
       sum+=words[i].length(); 
    }  
    avg=(double)sum/w.length; 
  } else { 
      avg=0.0; 
  } 
  return avg; 
} 
double avgLength(String s) { 
  double avg; 
  int sum=0; 
  s=s.trim(); 
  if(s.length()>0) { 
     Pattern p=  
        Pattern.compile("\\w+"); 
     Matcher m=p.matcher(str); 
     int counter=0; 
     while(m.find()) { 
        sum+=m.group().length(); 
        counter++;   } 
     avg=(double)sum/counter; 
    } else { 
        avg=0.0;   
  } 
    return avg;  
} 
 
m- Combine/collapse nested 
if clone 
n- Return value clone 
o- Multi-mutant clone 
 double avgLength(String s) { 
  double avg=0.0; 
  int sum=0; 
  str=str.trim(); 
  if(str.length()>0) { 
    if (str.length()>1) { 
     String[] w=s.split("\\s+"); 
    for(int i=0; i<w.length;i++)  
        sum+=w[i].length(); 
    avg=(double)sum/w.length; 
       } else { 
          avg=0.0; 
        } 
   } 
   return avg; 
} 
void avgLength(String s) { 
  double avg; 
  int sum=0; 
  s=s.trim(); 
  if(s.length()>0) { 
    String[] w= s.split("\\s+"); 
    for(int i=0; i<w.length;i++)  
        sum+=w[i].length(); 
    avg=(double)sum/w.length; 
  } else { 
      avg=0.0;  } 
  System.out.println(avg); 
} 
double avgLength (String s) { 
  double avg; 
  int sum=0; 
  int count=0; 
  str=str.trim(); 
  String[] w= str.split(" "); 
   for(int i=0;i<w.length;i++){ 
      if (w[i].length()>0) { 
        count++;  
        sum+=w[i].length(); 
        } 
     } 
  avg=(double)sum/count; 
  return avg; 
 } 
 
Figure 5.5: Examples of semantic code clones (cont).
Figure 5.5 shows an example of each of the clone types. These examples are constructed to show a
simplified example of clone types. In reality, most clones are resulted by applying more than one mutation
as shown in Figure 5.5(o).
The 14 types of semantic clones defined in Section 5.4.2.2 are used to create 60 C# clone pairs. The
clones are created manually by a graduate student who is not involved in the research. These 60 clones are
recreated in C and Java for the purpose of evaluating detectors that do not support C#. The clones are
available at. 1 Most of clones are created by more than one mutation operator.
B. Injection: The 60 semantic C# clones are injected randomly 10 times for a total of 600 unique reference
clones. Each clone pair is injected at once then we ran the selected detection tool before we evaluate the
results of the tool. We iterated this process for the 600 clone pairs. The number of times the tool is able to
detect the injected clones divided by 600 represent the tool’s recall.
1https://drive.google.com/open?id=1sK9XWQ3-fLTwVa2fWaBfV1BheHwaNFK8
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C. Results: Table 5.5 shows the measured recall for the selected tools. We selected three state-of-the-art
syntactic clone detectors (NiCad, SimCad, and Semian) and three state-of-the-art semantic clones (CCCD,
MeCC, and Oreo). NetSim overcomes all the selected tools with a recall 85%. The syntactic tools have a low
recall, NiCad was able to detect 20%, SimCad detects 16% and Simian detects 8% of the injected semantic
clones.
We also measured the recall for three semantic clone detection tools, CCCD [100], MeCC [90], and Oreo
[142]. Both CCCD and MeCC are semantic clone detection tools for C language and Oreo targets Java
semantic clones. Therefore, the same clones are converted into both C and Java languages. We used the
same procedure of injecting each clone 10 times in a total of 600 unique injections. Results in Table 5.5 shows
that CCCD can detect 58% of semantic clones, MeCC can detect only 10% of semantic clones, and Oreo can
detect 44.5% of semantic clones. The results again show the superiority of our proposed approach, NetSim,
while having comparable precision, it has the highest recall among all the tools.
Table 5.5: Comparing the recall based on semantic clone injection
Tool NetSim NiCad SimCad Simian CCCD MeCC Oreo
Recall 0.855 0.205 0.165 0.083 0.588 0.10 0.445
5.5 Related Work
Studies that targeted semantic clones tried to capture the semantic knowledge in the source code, represent
it, and use it to detect clones. A number of these studies [93, 92, 98, 109, 105, 171] captured the data flow
information and control flow information in the program that is represented in PDG. Then similar subgraphs
(isomorphic subgraphs) were identified to be the candidate semantic clones. Other studies [116, 94] applied
metric-based approaches to extract metrics from PDG and used these metrics to identify semantic clones.
PDG-based approaches are beneficial for non-contiguous code and insertion and deletion code. In addition,
they could detect certain types of near-miss clones. Conversely, these approaches are extremely expensive
in terms of PDG generation and subgraphs isomorphic. However, recent studies tried to reduce subgraph
isomorphic costs in PDG [131, 53, 38, 66, 65, 148, 35]. For example, Qui et al. [131] built the PDG from
the binary code and reduced the comparison cost of subgraph isomorphic by reducing the size PDG through
filtering out unmatched subgraphs. Similarly, Gabel at el. [53] overcome the costs of subgraph isomorphic
by converting it into tree similarity. While Henderson and Podgurski [38] used greedy independent subgraph
measures to reduce subgraphs comparison costs. Sheneamer and Kalita [148] extracted source code features
from PDG and AST and representing them in vectors where they use a machine learning classifier to identify
similar vectors. Finally, Crussell et al. [35] represent the features of a PGD in a vector then used Locality
Sensitive Hashing (LSH) to determine similar group vectors. They used this technique to detect similar
Android applications.
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Other studies have tried to analyze the behaviour of the source code. Some of them simply identified
methods that generate the same output from the same input as clones [97, 47, 130]. Others [102, 81, 80]
conducted more analysis on the behaviour of the source code by analyzing the execution path then identified
the methods that have the same or similar execution paths as clones. Krutz and Shihab [102] used diff as a
similarity measure to compare traces while Kamiya [81] used a frequent item-set algorithm for comparison.
More analysis and transformation to the source code were performed by Mateev et al. [114]. They applied
symbolic analysis in which the source code is transformed repeatedly until it becomes tractable (one execution
path from input to the output) then they compared the normalized code to detect clones. This approach is
applicable for simple programs that only could be transformed into tractable form.
In a recent study by Saini et al. [142] they used machine learning to detect semantic clones. In their
model they used the clones reported by SourcererCC [144] as training set for their model. Their approach
is good for detecting a good proportion of Type-3 clones. But, it is still not accurate in detecting semantic
clones. Besides, it needs a high hardware configurations (Min 12G of memory), and works for Java files in the
second level of directory structure only. Ours is a novel approach with intermediate language and ontology
mapping. Furthermore, we proposed a taxonomy of semantic clones and conducted extensive evaluation with
the state-of-the-art.
5.6 Summary
In this work, we developed NetSim, a semantic clone detection tool for the .NET programming languages.
NetSim is an ontology-based knowledge representation for byte code. It extracts the basic Knowledge that
represents the syntax and semantics from the byte code and represents it in a lightweight ontology. We
compared NetSim against six competing clone detection tools by measuring and comparing their precision
and recall. The experiment shows that NetSim is able to detect significantly more semantic clones in the code
base with a comparative precision to other detectors. These extra clones that are only detectable by NetSim
make its recall the highest among all detectors. Furthermore, we defined comprehensive edit scenarios (a
semantic clone taxonomy) that were used to create a broad range of possible types of semantic clones. We
used the defined taxonomy to create a set of 60 semantic clones that are used to evaluate NetSim and compare
it to other tools.
The biggest challenges we faced in evaluating our technique are 1) the unavailability of semantic clone
benchmarks, and 2) no benchmark for the .NET programming languages. Due to the need of having a
semantic clone benchmark that enables the evaluation of existing and emerging techniques and tools, we
propose a methodology to build a benchmark with minimal human effort for validation. Then we create a
semantic benchmark for four programming languages, as presented in the next chapter (Chapter 6).
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Chapter 6
SemanticCloneBench: A Semantic Code Clone Bench-
mark using Crowd-Source Knowledge
Both newly proposed code clone detection techniques and existing techniques and tools need to be evalu-
ated and compared. This evaluation process could be done by assessing the reported clones manually or by
using benchmarks. The main limitations of available benchmarks include: they are restricted to one program-
ming language; they have a limited number of clone pairs that are confined within the selected system(s); they
require manual validation; they do not support all types of code clones. To overcome these limitations, we
proposed a methodology to generate a wide range of semantic clone benchmark(s) for different programming
languages with minimal human validation. Our technique is based on the knowledge provided by developers
who participate in the crowd-sourced information website, Stack Overflow. We applied automatic filtering,
selection and validation to the source code in Stack Overflow answers to create a dataset of semantically
similar code fragments from the alternative answers to the same programming problem. Finally, we build a
semantic code clone benchmark of 4000 clones pairs for the languages Java, C, C# and Python.
6.1 Introduction
There are two primary measurements used to evaluate the accuracy of clone detection tools, precision, and
recall. First, validate tool results as true positive and false positive manually. This evaluation can measure
the actual precision (results accuracy) of the tool. However, it is time-consuming and dependent on the
individual’s understanding of code clone definition. Besides, it does not reflect all the true clones exist in the
target system (Recall). Measuring Recall of tools is more challenging since there is a need to know all true
clones in the target system, i.e., clone benchmark. Building a clone benchmark is a challenging task since it
needs to be accurate, large enough, includes all types of clones and represents real clones that occur during
the development process.
Existing benchmarks have the following issues: First, they are not large enough or not enough references
for all types of clones (Both syntax and semantic); for example, Bellon’s benchmark [24] does not have type-4
clones, Krutz’s benchmark [101] has only 66 clones without any type-1 clones, Yuki’s benchmark [176] has 19
unclassified clones and Wanger’s benchmark [167] has only 29 type-4 clones. Second, they are the resulted
clones of one or more detection tools [24]. That means only a subset of real clones in the systems that are
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detected by selected tools. Third, they follow the definition of the creator [139], which do not represent
real clones generated by developers. Fourth, existing benchmarks supports one or two languages only. For
example, BigCloneBench [153] supports Java only and Krutz’s benchmark [101] is for C language. Still there
is no benchmark specialized for semantic clones.
The two primary challenges in building a clone benchmark are candidate selection and manual validation.
Candidates should be real clones that are occurred in the development process. Also, selection should be
objective and includes all types of clones, i.e, not author’s defined clones or some tool’s results. Manual
validation is a nontrivial process and time consuming [168]. For example, Jeffery et al. [153] spent 600
working hours to validate their benchmark.
In this chapter, we propose a methodology for building a code clone oracle (functional clone database) with
the minimal need for manual validation. We used the knowledge in Stack Overflow, a question and answer
website for computer programming [169]. We extracted all questions that have a code snippet as well as the
answers that have code snippets. Code snippets within the answer for one particular question are considered
code clones because they answer the same problem and perform the same functionality. Programmers who
have tried or tested these code snippets are able to distinguish the good responses from the bad responses
by using the voting mechanism provided by Stack Overflow. We consider the voting process as our manual
validation since it reflects programmers’ opinions regarding the quality and functionality of the code snippet.
Also, we perform more filtering and processing on the selected code such as minimum size limit, syntax
correctness, and syntactical clone filtering. Then, we evaluated more than 10000 clone pairs manually. The
results show that more than 53% of the selected method pairs are real semantic clones. Finally, we were able
to build a semantic clone benchmark, SemanticCloneBench, that contains 4000 semantic code clones for the
languages Java, C, C# and Python.
This chapter is based upon the manuscript "SemanticCloneBench: A Semantic Code Clone Benchmark
using Crowd-Source Knowledge" [12]. It was published by myself, Chanchal K.Roy and Tonghao Chen at the
14th International Workshop on Software Clones (IWSC 2020). I was the lead author of the work under the
supervision of Chanchal K. Roy, while Tonghao Chen contributed to the manual validation. The publication
has been modified and re-formatted to better fit in the context of the thesis.
The remaining of the chapter is organized as follows. Section 6.2 presents our methodology of building
semantic clone benchmark. Section 6.3 describes the benchmark and it’s usage. In section 6.3.2 we analyse
the textual similarly of the clones in the benchmark. Section 6.5 discusses related works and section 6.4
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Figure 6.1: A schematic diagram that shows the complete process for constructing a semantic code
clone benchmark using data from Stack Overflow
6.2 Methodology
Stack Overflow is a website that enables users to ask and answer questions related to programming languages.
It has over 19 million questions, 28 million answers, 73 million comments, and 11 million registered users1.
For each question, participants submit different answers. We can be sure that correct answers should be
functionally equivalent. On the other hand, some questions do not have multiple answers, answers could be
incomplete or erroneous, answers could not represent a fully functional unit, or answers could be syntactically
similar which does not comply with the definition of the semantic clone. Therefore, we design a selection pro-
cess that includes automatic validation, filtering, and selection to overcome all the aforementioned challenges
and reduce the number of candidate clones that need manual validation. The complete process construction
of our semantic code clone benchmark is summarized in Figure 6.1.
6.2.1 Data Extraction
Our process starts by collecting the Stack Overflow questions and answers from SOTorrent [21] database.
A Stack Overflow thread contains a question, several answers, a number of comments, votes for answers, and
other related data. We were interested in posts (Questions) that represent a programming problem and have
multiple answers. Our query retrieved all answers that solve programming language problem (Contain source
code) and grouped by question. Listing 6.1 shows our query to retrieve all C answers. We collected answers
for four programming languages, Java, C, C#, and Python. These answers create the initial clone class.
Our query retrieved approximately 4 million answers from SOTorrent . Table 6.1 column# 2 and 3 show




Listing 6.1: An example of SQL Query
1 SELECT init.Body as Answer
2 ,init.ID as Post_Link
3 ,parent.ID as Id
4 ,parent.Title as Title
5 FROM [sotorrent-org:2018_12_09.Posts] init
6 LEFT JOIN [sotorrent-org:2018_12_09.Posts]
7 parent on init.Parentid = parent.Id
8 Where init.Body like '%<code>%'
9 AND init.PostTypeID = 2
10 AND parent.Tags like '%<c>%'
Table 6.1: Number of questions and answers in Stack Overflow and each processing step
Filter No Filter (Total Number) >=2 answers contain source code Include methods >=10 lines Votes>0
Language Questions Answers Questions Answers Questions Answers Questions Answers Questions Answers
Java 1556189 2582119 432086 1183439 95837 435186 30153 92788 15320 60374
C 297405 602044 119990 338519 26597 90202 10435 30702 6972 21236
C# 1310182 2216152 375898 1025420 52827 176384 12180 33211 8615 26777
Python 1223511 1807837 359051 968235 57820 219632 23935 70485 15227 49886
6.2.2 Syntax Validation
Answers in Stack Overflow contain both text and code snippet. Fortunately, the code snippet in each answer
on Stack Overflow is surrounded by a < code > tag. This greatly reduces the difficulty of code extraction,
as it only needs to apply a regular expression to match the content between < code > and < /code > and
store them separately in the code file.
Code snippets in answers come in different granularities. Some are just a line of code or a few lines that
show how an API is used. Others come as a function or a full program. Most of code snippets are not a
complete program. Therefore, a solid functional unit should be extracted that is error-free.
For the purpose of building a semantic code clone benchmark we have chosen method/function level
granularity, that is because the non-function code snippets are usually too short to express the meaning
behind it. On the contrary, the method usually contains more information and the process of the solution.
Therefore, the method will be more helpful in determining clones. TXL [34] is used in this step to extract
methods from the code snippets. TXL parser extracts syntactically correct methods only. Also, we used
TXL to normalize the selected methods. This includes the removal of comments, white spaces and a strict
pretty printing. Table 6.1 column# 7 shows the number of answers that contain methods. In some cases,
some answers contain more than one method so we saved all methods in the answers for further selection
process.
We also performed a minimum-line-limit filter in this step to make sure all extracted functions have at
least 10 lines of code [156, 132]. This also helped us to filter out about 75% of the candidate functions, and
will reduce the manpower for manual validation later. Refer to Table 6.1 column #9.
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6.2.3 Functionality Validation
After all the aforementioned selection processes, we still have a large number of methods to validate (92K
Java methods, 30K C methods, 10K C# methods, and 21K Python methods). In order to reduce manual
validation, we applied another filter as per the quality of the answers by the Stack Overflow community.
Stack Overflow users participate in asking questions, answering, commenting, and voting in order to get
rewards. Stack Overflow employs a voting mechanism for questions and answers to help users to identify
trustworthy answers [55]. Answers are posts that have up-votes and down-votes with the best answers
receiving more up-votes. For the purpose of our benchmark we considered only up-voted methods and
ignored non-voted and the down-voted methods. Up-voted methods represent 60% of total methods so this
step reduces the total number of methods by 40%, see Table 6.1 (last two columns).
6.2.4 Syntactic Clone Filtering
The main goal of this study is to build a real semantic clone benchmark. Therefore, we reviewed all the
definitions of semantic clones in the lecture and we found that most definitions agree that semantic clones are
code fragments that perform the same computation but are implemented through different syntactic variants
[141]. Therefore, we identified syntactically similar fragments using NiCad [138] and eliminate them. NiCad
has high precision and recall in detecting syntactic clones [156]. It is true that the eliminated answers are
functionally equivalent. But, they are not considered semantic clones according to the definition of semantic
clones.














Java 18146 3141 15049 7,627 2,019 5,944
C 6210 312 5898 3,383 372 3,011
C# 7404 488 6916 1,986 523 1,507
Python 15103 2773 12343 7,322 2,451 5,320
Before using NiCad to detect syntactic clones we build all possible clone pairs. For each question, all
answers combinations are candidate clones. However, some answers have more than one method. We used
two heuristics to select between methods. First, we chose the biggest method in the answer. Table 6.2, the
second column shows the number of candidate clone pairs. Second, we selected methods in answers that have
the same name. Column #5 shows the number of candidate clones that have the same name.
Table 6.2 shows the number of syntactic clone pairs detected by NiCad. Clones that are detected by NiCad
represent syntactic clones (around 18%) are filtered out for the purpose of the semantic clone benchmark.
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 static int convertToInt(string a) 
    { 
        int x = 0; 
        Char[] charArray = a.ToCharArray(); 
        int j = charArray.Length; 
 
        for (int i = 0; i < charArray.Length; i++) 
        { 
            j--; 
            int s = (int)Math.Pow(10, j); 
 
            x += ((int)Char.GetNumericValue(charArray[i]) * s); 
        } 
        return x; 
    } 
 
static int convertToInt(string a) 
{ 
    int x=0; 
    for (int i = 0; i < a.Length; i++) 
        { 
            int temp=a[i] - '0'; 
            if (temp!=0) 
            { 
                x += temp * (int)Math.Pow(10, (a.Length - (i+1))); 
            }               
        } 





Figure 6.2: Semantic clone pair form Stack Overflow post "How can I convert String to Int? " 2
It is evident that there is a good number of syntactic clones exist in Stack Overflow answers. These clones
are perfect to construct a syntactic benchmark. To avoid the bias of using clone detector, we can select a
random set of answers and validate them manually or we can select answers that are textually similar and
validate them manually.
6.2.5 Manual Validation
Table 6.3: Number of validated clone pairs
Language Number of validated clones True semantic clones Validation time(hours)
Java 1775 1000 26
C 1742 1000 32
C# 1894 1000 26
Python 2020 1000 30
Total 7431 4000 114
Manual validation is the last task for building benchmarks. We hired two judges to mark all method pairs
as true positive or false positive according to their functionality. A graphical interface is designed to facilitate
the validation process. It displays the candidate clone, the title of Stack Overflow question to give an idea
of the validation functionality, and three options, True, False, and Undecided. The judges were summer
students who were not involved in the research. Rather, they were introduced to the topic of semantic clones
and read a number of related papers. Judges are asked to tag candidate clones as True if they perform the
same functionality and False otherwise. Our final goal was to have 1000 clone pairs for each programming
language. Table 6.3 shows the number of candidate clones that are needed to be validated to reach 1000
semantic clone pairs for each language. Also, it shows the time needed to finish validation. A total of 114
2https://stackoverflow.com/questions/1019793/how-can-i-convert-string-to-int
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hours spent by two judges to validate 7432 clone pairs.
Manual validation proves the feasibility of our selection process in finding semantic clone candidates.
54% of selected candidates are true semantic clone. Unlike Krutz and Le[101], they examine 1536 candidate
clones to identify 66 clone pairs, only 9 semantic clones for one programming language. Also, the selection
and filtering process helped to reduce the effort in building a benchmark of 4000 clone pairs. Only 114 hours
are needed by two judges to finish the validation load. Finally, Figure 6.2 shows an example of a semantic
clone that is tagged as true by the judges.
6.3 SemanticCloneBench in use
We designed our semantic code clone benchmark (SemanticCloneBench) into two forms, injected in a system
form and stand-alone clones form. SemanticCloneBench is available online for use 3.
Injected in a system . We designed SemanticCloneBench as a real software system that has clones.
We selected 4 systems (Table 6.4) and we injected the clones into random locations. We considered medium
size systems since we know not all detection tools are scalable for large systems. We injected clones into
syntax-correct locations, where no clone pair are injected in the same file. Each subject system is associated
with the clone references.
Table 6.4: Subject system to inject clones
System Language Number of files Line of code
JHotDraw7 Java 711 130k
PostgreSQL-12.0 C 1343 1368k
Mono1.1.4 C# 9822 5518k
django Python 2031 240k
Stand alone clones. We also kept each clone pair in a single text file for another usage. Practitioners
could use a subset of clones for other testing or could inject them into other systems. Some clone detectors
cannot scale for large systems and others have certain limitations. For example, Oreo [142] detect clones only
in the second directory of the file structure.
6.3.1 Evaluating Clone Detectors using SemanticCloneBench
SemanticCloneBench can be used to measure the semantic recall of clone detection tools. Recall is defined
as the fraction of the true clone detected by a clone detection tool (1), where RecallSem is the measured








We used SematicCloneBench to measure semantic recall for four clone detectors (See Table 6.5). We used
NiCad to filter out syntactic clones in an earlier stage of building the benchmark. We are using it again with
different configurations. We increased the dissimilarity threshold (UPI) of NiCad from 0.3 to 0.35 and used
blind renaming of identifiers to enable NiCad to detect more gaped clones. We ran NetSim on the injected
Mono1.1.4 with the 1000 clones. But, NetSim detection is based on the byte code and the source code of
Mono1.1.4 could not compile even when clone injection is syntactically correct. Therefore, we injected one
clone at a time, compile the code base then run NetSim. We found out that there are 100 clones are compile-
able. Out of 100 injected and compiled clones, NetSim was able to detect 48 clones. We ran NiCad and
SimCad on the injected JhotDraw7 with the 1000 clones. NiCad was able to detect 40 clones while SimCad
detected 25 clones. Oreo runs on source code in the second level of the file structure only. Therefore, we had
to inject the clones in certain locations for Oreo. Oreo is able to detect only 97 clones.
We have not expected a good recall for clone detection tools on SemanticCloneBench since most tools are
based on measuring syntactic similarity to identify code clones. SemanticCloneBench represents the region
where most detection tools are difficult to perform. That is because it follows the definition of semantic
clones.
Table 6.5: Clone detection tools’ recall
Tool Granularity Target language Clone type Recall
NetSim Method C# 1,2,3 0.48
NiCad Method Java, C, C#, and Python 1,2,3 0.04
SimCad Method Java, C, C#, and Python 1,2,3 0.025
Oreo Method Java 1,2,3 and 4 0.097
6.3.2 Textual Similarity in SemanticCloneBench Clones
Semantic clones represent a challenge for most detection tools where it is hard for most tools to reach a good
recall since semantic clones are not textually similar. Most tools that are based on the similarity threshold,
set up the threshold value at the point where false positive started to produce. These tools never attempt
to detect clones with a lower threshold in order to keep high precision. However, semantic clones carry some
textual similarity. But it is still not examined by detection tools. In this section, we measured the textual
similarity of clones in SementicCloneBench.
We start by normalizing the code in the benchmark. This includes removal of comments and white-spaces,
normalizing all literals and identifiers and pretty-printing of the code. Then we used the Longest Common
Subsequence (LCS) [71] algorithm on the sequence of normalized lines to measure the textual similarity
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between clones. We scale the similarity in the range of 0 to 100, where 100 means textual identical and 0
means total-textual different. Figure 6.3 shows the distribution of clones in SemanticCloneBench over the
similarity scale.
The figure shows that semantic code clones hold a low textual similarity. The majority of Java, C, and
C# semantic clones are less than 50 textual similar. This means that clone detection tools should set their
threshold to a value less than the range in order to detect clones in that range. The figure shows that Python
semantic clones have more textual similarity. Most Python clones reside in the range of 30 to 60. But it is
still very low comparing to the threshold used by detection tools which justify the shortage of most detection
tools to detect semantic clones.
   












































































Figure 6.3: Textual similarity between the clones of SemanticCloneBench
6.4 Threats to Validity
The clones in our benchmark may not be real clones. However, these clones are provided as example solutions
for many problems by many real developers. Furthermore, we considered the method level clones and those
received high votes by the stack Overflow users. Thus, the clones in our benchmark might be real semantic
clones to some extent. In order to guarantee further accuracy, judges also validated the clones. Of course,
there might be errors in the manual validation process and in future we plan to involve more judges for
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cross validation. In filtering out syntactic clones (type-1, type-2 and type-3 clones) we used the NiCad
clone detector. NiCad might not have filtered out all such clones. However, NiCad has been widely used
for detecting such types of clones. Furthermore, even if there are some syntactic clones in the semantic
benchmark, they may not impact much in evaluating the semantic clone detection tools. Of course, the
presence of more syntactic clones may wrongly promote some tools for their capability of detecting semantic
clones. We plan to address this concern with a future release of the benchmark.
6.5 Related Work
The first clone benchmark was created by Bellon et al. [24] in 2007. They verified 2% of clones reported by
six clone detection tools in four C systems and four Java systems. This verification was performed by one
judge. The main issue in this benchmark is created by one author and all candidates are clone reports by
tools. Therefore, not all types of clones are included in this benchmark.
Similarly, Krutz and Le [101], selected a random set of 1536 method pairs in three C open source programs,
Apache, Python and PostgreSQL. They hired three expert judges and four students to evaluate these pairs
manually. They found that only 66 clone pairs, out of the 1536 candidate clones, were real clones. Their
benchmark contains 43 type-2 clones, 14 type-3 clones and 9 type-4 clones (semantic clones).
Svajlenko at al. [153] hired 9 judges to manually tag candidate clones as true positive or false positive.
They identified 44 common functionalities that are used widely in IJaDataset. Unlike the aforementioned
benchmarks, they used a search heuristic to identify candidate clones, for these functionalities, instead of
using clone detection tools. They were able to build a large benchmark that contains all types of clones.
However, their benchmark is only for Java language.
Roy and Cordy [139] design various scenarios to create different types of clones that are injected into the
code base and used in the evaluation process to measure recall and precision. However, these scenarios have
to be comprehensive (covering all types of clones that could appear in real source code) and not depend on
any clone definition.
Recently, Yuki et al. [176] proposed a technique to build a benchmark through mining software versions
and identify merged methods (merged cloned methods in the next version). Two merged methods are consid-
ered clones if they are textually similar and called by the same methods in the next version. Unfortunately,
their technique is limited to only refactored clones, which are a small portion of code clones. In more than
15K versions they were able to identify 19 clones only.
Other studies [167, 149, 50] used Google Code Jam 4 as a semantic clone benchmark. They considered
solutions for the same question semantic clones. The correct solutions that pass judgments of the contest are
truly semantic programs. But the majority of clone detectors do not work on a file or a program granularity.
Therefore, benchmarks should be built on a more fine-grain granularity such as block or method. Wanger et
4https://codingcompetitions.withgoogle.com/codejam
103
al. [167] used the main functions of the solutions as semantic clones to be able to evaluate CCCD [100]. Then
they build a semantic clone benchmark by considering the main method only and excluding syntactically
similar methods. Their benchmark includes 29 clone pairs only (16 Java clones and 13 C clones).
Stack Overflow is well known as a source of online code clones where developers copy source code from
projects into Stack Overflow and vice versa [8, 172]. A number of empirical studies used clone detection tools
to identify code cloned from Stack Overflow and analyze its quality [51, 15, 132]. These studies found clear
evidence that a reasonable portion of Stack Overflow reused code is buggy code, outdated code, has security
flow, or violate software licenses.
6.6 Summary
Semantic code clones are the most challenging type of clones to detect. Also, evaluating semantic clone
results is fuzzy according to the definition and understanding of semantic clones. In this paper, we mine the
knowledge of the Stack Overflow to find semantic code clones with minimal human effort. We considered the
answers for the same programming question are a functionally equivalent code and methods in the answers
are semantically similar answers. We extracted methods from Stack Overflow answers. Then we filter out
small, incomplete and low-voted answers by Stack Overflow community. We validated 7431 candidate pairs to
build a semantic clone benchmark of 4000 clone pairs in the languages Java, C, C# and Python. These clone
pairs could be used as a piece of knowledge to understand how semantic clones are syntactically different and
would guide the research to enhance the detection of semantic clones.
Manual validation proofs the feasibility of our selection process in finding semantic clones candidates.
54% of selected candidates are true semantic clone. On the other hand, the selection and filtering process
helped to reduce the effort in building a benchmark of 4000 clone pairs. Only 114 hours are needed by two
judges.
Our technique benefits from the on-line community in several ways:
• Select functionality
Programmers look for online help to solve certain programming functionality. Programmer’s lack of
knowledge in a certain area is the main reason for cloning. Therefore, Stack Overflow questions reflect
real functionality where cloning happens.
• Creating clones
Users of different programming skills and backgrounds compete to solve Stack Overflow questions.
Therefore, there are more than one answer for each question, and these answers are real functional
clones that are created by online community.
• Identify duplicate questions
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Stack Overflow advises users to avoid duplicate question. In case of duplication, Stack Overflow links
the duplicated questions.
• Validate clone
Stack Overflow motivates users and awards them according to their participation in asking, answer-
ing, commenting, voting, tagging, and editing questions. More experienced users generally edit more
questions, suggest better answers, and vote for the best answers. The voting process is considered an
acceptable validation for question correctness and functionality.
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Chapter 7
Evaluating Semantic Code Clone Detectors Using an
Injection Framework
Software clones is an active research area. A large number of clone detection tools have been proposed
and are still being proposed in this area. These tools target all types of clones. However, a smaller number
of clone detection tools target semantic clones. Although some work has been done to evaluate and compare
clone detection tools, little work has been done to evaluate semantic clone detection tools. This is mostly due
to the difficulty in identifying semantic clones themselves and building a real semantic clone benchmark. In
this study, we propose an injection framework that injects semantic clones in a software system, and evaluates
the semantic clone detectors results.
7.1 Introduction
Code clones are classified either as syntactic clones (Type-1, Type-2, or Type-3 depending on their syntax
similarity) or semantic clones (Type-4), which are syntactically different but still perform the same compu-
tation [141]. We discussed in Chapter 2 a number of semantic clone definitions and their vagueness. We
showed that some definitions are narrow, such as Simions, while other definitions are broad, such as similar
functional clones. Progressively, clone detectors are produced by practitioners due to the variety of their
applications and their importance [155]. Studies that target semantic clones should be base on a clear def-
inition of semantic clone. Existing clone detection tools and newly proposed tools need to be evaluated to
prove their efficiency in detecting clones according to a real semantic clone benchmark.
There are two primary measurements used to evaluate the accuracy of detection tools, precision and
recall. To measure the precision of a tool, the detected clones need to be validated as true positive or false
positive manually. Manual validation is time-consuming and dependent on the individual’s understanding of
the code clone definition. Manually validating detected clones does not reflect the true clones in the target
system (recall). Measuring recall of tools is more challenging since there is a need to know all true clones in
the target system, i.e., clone benchmark.
Building a clone benchmark is a challenging task since it needs to be accurate, large enough, include
all types of clones and represents real clones that occur during the development process. Existing clone
benchmarks have a good number of syntactic clone references. But they have a very limited number of
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semantic clones. This is due to the difficulty of finding real semantic clones either manually by practitioners
or automatically by tools. In this study we define a comprehensive taxonomy for semantic clones, then we
define mutants to create clones according to the taxonomy, then we inject these clones into a subject system.
Finally, we use these clones to evaluate semantic clone detection tools. Furthermore, we used the semantic
clone benchmark that is created in the previous section with our framework to evaluate the tools.
This chapter is based upon the unpublished manuscript "Evaluating semantic code clone detectors using
Semantic Clone Benchmark". I am the lead author of the work under the supervision of Chanchal K. Roy.
The manuscript has been modified and re-formatted to better fit in the context of the thesis.
The remainder of the chapter is organized as follows. In Section 7.2 we present our taxonomy of semantic
clones which we use to create a semantic clone benchmark. Section 7.3 describes our injection and evaluation
framework, then we use the framework on our benchmarks to evaluate tools in Section 7.4. We measure the
precision and the execution time of the tools in Sections 7.4.1 and 7.4.2. Finally, Section 7.5 discusses related
work and Section 7.6 summarizes our work.
7.2 Taxonomy of Semantic Clones
In Chapter 5, we defined the semantic clone taxonomy, and then we used the taxonomy to create a semantic
clone benchmark of 60 clones in C, Java, and C#. In this section, we demonstrate the taxonomy and discuss
in detail the process of creating the semantic clones.
According to Roy and Cordy [141], semantic clones are defined as code fragments that perform the same
computation but are implemented through different syntactic variants. Unlike syntactic clone, that are
resulted from copy/paste/modify, semantic clones are are created unintentionally where they do not look
similar textually. In this section, we propose a comprehensive taxonomy of all possible types of semantic
clones. Our taxonomy is not built based on a simple copy/paste/edit scenario, but rather, it is derived from
a large body of published work on existing semantic clone definitions [53, 150, 130], semantic clone types
[140, 60, 167] and reported semantic clones by tools and benchmarks [92, 87, 173, 103, 148, 149, 153, 156].
We show examples of semantic clones at granularity of method that computes the average length of words
in a sentence. Figure 7.1(a) shows the original possible function and the others are all possible semantic
clones. The purpose of these examples is to show the types of semantic clones and what type of mutation
is used to create this type of clone. In these examples, we attempt to provide simpler examples as much
as possible for the purpose of elaboration. Therefore, some of them still may be syntactic clones. However,
applying extensive changes using the proposed mutators may produce semantic clones.
• Reordered clones: This type of clone is created by reordering statements, declarations or both
without affecting the functionality of the source code, see Figure 7.1(b). By applying more reordering
will eliminate the syntactic similarity and preserve the semantic similarity.
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• Insertion clones: Insertion of unnecessary code, intermediate results or both without affecting the
functionality of the source code, see Figure 7.1(c).
• Deletion clones: Deletion of unnecessary code or intermediate results creates a semantic clone, see
Figure 7.1(d).
• Expression clones: Expression clone is resulted from changing any arithmetic or logical expression
into a different but equivalent one, see Figure 7.1(e).
• Nested/chain method call clones: This type of clones appear when there is a hierarchy of method
calls in the source code. These calls could be represented in a different hierarchy/chain with an equiv-
alent semantic, see Figure 7.1(f).
• If/switch replacement clones: Representing if-else-if statement into switch statement and vice versa
is a semantic clone, see Figure 7.1(g).
• Type widening clones: Type Widening or type narrowing to variable in a method create a semantic
clone as shown in Figure 7.1(h).
• Recursive clones: Recursive clones result from converting loops into recursive structure or vice versa.
This type of clone is difficult to detect using most syntactic and semantic tools because the clone has
different syntax and different execution paths, see Figure 7.1(i).
• Inline clones (Relative code): We called this type inline clone because of the ability to extract a
segment of the code into a method, see Figure 7.1(j).
• Control clone: In control clones one control statement is replaced by an equivalent control statement,
see Figure 7.1(k).
• Construct clones: Any functionality in programming language could be solved using more than one
construct. By construct, we mean the problem representation (data structure) and algorithm selected.
This results in a syntactically totally different clone. This type of clone is difficult to detect by most
proposed techniques. Figure 7.1(l) shows an example of a cloned method that uses a pattern matcher
to provide the same functionality.
• Combine/collapse nested if clones: Nested if(-else-if) statements could be restructured in a different
but equivalent hierarchy that results in a syntactically different but semantically equivalent clone.
Figure 7.1(m) shows an example.
• Return value clones: Figure 7.1(n) shows a cloned method with the same functionality except it
prints instead of returns the result. IO-based techniques [97, 47, 130] fail to detect such clones.
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• Multi-mutant clones: Semantic clones could result by applying one or more of the aforementioned
operators (mutant operations). Combining two or more of these mutant operations makes the clones
harder to detect. Figure 7.1(o) provides an example.
Figure 7.1 shows an example of each of the semantic clone types. These examples provide simplified
examples of semantic clone types. However, in reality, most clones result from applying more than one of the
mutations, as shown in Figure 7.1(o).
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a- Original clone b- Reordered clone  c- Insertion clone 
double avgLength(String s) { 
  double avg; 
  int sum=0; 
  s=s.trim(); 
  if(s.length()>0) { 
    String[] w= s.split("\\s+"); 
    for(int i=0; i<w.length;i++)  
         sum+=w[i].length(); 
    avg=(double)sum/w.length; 
  } else { 
      avg=0.0; 
  } 
  return avg; 
} 
double avgLength(String s) { 
  s=s.trim(); 
  int sum=0; 
  double avg; 
  String[] w= s.split("\\s+"); 
  for(int i=0; i<w.length;i++)  
      sum+=w[i].length(); 
  if(s.length()>0) { 
    avg=(double)sum/w.length; 
  } else { 
      avg=0.0; 
  } 
  return avg; 
} 
double avgLength(String s) { 
  double avg; 
  int sum=0; 
  int intermediate=1; 
  s=s.trim(); 
  if(s.length()>0) { 
    String[] w= s.split("\\s+"); 
    for(int i=0; i<w.length;i++)  
       { int l = w[i].length(); 
       intermediate**; 
       String str= w[i]; 
       sum+=l; 
       System.out.println(str);} 
    avg=(double)sum/w.length; 
  } else {  avg=0.0;  } 
  return avg; 
} 
d- Deletion clone 
e- Expression clone f- Nest/chain call clone 
double avgLength(String s) { 
  double avg; 
  int sum=0; 
  . . .  
  if(s.length()>0) { 
    String[] w= s.split("\\s+"); 
    for(int i=0; i<w.length;i++)  
         sum+=w[i].length(); 
    avg=(double)sum/w.length; 
  } 
   . . .  
  return avg; 
  } 
double avgLength(String s) { 
  double avg; 
  int sum=0; 
  s=s.trim(); 
  if(s.length()>=1) { 
    String[] w= s.split("\\s+"); 
    for(int i=0; i<w.length;i++)  
         sum=sum+w[i].length(); 
    avg=(double)sum/w.length; 
  } else { 
      avg=0.0; 
  } 
  return avg; 
} 
double avgLength(String s) { 
  double avg; 
  int sum=0; 
  if(s.trim().length()>0) { 
  String[] w=s.split("\\s+"); 
  for(int i=0; i<w.length;i++)  
      sum+=w[i].length(); 
  avg=(double)sum/w.length; 
  } else { 
     avg=0.0; 
  } 
  return avg; 
} 
g- If/switch replacement 
clone 
h- Type widening clone i- Recursive clone 
double avgLength(String s) { 
  double avg; 
  int sum=0; 
  s=s.trim(); 
  switch (str.length()) { 
  case 0: avg=0.0; 
  default:  
   String[] w=s.split("\\s+"); 
   for(int i=0; i<w.length;i++){ 
        sum+=w[i].length(); 
   } 
   avg=(double)sum/w.length; 
  } 
  return avg; 
 } 
float avgLength (String s) { 
  float avg; 
  float sum=0.0f;  
  s=s.trim(); 
  if(s.length()>0) { 
    String[] w= s.split("\\s+"); 
    for(int i=0; i<w.length;i++) 
  sum+=w[i].length(); 
    avg=sum/w.length; 
  } else { 
      avg=0.0f; 
  } 
  return avg; 
} 
double avgLength(String s,int n){ 
  double avg; 
  double sum=0; 
  str=s.trim(); 
  if(s.indexOf(" ")>0) { 
     String word=s.substring(0,s.indexOf(" ")); 
     String newStr=s.substring (s.indexOf(" ")+1); 
     sum=word.length()+(n-1)* 
          avgLength(newStr,n-1); 
   }else { 
      return (double) s.length(); 
   } 
    avg=sum/n; 
    return avg; 
  } 
 
Figure 7.1: Semantic code clone taxonomy.
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j- Inline clone k- Control clone l- Construct clone 




 String[] w= s.split("\\s+"); 
 avg=(double)sum(w)/w.length; 
  } else { 
       avg=0.0; } 
  return avg; 
} 
static int sum(String[] s) { 
  int sum=0; 
  for(int i=0;i<s.length;i++){ 
      sum+=str[i].length(); 
    } 
 return sum; 
  } 
double avgLength(String s) { 
  double avg; 
  int sum=0; 
  s=s.trim(); 
  if(s.length()>0) { 
    String[] w= s.split("\\s+"); 
    int i=0;   
    while(i<words.length) { 
       sum+=words[i].length(); 
    }  
    avg=(double)sum/w.length; 
  } else { 
      avg=0.0; 
  } 
  return avg; 
} 
double avgLength(String s) { 
  double avg; 
  int sum=0; 
  s=s.trim(); 
  if(s.length()>0) { 
     Pattern p=  
        Pattern.compile("\\w+"); 
     Matcher m=p.matcher(str); 
     int counter=0; 
     while(m.find()) { 
        sum+=m.group().length(); 
        counter++;   } 
     avg=(double)sum/counter; 
    } else { 
        avg=0.0;   
  } 
    return avg;  
} 
 
m- Combine/collapse nested 
if clone 
n- Return value clone 
o- Multi-mutant clone 
 double avgLength(String s) { 
  double avg=0.0; 
  int sum=0; 
  str=str.trim(); 
  if(str.length()>0) { 
    if (str.length()>1) { 
     String[] w=s.split("\\s+"); 
    for(int i=0; i<w.length;i++)  
        sum+=w[i].length(); 
    avg=(double)sum/w.length; 
       } else { 
          avg=0.0; 
        } 
   } 
   return avg; 
} 
void avgLength(String s) { 
  double avg; 
  int sum=0; 
  s=s.trim(); 
  if(s.length()>0) { 
    String[] w= s.split("\\s+"); 
    for(int i=0; i<w.length;i++)  
        sum+=w[i].length(); 
    avg=(double)sum/w.length; 
  } else { 
      avg=0.0;  } 
  System.out.println(avg); 
} 
double avgLength (String s) { 
  double avg; 
  int sum=0; 
  int count=0; 
  str=str.trim(); 
  String[] w= str.split(" "); 
   for(int i=0;i<w.length;i++){ 
      if (w[i].length()>0) { 
        count++;  
        sum+=w[i].length(); 
        } 
     } 
  avg=(double)sum/count; 
  return avg; 
 } 
 
Figure 7.1: Semantic code clone taxonomy (cont).
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7.2.1 Semantic Clone Creation According to Semantic Clone Taxonomy
In this section, we used the semantic clone taxonomy we defined in the previous subsection to create different
types of semantic clones. The 14 types of semantic clones defined in Figure 7.1 are used to create a set of
semantic clones. These clones are not created by simply applying one of the mutations in the taxonomy
definition. For example, following the first type in the taxonomy (Reorder clones) to reorder two statements
in the code fragment will not produce a semantic clone. To comply with the definition of semantic clone, the
created clone should meet two conditions. First, the produced code fragment should be textually different
and this could be done by applying the same mutant multiple times or applying more than one mutant.
Second, the produced fragment should preserve the functionality.
To overcome the limitations of automatic creation of semantic clones according to the taxonomy, we
created our set manually. We hired a graduate student who is not involved in the research. The student have
a good background of clone types and clone detection. We introduced him to our taxonomy. We asked him
to create a set of semantic code clones according to the taxonomy by using one or more mutants.
A set of 60 clones are created in C#. Then these clones are recreated in C and Java for the purpose of
evaluating detectors that do not support C#. We make sure all mutants are used in our semantic clone set.
Table 7.1 shows the number of times each mutant appears in the created clones. The clones are available at.
1 Figure 7.2 shows an example of a semantic clone pair that is created using the defined mutants.
Table 7.1: Mutation operators usage in creating semantic clones
Number Clone Type (Refactoring operation) Frequency
1 Reordered clones 6
2 Insertion clones 8
3 Deletion clones 8
4 Expression clones 4
5 Nested/chain method call clones 7
6 If/switch replacement clones 6
7 Type widening clones 4
8 Recursive clones 4
9 Inline clones (Relative code) 5
10 Control clones 15
11 Consrtuct clones 10
12 Combine/collapse nested if clones 6
13 Return value clones 5
14 Multi-mutant clones 8
1https://drive.google.com/open?id=1sK9XWQ3-fLTwVa2fWaBfV1BheHwaNFK8
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public static String Pascal(int level) 
{ 
   System.out.print("Pascal Triangle Clone: \n"); 
   String result = ""; 
   int[][] arr = new int[50][50]; 
   for (int i = 0; i < level; i++) 
   { 
 int k = level; 
  while (k > i) 
 { 
       result += " "; 
    k--; 
 } 
 int j = 0; 
 while (j < i) 
 { 
    if (j == 0 || i == j) 
    { 
  arr[i][j] = 1; 
    } 
    else 
    { 
    arr[i][j]= arr[i-1][j] + arr[i- 1][j-1]; 
    } 
    result += arr[i][j] + " "; 
    j++; 
 } 
 
 result += "\n"; 
   } 
   return result; 
} 
 
public static String PascalTriangle(int no_row) 
{ 
   System.out.print("Pascal Triangle : \n"); 
   int c = 1, blk; 
   String result = ""; 
   for (int i = 0; i < no_row; i++) 
   { 
 for (blk = 1; blk <= no_row - i; blk++) 
 { 
       result += " "; 
 } 
 for (int j = 0; j <= i; j++) 
 { 
    if (j == 0 || i == 0) 
    { 
  c = 1; 
    } 
 else 
 { 
    c = c * (i - j + 1) / j; 
 } 
 result += " " + c; 
   } 
   result += "\n"; 
   } 
   return result; 
} 
 
Figure 7.2: Example of a semantic code clone.
7.3 Injection and Evaluation Framework
In this section, we describe our injection and evaluation framework. Figure 7.3 shows the overall process of
evaluation. Our framework evaluate detection tool based on any available benchmark. The process consists
of four stages, clone selection from a benchmark, clone injection, run detection tool and detection evaluation.
Clone selection. Our process starts by selected a clone pair to inject into a subject system. The user
needs to select a subject system to inject clones into and should select a set of clones to inject (Benchmark).
Clone injection. The subject system is parsed to find all valid locations for injection. Two random
syntactically correct locations in the subject system are selected. We kept track of injected clone and locations
for latter evaluation.
Tool execution. After injecting the clone pair into the subject system, we run the clone detection tool
on the system.
Results evaluation. In evaluation, we look up the tool’s clone report to decide if it is able to detect the
injected clone. The recall of the tool is calculated as the number of successfully detected clones by the tool
divided by the total number of injected clones.
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Figure 7.3: Evaluation framework
We make sure that the injection of each clone is done independently of other clones. That is done by
injecting one clone at a time i.e. the process of injection is iterative over benchmark clones. After evaluating
the injection of one clone, the subject system is reset to its original state for the next injection.
7.4 The Use of Framework
In this section, we used the framework to measure the recall for selected tools using two benchmarks, the
taxonomy-based benchmark and the SemanticCloneBenchmark. We chose three semantic clone detectors,
Oreo, Mecc and CCCD, and three syntax detectors, NiCad, SimCad and Simian. Table 7.2 summarises the
selected tools plus our tool, NetSim.
Taxonomy-based evaluation In this experiment we used the 60 C# clones created according to the
taxonomy in section 5.4.2.2. The 60 semantic C# clones are injected randomly 10 times for a total of 600
unique reference clones. Then we repeat the experiment by injecting each clone pair in 40 different random
locations for a total of 2400 unique reference clones. Each clone pair is injected at once in a correct syntactic
location. We make sure that each clone pair is injected into two different files. Then we ran the selected
detection tool before we evaluate the results of the tool. We iterated this process for the 600 and 2400 clone
pairs. The number of times the tool is able to detect the injected clones divided by 600 or 2400 represents
the tool’s recall. To avoid bias between tools we used the same injection locations for all tools.
The tools, NetSim, NiCad, Simian and SimCad support C#. But the tools CCCD and MeCC support
C only and Oreo Support Java only. We performed the same procedure for these tools on the C and Java
clones.
Results: Table 7.3 shows the measured recall for the selected tools. We selected three state of the
art semantic clones (CCCD, MeCC and Oreo) and three state of the art syntactic clone detectors (NiCad,
SimCad and Semian) . NetSim outperforms all the selected tools with a recall 85%. Results shows that
CCCD can detect 58% of semantic clones, MeCC can detect only 10% of semantic clones, and Oreo can
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Table 7.2: Clone detection tools
Tool Granularity Language Output Clone type Configuration
NetSim Method C#, C++,
VB, F#
Clone Pairs 1,2,3 and 4 Default configuration
MECC [90] Method C Clone Classes 1,2,3 and 4 Min similarity is 70% (Default is 80%) and
MinEntry is 40 (Default is 50)
CCCD [100] Method C Clone Pairs 1,2,3 and 4 Default configuration, except min 5 lines







1,2,3 Method granularity, minimum fragment








1,2,3 Method granularity, greedy transforma-
tion, min 5 lines.






Clone Classes 1,2 Default configurations.
detect 45% of semantic clones. The syntactic tools have a low recall, NiCad was able to detect 20%, SimCad
detects 16% and Simian detects 10% of the injected semantic clones.
Table 7.3: Comparing the recall based on semantic clone injection
Tool 600-Injections Detected Recall 2400-Injections Detected Recall
NetSim 600 513 0.855 2400 2031 0.846
MeCC 600 60 0.100 2400 240 0.100
CCCD 600 353 0.588 2400 1422 0.593
Oreo 600 267 0.445 2400 1080 0.450
NiCad 600 123 0.205 2400 494 0.206
SimCad 600 99 0.165 2400 393 0.164
Simian 600 60 0.100 2400 243 0.101
SemanticCloneBench-based evaluation
In this experiment, we used both the injection framework and SemanticCloneBench to evaluate the selected
tools. We performed a similar procedure to inject one clone at a time and evaluate the detection result of the
tool. Our framework performs the injection, execution of the tool and evaluation results, for all clone pairs
in the benchmark (1000 clones). Table 7.4 shows the recall of all the tools. The same process and injection
is done for all tools. However, not all the selected tools support one programming language , as shown in
Table 5.3. Therefore, we used the C# semantic bench for our tool (NetSim), NiCad, SimCad and Simian, C
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semantic bench for MeCC and CCCD, and Java for Oreo.
Results show that our tool’s recall is 0.48, which is the highest among all tools, followed by Oreo and
CCCD. Mecc has the lowest recall among semantic clone detectors. As for syntax clone detectors, NiCad,
SimCad and Simian, they were able to detect 18, 32 and 25 clones from the 1000 clones. Our tool works on
the byte code to detect clones. Therefore, after each injection, the target system is built to generate the byte
code. Only 100 clones out of the 1000 injected clones are able to compile and generate the byte code.
Table 7.4: Recall based on SemanticCloneBench and precision results
Tool Language Injections Detected Recall Precision F-score
NetSim C# 100 48 0.48 0.72 0.58
MeCC C 1000 25 0.025 0.85 0.05
CCCD C 1000 59 0.059 0.50 0.11
Oreo Java 1000 60 0.06 0.80 0.11
NiCad C# 1000 18 0.018 0.84 0.04
SimCad C# 1000 32 0.032 0.78 0.06
Simian C# 1000 24 0.024 0.76 0.04
7.4.1 Precision for Semantic Clone Detectors
Measuring recall is not enough to have an unbiased comparison of clone detection tools. Some tools might
have high recall at the same time it might have a lot of false positives i.e. large and inaccurate results.
Therefore, we manually validate a sample of the tools’ detected clones. We randomly selected 500 clone pairs
for each tool and validated them as true or false positive. Table 7.4 shows the measured precision for the
tools. The last column shows the f-score for each tool. F-score combines both recall and precision in one
value, see Equation 7.1.
F -score = 2 ∗ precision ∗ recall
precision + recall
(7.1)
Results: The combination of recall and precision gives a good idea of the accuracy of the tools. The
recall of all tools is low for the SemanticCloneBench. That is because SemanticCloneBench contains real
semantic clones, that is they have no syntax similarity. In both benchmarks, NetSim achieves the highest
recall. NetSim reported more clones than other tools with an accuracy of 70% and a recall of 85% and 48% on
both benchmarks. Mecc reported fewer clones for the subject systems. Its clone report is 80% accurate but
it has a very low recall for semantic clones. Manual evaluation shows that more than 95% of true validated
clones by Mecc are syntax clones. CCCD reported more clones in subject systems; however, it has the lowest
precision. On the other hand, it is good in detecting semantic clones. Manual validation showed that Oreo is
good at detecting Type-2 and Type-3 clones. Syntax clone detectors, NiCad, SimCad and Simian are good
116
at detecting syntax clones.
All validated tools measure clones at the method level except Simian. Since both benchmarks’ clones
are at the method level, the framework evaluation stage is straight forward. Our framework considers the
injected clone pair successfully detected by the tool if the tool’s reported clone pair locations intersect with
the injected clone pair locations. However Simian reports clones using a free granularity i.e. a pair of similar
code snippets. Bellon et al. [24] used two measurements, Ok and Good, for the portion of the reported clone
span (cover) for the injected clone. Simian detected 24 semantic clone pairs from SemanticCloneBench. In
fact, it detected only one full semantic clone and the 23 reported clones are sub-clones i.e. just a portion of
the clone pair.
7.4.2 Execution Time for Semantic Clone Detectors
Execution time is important in the selection of a clone detector based on the type of application it is used for.
Semantic clone detectors need to process more code artifacts (AST, PDG, Byte code). Also, they perform
more complex comparisons. In this section, we measure the execution time for the selected tools over three
different systems’ sizes, 10K, 100k and 1M lines of code (LOC). We executed all tools on the same machine,
with 2.7GHz Intel Core i5, 8GB of RAM that runs Ubuntu 18.04.1. However, we used Windows 10 for
NetSim as it uses the Visual Studio dis-assembler to generate the intermediate language of the source code.
Table 7.5 shows the execution time for both syntactic and semantic clone detection tools. Results show
that syntax clone detection tools are faster than semantic clone detection tools. Simian is the fastest. But
it detects Type-1 and Type-2 clones only. CCCD is the slowest tool among all tools and that is due to the
type of processing it performs on the code (concolic analysis). Oreo uses machine learning, which requires
a training stage before it starts processing the source code. Machine training with a big sample of clones
takes more than 2 minutes, which explains the long execution time for the 10K system. On the other hand,
Oreo scales well with larger systems of 100k and 1M LOC. But, we found Oreo does not process all files in
a larger file structure. MeCC is very fast as semantic clone detector. But we notice it does not scale well
with larger systems. Also, our manual validation shows that the majority of clones detected by MeCC are
syntactic clones. NetSim has no problem scaling for larger systems. But, it still takes a long time as it works
on the byte code and performs three comparisons.
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Table 7.5: Execution time for tools
Tool/LOC 10K 100K 1M
NetSim 8s 13m31s 5h45m14s
MeCC 1s 2m33s ERR
CCCD 17m24s 2d3h23m21s ERR
Oreo 2m24s 2m34s 2m48s
NiCad 0.7s 6.4s 2m34s
SimCad 3s 20s 8m22s
Simian 0.3s 8s 2m14s
7.5 Related Work
Recently, many tools have been proposed to detect clones [53, 74, 14, 98, 151, 27]. The main contribution of
these tools is to detect more clones (semantic clones) that are not detectable by most state-of-the-art tools
[166, 162, 108, 175, 174, 115, 49, 104]. Some tools’ validation does not include precision or recall measurements
[104, 166]. Some of the tools are validated by measuring precision manually on a random sample of clones
[53, 74, 14, 98]. Others measured recall based on non-semantic benchmarks [162, 107, 175, 25, 170].
Roy and Cordy [139] proposed a mutation and injection framework to evaluate clone detection tools by
measuring both recall and precision. They defined an edit taxonomy to create all types of clones. Then
clones are created automatically according to the taxonomy. We performed a similar injection and evaluation
procedure, except we used SemanticCloneBench and evaluated semantic clone tools. Jeffrey and Roy [155]
developed a mutation and injection framework similar to Roy and Cordy [139]. Similarly, clones are created
automatically, injected, the tool is executed, and recall is measured. They used the framework to evaluate
a tool’s ability to detect syntactic clones. They also used BigCloneBench [157] and Bellon’s [24] bench to
evaluate the same tools and compare the results of different benchmarks. Our study differs because it uses
a semantic clone benchmark alone and measures the semantic clone recall of the tools.
7.6 Summary
In this chapter, we presented the injection and evaluation framework. This framework takes a clone bench-
mark, a target system and a tool to evaluate as input. It automatically injects clones, executes the tool and
evaluates the reported clone to measure the tool’s recall. We used our framework to evaluate four semantic
clone detection tools, NetSim, MeCC, CCCD and Oreo, plus three syntax clone detectors, NiCad, SimCad
and simian. Results showed that NetSim able to detect more semantic clones followed by CCCD and Oreo.
We used SemanticCloneBench created in Chapter 6 for the evaluation purpose. Also, we used a second bench-
mark that is created manually based on the semantic code clone taxonomy we defined. We also measure and
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compare tools’ precision by manually validating 500 clones for each tool. Results show that NetSim has the
highest f-score among other tools. Manual validation shows what type of clones each tool is able to detect.
Finally, we measure the execution time for the tools. Results show that semantic clone detection tools do




Code clones represent a significant portion of a system’s source code. Code clones are classified as syntactic
clones or semantic clones. Syntactic clones have syntax similarity and usually result from copy-paste-edit
operations while semantic clones have no syntax similarity but have same functionality. Code cloning has
been an active research area over the last couple of decades due to its importance in software development,
quality assurance, and mainly software maintenance. Despite a large number of studies in the area of code
cloning (including clone detection, analysis, management, and benchmarking), fewer studies target semantic
clones. Semantic clone detection has been one of the biggest challenges in the area. In our research, we
mainly focused on the area of semantic clones, and more specifically semantic clone analysis, semantic clone
detection, semantic clone benchmarking, and detection tools evaluation.
The remainder of this chapter is organized as follows. Section 8.1 summarizes the contents of this thesis.
Section 8.2 presents the key contributions of the thesis. Section 8.3 outlines directions for future research
made possible by this thesis. Finally, Section 8.4 provides a summary of the chapter.
8.1 Research Summary
In this thesis, we presented our research, which focused on semantic clone detection, benchmarking, and
evaluation. We began with an empirical study of code cloning in open source games (Chapter 3). In this study,
we investigated the cloning status in game systems, compared cloning in game versus non-game systems, and
investigated cloning across games. In the second dimension of this study, we analyzed the effect of code
transformation on clone detection accuracy. We applied a number of code normalization and abstractions
equipped with NiCad. Results indicated that code transformation enables detecting extra near-miss and
semantic clones, but produces more false positives. Byte code represents a well-normalized form for the source
code. Since Microsoft .NET produces a unified intermediate language for all its programming languages, we
used it to detect clones across Microsoft .NET languages (Chapter 4). In this chapter, we analyzed the
intermediate language in-depth by applying different filters that enhance the accuracy of identifying cross-
language clones. The result has shown the ability of intermediate code in detecting cross-language clones.
The literature defines cross-language clones as a pair of code fragments that performs the same functionality
implemented in two different languages. This definition is close to the semantic clone definition. We further
120
conducted a study using CIL for the detection of semantic clones (Chapter 5). We extracted more features
from the byte code after applying the same filters, then we used different matching algorithms for different
features. Our approach enabled the detection of more clones. Precision evaluation performed manually by
validating a random sample from our tool (NetSim) and comparing it to other tools. But, recall validation was
difficult because there is no specialized semantic clone benchmark. Also, NetSim does not support languages
in the currently available benchmarks.
To help evaluate semantic clone detectors, we built a semantic clone benchmark (Chapter 6). In this
study, we utilized crowd-sourced knowledge to extract semantic clones from Stack Overflow. Clones are
extracted from correct programming answers on Stack Overflow. Extraction involved several steps to ensure
the syntax and semantic correctness of potential candidates. Before manual validation, we filtered out our
syntax clones that are detected by other tools to make sure the benchmark has real semantic clones. Finally,
we used the semantic clone benchmark to evaluate and compare the semantic clone detection tools (Chapter
7). We developed an injection benchmark that takes a clone from a benchmark, injects it into a subject
system, runs the detection tool to be evaluated, and finally evaluates the tool’s recall. We then analyzed
semantic clones detected by detection tools and available semantic clones in benchmarks to build a taxonomy
for semantic clones that we used to create a second semantic clone benchmark. We also used this benchmark
to evaluate detection tools.
8.2 Contributions
The work in this thesis aims to contribute to the state of the art in the semantic code clone area as follows:
Assessing the cloning status in games and across games. In this study, we used NiCad to detect
clones in games, VisCad to visualize results, and measure many cloning metrics to understand the
cloning level in and across games. The main finding is that games have fewer clones and there is no
evidence of copied code across games.
Assessing the effect of code transformation in clone detection. This study investigates code filter-
ing, normalization, and abstraction options that came with NiCad in detecting clones.
Cross-language detection technique. A technique to detect clones across .NET programming languages
that detects clones at the level of byte code. The byte code goes through several filtering steps that
reduces processing time and increases accuracy.
Semantic clone detection technique. This technique is based on byte code and detects clones at the
method level in .NET programming languages.
SemanticCloneBench. A semantic clone benchmark that consists of four thousand real semantic clones
in four programming languages, C, C#, Java, and Python. It is the only specialized benchmark for
semantic clones for evaluating semantic clone detection tools.
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Semantic clone taxonomy. A comprehensive semantic clone taxonomy that discusses different types of
semantic clones. The taxonomy provides an example for each type, which helps better define the
definition of semantic clones.
Evaluating and comparing the recall of semantic clone detection tools. We developed an injection
framework that automatically measures the recall for clone detection tools. Using SemanticCloneBench
we measure the recall for syntax and semantic detection tools. Also, we measure and compare the
precision and execution time for the tools.
8.3 Future Research Directions
In this thesis, we addressed a number of issues related to semantic code clones, including detection, bench-
marking, and evaluating detection tools. Identifying identical functionality (semantic clones) in source code
is undecidable; semantic clones can result from unlimited implementations (i.e., different algorithms and data
structures). A high accuracy semantic clone detection tool would open up semantic clone research into a
variety of areas, such as analysis, refactoring, patterns, and harmfulness. The following semantic clone re-
search challenges remain: creating a high precision, recall, and scalable semantic clone detector; and creating
a benchmark for all clone types and for different programming languages. As well, a number of empirical
studies could be considered, such as finding and analyzing patterns of semantic clones, their types, and ex-
istence; exploring the relationship between semantic clones and system performance; and, investigating the
importance of semantic clones for system quality, maintenance, and comprehension (e.g., the positive and
negative effects of semantic clones and whether they should be refactored or kept in the system). As well,
our current work could be extended in a variety of ways, including the following areas.
Cross language clone detection
A study to investigate the use of other intermediate representations found in other frameworks, such as the
unified bytecode generated by LLVM compiler [6] to detect clones across LLVM programming languages.
Moreover, we are going to start a comprehensive usability study using our clone detection approach in an
enterprise software development environment to observe the unexplored characteristics of multi-language
clone detection in software maintenance process.
Expansion of SemanticCloneBench
For the next release of the semantic clone benchmark, we plan to extend the benchmark with other languages
and double validate the clones using more judges. Also, we could extend the benchmark with syntactic clones
that are extracted from Stack Overflow using a similar procedure. In addition, there is some interesting future
work that we plan to conduct. For example, we will use the benchmark to evaluate more semantic clone
detectors and syntax clone detectors.
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Source code transformation and clone detection
An empirical study could be taken to study the effects of more code normalization and transformation. Our
taxonomy could be used to apply different code transformations, where each type in the taxonomy could be
used to define a code transformation. All taxonomy types that improve semantic clone detection could be
combined in a final semantic clone detector.
Automatic semantic clone creation
We used the taxonomy to create 60 clones in three programming languages. We aim to automate creating
semantic clones according to the definition provided by the taxonomy. A combination of taxonomy types
could be used to create more complex semantic clones. This enables us to create more clones to evaluate
detection tools. In future work, we plan to evaluate more semantic clone detection tools.
Semantic clone detection using deep learning
Our semantic clone benchmark represents a good training data set for machine learning and deep learning
algorithms. We believe that our benchmark will work well with machine learning to detect semantic clones.
Evaluating more aspects of clone detection tools
Other aspects related to clone detection and semantic clone detection tools could be evaluated. Another
empirical study could be performed to investigate how target system size affects the accuracy of clone detection
tools. Also, we could use our injection framework to analyse how injection location affects the ability of tools
to detect clones.
8.4 Summary
Code cloning is an active research area. More than a hundred clone detection tools and techniques have been
proposed. These tools are used in research related to code analysis, understanding, refactoring, maintenance,
and management. Many factors govern tool selection for a specific application, such as the programming
language, the system size, the clone types, and the tool’s accuracy and speed. Clone related studies target
all types of clones, but less research has been conducted on semantic clones.
In this thesis, we advanced the state-of-the-art for semantic clones. We contributed to cloning analysis
by studying cloning in game systems and analyzing the effect of code normalization in detecting semantic
clones. We contributed to semantic clone detection with a semantic clone detection tool (NetSim) and cross-
language clone detection technique. We also contributed to the area of clone benchmarking and evaluation
with a semantic clone benchmark (SemanticCloneBench) for measuring the semantic recall of semantic clone
detection tools. Finally, our semantic clone taxonomy supports better understanding of semantic clones with
examples. Results and experiments in this thesis open new directions for future work. Our contributions
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