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In this paper, we consider the Online Target Date Assignment Problem (OnlineTDAP) for
general downstream problems, where the downstream cost are nonnegative, additive and
satisfy the triangle inequality.
We analyze algorithm smart, which was introduced by Angelelli et al. [3] and give
its exact competitive ratio depending on the number of requests. Since the obtained
competitive ratio is at most 2
√
2− 1 ≈ 1.8284 we answer the question posed in Angelelli
et al. [4] if smart has a competitive ratio strictly less than 2.
Moreover, we introduce a new algorithm called clever and show that this strategy has
a competitive ratio of 3/2. We show that this is asymptotically optimal by proving that no
online algorithm can perform better than 3/2− ε.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Online optimization problems have seen an increasing attention over the last years, since the issue of planning with in-
complete information andmaking decisionswithout detailed knowledge about the future grows permanently. Extensive im-
plicit and explicit studies have been conducted in this area. A detailed description of the state of the art can be found in [5,6].
The idea of comparing online algorithms to an optimal offline algorithm was first suggested by [10] and the notion of com-
petitive analysis was first brought up in [8]. A survey on recent developments in online optimization with an extensive
bibliography can be found in [1,2].
In practice, many real-world problems feature a two-stage structure, where a decision maker has to allocate a date of
service for incoming requests. One can think of a customer calling for the delivery of some commodity (e.g., oil for his
heating, frozen food deliveries, . . . ) or requesting a maintenance service and a decision maker on the other side of the phone
telling the customer a day, at which the delivery or the visit will take place without future knowledge about more incoming
requests. However, until the promised day of consignment the decision, which vehicle or technician to send and in which
order the customers are served, can be deferred without worries. The final schedules can safely be computed offline the
night before.
In this paper, the Online Target Date Assignment Problemwith unit deferral time and unsplittable requests is investigated:
At the beginning of each period a request is released that can be served immediately or postponed to the next time period.
Concerning the applicationsmentioned above, this means that all customers of a certain request are served at the same time
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(today or tomorrow). The requests are part of the input of an optimization problem that is called downstream problem. As
soon as the requests that are served in the current period are fixed, the downstream cost are given by the optimal objective
value of the downstream problemwith respect to the requests that are assigned to this period. The task is to find an optimal
strategy of serving immediately or delaying requests such that the total downstream cost are minimum. The downstream
problem can be any classical optimization problem like, e.g., a routing, bin packing, or machine scheduling problem. Note
that the routing problem on the positive real line as considered in [3,4] is one example where splitting does not decrease
the downstream cost,
Let us denote by Li the downstream cost, if request ri is served on its own either in time period ti or ti+1 and by Li,i+1 the
minimum cost of serving both requests ri and ri+1 in period ti+1. Then, we only require that the downstream cost of every
request satisfy the following properties:
Li ≥ 0, (nonnegativity) (1)
Li,i+1 ≤ Li + Li+1, (triangle inequality) (2)
Li ≤ Li,i+1 and Li+1 ≤ Li,i+1 (monotonicity). (3)
From now on, we denote the Online Target Date Assignment Problem with deferral time one, unsplittable requests and
downstream problems, where the downstream cost satisfy Conditions (1)–(3) by OnlineTDAP.
An instance of OnlineTDAP consists of a finite sequence σ = (r0, r1, r2, . . . , rm) of requests and a solution of
OnlineTDAP is given by a sequence X(σ ) = (X0, X1, . . . , Xm), where Xi is either D or I (i.e., Xi ∈ {D, I}). If Xi = D
request ri is delayed to time period ti+1 and if Xi = I it is processed immediately in period ti. Throughout the paper, the
(offline) optimal objective value of an instance σ is denoted by Opt(σ ). Let Alg be an (online) algorithm for this problem
and XAlg(σ ) = (XAlg0 , XAlg1 , . . . , XAlgm ) the obtained solution for instance σ with objective function value z(Alg(σ )). Then,
the competitive ratio of an online algorithm Alg is given by
r(Alg) := sup
σ
z(Alg(σ ))
Opt(σ )
.
ProblemOnlineTDAP is a special case of the Online Target Date Assignment Problem considered by Heinz et al. [7] where
the allowed deferral time of a request is not fixed to 1 but becomes known at each request’s release. For a detailed description
of the Online Target Date Assignment Problem and competitive online algorithms we refer the reader to [7].
The OnlineTDAP is a generalization of the Dynamic Multi-Period Routing Problem (Dmprp) that was introduced by
Angelelli et al. [3,4], where at the beginning of each time period a set of customers located on the Euclidean plane becomes
known that have to be served either in the current or in the next time period. In the Dmprp the underlying downstream
problem is a traveling salesman problem and a request ri is a set of customers. For a detailed description of the problem,
lower bounds and online strategies we refer to [3,4].
It is known that the competitive ratio of any algorithm for the Online Target Date Assignment Problem where splitting
is allowed is at least 3/2 (see [3]). Our contribution is to show that even if splitting is not allowed the competitive ratio
has the same lower bound for any online algorithm for OnlineTDAP. Moreover, we study two online algorithms: The first
online algorithm is called smart andwas suggested for theDmprp in [3]. Therein, it was shown that this algorithm is optimal
for two time periods and the question was posed if smart has a competitive ratio strictly less than two for arbitrary time
horizons. We answer this question giving an explicit formula for the competitive ratio depending on the number of time
periods and prove that r(smart) < 2. The second analyzed online algorithm is called clever and is introduced for the first
time in this paper. We prove that the competitive ratio of clever applied to instances of the OnlineTDAP is 3/2. Thus, this
algorithm is optimal.
The paper is organized as follows. In Section 2, a lower bound on any algorithm for the OnlineTDAP is proved. After
studying the structure of the problem and deriving some properties used in the analysis of the online algorithms in Section 3,
we give the competitive ratio of smart in Section 4. Finally, in Section 5 we analyze the online algorithm clever and show
that this algorithm is asymptotically optimal.
2. A lower bound on the competitive ratio
In this section, it is shown that there cannot exist an online algorithmAlg forOnlineTDAPwith a competitive ratio strictly
better than 3/2. It will turn out later that this bound is tight and in Section 5 an algorithm is discussed that has indeed a
competitive ratio of 3/2.
Theorem 2.1. Let Alg be any online algorithm for OnlineTDAP. Then, for all ε > 0 there exists an m(ε) such that
r(Alg) >
3
2
− ε.
Proof. We consider an instance of the OnlineTDAP with an input sequence σ = (r0, r1, . . . , rm), where m = 2n is an
even integer. The corresponding downstream problem is a routing problem on the positive real line, that means at each
target date a server located in the origin is required to visit all requests assigned to this target and return to the origin
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afterwards. The distance travelled thereby complies with the downstream cost. The objective is to minimize the sum of the
downstream cost, i.e., the distance travelled over all target dates. In this instance, we assume that a request consists of only
a single customer. Thus, it suffices to give a real number for each request representing the coordinate of the corresponding
customer.
The first request is released at distance a0 from the origin, i.e., r0 = a0 and the second one at distance a1 > a0. The online
algorithm has two choices: it can serve r1 either immediately together with r0 in time period t1 or delay it to the next time
period. First consider an algorithm Alg′ that decides to serve r1 immediately. Then, the adversary issues another request
with the same distance and stops afterwards, i.e., r2 = a1 and all forthcoming requests will be released at the origin. In this
case, the cost of Alg′ are 4a1, whereas the optimal cost are 2a0 + 2a1 yielding
r(Alg′) ≥ 2a1
a0 + a1 .
If we denote byAlg′′ an algorithm that decides to delay r1, the adversary issues request r2 at distance a2 > a1 from the origin
and it has again to decide if r2 is processed immediately with r1 or delayed to time period t3. If Alg′′ serves r2 in time period
t2 then assume that r3 = r2 and the remaining requests r4, . . . , rm are again located at the origin. Thus, the cost obtained by
Alg′′ are 2a0 + 4a2 whereas the optimal cost are given by 2a2 + 2a1 and
r(Alg′′) ≥ 2a2 + a0
a2 + a1
can be concluded. This process continues till either the online algorithm Alg chooses to serve a request ri for some
1 ≤ i ≤ m−1 immediately or the end of the time horizon is reached. In the first case, ri+1 is set to ri and ri+2 = · · · = rm = 0
and we obtain the answer set XAlg(σ ) = {D,D,D, . . . ,D, I,D}with cost
z(Alg(σ )) = 4ai + 2
i−2∑
j=0
aj.
If i = 2k − 1 then the optimal solution is X∗(σ ) = {D,D, I,D, . . . , I,D, I} and if i = 2k then X∗(σ ) =
{D, I,D, I, . . . ,D, I,D, I}with
Opt(σ ) =

2a2k−1 + 2a2k−2 + 2
k−2∑
j=0
a2j if i = 2k− 1
2a2k + 2a2k−1 + 2
k−1∑
j=1
a2j−1 if i = 2k.
In the latter, the end of the time horizon is reached and the online algorithm has always delayed, i.e., XAlg(σ ) =
{D,D, . . . ,D}. Then rm is set to 0 and the optimal strategy is X∗(σ ) = {D,D, I,D, . . . ,D, I}. In this situation the cost sum up
to
z(Alg(σ )) = 2
2n∑
j=0
aj and Opt(σ ) = 2
n∑
j=0
a2j.
Combining all these results implies that
r(Alg) ≥ min
1≤k≤n

2a2k +
2k−2∑
j=0
aj
a2k + a2k−1 +
k−1∑
j=1
a2j−1
,
2a2k−1 +
2k−3∑
j=0
aj
a2k−1 + a2k−2 +
k−2∑
j=0
a2j
,
2n∑
j=0
aj
n∑
j=0
a2j
 (4)
holds for any online algorithm Alg.
We consider the following values for a0, . . . , ak:
a0 := 1 an := 2an−1 + Fn ∀n ≥ 1,
where Fn is the Fibonacci-sequence with F0 := 0, F1 := 1 and Fn+2 = Fn+1 + Fn. Straightforward calculations imply that the
first and second terms on the right-hand side of (4) equal 3/2 and
lim
n→∞
2n∑
j=0
aj
n∑
j=0
a2j
= 3
2
. 
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3. Instance splitting
In this section, we introduce the concept of instance splitting. The ideas developed here have already been investigated
in [4]. In order to make the paper self-contained we state the definitions and main results again.
To find the competitive ratio r(Alg) of an algorithm Alg it is necessary to give an instance σ that maximizes the ratio
z(Alg(σ ))
Opt(σ ) . In the following, it is shown that those instances have a very special structure. Note that due to Condition (3) there
exists an optimal solution X∗(σ ) = (X∗0 , . . . , X∗m) with X∗0 = D and X∗i = I implies X∗i+1 = D for any given sequence of
requests σ . This means that a request is always delayed if the previous request has already been served. Due to Condition
(3) these properties are also self-evident for any reasonable (online) algorithm.
Let us consider a sequence σ and let X∗(σ ) be an optimal solution and XAlg(σ ) be the solution obtained by any (online)
algorithm Alg for which the two mentioned properties are true. Assume that i ≥ 1 is the first request with X∗i = XAlgi . If
X∗i = XAlgi = D then for the two subsequences σ1 = (r0, r1, . . . , ri−1) and σ2 = (ri, . . . , rm)
z(Alg(σ ))
Opt(σ )
= z(Alg(σ1))+ z(Alg(σ2))
Opt(σ1)+ Opt(σ2) ≤ max
{
z(Alg(σ1))
Opt(σ1)
,
z(Alg(σ2))
Opt(σ2)
}
(5)
holds. On the other hand, if X∗i = XAlgi = I then there exists an (offline) optimal solution with X∗i+1 = D. Therefore, define
σ1 = (r0, . . . , ri) and σ2 = (ri+1, . . . , rm) and (5) holds again.
As a consequence we are only interested in sequences σ = (r0, r1, . . . , rm) for which XAlgi 6= X∗i (i = 1, . . . ,m − 1)
holds for all (offline) optimal solutions X∗. Assume that we are given such a sequence with XAlgi = XAlgi+1 = D for some
i ≥ 1. Then every optimal solution X∗ satisfies X∗i = X∗i+1 = I . However, we can replace X∗i+1 = I by X∗i+1 = D which yields
the same optimal objective value and then the instance can be split. Thus, we can assume without loss of generality that
XAlgi = XAlgi+1 = D does not occur. Moreover, it has already been mentioned that XAlgi = XAlgi+1 = I does not happen either.
We conclude that it is sufficient to consider unsplittable instances of the following two types:
• Type 1: XAlg(σ ) = (D,D, I,D, I, . . .) and X∗(σ ) = (D, I,D, I,D, . . .)
• Type 2: XAlg(σ ) = (D, I,D, I,D, . . .) and X∗(σ ) = (D,D, I,D, I, . . .).
Let
S(i,m) = {σ | σ is of Type i, withm+ 1 requests}
denote the set of all sequences that are of Type 1 or 2 and havem+ 1 requests. For a given online algorithm Algwe write
A(m) = sup
σ∈S(1,m)
z(Alg(σ ))
Opt(σ )
and B(m) = sup
σ∈S(2,m)
z(Alg(σ ))
Opt(σ )
.
The following lemma gives some monotonicity properties about A(j) and B(j)which will be used later.
Lemma 3.1. The inequalities A(2n) ≤ A(2n− 1) and B(2n+ 1) ≤ B(2n) hold for all n ∈ N.
Proof. We only show that A(2n) ≤ A(2n − 1), because the other case can be done in an analogous way. Let σ ∈ S(1, 2n)
then
A(2n) = z(Alg(σ ))
Opt(σ )
= L0 + L1,2 + L3,4 + · · · + L2n−1,2n
L0,1 + L2,3 + . . .+ L2n
≤ L0 + L1,2 + L3,4 + · · · + L2n−3,2n−2 + L2n−1 + L2n
L0,1 + L2,3 + . . .+ L2n
≤ L0 + L1,2 + L3,4 . . .+ L2n−3,2n−2 + L2n−1
L0,1 + L2,3 + · · · + L2n−2,2n−1 ≤ A(2n− 1)
follows. Observe that the last line holds because if the last request is deleted then the remaining sequence is an element of
S(1, 2n− 1). 
Using these results the following statement follows easily.
Corollary 3.2. Let σ be an instance with m+ 1 requests. Then, the competitive ratio of an online algorithm Alg is given by
r(Alg) = max
{
A
(
2
⌊
j− 1
2
⌋
+ 1
)
, B
(
2
⌊
j
2
⌋)
: j = 1, . . . ,m
}
.
4. Analysis of the online algorithm smart
In this section, we discuss the online algorithm smart(q)which depends on a parameter q ≥ 0. Formally, this algorithm
can be described as follows:
E. Gassner et al. / Discrete Applied Mathematics 158 (2010) 71–79 75
Fig. 1. Request locations for the example using smart(q).
Algorithm smart(q)
At the beginning of each time period ti (i = 0, . . . ,m), do the following: If
request ri−1 was postponed to period ti and Li−1,i ≤ qLi−1, then process the
requests ri−1 and ri together, otherwise postpone ri.
Note that it has already been shown in [3] that if q ≤ 1, i.e., the requests are always postponed, the competitive ratio of
smart(q) is 2. For q > 1 the following theorem holds for OnlineTDAP:
Theorem 4.1. Let m ∈ N and σ = (r0, r1, r2, . . . , rm) an instance of the OnlineTDAP. Then,
r(smart(q)) =

q2 − q+ 2− 2q(q− 1)bm−12 c+1
q− q(q− 1)bm−12 c+1
if 1 < q < 2,
3+ 4bm−12 c
2+ 2bm−12 c
if q = 2.
(6)
Moreover,
r(smart(
√
2)) ≤ 2√2− 1 < 2 and lim
m→∞ r(smart(
√
2)) = 2√2− 1
hold.
The proof of the fact that the right-hand side of (6) is an upper bound on the competitive ratio can be found in the PhD thesis
of Saliba [9]. In the following, we give an instance of the OnlineTDAP with an input sequence σ = (r0, r1, . . . , rm) which
shows that the bound is indeed tight. The corresponding downstream problem is a routing problem on the real line as in
the proof of Theorem 2.1. Let us consider the following instance wherem is an odd integer and ε > 0 (see Fig. 1):
r0 = 1− ε, r1 = q and r2k = r2k+1 = (−1)kq(q− 1)k for k = 1, . . . ,
⌊m
2
⌋
.
Observe that 2q = L0,1 > qL0 = 2q(1− ε) and therefore r1 is delayed by smart(q). In general,
L2k−1,2k = L2k−1 + L2k = 2q(q− 1)k−1 + 2q(q− 1)k = 2q2(q− 1)k−1 for k = 1, . . . ,
⌊m
2
⌋
holds. Thus, the solution obtained by smart(q) is X smart(q)(σ ) = (D,D, I,D, I, . . .) and the corresponding cost are
z(smart(q)(σ )) = L0 + L1,2 + L3,4 + · · · + Lm−2,m−1 + Lm
= 2(1− ε)+ 2
⌊
m−1
2
⌋∑
k=1
q2(q− 1)k−1 + 2q(q− 1)
⌊
m−1
2
⌋
=

2
2− q
(
2− q+ q2 − 2q(q− 1)
⌊
m−1
2
⌋
+1
)
− 2ε if 1 < q, q 6= 2,
6+ 8
⌊
m− 1
n
⌋
− 2ε if q = 2.
On the other hand, an offline optimal solution will accept r1 immediately and perform r2k and r2k+1 for k = 1, . . . ,
⌊m
2
⌋
together, which leads to X∗(σ ) = (D, I,D, I, . . .). Due to the fact that L2k,2k+1 = 2q(q − 1)k holds, the optimal objective
function value is given by
Opt(σ ) = L0,1 + L2,3 + · · · + Lm−1,m = 2
bm−12 c∑
k=0
q(q− 1)k
=

2q
2− q
(
1− (q− 1)bm−12 c+1
)
if 1 < q, q 6= 2,
4+ 4
⌊
m− 1
n
⌋
if q = 2.
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Thus,
z(smart(q)(σ ))
Opt(σ )
=

(
2− q+ q2 − 2q(q− 1)
⌊
m−1
2
⌋
+1
)
− (2− q)ε(
1− (q− 1)bm−12 c+1
) if 1 < q, q 6= 2,
3+ 4 ⌊m−1n ⌋− ε
2+ 2 ⌊m−1n ⌋ if q = 2.
(7)
In a similar way it is also possible to construct an instance σ = (r0, r1, . . . , rm) where m is even which leads to the ratio
given on the right-hand side of Eq. (7). The lower bound on the competitive ratio follows if ε tends to 0.
Using the first derivative and some straightforward calculations it follows that if we fix m the lower bound is
monotonically increasing for all q ≥ 2. Thus, an optimal value of q satisfies 1 < q ≤ 2. The following table contains an
optimal value of q form ∈ {1, . . . , 8}:
m ratio for
q = 2
ratio for q < 2 optimal q∗ optimal ratio
{1, 2} 1.5 1+ 1q q∗ = 2 = 1.5
{3, 4} 1.75 2+ 1
q2
− 1q q∗ = 2 = 1.75
{5, 6} ≈ 1.83333 1+q−2q2+2q3
q−q2+q3 q
∗ ≈ 1.5652 ≈ 1.8084
{7, 8} 1.875 q2−q+2−2q(q−1)4
q−q(q−1)4 q
∗ ≈ 1.4694 ≈ 1.8219
Unfortunately, an optimal q is hard to find because one has to determine the roots of polynomials of high degree.
Nevertheless, a good choice is to take q∗ = √2 since√2 is optimal form→∞. Note that r(smart(√2)) ≤ 2√2− 1 < 2
holds.
5. Analysis of the online algorithm clever
In this section, we present and analyze the online algorithm clever. The idea of this algorithm is that two requests are
processed together in one time period if combined service is preferable to serving each request on its own. We will show
that the competitive ratio of clever is 3/2. Due to Theorem 2.1 this algorithm is asymptotically optimal.
Algorithm clever
At the beginning of each time period ti (i = 0, . . . ,m), do the following: If
request ri−1 was postponed to period ti and Li−1,i ≤ 23 (Li−1 + Li), then
process the requests ri−1 and ri together, otherwise postpone ri.
Theorem 5.1. Let m be an integer and σ = (r0, r1, r2, . . . , rm) an instance of the OnlineTDAP. Then,
r(clever) = 3
2
.
Proof. We know from Corollary 3.2 that
r (clever) = max
{
A
(
2
⌊
j− 1
2
⌋
+ 1
)
, B
(
2
⌊
j
2
⌋)∣∣∣∣ j = 1, . . . ,m} .
Therefore, we need to analyze the upper bound on sequences of the form A (2n+ 1) and B (2n).
We start by analyzing short sequences with two requests r0 and r1, where the online algorithm has to decide whether to
process the requests separately or together. It is easy to see that serving both requests in time period t1 is optimal, since we
assumed Condition (2) to hold (triangle inequality). However, if L0,1 > 23 (L0 + L1), then applying clever requests r0 and r1
will be served separately yielding a competitive ratio of
L0 + L1
L0,1
<
3
2
L0,1
L0,1
= 3
2
.
Case 1: A (2n+ 1)
Now assume an unsplittable sequence σ of Type 1 consisting of an even number of requests. Then the optimal strategy
is of the form X∗(σ ) = {D, I,D, . . . ,D, I}with optimal value
Opt(σ ) = L0,1 + L2,3 + · · · + L2n−2,2n−1 + L2n,2n+1,
whereas clever produces the answer set Xclever(σ ) = {D,D, I, . . . , I,D}with value
z (clever(σ )) = L0 + L1,2 + · · · + L2n−1,2n + L2n+1.
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Therefore the competitive ratio is
A (2n+ 1) = z (clever(σ ))
Opt(σ )
= L0 + L1,2 + · · · + L2n−1,2n + L2n+1
L0,1 + L2,3 + · · · + L2n−2,2n−1 + L2n,2n+1 .
Augmenting the nominator yields
A (2n+ 1) = L0 − L0,1 + L1,2 − L2,3 + · · · − L2n−2,2n−1 + L2n−1,2n
L0,1 + L2,3 + · · · + L2n−2,2n−1 + L2n,2n+1 +
L0,1 + L2,3 + · · · + L2n−2,2n−1 + L2n+1
L0,1 + L2,3 + · · · + L2n−2,2n−1 + L2n,2n+1 .
Since the second ratio is less than or equal to 1 (Condition (3): L2n+1 ≤ L2n,2n+1), it remains to be shown that the first one is
at most 1/2. Let us define
f (n) =: L0 − L0,1 + L1,2 − L2,3 + · · · − L2n−2,2n−1 + L2n−1,2n
L0,1 + L2,3 + · · · + L2n−2,2n−1 + L2n,2n+1
=
L0 +
n∑
i=1
L2i−1,2i −
n−1∑
i=0
L2i,2i+1
n∑
i=0
L2i,2i+1
=
L0 +
n−1∑
i=1
L2i−1,2i + L2n−1,2n −
n−2∑
i=0
L2i,2i+1 − L2n−2,2n−1
n−1∑
i=0
L2i,2i+1 + L2n,2n+1
.
We will prove that f (n) ≤ 1/2 using induction. For n = 1 we get
f (1) = L0 + L1,2 − L0,1
L0,1 + L2,3 ≤
L0 − L0,1 + 23 L1 + 23 L2
L0,1 + L2 . (8)
since L1,2 ≤ 23 (L1 + L2) and L2,3 ≥ L2. We know that L2 ≤ 2L1 holds and the last term in (8) is monotonically increasing in
L2. Thus,
f (1) ≤ L0 − L0,1 +
2
3 L1 + 43 L1
L0,1 + 2L1 =
L0 − L0,1 + 2L1
L0,1 + 2L1 .
Because requests r0 and r1 are not served in one time period L0,1 > 23 L0 + 23 L1 and L0 < 32 L0,1 − L1 holds. Therefore,
f (1) ≤
3
2 L0,1 − L1 − L0,1 + 2L1
L0,1 + 2L1 =
1
2 L0,1 + L1
L0,1 + 2L1 =
1
2
.
To prove the induction step, we will show that f (n) ≤ max{f (n − 1), 1/2}: Observe that L2n−1,2n ≤ 23 L2n−1 + 23 L2n
holds, since requests r2n−1 and r2n are served together. Additionally, we know from Condition (3) that L2n,2n+1 ≥ L2n and
L2n−2,2n−1 ≥ L2n−1. Using this information we get
f (n) ≤
L0 +
n−1∑
i=1
L2i−1,2i −
n−2∑
i=0
L2i,2i+1 + 23 L2n−1 + 23 L2n − L2n−1
n−1∑
i=0
L2i,2i+1 + L2n
. (9)
Moreover, we know that L2n ≤ L2n−1,2n ≤ 23 L2n−1 + 23 L2n holds. The first inequality follows from Condition (3) and the
second one, because requests r2n−1 and r2n are served in the same time period, resulting in L2n ≤ 2L2n−1. Observe that the
right-hand side of inequality (9) is monotonically increasing in L2n and hence
f (n) ≤
L0 +
n−1∑
i=1
L2i−1,2i −
n−2∑
i=0
L2i,2i+1 − 13 L2n−1 + 43 L2n−1
n−1∑
i=0
L2i,2i+1 + 2L2n−1
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=
L0 +
n−1∑
i=1
L2i−1,2i −
n−2∑
i=0
L2i,2i+1 + L2n−1
n−1∑
i=0
L2i,2i+1 + 2L2n−1
≤ max

L0 +
n−1∑
i=1
L2i−1,2i −
n−2∑
i=0
L2i,2i+1
n−1∑
i=0
L2i,2i+1
,
1
2
 = max
{
f (n− 1), 1
2
}
. (10)
Summarizing, we get for sequence of Type 1
A (2n+ 1) ≤ f (n)+ 1 ≤ max { 12 , . . . , 12}+ 1 ≤ 32 .
Case 2: B (2n)
Now assume a sequence σ is of Type 2 consisting of an odd number of requests. Then the optimal strategy is of the form
X∗(σ ) = {D,D, I,D, . . . ,D, I}with optimal value
Opt(σ ) = L0 + L1,2 + · · · + L2n−1,2n,
whereas clever produces the answer set Xclever(σ ) = {D, I,D, I, . . . , I,D}with value
z (clever(σ )) = L0,1 + L2,3 + · · · + L2n−2,2n−1 + L2n.
The competitive ratio is
B (2n) = z (clever(σ ))
Opt(σ )
= L0,1 + L2,3 + · · · + L2n−2,2n−1 + L2n
L0 + L1,2 + · · · + L2n−1,2n
=
n−1∑
i=0
L2i,2i+1 − L0 −
n−1∑
i=1
L2i−1,2i
L0 +
n∑
i=1
L2i−1,2i
+
L0 +
n−1∑
i=1
L2i−1,2i + L2n
L0 +
n∑
i=1
L2i−1,2i
where the second term is at most 1. To prove the correctness of our statement, we show that the first term is at most 1/2.
Similar considerations as for case 1 lead to the following inequality
f (n) =:
n−2∑
i=0
L2i,2i+1 − L0 −
n−2∑
i=1
L2i−1,2i + L2n−2,2n−1 − L2n−3,2n−2
L0 +
n−1∑
i=1
L2i−1,2i + L2n−1,2n
≤
n−2∑
i=0
L2i,2i+1 − L0 −
n−2∑
i=1
L2i−1,2i + 23 L2n−2 + 23 L2n−1 − L2n−2
L0 +
n−1∑
i=1
L2i−1,2i + L2n−1
.
We use the same arguments as in the previous case to show that f (1) ≤ 1/3 and f (n) ≤ max {f (n− 1), 12}.
Therefore, the competitive ratio of the online algorithm clever is
r (clever) ≤ z (clever(σ ))
Opt(σ )
= max
{
A
(
2
⌊
j− 1
2
⌋
+ 1
)
, B
(
2
⌊
j
2
⌋)∣∣∣∣ j = 1, . . . ,m}
≤ max
{
4
3
,
3
2
, . . . ,
3
2
}
≤ 3
2
. 
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