We demonstrate the existence of a two-dimensional anomalous Floquet insulator (AFI) phase: an interacting (periodically-driven) non-equilibrium topological phase of matter with no counterpart in equilibrium. The AFI is characterized by a many-body localized bulk, exhibiting nontrivial micromotion within a driving period, and delocalized (thermalizing) chiral states at its boundaries. For a geometry without edges, we argue analytically that the bulk may be many-body localized in the presence of interactions, deriving conditions where stability is expected. We investigate the interplay between the thermalizing edge and the localized bulk via numerical simulations of an AFI in a geometry with edges. We find that non-uniform particle density profiles remain stable in the bulk up to the longest timescales that we can access, while the propagating edge states persist and thermalize, despite being coupled to the bulk. These findings open the possibility of observing quantized edge transport in interacting systems at high temperature. The analytical approach introduced in this paper can be used to study the stability of other anomalous Floquet phases.
We demonstrate the existence of a two-dimensional anomalous Floquet insulator (AFI) phase: an interacting (periodically-driven) non-equilibrium topological phase of matter with no counterpart in equilibrium. The AFI is characterized by a many-body localized bulk, exhibiting nontrivial micromotion within a driving period, and delocalized (thermalizing) chiral states at its boundaries. For a geometry without edges, we argue analytically that the bulk may be many-body localized in the presence of interactions, deriving conditions where stability is expected. We investigate the interplay between the thermalizing edge and the localized bulk via numerical simulations of an AFI in a geometry with edges. We find that non-uniform particle density profiles remain stable in the bulk up to the longest timescales that we can access, while the propagating edge states persist and thermalize, despite being coupled to the bulk. These findings open the possibility of observing quantized edge transport in interacting systems at high temperature. The analytical approach introduced in this paper can be used to study the stability of other anomalous Floquet phases.
At or near equilibrium, the emergence of universal phenomena enables us to organize our description of physical systems in terms of distinct phases of matter. Intriguingly, a similar phase structure can emerge far from equilibrium, in periodically-driven quantum many-body systems. While some of the corresponding "Floquet phases" are analogous to phases that occur in equilibrium , others, such as discrete time crystals [23] [24] [25] [26] [27] [28] [29] [30] or the anomalous Floquet-Anderson insulator (AFAI) [31] [32] [33] and its generalizations [34] [35] [36] [37] [38] , display unique dynamical and topological features that cannot occur in equilibrium. We refer to such phases as "anomalous Floquet phases."
The fact that stable phases of matter can exist at all in isolated periodically-driven systems is itself a nontrivial statement: in the absence of a heat bath that can extract energy and entropy, such systems are generally expected to continually absorb energy from the driving field and heat towards a featureless infinite-temperature state at long times [39] [40] [41] . Crucially, in the presence of strong disorder, many-body localization (MBL) provides a mechanism for driven systems to avoid such heating [42] [43] [44] . Moreover, despite their localization, MBL systems may support a rich variety of phases characterized by symmetry-breaking or topological order [45, 46] .
Given the crucial role of MBL in supporting the nontrivial phase structure of Floquet systems, it is essential that we understand the conditions under which MBL can exist. Previous works [43, 44] have shown that MBL may persist in periodically-driven systems when the driving field has a high frequency and low amplitude. However, the genuinely new phases of Floquet systems (anomalous Floquet phases), cannot be realized in the high-frequency regime. Specifically, anomalous Floquet phases are characterized by nontrivial evolution over the course of a single driving period, which requires the drive frequency to
Schematic illustration of the anomalous Floquet insulator (AFI) -an interacting phase of matter only possible out-of-equilibrium. The bulk states are many-body localized in the presence of disorder and interactions, under conditions discussed in the main text. The nontrivial topology of the AFI is manifested in chiral edge states that exhibit protected thermalization.
be at most comparable to other energy scales of the system. In order to realize the full potential of many-body Floquet systems, we thus need to understand the conditions and parameter regimes where anomalous Floquet phases may be realized.
In this work we investigate the stability of the twodimensional (2D) anomalous Floquet insulator (AFI) phase, an interacting version of the AFAI [32] (see Fig. 1 ). The AFAI is a topologically nontrivial single-particle anomalous Floquet phase, characterized by a quantized bulk magnetization density [47] and protected chiral edge states. Here we show that the AFI bulk may be manybody localized in the presence of interactions.
To demonstrate MBL, we find conditions under which the original problem can be mapped onto an effective high-frequency driving problem in an appropriately constructed rotating frame. The same arguments that sup-port MBL in the high-frequency limit [44] then imply MBL of the AFI in the corresponding regime. We support our conclusions with numerical simulations of the long-time dynamics and level statistics of the AFI.
It is in a geometry with edges that the crucial differences between the AFI and the AFAI are revealed. First, due to interactions, we expect the topologically protected edge states to give rise to "protected thermalization" at the AFI edge, with the particle distribution on the edge rapidly approaching an infinite-temperaturelike state. Second, interactions couple thermalizing edge states and localized bulk states, resulting in a non-trivial competition. We explore this competition numerically, and conclude that, in finite-size samples, the edge and bulk may effectively remain decoupled. This opens up prospects for realizing quantized edge transport [32, 48] in AFIs at high temperature.
While we focus on the 2D anomalous Floquet insulator, our approach for proving its stability can also be applied to other anomalous Floquet phases, such as discrete time crystals [23, 24] (as illustrated in Appendix B) and other generalizations of the AFAI [37, 38] . We thus provide a framework for characterizing the stability of new dynamical phases, as well as identifying experimental settings which will enable their realization.
Existence of the anomalous Floquet insulator. We first show the existence of the AFI phase for sufficiently weak interactions between particles. We consider a system of spinless fermions on a square lattice with two sublattices, A and B, described by the following timeperiodic Hamiltonian (with driving period T ):
Here H id (t) is the translationally invariant, singleparticle Hamiltonian, which realizes the ideal limit of the AFAI (see Ref. [31] and below). H dis describes a random on-site disorder potential, which stabilizes the AFAI in the absence of interactions [32] . The new ingredient is the two-particle interaction described by H int .
For concreteness, we consider the following driving protocol, illustrated in Fig. 2a . More general driving schemes will be discussed below. Each period T is divided into five segments: the first four segments each have duration αT /4, and the last segment has duration (1 − α)T . H id acts during the first four segments, while disorder is applied during the last segment; interactions are always present. Importantly, the parameter 0 < α ≤ 1 tunes the effective strength of the disorder. Below we define how H(t) acts within a single driving period, 0 ≤ t < T ; its form at later times is obtained from time-periodicity, H(nT + t) = H(t), for any integer n.
The Hamiltonian H id consists of hopping terms, which are cyclically applied as illustrated in Fig. 2a :
where the first sum runs over sites r on sublattice A, and f n (t) = 1 for (n − 1)αT /4 ≤ t < nαT /4, and f n (t) = 0 otherwise. The vectors {b n } are given by
, where a is the lattice constant. The amplitude J is chosen such that each "pulse" acts as a π pulse (transferring a particle initially on an A-site to a corresponding B-site, and vice versa), i.e.,
We write the disorder Hamiltonian as:
where W r ∈ [−W, W ] is a random on-site potential, and f 5 (t) = 1 for αT ≤ t < T , and 0 otherwise. Finally, we choose H int to consist of nearest-neighbor interactions:
In the non-interacting limit, λ = 0, this model is exactly solvable and describes an ideal AFAI with topological edge states and zero localization length in the bulk. Rotating frame transformation. Our goal is to find the conditions when the AFI can be many-body localized. Importantly, the driving described above is manifestly not in the high-frequency limit: condition (3) implies that the hopping amplitude J is of the same order as the driving frequency, ω = 2π/T (we set = 1 throughout). Therefore, a priori, the analysis of Ref. [44] cannot be directly applied.
We now perform a time-dependent unitary transformation to map our problem onto an equivalent one, which lies in the high-frequency regime as long as W ω, J. To avoid complications arising from delocalized edge states, we first consider a system on a torus. Geometries with edges, which feature chiral edge states, will be studied below. We transform to a rotating frame in which the fast motion associated with H id is removed:
where |Ψ(t) (|Φ(t) ) is the state in the original (rotating) frame. We note that Q(T ) = I is the identity operator: over one full period, evolution with H id (t) alone returns every particle to its initial position. It follows that Q(t) is time-periodic: Q(t) = Q(t + T ). The time evolution of |Φ(t) is generated by a transformed HamiltonianH(t), given byH(t) =
Thus we obtain:
Since Q(t) and H dis (t) are both T -periodic,H(t) is also time-periodic with period T . The periodicity of Q(t) further implies that the HamiltonianH(t) generates the same Floquet operator as H(t), and therefore the same stroboscopic evolution, |Ψ(nT ) = |Φ(nT ) . It follows that if the system described byH(t) is many-body localized, so is the system described by H(t).
With the help of the unitary transformation Q, we have eliminated the large-amplitude (comparable to the driving frequency) term H id (t) from the Hamiltonian. The remaining terms (transformed disorder and interaction Hamiltonians), which will be analyzed below in detail, can be much smaller than the driving frequency ω, provided W, λ ω. In this limit, in the rotating frame, the system is in the high-frequency regime, where MBL is stable with respect to driving.
Conditions for many-body localization. To establish the conditions for MBL more precisely, we examine the transformed Hamiltonian (7), see also Eqs. (4) and (5) . Due to the fact that H id (t) acts only during the first four segments of the driving cycle, Q(t) = I for all t ∈ [αT, T ]. Since H dis (t) acts only during the fifth segment, the disorder Hamiltonian [Eq. (4)] is unchanged by the transformation Q(t). The disorder term can be decomposed into a time-averaged component (1 − α)H dis , and a time-dependent component, which changes stepwise at times t = αT and T . In the absence of interactions, H dis (t) gives (single-particle) eigenstates that are trivially localized on each site of the lattice. The transformed interaction Hamiltonian,H int (t) = Q † (t)H int Q(t), has a clear structure including three kinds of terms of extended but finite range (see Fig. 2b ): (i) density-density interactions between nearby sites, (ii) hopping between nearby sites with an amplitude that depends on the density on one of the nearby sites, and (iii) correlated hopping of pairs of particles. Explicit expressions for these terms and the ranges over which they act are discussed in Appendix C.
Crucially, the transformed interactions remain shortranged. All of the terms described above have timeaveraged (constant) parts with strengths ∼ O(αλ), see Appendix A, as well as oscillating parts at frequency ω and higher harmonics.
We proceed in two steps, first analyzing the dynamics generated by the static, time-averaged part ofH(t), then investigating the role of the remaining (small) timedependent terms. The time-averaged part ofH(t) contains on-site potential disorder with characteristic scale W (1 − α), and one-and two-particle hopping terms induced by interactions, with strength ∼ λα. In the limit λα W (1 − α) the delocalizing processes induced by interactions are typically off-resonant, and the (static) system is in the MBL phase [49] . At a critical interaction strength λ c , the system undergoes a transition into a thermal, delocalized phase. Thus stability requires:
where κ c is the critical ratio at which the MBLdelocalization transition occurs. The time-dependent terms ofH(t) have Fourier components with amplitudes of the order αλ, αW , see Appendix A. In the "high-frequency" limit, ω W, λ, the analysis of Ref. [44] shows that such time-dependent terms do not lead to delocalization; the system therefore remains in the MBL phase. More precisely, apart from Eq. (8), an additional condition must be fulfilled, λα ω. For α < 1, this is fulfilled automatically if (8) holds.
We have argued that if W ω, λ < 1−α α W κ c , then our system is in the MBL phase. The AFI thus constitutes a stable anomalous Floquet phase of matter.
Other protocols and phases. The arguments for the protocol described above can be extended to other driving protocols. As an example, we consider a setup in which both H dis and H int act throughout the whole driving period. We still assume that W, λ ω. Similar to the analysis above, we employ a unitary transformation Q(t) to eliminate the largest part of the time-dependent Hamiltonian, H id (t). We are left with transformed termsH dis (t),H int (t). One important difference compared to the protocol above is that the transformed disorder Hamiltonian in this case also contains finite-ranged hopping terms, of the order αW . In the absence of interactions (λ = 0), the system is in the localized phase for small disorder W ω, as shown in Ref. [32] . Moreover, tuning parameter α allows one to tune the localization length in the single-particle problem: at very small α (corresponding to very strong hopping during first four segments of the period), the localization length can be made much shorter than the lattice constant.
The interaction terms transform in the same way as described above. Provided λ is sufficiently small compared to W , these terms will not delocalize the system. We note that the presence of single-particle hopping terms originating from the disorder Hamiltonian will reduce the critical value of the interaction strength at which delocalization occurs. Residual hopping outside of H ideal (t) (i.e., imperfect hopping "π-pulses") will have a similar effect. We thus conclude that AFI phase is generally stable with respect to weak interactions, irrespective of the precise driving protocol.
The approach outlined above can also be applied to other anomalous Floquet phases. For example, our approach can be used to demonstrate the stability of discrete time crystals, which was shown previously by other means [23, 24, 50] (see Appendix B).
Numerics: existence of AFI phase. We support the above analytical arguments with numerical simulations. To investigate the stability of the phase, we compare two model driving protocols: (i) we take the model defined by Eqs. (1)- (5), with disorder applied only during the fifth step (while hopping is off), and (ii) we consider the case where (constant) disorder is applied throughout.
As an indicator of MBL, we study the quasienergy level statistics of the Floquet operator U (T ) = T exp −i T 0 H(s) ds , obtained via exact evolution [40, 42, 43, 51] .
The level spacing ratio around many-body Floquet state n is defined as r n = min{δ n /δ n+1 , δ n+1 /δ n }, where δ n = ε n − ε n−1 is the quasienergy gap below level n. For a Poisson distribution of levels, this ratio is ∼ 0.4; for the Circular Unitary Ensemble, it is ∼ 0.6 [40] .
We computed the average level spacing ratio by exact diagonalization of the Floquet operator for multiple realizations of the model with 8 particles on a 4 × 4 square lattice with periodic boundary conditions. For model (i) we take W = 0.1ω, and for model (ii) we take W = ω. Figure 3 shows the resulting data as a function of λ/W . Each curve shows the mean value of the average level spacing ratio obtained from an ensemble of 100 disorder realizations per point [52] , for a fixed value of α. The peaks visible near the transition for α = . a) The two different initial site occupations considered, indicated by red and blue squares. b) The cluster initialized in the bulk (blue, upper panel) remains stable over 10 5 periods. For the edge initialization (red, lower panel), the particle density is homogenized around the perimeter, with negligible leakage into the bulk. c) Eigenvalues of the one-body reduced density matrix, ρ
R . For the bulk initialization (blue), we take R to be the full lattice; a clear gap between near-unity and smaller eigenvalues indicates localization. For the edge initialization, we consider R as the full lattice (orange), or only the sites along its edge (red). The nearly identical plateaus of eigenvalues in the two cases indicate thermalization confined to the edge.
driving breaks up clusters of 2, 3 and 4 particles that are otherwise bound by the interactions [53] .
The data in Fig. 3 show that, for all the values of α we examined, the level spacing ratio converges to 0.38 for sufficiently small values of λ, indicative of Poisson level statistics and MBL. Additionally, the critical value λ critical /W at which the localization-delocalization transition occurs shifts upwards for smaller values of α, as anticipated above. When α = 1/64, the system is localized even when the interaction strength is an order of magnitude larger than W . Smaller values of α will likely push up the transition further.
For a given α, the value of λ critical in model (ii), where W = ω, is shifted to lower values than in model (i). However, λ critical remains finite and controllable by α. The AFI phase thus appears to extend beyond the regime of the sufficient condition W ω discussed above. Dynamics of an AFI with edges. So far, we have established the stability of the AFI in a closed geometry without an edge. In the non-interacting AFAI in an open geometry (i.e., a geometry with edges), the system's nontrivial topology gives rise to propagating chiral edge states and novel quantized transport phenomena [32, 48] . Due to the topological and chiral nature of the edge states, we expect that interactions will lead to thermalizing behavior at the edge. The competition between thermalization on the one-dimensional edge and MBL of the two-dimensional bulk is a subtle and important issue to explore, in particular, as bulk localization is required to observe quantized edge transport.
To gain insight into the dynamics at the edge, we numerically investigated the AFI in an open geometry. We simulated model (ii) discussed above, for 4 particles moving in a rectangle of 9×8 sites with open boundary conditions [54] . We initialized the particles either in a droplet of 2 × 2 sites in the center of the system, or in sites along the edge (Fig. 4a) . In Fig. 4b , we show the corresponding particle densities after time-evolution for 100, 000 driving periods. Even after this very long evolution the droplet profile has only slightly broadened, indicating that the bulk acts localized on this time scale (and likely indefinitely). For the edge initialization, the particle distribution has homogenized around the perimeter [55] , and broadened in a narrow strip near the edge. We have further confirmed that, at long times, the system carries a nonvanishing circulating current around its perimeter (see Appendix D).
To further investigate thermalization, we first define a region R to be "thermalized" if the reduced density matrix on R takes an infinite temperature form, ρ R ∼ exp(−ηN ), whereN is the number operator on R and η is a constant that fixes the particle density. This definition implies, in particular, that on a thermalized region the eigenvalues p i of the one-body reduced density matrix ρ In Fig. 4c , we show the eigenvalues of ρ (1) R after a long time evolution, for both the droplet and edge initializations. The initial states in both cases are four-particle Slater determinants. The corresponding one-body density matrices on regions containing all particles would have four unit eigenvalues, with the rest being equal to zero. For the droplet initialization we choose the region R to be the entire 9×8 lattice; we see that four eigenvalues remain close to one, with only weak correlations among other "natural orbitals." This is a signature of localization [56] . For the edge initialization we show the spectra of ρ (1) R evaluated on a one-site-wide strip running around the perimeter of the system, and on the whole lattice. For both we find a long plateau of nearly equal eigenvalues signifying thermalization on the edge.
Discussion. Our study establishes the AFI as a stable anomalous Floquet phase protected by MBL and opens up several directions for future investigations. First, our results strongly suggest that for finite strengths of disorder and interactions, the bulk remains localized for, at least, time scales that are exponentially long time in the system size, even while the edge thermalizes. This gives promise that the AFI may support quantized transport on all practical/experimental time-scales. We leave a detailed analytical study of the edge-bulk competition in the thermodynamic limit for a future study.
Second, we found that the chiral AFI's edge hosts protected thermalization. The competition between thermalizing and MBL regions is a subject of ongoing debate [57] , and the AFI may provide an interesting platform for systematically investigating this interplay. For example, consider an AFI punched with holes of circumference ∼ , typically separated by a distance L. The system can then be viewed as an array of thermalizing regions, each comprised of ∼ sites, embedded in a localized background. Tuning , L allows one to change the volume fraction of thermalizing regions in the system. Thus, the geometry of an AFI sample may be used to control and study thermalization.
for integers z, n, the residual periodic driving in the rotating frame can lead to resonances where these clusters break up. Due to the breaking up of clusters at these values of λ, the system becomes more delocalized.
[54] For real time dynamics we are able to simulate larger systems than for level statistics due to the smaller number of particles and because full diagonalization is not needed.
[55] In the non-interacting, clean limit, the chiral edge mode resides on alternating sites on the edge. The observed distribution is homogeneous on these sites, with remaining fluctuations on other sites due to finite-size effects. In this appendix we briefly comment on how α controls the localization properties of models (i) and (ii) discussed in the main text. After applying the rotating frame transformation, Eq. (6) of the main text, we write the transformed HamiltonianH(t), Eq. (7), asH(t) =H + δH(t). HereH is the time-average ofH(t). We further decomposeH asH = H int +H dis +O(αW, αλ), whereH dis is the time average of H dis (t). The O(αW, αλ) corrections arise due to the transformation during the window 0 ≤ t < αT where the hopping is applied (see Appendix C below).
Both H int andH dis are diagonal in the site occupation number basis. The off-diagonal contributions toH, contained in the O(αW, αλ) terms, can be made arbitrarily small by taking α small enough. In this way we can en-sure that, in the absence of the time-dependent terms δH(t),H describes a many-body localized system. Next, we consider the oscillating part ofH(t), δH(t), which has a magnitude of order W, λ, varies rapidly in the interval 0 ≤ t < αT , and is constant for the rest of the period. Turning to the Fourier transform of δH(t), these properties dictate that its n-th Fourier component is suppressed linearly in α for |n| 2π α , and falls off as 1/n for large n. In the limit ω λ, W , even the lowest harmonics correspond to high frequencies in the rotating frame, and therefore the system remains localized. For ω comparable to W, λ, the amplitude of the residual oscillating terms can be made small by taking α → 0. This again brings the system into the Floquet-MBL regime. the edge, Fig. 4 , we have calculated the current flowing across a line that extends from the middle of the system through its boundary, see inset of Fig. 5 . The periodaveraged current, I n = (n+1)T nT dtI(t), where I(t) is the instantaneous current through the cut, is shown in Fig. 5 . The current exhibits large oscillations at short times, due to the fact that the particles that circulate around the perimeter initially have a nonuniform density profile. At later times, the density of particles along the edge becomes uniform, and the value of the current settles to a nearly constant, nonzero value. This persistent current is a signature of the chiral nature of the AFI edge.
