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MEAN VALUE ESTIMATES OF THE GENERALIZED GCD FUNCTION
SNEHA CHAUBEY AND SHIVANI GOEL
Abstract. We study the distribution of the generalized gcd function on average. The generalized
gcd function, denoted by (m,n)b, is the largest b-th power divisor common to m and n. We derive
asymptotic formulas for the average order of the arithmetic, geometric, and harmonic means of
(m,n)b, extending some of the previous work on other gcd-like functions. Additionally, we establish
results on the average order of (m,n)b over a set of lattice points.
1. Introduction and Main Results
The study of the greatest common divisor (gcd) function arises naturally in number theory, and
several mathematicians over the years have been interested in its distribution, and other arithmetic
and algebraic properties, see [18], and the references therein. The most natural geometric usage of
the gcd function is in counting visible lattice points. Recently, a new notion of visibility has gained
much attention, where curves replace straight lines as the lines of sight [9, 6]. The immediate
natural extension is to consider visibility along curves y = kxb or x = kyb, where b ∈ N and k ∈ Q.
A point (r, s) ∈ Z2 is visible along the the curve y = kxb if and only if gcdb(r, s) := max{d ≥ 1 :
d|r and db|s} = 1, and similarly, a point (r, s) ∈ Z2 is visible along the the curve x = kyb if and only
if gcd′b(r, s) := max{d ≥ 1 : db|r and d|s} = 1. The distribution of these extended notions, gcdb,
gcd′b of the classical gcd function have been studied before, for example in [6], where the authors
study various mean value results for gcdb(r, s).
A more natural generalization of the usual gcd function is
(r, s)b := max{d ≥ 1 : db|r and db|s}, (1.1)
which appears when studying the b-free integers. It also provides a necessary criterion for the
combined visibility of a lattice point along the curves y = kxb or x = kyb. Following Cohen [3], this
gcd function is called the generalized gcd function. For b = 1, it is the usual gcd function. It has
most commonly been used to study the generalized totient function or commonly called the Klee’s
totient function [10].
In this note, we are interested in studying the distribution of (1.1) by estimating the average
order of its arithmetic, geometric, and harmonic means. The arithmetic mean, or the generalized
gcd-sum function is defined as follows: for a fixed integer b > 1,
hb(n) :=
∑
j≤n
(j, n)b. (1.2)
Note that this is a multiplicative function (proof in Section 2), whereas the analogous summatory
functions for gcdb, gcd
′
b are not multiplicative, and thus it becomes an interesting object of study
from an analytic point of view.
The case b = 1, also known as Pillai’s arithmetical function defined as
P (n) =
∑
j≤n
gcd(j, n), (1.3)
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has been explored before. Toth in his survey article [18] on gcd-sum functions estimated the average
order of P (n) to be: for every ǫ > 0,∑
n≤x
P (n) =
1
2ζ(2)
x2 log x+
(
2γ − 1
2
+
ζ ′(2)
ζ(2)
)
x2 +O
(
x1+θ+ǫ
)
,
where γ is the Euler’s constant and θ as in∑
n≤x
d(n)− x log x− (2γ − 1)x = O
(
xθ+ǫ
)
.
Estimates of this type but with weaker error terms were obtained before by some authors; see [11].
The proofs use the Dirichlet convolution method along with asymptotics of the average order of
Euler’s totient function, divisor function, etc. It is natural to ask if similar estimates hold true for
the mean of generalized gcd function: hb(n). Using Perron’s formulas, we establish asymptotics of
the mean and average version of the mean in the following theorems below.
Theorem 1.1. Let b = {2, 3}, there exist a constant cb > 0 such that
∑
n≤x
(
1− n
x
)
hb(n) =
ζ(2b− 1)
6ζ(2b)
x2 +
b2ζ(2/b− 1)
2(2 + b)ζ(2)
x2/b +Ob
(
x2/b (log x)6/5
ecb(log x)
3/5(log log x)−1/5
)
.
In the case when b > 3, we prove
Theorem 1.2. For b > 3,∑
n≤x
(
1− n
x
)
hb(n) =
ζ(2b− 1)
6ζ(2b)
x2 +Ob(x log x).
Theorem 1.3. For b ≥ 2, ∑
n≤x
hb(n) =
ζ(2b− 1)
2ζ(2b)
x2 +Ob(x
3/2 log2 x).
The harmonic mean of the generalized gcd function is given by
Hb(n) = n

∑
j≤n
1
(j, n)b


−1
. (1.4)
For the usual gcd function, the average order of its harmonic mean is given by
∑
n≤x

∑
j≤n
1
gcd(j, n)


−1
= c1 log x+ c2 +O
(
x−1+ǫ
)
,
for any ǫ > 0, and constants c1, c2 > 0 [18]. The harmonic mean for the usual gcd function has an
algebraic significance in terms of counting generators of a cyclic group of order n, see [18], and the
references therein. One obtains a similar result for Hb(n)/n.
Theorem 1.4. For b ≥ 2, and Hb(n) as in (1.4), we have∑
n≤x
Hb(n)
n
= Cb log x+Ob (1) ,
where Cb =
1
ζ(b)
∏
p
[
1 + (pb+1 − 1)
∞∑
k=1
pk
pkb+1(pb+1 − p) + p− 1
]
.
MEAN VALUE ESTIMATES OF THE GENERALIZED GCD FUNCTION 3
Furthermore, we consider the geometric mean of the generalized gcd function. For b ≥ 2, it is
Gb(n) :=

∏
j≤n
(j, n)b


1/n
. (1.5)
Geometric mean for the classical gcd-sum function was considered by Loveless in [13].
Theorem 1.5. For b ≥ 2, and for every ǫ > 0, we have∑
n≤x
n logGb(n) = − ζ
′(2b)
2ζ(2b)
x2 +O(x).
On taking the average order of the generalized gcd function over a set of lattice points, one
obtains
Mb(x) :=
∑
m,n≤x
(m,n)b. (1.6)
In other words, if M , and N are random integers chosen uniformly and independently from the
set {1, 2, . . . , x}, then the above gives the expected value of (M,N)b. For b = 1, it was studied
by Cesaro, [2], and later by Diaconis and Erdos [5] who improved the error term obtained in [2].
The common technique to study the double sum is using its relation with the summatory function
of Pillai’s arithmetical function defined in (1.3). However, for the analog problem in the case of
generalized gcd-sum function, we do not have a direct relation such as this, and so there is not
much saving in the error term. We obtain the following result.
Theorem 1.6. Let Mb(x) be defined by (1.6), then
M2(x) = x
4 ζ(3)
ζ(4)
+O(x2 log x).
Moreover, for b ≥ 3
Mb(x) = x
2b ζ(2b− 1)
ζ(2b)
+O(xb).
Section 2 contains some arithmetic and analytic properties of the generalized gcd function, and its
arithmetic mean hb(n). Section 3 contains proofs of Theorems 1.1, 1.2, and 1.3. Section 4 discusses
results on the harmonic mean. Section 5 contains the proof of the average order of the geometric
mean. We prove Theorem 1.5 in Section 6. Finally, we would like to point out that several other
results related to the usual gcd-function or gcd-like functions worked out in [18], and the references
therein, can analogously also be proved for the generalized gcd function and the interested reader
can investigate further. However, our focus in this paper is mainly on the arithmetic, geometric,
and harmonic means of the generalized gcd function.
2. Preliminary properties
The generalized-gcd function, and its mean hb(n) has some interesting properties. In what follows
we collect some of these properties. All of these can be verified using elementary techniques.
(1) The generalized-gcd is a periodic function. That is, for any m, r, s ∈ Z, we have:
(r, s)b = (r +ms, s)b
(2) The relation between the usual gcd function and the generalized-gcd function is given by:
gcd(r, s) = (r, s)b gcd
(
r
(r, s)b
,
s
(r, s)b
)
.
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(3) For n = p2k, where p is prime and k is any positive integer, hb(n) can be interpreted in the
theory of finite Abelian groups in the following manner:
hb(n) = #{(i, j) ∈ Zn × Zpk | i.jb = 0}.
In addition to the above properties hb(n) owns the following properties which will be used in proving
the main results on the average order of hb(n).
Lemma 2.1. (1) The function hb(n) is multiplicative, that is, for (m,n) = 1, hb(mn) =
hb(m)hb(n).
(2) For any prime p and for 0 ≤ j < b, k ∈ N:
hb(p
kb+j) = pk+j
(
1 +
(pb − 1)(pk(b−1) − 1)
p(pb−1 − 1)
)
.
(3) The Dirichlet series associated with hb(n) is∑
n≥1
hb(n)
ns
=
ζ(bs− 1)ζ(s− 1)
ζ(2s)
,
and is absolutely convergent in ℜ(s) > 2.
(4) The function hb(n) is bounded by
|hb(n)| =
{
O(n log n) if b = 2
O(n) if b ≥ 3.
Proof. (1) To show hb(n) is multiplicative, we write it as a convolution of φb(n) and n
1/bχb(n),
where χb(n) is a characteristic b-th power function given by
χb(n) =
{
1 if n = mb for some m ∈ Z,
0 otherwise.
(2.1)
The function φb(n) is the generalization of the Euler phi function attributed to Klee [10]
and also called as Klee’s totient. It is clear that φb(n) = φ(n) for b = 1, where φ(n) is the
usual Euler phi function. For a positive integer b and n, it is defined as φb(n) := #{k ≤ n :
(k, n)b = 1}. We observe that φb is a multiplicative function and it is equal to
φb(n) = n
∏
p prime
pb|n
(1− p−b). (2.2)
If (m,n)b = d then (
m
db
, n
db
)b = 1, then
hb(n) =
∑
j≤n
(j, n)b =
∑
db|n
d
∑
j≤n
(j,n)b=d
1 =
∑
db|n
d
∑
j≤n
( j
db
, n
db
)b=1
1
=
∑
db|n
dφb(
n
db
) =
∑
m|n
m1/bφb(
n
m
)χb(m). (2.3)
The result follows from the multiplicativity of φb(n) and n
1/bχb(n).
(2) From above, we have
hb(n) =
∑
m|n
m1/bφb(
n
m
)χb(m) = n
1/b
∑
m|n
1
m1/b
φb(m)χb(
n
m
)
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take n = pkb+j, 0 ≤ j < b, k ∈ N
hb(p
kb+j) = pk+j/b
[
pj
pj/b
+
k∑
l=1
φb(p
lb+j)
pl+j/b
]
= pk
[
pj +
k∑
l=1
plb+j−b(pb − 1)
pl
]
= pk+j
[
1 +
(pb − 1)(pk(b−1) − 1)
p(pb−1 − 1)
]
(3) The function φb(n) has a Dirichlet series associated to it which converges absolutely for
ℜ(s) > 2 and and has an analytic continuation to a meromorphic function defined on the
whole complex plane. It is given by
∑
n≥1
φb(n)
ns
=
∏
p
(
1 +
∞∑
m=1
φb(p
m)
pms
)
=
∏
p
(
(1− 1
pbs
)
(1− 1
ps−1
)
)
=
ζ(s− 1)
ζ(bs)
. (2.4)
The Dirichlet series of n1/bχb(n) converges for ℜ(s) > 2/b, and is given by∑
n≥1
n1/bχb(n)
ns
=
∏
p
(
1 +
∞∑
m=1
(pm/bχb(p
m))
pms
)
=
∏
p
(
1 +
1
pbs−1
+
1
p2bs−2
+ .......
)
= ζ(bs− 1). (2.5)
Using (2.3), (2.4), and (2.5), we obtain the Dirichlet series of hb(n) which converges for
ℜ(s) > 2. ∑
n≥1
hb(n)
ns
=
ζ(bs− 1)ζ(s− 1)
ζ(bs)
.
(4) The function |hb(n)| is bounded by
|hb(n)| =
∣∣∣∣∣∣
∑
j≤n
(j, n)b
∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣
∑
d≤n
d
∑
j≤n
(j,n)b=d
1
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
∑
d≤n
d
∑
j≤n
∑
k|
(
j
db
, n
db
)
b
µ(k)
∣∣∣∣∣∣∣∣
≤
∑
d≤n
d
∑
j≤n
∑
k|
(
j
db
, n
db
)
b
|µ(k)| ≤
∑
d≤n
d
∑
j≤n
∑
kb| j
db
kb| n
db
1
Let mkb =
j
db
then,m ≤ n
kbdb
=
∑
d≤n1/b
d
∑
k≤n
1/b
d
∑
m≤ n
kbdb
1 = O

 ∑
d≤n1/b
d
∑
k≤n
1/b
d
n
kbdb

 = O

 ∑
d≤n1/b
n
db−1
∑
k≤n
1/b
d
1
kb


= O

 ∑
d≤n1/b
n
db−1

 = { O(n log n) if b = 2
O(n) if b ≥ 3.
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3. Arithmetic Mean
3.1. Proofs of Theorems 1.1 and 1.2. We fix a positive integer b > 0, and use Perron’s formula
to estimate the weighted mean of hb(n). For a complex number s, we write s = σ+ it. By Perron’s
formula ([16, page 130]), for α > 0,
∑
n≤x
(
1− n
x
)
hb(n) =
1
2πi
∫ α+i∞
α−i∞
xsζ(bs− 1)ζ(s− 1)
s(s+ 1)ζ(bs)
ds. (3.1)
Fix T,U > 0 such that 2 ≤ T ≤ x, T ≤ U ≤ x2. Let
α = 2 +
B
logX
and β =
1
b
− A
(log 2T )2/3(log log 2T )1/3
,
for some absolute constant B > 0, and A = B/b. We solve the line integral in (3.1) by modifying
the path of integration from α− iU to α + iU into a path: l1: α+ iU to α + i∞; l2: 2/b + iU to
α + iU ; l3: 2/b + iT to 2/b + iU ; l4: β + iT to 2/b + iT ; l5: β − iT to β + iT ; l6: 2/b − iT to
β− iT ; l7: 2/b− iU to 2/b− iT ; l8: α− iU to 2/b− iU ; l9 : α− i∞ to α− iU . By Cauchy’s residue
theorem,
1
2πi
∫ α+i∞
α−i∞
xsζ(bs− 1)ζ(s− 1)
s(s+ 1)ζ(bs)
ds =
x2ζ(2b− 1)
6ζ(2b)
+
b2x2/bζ(2/b− 1)
2(2 + b)ζ(2)
+
9∑
i=1
Ji. (3.2)
The first two terms in the right side of (3.2) correspond to the residues at the poles of the integrand
on the left side of (3.2) inside the modified contour of integration. Here Ji is the integral of the
integrand above along the line segments li. We now estimate Jis using standard bounds for ζ(s)
and
1
ζ(s)
([17, page 47]),
ζ(σ + it) =


O
(
t
1
2
−σ log t
)
, −1 ≤ σ ≤ 0,
O
(
t
1−σ
2 log t
)
, 0 ≤ σ ≤ 1,
O(log t) , 1 ≤ σ ≤ 2,
O(1) , σ ≥ 2,
and
1
ζ(σ + it)
=
{
O(log t) , 1 ≤ σ ≤ 2,
O(1) , σ ≥ 2.
In addition, we also use the Vinogradov-Koroborov zero free region ([19], [12]),
σ ≥ 1−B(log t)− 23 (log log t)− 13 ,
in this region
1
ζ(s)
= O
(
(log t)
2
3 (log log t)
1
3
)
,
and B is an absolute constant. Along the line segments l1 and l8, we have
|J1|, |J9| = O
(∫ ∞
U
|xα+it||ζ(bα− 1 + ibt)||ζ(α+ 1 + it)|
|α+ it||α+ 1 + it||ζ(bσ + ibt)| dt
)
= O
(
x2 logU
∫ ∞
U
dt
t2
)
= O
(
x2 logU
U
)
.
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Along the line segments l2 and l8, we estimate the integrals J2 and J8 separately for b = 2, and
b ≥ 3. For b = 2, we decompose the integrals into three parts in the range 1 ≤ σ ≤ 3/2, 3/2 ≤ σ ≤ 2,
and 2 ≤ σ ≤ α, so that
|J2|, |J8| = O
(∫ 3/2
1
|xσ+iU ||ζ(bσ − 1 + ibU)||ζ(σ − 1 + iU)|
|σ + iU ||σ + 1 + iU ||ζ(bσ + ibU)| dσ
+
∫ 2
3/2
|xσ+iU ||ζ(bσ − 1 + ibU)||ζ(σ − 1 + iU)|
|σ + iU ||σ + 1 + iU ||ζ(bσ + ibU)| dσ
+
∫ α
2
|xσ+iU ||ζ(bσ − 1 + ibU)||ζ(σ − 1 + iU)|
|σ + iTU ||σ + 1 + iU ||ζ(bσ + ibU)| dσ
)
= O
(∫ 3/2
1
xσU1−σ/2 log2 U
U2
dσ +
∫ 2
3/2
xσU1−σ/2 logU
U2
dσ +
∫ α
2
xσ logU
U2
dσ
)
= O
(
log2 U
U
∫ 3/2
1
(
x√
U
)σ
dσ +
(logU)
U
∫ 2
3/2
(
x√
U
)σ
dσ +
logU
U2
∫ α
2
xσdσ
)
= O
(
x2 logU
U2
)
.
We now estimate J2, and J8 for b ≥ 3, for which we decompose the limits of the integral into
2/b ≤ σ < 1, 1 ≤ σ ≤ 2, and 2 ≤ σ ≤ α, and obtain
|J2|, |J8| = O
(∫ 1
2/b
|xσ+iU ||ζ(bσ − 1 + ibU)||ζ(σ − 1 + iU)|
|σ + iU ||σ + 1 + iU ||ζ(bσ + ibU)| dσ
+
∫ 2
1
|xσ+iU ||ζ(bσ − 1 + ibU)||ζ(σ − 1 + iU)|
|σ + iU ||σ + 1 + iU ||ζ(bσ + ibU)| dσ
+
∫ α
2
|xσ+iU ||ζ(bσ − 1 + ibU)||ζ(σ − 1 + iU)|
|σ + iTU ||σ + 1 + iU ||ζ(bσ + ibU)| dσ
)
= O
(∫ 1
2/b
xσU3/2−σ log2 U
U2
dσ +
∫ 2
1
xσU1/2−σ logU
U2
dσ +
∫ α
2
xσ logU
U2
dσ
)
= O
(
log2 U√
U
∫ 1
2/b
( x
U
)σ
dσ +
(logU)
U3/2
∫ 2
1
( x
U
)σ
dσ +
logU
U2
∫ α
2
xσdσ
)
= O
(
x2 logU
U2
)
.
On the line segments l3 and l7, s = 2/b+ it, T ≤ |t| ≤ U , we have
|J3|, |J7| = O
(∫ U
T
|x2/b+it||ζ(1 + ibt)||ζ(2/b − 1 + it)|
|1 + it||2 + it||ζ(2 + ibt)| dt
)
= O
(
x2/b
∫ U
T
t3/2−2/b log2 t
t2
dt
)
= O
(
x2/b
∫ U
T
log2 t
t1/2+2/b
dt
)
= O
(
x2/bU1/2−2/b log2 U
)
+O
(
x2/bT 1/2−2/b log2 T
)
.
For b = 2, 3, since T < U , the above error can be estimated to be
|J3|, |J7| = O
(
x2/bT 1/2−2/b log2 T
)
.
And, for b ≥ 4, we have
|J3|, |J7| = O
(
x2/bU1/2−2/b log2 U
)
.
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Next, on the line segments l4, and l6, for b = 2, we have
|J4|, |J6| = O
(∫ 1
β
|xσ+iT ||ζ(2σ − 1 + 2iT )||ζ(σ − 1 + iT )|
|σ + iT ||σ + 1 + iT ||ζ(2σ + 2iT )| dσ
)
= O
(∫ 1
β
xσT 5/2−2σ log3 T
T 2
dσ
)
= O
(
T 1/2 log3 T
∫ 1
β
( x
T 2
)σ
dσ
)
= O
(
x log3 T
T 3/2
)
.
For b ≥ 3, we break the integral from β to 1 into β to 1/b, and 1/b to 2/b, and obtain the following:
|J4|, |J6| = O
(∫ 2/b
β
|xσ+iT ||ζ(bσ − 1 + ibT )||ζ(σ − 1 + iT )|
|σ + iT ||σ + 1 + iT ||ζ(bσ + ibT )| dσ
)
= O
(∫ 1/b
β
xσT 3−(b+1)σ(log T )8/3(log log T )1/3
T 2
dσ
)
+O
(∫ 2/b
1/b
xσT 5/2−(b+2)σ/2 log3 T
T 2
dσ
)
= O
(
x1/b(log T )8/3(log log T )1/3
T 1/b
)
+O
(
x2/b log3 T
T 1/2+2/b
)
= O
(
x2/b log3 T
T 1/2+2/b
)
.
Lastly, along the line segment l5, for all b ≥ 2, we have
|J5| = O
(∫ T
−T
|xβ+it||ζ(bβ − 1 + ibt)||ζ(β − 1 + it)|
|β + it||β + 1 + it||ζ(bβ + ibt)| dt
)
= O
(
xβ
∫ T
−T
t3−(b+1)β(log(2 + |t|))8/3(log log(3 + |t|)1/3)
1 + t2
dt
)
= O
(
xβ
)
.
Collecting all the above estimates for b = 2, 3, and setting U = x3/2, and T = exp
(
c1(log x)
3/5
(log log x)1/5
)
,
one obtains Theorem 1.1. Likewise, for b ≥ 4, setting U = x, and T as above, one obtains Theorem
1.2.
3.2. Mean value estimate. In this section, we derive an asymptotic formula for the average of
the generalized gcd-sum function. For b = 1, this has been done in [1, Theorem 4.7]. We will prove
for b ≥ 2 using Perron’s formula ([16, page 130]). One can perhaps improve upon the error term
by improving on Lemma 2.1 (3).
Proof of Theorem 1.3. Using the effective version of Perron’s formula for averages, for x ≥ 1, and
1 ≤ T ≤ x2, we have
∑
n≤x
hb(n) =
1
2πi
∫ α+iT
α−iT
xsζ(bs− 1)ζ(s − 1)
sζ(bs)
ds +O
(
xα
T
∞∑
n=1
|hb(n)|
nα| log(x/n)|
)
.
where α = 2 + Alog x , for an absolute constant A > 0. By Lemma 2.1 (3) for b = 2, we obtain
|R(x, α, T )| := O
(
xα
T
∞∑
n=1
|hb(n)|
nα| log(x/n)|
)
= O
(
xα
T
∞∑
n=1
n1−α log(n)
| log(x/n)|
)
.
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To find the sum in the error term, we break it into three sums over the following ranges: n ≤ x/2,
x/2 < n ≤ 3x/2 and n > 3x/2. In each of these sub-sums, one can show ∣∣log xn ∣∣ ≥ log 2, where in
the last sub-sum for n > 3x/2, we use that
∣∣log nx ∣∣ = ∣∣log xn ∣∣. This gives
|R(x, α, T )| =


O
(
x2 log x
T
)
, b = 2,
O
(
x2
T
)
, b > 2.
Next, we will evaluate ∫ α+iT
α−iT
xsζ(bs− 1)ζ(s− 1)
sζ(bs)
ds
by modifying the line of integration into a rectangular path consisting of vertices α − iT , α + iT ,
1/b− iT and 1/b+ iT . By Cauchy’s residue theorem,
1
2πi
∫ α+iT
α−iT
xsζ(bs− 1)ζ(s − 1)
sζ(bs)
ds =
x2ζ(2b− 1)
2ζ(2b)
− bx
2/bζ(2/b− 1)
2ζ(2)
+
3∑
i=1
Ki,
where K1,K2 and K3 are the integrals along the lines α+ iT to 1/b+ iT , 1/b+ iT to 1/b− iT and
1/b + iT to α − iT , respectively. The main contribution coming from the residues of the simple
poles at s = 2, and s = 2/b. Using the bounds on the zeta function stated before, one estimates
|K1|, |K3| = O
(∫ α
1/b
|xσ+iT ||ζ(bσ − 1 + ibT )||ζ(σ − 1 + iT )|
|σ + iT ||ζ(bσ + ibT )| dσ
)
= O
(∫ 2/b
1/b
xσT 5/2T (1+b/2)σ)log3 T
T
dσ +
∫ 1
2/b
xσT 3/2−σlog2 T
T
dσ
+
∫ 2
1
xσT 1−σ/2log2 T
T
dσ +
∫ α
2
xσlog T
T
dσ
)
= O
(
T 3/2 log3 T
∫ 2/b
1/b
( x
T 1+b/2
)σ
dσ +
√
T log2 T
∫ 1
2/b
( x
T
)σ
dσ
+ log2 T
∫ 2
1
(
x√
T
)σ
dσ +
log T
T
∫ α
2
xσdσ
)
= O
(
x2 log3 T
T log x
)
.
On the line segment s = 1/b+ it, |t| ≤ T , we have |ζ(ibt)| = O(t1/2 log(2+ |t|)), |ζ((1/b−1)+ it)| =
O(t3/2−1/b log(2 + |t|)), and 1/|ζ(1 + ibt)| = O(log(2 + |t|)). This gives
|J2| = O
(∫ T
−T
|x1/b+it||ζ(ibt)||ζ(1/b − 1 + it)|
|1/b+ it||ζ(1 + ibt)| dt
)
= O
(
x1/b
∫ T
−T
t2−1/b log(2 + |t|)3
(1/b2 + t2)1/2
)
= O(x1/bT 2−1/b(log T )3).
Collecting all the above estimates, and taking T = x1/2, we get the required result. 
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4. Harmonic Mean
The harmonic mean Hb(n) defined in (1.4) is a multiplicative function and has a Dirichlet series
representation. The following lemmas cover these properties, using which we prove Theorem 1.4.
Lemma 4.1. The function Hb(n) is multiplicative and its value at prime powers is given by,
Hb(p
kb+j) =


1, 0 ≤ j ≤ b− 1, k = 0,
p(k+1)b(pb+1 − 1)
pk(b+1)(pb+1 − p) + p− 1 , 0 ≤ j ≤ b− 1, k ∈ N.
Proof. From (1.4), we have
n
Hb(n)
=
n∑
k=1
1
(k, n)b
=
∑
db|n
1
d
∑
j≤n
(j,n)b=d
1 =
∑
db|n
1
d
φb(
n
db
) = n−1/b
∑
m|n
m1/bχb
( n
m
)
φb(m), (4.1)
where χb and φb as in (2.1), and (2.2) respectively. The sum in the right side of (4.1) is a convolution
of multiplicative functions, and so Hb(n) is multiplicative with
Hb(p
n) = 1 ; 0 ≤ n ≤ b− 1.
For n = pkb+j, where 0 ≤ j ≤ b− 1 and k ∈ N, we have
Hb(p
kb+j)
pkb+j
= pk+j/b

 ∑
d|pkb+j
d1/bχb
(n
d
)
φb(d)


−1
= pk+j/b
(
pj+j/b +
k∑
l=1
pl+j/bφb(p
lb+j)
)−1
= pk
(
pj +
k∑
l=1
lpl+lb+j−b(pb − 1)
)−1
= pk−j
(
1 +
(pb − 1)p(pk(b+1) − 1)
(pb+1 − 1)
)−1
=
pk−j(pb+1 − 1)
pk(b+1)(pb+1 − p) + p− 1 .

Lemma 4.2. The Dirichlet series associated to the harmonic mean Hb(n)/n has an Euler product
representation and converges absolutely for ℜ(s) > 0, and can be represented as
∞∑
n=1
Hb(n)/n
ns
=
ζ(s+ 1)
ζ(bs+ b)
∏
p
(1 +Kb(s)) , (4.2)
where
Kb(s) := (p
b+1 − 1)
∞∑
k=1
pk
pk(bs−1)(pk(b+1)(pb+1 − p) + p− 1) .
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Proof. Using Lemma 4.1, the Dirichlet series associated to Hb(n) can be written as
∞∑
n=1
Hb(n)/n
ns
=
∏
p
(
1 +
∞∑
m=1
Hb(p
m)/pm
pms
)
=
∏
p

b−1∑
j=0
1/pj
pjs
+
b−1∑
j=0
∞∑
k=1
pk−j(pb+1 − 1)
p(kb+j)s(pk(b+1)(pb+1 − p) + p− 1)


=
∏
p
(
1− 1/pb(s+1)
1− 1/ps+1 +
1− 1/pb(s+1)
1− 1/ps+1
∞∑
k=1
pk(pb+1 − 1)
pkbs(pk(b+1)(pb+1 − p) + p− 1)
)
=
ζ(s+ 1)
ζ(bs+ b)
∏
p
(
1 + (pb+1 − 1)
∞∑
k=1
1
pk(bs−1)(pk(b+1)(pb+1 − p) + p− 1)
)
=
ζ(s+ 1)
ζ(bs+ b)
∏
p
(1 +Kb(s)) =
ζ(s+ 1)
ζ(bs+ b)
Ab(s), (4.3)
where Ab(s) :=
∏
p(1 +Kb(s)), and
Kb(s) = (p
b+1 − 1)
∞∑
k=1
1
pk(bs−1)(pk(b+1)(pb+1 − p) + p− 1) .
. Let s = σ + it. Then∣∣∣∣ 1pk(bs−1)(pk(b+1)(pb+1 − p) + p− 1)
∣∣∣∣ ≤
∣∣∣∣ 1pk(bσ−1)(pk(b+1)(pb+1 − p) + p− 1)
∣∣∣∣
≤ 1
pk(bσ−1)pk(b+1)(pb+1 − p) ,
and so
|Kb(s)| = (p
b+1 − 1)
(pb+1 − p)
∞∑
k=1
1
pk(bσ−1)pk(b+1)
=
(pb+1 − 1)
(pb+1 − p)
∞∑
k=1
1
pk(bσ+b)
=
(pb+1 − 1)
(pb+1 − p)
1/p(bσ+b)
1− 1/p(bσ+b)
=
(1− p−b−1)
(1− p−b)
1
p(bσ+b) − 1 .
Since
1
1− p−b ≤ 2, and 1− p
−b−1 ≤ 1, we have
∑
p
|Kb(s)| ≤
∑
p
2
pbσ+b − 1 <∞.
Hence, the product Ab(s) =
∏
p(1+Kb(s)) is absolutely convergent for σo > −1+1/b, and analytic
on the half plane ℜs > −1 + 1/b. And for any fixed σo > −1 + 1/b, we have
|Ab(s)| ≤
∏
p
(1 + |Kb(s)|) ≤
∏
p
(
1 +
2
pbσ+b − 1
)
=
∏
p
1 + pbσo+b
1− pbσo+b =
ζ2(bσo + b)
ζ(2bσo + 2b)
<∞.
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Thus, Ab(s) is uniformly bounded for ℜs > −1+1/b. It follows that Ab(s) is absolutely convergent
and defines an analytic function on the half plane ℜs > −1 + 1/b. This shows that (4.2) has a
meromorphic continuation to the half plane ℜ(s) > −1 + 1/b. 
We now turn to proving Theorem 1.4.
Proof of Theorem 1.4. Expanding Ab(s) into a Dirichlet series
Ab(s) =
∞∑
n=1
ab(n)
ns
,
which is absolutely convergent for ℜs > −1 + 1/b, Now, from [8, D-24] we have, ζ(s)
ζ(bs)
=
∞∑
n=1
ξb(n)
ns
where ξb(n) is the characteristic function for b-free numbers. It follows that
ζ(s+ 1)
ζ(bs+ b)
=
∞∑
n=1
ξb(n)/n
ns
. (4.4)
By Lemma 4.2 and (4.4), we obtain
∞∑
n=1
Hb(n)/n
ns
=
∞∑
n=1
ξb(n)/n
ns
∞∑
n=1
ab(n)
ns
.
This gives
Hb(n)
n
=
∑
d|n
ξb(d)
d
ab(
n
d
). (4.5)
Since the Dirichlet series
∑∞
n=1 ab(n)n
−s is absolute convergent for ℜs > −1 + 1/b. Hence for any
U > 1, ∑
U<n≤2U
|ab(n)| ≪ U−1+1/b+ǫ.
Thus, the infinite series
∑
m≥1 gb(m) is convergent and∑
m≤x
ab(m) = C +O(x
−1+1/b+ǫ),
where C = Ab(0) is constant. Using (4.5) and the above expression, we obtain
∑
n≤x
Hb(n)
n
=
∑
m≤x
ξb(m)
m
∑
n≤x/m
ab(n) =
∑
m≤x
ξb(m)
m
(
C +O
(
x−1+1/b+ǫ
m−1+1/b+ǫ
))
= C
∑
m≤x
ξb(m)
m
+O

x−1+1/b+ǫ ∑
m≤x
ξb(m)
m1/b+ǫ

 (4.6)
The average order of ξb(n) is estimated by Walfisz in [20, Page192] as∑
n≤x
ξb(n) =
x
ζ(b)
+ O(x1/b exp{log3/5 x(log log x)−1/5})
=
x
ζ(b)
+ O(Ex),
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where Ex = x
1/b exp{log3/5 x(log log x)−1/5}. Using this estimate and applying summation by
parts, we have ∑
m≤x
ξb(m)
m
=
1
ζ(b)
+
log x
ζ(b)
+ O
(
Ex
x
)
,
and ∑
m≤x
ξb(m)
m1/b+ǫ
= O
(
x1−1/b−ǫ
)
.
Collecting the above results, and substituting in (4.6), we get the required result in theorem 1.4. 
5. Geometric mean
In this section, we discuss the average value of geometric mean Gb(n), and give a proof of Theorem
1.5. The method of proof is similar to the proof for harmonic means. We first define the relevent
functions. Recall from (1.5),
(Gb(n))
n =
∏
j≤n
(j, n)b =

∏
db|n
d
φb
(
n
db
) .
This implies
n logGb(n) =
∑
db|n
φb
( n
db
)
log d =
1
b
∑
m|n
φb
( n
m
)
χb(m) logm. (5.1)
Here χb and φb is same as in (2.1), and (2.2) respectively. It follows that the function n logGb(n) is
a convolution of functions φb(n), and χb(n) log n. So, the Dirichlet series associated to n logGb(n)
is the product of Dirichlet series associated to φb(n) and χb(n) log n. Now,
∞∑
n=1
χb(n)
ns
= ζ(bs) for ℜ(s) > 1/b, (5.2)
and
∞∑
n=1
χb(n)logn
ns
= −bζ ′(bs) for ℜ(s) > 1/b (5.3)
Using (2.4) and (5.3), we conclude that n logGb(n) has an absolutely convergent Dirichlet series
for ℜs > 2 given by
∞∑
n=1
n logGb(n)
ns
= −ζ(s− 1)ζ
′(bs)
ζ(bs)
.
We are now equipped to prove Theorem 1.5.
Proof of Theorem 1.5. From (5.1), we have∑
n≤x
n logGb(n) =
1
b
∑
n≤x
∑
m|n
φb
( n
m
)
χb(m)logm =
1
b
∑
m≤x
χb(m)logm
∑
k≤x/m
φb(k).
McCarthy [15] computed the average order of Klee’s totient function φb(n) to be∑
n≤x
φb(n) =
x2
2ζ(2b)
+ O(x).
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This gives ∑
n≤x
n logGb(n) =
1
b
∑
m≤x
χb(m) logm
[
1
2ζ(2b)
x2
m2
+O
( x
m
)]
=
x2
2bζ(2b)
∑
m≤x
χb(m) logm
m2
+Ob

x∑
m≤x
χb(m) logm
m

 . (5.4)
Moreover, the Dirichlet series
∑∞
n=1
χb(m) logm
ms is absolutely convergent for ℜs > 1/b. Hence for
every ǫ > 0, and U > 1, ∑
U<n≤2U
|χb(n) log(n)| ≪ U1/b+ǫ.
Therefore from (5.2), and (5.3), for every ǫ > 0,∑
m≤x
χb(m) logm
m
= −bζ ′(b) + O(x−1+1/b+ǫ),
and ∑
m≤x
χb(m) logm
m2
= −bζ ′(2b) + O(x−2+1/b+ǫ).
Collecting the above estimates, and substituting in (5.4), we obtain Theorem 1.5. 
6. Asymptotics of Mb(x)
6.1. Proof of Theorem 1.6. The proof follows the work from Theorem 4 of [6] where the asymp-
totic of the average value of gcdb is proved. Using similar methods as in that paper, one can obtain
results for mean values for more general arithmetic functions. For example, as in Theorem 2 of [6],
one can show that if f is an arithmetic function satisfying
1
N
N∑
k=1
|(f ∗ µ)(k)|
k
−→ 0 as N →∞,
then the mean value of f((m,n)b) over N × N exists and is equal to
ζf (2b)
ζ(2b)
, where ζf (2b) =∑
n=1
f(n)n−2b.
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