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Introducción
En una red de comunicación se busca transmitir información de un punto a otro ba-
jo limitaciones tales como la capacidad de los canales que se utilizan para el envio de
la información, la distorsión de la información por factores externos (llamada ruido) o la
vulnerabilidad de la seguridad de los mensajes transmitidos. Una red de comunicación se
modela mediante un digrafo donde los puntos donde se genera la información a transmitir
son representados por algunos nodos del digrafo llamados nodos fuente, los canales por
donde se envía la información son representados por las aristas del digrafo y los puntos a
donde llega la información son representados por otros nodos llamados nodos receptores.
En un modelo básico de una red de comunicación, la información a transmitir se comprime
y se organiza en paquetes de bits, estos paquetes son enviados a través de los nodos inter-
medios de la red, si hay más de un receptor, es necesario duplicar la información en ciertos
nodos intermedios para que cada receptor reciba una copia de la información, este método
se conoce como ruteo.
La teoría de códigos estudia cómo codicar de manera óptima la información prove-
niente de algunas fuentes de características especícas. Ante esta situación surgen pregun-
tas como: ¾es posible codicar la información para que todas las demandas sean satisfechas?
y ¾cuál es la cantidad máxima de información que puede transmitirse de una fuente a un
receptor?
El método básico de ruteo es en general insuciente para responder estas preguntas. En
el año 2000 Ahlswede, Cai, Li y Yeung en su artículo Network information ow, [RA00],
plantean las ideas fundamentales de lo que hoy en día se conoce como Network coding. En
[RA00] se establece que es necesario codicar la información en los nodos intermedios de
la red con el n de alcanzar el óptimo de la capacidad.
En network coding se busca transmitir simultáneamente una colección de mensajes de
las fuentes a los receptores. Cada fuente debe tener un subconjunto arbitrario de mensajes,
y cada receptor debe demandar un subconjunto arbitrario de mensajes. Los mensajes son
transmitidos a través de las aristas de la red y pueden ser duplicados o codicados por
los nodos intermedios, a diferencia del ruteo donde no se permite codicar en los nodos
intermedios.
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Al considerar los mensajes en un alfabeto arbitrario, se busca asignar a los nodos de la
red funciones (funciones arista) que dependen de los paquetes que entran al nodo tal que
el nodo envie el resultado de calcular la función en estos paquetes. Y que cada receptor
deduzca su mensaje demandado mediante una función (función de demanda) que también
depende de los paquetes que entran al nodo.
Un código de red es una colección de funciones de arista y de funciones de decodi-
cación, una para cada nodo receptor de la red. Una solución es un código que permite que
cada receptor deduzca su demanda a partir de sus funciones de decodicación. Si una red
tiene solución se denomina red soluble. En [RLSY03] se muestra que para algunas redes se
pueden obtener soluciones utilizando network coding que no son obtenibles usando única-
mente ruteo.
Este trabajo hace una revisión detallada los resultados principales obtenidos en el estu-
dio del problema de encontrar la cantidad máxima de información que puede transmitirse
en una red de información, llamada la capacidad de código de la red. El estudio de este
problema ha llevado a establecer una fuerte relación entre network coding y Teoría de la
información, convirtiendo esta rama de las matemáticas en la herramienta fundamental
para estimar la capacidad de código de redes.
El capítulo 1, contiene deniciones básicas de teoría de grafos y de teoría de network
coding, que permiten plantear formalmente los problemas tratados en network coding y
especicamente en este trabajo. El capítulo 2, presenta una revisión detallada de los resul-
tados obtenidos en [JC06] sobre la capacidad de ruteo, donde se muestra que esta capacidad
siempre es racional, alcanzable y calculable por un algoritmo. También se presenta la de-
mostración de que la capacidad de código de una red es independiente del alfabeto utilizado
para codicar los mensajes.
En el capítulo 3, se muestran aspectos teóricos de teoría de la información, se intro-
ducen las medidas de información de Shannon para variables aleatorias discretas y sus
propiedades básicas. También se hace un estudio preliminar necesario para denir y ca-
racterizar las desigualdades tipo Shannon y tipo no Shannon que, permitirán en el capítulo
4 estimar cotas para la capacidad de la red de Vámos.
El capítulo 4, muestra los resultados principales de Randall Dougherty, Chris Freiling y
Kenneth Zegger sobre su estudio del cálculo de la capacidad de código de redes utilizando
desigualdades de la información, [RD07]. En particular, se muestra cómo la red de Vámos
obtenida a partir del matroide de Vámos [RD06b], permite demostrar que las desigualdades
tipo Shannon son insucientes para calcular la capacidad de código de redes cuya capacidad
es inferior a 1.
CAPÍTULO 1
Deniciones básicas
1.1. Nociones básicas de grafos
Denición 1. Un grafo dirigido o digrafo es un par ordenado G = (V,E) donde V es un
conjunto nito no vacío y E ⊆ V × V. Los elementos de V se denominan nodos o vértices
del digrafo G y los elementos de E se denominan aristas de G. Una arista (u, v) en E se
nota uv o euv.
Denición 2. Si G = (V,E) y G′ = (V ′, E′) son digrafos tales que V ′ ⊆ V y E′ ⊆ E
entonces se dice que G′ es un subdigrafo de G.
Denición 3. Un multidigrafo es un par ordenado G = (V,E) tal que V es un conjunto
nito no vacío y E ⊆ V ×V ×N. En este caso, una arista (u, v, n) se denota (uv)n o euvn .
Denición 4. Un camino P = v0v1 . . . vk−1vk es un digrafo (V,E) donde V = {v0, v1, . . . ,
vk−1, vk} y E = {v01, v12, . . . , vk−1 k}, tal que todos los elementos de V son distintos. En
este caso se dice que el camino P conecta los nodos v0 y vk. La longitud del camino P es
el valor |E|.
Denición 5. Un digrafo C = (V,E) donde V = {v0, v1, . . . , vk−1, vk} y E = {v01, v12, . . . ,
vk−1 k}, es un ciclo si P = v0v1 . . . vk−1 es un camino y v0 = vk.
Denición 6. Un digrafo es cíclico si contiene un subdigrafo que es un ciclo. En caso
contrario, se dice que el digrafo es acíclico.
Denición 7. Si u y v son nodos de un digrafo G = (V,E) y e = uv ∈ E, entonces u es
el nodo incial o cola de la arista e y v es el nodo nal o cabeza de la arista e.
Se notará por ΓO(v) y ΓI(v) el conjunto de aristas que tiene a v como nodo inicial y a
v como nodo nal repectivamente.
ΓO(v) := {e ∈ E : v es nodo inicial de e}
ΓI(v) := {e ∈ E : v es nodo nal de e}
1
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Denición 8. El grado de entrada de un nodo v es el valor δ−(v) = |ΓI(v)| y el grado de
salida de v es el valor δ+(v) = |ΓO(v)|.
Denición 9. Un nodo v de un digrafo G = (V,E) es un nodo fuente de G, si ΓI(v) = ∅,
es decir, δ−(v) = 0; y es un nodo receptor de G si ΓO(v) = ∅, es decir, δ
+(v) = 0.
1.2. Nociones básicas de redes
Denición 10. Una red es una cuádrupla N(G,µ, S,R), donde G es un multidigrafo acícli-
co y nito, con un conjunto de nodos V y un conjunto de aristas E, junto con un conjunto
nito µ llamado el conjunto de mensajes, una función fuente
S : V → 2µ
y una función receptora
R : V → 2µ.
Un nodo x es una fuente, si S(x) es no vacío, y es un receptor, si R(x) es no vacío.
El conjunto de las fuentes, se nota por S, y el conjunto de los receptores por R. Los
elementos de S(x), se denominan mensajes generados por x y los elementos de R(x),
mensajes demandados por x.
Denición 11. Sean k, n, α(s), β(s) y γ(r) enteros positivos para cada s ∈ S y r ∈ R, y
A un alfabeto. Un código de red (k,n) en G denido sobre A, es un conjunto NCG(k, n)
de funciones fuv y fu tales que:
• fuv : (A
k)α(s) → An, si uv ∈ E y u ∈ S.
• fuv : (A
n)β(s) → An, si uv ∈ E y u /∈ S ∪ R.
• fr : (A
n)β(r) → (Ak)γ(r), si r ∈ R,
donde β(u) = |ΓI(u)| y α(u) = |ΓO(u)|.
En la denición anterior, k se denomina la dimensión de la fuente y n la capacidad
de arista; fuv es la función de arista de uv y fr es la función de decodicación del nodo
receptor r. El cociente k
n
se denomina el valor del código sobre la red N.
Una función de arista, es una función asociada con una arista particular (u, v) que
tiene como entrada la n-upla asociada a cada arista que entra al nodo u y produce como
salida, la n-upla asociada a la arista (u, v). Para cada x ∈ V y m ∈ R(x) una función
de decodicación es una función asociada con un mensaje demandado en un receptor, que
toma como entrada la n-upla asociada a cada arista que entra al receptor y produce como
salida una n-upla igual al mensaje demandado.
Uno de los problemas que se tratan en network coding, consiste encontrar un código de
red para una red N que permita satisfacer la demanda de los nodos receptores. Si dicho
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código existe, entonces se dice que la red es soluble y que el código (k, n) resuelve la red.
En este caso, si un código (k, n) resuelve una red N , se dice que es un código de red (k, n)
de N y que k
n
es una tasa alcanzable para la red.
Denición 12. Un código (k′, n′) para una red N se denomina óptimo, si
k′
n′
= sup
{
k
n
: existe un código (k, n) para la red
}
.
La capacidad de código de una red soluble es el valor de un código óptimo denido sobre
ésta.
Otro de los problemas que se tratan en Network coding consiste en encontrar un código
de red óptimo para una red dada.
Denición 13. Un código de una red es un código de ruteo, si cada función de arista se
dene de tal manera que cada componente de sus salidas es una copia de una componente
(ja) de una de sus entradas. Un código fraccional de ruteo (k,n) de una red, es un código
de ruteo cuyos mensajes son k-uplas y cuyas aristas tienen capacidad n, con k, n ≥ 1. La
capacidad de ruteo de la red es el valor de un código de ruteo óptimo.
Denición 14. Un código de una red es un código lineal, si cada función de arista y cada
función de decodicación es lineal. La capacidad lineal de la red es el valor de un código
lineal óptimo.
El problema de encontrar un código de red óptimo para una red dada se replantea en
términos de códigos de ruteo y códigos lineales, donde se busca encontrar códigos de ruteo
(k, n) y códigos lineales óptimos para la red.
CAPÍTULO 2
Capacidad de ruteo
Este capítulo presenta los resultados obtenidos por J. Cannons, R. Dougherthy y C.
Freiling en [JC06]. La capacidad de ruteo se denió, como el supremo de todas las tasas
fraccionales alcanzables obtenibles utilizando ruteo. En [JC06] se demuestra que para
cualquier red la capacidad de ruteo siempre es alcanzable y racional. Se denen las de-
sigualdades asociadas a una red y se establece una relación entre la solución de las de-
sigualdades de la red y la solución de ruteo de la red, esto permite contruir un algoritmo
que calcula la capacidad de ruteo de una red. En [JC06] y [Zap09], se prueba también que
para todo número racional no negativo r, existe una red con capacidad de ruteo igual a
r. Finalmente, se demuestra que la capacidad de código de una red es independiente del
alfabeto utilizado para codicar los mensajes.
Denición 15. Una red se dice no degenerada, si para cada nodo receptor r que demanda
un mensaje m, existe un nodo fuente s con el mensaje m; y un camino de s a r. En otro
caso, se dice que la red es degenerada.
Denición 16. Una solución de ruteo fraccional (k, n) de una red es reducible, si una
componente de una de sus funciones de arista puede reducirse a cero, y el código de ruteo
generado de esta forma también es una solución de ruteo de la red.
Denición 17. Una solución de ruteo fraccional es minimal, si no es reducible y si no
existe una solución de ruteo fraccional (k, n′) para cualquier n′ < n.
Denición 18. Sea NG una red no degenerada denida sobre un digrafo G y R una
solución fraccional de ruteo de NG. Para cada mensaje m ∈ µ, un m-árbol es un subgrafo
dirigido de G con una única fuente y un único camino de la fuente a cada receptor que
demanda m.
Como la red es no degenerada siempre existe un camino que parte de una fuente y
suministra el mensaje demandado al receptor correspondiente, además, como se toma un
único camino de la fuente a cada nodo receptor, se concluye que existe un único camino
entre cada par de vértices, si no, habría dos caminos distintos de la fuente a cada nodo
receptor.
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Denición 19. Sean R una solución fraccional de ruteo (k, n) para NG, e una arista de
G, m ∈ µ un mensaje. Se dice que la arista e lleva la componente mi del mensaje con
respecto a R, si la función de arista de R denida sobre e asigna mi a e. Un m-árbol lleva
mi respecto a R, si cada arista que lleva la componente mi del mensaje está en el m-árbol.
Proposición 1. Para cada solución fraccional de ruteo (k, n) minimal de una red no
degenerada, y para cada componente mi del mensaje en la red, existe un único m-árbol que
lleva el mensaje mi.
Demostración. Sea NG una red y R una solución fraccional de ruteo (k, n) minimal, m un
mensaje en NG. Se toma el conjunto de todos los caminos que conectan la fuente que emite
m y los receptores que requieren m y llevan el mensaje mi. En este conjunto no hay dos
caminos distintos que conecten la fuente y el mismo receptor, debido a la minimalidad de
R. Así, estos caminos escogidos forman un m-árbol. Unicidad: Si existieran dos m-árboles
en NG que llevaran el mensaje mi desde la misma fuente, no se tendría la minimalidad de
R.
Proposición 2. Toda red no degenerada tiene una solución de ruteo minimal.
Demostración. Sea NG una red no degenerada y R una solución fraccional de ruteo (k, n)
para NG. Usando R se asigna un proceso que permite construir la solución minimal de
ruteo; cambiando algunas funciones de arista en R, con el objetivo de eliminar información
que podría ser redundante para la solución de la red, entonces, usando esta información,
se puede cambiar el tamaño de la capacidad de las aristas.
Para cada receptor r y para componente mi demandada por el receptor r, se toma una
fuente S(mi, r) que emita mi y un camino PS(mi,r) que lleva mi de S(mi, r) a r.
Sea r′ un receptor jo que demandami. Para cada camino P := s
′ep, . . . , e1r
′ 6= Ps(mi,r′)
que lleva mi de alguna fuente S
′
a r′ se redenen (si es necesario) las funciones de arista
fep,...,e1 de R denidas sobre P, como sigue:
Sea el conjunto Emi := {e : e es arista en algún camino Ps(mi,r)} y un entero
k :=
{
p, si ninguna arista de P está en Emi ,
min{1 ≤ j ≤ p : ej es una arista común de P y Emi} − 1, e.o.c.
Se anulan todas las componentes en las funciones fek , . . . , fe1 que generan las componentes
mi del mensaje en la red. El código de ruteo redenido de esta forma es una solución no
reducible. Se nota esta solución de ruteo (k, n) por R′. Nótese que para cada receptor r′
que demanda el mensaje mi existe justo un camino llevando mi a r
′.
Se puede cambiar la dimensión de las aristas usando como nueva dimensión el má-
ximo cardinal de los soportes de las funciones arista en R′. Ahora es necesario redenir
las funciones arista y las funciones de decodicación, con el objeto de eliminar variables
redundantes. La capacidad de ruteo dada por este proceso es una solución minimal para
la red.
CAPÍTULO 2. CAPACIDAD DE RUTEO 6
Sea una red no degenerada NG y {T
m
1 , . . . , T
m
s(m)} el conjunto de todos los m-árboles
denidos sobre G. Supongase que se le asigna un orden total al conjunto⋃
m∈µ
{Tm1 , . . . , T
m
s(m)}
Sea Ti el i-ésimo m-árbol respecto a este orden. Se denen los siguientes conjuntos de
índices:
A(m) := {i : Ti es un m-árbol}
B(e) := {i : e es una arista de Ti}
Sea tG el número de m-árboles, esto es,
tG :=
∣∣∣∣ ⋃
m∈µ
{Tm1 , . . . , T
m
s(m)}
∣∣∣∣ = ∑
m∈µ
s(m)
Los conjuntos A(m) y B(e) están determinados por la red, más que por cualquier solución
particular de la red.
Para cualquier solución fraccional de ruteo (k, n) minimal, y para cada i = 1, . . . , tG
sea ci el número de componentes del mensaje llevados por el árbol Ti.
Lema 1. Para una solución minimal de ruteo (k, n) dada para una red no degenerada con
conjunto de mensajes µ, las siguientes desigualdades se cumplen:
a)
∑
i∈A(m) ci ≥ k,∀m ∈ µ
b)
∑
i∈B(e) ci ≤ n,∀e ∈ V
c) 0 ≤ ci ≤ k,∀ 1 ≤ i ≤ tG
d) 0 ≤ n ≤ k|µ| ≤ ktG
Demostración. Sea NG es una red no degenerada y R una solución de ruteo (k, n) minimal
para NG.
a) Cada componente de m debe ser llevada por algún m-árbol porque la demanda es
satisfecha usando la solución minimal de ruteo.
b) El número de componentes llevadas por un m-árbol respecto a R no puede ser mayor
que la capacidad de las aristas: n. Por lo tanto, la capacidad de una arista e no puede
ser menor que el número total de componentes llevadas por todos los m-árboles que
tienen a e como arista.
c) Cada mensaje tiene máximo k componentes.
d) Por la minimalidad n ≤ k|µ| y |µ| ≤ tG (no degenerada) ⇒ n ≤ k|µ| ≤ ktG.
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Proposición 3. Para toda red no degenerada sobre un digrafo G = (V,E) con conjunto
de mensajes µ, el sistema de inecuaciones
•
∑
i∈A(m) xi ≥ 1, ∀m ∈ µ, 0 ≤ xi ≤ 1
•
∑
i∈B(e) xi ≤ ρ, ∀e ∈ E, 0 ≤ ρ ≤ tG, 1 ≤ i ≤ tG
sobre las variables x1, . . . , xt, ρ tiene solución racional.
Este sistema de desigualdades es llamado Desigualdades de la red asociadas a la
red dada.
Demostración. xi =
ci
k
, ρ = n
k
en el lema 1.
Nótese que para toda solución minimal de ruteo (k, n) para la red, 1
ρ
es una tasa alcan-
zable. Aún más, para determinar la capacidad de ruteo de la red, es suciente considerar
el supremo de todas las tasas alcanzables al tomar soluciones minimales de ruteo.
Ahora, se quiere ver si para cada solución racional (d1, . . . , dtG , ρ) de las desigualdades
de la red existe una solución de ruteo (k, n) para la red, tal que di =
ci
k
∀1 ≤ i ≤ tG y
ρ = n
k
. La siguiente proposición resuelve este problema:
Proposición 4. Si las desigualdades de la red asociadas a una red no degenerada NG
tienen solución racional con ρ > 0, la red NG tiene una solución de ruteo (k, n) tal que
n
k
= ρ.
Demostración. Sea NG una red no degenerada y supongase que sus desigualdades de red
tienen solución racional (d1, . . . , dtG , ρ) con ρ > 0. Para construir una solución de ruteo
(k, n) : en R se toma la dimensión de los mensajes k como el mínimo común múltiplo de los
denominadores de las componentes no nulas de (d1, . . . , dtG , ρ). Se toma como capacidad
de las aristas n := kρ, y se dene ci = dik para cada m-árbol Ti en el digrafo G.
Como (d1, . . . , dtG , ρ) es una solución de las desigualdades de la red, entonces (c1, . . . , ctG),
k y n satisfacen las desigualdades en el lema 1:
a)
∑
i∈A(m) ci ≥ k :
∑
i∈A(m) di ≥ 1 ⇒
∑
i∈A(m)
ci
k
≥ 1.
b)
∑
i∈B(e) ci ≤ n :
∑
i∈B(e) di ≤ ρ ⇒
∑
i∈B(e)
ci
k
≤ n
k
c) ci ≤ k : di =
ai
bi
⇒ ci = dik =
ai
bi
·mibi = miai
ci = miai ≤ mibi = k
Nótese que las desigualdades en (a), implican que se pueden distribuir ci componentes
de mensaje sobre los m-árboles, con el n de satisfacer la demanda de cada receptor que
requiere m.
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Las desigualdades en (b), implican que tal distribución de mensajes a través de las
aristas de la red puede hacerse usando vectores mensaje de dimensión al menos n.
Así las funciones de arista y funciones de decodicación del código de ruteo (k, n) R,
pueden ser cualquier conjunto de funciones que distribuyan componentes de mensaje ci a
través del árbol Ti, y las correspondientes funciones de decodicación en cada receptor.
Ahora se denen los conjuntos:
V := {ρ ∈ R : (d1, . . . , dtG , ρ) satisface el sistema de desigualdades de alguna red para
un vector real (d1, . . . , dt)}
V̂ := {r ∈ R : 1
r
∈ V }
UR := {r ∈ Q : r es una tasa de ruteo alcanzable}
Por lo tanto, la capacidad de ruteo puede verse como  := supUR.
Corolario 1. Para toda red no degenerada, UR = V̂ ∩Q.
Demostración. • UR ⊆ V̂ ∩ Q : Si r ∈ UR es una tasa de ruteo alcanzable entonces r = kn
para algún k, n ∈ N. Pero (por la proposición 3) 1
r
= n
k
es solución de las desigualdades.
Entonces,
1
r
∈ V y por lo tanto, r ∈ V̂ . Así r ∈ V̂ ∩Q.
• UR ⊇ V̂ ∩ Q : Si r ∈ V̂ ∩ Q entonces 1r ∈ V, r ∈ Q.
n
k
= r es solución de las
desigualdades, entonces por la proposición 4, la red (de la cual provienen las desigualdades)
tiene solución de ruteo (k, n) tal que n
k
= 1
r
, es decir, r = k
n
es una tasa de ruteo alcanzable.
Teorema 1. La capacidad de ruteo de cualquier red no degenerada es alcanzable.
Demostración. Sea NG una red no degenerada y sea el conjunto
H := {(d1, . . . , dtG , ρ) ∈ R
tG+1
es una solución factible
de las desigualdades de la red}
y la función f : RtG+1 → R, f(d1, . . . , dtG , ρ) := ρ.
- H es no vacío: Se puede encontrar una solución racional a las desigualdades al tomar
di = 1 y ρ = tG: ∑
i∈A(m)
di ≥ 1
∑
i∈B(e)
di ≤ tG
- H es cerrado y acotado (compacto): Como xi ≤ 1 y ρ ≤ tG entonces H es acotado. Como
H es nito entonces es cerrado.
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Como f es lineal y H es un politopo (objeto geométrico con lados planos que existe en
cualquier dimensión) convexo, por el teorema fundamental de la programación lineal, f al-
canza su ínmo en un punto extremo de H. Pero H está denido por desigualdades lineales
con coecientes racionales, entonces f toma su ínmo en un punto racional (d̂1, . . . , d̂tG , ρ̂).
Por la proposición 4 existe una solución de ruteo (k, n) para la red, con n
k
= ρ̂. Así, todas
las redes no degeneradas tienen capacidad ruteo alcanzable.
 = supUR = sup(V̂ ∩Q)
= sup
{
r ∈ Q :
(
d1,, . . . , dtG ,
1
r
)
∈ H
}
= sup
{
1
ρ
∈ Q : (d1,, . . . , dtG , ρ) ∈ H
}
y como H es cerrado
= ma´x
{
1
ρ
∈ Q : (d1,, . . . , dtG , ρ) ∈ H
}
= 1/ρ̂ ínmo def.
Corolario 2. La capacidad de ruteo de toda red es racional.
Demostración. Si la red es degenerada:  = 0. Si la red es no degenerada: El teorema 1
garantiza que existe una solución fraccional de ruteo (k, n) tal que  = k
n
∈ Q.
Corolario 3. Existe un algoritmo para determinar la capacidad de ruteo de una red.
Demostración. Basta resolver el problema de optimización lineal.
Proposición 5. Para cada número racional positivo
p
q
, existe una red con capacidad de
ruteo igual a este valor.
Demostración. Sean k : dimensión de la fuente y n : dimensión de las aristas.
1. Si
p
q
= 0, cualquier red degenerada tiene esta capacidad.
2. Sean
p
q
≥ 1; p, q ∈ Z+ y la red en la gura 2.1. Se tiene una sola fuente emitiendo los
mensajes m(1),m(2), . . . ,m(q) y un solo receptor demandando todos los mensajes de
la fuente, y p aristas.
En cualquier solución de ruteo, se deben enviar kq componentes de mensaje usando
una capacidad de aristas np, así, es necesario que kq ≤ np, esto implica que la
capacidad de ruteo no puede ser mayor que
p
q
. Se obtiene una solución de ruteo al
tomar k = p, n = q y enviar los mensajes en cualquier orden. El valor del código para
esta solución es
p
q
. Observese que, si p < q la red no es soluble porque no satisface la
condición del mínimo corte - máximo ujo.
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Figura 2.1: Red con capacidad de ruteo
p
q
3. Si 0 < p
q
≤ 1, considérese la red en la gura 2.2 con s1, . . . , sq fuentes, r1, . . . , rq re-
ceptores y dos grupos intermedios de nodos n1, . . . , np y n
′
1, . . . , n
′
p respectivamente.
La fuente s1 envía el mensaje m
(i)
y cada receptor demanda los q mensajes en la red.
Nótese que cada fuente si, está conectada con cada receptor rj, i 6= j y también con
cada nodo en el primer nivel.
Cada nodo ni en el primer nivel está conectado con un nodo n
′
i en el segundo nivel.
Y cada nodo n′i está conectado con todos los receptores.
Puede verse que la red es soluble, porque cada receptor ri puede recibir cada mensaje
m(j) para i 6= j, directamente de la fuente sj, y el mensaje m
(i)
vía un camino conexo
a través de los nodos intermedios.
Como hay q caminos que pueden llevar los mensaje de cada fuente a cada receptor
(q−1 caminos directos de las fuentes a cada recptor, y uno indirecto de cada fuente a
través de nodos intermedios), entonces cada transmisión de mensajes está restringida
por la desigualdad kq ≤ nq. Así, la capacidad de ruteo de ésta red es menor o igual
que 1.
Por otro lado, como cada transmisión de mensajes vía nodos intermedios debe satis-
facer la desigualdad kq ≤ np se concluye que p
q
es una cota superior para la capacidad
de ruteo.
Para probar que
p
q
es alcanzable, se considera la solución de ruteo donde k = p y
n = q tal que envía a través de cada arista (si, tj) i 6= j el mensaje m
(i)
; envía a
través de la arista (si, nj) la componete del mensaje m
(i)
i , envía a través de la arista
(ni, n
′
i) el vector (m
(1)
i , . . . ,m
(q)
i ). Se envia por cada arista (n
′
i, rj) al vector m
(j)
i ; de
esta forma cada receptor rj puede decodicar el mensaje m
(j).
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Figura 2.2: Red con capacidad de ruteo
p
q
, 0 < p
q
≤ 1
2.1. Independencia del alfabeto
Teorema 2. La capacidad de código de cualquier red es independiente del alfabeto usado.
Demostración. Sean NG una red no degenerada, FA(k, n) una solución fraccional para NG
sobre un alfabeto A y B un alfabeto de cardinal al menos 2. Sea ε > 0, y
t :=
⌈
(k + 1) log2 |B|
nε log2A
⌉
dxe : menor entero mayor o igual a x.
Sea (tk, tn) una solución fraccional F ′A sobre el alfabeto A, tal que cada función en este
conjunto corresponde a aplicar t veces cada función en FA.
Ahora se dene
n′ := n
⌈
t
log2 |A|
log2 |B|
⌉
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k′ :=
⌊
kn′
n
⌋
− k
bxc : mayor entero menor o igual a x.
Entonces,
k′ := k
⌈
t
log2 |A|
log2 |B|
⌉
− k.
Además,
k′
n′
≥
k
n
− ε. (2.1)
También se tiene que:
• |B|n
′
≥ |A|tn :
|B|n
′
= |B|
n
⌈
t
log2 |A|
log2 |B|
⌉
≥ (|B|log|B| |A|)nt = |A|nt
• |B|k
′
≤ |A|tk:
k′ =
⌊
kn′
n
⌋
− k ≤
kn′
n
− k =
(
n′
n
− 1
)
k =
(⌈
t
log2 |A|
log2 |B|
⌉
− 1
)
k
≤
(
log2 |A|
log2 |B|
)tk
=
(
log|B| |A|
)tk
⇒ |B|k
′
≤ |B|(log|B| |A|)tk =
(
|B|log|B| |A|
)tk
= |A|tk
Para cada arista uv, si u es una fuente, se toma fuv : (A
tk)αuv → Atn en F ′A donde αuv es
el número de mensajes fuente en u.
Si u no es una fuente, se toma fuv : (A
tn)αuv → Atn donde αuv es el número de aristas
que entran a u (ΓI(u)).
Para cada receptor r se toma fr : (A
tn)αr → Atk en F ′A donde αr es el número de
aristas que entran a r.
Sean h : Atn → Bn
′
y h0 : B
k′ → Atk funciones inyectivas.
Se denen ĥ : Bn
′
→ Atn y ĥ0 : A
tk → Bk
′
tales que:
ĥ(x) :=
{
y, si x = h(y)
cualquier valor en Atn, en otro caso.
ĥ0(x) :=
{
y, si x = h0(y)
cualquier valor en Bk
′
, en otro caso.
Nótese que ĥ0 ◦ h0 y ĥ ◦ h son las funciones identidad sobre B
k′
y Atn respectivamente.
Ahora se dene una solución fraccional (k′, n′) FB para NG sobre B como sigue:
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• Si u es fuente se toma
f ′uv : (B
k′)αuv → Bn
′
f ′uv(x1, . . . , xαuv ) := h(fuv(h0(x1), . . . , h0(xαuv ))).
• Si u no es fuente
f ′uv : (B
n′)αuv → Bn
′
f ′uv(x1, . . . , xαuv ) := h(fuv(ĥ(x1), . . . , ĥ(xαuv ))).
• Si r es un receptor, se toma
f ′r : (B
n′)αuv → Bk
′
f ′r(x1, . . . , xαuv ) := ĥ(fr(ĥ(x1), . . . , ĥ(xαuv ))).
Para probar que FB es una solución fraccional se toma un mensaje m sobre una fuente S,
que es requerido por un receptor r, y se denotan por mA y mB sus codicaciones respecto
a los alfabetos A y B respectivamente.
Entonces mA = h0(mB) y como FA es una solución y ĥ0 ◦ h0 y ĥ ◦ h son las funciones
identidad sobre Bk
′
y Atn respectivamente, usando FB se puede llevar mB al receptor r.
(Atk)αuv fuv
−−−−−−→
Atn · · · (Atn)αuv fuv
−−−−−−→
Atn · · ·
h0(mB) ↑ h ↓↑ ĥ · · · h ↓↑ ĥ h ↓↑ ĥ
(Bk
′
)αuv
−−−−−−→
f ′uv B
n′ · · · (Bn
′
)αuv
−−−−−−→
f ′uv B
n′ · · ·
(Atn)αt fr
−−−−−→
Atk
h ↓↑ ĥ ↓ ĥ(mA)
(Bn
′
)αt
−−−−−→
fr B
k′
Esto prueba que, FB es una solución fraccional (k
′, n′) para Na. Por lo tanto,
k′
n′
es una tasa
de código alcanzable respecto al alfabeto B. Como ε ∈ R+, de (2.1) k
′
n′
≥ k
n
− ε se concluye
que las capacidades de código de NG respecto a los alfabetos A y B son iguales.
CAPÍTULO 3
Medidas de información
En 1948 Claude E. Shannon estableció los fundamentos de la teoría de la información
en su artículo A mathematical theory of communication, [Sha48]. La información no es una
entidad física, es un concepto abstracto que es difícil de cuanticar. Shannon introduce
el concepto de entropía, la medida fundamental de la información. Si X es una variable
aleatoria, la entropía de X, H(X), mide la cantidad promedio de información contenida
en X, o equivalentemente, la cantidad promedio de incertidumbre removida al revelar X.
Shannon también introduce el concepto de información mutua para dos variables aleatorias,
I(X;Y ), que mide la reducción de incertidumbre sobre X cuando se tiene Y , y simétrica-
mente, la cantidad de información de Y dada por X. Este capítulo presenta las funciones
polimatroide y su relación con las medidas de información de Shannon.
Tomando como referencia el trabajo de Raymond W. Yeung en [Yeu02] y [Yeu08],
se presenta la construcción de la medida I sobre conjuntos correspondientes a variables
aleatorias con la propiedad que la medida de un conjunto es igual a la entropía de la
variable aleatoria correspondiente a dicho conjunto. Esta construcción permite calcular las
diferentes medidas de información como operaciones entre conjuntos, este hecho permitirá
simplicar demostraciones de propiedades relacionadas a las medidas de información.
Las desigualdades de información tipo Shannon y tipo no Sahnnon, son utilizadas para
aproximar cotas en la capacidad de código de redes. Por tal motivo, en este capítulo se
presentan las caracterizaciones geométricas de las desigualdades de información introduci-
das por Yeung en [Yeu02]. Las desigualdades tipo Shannon se caracterizan completamente
mediante un problema de progamación lineal, esta caracterización permite la construcción
de programas como ITIP y XITIP que permiten vericar, si una desigualdad es tipo Sha-
nnon, [RP]. Finamente, se presenta la construcción hecha por Zhang y Yeung en 1998 de
una desigualdad tipo no Shannon, [Yeu02].
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3.1. Función polimatroide y entropía
Denición 20. Una función r : 2S → N es submodular, si satisface las siguientes condi-
ciones:
(S1) ∀ X ⊆ S, 0 ≤ r(X) ≤ |X|.
(S2) X ⊆ Y ⊆ S, r(X) ≤ r(Y ).
(S3) ∀ X,Y ⊆ S, r(X ∪ Y ) + r(X ∩ Y ) ≤ r(X) + r(Y ).
Denición 21. Una función f : 2S → R es una función polimatroide, si satisface las
siguientes condiciones:
(P1) f(∅) = 0.
(P2) X ⊆ Y ⊆ S → f(X) ≤ f(B).
(P3) X,Y ⊆ S → f(X ∪ Y ) + f(X ∩ Y ) ≤ f(X) + f(Y ).
(P4) X,Y,Z ⊆ S → f(X ∪ Z) + f(Y ∪ Z) ≥ f(Z) + f(X ∪ Y ∪ Z).
Nota 1. (P2) ∧ (P3)⇔ (P4). [Zap09].
Nota 2. Si f : 2S → R es una función polimatroide y X,Y ⊆ S, se escribe f(X ∪ Y ) :=
f(X,Y ).
Denición 22. Si f : 2S → R es una función polimatroide, entonces
f(X|Y ) := f(X,Y )− f(Y ), (3.1)
I(X ∧ Y ) := f(X)− f(X|Y ), (3.2)
y I(X ∧ Y |Z) := f(X|Z)− f(X|Y,Z). (3.3)
Teorema 3. Si f es una función polimatroide, entonces f satisface:
f(∅) = 0. (3.4)
f(X) ≥ 0. (3.5)
f(X|Y ) ≥ 0. (3.6)
I(X ∧ Y ) ≥ 0. (3.7)
f(X|Z) + f(Y,Z) ≥ f(X,Y |Z). (3.8)
f(X,Z|Y ) ≥ f(X|Y ) ≥ f(X|Y,Z). (3.9)
I(X ∧ Y ) = f(X) + f(Y )− f(X,Y ). (3.10)
I(X ∧ Y |Z) = f(X,Z) + f(Y,Z)− f(Z)− f(X,Y,Z). (3.11)
I(X ∧ Y,Z) = I(X ∧ Y ) + I(X ∧ Y |Z). (3.12)
I(X ∧ Y |Z) ≥ 0. (3.13)
f(X,Z) + f(Y,Z) ≥ f(Z) + f(X,Y,Z). (3.14)
Demostración. (3.4): Por (P1).
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(3.5): Por (P2) y (3.4).
(3.6): f(X|Y ) = f(X ∪ Y )− f(Y ) y por (P2), f(X ∪ Y ) ≥ f(Y ).
(3.7):
I(X ∧ Y ) = f(X)− f(X|Y ) = f(X)− f(X ∪ Y ) + f(Y )
f(X ∩ Y ) ≤ f(X) + f(Y )− f(X ∪ Y ) por (P3)
⇒ 0 ≤ f(X ∩ Y ) ≤ f(X) + f(Y )− f(X ∪ Y ) = I(X ∧ Y ) por (3.5).
(3.8):
f(X,Z) + f(Y,Z) = f(X,Z)− f(Z) + f(Y,Z)− f(Z)
= f(X ∪ Z) + f(Y ∪ Z)− 2f(Z) ≥ f(Z) + f(X ∪ Y ∪ Z)− 2f(Z) por (P4)
= f(X ∪ Y ∪ Z)− f(Z) = f(X ∪ Y |Z) = f(X,Y |Z).
(3.9):
f(X,Z|Y ) = f(X,Y,Z)− f(Y ) ≥ f(X,Y )− f(Y ) = f(X|Y )
f(X|Z, Y ) = f(X,Y,Z)− f(Y,Z) ≤ f(X,Y )− f(Y ) = f(X|Y ) por (P4).
(3.10): Por (3.1).
(3.11):
I(X ∧ Y |Z =)f(X|Z)− f(X|Y,Z) por (3.3)
= f(X,Z)− f(Z)− (f(X,Y,Z)− f(Y,Z)) por (3.1)
= f(X,Z)− f(Z)− f(X,Y,Z) + f(Y,Z).
(3.12):
I(X ∧ Y,Z) = f(X)− f(X|Y,Z)
= f(X)− (f(X,Y,Z)− f(Y,Z)) = f(X)− f(X,Y,Z) + f(Y,Z)
= f(X)− f(X|Z)︸ ︷︷ ︸+f(X|Z)− (f(X,Y,Z)− f(Y,Z))
= I(X ∧ Z) + f(X|Z)− f(X|Y,Z)︸ ︷︷ ︸
= I(X ∧ Z) + I(X ∧ Y |Z).
(3.13): I(X ∧ Y |Z) = f(X,Z)− f(Z)− f(X,Y,Z) + f(Y,Z) ≥ 0 por (3.11) y (P4).
(3.14): f(X,Z) + f(Y,Z) ≥ f(Z) + f(X,Y,Z) por (P4).
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3.2. Medidas de Información de Shannon
Sea X = {x1, . . . , xn} un experimento formado por un número nito de eventos xi con
probabilidades p(x1), . . . , p(xn). X es una variable aleatoria discreta en un alfabeto A.
Denición 23.
• p(xi, yj, zk) = p(X = xi, Y = yj, Z = zk)
• p(xi, yj) =
s∑
k=1
p(xi, yj, zk)
• p(xi) =
s∑
j,k=1
p(xi, yj, zk)
• p(xi|yj) =
p(xi, yj)
p(yj)
; p(yj) 6= 0
• p(xi, yj|zk) =
p(xi, yj , zk)
p(zk)
; p(zk) 6= 0
• p(xi|yj, zk) =
p(xi, yj , zk)
p(yj , zk)
; p(yj, zk) 6= 0
Denición 24. La entropía H(X) de una variable aleatoria X se dene como
H(X) := −
∑
xi∈X
p(xi) log|A| p(xi). (3.15)
En la denición de todas las medidas de información, se asume que la suma se toma
sobre el soporte correspondiente, ya que p(x) log p(x) en (3.15) no está denido si p(x) = 0.
La base del logaritmo en (3.15) puede ser cualquier α > 1.
Para simplicar la notación, (3.15) se escribe como
H(X) := −
∑
x
p(x) log p(x). (3.16)
Denición 25. La entropía mutua H(X,Y ) de un par de variables aleatorias X y Y se
dene como
H(X,Y ) := −
∑
x,y
p(x, y) log p(x, y). (3.17)
Denición 26. Para variables aleatorias X y Y , la entropía condicional de Y dado X se
dene como
H(Y |X) := −
∑
x,y
p(x, y) log p(y|x). (3.18)
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(3.18) puede escribirse
H(Y |X) :=
∑
x
p(x)
[
−
∑
y
p(y|x) log p(y|x)
]
. (3.19)
La suma interna en la anterior denición es la entropía de Y dado X = x. Por lo tanto,
(3.18) puede escribirse como
H(Y |X) :=
∑
x
p(x)H(Y |X = x), (3.20)
donde,
H(Y |X = x) := −
∑
y
p(y|x) log p(y|x). (3.21)
Similarmente se denen
H(X,Y |Z) :=
∑
z
p(z)H(X,Y |Z = z), (3.22)
donde
H(X,Y |Z = z) := −
∑
x,y
p(x, y|z) log p(x, y|z). (3.23)
Y
H(X|Y,Z) :=
∑
y,z
p(y, z)H(X|Y = y, Z = z), (3.24)
donde
H(X|Y = y, Z = z) := −
∑
x
p(x|y, z) log p(x|y, z). (3.25)
Denición 27. Para variables aleatorias X y Y , la información mutua condicional de X
y Y se dene como
I(X;Y ) :=
∑
x,y
p(x, y) log
p(x, y)
p(x)p(y)
. (3.26)
Denición 28. Para variables aleatorias X, Y y Z, la información mutua de X y Y dado
Z se dene como
I(X;Y |Z) :=
∑
x,y,z
p(x, y, z) log
p(x, y|z)
p(x|z)p(y|z)
. (3.27)
La entropía condicional (3.27) también puede escribirse como
I(X;Y |Z) :=
∑
z
p(z)I(X;Y |Z = z), (3.28)
donde
I(X;Y |Z = z) :=
∑
x,y
p(x, y|z) log
p(x, y|z)
p(x|z)p(y|z)
. (3.29)
A continuación se muestra que las medidas de información de Shannon satisfacen (3.1),
(3.2), y (3.3).
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Teorema 4.
H(X|Y ) = H(X,Y )−H(Y ) (3.30)
Demostración.
H(X,Y ) = −
∑
x,y
p(x, y) log p(x, y)
= −
∑
x,y
p(x, y) log
(
p(y)p(x|y)
)
= −
∑
x,y
p(x, y)
(
log p(y) + log p(x|y)
)
= −
∑
x,y
p(x, y) log p(y)−
∑
x,y
p(x, y) log p(x|y)
= −
∑
y
(∑
i
p(x, y)
)
log p(y)−
∑
x,y
p(x, y) log p(x|y)
= −
∑
y
p(y) log p(y)−
∑
x,y
p(x, y) log p(x|y)
= H(Y ) +H(X|Y )
Teorema 5.
I(X;Y ) = H(X)−H(X|Y ) (3.31)
Demostración.
H(X)−H(X|Y ) = −
∑
x
p(x) log p(x) +
∑
x,y
p(x, y) log p(x|y)
= −
∑
x
∑
y
p(x, y) log p(x) +
∑
x,y
p(x, y) log
p(x, y)
p(y)
=
∑
x,y
p(x, y)
(
log
p(x, y)
p(y)
− log p(x)
)
=
∑
x,y
p(x, y) log
p(x, y)
p(x)p(y)
= I(X;Y )
Teorema 6.
I(X;Y |Z) = H(X|Z)−H(X|Y,Z) (3.32)
Demostración.
H(X|Z)−H(X|Y,Z)
= −
∑
x,z
p(x, z) log(x|z) +
∑
y,z
p(y, z)
∑
x
p(x|y, z) log p(x|y, z)
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= −
∑
x,z
p(x, z) log
p(x, z)
p(z)
+
∑
x,y,z
p(y, z)p(x|y, z) log p(x|y, z)
= −
∑
x,z
p(x, z) log
p(x, z)
p(z)
+
∑
x,y,z
p(x, y, z) log
p(x, y, z)
p(y, z)
= −
∑
x,z
p(x, z) log
p(x, z)
p(z)
+
∑
x,y,z
p(x, y, z) log
p(x, y, z)
p(y, z)
= −
∑
x,y,z
p(x, y, z) log
p(x, z)
p(z)
+
∑
x,y,z
p(x, y, z) log
p(x, y, z)
p(y, z)
=
∑
x,y,z
p(x, y, z)
(
log
p(x, y, z)
p(y, z)
− log
p(x, z)
p(z)
)
=
∑
x,y,z
p(x, y, z) log
( p(x,y,z)
p(y,z)
p(x,z)
p(z)
)
=
∑
x,y,z
p(x, y, z) log
(
p(x, y, z)p(z)
p(y, z)p(x, z)
)
=
∑
x,y,z
p(x, y, z) log
( p(x,y,z)p(z)
p(z)p(z)
p(y,z)p(x,z)
p(z)p(z)
)
=
∑
x,y,z
p(x, y, z) log
( p(x,y,z)
p(z)
p(y,z)
p(z)
p(x,z)
p(z)
)
=
∑
x,y,z
p(x, y, z) log
p(x, y|z)
p(x|z)p(y|z)
= I(X;Y |Z)
Lema 2.
H(X|Y,Z) = H(H,Y,Z)−H(Y,Z) (3.33)
Demostración. Nótese que
p(x, y, z) = p(y, z)p(x|y, z) (3.34)
= p(y)p(z|y)p(x|y, z) (3.35)
Ahora,
H(X,Y,Z) = −
∑
x,y,z
p(x, y, z) log p(x, y, z) por (3.17)
= −
∑
x,y,z
p(x, y, z) log p(y)−
∑
x,y,z
p(x, y, z) log p(z|y)
−
∑
x,y,z
p(x, y, z) log p(x|y, z) por (3.35)
= −
∑
y
(∑
x,z
p(x, y, z)
)
log p(y)
−
∑
y,z
(∑
x
p(x, y, z)
)
log p(z|y)
−
∑
x,y,z
p(y, z)p(x|y, z) log p(x|y, z) por (3.34)
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= −
∑
y
p(y) log p(y)−
∑
y,z
p(y, z) log p(z|y)
+
∑
y,z
p(y, z)
(
−
∑
x
p(x|y, z) log p(x|y, z)
)
= H(Y ) +H(Z|Y ) +H(X|Y,Z)
= H(Y,Z) +H(X|Y,Z) por (3.30).
Lema 3.
I(X;Y |Z) ≥ 0 (3.36)
Demostración.
I(X;Y |Z) = H(X|Z)−H(X|Y,Z) por (3.32)
= −
∑
x,z
p(x, z) log p(x|z) −
∑
x,y,z
p(y, z)p(x|y, z) log p(x|y, z) por (3.18) y (3.24)
= −
∑
x,y,z
p(x, y, z) log p(x|z)−
∑
x,y,z
p(x, y, z) log p(x|y, z)
= −
∑
x,y,z
p(x, y, z)(log p(x|z) + log p(x|y, z))
= −
∑
x,y,z
p(x, y, z) log(p(x|z)p(x|y, z)) ≥ 0.
Teorema 7. La función de entropía es una función polimatroide.
Demostración. (P1) H(∅) = 0 (asumiendo 0 log 0 = 0).
(P2) Si X ⊆ Y entonces H(X) ≤ H(Y ) : si X ⊆ Y ,∑
x
p(x) log p(x) ≤
∑
y
p(y) log p(y).
(P3) H(X ∪ Y ) +H(X ∩ Y ) ≤ H(X) +H(Y ) : Como (P1) ∧ (P4) ⇔ (P1), (P2) ∧ (P3)
basta probar (P4).
(P4) H(X,Z) +H(Y,Z) ≥ H(Z) +H(X,Y,Z):
0 ≤ I(X;Y |Z) = H(X|Z)−H(X|Y,Z) por (3.36) y (3.32)
= H(X|Z)− [H(X,Y,Z) −H(Y,Z)] por (3.33)
= H(X|Z)−H(X,Y,Z) +H(Y,Z)
= H(X,Z) −H(Z)−H(X,Y,Z) +H(Y,Z) por (3.30).
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Por lo tanto, las desigualdades (3.4)-(3.14) se satisfacen cuando f se reemplaza por H:
H(∅) = 0. (3.37)
H(X) ≥ 0. (3.38)
H(X|Y ) ≥ 0. (3.39)
I(X;Y ) ≥ 0. (3.40)
H(X|Z) +H(Y,Z) ≥ H(X,Y |Z). (3.41)
H(X,Z|Y ) ≥ H(X|Y ) ≥ H(X|Y,Z). (3.42)
I(X;Y ) = H(X) +H(Y )−H(X,Y ). (3.43)
I(X;Y |Z) = H(X,Z) +H(Y,Z)−H(Z)−H(X,Y,Z). (3.44)
I(X;Y,Z) = I(X;Y ) + I(X;Y |Z). (3.45)
I(X;Y |Z) ≥ 0. (3.46)
H(X,Z) +H(Y,Z) ≥ H(Z) +H(X,Y,Z). (3.47)
3.3. Medida I
En esta sección se establece una correspondencia entre las medidas de la información
de Shannon y la Teoría de conjuntos. Esto permite ver las medidas de Shannon como
operaciones entre conjuntos.
Denición 29. Un campo Fn generado por conjuntos X˜1, . . . , X˜n es la colección de con-
juntos que pueden obtenerse mediante cualquier sucesión de operaciones usuales entre con-
juntos (∪,∩,−,c ) sobre X˜1, . . . , X˜n.
Denición 30. Los átomos de Fn, son conjuntos de la forma
⋂n
i=1 Yi donde Yi es X˜i ó
X˜ci ; el complemento de X˜i.
Hay 2n átomos y 22
n
conjuntos en Fn : Todos los átomos en Fn son disyuntos y
cada conjunto en Fn puede expresarse unívocamente como unión de un subconjunto de
los átomos de Fn. Se asume que los conjuntos X˜1, . . . , X˜n se intersectan unos con otros
genéricamente, es decir, los átomos de Fn son no vacíos a menos que se especique lo
contrario.
Ejemplo 1. X˜1, X˜2 generan el campo F2. Los átomos de F2 son:
1. X˜1 ∩ X˜
c
2.
2. X˜1 ∩ X˜2.
3. X˜c1 ∩ X˜2.
4. X˜c1 ∩ X˜
c
2.
F2 = {∅, 1, 2, 3, 4, 12, 13, 14, 23, 24, 34, 123, 124, 134, 234, 1234} 16 conjuntos que pueden
obtenerse de X˜1 y X˜2 mediante operaciones usuales de conjuntos, gura 3.1. Los 16 con-
juntos pueden obtenerse uniendo subconjuntos del conjunto de átomos de F2.
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Figura 3.1: Átomos en F2.
Denición 31. Una función real µ denida en Fn, se denomina medida con signo, si es
aditiva sobre conjuntos, es decir, para conjuntos disyuntos A,B en Fn
µ(A ∪B) = µ(A) + µ(B) (3.48)
Toda medida con signo satisface la propiedad µ(∅) = 0 : µ(A) = µ(A ∪ ∅) =
µ(A) + µ(∅).
Una medida con signo µ sobre Fn, está completamente especicada por sus valores en
los átomos de Fn, el valor de µ en los otros conjuntos de Fn puede obternerse por medio
de la aditividad.
3.3.1. Medida I para dos variables aleatorias
Sean X1,X2 variables aleatorias y X˜1, X˜2 conjuntos correspondientes a X1 y X2, res-
pectivamente. El conjunto universal Ω := X˜1 ∪ X˜2. El átomo X˜
c
1 ∩ X˜
c
2 genera el conjunto
vacío:
X˜c1 ∩ X˜
c
2 = (X˜1 ∪ X˜2)
c = Ωc = ∅.
Para las variables aleatorias X1,X2 las medidas de información de Shannon son: H(X1),
H(X2), H(X1|X2), H(X2|X1), H(X1,X2), I(X1;X2).
Si se escribe A ∩Bc como A−B, se dene una medida con signo µ∗ por:
µ∗(X˜1 − X˜2) := H(X1|X2) (3.49)
µ∗(X˜2 − X˜1) := H(X2|X1) (3.50)
µ∗(X˜1 ∩ X˜2) := I(X1;X2) (3.51)
Estos son los valores de µ∗ en los átomos no vacíos de F2. Los valores de µ
∗
en los otros
conjuntos de F2 pueden obtenerse por la propiedad de aditividad:
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• µ∗(X˜1 ∪ X˜2) = H(X1,X2) :
µ∗(X˜1 ∪ X˜2) = µ
∗(X˜1 − X˜2) + µ
∗(X˜2 − X˜1) + µ
∗(X˜1 ∩ X˜2)
= H(X1|X2) +H(X2|X1) + I(X1;X2)
= H(X1,X2)
(3.52)
• µ∗(X˜1) = H(X1) :
µ∗(X˜1) = µ
∗(X˜1 − X˜2) + µ
∗(X˜1 ∩ X˜2)
= H(X1|X2) + I(X1;X2)
= H(X1)
(3.53)
• µ∗(X˜2) = H(X2).
Esto corresponde a las 6 medidas de información de Shannon para 2 variables aleatorias.
Se ha hecho la siguiente correspondencia de símbolos:
H, I ←→ µ∗ ;←→ ∩
,←→ ∪ | ←→ −
µ∗ es la medida I para las variables aleatorias X1,X2.
Ejemplo 2. La fórmula de inclusión-exclusión en la Teoría de conjuntos
µ∗(X˜1 ∪ X˜2) = µ
∗(X˜1) + µ
∗(X˜2)− µ
∗(X˜1 ∩ X˜2)
se transforma inmediatamente en
H(X1,X2) = H(X1) +H(X2)− I(X1;X2).
Nota 3. Aparentemente el valor de µ∗ en el átomo X˜c1 ∩ X˜
c
2 no tiene ningún signicado
en la Teoría de la información. En esta formulación, se tomó Ω = X˜1 ∪ X˜2 de tal forma
que el átomo X˜c1 ∩ X˜
c
2 represente el conjunto vacío. Luego µ
∗(X˜c1 ∩ X˜
c
2) = 0, pues µ
∗
es una
medida. Así que µ∗ está completamente especicada por todas las medidas de información
que involucran las variables aleatorias X1 y X2.
3.3.2. Construcción de la medida I : µ∗
Sean Xn, . . . ,Xn, n variables aleatorias. X˜i conjunto correspondiente a Xi 1 ≤ i ≤ n.
Nn = {1, 2, . . . , n} Ω =
⋃
i∈Nn
X˜i conjunto universal. Fn : Campo generado por X˜1 . . . X˜n.
A0 =
⋂
i∈Nn
X˜ci átomo vacío de Fn.
Todos los átomos de Fn distintos de A0 son llamados los átomos no vacíos. Sea A el
conjunto de todos los átomos no vacíos de Fn, |A| = 2
n − 1.
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Figura 3.2: Diagrama de información para dos variables aleatorias.
Una medida con signo µ en Fn, está completamente especicada por los valores de µ
en los átomos no vacíos de Fn.
Notación: XG : (Xi, i ∈ G) X˜G :
⋃
∈G X˜i ∀ ∅ 6= G ⊆ Nn.
Teorema 8. Sea B = {X˜G : G es un conjunto no vacío de Nn}. Entonces, una medida
con signo µ en Fn, está completamente especicada por {µ(B) : B ∈ B} el cual puede ser
cualquier conjunto de números reales.
Demostración. |B| = |A| = 2n − 1, sea k = 2n − 1. Sea u un k-vector columna de
µ(A), A ∈ A. h un k-vector columna de µ(B), B ∈ B.
Como todos los conjuntos en B pueden expresarse unívocamente como unión de algunos
átomos no vacíos en A, entonces por la aditividad de µ, para cada B ∈ B, µ(B) puede
expresarse unívocamente como la suma de algunas componentes de u. Así h = Cnu, Cn
matriz k × k (única).
Recíprocamente, puede verse que para cada A ∈ A, µ(A) puede expresarse como com-
binación lineal de µ(B), B ∈ B : u = Dnh, Dn matriz k × k (alguna). Pero h = Cnu u =
Dnh⇒ u = Dn(Cnu) = (DnCn)u ⇒ Dn es la inversa de Cn y como Cn es única, entonces
Dn es única.
Entonces, µ(A), A ∈ A está unívocamente determinado una vez µ(B), B ∈ B se
especica. Luego una medida con signo µ en Fn está completamente especicada por
{µ(B) : B ∈ B}.
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Teorema 9. Para una función aditiva µ,
µ
( n⋂
k=1
Ak −B
)
=
∑
1≤i≤n
µ(Ai −B)
−
∑
1≤i<j≤n
µ(Ai ∪Aj −B) + · · · + (−1)
n+1µ(A1 ∪ · · · ∪An −B) (3.54)
Demostración. (Por inducción). n = 1 : µ(A−B) = µ(A−B).
µ
(n+1⋂
k=1
Ak −B
)
= µ
(( n⋂
k=1
Ak
)
∩An+1 −B
)
= µ
( n⋂
k=1
Ak −B
)
+ µ(An+1 −B)− µ
(( n⋂
k=1
Ak
)
∪An+1 −B
)
=
( ∑
1≤i≤n
µ(Ai −B)−
∑
1≤i<j≤n
µ(Ai ∪Aj −B) + · · ·
+ (−1)n+1µ(A1 ∪ · · · ∪An −B)
)
+ µ(An+1 −B)− µ
( n⋂
k=1
(Ak ∪An+1)−B
)
=
( ∑
1≤i≤n
µ(Ai −B)−
∑
1≤i<j≤n
µ(Ai ∪Aj −B) + · · ·
+ (−1)n+1µ(A1 ∪ · · · ∪An −B)
)
+ µ(An+1 −B)
−
( ∑
1≤i≤n
µ(Ai ∪An+1 −B)−
∑
1≤i<j≤n
µ(Ai ∪Aj ∪An+1 −B)
+ · · · + (−1)n+1µ(A1 ∪ · · · ∪An ∪An+1 −B)
)
=
∑
1≤i≤n+1
µ(Ai −B)−
∑
1≤i<j≤n+1
µ(Ai ∪Aj −B) + · · ·
= +(−1)n+2µ(A1 ∪ · · · ∪An+1 −B).
Ahora, un átomo no vacío de Fn tiene la forma
⋂n
i=1 Yi, donde Yi es X˜i ó X˜
c
i y existe
al menos un i tal que Yi = X˜i para evitar el vacío. Luego,
n⋂
i=1
Yi =
⋂
i:Yi=X˜i
X˜i −
( ⋃
j:Yj=X˜cj
X˜cj
)
=
m⋂
k=1
X˜k −
p⋃
l=1
X˜l
Lema 4. µ(A ∩B − C) = µ(A ∪ C) + µ(B ∪ C)− µ(A ∪B ∪C)− µ(C)
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Demostración.
µ(A ∩B − C) = µ(A− C) + µ(B − C)− µ(A ∪B − C)
= µ(A ∪ C)− µ(C) + µ(B ∪ C)− µ(C)− (µ(A ∪B ∪ C)− µ(C))
= µ(A ∪ C) + µ(B ∪ C)− µ(A ∪B ∪ C)− µ(C)
Usando el teorema 9 y el lema 4, puede verse que para cada A ∈ A, µ(A) puede
expresarse como una combinación lineal de µ(B), B ∈ B :
µ
( n⋂
i=1
Yi
)
= µ
( m⋂
k=1
X˜k −
p⋃
l=1
X˜l
)
=
∑
1≤i≤m
µ
(
X˜i −
p⋃
l=1
X˜l
)
−
∑
1≤i<j≤m
µ
(
X˜i ∪ X˜j −
p⋃
l=1
X˜l
)
+ · · ·
+ (−1)m+1µ
(
X˜1 ∪ · · · ∪ X˜m −
p⋃
l=1
X˜l
)
=
∑
1≤i≤m
µ
(
X˜i ∪
p⋃
l=1
X˜l
)
− µ
( p⋃
l=1
X˜l
)
−
∑
1≤i<j≤m
µ
(
X˜i ∪ X˜j ∪
p⋃
l=1
X˜l
)
− µ
( p⋃
l=1
X˜l
)
+ · · ·+ (−1)m+1
(
µ
(
X˜1 ∪ · · · ∪ X˜m ∪
p⋃
l=1
X˜l
)
− µ
( p⋃
l=1
X˜l
))
(todos estos conjuntos pertenecen a B).
Lema 5. I(X;Y |Z) = H(X,Z) +H(Y,Z)−H(X,Y,Z) −H(Z)
Demostración. Como H es una función polimatroide, se sustituye H por f en (3.11).
La medida I : µ∗ en Fn, se construye usando el teorema 8 de la siguiente manera:
µ∗(X˜G) := H(XG)
para todo subconjunto no vacío G de Nn. Para que µ
∗
tenga signicado, tiene que ser con-
sistente con todas las medidas de información de Shannon (vía sustitución de símbolos).
Sean G,G′, G′′ subconjuntos de Nn (no necesariamente disyuntos), G,G
′
no vacíos.
µ∗(X˜G ∩ X˜G′ − X˜G′′) = µ
∗(X˜G∪G′′) + µ
∗(X˜G′∪G′′)− µ
∗(X˜G∪G′∪G′′)− µ
∗(X˜G′′)
= H(XG∪G′′) +H(XG′∪G′′)−H(XG∪G′∪G′′)−H(XG′′)
= I(XG;XG′ |XG′′) por lema 5.
Entonces,
µ∗(X˜G ∩ X˜G′ − X˜G′′) = I(XG;XG′ |XG′′). (3.55)
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• Si G′′ = ∅ :
µ∗(X˜G ∩ X˜G′) = µ
∗(X˜G) + µ
∗(X˜G′)− µ
∗(X˜G ∪ X˜G′)
= H(XG) +H(XG′)−H(XG,XG′)
= I(XG;XG′).
• Si G = G′ :
µ∗(X˜G − X˜G′′) = µ
∗(X˜G ∪ X˜G′′)− µ
∗(X˜G′′)
= H(XG,XG′′)−H(XG′′)
= H(XG|XG′′).
• Si G = G′, G′′ = ∅ :
µ∗(X˜G) = H(XG).
(3.55) cubre los 4 casos de medidas de información de Shannon y ésta es condición necesaria
y suciente para ser consistente con las medidas de información de Shannon.
Teorema 10. Si no hay ninguna restricción sobre X1, . . . ,Xn, entonces µ
∗
puede tomar
cualquier conjunto de valores no negativos en los átomos no vacíos de Fn.
Demostración. Sean YA, A ∈ A variables aleatorias mutuamente independientes. Ahora,
sean Xi, i = 1, . . . , n las variables aleatorias denidas por
Xi = (YA : A ∈ A, A ⊆ X˜i)
Se determina la I-medida µ∗ para X1, . . . ,Xn : como YA son mutuamente independientes,
para todo subconjunto no vacío G de Nn se tiene que
H(XG) =
∑
A∈A
A⊆X˜G
H(YA).
Por otro lado,
H(XG) = µ
∗(X˜G) =
∑
A∈A
A⊆X˜G
µ∗(A)
⇒
∑
A∈A
A⊆X˜G
H(YA) =
∑
A∈A
A⊆X˜G
µ∗(A)
Se puede hacer que esta igualdad se cumpla para todo subconjunto no vacío G de Nn al
tomar µ∗(A) = H(YA) para todo A ∈ A. Por unicidad de µ
∗, ésta es también la única
posibilidad para µ∗.
Como H(YA) puede tomar cualquier valor no negativo, entonces µ
∗
puede tomar
cualquier conjunto de valores no negativos en los átomos no vacíos de Fn.
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Figura 3.3: Diagrama de información para tres variables aleatorias.
3.4. Desigualdades de la Información
Denición 32. Las siguientes desigualdades se denominan desigualdades básicas,
H(X) ≥ 0, (3.56)
H(X|Y ) ≥ 0, (3.57)
I(X,Y ) ≥ 0, (3.58)
I(X;Y |Z) ≥ 0. (3.59)
- Una expresión de la información f se reere a una combinación lineal de las medidas de
la información de Shannon que involucren un número nito de variables aleatorias.
- Una desigualdad de la información puede escribirse en la forma
f ≥ c
donde c usualmente es igual a cero.
- Una identidad de la información puede escibirse la forma
f = c
- Las expresiones f ≥ c y f = c pueden ser verdaderas o falsas, dependiendo de las
variables aleatorias involucradas.
- Una identidad o desigualdad de la información, se dice que siempre se cumple, si ella es
verdadera para cualquier distribución de las variables aleatorias involucradas.
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- Una desigualdad de la información no siempre se cumple, si existe una distribución de
variables aleatorias para las cuales la desigualdad es falsa.
Ejemplo 3. I(X;Y ) ≤ 0 ⇔ I(X;Y ) = 0 (pues (I(X;Y ) ≥ 0) siempre se cumple.) Pero
I(X;Y ) = 0 se cumple si y sólo si X y Y son independientes, es decir, I(X;Y ) = 0 no se
cumple si X y Y no son independientes. Entonces I(X;Y ) ≤ 0 no siempre se cumple.
Las desigualdades de la información gobiernan las imposibilidades en Teoría de la infor-
mación. Más precisamente, las desigualdades de la información implican que ciertas cosas
no pueden suceder. Por eso son llamadas las leyes de la Teoría de la información.
Las desigualdades básicas forman el conjunto más importante de desigualdades de la
información. De hecho, casi todas las desigualdades de la información (conocidas a la fecha)
son implicadas por las desigualdades básicas.
Denición 33. Una desigualdad de la información que siempre se cumple y que es impli-
cada por las desigualdades básicas se denomina desigualdad tipo Shannon.
Denición 34. Una desigualdad de la información que siempre se cumple pero que no es
implicada por las desigualdades básicas es llamada desigualdad tipo no Shannon.
3.4.1. La región Γ
∗
n
Sean Nn := {1, 2, . . . , n} n ≥ 2, y Θ := {Xi : i ∈ Nn} colección de n variables
aleatorias. Asociadas con Θ, hay k = 2n − 1 entropías (mutuas).
Ejemplo 4. Si n = 3 las 7 entropías (mutuas) asociadas con las variables aleatorias
X1,X2,X3 son:H(X1), H(X2), H(X3), H(X1,X2), H(X1,X3), H(X2,X3), H(X1,X2,X3).
Para cualquier α subconjunto no vacío de Nn, sean Xα := (Xi : i ∈ α), HΘ(α) :=
H(Xα) y HΘ : 2
Nn → R. Para Θ jo, HΘ puede verse como una función de 2Nn en R con
H(∅) = 0. Por esta razón, HΘ se denomina la función de entropía de Θ.
Como los valores de una función de entropía HΘ, pueden representarse por un vector
columna en el espacio euclidiano k-dimensional, con k = 2n − 1, éste espacio se denomina
espacio de entropía para n variables aleatorias y se nota Hn.
Denición 35. Un vector columna h ∈ Hn, se denomina entrópico, si h es igual a la
función de entropía HΘ de alguna colección Θ de n variables aleatorias.
Denición 36.
Γ∗n : {h ∈ Hn : h es entrópico} (3.60)
Por conveniencia, los vectores en Γ∗n también serán referidos como funciones de entropía.
Ejemplo 5. Si n = 3, las coordenadas de H3 están marcadas por: h1, h2, h3, h12, h13, h23,
h123. Γ
∗
3 es la región de H3 de todas las funciones de entropía para 3 variables aleatorias.
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La región Γ∗n satisface las siguientes propiedades:
1. Γ∗n contiene el orígen: El orígen del espacio de entropía corresponde a la función de
entropía de n variables aleatorias degeneradas que toman valores constantes.
2. Γ∗n está en el octante no negativo del espacio de entropía Hn : Las coordenadas de
un vector entrópico en el espacio de entropía Hn, corresponden a entropías mutuas
que siempre son no negativas.
Lema 6. Si h y h′ ∈ Γ∗n, entonces h+ h
′ ∈ Γ∗n.
Demostración. Sea h que representa la función de entropía para las variables aleato-
rias X1, . . . ,Xn y h
′
que representa la función de entropía para las variables aleatorias
X ′1, . . . ,X
′
n. Sean (X1, . . . ,Xn) y (X
′
1, . . . ,X
′
n) independientes; se denen las variables
aleatorias Y1, . . . , Yn de la siguiente manera: Yi := (Xi,X
′
i) ∀i ∈ Nn. Entonces para todo
subconjunto α de Nn :
H(Yα) = H(Xα) +H(X
′
α) = hα + h
′
α
Entonces h+ h′ que representa la función de entropía para Y1, . . . , Yn, está en Γ
∗
n.
Corolario 4. Si h ∈ Γ∗n, entonces kh ∈ Γ
∗
n ∀k ∈ Z
+.
Teorema 11. Γ
∗
n es un cono convexo.
Demostración. Considérese la función de entropía para las variables aleatorias X1, . . . ,Xn
todas tomando valores constantes con probabilidad 1. Entonces, para todo subconjunto α
de Nn, H(Xα) = 0, por lo tanto, Γ
∗
n contiene el origen en Hn.
Sean h, h′ ∈ Γ∗n funciones de entropía para cualquier par de conjuntos de variables
aleatorias Y1, . . . , Yn y Z1, . . . , Zn respectivamente. Se mostrará que si h, h
′ ∈ Γ∗n entonces
bh+ bh′ ∈ Γ
∗
n ∀ 0 < b < 1, b = 1− b.
Sean (y1, . . . , yn) k copias independientes de (Y1, . . . , Yn) y (z1, . . . , zn) k copias inde-
pendientes de (Z1, . . . , Zn). Sea U una variable aleatoria ternaria independiente de todas
las demás variables aleatorias tal que p(U = 0) = 1− δ−µ, p(U = 1) = δ y p(U = 2) = µ.
Ahora se construyen variables aleatorias X1, . . . ,Xn haciendo
Xi =

0, U = 0,
yi, U = 1,
zi, U = 2.
Nótese que H(U) → 0 cuando δ, µ → 0. Entonces, para todo α subconjunto no vacío de
Nn
H(Xα) ≤ H(X,U) por (P2)
= H(U) +H(Xα|U) por (3.30)
= H(U) + δkH(Yα) + µkH(Zα) (3.61)
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Por otro lado
H(Xα) ≥ H(Xα|U) = δkH(Yα) + µkH(Zα)
(pues 0 ≤ I(X,Y ) = H(X)−H(X|Y )⇒ H(X|Y ) ≤ H(X))
H(Xα) ≤ H(U) + δkH(Yα) + µkH(Zα) ≤ H(U) +H(Xα)
−H(U) ≤ δkH(Yα) + µkH(Zα)−H(Xα) ≤ 0
0 ≤ H(Xα)− (δkH(Yα) + µkH(Zα)) ≤ H(U).
Ahora se toma δ = b
k
µ = b
k
⇒ 0 ≤ H(Xα)− (bH(Yα) + bH(Zα)) ≤ H(U)
Si k → ∞, δ, µ → 0 entonces H(U) → 0. Por lo tanto, H(Xα) → bH(Yα) + bH(Zα). Así,
bh+ bh′ ∈ Γ
∗
n.
Por último se muestra (3.61):
H(Xα|U = ui) = −
n∑
j=1
p(Xjα|ui) log p(X
j
α|ui)
H(Xα|U) =
3∑
i=1
p(ui)H(Xα|U = ui)
= (1− δ − µ)H(Xα|U = 0) + δH(Xα|U = 1) + µH(Xα|U = 2)
• H(Xα|U = 1) = H(yα|U = 1) = H(yα) : pues si X,Y son independientes, H(X|Y ) =
H(X):H(X|Y ) = H(X,Y )−H(Y ) = H(X)+H(Y )−H(Y )⇒ H(Xα|U = 1) = H(yα) y
como (y1, . . . , yn) son k copias independientes de (Y1, . . . , Yn) entonces H(yα) = kH(Yα).
• Análogamente, H(Xα|U = 2) = H(zα) = kH(Zα).
• H(Xα|U = 0) = −
∑n
j=1 p(X
j
α|0) log p(X
j
α|0). Como U = 0, X
j
α = 0. Entonces, p(X
j
α|0)
= p(X
j
α,0)
p(0) =
p(0,0)
p(0) = 1. Entonces, H(Xα|U = 0) = 0.
Por lo tanto, H(Xα|U) = δkH(Yα) + µkH(Zk).
3.4.2. Expresiones de información en forma canónica
Cualquier medida de información de Shannon distinta de la entropía mutua, puede
expresarse como combinación lineal de entropías mutuas aplicando una de las identidades
de información (3.1), (3.10) y (3.11):
• H(X|Y ) = H(X,Y )−H(Y )
• I(X;Y ) = H(X) +H(Y )−H(X,Y )
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• I(X;Y |Z) = H(X,Z) +H(Y,Z)−H(X,Y,Z) −H(Z)
Denición 37. Cualquier expresión de información que involucre n variables aleatorias
puede expresarse como combinación lineal de k entropías mutuas asociadas. Esta es la
forma canónica de una expresión de información. Cuando se escribe una expresión de
información f como f(h), se dice que f está en forma canónica.
Como una expresión de información en forma canónica es una combinación de entropías
mutuas, ésta tiene la forma
bTh
donde bT representa la transpuesta de un vector columna constante b en Rk.
El vector h representa los valores de la I-medida µ∗ en las uniones en Fn. Aún más, h
está relacionado con los valores de µ∗ en los átomos de Fn, representados como u por
h = Cnu Cn ∈Mk×k
Lema 7. Sea Ψ∗n := {u ∈ R
k : Cnu ∈ Γ∗n}. Entonces, el octante no negativo de R
k
es
subconjunto de Ψ∗n.
Teorema 12. Sea f una expresión de información. Entonces, la identidad de información
sin restricciones f = 0 siempre se cumple si, y sólo si f es la función cero.
Demostración. Sea f en su forma canónica y sea f(h) = bTh.
(⇒) Sea f = 0 tal que f siempre se cumple y que f no es la función cero, es decir,
b 6= 0. Como f = 0, el conjunto {h : bTh = 0} es un hiperplano en el espacio de entropía
que tiene medida de Lebesgue cero (volúmen).
Si f = 0 siempre se cumple, es decir, se cumple para todas las distribuciones conjuntas,
entonces Ψ∗n debe estar contenido en el hiperplano f = 0 : si no, existe h0 ∈ Ψ
∗
n tal que
h0 /∈ {f = 0}, es decir f(h0) 6= 0. Como h0 corresponde a la función de entropía de alguna
distribución, entonces existe alguna distribución tal que f(h) = 0 no se cumpla, pero esto
no es posible porque f = 0 siempre se cumple.
Si Γ∗n tiene medida de Lebesgue positiva, no puede estar contenida en el hiperplano
{f = 0} (que tiene medida de Lebesgue igual a cero). Se muestra que Γ∗n tiene medida de
lebesgue positiva: Sea H+n el octante no negativo de Hn. H
+
n ⊆ R
+
k ⊆ Ψ
∗
n entonces Ψ
∗
n tiene
medida de lebesgue positiva. Como Γ∗n es una transformación invertible de Ψ
∗
n su medida
de lebesgue también es positiva.
Luego Γ∗n * {f = 0}, entonces existe una distribución para la cual f = 0 no se cumple.
(Contradicción). Por lo tanto, f es la función cero.
(⇐) Si f es la función cero, f = 0 siempre se cumple.
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Corolario 5. La forma canónica de una expresión de la información es única.
Demostración. Sean f1 y f2 formas canónicas de g. Como g = f1 y g = f2 siempre se
cumplen, entonces f1 − f2 = 0 siempre se cumple. Por lo tanto, f1 − f2 es la función cero,
así f1 = f2.
Debido a la unicidad de la forma canónica de una expresión de la información, una forma
fácil de vericar, si f1 = f2 siempre se cumple, es expresar f1 − f2 en forma canónica, si
todos los coecientes son nulos, entonces f1 = f2 siempre se cumple, en caso contrario,
f1 = f2 no siempre se cumple.
3.4.3. Marco geométrico
Desigualdades sin restricciones
Sea f ≥ 0, una desigualdad de la información sin restricciones donde f(h) = bTh.
Entonces, f ≥ 0 corresponde al conjunto {h ∈ Hn : bTh ≥ 0} el cual es el medio-espacio
de entropía Hn que contiene el orígen. Especícamente ∀ h ∈ Hn, f(h) ≥ 0 si y sólo si
h ∈ {f ≥ 0}.
Ejemplo 6. n = 2 : I(X1;X2) = H(X1) + H(X2) − H(X1,X2) ≥ 0 escrita como
h1+h2−h1,2 ≥ 0 corresponde al medio-espacio {h ∈ H2 : h1+h2−h1,2 ≥ 0} en el espacio
de entropía H2.
Como una desigualdad de la información siempre se cumple si y sólo si es satisfecha
por la función de entropía de cualquier distribución conjunta para las variables aleatorias
involucradas, se tiene la siguiente intepretación geométrica de una información de desigual-
dad:
f ≥ 0 siempre se cumple si y sólo si Γ∗n ⊆ {h ∈ Hn : f(h) ≥ 0}. (3.62)
Esto caracteriza todas las desigualdades sin restricciones en términos de Γ∗n.
Desigualdades restringidas
En Teoría de la información se trabajan desigualdades (identidades) con ciertas restri-
cciones sobre la distribución de las variables aleatorias involucradas. Las restricciones sobre
la distribución usualmente puede expresarse como restricciones lineales sobre las entropías.
Ejemplo 7. 1. X1,X2,X3 son mutuamente independientes, si y sólo si,H(X1,X2,X3) =
H(X1) +H(X2) +H(X3).
2. X1,X2,X3 son 2-2 independientes si, y sólo si, I(X1;X2) = I(X2;X3) = I(X1;X3) =
0.
3. X1 es función de X2 si, y sólo si H(X1|X2) = 0.
CAPÍTULO 3. MEDIDAS DE INFORMACIÓN 35
Figura 3.4: f ≥ 0 siempre se cumple
Sean q restricciones lineales sobre las entropías, dadas por Qh = 0 Q ∈ Mq×k. (No se
asume que las restricciones sean linealmente independientes, así que Q no necesariamente
tiene rango k).
Sea Φ = {h ∈ Hn : Qh = 0}, en otras palabras, las q restricciones connan h a
un subespacio lineal Φ en el espacio de entropía. Se caracteriza geométricamente una
desigualdad restringida por Φ :
f ≥ 0 siempre se cumple si y sólo si (Γ∗n ∩ Φ) ⊂ {h : f(h) ≥ 0}.
Nota 4. Φ = Hn si no hay ninguna restricción en las entropías. (En este sentido, una
desigualdad sin restricciones es un caso particular de una desigualdad restringida).
Identidades restringidas
f = 0 siempre se cumple si, y sólo si f ≥ 0 y f ≤ 0 siempre se cumplen. Entonces se
tiene que:
Bajo la restricción Φ, f = 0 siempre se cumple si, y sólo si
Γ∗n ∩ Φ ⊆ {h : f(h) ≥ 0} ∩ {h : f(h) ≤ 0}
o bajo la restricción Φ, siempre se cumple si, y sólo si
Γ∗n ∩ Φ ⊆ {h : f(h) = 0}
es decir, Γ∗n ∩ Φ está contenido en el hiperplano f = 0.
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Figura 3.5: f ≥ 0 no siempre se cumple
3.5. Desigualdades tipo Shannon
Teorema 13. Todas las medidas de información de Shannon son casos especiales de in-
formaciones mutuas condicionales.
Demostración. Sea Φ una variable aleatoria degenerada, es decir, Φ toma un valor cons-
tante con probabilidad 1.
1. H(X) = I(X,Y |Z) si X = Y y Z = Φ (independiente de X y Y ).
I(X,Y |Z) =
∑
x,z
p(x, z) log
p(x|z)
p(x|z)p(x|z)
=
∑
x,z
p(x, z) log
1
p(x|z)
= −
∑
x,z
p(x, z) log p(x|z)
= −
∑
x
p(x) log p(x) = H(X).
2. H(X|Z) = I(X,Y |Z) si X = Y .
I(X,Y |Z) =
∑
x,z
p(x, z) log
p(x|z)
p(x|z)p(x|z)
=
∑
x,z
p(x, z) log
1
p(x|z)
= −
∑
x,z
p(x, z) log p(x|z) = H(X|Z).
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Figura 3.6: f ≥ 0 siempre se cumple bajo la restricción Φ.
Figura 3.7: f ≥ 0 no siempre se cumple bajo la restricción Φ.
3. I(X;Y ) = I(X,Y |Z) si Z = Φ.
I(X,Y |Z) =
∑
x,y,z
p(x, y, z) log
p(x, y|z)
p(x|z)p(y|z)
=
∑
x,z
p(x, y) log
p(x, y)
p(x)p(y)
= I(X,Y ).
Por lo tanto, las desigualdades tipo Shannon puede denirse nuevamente como sigue.
Denición 38. Una desigualdad de información tipo Shannon es una desigualdad de in-
formación que es (o que puede arreglarse para que sea) una suma nita de la forma∑
i
αiI(Xi;Yi|Zi) ≥ 0 (3.63)
donde cada αi es un real no negativo.
Denición 39. Una medida de información de Shannon, se dice reducible, si existe una
variable aleatoria que aparece más de una vez en la medida de información. En caso con-
trario la medida de información se dice irreducible.
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Sin pérdida de generalidad, se asumen únicamente medidas de información de Shannon
irreducibles, ya que una medida de información de Shannon siempre puede escribirse como
la suma de medidas de información de Shannon irreducibles.
La no negatividad de todas las medidas de información de Shannon forman el conjunto
de las desigualdades básicas. El conjunto de desigualdes básicas no es minimal en el sentido
que algunas desigualdades básicas son implicadas por otras.
Ejemplo 8. H(X|Y ) ≥ 0; I(X;Y ) ≥ 0 entonces H(X) = H(X|Y ) + I(X;Y ) ≥ 0.
Considerense las siguientes identidades:
H(X) = H(X|Y ) + I(X;Y ) (3.64)
H(X,Y ) = H(X) +H(Y |X) (3.65)
I(X;Y,Z) = I(X;Y ) + I(X;Z|Y ) (3.66)
H(X|Z) = H(X|Y,Z) + I(X;Y |Z) (3.67)
H(X,Y |Z) = H(X|Z) +H(Y |X,Z) (3.68)
I(X;Y,Z|T ) = I(X;Y |T ) + I(X;Z|Y, T ) (3.69)
Aplicando las identidades anteriores, cualquier medida de información puede expre-
sarse como la suma de medidas de información de Shannon de las siguientes dos formas
elementales:
i) H(Xi|XNn−{i}), i ∈ Nn.
ii) I(Xi;Xj |Xk), i 6= j, k ⊆ Nn − {i, j}.
El número de formas elementales de medidas de información de Shannon para n variables
aleatorias es:
m = n+
(
n
2
)
2n−2.
#H(Xi|XNn−{i}) = n
#I(Xi;Xj |Xk) =
(
n
2
)
2n−2
Ejemplo 9.
H(X1,X2) = H(X1) +H(X2|X1)
= H(X1|X2) + I(X1;X2) +H(X2|X1)
= H(X1|X2,X3) + I(X1;X3|X2) + I(X1;X2)
+H(X2|X1,X3) + I(X2;X3|X1).
Suma de formas elementales de medidas de Shannon para n = 3.
La no negatividad de las dos formas elementales de medidas de información de Shannon
forman un subconjunto propio del conjunto de las desigualdades básicas. En este conjunto
más pequeño, las m desigualdades se llaman desigualdades elementales. Son equivalentes a
las desigualdades básicas porque cada desigualdad básica que no es desigualdad elemental;
se obtiene como la suma de un conjunto de desigualdades elementales utilizando (3.64)-
(3.69).
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Ejemplo 10. La desigualdad básica H(X1,X2) ≥ 0 se obtiene como la suma de las de-
sigualdades elementales:
• H(X1|X2,X3) ≥ 0
• H(X2|X1,X3) ≥ 0
• I(X1;X3|X2) ≥ 0
• I(X2;X3|X1) ≥ 0
• I(X1;X2) ≥ 0.
3.5.1. Enfoque a la programación lineal
Vericar si una desigualdad es de tipo Shannon es equivalente establecer un problema
de programación lineal. De esta forma se habilita una máquina probadora de todas las
desigualdades de este tipo.
Una expresión de información se expresa en forma canónica, es decir, se expresa como
combinación de k = 2n − 1 entropías mutuas que involucran algunas o todas las variables
aleatorias X1, . . . ,Xn.
Si las desigualdades elementales se expresan en forma canónica, entonces se convierten
en desigualdades en el espacio de entropías Hn : Gh ≥ 0, G ∈ Mm×k.
Denición 40. Γn := {h : Gh ≥ 0}
Lema 8. Γn es un cono en el octante no negativo de Hn.
Demostración. Nótese que Γn contiene el orígen.
Considérese la base canónica {ej}1≤j≤k, entonces e
T
j h ≥ 0 corresponde a la no nega-
tividad de una entropía mutua, la cual es una desigualdad básica. Como las desigualdades
elementales son equivalentes a las desigualdades básicas, si h ∈ Γn (es decir, h satisface
todas las desigualdades elementales, por lo tanto, satisface todas las desigualdades elemen-
tales), entonces h satisface eTj h ≥ 0. Luego Γn ⊆ {h : e
T
j h ≥ 0}1≤j≤k. Luego Γn está en
el octante no negativo de Hn. Como Γn contiene el orígen y las restricciones Gh ≥ 0 son
lineales, entonces Γn es una pirámide en el octante no negativo de Hn.
Como las desigualdades elementales son satisfechas por la función de entropía de
cualquier colección de n variables aleatoriasX1, . . . ,Xn, entonces para todo h ∈ Γ
∗
n, h ∈ Γn.
Por lo tanto, Γ∗n ⊆ Γn. En consecuencia, para cualquier desigualdad sin restricciones f ≥ 0,
si Γn ⊆ {h : f(h) ≥ 0} entonces Γ
∗
n ⊆ {h : f(h) ≥ 0}, es decir, f ≥ 0 siempre se cumple.
Es decir,
Γn ⊆ {h : f(h) ≥ 0} (3.70)
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es condición suciente para que f ≥ 0 siempre se cumpla. Aún más, una desigualdad f ≥ 0
tal que Γn ⊆ {h : f(h) ≥ 0} se cumple, es implicada por las desigualdades básicas, porque
si h satisface las desigualdades básicas (h ∈ Γn) entonces h satisface f(h) ≥ 0.
Desigualdades retringidas
Restricción Qh = 0, Φ := {h : Qh = 0}
Para la desigualdad f ≥ 0, si (Γn∩Φ) ⊆ {h : f(h) ≥ 0} ⇒ (Γ
∗
n∩Φ) ⊆ {h : f(h) ≥ 0}, es
decir, f ≥ 0 siempre se cumple bajo la restricción Φ. Entonces, (Γn ∩ Φ) ⊆ {h : f(h) ≥ 0}
es condición suciente para que f ≥ 0 siempre se cumpla bajo la restricción Φ.
Aún más, una desigualdad f ≥ 0 bajo la restricción Φ tal que (Γn∩Φ) ⊆ {h : f(h) ≥ 0}
se satisface, es implicada por las desigualdades básicas y la restricción Φ pues, si h ∈ Φ y
h satisface las desigualdades básicas (h ∈ Γn ∩ Φ), entonces h satisface f(h) ≥ 0.
Desigualdades sin restricciones
Para vericar cuando una desigualdad sin restricciones bTh ≥ 0 es de tipo Shannon, se
debe vericar cuando Γn es un subconjunto de h : b
Th ≥ 0.
Teorema 14. bTh ≥ 0 es una desigualdad tipo Shannon, si y sólo si, la solución del
problema
Minimizar bTh, sujeto a Gh ≥ 0 (3.71)
es cero. En este caso, el mínimo ocurre en el orígen.
Demostración. Como 0 ∈ Γn y b
T 0 = 0 para todo b, el mínimo del problema (3.71) es a lo
más cero.
⇒) Supóngase Γn ⊆ {h : b
Th ≥ 0} y que el mínimo del problema (3.71) es negativo.
Entonces, existe h ∈ Γn tal que b
Th < 0, por lo tanto, Γn * {h : bTh ≥ 0} (contradicción).
Por lo tanto, si Γn ⊆ {h : bTh ≥ 0}, entonces el mínimo del problema (3.71) es cero.
⇐) Supóngase Γn * {h : bTh ≥ 0}. Entonces, existe h ∈ Γn tal que bT < 0, esto
implica que el mínimo del problema (3.71) es negativo, es decir, no es cero. Si el mínimo
del problema (3.71) es cero, como Γn contiene el orígen y b
T 0 = 0, el mínimo ocurre en el
orígen.
En virtud de este teorema, para vericar si bTh ≥ 0 es una desigualdad sin restricciones
tipo Shannon, lo único que hay que hacer es aplicar el test de optimalidad del método
simplex para vericar si el punto h = 0 es óptimo para el problema de minimización
(3.71). Si h = 0 es óptimo, entonces bTh ≥ 0 es una desigualdad sin restricciones tipo
Shannon, en caso contrario no lo es.
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Figura 3.8: Γn ⊆ {h ∈ H : b
Th ≥ 0}
Figura 3.9: Γn * {h ∈ H : bTh ≥ 0}
Desigualdades restringidas e identidades
Para vericar si una desigualdad bTh ≥ 0 bajo la restricción Φ es una desigualdad tipo
Shannon, se debe vericar cuando Γn ∩ Φ ⊆ {h : b
Th ≥ 0}.
Teorema 15. bTh ≥ 0 es una desigualdad tipo Shannon bajo la restricción Φ, si y sólo si,
la solución del problema
Minimizar bTh, sujeto a Gh ≥ 0 y Qh = 0 (3.72)
es cero. En este caso, el mínimo ocurre en el orígen.
Sea r el rango de Q. Como h ∈ Null Q, se puede escribir
h = Q˜h′.
Q˜ ∈ Mk×(k−r) las columnas de Q˜
T
forman una base del complemento ortogonal del espacio
la de Q, h′ es un vector columna (k − r)× 1.
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Entonces, las desigualdades elementales pueden expresarse como
GQ˜h′ ≥ 0
y en términos de h′, Γn se escribe
Γ′n = {h
′ : GQ˜h′ ≥ 0}
que es un cono Rk−r (pero no necesariamente en el octante no negativo).
De igual manera, bTh puede escribirse bT Q˜h′.
Con todas las expresiones de información en términos de h′, el problema (3.72) se
escribe
Minimizar bT Q˜h′, sujeto a GQ˜h′ ≥ 0 (3.73)
Luego para vericar si bTh ≥ 0 es una desigualdad tipo Shannon bajo la restricción Φ,
sólo se necesita aplicar el test de optimalidad del método simplex, para vericar cuando
un punto h′ = 0 es óptimo para el problema (3.73). Si h′ = 0 es óptimo, bTh ≥ 0 es una
desigualdad tipo Shannon bajo la restricción Φ, en otro caso, no lo es.
Al imponer la restricción Φ, el número de desigualdades elementales se mantiene, mien-
tras que la dimensión del problema se reduce de k a k − r.
Finalmente, para vericar que bTh = 0 es una identidad tipo Shannon bajo la res-
tricción Φ, es decir, bTh es implicado por las desigualdades básicas, se debe vericar que
bTh ≥ 0 y bTh ≤ 0 son desigualdades tipo Shannon bajo la restricción Φ.
En la página http://xitip.epfl.ch/ se encuentra disponible el software XITIP ,
que permite vericar si una desigualdad de información es tipo Shannon, el algoritmo
usado en este sofware fue propuesto por Raymond Yeung y Ying-On Yan en su sofware
ITIP,el cual utiliza el solucionador de programción lineal, una herramienta de optimización
de MATLAB. XITIP es una adaptación de este sofware, que utiliza un solucionador de
programación lineal basado en C.
3.6. Desigualdades tipo no-Shannon
En la sección 3.4.3, se vió que la región Γ∗n = {h ∈ Hn : h es entrópico} permite ca-
racterizar cuando una desigualdad de información siempre se cumple: (3.62). En la sección
3.5.1, se mostró que la región Γn = {h : Gh ≥ 0} G ∈Mm×k permite caracterizar cuando
una desigualdad es implicada por las desigualdades básicas, que son equivalentes a las de-
sigualdades elementales, ed, cuando la desigualdad es tipo Shannon: (3.70).
Por lo tanto,
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• Si Γ∗n = Γn, entonces una desigualdad que siempre se cumple es tipo Shannon.
• Si Γ∗n  Γn, entonces existen restricciones en una función de entropía que no son impli-
cadas por las desigualdades básicas.
• Γ∗n 6= Γn no necesariamente implica la existencia de una desigualdad tipo no Shannon:
Supóngase que Γn contiene todos excepto un punto aislado de Γ
∗
n. Esto no conduce a la
existencia una desigualdad tipo no Shannon para n variables aleatorias.
3.6.1. Caracterizaciones de Γ
∗
2,Γ
∗
3,Γ
∗
n
h representa el valor de la I-medida µ∗ en las uniones en Fn
h = Cnu, Cn ∈ Mk×k, k = 2
n − 1
In espacio euclidiano k dimensional con las coordenadas marcadas por las componentes de
u. Nótese que cada coordenada en In corresponde al valor de µ
∗
en un átomo no vacío de
Fn.
• Ψ∗n = {u ∈ In : Cnu ∈ Γ
∗
n} (Se obtiene de Γ
∗
n vía la tranformación lineal C
−1
n ).
• Ψn = {u ∈ In : Cnu ∈ Γn}
Teorema 16. Γ∗2 = Γ2.
Demostración. Para n = 2 las desigualdades elementales son:
H(X1|X2) = µ
∗(X1 −X2) ≥ 0. (3.74)
H(X2|X1) = µ
∗(X2 −X1) ≥ 0. (3.75)
I(X1;X2) = µ
∗(X1 ∩X1) ≥ 0. (3.76)
donde X1−X2,X2−X1,X1∩X1 son los átomos de F2. Entonces, Ψ2 = {u ∈ I2 : u ≥ 0},
por lo tanto, Ψ2 está en el octante no negativo de I2. Como Γ
∗
2 ⊆ Γ2 entonces Ψ
∗
2 ⊆ Ψ2.
Por otro lado, por lema 8 (Rk
+
⊆ Ψ∗n) Ψ2 ⊆ Ψ
∗
2. Entonces, Ψ
∗
2 = Ψ2 y así Γ
∗
2 = Γ2.
Teorema 17. Γ∗3 6= Γ3.
Demostración. Para n = 3 las desigualdades elementales son
H(Xi|Xj ,Xk) = µ
∗(X i −Xj −Xk) ≥ 0. (3.77)
I(Xi;Xj |Xk) = µ
∗(X i ∩Xj −Xk) ≥ 0. (3.78)
I(Xi;Xj) = µ
∗(X i ∩Xj) = µ
∗(X i ∩Xj ∩Xk) + µ
∗(Xi ∩Xj −Xk) ≥ 0. (3.79)
Para 1 ≤ i < j < k ≤ 3. Para u ∈ I3, sea u = (u1, u2, u3, u4, u5, u6, u7) donde ui, 1 ≤ i ≤ 7,
corresponde a los valores
µ∗(X1 −X2 −X3), µ
∗(X2 −X1 −X3),
µ∗(X3 −X1 −X2), µ
∗(X1 ∩X2 −X3),
µ∗(X1 ∩X3 −X2), µ
∗(X2 ∩X3 −X1),
µ∗(X1 ∩X2 ∩X3),
(3.80)
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respectivamente. Estos son los valores de µ∗ en los átomos no vacíos de F3. Entonces,
Ψ3 = {u ∈ I3 : ui ≥ 0, 1 ≤ i ≤ 6, uj + u7 ≥ 0, 4 ≤ j ≤ 6} (3.81)
(u1, u2, u3 ≥ 0 por (3.77); u4, u5, u6 ≥ 0 por (3.78); u7 + uj ≥ 0 por (3.79)).
El punto (0, 0, 0, a, a, a,−a) está en Ψ3 para todo a ≥ 0.
Las relaciones H(Xi|Xj ,Xk) = 0 y I(Xi;Xj) = 0 para 1 ≤ i < j < k ≤ 3 se satisfacen,
es decir, cada variable aleatoria es función de las otras dos, y las tres variables aleatorias
son 2-2 independientes.
Sea SXi el soporte de Xi, i = 1, 2, 3. Para todo x1 ∈ SX1 y x2 ∈ SX2 , como X1 y X2
son independientes, se tiene que
p(x1, x2) = p(x1)p(x2) > 0.
Como X3 es función de X1 y X2, existe un único x3 ∈ SX3 tal que
p(x1, x2, x3) = p(x1, x2) = p(x1)p(x2) > 0.
Como X2 es función de X1 y X3, y X1 y X3 son independientes, entonces
p(x1, x2, x3) = p(x1, x3) = p(x1)p(x3) > 0.
Por lo tanto, p(x2) = p(x3).
Ahora considérese cualquier x′2 ∈ SX2 tal que x
′
2 6= x2. Como X2 y X3 son indepen-
dientes, entonces
p(x2, x3) = p(x2)p(x3) > 0.
Como X1 es función de X2 y X3, existe un único x
′
1 ∈ SX1 tal que
p(x′1, x
′
2, x3) = p(x
′
2, x3) = p(x
′
2)p(x3) > 0.
Como X2 es función de X1 y X3, y X1 y X3 son independientes, entonces
p(x′1, x
′
2, x3) = p(x
′
1, x3) = p(x
′
1)p(x3) > 0.
Como X3 es función de X1 y X2, y X1 y X2 son independientes, entonces
p(x′1, x
′
2, x3) = p(x
′
1, x
′
2) = p(x
′
1)p(x
′
2) > 0.
Luego, p(x′2) = p(x3). Así, p(x
′
2) = p(x2). Entonces X2 debe tener distribución uniforme
en su soporte. Lo mismo puede probarse para X1 y X3.
Ahora, H(X1) = H(X1|X2,X3) + I(X1;X2|X3) + I(X1;X3|X2) + I(X1;X2;X3) =
0 + a+ a+ (−a) = a. Y similarmente, H(X2) = H(X3) = a.
Entonces, los únicos valores que a puede tomar son logM donde M es el cardinal de
los soportes de X1,X2,X3. En otras palabras, si a no es igual a logM para algún entero
positivo M , entonces el punto (0, 0, 0, a, a, a,−a) no está en Ψ∗3. Esto prueba que Ψ
∗
3 6= Ψ3,
que implica Γ∗3 6= Γ3.
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A pesar que la región Γ
∗
n no es suciente para caracterizar todas las desigualdades de
información, si es suciente para caracterizar todas las desigualdades sin restricciones: De
la sección 3.4.3 la desigualdad sin restricciones f ≥ 0 (n variables aleatorias) siempre se
cumple si y sólo si
Γ∗n ⊆ {h : f(h) ≥ 0} (3.82)
Como {h : f(h) ≥ 0} es cerrado, entonces
Γ
∗
n ⊆ {h : f(h) ≥ 0} (3.83)
Por otro lado, si f ≥ 0 satisface (3.83) entonces
Γ∗n ⊆ Γ
∗
n ⊆ {h : f(h) ≥ 0} (3.84)
Por lo tanto, (3.82) y (3.83) son equivalentes. Y así, Γ
∗
n es suciente para caracterizar todas
las desigualdades sin restricciones.
Teorema 18. Γ
∗
3 = Γ3.
Demostración. Nótese que Γ
∗
3 = Γ3, si y sólo si, Ψ
∗
3 = Ψ3. Como Γ
∗
3 ⊆ Γ3 y Γ3 es cerrado
entonces Γ
∗
3 ⊆ Γ3, esto implica que Ψ
∗
3 ⊆ Ψ3. Sólo falta mostrar que Ψ3 ⊆ Ψ
∗
3.
(0, 0, 0, a, a, a,−a) ∈ Ψ
∗
3 para todo a > 0. Sean X1,X2,X3 variables aleatorias que
toman valores en {0, 1} de acuerdo a una distribución uniforme y
X3 = X1 +X2 mo´d 2
Sea h ∈ Γ∗3 que representa la función de entropía para X1,X2,X3 y sea
u = C−13 h
Sean ui, 1 ≤ i ≤ 7 las coordenadas de I3 que corresponden a los valores de las cantidades
en (3.80) respectivamente. Entonces
ui =

0 si i=1,2,3;
1 si i=4,5,6;
−1 si i=7.
Entonces, el punto (0, 0, 0, 1, 1, 1,−1) está en Ψ∗3 y la I-medida µ
∗
para X1,X2,X3 se
muestra en la gura 3.10.
Por corolario 4 (0, 0, 0, k, k, k,−k) ∈ Ψ∗3 y por lo tanto, está en Ψ
∗
3 para todo entero
positivo k. Como Γ
∗
3 contiene el origen entonces Ψ
∗
3 contiene el origen. Por teorema 11 Γ
∗
3
es convexo entonces Ψ
∗
3 es convexo. Por lo tanto, (0, 0, 0, a, a, a,−a) ∈ Ψ
∗
3 para todo a > 0.
Considérese cualquier u ∈ Ψ3. Por (3.81) se tiene que ui ≥ 0 1 ≤ i ≤ 6. Así que u7 es
la única componente de u que puede ser negativa.
• Si u7 ≥ 0, entonces u está en el octante no negativo de I3 y por el lema 8, u ∈ Ψ
∗
3.
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Figura 3.10: Medida µ∗ para X1,X2,X3.
• Si u7 < 0, tomamos t = (0, 0, 0,−u7,−u7,−u7, u7) entonces u = w + t donde w =
(u1, u2, u3, u4 + u7, u5 + u7, u6 + u7, 0), como u7 < 0 entonces t ∈ Ψ
∗
3.
De (3.81) se tiene que ui + u7 ≥ 0 para i = 4, 5, 6. Así w está en el octante no negativo de
I3 y por lo tanto, w está en Ψ
∗
3 por lema 8. Ahora, para cualquier ε > 0 sea t
′ ∈ Ψ∗3 tal que
‖t− t′‖ < ε
y sea u′ = w + t′. Como w y t′ están en Ψ∗3, por lema 6, u
′
también está en Ψ∗3, y
‖u− u′‖ = ‖t− t′‖ < ε
Por lo tanto, u ∈ Ψ∗3, entonces Ψ3 ⊆ Ψ
∗
3.
3.6.2. Desigualdad tipo no-Shannon sin restricciones
Sea X una variable aleatoria que toma valores en un alfabeto X , se introducen dos va-
riables aleatorias auxiliares X˜1 y X˜2 distribuidas conjuntamente con X1,X2,X3 y X4 tales
que X˜1 = X1 y X˜2 = X2. La probabilidad conjunta px1,x2,x3,x4,x˜1,x˜2(x1, x2, x3, x4, x˜1, x˜2) se
notará: p12341˜2˜(x1, x2, x3, x4, x˜1, x˜2). La distribución conjunta para las variables aleatorias
x1, x2, x3, x4, x˜1, x˜2 está denida por{
p1234(x1,x2,x3,x4)p1˜2˜34(x˜1,x˜2,x3,x4)
p34(x3,x4)
, si p34(x3, x4) > 0
0 , si p34(x3, x4) = 0
(3.85)
Denición 41. Dos variables aleatorias X y Y son independientes, denotado por X ⊥ Y,
si p(x, y) = p(x)p(y).
Denición 42. Para las variables alatorias X, Y y Z, X es independiente de Z dado Y ,
denotado X ⊥ Z|Y , si p(x, y, z)p(y) = p(x, y)p(y, z).
Proposición 6. Para variables alatorias X, Y y Z, X ⊥ Z|Y si y sólo si
p(x, y, z) = a(x, y)b(y, z)
para todo x, y y z tales que p(y) > 0, donde a y b son funciones de x y y.
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Denición 43. Para variables aleatorias X1,X2, . . . ,Xn, n ≥ 3, X1 → X2 → . . . → Xn
forma una cadena de Markov, si
p(x1, x2, . . . , xn)p(x2) · · · p(xn−1) = p(x1, x2)p(x2, x3) · · · p(xn−1, xn).
Proposición 7. X ⊥ Z|Y es equivalente a la cadena de Markov X1 → X2 → X3.
Lema 9. (X1,X2) → (X3,X4) → (X˜1, X˜2) forma una cadena de Markov. Aún más,
(X1,X2,X3,X4) y (X˜1, X˜2,X3,X4) tienen la misma distribución marginal.
Demostración. Como
p(x1, x2, x3, x4, x˜1, x˜2) = p(x1, x2, x3, x4)
p(x˜1, x˜2, x3, x4)
p(x3, x4)
,
tomando x = (x1, x2), y = (x3, x4) z = (x˜1, x˜2) en las proposiciones 6 y 7 se concluye
que (X1,X2)→ (X3,X4)→ (X˜1, X˜2) forma una cadena de Markov. Además, las variables
aleatorias tienen la misma distribución debido a la simetría de X1, X˜1 y X2, X˜2 :
p(x1, x2, x3, x4) =
∑
x˜1,x˜2
p(x1, x2, x3, x4)p(x˜1, x˜2, x3, x4)
p(x3, x4)
=
p(x˜1, x˜2, x3, x4) =
∑
x1,x2
p(x1, x2, x3, x4)p(x˜1, x˜2, x3, x4)
p(x3, x4)
.
Lema 10. Para cualquier cuadrupla de variables aleatorias X1,X2,X3,X4, y variables
auxiliares X˜1 y X˜2 como se denen en (3.85) se satisface
I(X3;X4)− I(X3;X4|X1)− I(X3;X4|X2) ≤ I(X1; X˜2) (3.86)
Figura 3.11: Diagrama de información para cuatro variables aleatorias.
CAPÍTULO 3. MEDIDAS DE INFORMACIÓN 48
Demostración. En esta prueba se tendrá en cuenta el diagrama de información para cuatro
variables aleatorias en la gura 3.11.
I(X3;X4)− I(X3;X4|X1)− I(X3;X4|X2)
= I(X3;X4)− I(X3;X4|X1)− I(X3;X4|X˜2) pues (X2,X3,X4)
y (X˜2,X3,X4) tienen la misma distribución.
= I(X1;X3;X4)− I(X3;X4|X˜2)
= I(X1;X3;X4; X˜2) + I(X1;X3;X4|X˜2)− I(X3;X4|X˜2)
= I(X1;X3;X4; X˜2)− [I(X3;X4|X˜2)− I(X1;X3;X4|X˜2)]
= I(X1;X3;X4; X˜2)− I(X3;X4|X1, X˜2)
= I(X1;X4; X˜2)− I(X1;X4; X˜2|X3)− I(X3;X4|X1, X˜2)
= [I(X1; X˜2)− I(X1; X˜2|X4)]− [I(X1; X˜2|X3)− I(X1; X˜2|X3,X4)]− I(X3;X4|X1, X˜2)
= I(X1; X˜2)− I(X1; X˜2|X4)− I(X1; X˜2|X3)− I(X3;X4|X1, X˜2)
≤ I(X1; X˜2).
Ya que, por la cadena de Markov en el lema 9, I(X1; X˜2|X3,X4) = 0.
Lema 11. Para cualquier cuadrupla de variables aleatorias X1,X2,X3,X4, y variables
auxiliares X˜1 y X˜2 como se denen en (3.85) se satisface
I(X3;X4)− 2I(X3;X4|X1) ≤ I(X1; X˜1) (3.87)
Demostración. (3.87) se obtiene de (3.86) al reemplazar X2 por X1 y X˜2 por X˜1.
I(X3;X4)− I(X3;X4|X1)− I(X3;X4|X1)
= I(X3;X4)− I(X3;X4|X1)− I(X3;X4|X˜1) pues (X1,X3,X4)
y (X˜1,X3,X4) tienen la misma distribución.
= I(X1;X3;X4)− I(X3;X4|X˜1)
= I(X1;X3;X4; X˜1) + I(X1;X3;X4|X˜1)− I(X3;X4|X˜1)
= I(X1;X3;X4; X˜1)− [I(X3;X4|X˜1)− I(X1;X3;X4|X˜1)]
= I(X1;X3;X4; X˜1)− I(X3;X4|X1, X˜1)
= I(X1;X4; X˜1)− I(X1;X4; X˜1|X3)− I(X3;X4|X1, X˜1)
= [I(X1; X˜1)− I(X1; X˜1|X4)]− [I(X1; X˜1|X3)− I(X1; X˜1|X3,X4)]− I(X3;X4|X1, X˜1)
= I(X1; X˜1)− I(X1; X˜1|X4)− I(X1; X˜1|X3)− I(X3;X4|X1, X˜1)
≤ I(X1; X˜1).
Ya que, por la cadena de Markov en el lema 9, I(X1; X˜1|X3,X4) = 0.
Teorema 19. Para cualesquiera cuatro variables aleatorias X1,X2,X3,X4
2I(X3;X4) ≤ I(X1;X2) + I(X1;X3,X4) + 3I(X3;X4|X1) + I(X3;X4|X2) (3.88)
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Demostración. Sumando (3.86) y (3.87) se obtiene
2I(X3;X4)− 3I(X3;X4|X1)− I(X3;X4|X2)
≤ I(X1; X˜2) + I(X1; X˜1)
= I(X1; X˜2) + I(X1; X˜1|X˜2) + I(X1; X˜1; X˜2)
= I(X1; X˜1, X˜2) + I(X1; X˜1; X˜2)
= I(X1; X˜1, X˜2) + I(X˜1; X˜2)− I(X˜1; X˜2|X1)
≤ I(X1; X˜1, X˜2) + I(X˜1; X˜2)
≤ I(X1;X3,X4) + I(X˜1; X˜2)
= I(X1;X3,X4) + I(X1;X2)
(pues (X˜1, X˜2) y (X1,X2) tienen la misma distribución marginal).
Teorema 20. La desigualdad (3.88) es una desigualdad tipo no-Shannon y Γ
∗
4 6= Γ4.
Demostración. Considérese para cualquier a > 0 el punto h˜(a) ∈ H4 donde
h˜1(a) = h˜2(a) = h˜3(a) = h˜4(a) = 2a
h˜12(a) = 4a, h˜13(a) = h˜14(a) = 3a
h˜23(a) = h˜24(a) = h˜34(a) = 3a
h˜123(a) = h˜124(a) = h˜134(a) = h˜234(a) = h˜1234(a) = 4a.
(3.89)
h˜(a) satisface todas las desigualdades elementales para cuatro variables aleatorias:
H(Xi|XN4−{i}) ≥ 0 y I(Xi;Xj |Xk) ≥ 0, k ⊆ N4 − {i, j} :
I(X1;X2) = 0 I(X1;X3) = a I(X1;X4) = a
I(X1;X2|X3) = 0 I(X1;X3|X2) = a I(X1;X4|X2) = a
I(X1;X2|X4) = 0 I(X1;X3|X4) = 0 I(X1;X4|X3) = 0
I(X1;X2|X3,X4) = a I(X1;X3|X2,X4) = a I(X1;X4|X2,X3) = a
I(X2;X3) = a I(X2;X4) = a I(X3;X4) = a
I(X2;X3|X1) = a I(X2;X4|X1) = a I(X3;X4|X1) = 0
I(X2;X3|X4) = 0 I(X2;X4|X3) = 0 I(X3;X4|X2) = 0
I(X2;X3|X1,X4) = a I(X2;X4|X1,X3) = a I(X3;X4|X1,X2) = 0
H(X1|X2,X3,X4) = 0
H(X2|X1,X3,X4) = 0
H(X3|X1,X2,X4) = 0
H(X4|X1,X2,X3) = 0
Por lo tanto, h˜(a) ∈ Γ4, Γ4 = {h : Gh ≥ 0}, G ∈ M28×15. Ahora se reemplaza en
(3.88):
2a ≤ 0 + a+ 0 + 0
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⇒ 2a ≤ a
lo cual es una contradicción, pues a > 0. Por lo tanto, h˜(a) no satisface (3.88):
h˜(a) /∈ {h ∈ H4 satisface (3.88)}
Como h˜(a) ∈ Γ4, entonces
Γ4 * {h ∈ H4 satisface (3.88)}.
Así, (3.88) no es implicada por las desigualdades básicas para cuatro variables aleatorias.
Así, (3.88) es una desigualdad tipo no-Shannon.
Como (3.88) es satisfecha por todas las funciones de entropía para cuatro variables
aleatorias, se tiene que
Γ∗4 ⊆ {h ∈ H4 satisface (3.88)}
Por lo tanto,
Γ
∗
4 ⊆ {h ∈ H4 satisface (3.88)}
Entonces, h˜(a) /∈ Γ
∗
4 y como h˜(a) ∈ Γ4, Γ
∗
4 6= Γ4.
Nota 5. Se mostró que (3.88) no puede probarse usando las desigualdades básicas para cua-
tro variables aleatorias. Sin embargo, (3.88) puede probarse usando las desigualdes básicas
para seis variables aleatorias, tal como se hizo en la demostración.
La desigualdad (3.88) permanece válida cuando los índices 1,2,3,4 se permutan. Como
(3.88) es simétrica en X3 y X4, pueden obtenerse
4!
2! = 12 versiones distintas de (3.88) al
permutar los índices, y todas estas doce desigualdades son simultáneamente satisfechas por
la función de entropía de cualquier conjunto de variables aleatorias X1,X2,X3,X4. Estas
doce desigualdades se notan 〈(3.88)〉. Si se dene la región
Γ˜4 = {h ∈ Γ4 : h satisface 〈(3.88)〉}
se tiene que
Γ∗4 ⊆ Γ˜4 ⊆ Γ4
y como Γ˜4 y Γ4 son cerrados
Γ
∗
4 ⊆ Γ˜4 ⊆ Γ4
Como 〈(3.88)〉 son desigualdes tipo no-Shannon, Γ˜4  Γ4, y por lo tanto, Γ˜4 es una cota
exterior sobre Γ∗4 y Γ
∗
4 más ajustada que Γ4.
CAPÍTULO 4
Capacidad de la red de Vámos
Si se asume que los mensajes de una red son variables aleatorias uniformes e indepen-
dientes, se pueden calcular entropías mutuas asociadas a la red, y, utilizando desigualdades
de información, se pueden estimar cotas para la capacidad de la red. Las desigualdades tipo
Shannon permiten estimar la capacidad de código de redes que tienen capacidad mayor o
igual a 1. En [RD06b] Dougherty, Freiling y Zeger construyen una red a partir del matroide
de Vámos cuya capacidad de código es menor a 1, esta red denominada la red de Vámos,
permite demostrar que las desigualdades tipo Shannon, son insucientes en general para
calcular la capacidad de código. Este capítulo muestra los cálculos de la capacidad de
ruteo, lineal y de código de la red de Vámos presentados en [RD07] y la relación entre las
asignaciones polimatroides, las desigualdades tipo Shannon y la capacidad de una red.
Denición 44. Para cualquier nodo x ∈ v y cualquier S ⊆ ΓO(x), se denomina al par
ordenado (ΓI(x),S) una dependencia de la red.
Las aristas de salida y las demandas de cada nodo son funciones deterministas de las
aristas de entrada y de los mensajes generados en el nodo.
Lema 12. Si una red tiene una solución de código (k, n) sobre un alfabeto A, las compo-
nentes de los mensajes son variables aleatorias independientes uniformenente distribuidas
sobre A (y las entropías son calculadas usando logaritmos base |A|); entonces se cumplen
las siguientes condiciones:
(N1) H(x) = k|x|, ∀x ⊆ µ. (Tasas de las fuentes).
(N2) H(x) ≤ n, ∀x ∈ ε. (Capacidades de arista).
(N3) H(ΓI(x)) = H(ΓI(x) ∪ ΓO(x)), ∀x ∈ v. (Dependencias funcionales nodo entrada -
salida).
Las condiciones N(1)−N(3) se denominan condiciones de entropía para la red.
Demostración. Las condiciones (N1) y N(2) son obvias. La condición (N3) se sigue del
hecho de que el vector de símbolos del alfabeto llevado en cada arista de salida de un nodo
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o demandado por este nodo, debe ser una función determinista de los mensajes del nodo
y sus aristas de entrada.
Denición 45. Una asignación polimatroide (k, n) para una red N es una función poli-
matroide σ : 2µ∪ε → R tal que las condiciones N(1) − N(3) se satisfacen cuando H se
reemplaza por σ.
Para todo x, y ⊆ µ ∪ ε se escribe
σ(y|x) = σ(x, y) − σ(x).
Así, (3.37)-(3.42) se cumplen cuando H se reemplaza por σ.
Denición 46. La capacidad polimatroide de la red N es el valor
sup
{
k
n
: existe una asignación polimatroide (k, n) sobre N
}
Teorema 21. Si una red tiene una solución de código (k, n) sobre un alfabeto A, entonces
la red tiene una asignción polimatrode (k, n).
Demostración. Se toman las componentes de los mensajes como variables aleatorias uni-
formemente distribuidas sobre A, y σ la función de entropía H, (H = σ satisface (N1) −
(N3) y por el teorema 7, H es un polimatroide).
La capacidad polimatroide se denomina cota superior polimatroide en la capacidad de
la red N , ya que la capacidad de código es el supremo de todos los valores k
n
tal que existe
una solución de código (k, n) sobre un alfabeto A.
Una red puede tener muchas asignaciones polimatroides que no son funciones de en-
tropía, así que es factible que la cota superior polimatroide sea mayor que una cota obtenida
al usar entropías. El propósito de usar asignaciones polimatroides es precisar el signicado
de cotas derivables de desigualdades de información tipo Shannon.
Realmente, si una cota superior se deriva de una desigualdad de información tipo Sha-
nnon y no utiliza información acerca de la entropía más allá de la que está contenida en
esas desigualdades y en las condiciones en entropía de la red, entonces ésta también debe
ser una cota superior para cada asignación polimatroide. Así, se dice que la cota superior
polimatroide de la capacidad de la red es la mejor cota superior de la capacidad de códi-
go de la red que se obtiene usando únicamente desigualdades de información tipo Shannon.
Para mostar que la desigualdades tipo Shannon no son sucientes en general, se obten-
drá una cota superior de la capacidad de código de una red y luego se mostrará que esta
cota es estrictamente menor que cualquier cota obtenible usando sólo desigualdades tipo
Shannon.
Denición 47. Sea N una red con µ conjunto de mensajes y ε conjunto de aristas. Un
conjunto C ⊆ µ ∪ ε es un conjunto de corte para un nodo x en N , si para cada fuente w
que genera un mensaje que no está en C, cada camino de w a x contiene una arista en C.
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Lema 13. Sea N una red con µ conjunto de mensajes y ε conjunto de aristas. Si una
función f : 2µ∪ε → R satisface
f(ΓI(x)) = f(ΓI(x) ∪ ΓO(x)) ∀x ∈ v
y los axiomas de polimatroide y C es un conjunto de corte para el nodo y, entonces
f(ΓO(y) ∪C) = f(C).
Demostración. Ver [Zap09].
4.1. Matroides
Denición 48. Un matroideM es una par ordenado (S,I), donde S es un conjunto nito
e I es un conjunto de subconjuntos de S que satisface las siguientes propiedades:
(I1) ∅ ∈ I.
(I2) Si I ∈ I y J ⊆ I, entonces J ∈ I.
(I3) Si I, J ∈ I y |J | < |I|, entonces existe e ∈ I − J tal que J ∪ {e} ∈ I.
El conjunto S se denomina conjunto soporte y el matroide M = (S,I) es llamado un
matroide sobre S. Los elementos de I son llamados conjuntos independientes y los que no
estan en I se llaman conjuntos dependientes. Un conjunto independiente maximal de un
matroide se llama una base del matroide. Se puede demostrar que todas las bases tienen
el mismo cardinal.
Para todo matroideM = (S,I) y para todo X ⊆ S, sea
I|X = {I ⊆ X : I ∈ I}
y sea
M|X = (X,I|X).
Entonces M|X es un matroide (llamado la restricción de M a X) y la función rango de
X, denotada, r(X), es el tamaño de una base deM|X.
Lema 14. Si r es la función rango de un matroide con soporte S, entonces r satisface las
siguientes propiedades:
(R1) Si X ⊆ S, entonces, 0 ≤ r(X) ≤ |X|.
(R2) Si X ⊆ Y ⊆ S, entonces, r(X) ≤ r(Y ).
(R3) Si X,Y ⊆ S, entonces r(X ∪ Y ) + r(X ∩ Y ) ≤ r(X) + r(Y ).
Lema 15. La función rango de cualquier matroide satisface los axiomas de polimatroide
(P1)− (P3).
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Denición 49. Sea A una matriz m × n sobre un cuerpo F . Si S = {1, 2, . . . , n} e I
es el conjunto de todos los X ⊆ S tales que el conjunto de columnas de A indexadas por
los elementos de X es linealmente indepediente en el espacio vectorial V (n, F ), entonces
(S,I) es llamado el matroide vectorial de A.
Denición 50. Dos matroides (S,I) y (S ′,I ′) se dicen isomorfos si existe una biyección
f : S → S ′ tal que I ∈ S si y sólo si f(I) ∈ S ′.
Denición 51. Si un matroide M es isomorfo al vector matroidal de una matriz sobre
un cuerpo F , entoncesM se dice representable sobre F o F -representable. Un matroide es
representable si es representable sobre algún cuerpo.
Denición 52. Sea N una red con µ conjunto de mensajes, v conjunto de nodos y ε
conjunto de aristas. Sea M = (S,I) un matroide con función rango r. La red N es una
red matroidal asociada a M si existe una función f : µ ∪ ε→ S tal que:
(M1) f es inyectiva en µ.
(M2) f(µ) ∈ I.
(M3) r(f(ΓI(x))) = r(f(ΓI(x) ∪ ΓO(x))) ∀ x ∈ v.
Nota 6. r(f(S)) = |S|, ∀ S ⊆ µ.
Lema 16. (M3) es equivalente a la condición: ∀ x ∈ v y ∀ S ⊆ ΓO(x)
r(f(ΓI(x))) = r(f(ΓI(x) ∪ S))
Demostración.
r(f(ΓI(x))) = r(f(ΓI(x) ∪ ΓO(x))) (M3)
≥ r(f(ΓI(x) ∪ S)) (R2)
≥ r(f(ΓI(x))) (R2).
f se denomina la función matroide-red. La anterior denición tiene la siguiente inter-
pretación:
(M1): f asigna un único conjunto de elementos del soporte a los mensajes de la red.
(M2): Los mensajes de la red corresponden a conjuntos independientes.
(M3): Las aristas de salida de cada nodo de la red son determinadas completamente por
las aristas de entrada y los mensajes fuente del nodo.
Lema 17. Para toda red matroidal, la cota superior polimatroide para la capacidad de la
red es al menos 1.
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Demostración. Sea M un matroide con soporte S y sea N una red matroidal asociada
con M, con conjunto de mensajes µ y conjunto de aristas ε. Se mostrará una asignación
polimatroide (1, 1) para N .
Sea f : µ∪ε→ S una función matroide-red para N yM, sea r la función rango deM.
Sea g = r ◦ f. g satisface (R1)− (R3) y por lo tanto, satisface (P1)− (P3) si se reemplaza
f por g. Entonces g satisface (P4) y por lo tanto (3.47) se cumple cuando H se reemplaza
por g.
También g(A) = |A|, ∀ A ⊆ µ entonces la condición de red (N1) se satisface con k = 1
cuando H se reemplaza por g. Similarmente, g(x) ≤ 1 ∀ x ∈ ε, así que la condición de red
(N2) se satisface con n = 1 cuando H se reemplaza por g.
Además, para todo nodo x y para todo y ∈ ΓI(x),
g(ΓI(x) ∪ {y}) = g(ΓI(x))
(equivalente a (M3)), que implica la condición (N3) cuando H se reemplaza por g.
Entonces (N1)−(N3) son satisfechas con k = 1 y n = 1, y por lo tanto, la cota superior
polimatroide para la capacidad de la red es al menos 1.
Entonces, para mostrar que las desigualdades tipo Shannon son insucientes para calcu-
lar la capacidad de código, es suciente encontrar una red matroidal con capacidad menor
a 1.
Lema 18. Sea una red con conjunto de mensajes µ y conjunto de aristas ε, tal que tiene un
mensaje z que es demandado por un nodo y y es generado únicamente por un nodo fuente
x. Sea B una arista de la red. Si cada camino en la red de x a y pasa por B, entonces la
cota superior polimatroide para la capacidad de código de la red es lo más 1.
Demostración. Sea σ una asignación polimatroide (k, n) para la red. Note que {B,µ− z}
es un conjunto de corte para y. Entonces
k = σ(µ)− σ(µ− z) (por (N1))
= σ(z|µ − z) (por (3.30))
≤ σ(z|µ − z) + σ(B|z, µ − z) (por (3.39))
= σ(z,B|µ − z) (por (3.30))
= σ(B|µ− z) + σ(z|B,µ − z) (por (3.30))
= σ(B|µ− z) (por lema 13)
≤ σ(B) (por (3.42))
≤ n (por (N2)).
Así, cualquier asignación polimatroide (k, n) satisface k
n
≤ 1, y por lo tanto, la cota superior
polimatroide de la red es a lo más 1.
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4.2. La Red de Vámos
Denición 53. El matroide Vámos es un matroide de ocho elementos de rango cuatro
(S,I) con S = {aˆ, bˆ, cˆ, dˆ, wˆ, xˆ, yˆ, zˆ} cuyos conjuntos dependientes son aquellos conjuntos
de cuatro elementos que son coplanares en la gura 4.1 (es decir, precisamente {bˆ, cˆ, xˆ, yˆ},
{aˆ, cˆ, wˆ, yˆ}, {aˆ, bˆ, wˆ, xˆ}, {cˆ, dˆ, yˆ, zˆ} y {bˆ, dˆ, xˆ, zˆ}) y todos los subconjuntos de S de cardinal
mayor o igual a 5.
Figura 4.1: Matroide Vámos
Teorema 22. El matroide Vámos no es representable.
Demostración. Ver [Oxl92]
Denición 54. La red de Vámos es la red matroidal asociada con el matroide de Vámos.
4.2.1. Cotas en la capacidad de código de la red de Vámos
Teorema 23. La cota superior polimatroide de la capacidad de código de la red de Vámos
es 1.
Demostración. Por lema 17 la cota superior polimatroide es mayor o igual a 1. Como hay
un único camino en la red de Vámos del nodo fuente n1 al nodo n12 que demanda el
mensaje d, la cota no puede ser mayor a 1 (por lema 18).
Teorema 24. La capacidad de código de la red de Vámos es a lo más
10
11 .
Demostración. Sea una solución (k, n) para la red. Asúmase que los mensajes de la red
a, b, c, d son vectores aleatorios k-dimensionales, con componentes uniformemente distribui-
das e independientes y asúmase que cada arista en la red tiene capacidad n. Sean w, x, y, z
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Figura 4.2: La red de Vámos
las variables aleatorias llevadas por las aristas e1,2, e3,4, e5,6 y e7,8 respectivamente. En-
tonces
H(y|b, c, x) = 0 [por (N3) en n5] (4.1)
H(b, c|a, d, w, z) = 0 [por (N3) en n11] (4.2)
H(a|b, c, d, z) = 0 [por (N3) en n10] (4.3)
H(b|d, x, z) = 0 [por (N3) en n9] (4.4)
H(z|c, d, y) = 0 [por (N3) en n7] (4.5)
H(d|a, b, c, y) = 0 [por (N3) en n12] (4.6)
H(x|a, b, w) = 0 [por (N3) en n3] (4.7)
H(c|a,w, y) = 0 [por (N3) en n13] (4.8)
H(w, x, y, z|a, b, c, d) = 0 [por (3.30) y lema 13] (4.9)
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[4.9] también puede obtenerse debido al hecho que w, x, y, z son funciones deterministas de
los mensajes de la red a, b, c, d.
•
2I(b, x; c, y) = 2H(c, y) + 2H(b, x)− 2H(b, c, x, y)
= 2H(c, y) + 2H(b, x)− 2H(b, c, x)
≥ 2H(c, y) − 2H(c)
= 2H(c, y) − 2k
(4.10)
•
I(d, z; a,w) = H(d, z) +H(a,w) −H(a, d, w, z)
= H(d, z) +H(a,w) −H(a, b, c, d, w, z)
= H(d, z) +H(a,w) −H(a, b, c, d)
= H(d, z) +H(a,w) − 4k
(4.11)
•
I(d, z; b, c, x, y) = H(d, z) +H(b, c, x, y) −H(b, c, d, x, y, z)
= H(d, z) +H(b, c, x, y) −H(a, b, c, d, x, y, z)
= H(d, z) +H(b, c, x, y) −H(a, b, c, d)
= H(d, z) +H(b, c, x) −H(a, b, c, d)
= H(d, z) +H(b, c, x) − 4k
≤ H(d, z) +H(b) +H(c) +H(x)− 4k
≤ H(d, z) + 2k + n− 4k
= H(d, z) + n− 2k
(4.12)
•
3I(b, x; c, y|d, z)
= 3H(b, d, x, z) + 3H(c, d, y, z) − 3H(d, z) − 3H(b, c, d, x, y, z)
= 3H(b, d, x, z) + 3H(c, d, y, z) − 3H(d, z) − 3H(a, b, c, d, x, y, z)
= 3H(b, d, x, z) + 3H(c, d, y, z) − 3H(d, z) − 3H(a, b, c, d)
= 3H(d, x, z) + 3H(c, d, y, z) − 3H(d, z) − 3H(a, b, c, d)
= 3H(d, x, z) + 3H(c, d, y) − 3H(d, z) − 3H(a, b, c, d)
≤ 2(H(d) +H(x) +H(z)) +H(d, z) +H(x)
+ (H(c) +H(d) +H(y)) + 2H(c, y) + 2H(d)
− 3H(d, z) − 3H(a, b, c, d)
≤ 2(k + 2n) +H(d, z) + n+ (2k + n) + 2H(c, y)
+ 2k − 3H(d, z) − 3(4k)
= 2H(c, y) − 2H(d, z) + 6n− 6k
(4.13)
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•
I(b, x; c, y|a,w) = H(a, b, x, w) +H(a, c, w, y) −H(a,w) −H(a, b, c, w, x, y)
= H(a, b, x, w) +H(a, c, w, y) −H(a,w) −H(a, b, c, d, w, x, y)
= H(a, b, x, w) +H(a, c, w, y) −H(a,w) −H(a, b, c, d)
= H(a, b, w) +H(a, c, w, y) −H(a,w) −H(a, b, c, d)
= H(a, b, w) +H(a,w, y) −H(a,w) −H(a, b, c, d)
≤ (H(a) +H(b) +H(w)) + (H(a) +H(w) +H(y))
−H(a,w) −H(a, b, c, d)
≤ (2k + n) + (k + 2n)−H(a,w) − 4k
= 3n− k −H(a,w)
(4.14)
Al tomar X1 = (d, z), X2 = (a,w), X3 = (b, x) y X4 = (c, y) en (3.88) se tiene
2I(b, x; c, y) ≤ I(d, z; a,w) + I(d, z; b, c, x, y) + 3I(b, x; c, y|d, z) + I(b, x; c, y|a,w) (4.15)
y luego al sustituir (4.10)-(4.14) en (4.15) se obtiene
2H(c, y)− 2k ≤ H(d, z) +H(a,w) − 4k +H(d, z) + n− 2k
+ 2H(c, y) − 2H(d, z) + 6n− 6k + 3n − k −H(a,w)
(4.16)
Y por lo tanto,
k
n
≤
10
11
Entonces, la capacidad de código de la red de Vámos puede ser a lo más
10
11 .
Corolario 6. Las desigualdades de información tipo Shannon y las condiciones de entropía
de la red (es decir, la cota superior polimatroide de la capacidad de la red) son en general
insucientes para determinar la capacidad de código de una red.
En [RD11a], se arma que ésta cota puede mejorarse a
19
21 utilizando la desigualdad
tipo no Shannon
2I(X1;X2) ≤ 4I(X1;X2|X3)+3I(X1;X3|X2)+I(X2;X3|X1)+2I(X1;X2|X4)+2I(X3;X4)
(4.17)
4.2.2. Capacidad de ruteo de la red de Vámos
Teorema 25. La capacidad de ruteo de la red de Vámos es
2
5 .
Demostración. Sea una solución de ruteo (k, n) para la red de Vámos. Las demandas en los
nodos n10 y n12 requieren que cada una de las aristas e3,4 y e5,6 lleven las k componentes
de los mensajes a y d. La demanda en el nodo n9 requiere que cada una de las componentes
del mensaje b sean llevados en al menos una de las aristas e3,4 o e5,6.
CAPÍTULO 4. CAPACIDAD DE LA RED DE VÁMOS 60
Por lo tanto, al menos una de las aristas e3,4 o e5,6 debe llevar por lo menos
k
2 compo-
nentes del mensaje b. Como cada arista tiene capacidad n y debe llevar un total de por lo
menos 2k + k2 componentes de mensaje, implicando que
5k
2 ≤ n, o equivalentemente
k
n
≤
2
5
.
Así, la capacidad de ruteo es a lo sumo
2
5 .
Ahora se muestra una solución de ruteo que alcanza la tasa
2
5 . El código tiene dimensión
de los mensajes k = 2 y capacidad de aristas n = 5. Se denota cada una de las dos
componentes de cada mensaje con los subíndices 1 y 2. Para describir el código, se muestran
las componentes llevadads por las aristas críticas de la red:
e1,2 : b1, c, d.
e3,4 : b1, a, d.
e5,6 : b2, a, d.
e7,8 : b2, a.
Es fácil vericar que el código de ruteo implicado por estas condiciones satisface las de-
mandas de la red.
4.2.3. Capacidad lineal de la red de Vámos
Denición 55. Se dice que una variable aleatoria Z es de información común para las
variables X y Y si se satisfacen las siguientes tres condiciones:
• H(Z|X) = 0
• H(Z|Y ) = 0
• H(Z) = I(X;Y ).
Lema 19. Sean A,B,C,D variables aleatorias. Si A y B tienen información común,
entonces
I(A;B) ≤ I(A;B|C) + I(A;B|D) + I(C;D) (4.18)
Demostración. Sea E variable aleatoria de información común para A y B, entonces
I(A;B|C) + I(A;B|D) + I(C;D) = I(A,E;B|C) + I(A,E;B|D) + I(C;D)
≥ I(E;B|C) + I(E;B|D) + I(C;D)
= H(E|C) +H(E|D) + I(C;D)
≥ H(E) = I(A;B).
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Lema 20. Sean F un cuerpo nito, L : Fm → Fn una función lineal y X una variable
aleatoria uniformemente distribuida en Fm. Entonces L(X) está uniformemente distribui-
da en la imagen de L, Im(L) y
H(L(X)) = dim(Im(L)) · log |F|
Demostración. Sea A ∈ Mm×n(F) tal que L(X) = XA. Sean x ∈ F
m
y z ∈ Fn vectores
la. Sea el sistema de ecuaciones
xA = z
Sea Sz el conjunto solución de este sistema para un z particular. Es claro que S0 es
un subespacio lineal de Fm. Para z particular, Sz puede ser vacío o no. Para distintos
z1, z2 ∈ Im(L), es decir, Sz1 y Sz2 no vacíos, se tiene que
Sz1 ∩ Sz2 = ∅
Pues si existe x ∈ Sz1 ∩Sz2 , entonces xA = z1 y xA = z2, es decir, L(x) = z1 y L(x) = z2.
Esto no es posible ya que L es función y se asume z1 6= z2. Nótese además que (F
m,+) es
un grupo, y por lo tanto, S0 es un subgrupo de F
m
.
Para z jo tal que Sz 6= ∅, se considera cualquier y˜ ∈ Sz. Entonces
Sz = {y˜ + y : y ∈ S0}
Sea W al conjunto {y˜ + y : y ∈ S0} y sea y˜ ∈ Sz.
• (W ⊆ Sz): Sea a ∈ W , entonces a = y˜ + y y y ∈ S0, y˜ ∈ Sz. Por lo tanto, aA =
(y˜ + y)A = y˜A+ yA = z + 0 = z, es decir, a ∈ Sz.
• (Sz ⊆ W ): Sea a ∈ Sz, y y ∈ S0 subespacio de F
m. Entonces a = a + y + (−y) =
(a − y) + y = c + y, donde c = a − y ∈ Fm. Como a ∈ Sz, z = aA = (c + y)A =
cA+ yA = cA+0 = cA, es decir, c ∈ Sz. Luego a = c+ y donde c ∈ Sz y y ∈ S0. Por lo
tanto, a ∈W.
Luego Sz es un co-conjunto de S0 con respecto a y˜ :
Sz = y˜ + S0
y además |Sz| = |S0|. (Basta denir la función biyectiva f : S0 → Sz = y˜ + S0, tal que
f(s) = y˜ + s para todo s ∈ S0).
Se sigue que |Sz| es igual a una constante para todo z ∈ Im(L). Finalmente, para
z ∈ Im(L), sea Z = L(X) variable aleatoria en Fm. Entonces
Pr{L(X) = z} = Pr{Z = z} = Pr{X ∈ Sz} =
|Sz|
|F|m
=
|S0|
|F|m
,
valor que no depende de z. Por lo tanto, Z = L(X) tiene distribución uniforme en Im(L).
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Como Im(L) es subespacio de Fn con dimensión rango(A) = r(A), entonces |Im(L)| =
|F|r(A) : pues si {b1, b2, . . . , bk}, k = r(A), es una base para Im(L), entonces para todo
x ∈ Im(L), existen únicos escalares αi ∈ F tales que x = α1b1 + α2b2 + . . .+ αkbk.
Como Z = L(X) tiene distribución uniforme en Im(L), si u ∈ Im(L), p(u) = 1|Im(L)| =
1
|F|r(A)
, entonces
H(L(X)) = H(Z) = −
∑
u∈Im(L)
p(u) log p(u)
= −
∑
u∈Im(L)
1
|F|r(A)
log
(
1
|F|r(A)
)
= −|F|r(A)
(
1
|F|r(A)
(
− log |F|r(A)
))
= log |F|r(A) = r(A) log |F|
Por lo tanto, H(L(X)) = dim(Im(L)) · log |F|.
Lema 21. Sean F un cuerpo nito, A y B matrices de m columnas con entradas en F y
W una variable aleatoria uniformemente distribuida sobre Fm. Si X = AW y Y = BW,
entonces X y Y tienen información común.
Demostración. Sea C una matriz cuyo espacio la es la intersección de los espacios la de
las matrices A y B, sea Z = CW. Como el espacio la de C es subespacio del espacio la
de A, la matriz [
A
C
]
tiene rango igual al rango de A. Entonces por lema 20, H(AW,CW ) = r
([
A
C
])
· log |F|
y H(AW ) = r(A) · log |F|. Por lo tanto, H(AW,CW ) = H(AW ). Entonces
H(Z|X) = H(CW |AW ) = H(CW,AW )−H(AW ) = 0.
Análogamente se ve que H(Z|Y ) = 0. Para ver que Z es de información común para X y
Y , falta mostrar que H(Z) = I(X;Y ):
Sean A′, B′, C ′ los espacios las de A,B y C respectivamente. Se nota A′ + B′ =
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〈A′ ∪B′〉.
H(Z) = H(CW ) = dim(C ′) · log |F|
= dim(A′ ∩B′) · log |F|
= (dim(A′) + dim(B′)− dim(A′ +B′)) · log |F|
=
(
r(A) + r(B)− r
([
A
B
]))
· log |F|
= r(A) · log |F|+ r(B) · log |F| − r
([
A
B
])
· log |F|
= H(X) +H(Y )−H(X,Y )
= I(X;Y )
Teorema 26. La capacidad lineal de la red de Vámos sobre cualquier cuerpo nito es
5
6 .
Demostración. Sea una solución lineal (k, n) sobre un cuerpo nito F para la red de Vá-
mos. Como la solución es lineal, los vectores llevados en cualquier arista de la red, son
combinaciones lineales de los mensajes fuente de la red.
Como x y y, las aristas (3, 4) y (5, 6), son funciones lineales de los cuatro mensajes de
la red, cada uno de los cuales está uniformemente distribuido sobre F , aplicando los lemas
21 y 19 con las sustituciones m = 4k, A = (b, x), B = (c, y), C = (d, z), D = (a,w), se
obtiene
I(b, x; c, y) ≤ I(b, x; c, y|d, z) + I(b, x; c, y|a,w) + I(d, z; a,w)
Por otro lado, de (4.10) se obtiene,
I(b, x; c, y) ≥ H(c, y) − k
de (4.13) se obtiene,
I(b, x; c, y|d, z) = H(d, x, z) +H(c, d, y) −H(d, z) −H(a, b, c, d)
≤ H(d) +H(x) +H(z) +H(c, y) +H(d)−H(d, z) −H(a, b, c, d)
≤ 2k + 2n+H(c, y) −H(d, z) − 4k
= H(c, y)−H(d, z) + 2n− 2k
de (4.14) se obtiene,
I(b, x; c, y|a,w) ≤ 3n − k −H(a,w)
de (4.11) se obtiene,
I(d, z; a,w) = H(d, z) +H(a,w) − 4k
Y reemplazando en (4.18) se tiene,
H(c, y)−k ≤ (H(c, y)−H(d, z)+2n−2k)+ (3n−k−H(a,w))+ (H(d, z)+H(a,w)−4k)
y simplicando,
k
n
≤
5
6
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Entonces la capacidad lineal de la red de Vámos es a lo más
5
6 sobre cualquier cuerpo
nito F . Para ver que 56 es una tasa alcanzable, se considera una solución lineal (5, 6) para
la red. Esta solución es válida sobre cualquier alfabeto que sea un grupo abeliano con la
suma, es decir, en particular, sobre cualquier alfabeto en un cuerpo nito. Se describen las
6 componentes llevadas por varias aristas de la red:
e1,2 : b1 + d1 + c5, b2 + d2 + c4, b3 + d3, b4 + d4, b5 + d5, c3
e3,4 : a1 + d1 + c5, a2 + d2 + c4, a3 + d3, a4 + d4, a5 + d5, b1
e5,6 : a1 + b1 + c1 + d1 + c5, a2 + b2 + c2 + d2 + c4,
a3 + b3 + c3 + d3 + b1, a4 + b4 + c4 + d4, a5 + b5 + c5 + d5, b2
e7,8 : a1 + b1 + c1, a2 + c2, a3 + b3 + b1, a4 + b4, a5 + b5
Entonces la capacidad lineal de la red Vámos es
5
6 sobre cualquier cuerpo nito.
5Conclusiones
• El problema del cálculo de la capacidad de ruteo de una red está solucionado, ya
que se demostró que ésta capacidad siempre es racional y alcanzable. Además, puede
diseñarse un algoritmo que calcula la capacidad de ruteo de una red. También, para
cualquier número racional
p
q
, puede construirse una red con capacidad de ruteo igual
a
p
q
.
• Las medidas de información son una herramienta bastante útil para calcular la ca-
pacidad de una red. Utilizando desigualdades tipo Shannon y no Shannon, se pueden
estimar cotas para la capacidad de ruteo, lineal y de código de una red.
• Las desigualdades tipo Shannon son insucientes en general, para calcular la capaci-
dad de código de una red, la mejor cota para la capacidad de código que puede obten-
erse usando únicamente desigualdades de este tipo es la cota superior polimatroide,
que para redes matroidales es al menos 1, sin embargo, existen redes matroidales
cuya capacidad de código es menor a 1.
• Las desigualdades tipo no Shannon permiten mejorar las cotas para la capacidad de
código obtenidas usando desigualdades tipo Shannon.
• Para el cálculo de la capacidad ruteo y de la capacidad lineal de la red de Vámos
fueron sucientes las desigualdades tipo Shannon. Sin embargo, para estimar la ca-
pacidad de código de la red de Vámos fué necesario utilizar una desigualdad tipo no
Shannon.
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6Trabajo futuro
• Vericar que la desigualdad (4.17) permite obtener la cota 1921 para la capacidad de
código de la red de Vámos. Demostrar que esta cota es alcanzable o que la capacidad
de código de la red de Vámos es estrictamente menor a
19
21 .
• Establecer qué clase de desigualdades tipo no Shannon permiten obtener el valor
óptimo para la cota para la capacidad de código de una red.
• Caracterizar las redes para las cuales las desigualdades tipo Shannon son sucientes
para calcular la capacidad de código.
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