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SURJECTIVITY OF THE ∂-OPERATOR BETWEEN SPACES OF
WEIGHTED SMOOTH VECTOR-VALUED FUNCTIONS
KARSTEN KRUSE
Abstract. We derive sufficient conditions for the surjectivity of the Cauchy-
Riemann operator ∂ between spaces of weighted smooth Fréchet-valued func-
tions. This is done by establishing an analog of Hörmander’s theorem on
the solvability of the inhomogeneous Cauchy-Riemann equation in a space
of smooth C-valued functions whose topology is given by a whole family of
weights. Our proof relies on a weakened variant of weak reducibility of the cor-
responding subspace of holomorphic functions in combination with the Mittag-
Leffler procedure. Using tensor products, we deduce the corresponding result
on the solvability of the inhomogeneous Cauchy-Riemann equation for Fréchet-
valued functions.
1. Introduction
We study the Cauchy-Riemann operator between spaces of weighted smooth
functions with values in a Fréchet space. Let E be a locally convex Hausdorff space
over C, Ω ⊂ R2 open and E(Ω) ∶= C∞(Ω,C) the space of infinitely continuously
partially differentiable functions from Ω to C. It is well-known that the Cauchy-
Riemann operator
∂ ∶=
1
2
(∂1 + i∂2)∶ E(Ω) → E(Ω)
is surjective (see e.g. [13, Theorem 1.4.4, p. 12]). Since E(Ω), equipped with the
usual topology of uniform convergence of partial derivatives of any order on compact
subsets, is a nuclear Fréchet space by [23, Example 28.9 (1), p. 349], we have the
topological isomorphy E(Ω,E) ≅ E(Ω)⊗̂piE by [25, Theorem 44.1, p. 449] where
E(Ω)⊗̂piE is the completion of the projective tensor product. Due to classical
theory of tensor products, the surjectivity of ∂ implies the surjectivity of
∂
E
∶ E(Ω,E) → E(Ω,E)
for Fréchet spaces E over C (see e.g. [16, Satz 10.24, p. 255]) where E(Ω,E) is the
space of infinitely continuously partially differentiable functions from Ω to E and
∂
E
is the Cauchy-Riemann operator for E-valued functions. In other words, given
f ∈ E(Ω,E) there is a solution u ∈ E(Ω,E) of the ∂-problem, i.e.
∂
E
u = f. (1)
Now, we consider the following situation. Denote by (pα)α∈A a system of seminorms
inducing the locally convex Hausdorff topology of E. Let f fulfil some additional
growth conditions given by an increasing family of positive continuous functions
V ∶= (νn)n∈N on an increasing sequence of open subsets (Ωn)n∈N of Ω with Ω =
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⋃n∈NΩn, namely,
∣f ∣n,m,α ∶= sup
x∈Ωn
β∈N2
0
, ∣β∣≤m
pα((∂β)Ef(x))νn(x) < ∞
for every n ∈ N, m ∈ N0 and α ∈ A. Let us call the space of functions having this
growth EV(Ω,E). Then there is always a solution u ∈ E(Ω,E) of (1). Our aim is
to derive sufficient conditions such that there is a solution u of (1) having the same
growth as the right-hand side f . So we are interested under which conditions the
Cauchy-Riemann operator
∂
E
∶ EV(Ω,E)→ EV(Ω,E)
is surjective.
The difficult part is to solve the ∂-problem in the scalar-valued case, i.e. in
EV(Ω). In the case that V = (ν) and Ωn = Ω for all n ∈ N there is a classical result
by Hörmander [13, Theorem 4.4.2, p. 94] on the solvability of the ∂-problem (in the
distributional sense) in weighted spaces of C-valued square-integrable functions of
the form
L2ν(Ω) ∶= {f ∶Ω→ C measurable ∣ ∫
Ω
∣f(z)∣2ν(z)dz < ∞}.
The solvability of the ∂-problem in weighted L2-spaces and its subspaces of holo-
morphic functions has some nice applications (see [14]) and the properties of the
canonical solution operator to ∂ are subject of intense studies [2], [4], [8], [9], [10].
If there is a whole system of weights V = (νn)n∈N, i.e. the ∂-problem is con-
sidered in the projective limit spaces L2V(Ω) ∶= ⋂n∈N L2νn(Ωn) or L∞V(Ω) ∶=
⋂n∈N L∞νn(Ω) where
L∞νn(Ω) ∶= {f ∶Ω → C measurable ∣ sup
z∈Ω
∣f(z)∣νn(z) < ∞},
then solving the ∂-problem becomes more complicated since a whole family of
L2- resp. L∞-estimates has to be satisfied. Such a ∂-problem is usually solved
by a combination of Hörmanders classical result with the Mittag-Leffler proce-
dure. However, this requires the projective limit O2V(Ω) ∶= ⋂n∈NO2νn(Ω) resp.
O∞V(Ω) ∶= ⋂n∈NO∞νn(Ω), where
Okνn(Ω) ∶= {f ∈ Lkνn(Ω) ∣ f holomorphic},
to be weakly reduced, i.e. for every n ∈ N there is m ∈ N such that OkV(Ω) is
dense in Okνm(Ω) with respect to the topology of Okνn(Ω) for k = 2 resp. k = ∞,
see [6, Theorem 3, p. 56], [22, 1.3 Lemma, p. 418] and [24, Theorem 1, p. 145].
Unfortunately, the weak reducibility of the projective limit is not easy to check.
Furthermore, in our setting we have control the growth of the partial derivatives as
well and the sequence (Ωn)n∈N usually consists of more than one set.
Let us outline our strategy to solve the ∂-problem in EV(Ω,E) for Fréchet spaces
E over C. In the first part of this paper we phrase sufficient conditions (see Con-
dition 3.3) such that there is an equivalent system of Lq-seminorms on EV(Ω) (see
Lemma 3.6). If they are fulfilled for q = 1, then EV(Ω) is a nuclear Fréchet space
by [20, 3.1 Theorem, p. 12]. If they are fulfilled for q = 2 as well, we can use
Hörmander’s L2-machinery and the hypoellipticity of ∂ to solve the scalar-valued
equation (1) on each Ωn with given f ∈ EV(Ω) and a solution un ∈ E(Ωn) satisfying
∣un∣n,m < ∞ for every m ∈ N0. The solution u ∈ EV(Ω) is then constructed from the
un by using the Mittag-Leffler procedure in Theorem 4.8 which requires a density
result given in Theorem 4.3. This density result can be regarded as a weakened
variant of weak reducibility of the subspace of EV(Ω) consisting of holomorphic
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functions. In Condition 4.2 we state sufficient conditions on V and (Ωn)n∈N for our
density result to hold that are more likely to be checked. Due to [18, 5.10 Example
c), p. 24] we have EV(Ω,E) ≅ EV(Ω)⊗̂piE if Condition 3.3 holds for q = 1 and
are able to lift the surjectivity from the scalar-valued to the Fréchet-valued case
in Corollary 4.9. The stated results are obtained by generalising the methods in
[17, Chap. 5] where the special case νn(z) ∶= exp(−∣Re(z)∣/n) and, amongst others,
Ωn ∶= {z ∈ C ∣ 1/n < ∣ Im(z)∣ < n} is treated (see [17, 5.16 Theorem, p. 80] and [17,
5.17 Theorem, p. 82]).
2. Notation and Preliminaries
We define the distance of two subsets M0,M1 ⊂ Rd, d ∈ N, w.r.t. a norm ∥ ⋅ ∥ on
R
d via
d∥⋅∥(M0,M1) ∶=
⎧⎪⎪
⎨
⎪⎪⎩
infx∈M0, y∈M1 ∥x − y∥ , M0, M1 ≠ ∅,∞ , M0 = ∅ orM1 = ∅.
Moreover, we denote by ∥ ⋅ ∥∞ the sup-norm, by ∣ ⋅ ∣ the Euclidean norm, by ⟨⋅∣⋅⟩ the
usual scalar product on Rd and by Br(x) ∶= {w ∈ Rd ∣ ∣w−x∣ < r} the Euclidean ball
around x ∈ Rd with radius r > 0. We denote the complement of a subset M ⊂ Rd
by MC ∶= Rd ∖M , the set of inner points of M by M˚ , the closure of M by M and
the boundary of M by ∂M . Further, we also use for z = (z1, z2) ∈ R2 a notation of
mixed-type
z = z1 + iz2 = (z1, z2) = (z1z2) ,
hence identify R2 and C as (normed) vector spaces. For a function f ∶M → C and
K ⊂M we denote by f∣K the restriction of f to K and by
∥f∥K ∶= sup
x∈K
∣f(x)∣
the sup-norm on K.
By E we always denote a non-trivial locally convex Hausdorff space over the field
K = R or C equipped with a directed fundamental system of seminorms (pα)α∈A.
If E = K, then we set (pα)α∈A ∶= {∣ ⋅ ∣}. Further, we denote by L(F,E) the space of
continuous linear maps from a locally convex Hausdorff space F to E. If E = K,
we write F ′ ∶= L(F,K) for the dual space of F .
We recall the following well-known definitions concerning continuous partial dif-
ferentiability of vector-valued functions (c.f. [19, p. 4]). A function f ∶Ω → E on an
open set Ω ⊂ Rd to E is called continuously partially differentiable (f is C1) if for
the n-th unit vector en ∈ Rd the limit
(∂en)Ef(x) ∶= (∂xn)Ef(x) ∶= (∂n)Ef(x) ∶= lim
h→0
h∈R,h≠0
f(x + hen) − f(x)
h
exists in E for every x ∈ Ω and (∂en)Ef is continuous on Ω ((∂en)Ef is C0) for
every 1 ≤ n ≤ d. For k ∈ N a function f is said to be k-times continuously partially
differentiable (f is Ck) if f is C1 and all its first partial derivatives are Ck−1. A
function f is called infinitely continuously partially differentiable (f is C∞) if f is
Ck for every k ∈ N. The linear space of all functions f ∶Ω → E which are C∞ is
denoted by C∞(Ω,E). Let f ∈ C∞(Ω,E). For β = (βn) ∈ Nd0 we set (∂βn)Ef ∶= f if
βn = 0, and (∂βn)Ef ∶= (∂en)E⋯(∂en)E´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
βn-times
f
if βn ≠ 0 as well as (∂β)Ef ∶= (∂β1)E⋯(∂βd)Ef.
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Due to the vector-valued version of Schwarz’ theorem (∂β)Ef is independent of the
order of the partial derivatives on the right-hand side, we call ∣β∣ ∶= ∑dn=1 βn the
order of differentiation and write ∂βf ∶= (∂β)Kf . Now, the precise definition of the
spaces of weighted smooth vector-valued functions from the introduction reads as
follows.
2.1.Definition ([19, 3.1 Definition, p. 5]). Let Ω ⊂ Rd be open and (Ωn)n∈N a family
of non-empty open sets such that Ωn ⊂ Ωn+1 and Ω = ⋃n∈NΩn. Let V ∶= (νn)n∈N
be a countable family of positive continuous functions νn∶Ω → (0,∞) such that
νn ≤ νn+1 for all n ∈ N. We call V a (directed) family of continuous weights on Ω
and set
Eνn(Ωn,E) ∶= {f ∈ C∞(Ωn,E) ∣ ∀ α ∈ A, m ∈ Nd0 ∶ ∣f ∣n,m,α <∞}
for n ∈ N and
EV(Ω,E) ∶= {f ∈ C∞(Ω,E) ∣ ∀ n ∈ N ∶ f∣Ωn ∈ Eνn(Ωn,E)}
where
∣f ∣n,m,α ∶= sup
x∈Ωn
β∈Nd
0
, ∣β∣≤m
pα((∂β)Ef(x))νn(x).
The subscript α in the notation of the seminorms is omitted in the scalar-valued
case. The notation for the spaces in the scalar-valued case is Eνn(Ωn) ∶= Eνn(Ωn,K)
and EV(Ω) ∶= EV(Ω,K).
The space EV(Ω,E) is a projective limit, namely, we have
EV(Ω,E) ≅ lim
←Ð
n∈N
Eνn(Ωn,E)
where the spectral maps are given by the restrictions
pik,n∶Eνk(Ωk,E)→ Eνn(Ωn,E), f ↦ f∣Ωn , k ≥ n.
The space of scalar-valued infinitely differentiable functions with compact support
in an open set Ω ⊂ Rd is defined by the inductive limit
D(Ω) ∶= lim
Ð→
K⊂Ω compact
C∞c (K)
where
C∞c (K) ∶= {f ∈ C∞(Rd,K) ∣ ∀ x ∉K ∶ f(x) = 0}.
Every element f of D(Ω) can be regarded as an element of D(Rd) just by setting
f ∶= 0 on ΩC and we write supp f for the support of f . Moreover, we set for m ∈ N0
and f ∈ D(Rd)
∥f∥m ∶= sup
x∈Rd
α∈Nd
0
, ∣α∣≤m
∣∂αf(x)∣.
By L1(Ω) we denote the space of (equivalence classes of) K-valued Lebesgue inte-
grable functions on Ω, by Lq(Ω), q ∈ N, the space of functions f such that f q ∈ L1(Ω)
and by Lqloc(Ω) the corresponding space of locally integrable functions. For a lo-
cally integrable function f ∈ L1loc(Ω) we denote by Tf ∈ D′(Ω) ∶= D(Ω)′ the regular
distribution defined by
Tf(ϕ) ∶= ∫
Rd
f(x)ϕ(x)dx, ϕ ∈ D(Ω).
For α ∈ Nd0 the partial derivatives of a distribution T ∈ D
′(Ω) are defined by
∂αT (ϕ) ∶= ⟨∂αT,ϕ⟩ ∶= (−1)∣α∣T (∂αϕ), ϕ ∈ D(Ω).
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The convolution T ∗ ϕ of a distribution T ∈ D′(Rd) and a test function ϕ ∈ D(Rd)
is defined by
(T ∗ϕ)(x) ∶= T (ϕ(x − ⋅)), x ∈ Rd.
In particular, we have δ ∗ϕ = ϕ for the Dirac distribution δ and
(Tf ∗ϕ)(x) = ∫
Rd
f(y)ϕ(x − y)dy, x ∈ Rd, (2)
for f ∈ L1loc(Rd) and ϕ ∈ D(Rd). Furthermore, ∂α(T ∗ϕ) = (∂αT )∗ϕ = T ∗(∂αϕ) is
valid for T ∈ D′(Rd) and ϕ ∈ D(Rd). For more details on the theory of distributions
see [11].
By O(Ω) we denote the space of C-valued holomorphic functions on an open set
Ω ⊂ C and for α = (α1, α2) ∈ N20 we often use the relation
∂αf(z) = iα2f (∣α∣)(z), z ∈ Ω, (3)
between real partial derivatives ∂αf and complex derivatives f (∣α∣) of a function
f ∈ O(Ω) (see e.g. [17, 3.4 Lemma, p. 17]).
3. From sup- to Lq-seminorms
For applying Hörmander’s solution of the weighted ∂-problem (see [13, Chap.
4]) it is appropriate to consider weighted L2-(semi)norms and use them to control
the seminorms ∣ ⋅ ∣n,m of solutions un of ∂un = f in weighted L2-spaces on Ωn for
given f ∈ EV(Ω).
Throughout this section let P be a polynomial in d real variables with constant
coefficients in K, i.e. there are n ∈ N0 and cα ∈ K for α = (αi) ∈ Nd0, ∣α∣ ≤ n, such
that
P (ζ) = ∑
α∈Nd
0
,
∣α∣≤n
cαζ
α, ζ = (ζi) ∈ Rd,
where ζα ∶= ζα11 ⋯ζαdd , and P (∂) be the linear partial differential operator associated
to P .
3.1. Lemma. Let U ⊂ Rd be open, {Kn ∣ n ∈ N} a compact exhaustion of U , P (∂)
a hypoelliptic partial differential operator and q ∈ N. Then
I ∶C∞(U)→ F(U) ∶= {f ∈ Lqloc(U) ∣ ∀ α ∈ Nd0 ∶ ∂αP (∂)f ∈ Lqloc(U)}, I(f) ∶= [f],
is a topological isomorphism where [f] is the equivalence class of f , the first space
is equipped with the system of seminorms {∣ ⋅ ∣Kn,m ∣ n ∈ N, m ∈ N0} defined by
∣f ∣Kn,m ∶= sup
x∈Kn
α∈Nd
0
,∣α∣≤m
∣∂αf(x)∣, f ∈ C∞(U), (4)
and the latter with the system
{∥ ⋅ ∥Lq(Kn) + sKn,m ∣ n ∈ N, m ∈ N0} (5)
defined for f = [F ] ∈ F(U) by
∥f∥Lq(Kn) ∶= ∥F ∥Lq(Kn) ∶= (∫
Kn
∣F (x)∣qdx) 1q
and
sKn,m(f) ∶= sup
α∈Nd
0
,∣α∣≤m
∥∂αP (∂)f∥Lq(Kn).
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Proof. First, let us remark the following. The derivatives in the definition of F(U)
are considered in the distributional sense and ∂αP (∂)f ∈ Lqloc(U) means that there
exists g ∈ Lqloc(U) such that ∂αP (∂)Tf = Tg. The definition of the seminorm∥ ⋅ ∥Lq(Kn) does not depend on the chosen representative and we make no strict
difference between an element of Lqloc(U) and its representative.
(i) C∞(U), equipped with the system of seminorms (4), is known to be a
Fréchet space. The space F(U), equipped with the system of seminorms
(5), is a metrisable locally convex space. Let (fk)k∈N be a Cauchy sequence
in F(U). By definition of F(U) we get for all β ∈ Nd0 that there exists a
sequence (gk,β)k∈N in Lqloc(U) such that ∂βP (∂)Tfk = Tgk,β . Therefore we
conclude from (5) that (fk)k∈N and (gk,β)k∈N, β ∈ Nd0, are Cauchy sequences
in (Lqloc(U), (∥ ⋅ ∥Lq(Kn))n∈N), which is a Fréchet space by [7, 5.17 Lemma,
p. 36], so they have a limit f resp. gβ in this space. Since (fk)k∈N resp.(gk,β)k∈N converges to f resp. gβ in Lqloc(U), it follows that (Tfk)k∈N resp.(Tgk,β)k∈N converges to Tf resp. Tgβ in D′σ(U). Here D′σ(U) is the space
D′(U) equipped with the weak∗-topology. Hence we get
∂βP (∂)Tf ←
k→∞ ∂
βP (∂)Tfk = Tgk,β →
k→∞ Tgβ
in D′σ(U) implying f ∈ F(U) and the convergence of (fk)k∈N to f in F(U)
with respect to the seminorms (5) as well. Thus this space is complete and
so a Fréchet space.
(ii) I is obviously linear and injective. It is continuous as for all n ∈ N and
m ∈ N0 we have
∥I(f)∥q
Lq(Kn) ≤ λ(Kn)∣f ∣qKn,0
and there exists C > 0, only depending on the coefficients and the number
of summands of P (∂), such that
sn,m(I(f))q ≤ Cqλ(Kn)∣f ∣qKn,degP+m
for all f ∈ C∞(U) where λ denotes the Lebesgue measure.
(iii) The next step is to prove that I is surjective. Let f ∈ F(U). Then we have
P (∂)f ∈W∞,qloc (U) where
W
∞,q
loc (U) ∶= {f ∈ Lqloc(U) ∣ ∀ α ∈ Nd0 ∶ ∂αf ∈ Lqloc(U)}
and so P (∂)f ∈ C∞(U) by the Sobolev embedding theorem [11, Theorem
4.5.13, p. 123] in combination with [11, Theorem 3.1.7, p. 59]. To be pre-
cise, this means that the regular distribution P (∂)f has a representative
in C∞(U). Due to the hypoellipticity of P (∂) we obtain f ∈ C∞(U), more
precisely, that f has a representative in C∞(U), so I is surjective.
Finally, our statement follows from (i)-(iii) and the open mapping theorem. 
3.2. Corollary. Let P (∂) be a hypoelliptic partial differential operator, q ∈ N and
0 < r0 < r1 < r2. Then we have
∀m ∈ N0 ∃ l ∈ N0, C > 0 ∀ α ∈ Nd0, ∣α∣ ≤m, f ∈ C∞(Q˚r2(0)) ∶
∥∂αf∥Qr0(0) ≤ C(∥f∥Lq(Qr1(0)) + sup
β∈Nd
0
,∣β∣≤l
∥∂βP (∂)f∥Lq(Qr1(0)))
where Qr(0) ∶= [−r, r]d, r > 0.
Proof. Let U ∶= Q˚r1(0). Then the sets Kn ∶= Qr1− 1
n+1/r1
(0), n ∈ N, form a compact
exhaustion of U and there exists n0 = n0(r0, r1) ∈ N such that Qr0(0) ⊂Kn0 . Since
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I−1∶F(U)→ C∞(U) is continuous by Lemma 3.1, there are N ∈ N, l ∈ N0 and C > 0
such that
∥∂αf∥Qr0(0) ≤ ∣f ∣Kn0 ,m = ∣I−1([f])∣Kn0 ,m ≤ C(∥[f]∥Lq(KN) + sKN ,l([f]))
≤ C(∥f∥Lq(Qr1(0)) + sup
β∈Nd
0
,∣β∣≤l
∥∂βP (∂)f∥Lq(Qr1(0)))
for all α ∈ Nd0, ∣α∣ ≤m, and f ∈ C∞(Q˚r2(0)). 
Due to this corollary we can switch to types of Lq-seminorms which induce the
same topology on EV(Ω) as the sup-seminorms and we get an useful inequality to
control the growth of the solutions of the weighted ∂-problem by the right-hand
side under the following conditions.
3.3. Condition. Let V ∶= (νn)n∈N be a family of continuous weights on an open
set Ω ⊂ Rd and (Ωn)n∈N a family of non-empty open sets such that Ωn ⊂ Ωn+1 and
Ω = ⋃n∈NΩn. For every k ∈ N let there be ρk ∈ R such that 0 < ρk < d∥⋅∥∞({x}, ∂Ωk+1)
for all x ∈ Ωk and let there be q ∈ N such that for any n ∈ N there is ψn ∈ Lq(Ωk),
ψn > 0, and Ji(n) ≥ n and Ci(n) > 0 such that for any x ∈ Ωk:
(ω.1) supζ∈Rd, ∥ζ∥∞≤ρk νn(x + ζ) ≤ C1(n) infζ∈Rd, ∥ζ∥∞≤ρk νJ1(n)(x + ζ)(ω.2)q νn(x) ≤ C2(n)ψn(x)νJ2(n)(x)
If q = 1, then these conditions are a special case of [20, 2.1 Condition, p. 3] by
[20, 2.3 Remark b), p. 3] and modifications of the conditions (1.1)-(1.3) in [21, p.
204]. They guarantee that EV(Ω) is a nuclear Fréchet space by [20, 3.1 Theorem,
p. 12] and [20, 2.7 Remark, p. 5] if q = 1 which we use to derive the surjectivity of
∂
E
from the one of ∂ for Fréchet spaces E over C.
3.4. Convention ([21, 1.1 Convention, p. 205]). We often delete the number n
counting the seminorms (e.g. Ji = Ji(n) or Ci = Ci(n)) and indicate compositions
with the functions Ji only in the index (e.g. J23 = J2(J3(n))).
3.5. Definition. Let Ω ⊂ Rd be open and (Ωn)n∈N a family of non-empty open sets
such that Ωn ⊂ Ωn+1 and Ω = ⋃n∈NΩn. Let V ∶= (νn)n∈N be a (directed) family of
continuous weights on Ω. For n, q ∈ N we define the locally convex Hausdorff spaces
C∞q νn(Ωn) ∶= {f ∈ C∞(Ωn) ∣ ∀m ∈ N0 ∶ ∥f∥n,m,q <∞}
and
C∞q V(Ω) ∶= {f ∈ C∞(Ω) ∣ ∀n ∈ N ∶ f∣Ωn ∈ C∞q νn(Ωn)}
where
∥f∥n,m,q ∶= sup
α∈Nd
0
,∣α∣≤m
(∫
Ωn
∣∂αf(x)∣qνn(x)qdx) 1q .
3.6. Lemma. Let Condition 3.3 be fulfilled for some q ∈ N.
a) Let P (∂) be a hypoelliptic partial differential operator, n ∈ N and f ∈
C∞(Ω2J11) such that ∥f∥2J11,0,q < ∞ and P (∂)f ∈ C∞q ν2J11(Ω2J11). Then
f ∈ Eνn(Ωn) and
∀m ∈ N0 ∃ l ∈ N0, C0 > 0 ∶ ∣f ∣n,m ≤ C0(∥f∥2J11,0,q + ∥P (∂)f∥2J11,l,q).
b) Then C∞q V(Ω) = EV(Ω) as locally convex spaces.
Proof. a) Due to [20, 2.11 Lemma (p.1), p. 8-9], [20, 2.7 Remark, p. 5] and
[20, 2.3 Remark b), p. 3] there are K ⊂ N and a sequence (zk)k∈K, zk ≠ zj
for k ≠ j, in Ωn such that the balls
bk ∶= {ζ ∈ Rd ∣ ∥ζ − zk∥∞ < ρn/2}
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form an open covering of Ωn with
Ωn ⊂ ⋃
k∈K
bk ⊂ ⋃
k∈K
Bk ⊂ Ωn+1 ⊂ Ω2J11(n)
where
Bk ∶= {ζ ∈ Rd ∣ ∥ζ − zk∥∞ < ρn}.
Let m ∈ N0, α ∈ Nd0, ∣α∣ ≤m, and k ∈ K. By Corollary 3.2 there exist l ∈ N0
and C > 0, C and l independent of k and α, such that
∥(∂αf)νn∥bk
≤ ∥νn∥bk∥∂αf∥bk ≤(ω.1) C1νJ1(zk)∥∂αf∥bk
= C1νJ1(zk)∥∂αf(zk + ⋅)∥Qρn/2(0)
≤
3.2
CC1νJ1(zk)(∥f∥Lq(Bk) + sup
β∈N2
0
,∣β∣≤l
∥∂βP (∂)f∥Lq(Bk))
≤
(ω.1)
CC1C1(J1)(∥fνJ11∥Lq(Bk) + sup
β∈N2
0
,∣β∣≤l
∥(∂βP (∂)f)νJ11∥Lq(Bk))
≤ CC1C1(J1)(∥f∥2J11,0,q + ∥P (∂)f∥2J11,l,q) (6)
and so we get
∣f ∣n,m ≤ sup
x∈⋃k∈K bk
α∈Nd
0
, ∣α∣≤m
∣∂αf(x)∣νn(x) ≤ sup
k∈K
α∈Nd
0
, ∣α∣≤m
∥(∂αf)νn∥bk
≤
(6)
CC1C1(J1)(∥f∥2J11,0,q + ∥P (∂)f∥2J11,l,q).
b) Let f ∈ C∞q V(Ω) and P (∂) ∶= ∆ be the Laplacian. Then f satisfies the
conditions of a) for all n ∈ N because
∥∆f∥n,m,q = sup
α∈Nd
0
,∣α∣≤m
∥ d∑
i=1
(∂αi+2i f)νn∥Lq(Ωn) ≤ d∥f∥n,m+2,q <∞
for every m ∈ N0. So for every n ∈ N and m ∈ N0 there exist l ∈ N0 and
C0 > 0 such that
∣f ∣n,m ≤ C0(∥f∥2J11,0,q + ∥∆f∥2J11,l,q)
≤ C0(∥f∥2J11,0,q + d∥f∥2J11,l+2,q) ≤ (1 + d)C0∥f∥2J11,l+2,q.
On the other hand, let f ∈ EV(Ω). For every n ∈ N and m ∈ N0 we have
∥f∥qn,m,q = sup
α∈Nd
0
,∣α∣≤m
∫
Ωn
∣∂αf(x)∣qνn(x)qdx
≤
(ω.2)q
C
q
2 sup
α∈Nd
0
,∣α∣≤m
∫
Ωn
∣∂αf(x)∣qψn(x)qνJ2(x)qdx
≤ Cq2 ∫
Ωn
ψn(x)qdx sup
w∈Ωn
α∈Nd
0
, ∣α∣≤m
∣∂αf(w)∣qνJ2(w)q
≤ Cq2∥ψ∥qLq(Ωn) ∣f ∣qJ2,m .

The following examples from [20, 2.8 Example, p. 5] and [20, 2.9 Example, p.
7-8] fulfil Condition 3.3 for every q ∈ N.
3.7. Example. Let Ω ⊂ Rd be open and (Ωn)n∈N a family of non-empty open sets
such that
(i) Ωn ∶= Rd for every n ∈ N.
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(ii) Ωn ⊂ Ωn+1 and d∥⋅∥(Ωn, ∂Ωn+1) > 0 for every n ∈ N.
(iii) Ωn ∶= {x = (xi) ∈ Ω ∣ ∀ i ∈ I ∶ ∣xi∣ < n +N and d∥⋅∥({x}, ∂Ω) > 1/(n +N)}
where I ⊂ {1, . . . , d}, ∂Ω ≠ ∅ and N ∈ N0 is big enough.
(iv) Ωn ∶= {x = (xi) ∈ Ω ∣ ∀ i ∈ I ∶ ∣xi∣ < n} where I ⊂ {1, . . . , d} and Ω ∶= Rd.
(v) Ωn ∶= K˚n where Kn ⊂ K˚n+1, K˚n ≠ ∅, is a compact exhaustion of Ω.
Let (an)n∈N be strictly increasing such that an ≥ 0 for all n ∈ N or an ≤ 0 for all
n ∈ N. The family V ∶= (νn)n∈N of positive continuous functions on Ω given by
νn∶Ω → (0,∞), νn(x) ∶= eanµ(x),
with some function µ∶Ω → [0,∞) fulfils νn ≤ νn+1 for all n ∈ N and Condition 3.3
for every q ∈ N with ψn(x) ∶= (1 + ∣x∣2)−d, x ∈ Rd, for every n ∈ N if
a) there is some 0 < γ ≤ 1 and such that µ(x) = ∣(xi)i∈I0 ∣γ , x = (xi) ∈ Ω, where
I0 ∶= {1, . . . , d} ∖ I with I ⊊ {1, . . . , d} and (Ωn)n∈N from (iii) or (iv).
b) limn→∞ an =∞ or limn→∞ an = 0 and there is some m ∈ N, m ≤ 2d+ 1, such
that µ(x) = ∣x∣m, x ∈ Ω, with (Ωn)n∈N from (i) or (ii).
c) an = n/2 for all n ∈ N and µ(x) = ln(1+ ∣x∣2), x ∈ Rd, with (Ωn)n∈N from (i).
d) µ(x) = 0, x ∈ Ω, with (Ωn)n∈N from (v).
Example 3.7 a) covers the weights νn(z) ∶= − exp (∣Re(z)∣)/n, z ∈ C ∖ R, with
the sets Ωn ∶= {z ∈ C ∣ 1/n < ∣ Im(z)∣ < n} and Lemma 3.6 is a generalisation of [17,
5.15 Lemma, p. 78]. In Example 3.7 c) we have EV(Rd) = S(Rd), the Schwartz
space. Hence the sup- and Lq-seminorms form an equivalent system of seminorms
on S(Rd) for every q ∈ N by Lemma 3.6. This generalises the observation for q = 2
and d = 1 in [23, Example 29.5 (2), p. 361] (cf. [27, Folgerung, p. 85]). In Example
3.7 d) EV(Ω) = C∞(Ω) with the usual topology of uniform convergence of partial
derivatives of any order on compact subsets of Ω. We remark that we can choose
C2(n) ∶= (1 + sup{∣x∣2 ∣ x ∈ Ωn})d in d). Other choices for ψn are also possible, for
example, ψn ∶= 1 in d) but we are interested in this particular choice of ψn in view
of the next section.
4. The surjectivity of ∂
In our last section we always assume that K = C and d = 2 and derive sufficient
conditions such that the Cauchy-Riemann operator
∂
E ∶= 1
2
((∂1)E + i(∂2)E)∶EV(Ω,E) → EV(Ω,E)
is surjective for any Fréchet space E. We prove that the subspaces of the projective
spectrum on the right-hand side consisting of holomorphic functions have some
kind of density property if E = C and that for every f ∈ EV(Ω) and every n ∈ N
there is un ∈ Eνn(Ωn) such that ∂un = f on Ωn. The combination of these results
then yields the surjectivity of ∂
E
for E = C via the Mittag-Leffler procedure. Since
the space EV(Ω) is a nuclear Fréchet space under the conditions provided and
EV(Ω,E) ≅ EV(Ω)⊗̂piE, the surjectivity of ∂ implies the surjectivity of ∂E for any
Fréchet space E by the classical theory of tensor products of Fréchet spaces.
4.1. Definition. Let E be a locally convex Hausdorff space over C, V ∶= (νn)n∈N
a (directed) family of continuous weights on an open set Ω ⊂ R2 and (Ωn)n∈N a
family of non-empty open sets such that Ωn ⊂ Ωn+1 for all n ∈ N and Ω = ⋃n∈NΩn.
For n ∈ N we define
Eν
n,∂
(Ωn,E) ∶= {f ∈ Eνn(Ωn,E) ∣ f ∈ ker∂E}
and
EV∂(Ω,E) ∶= {f ∈ EV(Ω,E) ∣ f ∈ ker∂E}.
10 K. KRUSE
We use the same convention for the notation as in Definition 2.1.
4.2. Condition. Let V ∶= (νn)n∈N be a (directed) family of continuous weights
on an open set Ω ⊂ R2 and (Ωn)n∈N a family of non-empty open sets such that
Ωn ≠ R2, Ωn ⊂ Ωn+1 for all n ∈ N, dn,k ∶= d∣⋅∣(Ωn, ∂Ωk) > 0 for all n, k ∈ N, k > n, and
Ω = ⋃n∈NΩn.
a) For every n ∈ N let there be gn ∈ O(C) with gn(0) = 1 and Ij(n) > n such that
(i) for every ε > 0 there is a compact set K ⊂ Ωn with νn(x) ≤ ενI1(n)(x) for
all x ∈ Ωn ∖K.
(ii) there is an open set XI2(n) ⊂ R2 ∖ ΩI2(n) such that there are Rn, rn ∈ R
with 0 < 2Rn < d∣⋅∣(XI2(n),ΩI2(n)) ∶= dX,I2(n) and Rn < rn < dX,I2(n)−Rn as
well as A2(⋅, n)∶XI2(n) + BRn(0) → (0,∞), A2(⋅, n)∣XI2(n) locally bounded,
satisfying
max{∣gn(ζ)∣νI2(n)(z) ∣ ζ ∈ R2, ∣ζ − (z − x)∣ = rn} ≤ A2(x,n) (7)
for all z ∈ ΩI2(n) and x ∈XI2(n) +BRn(0).
(iii) for every compact set K ⊂ R2 there is A3(n,K) > 0 with
∫
K
∣gn(x − y)∣νn(x)∣x − y∣ dy ≤ A3(n,K), x ∈ Ωn.
b) Let a)(i) be fulfilled. For every n ∈ N let there be I4(n) > n and A4(n) > 0 such
that
∫
ΩI4(n)
∣gI14(n)(x − y)∣νp(x)∣x − y∣νk(y) dy ≤ A4(n), x ∈ Ωp, (8)
for (k, p) = (I4(n), n) and (k, p) = (I14(n), I14(n)) where I14(n) ∶= I1(I4(n)).
c) Let a)(i)-(ii) and b) be fulfilled. For every n ∈ N, every closed subset M ⊂ Ωn
and every component N of MC we have
N ∩ΩCn ≠ ∅ ⇒ N ∩XI214(n) ≠ ∅
where I214(n) ∶= I2(I14(n)).
We use the same convention for Ij as for Ji (see Convention 3.4). Condition 4.2
a)(i) appears in [1, p. 67] under the name (RU) (cf. [19, 3.2 Remark, p. 5]) as well.
Condition 4.2 a)(i) is used for approximation by compactly supported functions,
a)(ii) to control Cauchy estimates, a)(iii) as well as b) to guarantee that several
kinds of convolutions of the fundamental solution z ↦ gn(z)/(piz) of the ∂-operator
with certain functionals are well-defined and c) to control the support of a analytic
distribution using the identity theorem.
We begin with the proof of the already announced density theorem which is a
weakened variant of weak reducibility and needed for the Mittag-Leffler procedure.
The underlying idea of the proof is extracted from a proof of Hörmander [11, The-
orem 4.4.5, p. 112] in a comparable situation for non-weighted C∞-functions. The
proof is split into several parts to enhance comprehensibility.
4.3. Theorem. Let n ∈ N. Then the space piI214(n),n(EνI214(n),∂(ΩI214(n))) is dense
in piI14(n),n(EνI14(n),∂(ΩI14(n))) w.r.t. (∣ ⋅ ∣n,m)m∈N0 if Condition 4.2 is fulfilled.
In order to gain access to the theory of distributions in our approach, we prove
another density statement first whose proof is a modification of the one of [19, 3.10
Lemma, p. 7].
4.4. Lemma. Let n ∈ N. Then the space piI1(n),n(D(ΩI1(n))) is dense in the space
piI1(n),n(EνI1(n)(ΩI1(n))) w.r.t. (∣f ∣n,m)m∈N0 if Condition 4.2 a)(i) is fulfilled.
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Proof. Let f ∈ EνI1(ΩI1) and ε > 0. Due to Condition 4.2 a)(i) there is a compact
set K ⊂ Ωn such that
sup
x∈Ωn∖K
νn(x)
νI1(x) ≤ ε (9)
where we use the convention supx∈∅
νn(x)
νI1(x) ∶= −∞. Like in the proof of [11, Theorem
1.4.1, p. 25] we can find ϕ ∈ D(ΩI1), 0 ≤ ϕ ≤ 1, such that ϕ = 1 near K and
∣∂αϕ∣ ≤ CαD−∣α∣ (10)
for all α ∈ N20 where D ∶= dn,I1/2 and Cα > 0 is a constant only depending on α.
Then ϕf ∈ D(ΩI1) and with K0 ∶= suppϕ we have for m ∈ N0 by the Leibniz rule
∣ϕf − f ∣n,m
≤ sup
x∈Ωn∖K
α∈N2
0
,∣α∣≤m
∣∂α(ϕf)(x)∣νn(x) + sup
x∈Ωn∖K
α∈N2
0
,∣α∣≤m
∣∂αf(x)∣νn(x)
≤ sup
x∈(Ωn∖K)∩K0
α∈N2
0
,∣α∣≤m
∣∑
γ≤α
(α
γ
)∂α−γϕ(x)∂γf(x)∣νn(x) + sup
x∈Ωn∖K
α∈N2
0
,∣α∣≤m
∣∂αf(x)∣νI1(x) νn(x)
νI1(x)
≤
(9)
sup
α∈N2
0
,∣α∣≤m
∑
γ≤α
(α
γ
) sup
x∈K0
∣∂α−γϕ(x)∣( sup
x∈Ωn∖K
β∈N2
0
,∣β∣≤m
∣∂βf(x)∣νn(x)) + ε∣f ∣I1,m
≤
(9),(10)
sup
α∈N2
0
,∣α∣≤m
∑
γ≤α
(α
γ
)Cα−γD−∣α−γ∣
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
∶=C(m,D)
ε∣f ∣I1,m + ε∣f ∣I1,m = (C(m,D) + 1)∣f ∣I1,mε
where C(m,D) is independent of ε proving the density. 
The next lemma is devoted to a special fundamental solution of the ∂-operator
and its properties, namely to En∶C∖ {0}→ C, En(z) ∶= gn(z)piz , with gn from Condi-
tion 4.2.
4.5. Lemma. Let n ∈ N and Condition 4.2 a)(ii)-(iii) and b) be fulfilled.
a) Then ∂TEn = δ in the distributional sense.
b) Let x ∈XI2(n)+BRn(0) and α ∈ N20. Then ∂αx [En(⋅−x)] ∈ EνI2(n),∂(ΩI2(n)).
c) Let K ⊂ R2 be a compact set and m ∈ N0. Then
∣TEn ∗ψ∣n,m ≤ A3(n,K)
pi
∥ψ∥m, ψ ∈ C∞c (K), (11)
with the convolution from (2). In particular, TEn ∗ ψ ∈ Eνn(Ωn).
d) (i) There exists ϕ ∈ C∞(R2), 0 ≤ ϕ ≤ 1, such that ϕ = 1 near Ωn and ϕ = 0
near ΩCI4(n) plus
∣∂αϕ∣ ≤ cαd−∣α∣n,I4(n) (12)
for all α ∈ N20 where cα > 0 is a constant only depending on α.
(ii) Choose ϕ ∈ C∞(R2) like in (i) and m ∈ N0. Then there is A5 =
A5(n,m) such that
∣TEI14(n) ∗ (ϕf)∣p,m ≤ A5∣f ∣k,m, f ∈ EνI14(n)(ΩI14(n)), (13)
for (k, p) = (I4(n), n) and (k, p) = (I14(n), I14(n)) where the convolu-
tion is defined by the right-hand side of (2) and we set ϕf ∶= 0 outside
ΩI14(n). In particular, TEI14(n) ∗ (ϕf) ∈ EνI14(n)(ΩI14(n)).
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Proof. a) Let ϕ ∈ D(C) and set E0(z) ∶= 1piz , z ≠ 0. Using gn ∈ O(C), gn(0) = 1
and the fact that TE0 is a fundamental solution of the ∂-operator by [11,
Eq. (3.1.12), p. 63], we get
⟨∂TEn , ϕ⟩ = −⟨TEn , ∂ϕ⟩ = −⟨TE0 , gn∂ϕ⟩ = −⟨TE0 , ∂(gnϕ)⟩
= ⟨∂TE0 , gnϕ⟩ = ⟨δ, gnϕ⟩ = gn(0)ϕ(0) = ϕ(0) = ⟨δ,ϕ⟩.
b) Since x ∈ (XI2 + BRn(0)) ⊂ ΩCI2 , it follows ∂αx [En(⋅ − x)] ∈ O(ΩI2). Let
z ∈ ΩI2 and β ∈ N
2
0. We get by the Cauchy inequality and Condition 4.2
a)(ii)
∣∂βz ∂αx [En(z − x)]∣ =
(3)
∣iα2+β2(−1)∣α∣E(∣α+β∣)n (z − x)∣
≤
∣α + β∣!
r
∣α+β∣
n
max
∣ζ−(z−x)∣=rn
∣En(ζ)∣
≤
1
pi
∣α + β∣!
r
∣α+β∣
n (dX,I2 −Rn − rn) max∣ζ−(z−x)∣=rn ∣gn(ζ)∣
and hence
∣∂αx [En(⋅ − x)]∣I2,m
≤
(7)
1
pi
sup
β∈N2
0
,∣β∣≤m
∣α + β∣!
r
∣α+β∣
n (dX,I2 −Rn − rn)A2(x,n) <∞.
c) By the definition of distributional convolution TEn ∗ ψ ∈ C∞(R2) and for
x ∈ R2 and α ∈ N20 the following inequalities hold
∣∂α(TEn ∗ψ)(x)∣ = ∣∫
R2
En(y)(∂αψ)(x − y)dy∣ ≤ ∥ψ∥∣α∣ ∫
x−K
∣En(y)∣dy
=
1
pi
∥ψ∥∣α∣ ∫
K
∣gn(x − y)∣∣x − y∣ dy
and thus by Condition 4.2 a)(iii)
∣TEn ∗ψ∣n,m ≤ 1
pi
A3(n,K)∥ψ∥m.
d) The existence of ϕ follows from the proof of [11, Theorem 1.4.1, p. 25].
Now, let x ∈ Ωp and α ∈ N20. Then we have by Condition 4.2 b), the Leibniz
rule and due to suppϕ ⊂ ΩI4 that
∣∫
R2
EI14(y)∂α(fϕ)(x − y)dy∣
≤ ∫
x−ΩI4
∣EI14(y)∂α(fϕ)(x − y)∣νk(x − y)νk(x − y)−1dy
≤ sup
z∈ΩI4
∣∂α(fϕ)(z)∣νk(z)∫
ΩI4
∣EI14(x − y)∣νk(y)−1dy
≤ ∑
γ≤α
(α
γ
) sup
z∈ΩI4
∣∂α−γϕ(z)∣ sup
w∈ΩI4
β∈N2
0
,∣β∣≤∣α∣
∣∂βf(w)∣νk(w)
⋅ ∫
ΩI4
∣EI14(x − y)∣νk(y)−1dy
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≤
(12)
∑
γ≤α
(α
γ
)cα−γd−∣α−γ∣n,I4
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∶C0(α,n)
sup
w∈ΩI4
β∈N2
0
,∣β∣≤∣α∣
∣∂βf(w)∣νk(w)
⋅ ∫
ΩI4
∣EI14(x − y)∣νk(y)−1dy
≤
(8)
A4(n)C0(α,n)
νp(x) supw∈ΩI4
β∈N2
0
,∣β∣≤∣α∣
∣∂βf(w)∣νk(w).
Thus TEI14 ∗ (ϕf) ∈ C∞(Ωp) and
∂α(TEI14 ∗ (ϕf))(x) = ∫
R2
EI14(y)∂α(fϕ)(x − y)dy
by differentiation under the integral sign as well as
∣TEI14 ∗ (ϕf)∣p,m ≤ A4(n) sup
α∈N2
0
,∣α∣≤m
C0(α,n)∣f ∣k,m
for (k, p) = (I4, n) and (k, p) = (I14, I14).

The next step is to define different kinds of convolutions and study their relations
and properties which shall be exploited in the proof of the density theorem.
4.6. Lemma. Let n ∈ N, Condition 4.2 a)(ii)-(iii) and b) be fulfilled and w ∈(piI14(n),n(EνI14(n)(ΩI14(n))), (∣ ⋅ ∣n,m)m∈N0)′.
a) For ψ ∈ D(R2) we define
⟨w ∗1 TEˇI14 , ψ⟩ ∶= ⟨w, (TEI14 ∗ ψ)∣Ωn⟩.
Then w ∗1 TEˇI14 ∈ D′(R2).
b) For x ∈ XI214 we define
(w ∗2 EˇI14)(x) ∶= ⟨w,EI14(⋅ − x)∣Ωn⟩.
Then w ∗2 EˇI14 ∈ C∞(XI214) and for α ∈ N20
∂αx (w ∗2 EˇI14)(x) = ⟨w,∂αx [EI14(⋅ − x)]∣Ωn⟩. (14)
c) For ψ ∈ D(R2) with suppψ ⊂ XI214 the preceding definitions of convolution
are consistent, i.e.
⟨w ∗1 TEˇI14 , ψ⟩ = ⟨Tw∗2EˇI14 , ψ⟩.
d) Choose ϕ like in Lemma 4.5 d), let m ∈ N0 and for f ∈ EνI14(ΩI14) we
define ⟨w ∗ϕ TEˇI14 , f⟩ ∶= ⟨w, [TEI14 ∗ (ϕf)]∣Ωn⟩.
Then there exists a constant A6 = A6 (w,n,m) > 0 such that
∣⟨w ∗ϕ TEˇI14 , f⟩∣ ≤ A6∣f ∣I4,m. (15)
Proof. a) w ∗1 TEˇI14 is defined by Lemma 4.5 c). Let K ⊂ R2 be compact.
Since w is continuous, there exist C > 0 and m ∈ N0 such that
∣⟨w ∗1 TEˇI14 , ψ⟩∣ = ∣⟨w, (TEI14 ∗ ψ)∣Ωn⟩∣ ≤ C ∣TEI14 ∗ ψ∣n,m
≤ C ∣TEI14 ∗ ψ∣I14,m ≤(11)
CA3(I14,K)
pi
∥ψ∥m
for all ψ ∈ C∞c (K), thus w ∗1 TEˇI14 ∈ D′(R2).
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b) w∗2 EˇI14 and the right-hand side of (14) are defined by Lemma 4.5 b) since
I214 > I14. For h ∈ R with 0 < ∣h∣ small enough and x ∈ XI214 we define
ψh(x)∶ΩI214 → R2, ψh(x)[y] ∶= EI14(y − (x + hel)) −EI14(y − x)
h
where el, l = 1,2, is the l-th canonical unit vector in R2. For 0 < ∣h∣ < RI14
we have x + hel ∈XI214 +BRI14 (0) and so EI14(⋅ − (x + hel)) ∈ EνI214(ΩI214)
by Lemma 4.5 b). Hence we get ψh(x) ∈ EνI214(ΩI214). The motivation for
the definition of ψh(x) comes from
(w ∗2 EˇI14)(x + hel) − (w ∗2 EˇI14)(x)
h
= ⟨w, EI14(⋅ − (x + hel)) −EI14(⋅ − x)
h ∣Ωn⟩ = ⟨w,ψh(x)∣Ωn⟩.
So, if we show, that ψh(x) converges to ∂xl[EI14(⋅ −x)] in EνI214 (ΩI214) as
h tends to 0, we get, keeping ∣ ⋅ ∣n,m ≤ ∣ ⋅ ∣I214,m in mind,
∂xl(w ∗2 EˇI14)(x) = ⟨w,∂xl[EI14(⋅ − x)]∣Ωn⟩.
Then the general statement follows by induction over the order ∣α∣.
Let y ∈ ΩI214 and β ∈ N20. Since ∣y−x∣ ≥ dX,I214 > 0, we get 0 ∉ BdX,I214 (y−x).
Moreover, RI14 < dX,I214 by Condition 4.2 a)(ii) and so
∣y − (x + hel) − (y − x)∣ = ∣h∣ < RI14 < dX,I214 .
Thus y − (x + hel) ∈ B∣h∣(y − x) ⊂ BRI14 (y − x) and 0 ∉ B∣h∣(y − x). We write
EI14 = (EI14,1,EI14,2) as a tuple of its coordinate functions. By the mean
value theorem there exist ζi ∈ [y − (x + hel), y − x] ⊂ B∣h∣(y − x), i = 1,2,
where [y − (x + hel), y − x] denotes the line segment from y − (x + hel) to
y − x, such that
∂βyψh(x)[y] = (∂
βEI14)(y − (x + hel)) − (∂βEI14)(y − x)
h
=
1
h
(⟨∇(∂βEI14,1)(ζ1)∣ − hel⟩⟨∇(∂βEI14,2)(ζ2)∣ − hel⟩) = −(
∂l∂
βEI14,1(ζ1)
∂l∂
βEI14,2(ζ2)) ,
where ∇ denotes the gradient, as well as ζii ∈ [ζi, y−x] ⊂ B∣h∣(y − x), i = 1,2,
such that
∂βyψh(x)[y] − ∂βy ∂xl[EI14(y − x)]
= −(∂l∂βEI14,1(ζ1)
∂l∂
βEI14,2(ζ2)) − ∂
β(−∂lEI14)(y − x)
= (⟨∇(∂l∂βEI14,1)(ζ11)∣y − x − ζ1⟩⟨∇(∂l∂βEI14,2)(ζ22)∣y − x − ζ2⟩) . (16)
Then
∣(⟨∇(∂l∂βEI14,1)(ζ11)∣y − x − ζ1⟩⟨∇(∂l∂βEI14,2)(ζ22)∣y − x − ζ2⟩)∣
≤ ∣⟨∇(∂l∂βEI14,1)(ζ11)∣y − x − ζ1⟩∣ + ∣⟨∇(∂l∂βEI14,2)(ζ22)∣y − x − ζ2⟩∣
≤ ∣∇(∂l∂βEI14,1)(ζ11)∣∣y − x − ζ1∣ + ∣∇(∂l∂βEI14,2)(ζ22)∣∣y − x − ζ2∣
≤ (∣∂1∂l∂βEI14,1(ζ11)∣ + ∣∂2∂l∂βEI14,1(ζ11)∣
+ ∣∂1∂l∂βEI14,2(ζ22)∣ + ∣∂2∂l∂βEI14,2(ζ22)∣)∣h∣
≤ (∣∂1∂l∂βEI14(ζ11)∣ + ∣∂2∂l∂βEI14(ζ11)∣
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+ ∣∂1∂l∂βEI14(ζ22)∣ + ∣∂2∂l∂βEI14(ζ22)∣)∣h∣
=
(3)
2(∣E(∣β∣+2)I14 (ζ11)∣ + ∣E(∣β∣+2)I14 (ζ22)∣)∣h∣ (17)
is valid. By the choice RI14 < rI14 < dX,I214 −RI14 from Condition 4.2 a)(ii)
we get due to Cauchy’s integral formula
∣E(∣β∣+2)I14 (ζii)∣
=
(∣β∣ + 2)!
2pi
∣ ∫
∂BrI14
(y−x)
EI14(ζ)(ζ − ζii)∣β∣+3 dζ ∣
≤
rI14(∣β∣ + 2)!(rI14 −RI14)∣β∣+3 max∣ζ−(y−x)∣=rI14 ∣
gI14(ζ)
piζ
∣
≤
rI14(∣β∣ + 2)!
pi(rI14 −RI14)∣β∣+3(dX,I214 − rI14)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∶C(n,∣β∣)
max
∣ζ−(y−x)∣=rI14
∣gI14(ζ)∣. (18)
Hence by combining (16), (17) and (18), we have for m ∈ N0
∣ψh(x) − ∂xl[EI14(⋅ − x)]∣I214,m ≤
(7)
4 sup
β∈N2
0
,∣β∣≤m
C(n, ∣β∣)A2(x, I14)∣h∣ →
h→0
0.
This means that ψh(x) converges to ∂xl[EI14(⋅ − x)] in EνI214(ΩI214) and
so with respect to (∣ ⋅ ∣n,m)m∈N0 as well since ∣ ⋅ ∣n,m ≤ ∣ ⋅ ∣I214,m.
c) (i) For h > 0 small enough we define
Sh(ψ)∶ΩI14 → R2, Sh(ψ)(y) ∶= ∑
m∈Z2
EI14(y −mh)ψ(mh)h2,
where EI14(0)ψ(mh) = EI14(0)0 ∶= 0 if mh ∈ ΩI14 . The first part of the
proof is to show that Sh(ψ) converges to TEI14 ∗ ψ in EνI14(ΩI14) as h
tends to 0.
Set Qm ∶= mh + [0, h]2 and let N ⊂ XI214 be compact. Now, we define
MN,h ∶= {m ∈ Z2 ∣ Qm ∩N ≠ ∅}. Due to this definition we have
{m ∈ Z2 ∣mh ∈ N} ⊂MN,h (19)
and
∣MN,h∣ ≤ ⌈diam(N)
h
⌉
2
≤ (diam(N)
h
+ 1)2 (20)
where ∣MN,h∣ denotes the cardinality of MN,h, ⌈x⌉ the ceiling of x and
diam(N) the diameter of N w.r.t. ∣ ⋅ ∣. Let 0 < h < 1
2
√
2
d∣⋅∣(N,∂XI214). Then
Qm ⊂ (N +B 1
2
d∣⋅∣(N,∂XI214)(0)) =∶K ⊂XI214 , m ∈MN,h, (21)
as
√
2h is the length of the diagonal of any cube Qm. Therefore we obtain
for y ∈ ΩI14 ⊂ ΩI214 , x ∈ Qm, m ∈MN,h and β ∈ N
2
0 analogously to the proof
of Lemma 4.5 b) with the choice of rI14 from Condition 4.2 a)(ii)
∣∂βy [EI14(y − x)]∣ ≤ ∣β∣!
pir
∣β∣
I14
max∣ζ−(y−x)∣=rI14
∣gI14(ζ)∣∣ζ ∣
≤
∣β∣!
pir
∣β∣
I14
(dX,I214 − rI14)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∶C1(∣β∣,n)
max
∣ζ−(y−x)∣=rI14
∣gI14(ζ)∣
≤
(7)
C1(∣β∣, n)A2(x, I14)
νI214(y) . (22)
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Due to Condition 4.2 a)(ii) and (21) there is C0 > 0, independent of h, such
that for every m ∈MN,h
A2(x, I14) ≤ sup
z∈K
A2(z, I14) ≤ C0, x ∈ Qm. (23)
Let ψ ∈ C∞c (N) and m0 ∈ N0. Then we have
∣∂βy Sh(ψ)(y)∣ =
(19)
∣ ∑
m∈MN,h
∂βy [EI14(y −mh)]ψ(mh)h2∣
≤
(22),mh∈Qm
h2C1(∣β∣, n) 1
νI214(y) ∑m∈MN,hA2(mh, I14)∣ψ(mh)∣
≤
(20),(23)
C0C1(∣β∣, n)h2(diam(N)
h
+ 1)2 1
νI214(y)∥ψ∥0
= C0C1(∣β∣, n)(diam(N) + h)2 1
νI214(y)∥ψ∥0
and therefore
∣Sh(ψ)∣I14,m0
≤ C0 sup
β∈N2
0
,∣β∣≤m0
C1(∣β∣, n)(diam(N) + h)2 sup
y∈ΩI14
νI14(y)
νI214(y)∥ψ∥0
≤ C0 sup
β∈N2
0
,∣β∣≤m0
C1(∣β∣, n)(diam(N) + h)2∥ψ∥0
bringing forth Sh (ψ) ∈ EνI14(ΩI14). Further, the following equations hold
∣∂β(Sh(ψ) −EI14 ∗ψ)(y)∣
= ∣ ∑
m∈MN,h
∂βy [EI14(y −mh)]ψ(mh)h2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∫Qm ∂βy [EI14(y−mh)]ψ(mh)dx
− ∫
R2
∂βy [EI14(y − x)]ψ(x)dx
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∑m∈MN,h ∫Qm ∂
β
y [EI14 (y−x)]ψ(x)dx
∣
= ∣ ∑
m∈MN,h
∫
Qm
(∂βEI14)(y −mh)ψ(mh)− (∂βEI14)(y − x)ψ(x)dx∣
= ∣ ∑
m∈MN,h
∫
Qm
[(∂βEI14)(y −mh) − (∂βEI14)(y − x)]ψ(mh)
+ [ψ(mh) − ψ(x)](∂βEI14)(y − x)dx∣. (24)
The next steps are similar to the proof of b). By the mean value theorem
there exist x0,i, x1,i ∈ [x,mh] ⊂ Qm, i = 1,2, such that for ψ = (ψ1, ψ2)
∣ψ(mh) −ψ(x)∣ = ∣(⟨∇(ψ1)(x0,1)∣mh − x⟩⟨∇(ψ2)(x0,2)∣mh − x⟩)∣ ≤ 4∥ψ∥1∣mh − x∣
≤ 4
√
2h∥ψ∥1 (25)
and
∣(∂βEI14)(y −mh) − (∂βEI14)(y − x)∣
= ∣−(⟨∇(∂βEI14,1)(y − x1,1)∣mh − x⟩⟨∇(∂βEI14,2)(y − x1,2)∣mh − x⟩)∣
≤ 2(E(∣β∣+1)I14 (y − x1,1) +E(∣β∣+1)I14 (y − x1,2))∣mh − x∣
≤
(22)
4
√
2hC1(∣β∣ + 1, n) 1
νI214(y)(A2(x1,1, I14) +A2(x1,2, I14))
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≤
(23)
4
√
2hC1(∣β∣ + 1, n) 2C0
νI214(y) (26)
analogously to (17). Thus by combining (24), (25) and (26), we obtain
∣∂β(Sh(ψ) −EI14 ∗ ψ)(y)∣
≤ ∑
m∈MN,h
∫
Qm
4
√
2h(C1(∣β∣ + 1, n) 2C0
νI214(y) ∣ψ(mh)∣
+ ∥ψ∥1∣(∂βEI14)(y − x)∣)dx
≤
(22),(23)
∑
m∈MN,h
8
√
2C0C2(∣β∣, n)h 1
νI214(y)(∥ψ∥0 + ∥ψ∥1)λ(Qm)
≤
(20)
8
√
2h3(diam(N)
h
+ 1)2C0C2(∣β∣, n) 1
νI214(y)(∥ψ∥0 + ∥ψ∥1)
≤ 16
√
2(diam(N) + h)2hC0C2(∣β∣, n) 1
νI214(y)∥ψ∥1
with C2(∣β∣, n) ∶=max{C1(∣β∣ + 1, n),C1(∣β∣, n)} and so for m0 ∈ N0
∣Sh(ψ) −EI14 ∗ ψ∣I14,m0
≤ 16
√
2(diam(N) + h)2hC0 sup
β∈N2
0
,∣β∣≤m0
C2(∣β∣, n) sup
y∈ΩI14
νI14(y)
νI214(y)∥ψ∥1
≤ 16
√
2C0 sup
β∈N2
0
,∣β∣≤m0
C2(∣β∣, n)∥ψ∥1(diam(N) + h)2h →
h→0
0
proving the convergence of Sh(ψ) to TEI14 ∗ ψ in EνI14(ΩI14) and hence
with respect to (∣ ⋅ ∣n,m0)m0∈N0 as well.
(ii) The next part of the proof is to show that
lim
h→0
∑
m∈MN,h
(w ∗2 EˇI14)(mh)ψ(mh)h2 = ∫
R2
(w ∗2 EˇI14)(x)ψ(x)dx.
Let 0 < h < 1
2
√
2
d∣⋅∣(N,∂XI214). We begin with
∣ ∑
m∈MN,h
(w ∗2 EˇI14)(mh)ψ(mh)h2 − ∫
R2
(w ∗2 EˇI14)(x)ψ(x)dx∣
= ∣ ∑
m∈MN,h
∫
Qm
(w ∗2 EˇI14)(mh)ψ(mh)− (w ∗2 EˇI14)(x)ψ(x)dx∣
= ∣ ∑
m∈MN,h
∫
Qm
[(w ∗2 EˇI14)(mh) − (w ∗2 EˇI14)(x)]ψ(mh)
+ [ψ(mh) − ψ(x)](w ∗2 EˇI14)(x)dx∣. (27)
Again, by the mean value theorem there exist x0,i, x1,i ∈ [x,mh] ⊂ Qm,
i = 1,2, such that
∣ψ(mh) − ψ(x)∣ = ∣(⟨∇(ψ1)(x0,1)∣mh − x⟩⟨∇(ψ2)(x0,2)∣mh − x⟩)∣ ≤ 4
√
2h∥ψ∥1 (28)
and for w ∗2 EˇI14 = ((w ∗2 EˇI14)1, (w ∗2 EˇI14)2), taking account of (21) and
part b),
∣(w ∗2 EˇI14)(mh) − (w ∗2 EˇI14)(x)∣
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= ∣(⟨∇((w ∗2 EˇI14)1)(x1,1)∣mh − x⟩⟨∇((w ∗2 EˇI14)2)(x1,2)∣mh − x⟩)∣
≤ (∣∇((w ∗2 EˇI14)1)(x1,1)∣ + ∣∇((w ∗2 EˇI14)2)(x1,2)∣)√2h
≤ (∥∇((w ∗2 EˇI14)1)∥K + ∥∇((w ∗2 EˇI14)2)∥K)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=∶C3<∞
√
2h (29)
where we used x1,i ∈ Qm, m ∈ MN,h, in the last inequality. Due to (27),
(28) and (29) we gain
∣ ∑
m∈MN,h
(w ∗2 EˇI14)(mh)ψ(mh)h2 − ∫
R2
(w ∗2 EˇI14)(x)ψ(x)dx∣
≤ ∑
m∈MN,h
(C3√2h∥ψ∥0 + 4√2h∥ψ∥1∥w ∗2 EˇI14∥K)h2
≤
(20)
(C3√2∥ψ∥0 + 4√2∥ψ∥1∥w ∗2 EˇI14∥K)(diam(N) + h)2h →
h→0
0.
(iii) Merging (i) and (ii), we get for ψ ∈ C∞c (N)
⟨w ∗1 TEˇI14 , ψ⟩ = ⟨w, (TEI14 ∗ ψ)∣Ωn⟩ =(i) limh→0⟨w,Sh(ψ)∣Ωn⟩
= lim
h→0
⟨w, ∑
m∈MN,h
EI14(⋅ −mh)∣Ωnψ(mh)h2⟩
=
(20)
lim
h→0
∑
m∈MN,h
⟨w,EI14(⋅ −mh)∣Ωn⟩´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=(w∗2EˇI14 )(mh)
ψ(mh)h2
=
(ii)∫
R2
(w ∗2 EˇI14)(x)ψ(x)dx = ⟨Tw∗2EˇI14 , ψ⟩.
d) w∗ϕTEˇI14 is defined by Lemma 4.5 d). Because w is continuous, there exist
C4 > 0 and m ∈ N0 such that
∣⟨w ∗ϕ TEˇI14 , f⟩∣ = ∣⟨w, [TEI14 ∗ (ϕf)]∣Ωn⟩∣ ≤ C4∣TEI14 ∗ (ϕf)∣n,m
≤
(13), k=I4, p=n
C4A5∣f ∣I4,m.

4.7. Lemma. Let n ∈ N, w ∈ (piI14,n(EνI14(ΩI14)), (∣ ⋅ ∣n,m)m∈N0)′ and Condition 4.2
be fulfilled. If w∣piI214 ,n(EνI214,∂(ΩI214 )) = 0, then supp(w ∗1 TEˇI14 ) ⊂ Ωn where the
support is meant in the distributional sense.
Proof. (i) Let ψ ∈ C∞c (N) where N ⊂ R2 is compact. The set K ∶= ΩI14 ∩ N is
compactly contained in Ω and we have for m ∈ N0
∣ψ∣I14,m = sup
x∈ΩI14
β∈N2
0
,∣β∣≤m
∣∂βψ(x)∣νI14(x) ≤ ∥νI14∥K sup
x∈R2
β∈N2
0
,∣β∣≤m
∣∂βψ(x)∣
= ∥νI14∥K∥ψ∥m <∞,
hence ψ∣ΩI14 ∈ EνI14(ΩI14). Now, we define
w0∶D(R2) → D(R2), w0(ψ) ∶= w(ψ∣Ωn).
Then we obtain by the assumptions on w that there exist m ∈ N0 and C > 0 such
that
∣w0(ψ)∣ = ∣w(ψ∣Ωn)∣ ≤ C ∣ψ∣n,m ≤ C ∣ψ∣I14,m ≤ C∥νI14∥K∥ψ∥m,
for all ψ ∈ C∞c (N) and therefore w0 ∈ D′(R2) as well as suppw0 ⊂ Ωn.
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(ii) Let ψ ∈ D(R2). Then we get
⟨∂(w ∗1 TEˇI14 ), ψ⟩ =4.6a)⟨w ∗1 TEˇI14 ,−∂ψ⟩ = −⟨w, (TEI14 ∗ ∂ψ)∣Ωn⟩
= −⟨w, (∂TEI14 ∗ψ)∣Ωn⟩ =4.5a) −⟨w, (δ ∗ψ)∣Ωn⟩
= −⟨w,ψ∣Ωn⟩ =(i) −⟨w0, ψ⟩,
thus ∂(w ∗1 TEˇI14 ) = −w0 and so ∂(w ∗1 TEˇI14 ) = 0 on D(R2 ∖ suppw0) due to [11,
Theorem 2.2.1, p. 41]. Hence, by virtue of the ellipticity of the ∂-operator, it exists
u ∈ O(C ∖ suppw0) such that Tu = w ∗1 TEˇI14 (see [12, Theorem 11.1.1, p. 61]).
By (i) we have suppw0 ⊂ Ωn and therefore we get XI214 ⊂ (suppw0)C and thus
D(XI214) ⊂ D((suppw0)C). It follows by Lemma 4.6 c) that
Tu = w ∗1 TEˇI14 = Tw∗2EˇI14
on D(XI214) implying u = w∗2 EˇI14 on XI214 by Lemma 4.6 b). This means we have
for every x ∈XI214 and α ∈ N
2
0
u(∣α∣)(x) = (w ∗2 EˇI14)(∣α∣)(x) =
(3)
i−α2∂α(w ∗2 EˇI14)(x)
=
(14)
i−α2⟨w,∂αx [EI14(⋅ − x)]∣Ωn⟩ =
4.5 b)
0
by the assumptions on w. Hence u = 0 in every component N of (suppw0)C with
N ∩XI214 ≠ ∅ by the identity theorem. Denote by Ni, i ∈ I, the components of(suppw0)C and let I0 ∶= {i ∈ I ∣ Ni ∩ΩCn ≠ ∅}. Due to Condition 4.2 c) we get u = 0
on
⋃
i∈I0
Ni ⊃ (⋃
i∈I0
Ni) ∩ΩCn = (⋃
i∈I
Ni) ∩ΩCn = (suppw0)C ∩ΩCn = ΩCn .
Since Tu = w ∗1 TEˇI14 on D((suppw0)C), we conclude supp(w ∗1 TEˇI14 ) ⊂ Ωn. 
Now, we are finally able to prove the density theorem.
Proof of Theorem 4.3 . Set G ∶= (piI14,n(EνI14,∂(ΩI14)), (∣ ⋅ ∣n,m)m∈N0) and F ∶=
piI214,n(EνI214,∂(ΩI214)) ⊂ G. Further, let w̃ ∈ F ○ ∶= {y ∈ G′ ∣ ∀ f ∈ F ∶ y(f) = 0}.
The space H ∶= (piI14,n(EνI14(ΩI14)), (∣ ⋅ ∣n,m)m∈N0) is a locally convex Hausdorff
space and by the Hahn-Banach theorem exists w ∈H ′ such that w∣G = w̃.
Let f ∈ Eν
I14,∂
(ΩI14) and ϕ like in Lemma 4.5 d). By Lemma 4.4 there exists
a sequence (ψl)l∈N in C∞c (ΩI14) which converges to f with respect to (∣ ⋅ ∣I4,m)m∈N0
and thus (∂ψl)l∈N to ∂f = 0 as well since
∂∶EνI4(ΩI4)→ EνI4(ΩI4)
is continuous. Therefore we obtain
⟨w̃, piI14,n(f)⟩ = ⟨w̃, f∣Ωn⟩ = ⟨w,f∣Ωn⟩ =
n<I4
lim
l→∞⟨w,ψl ∣Ωn⟩ = liml→∞⟨w, (δ ∗ψl)∣Ωn⟩
=
4.5a)
lim
l→∞⟨w, (TEI14 ∗ ∂ψl)∣Ωn⟩ = liml→∞⟨w ∗1 TEˇI14 , ∂ψl⟩
=
4.7
lim
l→∞⟨w ∗1 TEˇI14 , ϕ∂ψl⟩ = liml→∞⟨w, (TEI14 ∗ϕ∂ψl)∣Ωn⟩
= lim
l→∞⟨w ∗ϕ TEˇI14 , ∂ψl⟩ =(15) ⟨w ∗ϕ TEˇI14 , ∂f⟩ = 0,
so w̃ = 0 connoting the statement due to the bipolar theorem. 
By now all ingredients that are required to prove the surjectivity of ∂ are pro-
vided.
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4.8. Theorem. Let Condition 3.3 with ψn(z) ∶= (1 + ∣z∣2)−2, z ∈ Ω, and Condition
4.2 be fulfilled, I214(n) ≥ I14(n+1) and − ln νn be subharmonic on Ω for every n ∈ N.
Then
∂∶EV(Ω)→ EV(Ω)
is surjective.
Proof. (i) Let f ∈ EV(Ω), n ∈ N and set
ϕn∶Ω → R, ϕn (z) ∶= −2 lnνJ2(2J11(n))(z),
which is a (pluri)subharmonic function on Ω. The set ΩJ2(2J11) is open and pseu-
doconvex since every open set in C is a domain of holomorphy by [13, Corol-
lary 1.5.3, p. 15] and hence pseudoconvex by [13, Theorem 4.2.8, p. 88]. For the
differential form g ∶= f dz¯ we have ∂g = 0 in the sense of differential forms and
f ∈ EV(Ω) = C∞2 V(Ω) by Lemma 3.6 b) resulting in
∫
ΩJ2(2J11)
∣f(z)∣2e−ϕn(z)dz = ∥f∥2J2(2J11),0,2 <∞.
Thus by [13, Theorem 4.4.2, p. 94] there is a solution un ∈ L
2
loc(ΩJ2(2J11)) of ∂un =
f∣ΩJ2(2J11) in the distributional sense such that
∫
ΩJ2(2J11)
∣un(z)∣2e−ϕn(z)(1 + ∣z∣2)−2dz ≤ ∫
ΩJ2(2J11)
∣f(z)∣2e−ϕn(z)dz.
Since ∂ is hypoelliptic, it follows that un ∈ C
∞(ΩJ2(2J11)), resp. un has a represen-
tative which is C∞. By virtue of property (ω.2)2 we gain
∥un∥22J11,0,2 = ∫
Ω2J11
∣un(z)∣2ν2J11(z)2dz
≤
(ω.2)2
C2(2J11)2 ∫
ΩJ2(2J11)
∣un(z)∣2e−ϕn(z)(1 + ∣z∣2)−4dz
≤ C2(2J11)2 ∫
ΩJ2(2J11)
∣un(z)∣2e−ϕn(z)(1 + ∣z∣2)−2dz <∞.
So the conditions of Lemma 3.6 a) are fulfilled for all n ∈ N implying un ∈ Eνn(Ωn).
(ii) The next step is to prove the surjectivity of ∂∶EV(Ω) → EV(Ω) via the
Mittag-Leffler procedure (see [16, 9.14 Theorem, p. 206-207]). Due to (i) we have
for every l ∈ N a function ul ∈ Eνl(Ωl) such that ∂ul = f∣Ωl . Now, we inductively
construct gn ∈ EνI14(n)(ΩI14(n)), n ∈ N, such that
(1) ∂gn = f∣ΩI14(n) , n ≥ 1,
(2) ∣gn − gn−1∣n−1,n−1 ≤ 12n , n ≥ 2.
For n = 1 set g1 ∶= uI14(1). Then we have g1 ∈ EνI14(1)(ΩI14(1)) and ∂g1 = f∣ΩI14(1)
by part (i). Let gn fulfil (1) for some n ≥ 1. Since
∂(uI214(n) − gn)∣ΩI14(n) = ∂uI214(n)∣ΩI14(n) − ∂gn∣ΩI14(n) =(i), (1) f∣ΩI14(n) − f∣ΩI14(n) = 0,
it follows uI214(n) − gn ∈ EνI14(n),∂(ΩI14(n)) and by Theorem 4.3 there is hn+1 ∈
Eν
I214(n),∂(ΩI214(n)) such that
∣uI214(n) − gn − hn+1∣n,n ≤ 12n+1 .
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Set gn+1 ∶= uI214(n) − hn+1 ∈ EνI214(n)(ΩI214(n)). As I214(n) ≥ I14(n + 1), we have
gn+1 ∈ EνI14(n+1)(ΩI14(n+1)). Condition (2) is satisfied by the inequality above and
condition (1) as well because
∂gn+1 = ∂uI214(n) − ∂hn+1 = ∂uI214(n) − 0 =(i) f∣ΩI14(n+1).
Now, let ε > 0, l ∈ N and m ∈ N0. Choose l0 ∈ N, l0 ≥ max (l,m), such that 12l0 < ε.
For all p ≥ k ≥ l0 we get
∣gp − gk∣l,m ≤ ∣gp − gk∣l0,l0 = ∣
p
∑
j=k+1
gj − gj−1∣l0,l0 ≤
p
∑
j=k+1
∣gj − gj−1∣l0,l0
≤
l0≤k≤j−1
p
∑
j=k+1
∣gj − gj−1∣j−1,j−1 ≤(2)
p
∑
j=k+1
1
2j
<
1
2k
≤
1
2l0
< ε.
Hence (gn)n≥max(l−2,1) is a Cauchy sequence in Eνl(Ωl) for all l ∈ N and, since these
spaces are complete by [19, 3.4 Proposition, p. 6], it has a limit Gl ∈ Eνl(Ωl). These
limits coincide on their common domain because for every l1, l2 ∈ N, l1 < l2, and
ε1 > 0 there exists N ∈ N such that for all n ≥N
∣Gl1 −Gl2 ∣l1,m ≤ ∣Gl1 − gn∣l1,m + ∣gn −Gl2 ∣l1,m ≤ ∣Gl1 − gn∣l1,m + ∣gn −Gl2 ∣l2,m
< ε1
2
+ ε1
2
= ε1.
So the limit function g, defined by g ∶= Gl on Ωl for all l ∈ N, is well-defined and we
have g ∈ EV(Ω). Thus we have for all l ∈ N
f∣Ωl =(1)
n≥max(l−2,1)
∂gn∣Ωl →n→∞ ∂g∣Ωl
and hence the existence of g ∈ EV(Ω) with ∂g = f on Ω is proved. 
Moreover, we are already able to show that ∂
E
is surjective for Fréchet spaces
E over C just by using classical theory of tensor products of Fréchet spaces.
4.9. Corollary. Let Condition 3.3 with ψn(z) ∶= (1 + ∣z∣2)−2, z ∈ Ω, and Condition
4.2 be fulfilled, I214(n) ≥ I14(n+1) and − ln νn be subharmonic on Ω for every n ∈ N.
If E is a Fréchet space over C, then
∂
E ∶EV(Ω,E)→ EV(Ω,E)
is surjective.
Proof. First, we recall some definitions and facts from the theory of tensor prod-
ucts (see [5], [15], [16]). The ε-product of Schwartz is given by EV(Ω)εE ∶=
Le(EV(Ω)′κ,E) where the dual EV(Ω)′ is equipped with the topology of uniform
convergence on absolutely convex, compact subsets of EV(Ω) and L(EV(Ω)′κ,E)
with the topology of uniform convergence on equicontinuous subsets of EV(Ω)′. By
[18, 5.10 Example c), p. 24] the map
S∶EV(Ω)εE → EV(Ω,E), uz→ [x↦ u(δx)],
is a topological isomorphism where δx is the point-evaluation at x ∈ Ω. The space
EV(Ω) is a Fréchet space by [19, 3.4 Proposition, p. 6] and the continuous linear
injection
χ∶EV(Ω)⊗pi E → EV(Ω)εE, k∑
n=1
fn ⊗ en z→ [y ↦ k∑
n=1
y(fn)en],
from the tensor product EV(Ω) ⊗pi E with the projective topology extends to a
continuous linear map χ̂∶EV(Ω)⊗̂piE → EV(Ω)εE on the completion EV(Ω)⊗̂piE of
EV(Ω)⊗pi E. The map χ̂ is also a topological isomorphism since EV(Ω) is nuclear
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by [20, 3.1 Theorem, p. 12], [20, 2.7 Remark, p. 5] and [20, 2.3 Remark b), p. 3]
because (ω.1) and (ω.2)1 are fulfilled. Furthermore, we define
∂ε idE ∶EV(Ω)εE → EV(Ω)εE, u↦ u ○ ∂t,
where ∂
t∶EV(Ω)′ → EV(Ω)′, y ↦ y ○ ∂, and ∂ ⊗pi idE ∶EV(Ω) ⊗pi E → EV(Ω) ⊗pi E
is defined by the relation χ ○ (∂ ⊗pi idE) = (∂ε idE) ○ χ. Denoting by ∂ ⊗̂pi idE the
continuous linear extension of ∂ ⊗pi idE to the completion EV(Ω)⊗̂piE, we observe
that
∂
E
= S ○ (∂ε idE) ○ S−1 = S ○ χ̂ ○ (∂ ⊗̂pi idE) ○ χ̂−1 ○ S−1.
Now, we turn to the actual proof. Let g ∈ EV(Ω,E). The maps idE ∶E → E
and ∂∶EV(Ω) → EV(Ω) are linear, continuous and surjective, the latter one by
Theorem 4.8. Moreover, E and EV(Ω) are Fréchet spaces, so ∂ ⊗̂pi idE is surjective
by [16, 10.24 Satz, p. 255], i.e. there is f ∈ EV(Ω)⊗̂piE such that (∂ ⊗̂pi idE)(f) =(χ̂−1 ○ S−1)(g). Then (S ○ χ̂)(f) ∈ EV(Ω,E) and
∂
E((S ○ χ̂)(f)) = (S ○ χ̂)((∂ ⊗̂pi idE)(f)) = (S ○ χ̂)((χ̂−1 ○ S−1)(g)) = g.

4.10. Example. Let Ω ⊂ C be a non-empty open set and (Ωn)n∈N a family of open
sets such that
(i) Ωn ∶= {z ∈ Ω ∣ ∣ Im(z)∣ < n and d∣⋅∣({z}, ∂Ω) > 1/n} for all n ∈ N.
(ii) Ωn ∶= K˚n for all n ∈ N where Kn ∶= Bn(0) ∩ {z ∈ Ω ∣ d∣⋅∣({z}, ∂Ω) ≥ 1/n}.
The following families V ∶= (νn)n∈N of continuous weight functions fulfil the assump-
tions of Corollary 4.9:
a) Let (an)n∈N be strictly increasing such that an ≤ 0 for all n ∈ N and
νn∶Ω → (0,∞), νn(z) ∶= ean∣z∣γ ,
for some 0 < γ ≤ 1 with (Ωn)n∈N from (i).
b) νn(z) ∶= 1, z ∈ Ω, with (Ωn)n∈N from (ii).
Proof. For each family (Ωn)n∈N in (i) and (ii) holds Ωn ≠ C and there is N ∈ N0 such
that Ωn ≠ ∅ for all n ≥ N . Hence we assume w.l.o.g. that Ωn ≠ ∅ for every n ∈ N in
what follows. In all the examples Condition 3.3 is fulfilled for ψn(z) ∶= (1 + ∣z∣2)−2
by Example 3.7. Further, we choose Ij(n) ∶= 2n for j = 1,2,4 and define the open
set XI2(n) ∶= ΩC4n. Then we have
I214(n) = 8n ≥ 4n + 4 = I14(n + 1), n ∈ N.
The function − ln νn is subharmonic on Ω for the considered weights by [13, Corol-
lary 1.6.6, p. 18] and [13, Theorem 1.6.7, p. 18] since the function z ↦ z is holomor-
phic and −an ≥ 0. Furthermore, we have dn,k = ∣1/n−1/k∣ if ∂Ω ≠ ∅ and dn,k = ∣n−k∣
if Ω = C in (i) as well as dn,k ≥ ∣1/n−1/k∣ if ∂Ω ≠ ∅ and dn,k = ∣n−k∣ if Ω = C in (ii).
a) Condition 4.2 a)(i): The choice K ∶= Ωn, if Ωn is bounded, and
K ∶= Ωn ∩ {z ∈ C ∣ ∣Re(z)∣ ≤max(0, ln(ε)/(an − a2n))1/γ + n},
if Ωn is unbounded, guarantees that this condition is fulfilled.
Condition 4.2 a)(ii): We have dX,I2 = 1/(2n) if ∂Ω ≠ ∅ and dX,I2 = 2n
if Ω = C for (Ωn)n∈N from (i). We choose gn∶C → C, gn(z) ∶= exp(−z2),
as well as rn ∶= 1/(4n) and Rn ∶= 1/(6n) for n ∈ N. Let z ∈ ΩI2(n) and
x ∈XI2(n) + BRn(0). For ζ = ζ1 + iζ2 ∈ C with ∣ζ − (z − x)∣ = rn we have
∣gn(ζ)∣νI2(n)(z) = e−Re(ζ2)ea2n ∣z∣γ ≤ e−ζ21+ζ22 ≤ e(rn+∣z2∣+∣x2 ∣)2e−ζ21
≤ e(rn+2n+∣x2 ∣)
2
=∶ A2(x,n)
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and observe that A2(⋅, n) is continuous and thus locally bounded on XI2(n).
Condition 4.2 a)(iii): Let K ⊂ C be compact and x = x1 + ix2 ∈ Ωn.
Then there is b > 0 such that ∣y∣ ≤ b for all y = y1 + iy2 ∈ K and from polar
coordinates and Fubini’s theorem follows that
∫
K
∣gn(x − y)∣∣x − y∣ dy
= ∫
K
e−Re((x−y)
2)
∣x − y∣ dy ≤ ∫
B1(x)
e−Re((x−y)
2)
∣x − y∣ dy + ∫
K∖B1(x)
e−Re((x−y)
2)
∣x − y∣ dy
≤
2pi
∫
0
1
∫
0
e−r2 cos(2ϕ)
r
rdrdϕ + ∫
K∖B1(x)
e−Re((x−y)
2)dy
≤ 2pie +
b
∫
−b
e(x2−y2)
2
dy2∫
R
e−(x1−y1)
2
dy1 ≤ 2pie + 2be(∣x2∣+b)2 ∫
R
e−y
2
1dy1
= 2pie + 2√pibe(∣x2∣+b)2 ≤ 2pie + 2√pibe(n+b)2 .
We conclude that Condition 4.2 a)(iii) holds since νn ≤ 1.
Condition 4.2 b): Let p, k ∈ N with p ≤ k. For all x = x1 + ix2 ∈ Ωp and
y = y1 + iy2 ∈ ΩI4(n) we note that
ap∣y∣γ − ak ∣x∣γ ≤ −ak ∣x − y∣γ ≤ −ak(∣x1 − y1∣ + ∣x2 − y2∣)γ
≤ −ak(1 + ∣x1 − y1∣ + ∣x2 − y2∣)
because (an)n∈N is non-positive and increasing and 0 < γ ≤ 1. We deduce
that
∫
ΩI4(n)
∣gn(x − y)∣νp(x)∣x − y∣νk(y) dy
= ∫
Ω2n
e−Re((x−y)2)
∣x − y∣ eap ∣x∣
γ−ak ∣y∣γdy ≤ ∫
Ω2n
e−Re((x−y)2)
∣x − y∣ e−ak ∣x−y∣
γ
dy
≤
2pi
∫
0
1
∫
0
e−r
2 cos(2ϕ)
r
e−akr
γ
rdrdϕ + ∫
Ω2n∖B1(x)
e−Re((x−y)
2)e−ak ∣x−y∣
γ
dy
≤ 2pie1−ak + e−ak
2n
∫
−2n
e(x2−y2)
2−ak ∣x2−y2∣dy2∫
R
e−(x1−y1)
2−ak ∣x1−y1∣dy1
≤ 2pie1−ak + 4ne−ak+(∣x2∣+2n)2−ak(∣x2∣+2n) ∫
R
e−y
2
1
−ak ∣y1∣dy1
= 2pie1−ak + 4ne−ak+(∣x2∣+2n)2−ak(∣x2∣+2n) ∫
R
e−(∣y1∣+ak/2)
2+a2k/4dy1
= 2pie1−ak + 8ne−ak+(∣x2∣+2n)2−ak(∣x2∣+2n)+a2k/4
∞
∫
ak/2
e−y
2
1dy1
≤ 2pie1−ak + 8√pine−ak+(∣x2∣+2n)2−ak(∣x2∣+2n)+a2k/4
≤ 2pie1−ak + 8√pine−ak+(p+2n)2−ak(p+2n)+a2k/4
≤ 2pie1−aI4(n) + 8√pine−aI4(n)+(I14(n)+2n)2−aI4(n)(I14(n)+2n)+a2I4(n)/4
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for (k, p) = (I4(n), n) and (k, p) = (I14(n), I14(n)) as (−an)n∈N is non-
negative and decreasing.
Condition 4.2 c): LetM ⊂ Ωn be closed and N a component ofM
C such
that N ∩ΩCn ≠ ∅. We claim that N ∩XI214(n) = N ∩ΩC16n ≠ ∅. We note that
Ω
C
16n ⊂ Ω
C
n ⊂M
C and
Ω
C
k = {z ∈ C ∣ Im(z) > k} ∪ {z ∈ C ∣ Im(z) < −k}
∪ {z ∈ C ∣ d∣⋅∣({z}, ∂Ω) < 1/k} =∶ S1,k ∪ S2,k ∪ S3,k, k ∈ N.
If there is x ∈ N ∩ΩCn with Im(x) > n or Im(x) < −n, then S1,16n ⊂ S1,n ⊂ N
or S2,16n ⊂ S2,n ⊂N since S1,n and S2,n are connected and N a component
of MC . If there is x ∈ N ∩ΩCn such that x ∈ S3,n, then there is y ∈ ∂Ω with
x ∈ B1/n(y) ⊂ S3,n. This implies B1/(16n)(y) ⊂ B1/n(y) ⊂ N as B1/n(y) is
connected and N a component of MC proving our claim.
b) Condition 4.2 a)(i): The choice K ∶= Ωn guarantees that this condition is
fulfilled.
Condition 4.2 a)(ii): We have dX,I2 ≥ 1/(2n) if ∂Ω ≠ ∅ and dX,I2 =
2n if Ω = C for (Ωn)n∈N from (ii). We choose gn∶C → C, gn(z) ∶= 1, as
well as rn ∶= 1/(4n) and Rn ∶= 1/(6n) for n ∈ N. Let z ∈ ΩI2(n) and
x ∈ XI2(n) + BRn(0). For ζ = ζ1 + iζ2 ∈ C with ∣ζ − (z − x)∣ = rn we have∣gn(ζ)∣νI2(n)(z) = 1 =∶ A2(x,n).
Condition 4.2 a)(iii): Let K ⊂ C be compact and x = x1 + ix2 ∈ Ωn.
Again, it follows from polar coordinates and Fubini’s theorem that
∫
K
∣gn(x − y)∣∣x − y∣ dy
= ∫
K
1
∣x − y∣dy ≤ ∫
B1(x)
1
∣x − y∣dy + ∫
K∖B1(x)
1
∣x − y∣dy
≤
2pi
∫
0
1
∫
0
1
r
rdrdϕ + ∫
K∖B1(x)
1dy
≤ 2pi + λ(K)
yielding Condition 4.2 a)(iii) because νn = 1.
Condition 4.2 b): Follows from Condition 4.2 a)(iii).
Condition 4.2 c): LetM ⊂ Ωn be closed and N a component ofM
C such
that N ∩ΩCn ≠ ∅. We claim that N ∩XI214(n) = N ∩ΩC16n ≠ ∅. We note that
Ω
C
16n ⊂ Ω
C
n ⊂M
C and
Ω
C
k = {z ∈ C ∣ ∣z∣ > k} ∪ {z ∈ C ∣ d∣⋅∣({z}, ∂Ω) < 1/k}
=∶ S1,k ∪ S2,k, k ∈ N.
If there is x ∈ N ∩ ΩCn with ∣x∣ > n, then S1,16n ⊂ S1,n ⊂ N since S1,n
is connected and N a component of MC . If there is x ∈ N ∩ ΩCn such
that x ∈ S2,n, then there is y ∈ ∂Ω with x ∈ B1/n(y) ⊂ S2,n. This implies
B1/(16n)(y) ⊂ B1/n(y) ⊂ N as B1/n(y) is connected and N a component of
MC proving our claim.

Due to Example 4.10 b) we get [13, Theorem 1.4.4, p. 12] back. For certain non-
metrisable spaces E the surjectivity of the Cauchy-Riemann operator in Example
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4.10 a) for an = −1/n, n ∈ N, ∂Ω ⊂ R and γ = 1 is proved in [17, 5.24 Theorem,
p. 95] using the splitting theory of Vogt [26] and of Bonet and Domański [3] and
that EV
∂
(Ω) has property (Ω) (see [23, Definition, p. 367]) in this case by [17, 5.20
Theorem, p. 84] and [17, 5.22 Theorem, p. 92].
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