We study active array imaging of small but strong scatterers in homogeneous media when multiple scattering between them is important. We use the Foldy-Lax equations to model wave propagation with multiple scattering when the scatterers are small relative to the wavelength. In active array imaging we seek to locate the positions and reflectivities of the scatterers, that is, to determine the support of the reflectivity vector and the values of its nonzero elements from echoes recorded on the array. This is a nonlinear inverse problem because of the multiple scattering. We show in this paper how to avoid the nonlinearity and form images non-iteratively through a two-step process which involves ℓ 1 norm minimization. However, under certain illuminations imaging may be affected by screening, where some scatterers are obscured by multiple scattering. This problem can be mitigated by using multiple and diverse illuminations. In this case, we determine solution vectors that have a common support. The uniqueness and stability of the support of the reflectivity vector obtained with single or multiple illuminations are analyzed, showing that the errors are proportional to the amount of noise in the data with a proportionality factor dependent on the sparsity of the solution and the mutual coherence of the sensing matrix, which is determined by the geometry of the imaging array. Finally, to filter out noise and improve the resolution of the images, we propose an approach that combines optimal illuminations using the singular value decomposition of the response matrix together with sparsity promoting optimization jointly for all illuminations. This work is an extension of our previous paper [5] on imaging using optimization techniques where we now account for multiple scattering effects.
Introduction
Active array imaging when multiple scattering between the scatterers is important is challenging because it is a nonlinear inverse problem. In most applications, for example, in seismic imaging, ultrasonic non-destructive testing, synthetic aperture radar, etc., the imaging methods that are used ignore multiple scattering and deal with a linear inverse problem. This may result in some loss of resolution, especially if the imaging setup provides only partial information with, for example, a limited frequency range, limited illuminations or small arrays relative to the distance from the scatterers. In this paper, we study active array imaging at only one frequency and with single and multiple illuminations. The arrays considered are not small and could surround the scatterers. We consider the full nonlinear inverse problem when multiple scattering is included but limit the analysis to the case of imaging when the scatterers are small compared to the wavelength so that the Foldy-Lax approximation [12, 15, 16, 1, 19] can be used. Given the array data, we formulate imaging as an underdetermined optimization problem with nonlinear constraints. It is underdetermined because the set of possible locations of the scatterers in the image regions we consider here is much larger than the array data set, as is often the case.
In this paper, we formulate the nonlinear optimization problem for imaging in two steps. In the first step, we treat the scatterers as equivalent sources of unknown locations whose strengths are also unknown but are related in a known way to the illumination, to the multiple scattering and to the underlying unknown reflectivities of the scatterers. Under specific, if somewhat conservative, hypotheses about the array imaging setup and the measurement noise level, we show that the location of the sources, that is, the scatterers, can be recovered exactly in the first step. This is because we employ an ℓ 1 minimization method that recovers the support of sparse solutions exactly. In the second step, once the location of the scatterers is fixed, their true reflectivities can be recovered using the known relationship to the source strengths obtained in step one. This is an explicit relation that comes from the Foldy-Lax equations, given the scatterer locations. The key to this two-step approach is the possibility of recovering exactly the locations of the scatterers in the first step. This effectively linearizes what is a nonlinear inverse problem. Our theoretical analysis is mainly based on the work by Tropp [24] . We give sufficient conditions on the imaging setup under which we can expect perfect reconstructions without noise, and conditions under which these reconstructions are stable when the data is contaminated with additive noise.
We note that the two-step imaging method we have described is applied at first to array data from a single illumination, in §3. However, because of the screening effects, not all scatterers can be recovered from data generated by a single illumination, in general. Moreover, using a single illumination with array imaging configurations often used in practice is not robust when data is contaminated with noise. These issues can be handled by applying the same two-step imaging method to data from multiple illuminations. For this case, a matrix version of the ℓ 1 minimization method is described and analyzed in §4.
When we have access to the full array response matrix, that is, when we have data for a full set of linearly independent illumination vectors, it is possible to image using its singular value decomposition (SVD). This is done in [14, 8, 18] where the authors show that, despite of the nonlinearity of the mapping from the reflectivities of the scatterers to the data received on the array, one can form an image and find the locations of the individual point scatterers by beamforming with the significant singular vectors. This is the MUSIC (MUltiple SIgnal Classification) method, which is essentially the same as beamforming or migration using the significant singular vectors as illuminations. These illumination vectors are optimal in the sense that they result in array data with maximal power, which is proportional to the associated singular values.
We also use optimal illuminations in the ℓ 1 based minimization approach we introduce here. This increases the efficiency of the data collection process and lowers the impact of the noise in the data, as we show with numerical simulations in §6. This is so even when only a few optimal illuminations are used. We used optimal illuminations in [5] for a proposed hybrid ℓ 1 method in the context of array imaging when multiple scattering is negligible. The hybrid ℓ 1 method not only uses the optimal illumination but also projects the data into appropriate subspaces. This last step cannot be carried out when multiple scattering is important because after projection the sensing matrix contains unknown factors related to the multiple scattering.
Finally, the performance of the imaging method we propose depend on the mutual coherence of the sensing matrix, defined in §3. We, therefore, carry out an analysis of the mutual coherence of the sensing matrix upon different imaging configurations, with planar and spherical arrays, in §5. We show that spherical arrays give images with better resolutions and smaller upper bound of the corresponding sensing matrix than planar arrays.
We note that the formulation for imaging with non-negligible multiple scattering can also be combined with the optimization approach for imaging problems with intensity only measurements, which is studied by the authors in [4] .
The organization of the paper is as follows. In the rest of this section we introduce some basic notations used throughout the paper. In §2, we formulate the array imaging problem with multiple scattering between the scatterers using the Foldy-Lax equations. In §3, we analyze the imaging problem with a single illumination, and with and without additive noise. In §4, we discuss active array imaging with multiple illuminations, where we also discuss the use of optimal illuminations and give an efficient algorithm for solving multiple measurement vector (MMV) problems. In §5, we discuss the impact of the array configuration on the performance of the methods proposed in the paper. In §6, we illustrate our results with various numerical examples under conditions much less conservative than the ones required by the theory. The proofs of all the theoretical results are given in the appendices at the end of the paper.
Notation
Throughout the paper, vectors are denoted by lower case letters in boldface, and matrices by capital letters in boldface. Given a vector v of length N, the i th entry is denoted by v i . For a matrix Y of size M × N, the i th row is denoted by Y i· , the j th column by Y ·j , and the (i, j) entry by Y ij .
We will use several different norms. For p ≥ 1, q ≥ 1, the ℓ p norm of vector v is defined by
while the Frobenius norm of a matrix Y is given by
Here, * is the conjugate transpose operator of vectors and matrices. We will use the superscript T for the transpose only operator. We will also need to use the operator norm of a matrix, defined as
and the (p, q)-norm function J p,q (·) defined as
which is simply the ℓ q norm of the vector formed by ℓ p norm of all rows of a matrix.
Formulation of active array imaging
In active array imaging we seek to locate the positions and reflectivities of a set of scatterers using the data recorded on an array A. By an active array, we mean a collection of N transducers that emit spherical wave signals from positions x s ∈ A and record the echoes with receivers at positions x r ∈ A. The transducers are placed at distance h between them, which is of the order of the wavelength λ = 2πc 0 /ω, where c 0 is the wave speed in the medium and ω is the frequency of the probing signal. We now introduce the direct and inverse scattering problems for imaging point-like scatterers with an active array in a homogeneous medium. We consider the case in which multiple scattering among M scatterers is not negligible. The scatterers, with unknown reflectivities α j ∈ C and positions y n j , j = 1, . . . , M, are assumed to be located within a region of interest called the image window (IW), which is centered at a distance L from the array. We discretize the IW using a uniform grid of K points y j , j = 1, . . . , K, and assume that each scatterer is located at one of these K grid points so that
Furthermore, we assume that near-field multiple scattering effects are negligible because the scatterers are sufficiently far apart. Thus, we can use the far-field approximation
with κ = ω/c 0 , for the free-space Green's function G 0 (y, x, ω) to characterize wave propagation from point x to point y in the homogeneous medium.
We formulate the scattered wave field in a homogeneous medium in terms of the FoldyLax equations [12, 15, 16] . In this model framework, the scattered wave received at transducer x r due to a narrow band signal of angular frequency ω sent from x s can be written as the sum of all scattered waves from the M scatterers
Here, and in all that follows, we will drop the dependence of waves and measurements on the frequency ω. In (3),ψ s j (x r ; y n 1 , . . . , y n M ) represents the scattered wave observed at x r due to the scatterer at position y n j . It actually depends on the positions of all the scatterers y n j , j = 1, . . . , M, and it is given bŷ
whereψ e j (y n 1 , . . . , y n M ) represents the exciting field at the scatterer located at y n j . Because we ignore self-interacting fields, the exciting field at y n j is equal to the sum of the incident fieldψ inc j :=ψ inc (y n j , x s ) at y n j and the scattered fields at y n j due to all scatterers except for the one at y n j . Hence, it is given bŷ
(5) This is a self-consistent system of M equations for the M unknown exciting fieldŝ 
In (6),
T are vectors whose components are the exciting and incident fields on the M scatterers, respectively, and
is the M × M Foldy-Lax matrix which depends on the reflectivities α = (α 1 , . . . , α M ). With the solution of (6), we use (4) and (3) to compute the scattered data received at the array. Note that the exciting fields Φ e depend on the incident fields Φ inc and, hence, they depend on the illumination sent from the array. To characterize it, we define the illumination vector
T whose entries denote the strength of the signals sent from each of the N transducers in the array. We will assume that the illumination vectors are normalized, so f ℓ 2 = 1.
To write the data received on the array in a more compact form, we define the Green's function or steering vector g 0 (y) at location y in the IW as
Then, given any illumination vector f , the incident field on the scatterer at position y n j is equal to g T 0 (y n j ) f . If the illumination vector f is such that f s = 1 and f j = 0 for j = 1, . . . , N with j = s, then the incident field at y n j is simply G 0 (y n j , x s ).
Using (8), we also define the N × K sensing matrix G as
and the N × M submatrix corresponding to the locations of scatterers as
With this notation, the array response matrix can be written as
and the data received on the array due to the illumination f is
Note that the response matrix in (10) that takes into account multiple scattering, includes the inverse of the Foldy-Lax matrix Z −1 M (α). When multiple scattering is negligible, Z M (α) = I and we get the response matrix under the Born approximation, as shown for example in [5] . We further note that the response matrix P given by (10) is symmetric.
Next, we introduce the true reflectivity vector
where δ ·· is the classical Kronecker delta. Note that the Foldy-Lax matrix Z M (α) is defined only for pairwise combinations of scatterers at y n j , j = 1, . . . , M. To formulate the inverse scattering problem, we need to extend the
which includes all pairwise combinations of the K grid points y j in the IW. With this notation, the array response matrix (10) can be written as
Furthermore, if we define the Foldy-Lax Green's function vector g F L (y j ), j = 1, . . . , K, as the j th column of the matrix
then (13) can be simplified to
Given an illumination vector f and the configuration of scatterers in the IW characterized by ρ 0 , the data received on the array is given by (11) . The array imaging problem when a single illumination is used to probe the medium is to find the true reflectivity vector ρ 0 from the received data b. The detailed formulation of this problem will be discussed in depth in §3. The array imaging problem that uses a collection of array data generated by different illumination vectors will be discussed in §4. In either situation, our method for active array imaging with multiple scattering is noniterative. It uses two steps to get the images: first locating the scatterers and second computing their reflectivities.
Active array imaging with single illumination
In this section, we show the formulation of active array imaging including multiple scattering when only one illumination is sent from the array to probe the medium. In this case, a single measurement vector is used to infer the location and reflectivities of the scatterers. In signal processing literature, this problem belongs to the so called Single Measurement Vector (SMV) problem.
For a given illumination vector f , we define the operator A f through the identity
which connects the reflectivity vector ρ 0 and the data (11) . It is easy to see from (13) that A f has the form
where
. . , K, are scalars. With this notation, active array imaging with a single illumination amounts to solving ρ 0 from the system of equations
The number of transducers N is usually much smaller than the number of the grid points K in the IW and, hence, (16) is an underdetermined system of equations. Although equations (16) are exactly of the same form as the problem studied in [5] , there is a substantial difference. Due to the multiple scattering among the scatterers, the terms g f (y j ), j = 1, . . . , K, contained in A f depend now on the unknown reflectivity vector ρ. This makes equations (16) nonlinear with respect to ρ and, hence, one would think that noniterative inversion is impossible when multiple scattering is non-negligible. In fact, several nonlinear iterative methods have been proposed in the literature to solve this problem: see, for example, [8, 21] . However, as demostrated below, by rearranging the terms in the equations, we can reformulate the problem to solve for the locations of the scatterers directly (without any iteration), and then to recover their reflectivities in a second single step.
To solve for the locations of the scatterers in one step, we introduce the effective source vector
Then, using (13), (16) can be rewritten as A f ρ = Gγ f = b, and the system of equations
becomes linear for the new unknowns γ f . We point out that, unlike the problem considered in [5] , when multiple scattering is not negligible, solving (18) may not be able to recover all the support of ρ 0 . This is not a flaw of the formulation but an implicit problem of array imaging when multiple scattering is important. Indeed, due to multiple scattering effects it is possible that one or several scalars g f (y j ), j = 1, . . . , K, are very small or even zero and, hence, the corresponding scatterers become hidden. This is the well-known screening effect which makes scatterers undetectable, and that it is manifested in our formulation making some of the components of the effective source vector γ f arbitrary small. Note that, for a fixed imaging configuration, the screening effect depends only on the illumination vector f and the amount of noise in the data. Indeed, when the effective source at y j is below the noise level because g f (y j ) is small, then the correponding scatterer cannot be detected. This motivates us, in the next section, to consider active array imaging with multiple illuminations. In this case, active array imaging is formulated as a joint sparsity recovery problem where we seek for an unknown matrix whose columns share the same support. By increasing the diversity of illuminations, we minimize the screening and we have more chances of locating all the scatterers.
Since (18) is underdetermined and the effective source vector γ f is sparse (M ≪ K), we use
to obtain γ 0 f from noiseless data. When the data b is contaminated by a noise vector e with finite energy, we then seek the solution to the relaxed problem
for some given positive constant δ. Using Theorem 3.1 in [5] and Theorem 14 in [25] , we have the following uniqueness and stability results.
Theorem 3.1. For a given array configuration, assume that the resolution of the IW is such that
and there is no noise in the data. If the number of scatterers M satisfies that Mǫ < 1/2, then γ 0 f is the unique solution to (19) . 
Moreover, the support of γ ⋆ f is fully contained in that of γ 0 f , and all the components such that
are within the support of γ ⋆ f .
Remark 3.3. Theorem 3.1 gives the required condition to recover the effective source vector exactly from noiseless data. The resolution condition is based on the so called mutual coherence
of the sensing matrix G, which is determined by the array imaging configuration (array size and resolution of the IW). The mutual coherence is a measure of how linearly independent the columns of the sensing matrix are. We give analytical results regarding the impact of the array geometry on (24) in §5. Specifically, we show that a sensing matrix G with small mutual coherence requires large arrays.
Problems (19) and (20) give the effective source vector γ f . In a second step, we compute the true reflectivities from the solutions of these problems. According to (17) , we need to solve a nonlinear equation and, therefore, iteration seems to be inevitable. However, it is not necessary. Let Λ ⋆ be the support of the recovered solution such that |Λ ⋆ | = M ′ ≤ M, and γ f ,M ′ the solution vector on that support. From (14) and (17), we obtain
where the scalars
Note that the scalars g f (y n j ) are the exciting fields at the scatterer's positions, that is, g f (y n j ) := ψ e j (y n 1 , . . . , y n M ′ ), and that the effective sources γ n j are the true reflectivities ρ n j of the scatterers multiplied by the exciting fields. Hence, using (5), we can compute g f (y n j ) explicitly as follows
Then, the true reflectivities of the scatterers are given by
For the noiseless case, Λ ⋆ = Λ 0 based on Theorem 3.1. When the data contains additive noise, we choose the support Λ ⋆ of the solution recovered by (20) such that all the components of γ f ,M ′ satisfy (23).
To summarize, when a single illumination is used to probe the medium, we take two steps to locate the scatterers and to obtain their reflectivities, as follows.
• Solve the ℓ 1 minimization problem (19) or (20) for the effective source vector.
• Compute the true reflectivities using (25) and (26) on the support Λ ⋆ .
There are many fast and efficient numerical algorithms for solving (19) or (20) . In the simulation study below, we use the iterative shrinkage-thresholding algorithm GelMa, described in [20] , due to its flexibility with respect to the choice of the regularization parameter used in the algorithm.
Imaging using multiple illumination vectors
In the previous section we discuss a non-iterative approach for array imaging with multiple scattering when a single illumination is used. Although the proposed approach can recover the locations and reflectivities of the scatterers exactly when the data is noiseless, it can be very sensitive to additive noise, especially when the noise level is high, leading to unreliable images. Moreover, the screening effect associated with multiple scattering can cause the failure of recovering some scatterers in the IW. This means that for a given illumination f the number of effective sources M ′ is strictly less than the number of scatterers M. These two problems can be mitigated by using multiple illuminations which can often be controlled to increase the power of the signals received at the array. We will show that by carefully choosing the illumination vectors, the use of multiple inputs makes array imaging more stable in the presence of relatively high noise and, at the same time, the screening effect is minimized.
Imaging with multiple arbitrary illuminations
To work with data generated by multiple (random) illumination vectors, a natural extension is to stack the data vectors b j from illuminations f j , j = 1, . . . , ν, into a single νN vector, and to apply the approach in §3 to the augmented linear system. However, by simply stacking the data forming a larger linear system not only increases the dimensionality of the problem but also fails to exploit the intrinsic relation among the multiple data vectors. To make use of the data structure, we formulate the problem of array imaging with multiple illuminations as a joint sparsity recovery problem, also known as the Multiple Measurement Vector (MMV) approach. Instead of solving a matrix-vector equation for the unknown reflectivity vector, we now solve a matrix-matrix equation for an unknown matrix variable whose columns share the same sparse support but possibly different nonzero values. The MMV approach has been widely studied in passive source localization problems and other applications with success, see for example [17] . With the introduction of the effective source vector, MMV can also be used effectively for active array imaging when multiple scattering between scatterers is important.
be the matrix whose columns are the data vectors generated by all the illuminations, and X = [γ 1 . . . γ ν ] be the unknown matrix whose j th column corresponds to the effective source vector γ j under illumination f j , j = 1, . . . , ν. Then, the MMV formulation for active array imaging is to solve for X from the matrix-matrix equation
In this framework, the sparsity of the matrix variable X is characterized by the number of nonzero rows of the matrix. More precisely, we define the row-support of a given matrix X by rowsupp(X) = {i : ∃ j s.t. X ij = 0} , which is equivalent to rowsupp(X) = {i : X i· ℓp = 0}, where p ≥ 1. From this definition, we see that when the matrix X degenerates to a column vector, the row-support reduces to the support of the vector. The joint sparsity of X is then measured by the row-wise ℓ 0 norm of X defined by
With these definitions, the sparsest solution of array imaging using multiple illuminations is given by the solution to the problem
Similarly to the ℓ 0 norm minimization problem in SMV, (28) is an NP hard problem. An alternative is to solve the convex relaxed problem
where the substitution of Ξ 0 by a certain function Ξ 1 turns (28) into a tractable problem.
There are many choices of Ξ 1 as discussed, for example, in [7, 6, 27] . We note here that Ξ 1 = J p,1 for any p ≥ 1, as defined in (1), can be used to replace the nonconvex objective function Ξ 0 . We will use p = 2 in the following discussion which has been studied in, for example, [7, 17, 6, 11] . Therefore, we consider the following convex relaxed problem to image the scatterers with multiple illumination vectors
Similar to Theorem 3.1, we have the following condition for recovery using (30). for any 1 < p < ∞ in Appendix A. The case of p = ∞ is studied in [27] . We also note that for the case p = 1, the resulting formulation becomes fully decoupled. Indeed, solving
can be viewed as solving ν simple ℓ 1 -norm minimization problems with single illumination, and hence, this approach does not fully utilize the joint sparsity of the problem. Therefore, the support is not simutaneously recovered with J 1,1 . This observation has also been discussed in [27] and [6] .
When the collected data is contaminated by additive noise vectors e j , j = 1, . . . , ν, equations (27) become
Here, E = [e 1 · · · e ν ] is the matrix whose columns are independent noise vectors e j corresponding to each illumination vector f j , j = 1, . . . , ν. Then, similar to the the single illumination case, we seek a solution to
for some pre-specified constant δ. As stated in the following result, the solution to (32) recovers the sparsest solution X 0 upon certain error bound. The result is proved using a similar approach as the one used in [27] for J ∞,1 . Details are given in Appendix B.
Theorem 4.3. For a given array configuration, assume that the resolution of the IW satisfies (21) . If the number of scatterers M is such that Mǫ < 1/2, and
then (32) has a unique solution X ⋆ which has row support included in that of X 0 and satisfies
Moreover, the row support of X ⋆ contains all the rows i satisfying
According to Theorems 4.1 and 4.3 the performance of (30) and (32) does not depend on the number of measurements ν. Therefore, judging from these theoretical results, there is no quantitative improvement in the conditions imposed on the imaging setup when using multiple illuminations compared to those for a single illumination. Intuitively, this is so because it is possible that measurements from different (random) illuminations may all be rather ineffective and, therefore, there would not be an advantage in using multiple measurements in such a case. However, in practice, we observe that there is in general improvement in the image, which is much better when (random) multiple illuminations are used, especially in the presence of additive noise. To explain the improved performance seen in practice, the authors in [11] carried out an average-case analysis of the underlying joint sparsity recovery problem by introducing a probability model for X. They showed in that context that the probability of failing to recover the true solution vector decays exponentially with the number of measurements.
We note that the recovery condition of (30) and (32) still depends on the mutual coherence of the sensing matrix G, i.e., on (21). As we have already remarked, this condition depends only on the configuration of the imaging problem, the array geometry and the chosen discretization of the image window IW. In §5, we discuss array configurations that lead to different conditions (21).
Once we obtain from (30) or (32) the matrix X ⋆ , whose columns are the effective sources corresponding to the different illuminations, we then compute in a second step the true reflectivities as follows. For each component i in the support such that (35) is satisfied, we compute the reflectivities ρ j i corresponding to each illumination j by applying (25) and (26) . We then take the average 
Imaging with optimal illuminations
In order to increase the robustness of the methods (19) and (20) , and to mitigate screening effects, MMV uses data obtained from multiple illuminations. One approach in MMV is to use multiple illuminations selected randomly. However, such illuminations may not avoid screening above certain noise level, as we see in numerical simulations in §6. Furthermore, using random illuminations may not be very efficient because a large number of them are needed to get a significant improvement in the image.
We now introduce an approach that uses optimal illuminations within the MMV framework. The use of optimal illuminations for array imaging in homogeneous and random media has been studied in [2, 3, 5] . The optimal illuminations can be computed systematically from the singular value decomposition (SVD) of the array response matrix P , or with an iterative time reversal process as discussed in [23, 22] when the full array response matrix is not available. Let the SVD of P given in (10) be
where U ·j and V ·j are the left and right singular vectors, respectively, and the nonzero singular values σ j are given in descending order as σ 1 ≥ σ 2 ≥ · · · ≥ σM > 0, withM ≥ M. When there is no additive noise in the data, we haveM = M. Let the illumination vectors be the right singular vectors V ·j , that is, f j = V ·j , j = 1, . . . , ν ≤M . Then,
All the information for imaging is contained in the matrix B opt given in (36). It is also clear that the use of optimal illuminations filters out noise in the data because it reduces the dimensionality of the resulting optimization problem without loss of essential information about the scatterers. Recall that the singular vectors V ·j , with j = 1, . . . , M, are the illuminations that focus at each scatterer when multiple scattering is negligible and the scatterers are well resolved by the array. The key point here is that when multiple scattering is important, these optimal illuminations still deliver most of the energy around the scatterers, but each V ·j is no longer associated with a single scatterer only. All the scatterers are illuminated in general where multiple scattering is important. As a consequence, taking a few top singular vectors, less thanM, is enough to locate all the scatterers and image them. Moreover, taking fewer illuminations can be beneficial since less noise is introduced into (36). We illustrate this observation with numerical examples in §6.
We note that, by using optimal illuminations from the SVD of the array response matrix P , we are able to make the performance of the MMV formulation deviate significantly from the average case when using random illuminations.
A sparsity promoting algorithm
The MMV problem (28) can be solved by greedy algorithms that are straightforward generalizations of orthogonal matching pursuit for the single measurement case [7, 10, 26, 13] . At each iteration, these algorithms increase the joint support set of the estimated solution by one index, until a given number of columns vectors of the sensing matrix are selected or the approximation error is below a preset threshold. Sparse Bayesian learning approaches developed for the single measurement case have also been extended to solve (28) [28, 29] . Both types of methods, however, become slow when the size of the problem is large. Alternatively, (28) can be relaxed to the convex formulation (30) (or (32)) and then consider algorithms that are extensions of those used to solve (19) (or (20)).
For our numerical simulations we will employ an extension of an iterative algorithm proposed in [20] , called GeLMA. This is a shrinkage-thresholding algorithm for solving ℓ 1 -minimization problems which has proven to be very efficient and whose solution does not depend on the regularization parameter that promotes sparse solutions. In our case, the algorithm deals with the penalized problem
and is derived based on the augmented Lagrangian form
For any fixed matrix multiplier Z, the function F (X, Z) is convex in X and thus, we can compute its minimum iteratively. At iteration (k + 1), we first fixed Z = Z (k) and we seek the minimum of the differentiable part of F (X, Z (k) ) as
Together with X (k) from the previous iteration, we compute
using a first order iterative gradient descent method, where β is the step size. Next, we consider the (non-differentiable) regularization part through minimizing min X
Due to the row separability of both, the Frobenius matrix norm and the function J 2,1 , this problem can be decomposed into the following N sub-problems
Each sub-problem is quadratic in X i· , and there exists a closed-form solution given by
which involves only a simple shrinkage-thresholding step. Finally, Z (k+1) is found by applying a gradient ascent method as
For more details regarding the properties of this algorithm for the single measurement case, we refer to [20] and references therein. We summarize it for MMV problems in Algorithm 1.
Algorithm 1 GelMa-MMV for solving (38)
Require: Set X = 0, Z = 0 and pick the step size β, and the regularization parameter τ repeat
Array configuration and mutual coherence
We have already discussed that the performance of sparsity promoting algorithms strongly depends on the mutual coherence of the sensing matrix, which is related to the array imaging configuration. In this section, we give some analytical results for the mutual coherence of two types of arrays that are often used in array imaging: planar arrays and spherical arrays. The schemata of these two types are illustrated in Figure 1 . We show that under similar configurations of the IW (distance to the array and the resolution), spherical arrays give smaller upper bounds of the inner products of the normalized Green's function vectors than planar arrays in condition (21) . We give the proofs in Appendix C.
The first result is on the estimate of the inner product when a spherical array surrounding the IW is used. It is a well-known classical result. We state it here to be self-contained.
Proposition 5.1. Assume that the IW is fully surrounded by a spherical array of radius L. Given any two points y k and y k ′ in the IW such that λ ≪ |y k − y k ′ | ≪ L, we have
Hence, the mutual coherence condition of the sensing matrix for spherical arrays is improved at the rate of the pixel size relative to the wavelength. 
Hence, the mutual coherence condition of the sensing matrix for planar arrays is improved at the rate of square root of the pixel size relative to the wavelength.
Based on these results, the upper bound of (24) is smaller for spherical arrays than for planar arrays. The pixel size of the IW with which good images are obtained is smaller for spherical arrays than for planar arrays. According to the analyses in §3 and §4, array imaging with spherical arrays can then locate more scatterers with higher resolution and is more robust with respect to the additive noise than array imaging with planar arrays, provided all other conditions are identical. This observation is supported by the numerical experiments.
Numerical simulation
In this section we present numerical simulations in two dimensions. The linear array consists of 100 transducers that are one wavelength λ apart. Five scatterers are placed within an IW of size 41λ × 41λ which is at a distance L = 100λ from the linear array. The amplitudes of the reflectivities of the scatterers, |α j |, are 2.96, 2.76, 2.05, 1.54 and 1.35 (see Fig. 2 ). Their phases are set randomly in each realization. We note that, given an illumination vector f and a scatterer configuration ρ 0 with fixed amplitudes, the exact amount of multiple scattering depends on the realization of the phases in ρ 0 . For the amplitudes of the reflectivities chosen here, the amount of multiple scattering, defined by
typically ranges between 50% and 100% in the simulations shown below. In (41), P ss is the response matrix without multiple scatterering, computed by replacing (15), i.e., P ss = G diag(ρ)G T . The five scatterers are within an IW that is discretized using a uniform lattice with points separated by one wavelength λ. This results in a 41 × 41 uniform mesh. Hence, we have 1681 unknowns and 100 measurements. In all the images shown below, we normalize the spatial units by the wavelength λ. For this configuration of the IW, the mutual coherence (24) of the sensing matrix G has a numerical value equal to 0.98. This, together with M = 5 scatterers, clearly violates the sufficient condition for stable reconstruction required by formulations using either single illumination or multiple illuminations. However, this condition is quite conservative and we will show that the images are still good when the noise level is low in the data. Finally, we note that the obtained images depend on the realization of the random phases of the scatterers. In all the images shown below, we do not display the ones with the best quality we have seen in our numerical study. Figure 3 shows the results of ℓ 1 norm minimization with 0% (left), 10% (middle) and 20% noise (right) when a single illumination coming from the center of the array is used. The exact locations of the scatterers in these images are indicated with small white dots. When there is no noise in the data, ℓ 1 norm minimization recovers the positions and reflectivities of the scatterers accurately. However, when 10% and 20% of noise is added to the data, the method fails to recover some of the scatterers and the images show some ghosts. Note that some scatterers are missing in the middle and right images of Figure 3 .
In order to stabilize the images, we study the improvement of the results when data collected with multiple illuminations are used. We consider first the case where the illuminations are randomly selected. By random illuminations we mean several illuminations coming, each one, from only one of the transducers on the array at a time, i.e., f p = 1 and f q = 0 for q = p, with p chosen randomly at a time. Figure 4 shows the results of the MMV algorithm when 5 (top row) and 15 (bottom row) random illuminations are used. Additive noise at level 10% (left column), 20% (middle column) and 50% (right column) is added to the data in these numerical experiments. As expected, the images obtained with multiple illuminations are more stable with respect to additive noise. In fact, only a small number of illuminations are needed to improve the imaging performance significantly. However, it is not always true in general that more random illuminations always lead to better images. For instance, the image obtained with 20% noise and 15 random illuminations (middle image of the bottom row) is worse than that obtained with 20% noise and 5 random illuminations (middle image of the top row). This is so because the illuminations are chosen randomly and "good" illuminations that lead to enough data diversity cannot be guaranteed. Figure 4 indicates the importance of selecting "good" illuminations in the MMV formulation and suggests the use of optimal illuminations, especially when the signal-to-noise ratio (SNR) is low. Using optimal illuminations means taking f j = V ·j , j = 1, . . . , M, as illuminations. These vectors can be obtained through the SVD of the array response matrix P or by iterative time reversal. Note that, by choosing the illuminations optimally, we (i) maximize the data diversity, which also means low unnecessary redundancy of the multiple illuminations; and (ii) we reduce the noisy terms contained in the data matrix B. On the other hand, we point out that, in principle, this approach would require the prior knowledge of the number of scatterers M if the noise level is high and is difficult to determine the singular values that correspond to the signal space. Hence, it is important to investigate the robustness of this approach with respect to the number of optimal illuminations used in the scheme. In Figure 5 we display the results when an increasing number of optimal illuminations are used. From left to right, and from top to bottom, we use 1, 2, 3, 4, 5, and 12 illuminations associated to the corresponding singular vectors V ·j , with j = 1, 2, 3, 4, 5, 12.
We observe that this approach is very robust with respect to the number of optimal illuminations used. It is remarkable that only a few of them (2 or 3) are enough to achieve a significant improvement. Furthermore, using many more singular vectors as illuminations does not deteriorate too much the images (see the right image in the bottom row, where 12 illuminations are use). Finally, we point out that when multiple scattering is negligible all the significant singular vectors are necessary as shown in [5] . In that case, each optimal illumination aims at one scatterer at a time, provided that the array is large enough. We compare the images obtained with the MMV formulation and optimal illuminations, with those obtained with MUSIC. These two methods assume knowledge of the significant singular vectors of the response matrix P to form the images. Thus, the comparison between these two method is carried out with about the same amount of data. In Figure 6 we show the images obtained with MUSIC when an increasing number of significant singular vectors of the response matrix P are used. As expected, we observe that MUSIC needs to use a number of singular vectors equal or greater to the number of scatterers. This is so, because MUSIC is a subspace based imaging technique that needs all the significant singular vectors to span the signal spaced. In other words, the complementary space representing the noise has to be correctly constructed such that no true signals should fall into. We also observe that the images formed with MUSIC do not change much when the number of singular vectors used exceeds the number of scatterers. These differences between MMV and MUSIC when both use the essential data of the response matrix P is also observed in [17] in the context of DOA for the localization of sources with sensor arrays.
Conclusion
We give a novel approach to imaging localized scatterers with non-negligible multiple scattering between them. Our approach is non-iterative and solves the problem in two steps using sparsity promoting optimization. The uniqueness and stability of the formulations using both single and multiple illuminations are analyzed. We also propose to apply optimal illuminations to improve the robustness of the imaging methods and the resolution of the images. We show that the conditions under which the proposed methods work well are related to the configuration of the imaging problems: spherical arrays are in general more favorable than planar arrays. We illustrated the theoretical results with various numerical examples.
the unique solution to
Clearly, Theorem 4.1 is a special case of Theorem A.1. The proof of Theorem A.1 is an application of the following result which is a generalization of Theorem 3.1 in [11] .
Proposition A.2. Let Λ be the set of row support of X 0 , i.e. Λ = rowsupp(X 0 ). For any 1 < p < ∞ and a matrix Q, define
where sign(x) = 0, ±1 when x ∈ R and sign(x) = exp(i angle(x)) when x ∈ C. Also assume G Λ , submatrix of G consisting of columns with indices in Λ, is non-singular. Then a sufficient condition under which X 0 is the unique solution to
is that there exists a matrix H ∈ C N ×ν satisfying
and
where 1/p + 1/q = 1 and X 0Λ is the submatrix consisting of the rows of X 0 in Λ.
To prove Proposition A.2, we need the following lemma.
Lemma A.3. For any two matrices A ∈ C m×l and B ∈ C l×n , we have
The strict inequality holds when there exists k such that B ·k ℓq < max k=1,...,l B ·k ℓq and A k· ℓp = 0.
Proof. By definition of trace, we have
where we use the Hölder's inequality in the second to last inequality. The strict inequality apparently holds when the condition is satisfied.
where by definition, we have sign(X 0Λ ) p→∞ ≤ 1 and the last inequality is due to the resolution condition Mǫ < 1/2.
B Proof of Theorem 4.3
In [27] , the author gives conditions for the MMV problem under which the convex relaxation formulation with functional J ∞,1 is robust with respect to the additive noise. In the following, we derive similar conditions for convex relaxation using J 2,1 instead of J ∞,1 . This is done using the techniques developed in [24] . We first introduce some supporting results.
Definition Let f be a function from the complex matrix space M to C. The subdifferential of a function f at X ∈ M is defined as
Lemma B.1. A matrix G lies in the subdifferential of J 2,1 (X) at X ∈ C K×ν if and only if its rows G i· ∈ C ν satisfy
when X i· = 0, and
Moreover, G is called a subgradient of J 2,1 (X) at X.
Then according to the definition of matrix norms, it is easy to see the subgradient of J 2,1 satisfies the following.
We now give a result related to operator norms of matrices which will be used later.
Lemma B.3. For any given matrix A, we have A (2,∞)→F ≤ A ∞→2 .
Proof. Let A be an m × n matrix. By definition, we have
Since we have
it is clearly that A (2→∞)→F ≤ A ∞→2 . In the derivation above, the first inequality is true because for each row index i, we have
To make the following discussion easier, we assume that the sensing matrix G has normalized columns and we introduce some additional notations used in this appendix only. Let Λ be indexes of a subset of linearly independent columns of G, i.e. Λ ⊂ {1, 2, . . . , K} such that the Green's function vectors g 0 (y j ), with j ∈ Λ, are linearly independent. We denote by G Λ ∈ C N ×|Λ| the submatrix of G composed of columns with indices in Λ, by B Λ ∈ C N ×ν the best Frobenius norm approximation of the data matrix B over Λ, and by X 0Λ ∈ C |Λ|×ν the corresponding coefficent matrix synthesizing B Λ , i.e. such that B Λ = G Λ X 0Λ . Note that
Next, we give several results related to the minimizers of the Lagrange function (37). The proofs are analogue to those in [27] and will be skipped. Interested readers can refer to [27] or [24] for single measurement case. The first lemma is on the condition of the minimizer of (37).
Lemma B.4. Suppose that the matrix X ⋆ is the minimizer of (37) over all matrices with row-support Λ. A necessary and sufficient condition for X ⋆ to be such minimizer is that
where G ∈ ∂J 2,1 (X ⋆ ). Moreover, the minimizer is unique.
Using Lemmas B.3 and B.4, we have the following estimates on the bound of the minimizer of (37) over a specific support.
Lemma B.5. Suppose that the matrix X ⋆ is the unique minimizer of (37) over all matrices with support inside Λ. Then, the following estimates hold:
The above results are on the bounds of the error between X ⋆ and the "true" solution X 0Λ when the search is restricted to a given support Λ. We now give a condition under which the solution X ⋆ to (37) will be supported on Λ. For this condition, we need to use the Exact Recovery Coefficient
introduced in [24] , which measures the orthogonality between the column vectors used in G Λ and the remaining column vectors.
Lemma B.6. Under the same condition as in Lemma B.5, if the following condition holds
then the unique minimizer X ⋆ of (37) is supported on Λ.
Proof. By definition, B Λ = G Λ X 0Λ . Given any vector u ∈ C ν , we have for any j ∈ Λ,
Since X ⋆ is the unique minimizer among all set of matrices with support included in Λ, we only need to show that it is also the optimal solution among matrices with support larger than Λ. Let ζ ∈ C K be a standard unit vector with support on {1, . . . , K}\Λ. Then, X ⋆ + ζu * is a perturbation by adding a matrix with row support disjoint from that of X ⋆ . If we compute the variation of (37) with respect to this perturbation, we obtain
With all the supportive results, we are now ready to prove our main result of MMV problem (32).
Proof of Theorem 4.3. Let the support of the solution to (32), X 0 , be Λ 0 with |Λ 0 | = M. We denote the solution by X Λ 0 , and the corresponding synthesized data matrix by B Λ 0 = GX Λ 0 . Since (32) is convex, the necessary and sufficient condition for it to have a unique solution is that there exists a pair (X ⋆ , λ ⋆ ) such that the following KKT conditions are satisfied:
We first consider the following problem with additional requirement that the support is included in Λ 0 min rowsupp(X)⊂Λ 0
Because B Λ 0 is the best Frobenius norm approximation of B, using Lemma B.5 we obtain
Thus, the second KKT condition (52) implies that
.
On the other hand, according to Lemma B.6, X ⋆ has support on Λ 0 if
Therefore, as long as
ERC 2 (Λ 0 ) , X ⋆ is the optimal solution with support included in Λ 0 . Rearranging the above inequality, we have
By definition, i.e. the norm of Green's function vector is constant under the spherical array. On the other hand, using continuum approximation, we have for the inner product of any two Green's function vector at y k and y k ′ ,
where the integral is taken on the sphere of radius L, i.e. Ω = {x : |x| = L}. Let x = x L so | x| = 1 on the integral area. Because |y| ≪ L, we have the approximation
and therefore |x − y k ′ | − |x − y k | ≈ x * (y k − y k ′ ).
Using these approximations, and since | x − y k ′ /L| ≈ | x − y k /L| ≈ 1, we have where we changed the surface integral to an integral characterized by the angles θ and φ, with φ the angle between y k − y k ′ and x. Using the approximate form of the norm of g 0 (y), we have
Proof of Proposition 5.2. We first calculate the norm of Green's function vector under the planar array as follows g 0 (y) ) is the maximal polar angle determined by the size a of the imaging array and the distance L from the array to the IW. Using the identity cos(arctan(x)) = 1/ √ 1 + x 2 , we obtain g 0 (y)
Hence, for planar arrays, the norm depends on a and L and is independent of the pixel size of the IW.
Based on the proof of Proposition 3.1 in [5] , when y k − y k ′ ⊥ y k , it can be seen that the
