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Directional detection of WIMPs, in which the energies and directions of the recoiling nuclei are
measured, currently presents the only prospect for probing the local velocity distribution of Galactic
dark matter. We investigate the extent to which future directional detectors would be capable of
probing dark matter substructure in the form of streams. We analyse the signal expected from a
Sagittarius-like stream and also explore the full parameter space of stream speed, direction, disper-
sion and density. Using a combination of non-parametric directional statistics, a profile likelihood
ratio test and Bayesian parameter inference we find that within acceptable exposure times (O(10)
kg yr for cross sections just below the current exclusion limits) future directional detectors will
be sensitive to a wide range of stream velocities and densities. We also examine and discuss the
importance of the energy window of the detector.
I. INTRODUCTION
Attempts to directly detect weakly interacting massive
particles (WIMPs) using liquid and solid-state detectors
have a long history. A key goal of this field is the de-
tection of one (or more) of the ‘smoking gun’ signals of
direct detection: annual modulation [1, 2], material de-
pendence (e.g. Ref. [3]) and direction dependence [4].
Much theoretical work has been carried out investigating
how the WIMP particle physics (mass and cross-section)
and astrophysics (local density and velocity distribution)
could be inferred from the energies (e.g. Refs. [3, 5, 6]) or
energies and directions [7–11] of WIMP induced nuclear
recoil events.
The directionality of the WIMP event rate is due to the
motion of the Sun with respect to the Galactic halo. We
are moving towards the constellation Cygnus and hence
the nuclear recoils are expected to be strongly peaked in
the direction opposite to this. The strength of the signal
is expected to be large; an anisotropic set of recoils can
be discriminated from isotropic backgrounds with as few
as 10 events [7, 12], while the peak recoil direction can
be measured, and the Galactic origin of the scattering
particle confirmed, with around 30− 50 events [13, 14].
Practically directional detection is still in its early
stages, with a number of prototype detectors in the pro-
cess of development. Directional detection is typically
achieved using gas time projection chambers (TPCs)
which contain low pressure gases such as CF4, CS2,
C4H10 or
3He (see Ref. [15] for a review). After an in-
teraction with a WIMP, the recoiling nucleus leaves an
ionisation track in its wake. The 3-dimensional recon-
struction of the recoil track then allows the full energy
and direction dependence of the WIMP recoil spectrum
to be measured and, in principle, the WIMP velocity dis-
tribution can be inferred [16]. The detectors currently in
the prototype phase include DMTPC [17], DRIFT [18],
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MIMAC [19], and NEWAGE [20]. Directional detec-
tion offers several theoretical advantages over its non-
directional counterpart. Firstly and foremost, there are
no known backgrounds able to mimic the WIMP signal
in its characteristic peak direction. Furthermore it of-
fers the only prospect for constraining the local velocity
distribution of the dark matter.
The dependence of the experimental signals on the
form of the local WIMP velocity distribution has at-
tracted a lot of attention in the literature, as there is
significant uncertainty in the form of the velocity distri-
bution, and the parameters on which it depends (for a
review see Ref. [21]). Data from direct detection exper-
iments are typically compared using the standard halo
model (SHM), for which the velocity distribution is an
isotropic Maxwell-Boltzmann distribution. The shape of
the true local velocity distribution is expected to depart
significantly from this simple model [22–25]. However the
use of the SHM is at least somewhat justified for several
reasons. Firstly there is no fully agreed upon alternative
parametrisation of the velocity distribution and secondly
the expected deviations from the SHM are unlikely to
affect the analysis of data from the current generation of
non-directional detectors, provided the free parameters
are appropriately marginalised over [26].
Nevertheless, results from N-body and hydrodynami-
cal simulations of galaxy formation show deviations from
the putative smooth and isotropic SHM, including tidal
streams [27], a dark disk [28, 29] and debris flows [30, 31],
which could be detectable by future experiments. In
this paper we focus on substructure in the form of tidal
streams, which result from the disruption of sub-halos
accreted by the Milky Way. There are hints that such
a feature may pass through the Solar neighbourhood. A
contiguous group of stars moving with a common veloc-
ity, that are possibly part of a tidal tail from the Sagit-
tarius dwarf galaxy, have been observed nearby [32–35].
Moreover it has been argued that the dark matter content
of the stream is likely to be significantly more extended
than the stellar content and to have an offset of as much
as a few kpc [36].
We examine the capabilities of future directional dark
2matter detectors to detect a dark matter stream. In
Sec. II, we overview the calculation of the directional
event rate, including the relevant particle physics and as-
trophysics input. We will begin our statistical analysis in
Sec. III with non-parametric directional tests, studying
first the example of a Sagittarius-like stream and then
extending the analysis to streams in general. Then in
Sec. IV we perform likelihood analyses, using Bayesian
inference to reconstruct the parameters of a Sagittarius-
like stream and a profile likelihood ratio test to assess
the detectability of general streams in a parametric way.
Finally we conclude with a discussion of our results in
Sec. V
II. DIRECTIONAL DETECTION
A. Particle physics
The directional event rate is typically written in the
form of a double differential [4, 16, 37]:
d2R
dEdΩq
=
ρ0σN
4pimχµ2
F 2(E)fˆlab(vmin(E), qˆ) . (1)
Here, R is the event rate per unit time per unit mass of
detector which is expressed as a function of the direction
and energy of the recoiling nucleus E = Eqˆ in the labora-
tory frame, where dΩq is the solid angle element around
the recoil direction qˆ. The local dark matter density is
denoted by ρ0, the WIMP-nucleus scattering cross sec-
tion by σN , the WIMP mass by mχ and fˆlab(vmin(E), qˆ)
is the Radon transform of the local WIMP velocity dis-
tribution in the lab frame [16], where
vmin =
√
2mNE
2µ
, (2)
is the minimum WIMP speed that can scatter to create
a recoil of energy E. The WIMP-nucleus reduced mass is
µ = mχmN/(mχ +mN), where mN is the nucleus mass.
The nuclear form factor, F (E), is the Fourier trans-
form of the nuclear density distribution. It accounts for
the decrease in the effective cross section for scattering
events with non-zero momentum transfer. We use the
Helm form factor,
F 2(E) =
[
3j1(qrn)
qrn
]2
e−q
2s2 , (3)
where rn = 1.2A
1/3 fm, where A is the mass number of
the nucleus and s = 0.9 fm [37, 38]. For light targets
such as 19F, considered in this work, the form factor can
be approximated as a simple exponential
F 2(E) = e−α(qrn)
2
, (4)
where the value of α depends on the nucleus under con-
sideration. For 19F, we find α = 1.14.
The WIMP-nucleus cross section σN can be written
in terms of the experiment-independent WIMP-nucleon
cross section σp,n which for spin-dependent scattering is,
σN =
4
3
µ2N
µ2p
J + 1
J
[
ap〈Sp〉+ an〈Sn〉
ap,n
]2
σp,n , (5)
where µp is the WIMP-proton reduced mass, J the total
spin of the nucleus, ap,n the model-dependent couplings
to protons and neutrons, and 〈Sp,n〉 are the expectation
values of proton and neutron spins inside the nucleus [39].
B. Astrophysics
The velocity distribution of WIMPs in the rest frame
of the laboratory is obtained through a Galilean trans-
formation of the Galactic frame distribution, fgal(v), by
the laboratory velocity vlab,
flab(v) = fgal(v+ vlab) . (6)
We ignore the effects of gravitational focusing of the dis-
tribution by the Earth and Sun, which is known to be
small and takes place below the threshold energies of
most detectors [40] and also the annual modulation due
to the Earth’s orbit, which is also only detectable with
large numbers of events [41]. The lab velocity is then the
sum of the velocity of the local standard of rest (LSR)
and the peculiar velocity of the Sun: vlab = vLSR + v⊙.
The velocities are represented in Cartesian co-ordinates,
defined using the local Galactic co-ordinate system, ori-
ented such that the local standard of rest (LSR) points
in the y-direction. The speed of the LSR is typically
taken to be vLSR = 220 km s
−1 although there is
some uncertainty in this value [42, 43]. The most re-
cent measurement of the peculiar velocity of the Sun is
v⊙ = (6.0, 10.6, 6.5)± (0.5, 0.8, 0.3) km s−1 [44].
The SHM (which has a density profile ρ ∼ r−2, and
hence a flat rotation curve) has an isotropic Maxwell-
Boltzmann (MB) velocity distribution which is typically
truncated by hand at the Galactic escape speed, vesc,
fMBgal (v;σv, vesc) =
1
Nesc(2piσ2v)
3/2
exp
(
−|v|
2
2σv
)
θ(vesc−|v|) ,
(7)
where the normalisation constant, Nesc, is given by
Nesc = erf
(
vesc√
2σv
)
−
√
2
pi
vesc
σv
exp
(
−v
2
esc
2σ2v
)
. (8)
The dispersion σv is related to the speed of the LSR via
σv = vLSR/
√
2 and we take the Galactic escape speed to
be vesc = 533 km s
−1 [45].
The function fˆ that appears in the differential recoil
spectrum, Eq. (1), is the Radon transform of this distri-
bution at w = vmin which is defined as [46],
fˆ(w, qˆ) =
∫
δ(v · qˆ− w)f(v) d3v . (9)
3It is most efficient to calculate the Radon transform of the
velocity distribution in the lab frame by first calculating
it in the Galactic frame and then transforming to the lab
frame via
fˆlab(vmin, qˆ;σv, vesc) = fˆgal(vmin + vlab · qˆ, qˆ) . (10)
The calculation for the SHM velocity distribution,
Eq. (7), yields [16]
fˆMBlab (vmin, qˆ;σv, vesc) =
1
Nesc(2piσ2v)
1/2
(11)
×
[
exp
(
−|vmin + vlab · qˆ|
2
2σ2v
)
− exp
(
−v
2
esc
2σ2v
)]
.
The simplest way to incorporate substructure into a
halo model is by combining two distributions, a back-
ground smooth halo model and an additional component
corresponding to the substructure. We adopt the MB
velocity distribution function for the background halo
model, as deviations from this are likely to be too small
to have an appreciable effect on the detection of streams.
We assume that a single tidal stream makes up a fraction
ξ = ρstr/ρ0 of the local dark matter density, so that the
total velocity distribution of the halo+stream model is
given by
fh+sgal (v) = (1− ξ)fhalogal + ξf strgal , (12)
where,
fhalogal (v;σv, vesc) = f
MB
gal (v;σv, vesc) , (13)
f strgal(v;vstr, σstr, vesc) = f
MB
gal (v− vstr;σstr, vesc) . (14)
For simplicity we have taken the velocity distribution of
the stream to be a MB distribution too, but with disper-
sion σstr and a mean velocity vstr in the Galactic frame
The full Radon transform for the halo+stream model
is therefore
fˆh+slab (vmin, qˆ) = (1− ξ)fˆMBgal (vmin + vlab · qˆ, qˆ;σv, vesc)
+ ξfˆMBgal (vmin + (vlab − vstr) · qˆ, qˆ;σstr, vesc) ,
(15)
where fˆgal is the Radon transform of the Galactic frame
Maxwell-Boltzmann distribution. Figure 1 shows the
angular and energy dependence of the Radon trans-
form of the halo+stream distribution. We have taken
the stream velocity and dispersion to correspond to a
Sagittarius-like stream, σstr = 10 km s
−1 and vstr =
400× (0, 0.233,−0.970) km s−1 [47, 48], however we have
set the stream density fraction to ξ = 0.1 in order to
make the feature more prominent in the image. This is
larger than the maximum stream density found in simu-
lations [27, 49].
The top panel of Fig. 2 displays more clearly the en-
ergy dependence of the signal and the dependence on the
WIMP mass. The energy dependence is found by inte-
grating Eq. (1) over angles,
dR
dE
=
∫
d2R
dEdΩq
dΩq . (16)
We have fixed the values of the local density and the
cross section to ρ0 = 0.3 GeV cm
−3 and σp = 10
−3 pb in
this and subsequent plots. In the bottom panel we show
the difference between the differential event rate for the
halo+stream and halo-only models defined as
∆str =
dR
dE
∣∣∣∣
ξ=0
− dR
dE
. (17)
The stream manifests itself in the energy dependence of
the event rate as a step-like feature that appears at higher
energies for more massive WIMPs (this effect has been
studied further in the context of annual modulation in
Ref. [48]). The deviation from the smooth halo event
rate is sharper and larger in size for lighter WIMPs.
C. Scattering simulation
To study the detectability of a stream we simulate
mock experiments by Monte Carlo generating nuclear re-
coils. To do this we build the velocity flux distribution,
sample velocities from this distribution, and scatter the
resulting velocities off the chosen nucleus. We simulate
a MIMAC-like experiment with target CF4, in which the
scattering is dominated by 19F.
The energy of a recoil is given by,
E =
2µ2v2 cos2 θ
mN
, (18)
where θ is the scattering angle between the initial WIMP
direction and the direction of the recoiling nucleus. The
scattering angle is related to the centre of mass scattering
angle, θcom, by
θ =
pi
2
− θcom
2
. (19)
The scattering process is isotropic in the centre of mass
(com) frame so the com angle is taken to be isotropically
distributed, i.e. θcom = cos
−1(2u− 1) where u ∈ [0, 1) is
a uniformly distributed random variate. The recoil vec-
tor is generated by deflecting the initial WIMP direction
by the elevation angle θ and then rotating the deflected
vector by a uniformly random angle φ ∈ [0, 2pi) around
the initial WIMP direction. The correction to the event
rate due to the nuclear form factor is taken into account
by calculating F 2(E) for each recoil and then discarding
each recoil with a probability 1− F 2(E).
Finally we must account for the exposure and back-
ground of the detector. We split the total number of
events seen into WIMP and background events, Ntot =
Nwimp + Nbg. The Nbg events are generated from
an isotropic distribution with a flat energy spectrum.
Ref. [54] showed that the background model assumed has
little effect in the initial detection phase, provided the de-
tector has good sense recognition. We show in Appendix
A that this is also the case for the reconstruction of the
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FIG. 1. Mollweide projection skymaps of the rescaled Radon transform of the velocity distribution, integrated over 10 keV
energy bins, for the halo+stream model described in Sec. II B, for a Sagittarius-like stream with density fraction ξ = 0.1 for
an mχ = 50 GeV WIMP scattering off
19F.
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FIG. 2. Top panel: Non-directional differential event rate for
the halo (dashed lines) and halo+stream models (solid lines)
as a function of recoil energy and mχ = 20 (blue), 50 (red)
and 100 (green) GeV. The dotted vertical lines indicate the
cutoffs due to the escape speed. Bottom panel: difference
between the event rate in the halo and halo+stream models,
∆str, (defined in Eq. (17)) as a function of energy for the
same WIMP masses. The input parameters are the same as
in Fig. 1.
stream parameters using the profile likelihood ratio test
statistic outlined in Sec. IV. To specify the number of
events we vary the exposure, E , measured in kg yr. This
is the most physical way of adjusting the number of back-
ground events as it is independent of the WIMP mass or
halo parameters. The total number of events is related
to the exposure time and the total rate by
Ntot = ERtot = E(R+Rbg) , (20)
where Rbg is the background event rate and R is the total
WIMP rate
R =
∫ Emax
Eth
∫
Ωq
d2R
dEdΩq
dΩq dE . (21)
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FIG. 3. Total WIMP scattering rate, R, for a 19F target as
a function of WIMP mass, mχ, for a range of experimental
energy windows [Eth, Emax]: [0,∞] keV (blue line), [5, 100]
keV (red dotted), [5, 50] keV (orange dash-dot), [20, 100] keV
(green dashed).
D. Parameter values
As seen in Eq. (1), the local WIMP density ρ0 and
spin-dependent (SD) WIMP-nucleon cross section σp do
not affect the shape of the recoil spectrum, only its
amplitude, i.e. the total number of events seen in a
given exposure time. We fix these parameters to ρ0 =
0.3 GeV cm−3 and σp = 10
−3 pb. This value of σp lies
just below current exclusion limits from XENON100 [50],
so our results are optimistic, however they still hold if σp
is smaller, but for larger exposure times.
As we have displayed in Fig. 2 the WIMP mass af-
fects the energy dependence of the differential event rate.
However mχ also appears in the pre-factor of Eq. (1)
hence the amplitude of the signal will also depend on
the WIMP mass. In Fig. 3 we show the dependence of
the signal event rate, R, on the WIMP mass for three
different experimental energy windows, [Eth, Emax]. We
include the dependence on the energy window as this
will play a crucial role in the detectability of streams. A
change in the input WIMP mass will affect the results of
the statistical tests due to both the change in the num-
ber of events and also the prominence of the stream in
the data. For heavier WIMPs one would expect fewer
total events and a stream signal that is more dispersed
in energy, making it harder to detect a stream. When
studying the effects of other parameters and for the most
computationally demanding calculations we fix the input
WIMP mass to mχ = 50GeV however, where appropri-
ate, we also consider input WIMP masses of 10 and 100
GeV.
In the following sections we will compare the power
of several different statistical tests using the benchmark
6WIMP: mχ 50 GeV
σp (SD) 10
−3 pb
Halo: ρ0 0.3 GeV cm
−3
σv vLSR/
√
2
vesc 533 km s
−1
vlab (6.0, 230.6, 6.5) km s
−1
Experiment: mN 18.998 amu (F)
Eth 5, 20 keV
Emax 50, 100 keV
Rbg 10 kg
−1 yr−1
Sgt. stream: vstr 400× (0, 0.233,−0.970) km s−1
σstr 10 km s
−1
ξstr 0.1
TABLE I. Benchmark WIMP, halo, experimental and stream
parameters used in Sec. III.
WIMP, halo, experimental and stream parameter values
listed in Tab. I. For the other background halo param-
eters the values used are taken from the literature (as
outlined in Sec. II B) but the precise values are not ex-
pected to impact the results significantly. The parame-
ters used to describe the stream are the stream density
fraction, ξ, velocity, vstr, and velocity dispersion, σstr.
When describing the properties of the stream we will of-
ten parameterise the direction in which it is moving in
terms of the angle between vstr and vlab,
∆θ = cos−1(vˆlab · vˆstr) . (22)
From symmetry considerations the performance of the
statistical tests is only sensitive to this quantity. For the
stream density and dispersion, unless otherwise stated,
we will use ξ = 0.1 and σstr = 10 km s
−1.
The experimental energy window, [5, 50] keV, reflects a
plausible forecast for a CF4 experiment such as MIMAC
[19]. As we will subsequently see, the threshold energy,
Eth, and the maximum energy, Emax, play an important
role in determining the detectability of streams. There-
fore we also study the effects of (optimistically) raising
Emax to 100 keV and (less optimistically) raising Eth to
20 keV. Lastly we assume that the scattering is only off
19F with pure proton coupling, so in Eq. (5) we take
J = 1/2, ap = 1, an = 0 and 〈Sp〉 = 0.5.
III. DIRECTIONAL STATISTICS
There are two steps in characterising a stream. Firstly
the stream must be detected, and then its parameters
(e.g. density and velocity) can be measured. First we
consider non-parametric statistical tests. These tests use
the direction information only and have been used in the
past to determine the number of events required to distin-
guish a WIMP signal from isotropic backgrounds [12, 51].
The advantage of a non-parametric analysis, is that it
is not necessary to assume a particular model for the
smooth component of the halo, and the results are valid
provided the basic hypotheses that define the statistical
tests are satisfied. However a notable disadvantage of
non-parametric analysis is that it is less powerful than
parametric analysis (in the sense that, for a given data
set, the detection significance will be lower). Therefore
we will subsequently perform a parametric analysis using
a likelihood in Sec. IV
The question we wish to answer is: what exposure is
needed to reject, at a given confidence level, a smooth
and isotropic Galactic WIMP distribution in the event
that the true distribution contains an additional steam
component? Figure 4 illustrates the problem; how does
one extract information from a small quantity of spher-
ical data? The left hand panels show the normalised
directional signal observed in a perfect detector with in-
finite exposure, for the halo and stream parameters given
in Tab. I. The top row shows the signal with no stream
present, and the bottom with the inclusion of a stream.
The right hand panels show the signal expected in a real
detector with an exposure of E = 10 kg yr including
events from experimental backgrounds with a total rate
of Rbg = 10 kg
−1yr−1 distributed isotropically. Since
the directional statistics only use information about the
directions of the nuclear recoils, and not their energies,
their performance is independent of the background en-
ergy spectrum. The data consist of 304 signal events in
the halo-only case and 316 in the halo+stream case. The
data have been binned on a sphere using a HEALPix
[52] equal angular area discretisation with Npix = 768.
While detecting the isotropy of a WIMP signal requires
few events, finding deviations from a smooth halo will
require a great deal more [51].
We construct test statistics, T > 0, that are dis-
tributed as p0(T ) under some null hypothesis that is sat-
isfied in the presence of a distribution without a stream
and p1(T ) when a stream is present in the data. These
distributions may be known analytically for some test
statistics in the null case, but if not they can be Monte
Carlo generated. For a particular measured value of the
test statistic, Tobs, the significance is the probability of
measuring T < Tobs if the null hypothesis is true
S =
∫ Tobs
0
p0(T )dT . (23)
The statistical power is the probability of rejecting the
null hypothesis if the null hypothesis is false. In other
words it is the probability of measuring T > Tobs when
T is distributed according to p1(T ),
P =
∫ ∞
Tobs
p1(T )dT . (24)
For detection of a stream we require P = 0.95 and define
S95 as the detection significance achievable in 95% of
experiments.
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FIG. 4. Halo (top row) and halo+stream (bottom row) directional signals for an idealised detector with an infinite exposure
(left, normalised to unity) and for a realistic detector (right, showing event counts) with finite exposure, angular resolution
and experimental backgrounds present. The signals have been generated using the parameters listed in Tab. I with an energy
window of [5, 100] keV.
A. Median direction
The median direction, xˆmed, of a set of N directions,
{xˆi, ... , xˆN}, is found by minimising the quantity [53],
M =
N∑
i=1
cos−1(xˆmed · xˆi) . (25)
The median recoil direction of the smooth halo distribu-
tion is −xˆlab, i.e. the inverse of the direction of Solar
motion. To test whether recoils are consistent with a
hypothesised median direction, xˆ0, we use the χ
2 test
statistic which is calculated as follows [53]. First the
recoil vectors xˆi are rotated so that they are measured
relative to a north pole at the sample median given by
(θmed, φmed), this is done using the rotation,
xˆ
′
i = Ry(pi/2− θmed)Rz(−φmed)xˆi , (26)
where Ry and Rz are the Cartesian rotation matrices for
rotations around the y and z axes. After the recoil vec-
tors have been rotated, the azimuthal angles φ′i are then
measured in this new co-ordinate system. Then the ma-
trix,
Σ =
1
2
(
σ11 σ12
σ21 σ22
)
, (27)
where,
σ11 = 1 +
1
N
N∑
i=1
cos 2φ′i , (28)
σ22 = 1− 1
N
N∑
i=1
cos 2φ′i , (29)
σ12 = σ21 =
1
N
N∑
i=1
sinφ′i , (30)
is constructed. Next, the recoil vectors are rotated again
using Eq. (26) but now so that they are measured rela-
tive to a north pole at the hypothesised median direction
(θ0, φ0). Finally the test statistic is calculated as,
χ2 = UTΣ−1U , (31)
where U is defined as
U =
1√
N
(∑
cosφ0i∑
sinφ0i
)
. (32)
If the hypothesised median direction is correct and the
number of events is N > 25, then the test statistic is
distributed according to a χ22 distribution. The statistical
significance of a particular observed value χ2obs is then
equal to the cumulative distribution function for χ22 at
χ2obs according to Eq. (23).
8B. Modified Kuiper test
The modified Kuiper test is a test for rotational sym-
metry around some hypothesised direction xˆ0. The test
is performed by first rotating all recoil direction vectors
xˆi so that their spherical angles (θi, φi) are measured
relative to a north pole with angles (θ0, φ0) prior to ro-
tation, using the same procedure as outlined in the pre-
vious section in Eq. (26). After the recoil vectors have
been rotated, the azimuthal angles φi are then measured
in this new co-ordinate system in units of 2pi, reorganised
in ascending order and denoted Xi such that they define
a cumulative distribution F (X). In the case that the
data possess rotational symmetry the cumulative distri-
bution follows F (X) = X . The modified Kuiper statistic
quantifies deviations from this and is defined as,
V⋆ = V
(
N1/2 + 0.155 +
0.24
N1/2
)
, (33)
where V = D+ +D− is the unmodified Kuiper statistic
and
D+ = max
(
i
N
−Xi
)
, (34)
D+ = max
(
Xi − i− 1
N
)
, (35)
with i = 1, ..., N . The modification factor in Eq. (33)
allows the distribution of the Kuiper statistic to be inde-
pendent of the sample size for N ≥ 8. There is no ana-
lytic form for this distribution in the null case but there
are published critical values [53] or the distribution can
be Monte Carlo generated using any set of vectors with
rotational symmetry satisfied, for example the isotropic
experimental background recoils.
C. Results
Figure 5 shows the distributions of the two test statis-
tics when the null hypothesis is true (generated with
isotropic backgrounds) and when performed on data con-
taining recoils from a Sagittarius-like stream with varying
density fraction, ξ. The distributions in each case were
generated from 105 mock experiments with an exposure
of 10 kg yr. As ξ is increased the degree of rotational
asymmetry is increased, the median direction becomes
more displaced from −vˆlab and the observed distribu-
tions of the test statistics become further separated from
the null distributions.
1. Sagittarius stream
To demonstrate the performance of the tests as a
function of parameters other than the stream veloc-
ity we will take as a concrete example, a Sagittarius-
like tidal stream. We will assume a velocity of vstr =
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FIG. 5. The distributions of the Kuiper statistic, f(V ⋆),
(top panel) and Median direction χ2 statistic, f(χ2), (bottom
panel) built from 105 Monte Carlo experiments. The distri-
butions were generated for isotropic background recoils (black
curve) and with a Sagittarius-like stream with variable den-
sity fraction ξ present (coloured histograms), with increasing
ξ going from left to right. The stream velocity and velocity
dispersion, as well as the parameters for the MB distribution
of the smooth halo are given in Tab. I.
400 × (0, 0.233,−0.970) [47, 48] for the stream. There
is sizable uncertainty in both the speed and direction
of the velocity (and even whether or not dark matter
from this stream passes through the Solar neighbour-
hood) therefore in the subsequent sub-sections we will
vary the stream velocity.
In Fig. 6 we plot S95, the value of the significance S
given a required power P = 0.95 (i.e. the value of signif-
icance obtainable by 95% of hypothetical experiments)
for the Kuiper and Median direction χ2 tests. We show
how this quantity varies with exposure time, stream dis-
persion, stream density, experimental background rate,
WIMP mass and escape speed. We also show the depen-
dence of the results on the energy window of the detector,
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FIG. 6. Significance obtainable by 95% of experiments, S95, as a function of exposure time, E , stream dispersion, σstr, stream
density fraction, ξ, background rate, Rbg, WIMP mass, mχ, and escape speed vesc, for the Median direction (solid lines) and
Kuiper (dashed lines) tests for the Sagittarius-like stream. The results are shown for energy windows of [5, 100] keV (green),
[5, 50] keV (red) and [20, 100] keV (blue). The horizontal dashed lines indicate the desired 0.9− 0.95 significance levels and the
vertical dotted lines in each plot indicate the parameter values used in neighbouring plots.
considering three examples, [5, 100] keV, [5, 50] keV and
[20, 100] keV. The benchmark experimental and halo pa-
rameter values that are fixed when the other parameters
are varied are indicated in the Figure by vertical lines.
The results are intuitive, with longer exposure times or
for streams which make up a larger fraction of the local
WIMP density, the signal is stronger and hence the tests
perform better. The number of stream WIMPs scales
linearly with exposure time and stream density fraction
hence the significance of the result scales as roughly the
square root of those quantities. To detect a Sagittarius-
like stream at 90 - 95% confidence in 95% of experiments,
one would need exposures between 10 - 20 kg yr for
stream densities around ξ ∼ 0.1.
Experiments with larger background rates perform
predictably poorly compared to those with fewer back-
grounds to contaminate the WIMP signal. Note that the
quoted value of Rbg is the rate observed in the energy
window [5, 100] keV and the value for the other ranges
has been scaled appropriately to account for the smaller
sensitivity window. The dispersion of the stream has no
effect on the performance of the test, because, for dis-
persions of at most tens of km s−1, the WIMPs scatter
into the same angular area independent of the dispersion.
The significance achieved decreases weakly as the escape
speed is increased. This is because increasing the escape
speed doesn’t affect the recoils from stream WIMPs, but
slightly increases the number of recoils from the smooth
halo.
The tests perform more or less equally well, however
there is a notable difference between the performance of
the tests when the threshold energy is 20 keV. The lowest
energy recoils are those which scatter through the largest
angles. Removing the low energy recoils from the sig-
nal by increasing the threshold energy thus removes the
stream WIMPs scattering furthest from the peak stream
direction. As can be seen in Fig. 6, the performance of
the Median direction test is weakened compared to the
10
Kuiper test under the removal of these low energy recoils.
The performance of the tests also depends on the mass
of the WIMP, due mainly to the variation in the to-
tal WIMP scattering rate. As shown in Fig. 3, typi-
cally higher mass WIMPs yield fewer events (assuming
fixed exposure and local density ρ0) and hence the sig-
nificance achieved by the tests decreases with increasing
WIMP mass. However for light WIMPs the majority
of the recoils from stream WIMPs are below threshold
and the significance achieved decreases. This occurs for
mχ . 50 (20) GeV for a 20 (5) keV energy threshold. As
we will see in Fig. 11 in Sec. IV, the number of recoils
from streamWIMPs also depends on the stream velocity.
2. Stream velocity
It is possible that a DM stream without a stellar
component could pass through the Solar neighbourhood.
Given this, and also the uncertainties in the velocity of
the Sagittatius stream, we now examine how the test
statistics perform when the stream velocity is varied.
As mentioned previously, the stream velocity can be de-
scribed by two parameters, the speed of the stream, vstr,
and the angle between the lab and stream velocities, ∆θ,
defined in Eq. (22).
Figure 7 shows how the significance varies with the
stream direction and speed, and also the energy window
of the detector. The tests do not perform equally for all
stream directions. In particular the tests return a low sig-
nificance when the stream is anti-aligned with the Solar
velocity, as in this case the null hypotheses of rotational
symmetry and inverse-Solar median direction are in fact
correct. The number of events from streamWIMPs plays
an important role in determining the significance which
can be achieved, and for streams with small ∆θ this num-
ber is very low and for low streams speeds or high thresh-
old energies it can even be zero. The symmetry in the
plots is due to this dependence on both the sample size
and the positioning of the stream recoils with respect to
the smooth halo recoils. For the fastest streams, increas-
ing the threshold energy results in a higher significance,
this is essentially a background rejection effect; it pref-
erentially removes low energy smooth halo recoils and
the stream is more prominent, even with fewer overall
events. The drop-off at large ∆θ for the [5, 50] keV win-
dow is due to the stream being boosted so that a portion
of the recoils fall above the energy window. This is the
reverse effect to that at low values of ∆θ in the [20, 100]
keV window, in this case the stream recoils lie below the
threshold energy.
The Kuiper and Median direction tests studied in this
section only use the direction of the recoils and not their
energies. As has been shown in Ref. [11], use of the full
energy and direction data allows better constraints to
be placed on the WIMP speed distribution. It may be
possible to improve the tests we have studied by incorpo-
rating the energy dependence of the signal by performing
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for the Kuiper test are shown by the dashed lines and the
Median direction χ2 test by the solid lines. The three panels
are for energy windows [5, 100] keV, [5, 50] keV and [20, 100]
keV, from top to bottom. The star denotes the speed and
direction of the Sagittarius stream.
the test successively on energy ordered recoils or by bin-
ning the recoils in energy. In the case where there is
no stream present the hypotheses of rotational symme-
try and inverse-Solar median direction are satisfied for all
energies. However with a stream in the signal there will
be a range of energies where the hypothesis is false. The
degree to which the test is failed will initially increase
with energy and then above a certain value, determined
by the stream speed, the test would return a value closer
to the null case. Accounting for this effect in the test
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statistic would decrease the overlap between the null and
alternative distributions and hence increase the signifi-
cance of a particular result. However it is likely to be a
small effect, in Fig. 2 one can see that the energy depen-
dent effect of a stream is quite small and highly depen-
dent on mass. Furthermore splitting the recoils in energy
would result in a smaller number of events, and hence a
loss of information, for each individual evaluation of the
test statistic. Therefore it is likely that such a modified
energy dependent non-parametric test would perform no
better than the standard direction-only non-parametric
tests we have studied, given the low numbers of recoils
expected.
IV. LIKELIHOOD ANALYSIS
A. Likelihood function
We now turn our attention towards statistical tests
capable of placing constraints on the properties of sub-
structure present in the local dark matter velocity dis-
tribution as well as distinguishing between the halo and
halo+stream models. For placing constraints on the pa-
rameters of the model we use Bayesian inference, whereas
the test that is most appropriate for model comparison
is a profile likelihood ratio test, as it uses the assump-
tion that the null hypothesis is obtained by applying a
constraint to the alternative hypothesis. The likelihood
ratio test has the added advantage of being able to conve-
niently account for astrophysical uncertainties by treat-
ing them as nuisance parameters [54].
The model we describe has 11 free parameters,
θ = {mχ, σp, ρ0, σv, vesc, σstr, vstr,1, vstr,2, vstr,3, ξ, Rbg},
where we split the velocity of the stream into its three
Galactic co-ordinate components. For simplicity we will
again assume the smooth component of the halo has a
MB distribution, but in principle the approach could be
used with other velocity distributions e.g. the form of
Mao et al. [23].
We define the likelihood function as the product of the
probabilities for obtaining recoils with energies and di-
rections (Ei, qˆi) (i = 1, ..., No) multiplied by a Poisson
factor accounting for the probability of obtaining No ob-
served events given an expected number Ne(θ):
L(θ) = Ne(θ)
No
No!
e−Ne(θ)
×
No∏
i=1
[
λPwimp(Ei, qˆi; θ) + (1 − λ)Pbg
]
, (36)
The expected number of events is a function of the pa-
rameters θ and is equal to the sum of the expected num-
ber of WIMP and background events, Nwimpe and N
bg
e
respectively,
Ne(θ) = N
wimp
e +N
bg
e , (37)
= E
[∫ Emax
Eth
∫
Ωq
d2R
dEdΩq
∣∣∣∣
θ
dΩq dE +Rbg
]
.(38)
The probabilities Pwimp and Pbg are the probabilities for
an event to occur at (Ei, qˆi) in the signal and background
(no WIMP) cases respectively, i.e.
Pwimp(Ei, qˆi; θ) =
1
R
d2R
dEdΩq
∣∣∣∣
Ei,qˆi;θ
, (39)
and, assuming a flat background energy spectrum,
Pbg =
1
4pi(Emax − Eth) , (40)
and λ is the signal fraction,
λ =
R
R+Rbg
. (41)
It will be difficult to constrain the escape speed, vesc, as
it only affects the 19F recoil spectrum at energies beyond
the maximum energies we are considering. This can be
overcome, as in Ref. [54], by treating vesc as a nuisance
parameter and accounting for its uncertainty by hand by
including an additional multiplicative term to the likeli-
hood in the form of a Gaussian with mean and standard
deviation of vesc = 533 ± 54 km s−1 [45, 55].
The WIMP density, ρ0, and cross section, σp, are also
difficult to constrain as they only appear in the amplitude
of the recoil spectrum and hence only affect the number
of events seen for a given exposure. Even for the quite
large stream densities that we are considering here the
difference between the number of events in the stream
case and in the null case is small. Moreover, the two pa-
rameters are degenerate with one another meaning there
is no single set of values for ρ0 and σp that maximise the
likelihood function. Therefore we also employ a Gaussian
contribution to the likelihood function for ρ0 with mean
and standard deviation ρ0 = 0.3 ± 0.1 GeV cm−3 [56].
B. Parameter reconstruction
Whilst the questions that we are trying to address are
frequentist in nature, there is much to be gained from
parameter estimation by Bayesian inference. We can
test this approach by reconstructing the input param-
eters used to generate a set of mock data, again initially
studying the example case of a Sagittarius-like stream
and a mχ = 50GeV WIMP, using the same benchmark
parameters and experimental configuration as in Sec. III.
We sample the likelihood using the nested sampling
software MultiNest [57, 58] using 5000 live points, an
evidence tolerance factor of 0.05 and sampling efficiency
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of 0.3. The posterior distribution is the probability dis-
tribution of the parameters θ given a data set d and is
defined by Bayes’ theorem,
p(θ|d) = pi(θ)L(d|θ)
E(d)
, (42)
where L is the likelihood function, i.e. the probability of
the data given parameters θ, pi(θ) is the prior distribu-
tion for the parameters and E(d) is the evidence (practi-
cally, the normalisation factor for the posterior distribu-
tion). For each parameter we use a flat prior with ranges
indicated by the axes of Fig. 8. We define minimum cred-
ible regions which give contours of the parameter space
encompassing 95% or 68% of the posterior distribution
and indicate how well the parameters are reconstructed
from the data. Figure 8 shows the marginalised 1 and
2-dimensional posterior probability distributions of the
parameters. The marginalised probability distributions
are calculated by integrating the distribution over the re-
maining parameters, e.g. for parameters θ = {θ1, ..., θn},
p(θ1, θ2|d) =
∫
p(θ|d)
n∏
i=3
dθi . (43)
While the stream parameters are recovered well, the
largest uncertainties are present in the halo and WIMP
parameters, in particular mχ. The effect of the Gaussian
parametrisation of vesc and ρ0 is apparent and equivalent
to using a Gaussian prior. There is a still some correla-
tion in the ρ0 − σp plane but the degeneracy is broken.
The halo parameters are reconstructed less accurately
when the bare likelihood function is used, however the
Gaussian parameterisation is representative of the astro-
physical uncertainties.
Our conclusions are not sensitive to the form assumed
for the background energy spectrum. In Appendix A
we show that the the maximum likelihood estimators for
the stream parameters for a Sagittarius-like stream with
an exponential background are almost identical to those
with a flat background.
We have shown that good constraints can be placed
on the parameters describing a stream, if the correct
model is used in constructing the likelihood function for
the data. Importantly, we note that the exposure times
needed to make these constraints ∼ 10 kg yr are signifi-
cantly shorter than are needed when the non-parametric
directional tests are used. Our results agree with a simi-
lar work by Lee and Peter [11]. They likewise found that
the constraints improved with the use of the full energy
and direction information, however they used a different
parameterisation, subsuming the degenerate local density
and cross section into a single parameter, fixing the total
number of WIMP and background events and normalis-
ing out the amplitude of the signal. Here, in order to
achieve independence under changing halo, WIMP and
experimental parameters, we quote exposure time and
not total number of events and must parameterise the
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FIG. 9. Distributions of the profile likelihood ratio test statis-
tic, f(D), under the null hypothesis of zero stream density,
ξ = 0 (top) and the distribution of the significance in units
of σ, f(
√
D), under the alternative hypothesis with ξ = 0.1
(bottom) generated from 105 Monte Carlo experiments. The
black curve in the top panel shows a fitted χ21 distribution,
demonstrating that Wilk’s theorem holds. The distributions
were generated from the input parameters in Tab. I with an
exposure of 10 kg yr and energy window of [5, 100] keV.
likelihood function with local density and cross section
and also use the background rate Rbg as an input pa-
rameter.
C. Likelihood ratio
We now turn our attention towards the profile likeli-
hood ratio test, a frequentist test that we will use to as-
sess the detectability of streams with different velocities
in a parametric way. Model comparison is performed by
considering two hypotheses, a null hypothesis, H0, that
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result for the Sagittarius stream.
the WIMP distribution is described by a MB distribu-
tion alone with no stream component and an alternative
hypothesis, Hξ, where the density of the stream is non-
zero. The profile likelihood ratio test utilises the fact
that the model best describing the null hypothesis is con-
tained within the model best describing the alternative
hypothesis. We use this test as it is computationally eas-
ier than performing Bayesian inference over a range of
input velocities. The likelihood ratio between the null
and alternative hypotheses is
Λ =
L(ˆˆθ, ξ = 0)
L(θˆ) , (44)
where θˆ are the maximum likelihood estimators in the
alternative model, and
ˆˆ
θ are the maximum likelihood
estimators evaluated when the stream density fraction is
fixed at zero, ξ = 0. The likelihood ratio test statistic is
then defined as
D =
{ −2 lnΛ 0 ≤ ξˆ ≤ 1 ,
0 ξˆ < 0, ξˆ > 1 .
(45)
Next we require an expression for the statistical signif-
icance of a particular measured test statistic value. This
requires knowledge of how the profile likelihood ratio test
statistic D is distributed in the case that the null hypoth-
esis is true, i.e. if the observed value is Dobs:
S =
∫ Dobs
0
f(D|H0) dD . (46)
It is known however from Wilk’s theorem [59] that the
distribution of the profile likelihood ratio test statistic
in the case that the null hypothesis is true asymptotes
towards a χ21 distribution. Hence the discovery signifi-
cance is defined as S = erf
(√
Dobs/2
)
. However as we
will be quoting quite high values of significance it is sim-
pler to write them in units of standard deviation, σ, i.e.
S =
√Dobs. So a value of Dobs = 1 corresponds to a 1σ
result or a significance of 68%. The significance obtain-
able by 95% of mock experiments, S95, is then found by
solving the equation,∫ S95
0
f(
√
D)d
√
D = 0.95 . (47)
In Fig. 9 we show the distributions of D from 105 mock
experiments under the null and alternative hypotheses,
for the Sagittarius-like stream given in Tab. I. For a
non-zero stream density fraction the test statistic has a
Gaussian distribution which moves further from D = 0 as
the stream density is increased. Again, our conclusions
here are not sensitive to the form assumed for the back-
ground energy spectrum. In Appendix A we show that
the distribution of the likelihood ratio test statistic for a
Sagittarius-like stream with an exponential background
is almost identical to that with a flat background.
As in Sec. III we now study the performance of the test
over a range of stream velocities where we will again use
the stream speed, vstr, and the angle between the Solar
and stream velocities, ∆θ, to describe the stream velocity.
In Fig. 10 we plot the significance, in units of σ, obtain-
able by 95% of hypothetical experiments, S95, using the
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profile likelihood ratio test as a function of stream speed,
vstr, and direction given by ∆θ, for a 50 GeV WIMP and
the three energy windows considered previously. Figure
10, and also Fig. 11, was generated using exposure times
of 5 kg yr and the parameters not plotted were all taken
to have the benchmark values given in Tab. I. The test,
by virtue of being parametric, performs much better than
the non-parametric tests. For the example of the Sagit-
tarius stream, indicated in the Figures by a star, the tests
for the three energy windows detect the stream at 4− 5σ
in 95% of experiments. For the same exposure, the non-
parametric tests could only reach a value of S95 between
0.1 and 0.2.
The enhancement in performance is also due to the
use of the full energy and direction data whereas before
only the direction information was used. Furthermore
the tests achieve high significance over a wide range of
stream velocities, with the limiting factor being the num-
ber of WIMPs coming from the stream, N strwimp, as can be
seen by comparing the two Figures. For low values of ∆θ,
where the number of stream WIMPs drops to zero, the
significance can be seen to do likewise. There is simi-
larly a dependence on the energy window of the detector
which causes a reduction in the number of streamWIMPs
when the stream becomes boosted past the maximum of
the energy window. This can be seen clearly in the [5, 50]
keV case. For a stream speed of 500 km s−1, the signifi-
cance begins to decrease for ∆θ > 70◦ and drops by 1.6σ
up to ∆θ = 180◦. However the significance for faster
stream speeds is enhanced over what might be expected
simply from the dependence on N strwimp. This is due to
faster streams becoming more prominent because of the
exponential drop off with energy of the event rate for the
smooth halo.
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The number of events from WIMPs in the stream,
N strwimp, plays a key role in determining the detectabil-
ity of a stream. Therefore in Fig. 11 we show N strwimp as a
function of the stream speed and direction for the three
energy windows and mχ = 10, 50 and 100 GeV. As dis-
cussed earlier, provided the WIMP mass is large enough
that the stream recoils are above the energy threshold,
then increasing the WIMP mass decreases the number of
stream events. The energies of the stream recoils depend
on the stream velocity as well as the WIMP mass. In-
creasing the threshold energy to 20 keV or reducing the
maximum energy to 50 keV reduces the size of the region
of steam speed-angle parameter space within which the
number of stream events is large enough for the stream to
be detected. For a 10 GeV WIMP and a 20 keV thresh-
old a stream will only be detectable if it has a high speed
and a large angle relative to the lab velocity.
V. SUMMARY
Using both non-parametric directional tests and a pro-
file likelihood test, we have shown that there are rea-
sonable prospects for the detection of a moderately high
density tidal stream by a future directional detector. We
have looked at the concrete example of a Sagittarius-like
stream and also explored the dependence on the parame-
ters of the stream, namely its speed, direction, dispersion
and density.
Using non-parametric directional statistics the detec-
tion of a Sagittarius-like stream would need a total of
around 900 events, but using Bayesian parameter estima-
tion good constraints can be placed on the stream param-
eters with around 300 events, independent of astrophys-
ical uncertainties. For WIMP-nucleon spin-dependent
cross sections just below the current exclusion limits [50]
this corresponds to around 10 kg yr exposure, which is
within the scope of future directional detectors [15].
We have shown that the detectability of a stream is
highly dependent on its speed and position in relation
to the lab velocity. Faster streams that are oriented at
90◦ with respect to the lab velocity are most easily de-
tected when using directional statistics as the signal in
this case deviates furthest from the smooth halo signal.
Using a profile likelihood ratio test, there is weaker de-
pendence on the position of the stream as the likelihood
does not favour a particular directionality of the signal,
but there is naturally a dependence on the the num-
ber of WIMPs originating from the stream, which indi-
rectly leads to a dependence on stream direction. Faster
streams can be detected with higher significance, as they
cause more events and are also more prominent in the
energy spectrum, due to the exponential drop off with
energy of events from the smooth halo. A similar con-
clusion is likely for parameter estimation as weaker con-
straints would be made on parameters of the stream with
fewer WIMPs from the stream. The estimation of halo
and WIMP parameters would also be dependent on the
stream velocity, if the stream is boosted out of the en-
ergy window of the detector there would be fewer events
overall which would weaken the relative constraints.
The advantage of using non-parametric tests is that
one need not assume a model to describe the data, sim-
ply that the data satisfy either a null or alternative hy-
pothesis. However non-parametric tests will always re-
turn a less significant result than parametric tests. The
likelihood analyses also make use of both the energy
and direction information of the recoils whereas the non-
parametric tests are direction only. The Kuiper and Me-
dian direction tests may be improved with the use of en-
ergy information however this would result in a greater
dependence on the WIMP mass and would be expected
to perform poorly with low numbers of recoils.
We have also investigated a number of experimental
considerations. Firstly, as might be expected, a larger
experimental background rate results in poorer perfor-
mance of the statistical tests, but the dependence on the
background rate flattens at very large values. A crucial
factor is the energy window of the detector, where for the
detection of streams the window must cover the range of
recoil energies from stream WIMPs. This is dependent
on both the speed of the stream and its direction in re-
lation to the lab velocity as we have demonstrated.
The statistical methods we have studied here may all
be applied in a practical setting on real data, however
there remain some experimental issues that may affect
the detectability of streams. The mock detector we have
considered here has perfect angular resolution. In prac-
tice a finite angular resolution of around 10◦ is thought
to be achievable for future detectors [19]. This will have
some impact on the power of an experiment to detect
fine substructure, however the results here are likely to
remain valid if finite angular resolution is taken into ac-
count either through a binned analysis or by adding in
an uncertainty in the recoil data. Another experimental
concern is that of sense recognition (i.e. distinguishing
between qˆ and −qˆ) which remains an issue for some cur-
rent directional detectors. A lack of sense recognition
has been shown to increase the number of events needed
to reject an isotropic non-WIMP background in the ini-
tial detection phase [60] and is likely to be problematic
for the detection of substructure and new tools may be
needed to reconstruct the velocity distribution if it is still
an issue in the future.
To conclude, we have shown that if a moderately high
density WIMP stream is present in the Solar neighbour-
hood then there are good prospects for its detection using
directional dark matter detectors.
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APPENDIX A: BACKGROUND MODEL
DEPENDENCE
In this Appendix we studying the effects of assuming
an exponential, rather than flat, background energy spec-
trum on the stream parameter estimation in Sec. IVB.
The “worst possible” energy dependence would be an ex-
ponential with a characteristic scale that is similar to that
of the WIMP signal i.e.
d2R
dEdΩq
=
Rbg
4piEbg
e−E/Ebg
e−5 keV/Ebg − e−100 keV/Ebg , (48)
where Rbg is defined as the rate observed in an experi-
ment with a window of [5, 100] keV and Ebg = 17.5 keV
for a background which mimics the energy dependence of
a 50GeV WIMP. The previous 11-dimensional parame-
ter space is expanded to 12-dimensions with the addition
of Ebg.
In Fig. 12 we plot the distribution of the likelihood ra-
tio test statistic and the maximum likelihood estimators
for the stream parameters of a Sagittarius-like stream
for both flat and exponential backgrounds. It can be
seen that the the distribution of the test statistic and
the accuracy with which the parameters are recovered
are nearly identical for the two background models.
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