Quantum cryptographic systems have been commercially available, with a striking advantage over classical systems that their security and ability to detect the presence of eavesdropping are provable based on the principles of quantum mechanics. On the other hand, quantum protocol designers may commit more faults than classical protocol designers since human intuition is poorly adapted to the quantum world. To offer formal techniques for modeling and verification of quantum protocols, several quantum extensions of process algebra have been proposed. An important issue in quantum process algebra is to discover a quantum generalization of bisimulation preserved by various process constructs, in particular, parallel composition, where one of the major differences between classical and quantum systems, namely quantum entanglement, is present. Quite a few versions of bisimulation have been defined for quantum processes in the literature, but in the best case they are only proved to be preserved by parallel composition of purely quantum processes where no classical communication is involved.
INTRODUCTION
Quantum computing offers the potential of considerable speedup over classical computing for some important problems such as prime factoring [Shor 1994 ] and unsorted database search [Grover 1997 ]. However, functional quantum computers which can harness this potential in dealing with practical applications are extremely difficult to implement. On the other hand, quantum cryptography, of which the security and ability to detect the presence of eavesdropping are provable based on the principles of quantum mechanics, has been developed so rapidly that quantum cryptographic systems are already commercially available by a number of companies such as Id Quantique, Cerberis, MagiQ Technologies, SmartQuantum, and NEC.
As is well known, it is very difficult to guarantee the correctness of classical communication protocols at the design stage, and some simple protocols were finally found to have fundamental flaws. Since human intuition is poorly adapted to the quantum world, quantum protocol designers may commit more faults than classical protocol designers, especially when more and more complicated quantum protocols can be implemented by future physical technology. With the purpose of cloning the success classical process algebras achieved in analyzing and verifying classical communication protocols and even distributed computing, various quantum process algebras have been proposed independently by several research groups. Jorrand and Lalire [2004] defined a language QPAlg (Quantum Process Algebra) by extending a classical CCS-like process algebra. A branching bisimulation which identifies quantum processes associated with graphs having the same branching structure was also presented [Lalire 2006 ]. The bisimulation is, however, not congruent: it is not preserved by parallel composition. Gay and Nagarajan [2005] defined a language CQP (Communicating Quantum Processes), which combines the communication primitives of pi-calculus [Milner et al. 1992] with primitives for unitary transformations and measurements. One distinctive feature of CQP is a type system which guarantees the physical realizability of quantum processes. However, no notion of equivalence between processes was presented.
Authors of the current article proposed a model named qCCS [Feng et al. 2007 ] for quantum communicating systems by adding quantum input/output and quantum operation/measurement primitives to classical value-passing CCS [Hennessy 1991; Hennessy and Ingólfsdóttir 1993] . The semantics of quantum input and output was carefully designed to describe the communication of quantum systems which have been entangled with other systems. A bisimulation was defined for finite processes, and a simplified version of congruence property was proved, in which parallel composition is only permitted when the participating processes are free of quantum input, or free of quantum operations and measurements. In Ying et al. [2009] the same authors studied a purely quantum version of qCCS where no classical data is explicitly involved, aiming at providing a suitable framework to observe the interaction of computation and communication in quantum systems. A strong bisimulation was defined for this purely quantum qCCS and shown to be fully preserved by parallel composition. However, it is worth noting that the bisimulation proposed in Ying et al. [2009] cannot be directly extended to general qCCS where classical data as well as probabilistic behaviors are included.
In this article, we combine the two models proposed in Feng et al. [2007] and Ying et al. [2009] together to involve both classical data and quantum data. This proposing a weak bisimulation, and an equivalence relation based on the weak bisimularity is also defined and proved to be fully preserved by all process constructors of qCCS. The validity of examples in Section 3 is proved by using the notion of weak bisimilarity defined in this section. We outline the main results in Section 7 and point out some problems for further study. In particular, we discuss the difficulty of defining an approximate weak bisimulation for quantum processes.
PRELIMINARIES
For convenience of the reader, we briefly recall some basic notions from linear algebra and quantum theory which are needed in this article. For more details, we refer to Nielsen and Chuang [2000] .
Basic Linear Algebra
An inner product space H is a vector space equipped with an inner product function
(1) ψ|ψ ≥ 0 for any |ψ ∈ H, with equality if and only if |ψ = 0; (2) φ|ψ = ψ|φ * ; (3) φ| i c i |ψ i = i c i φ|ψ i , where C is the set of complex numbers, and for each c ∈ C, c * stands for the complex conjugate of c. Furthermore, if H is also a complete metric space with respect to the distance function induced by the inner product, then it is called a Hilbert space. For any vector |ψ ∈ H, its length |||ψ || is defined to be √ ψ|ψ , and it is said to be The trace of A ∈ L(H) is defined as tr(A) = i i|A|i for some given orthonormal basis {|i } of H. It is worth noting that trace function is actually independent of the orthonormal basis selected. It is also easy to check that trace function is linear and tr(A B) = tr(BA) for any operators A , B ∈ L(H).
Let H 1 and H 2 be two Hilbert spaces. Their tensor product H 1 ⊗ H 2 is defined as a vector space consisting of linear combinations of the vectors |ψ 1 ψ 2 = |ψ 1 |ψ 2 = |ψ 1 ⊗ |ψ 2 with |ψ 1 ∈ H 1 and |ψ 2 ∈ H 2 . Here the tensor product of two vectors is defined by a new vector such that
Then H 1 ⊗H 2 is also a Hilbert space where the inner product is defined as the following: for any |ψ 1 , |φ 1 ∈ H 1 and |ψ 2 , |φ 2 ∈ H 2 ,
where ·|· H i is the inner product of H i . For any A 1 ∈ L(H 1 ) and A 2 ∈ L(H 2 ), A 1 ⊗ A 2 is defined as a linear operator in L(H 1 ⊗ H 2 ) such that for each |ψ 1 ∈ H 1 and |ψ 2 ∈ H 2 ,
The partial trace of A ∈ L(H 1 ⊗ H 2 ) with respect to H 1 is defined as tr H 1 (A) = i i|A|i where {|i } is an orthonormal basis of H 1 . Similarly, we can define the partial trace of A with respect to H 2 . Partial trace functions are also independent of the orthonormal basis selected.
A linear operator E on L(H) is completely positive if it maps positive operators in L(H) to positive operators in L(H), and for any auxiliary Hilbert space H , the trivially extended operator I H ⊗ E also maps positive operators in L(H ⊗ H) to positive operators in L(H ⊗ H). Here I H is the identity operator on L(H ). The elegant and powerful Kraus representation theorem [Kraus 1983 ] of completely positive operators states that a linear operator E is completely positive if and only if there is some set of operators {E i } with appropriate dimension such that 
ρ is positive and tr(ρ) = 1}. The state space of a composite system (for example, a quantum system consisting of many qubits) is the tensor product of the state spaces of its components. For a mixed state ρ on H 1 ⊗ H 2 , partial traces of ρ have explicit physical meanings: the density operators tr H 1 ρ and tr H 2 ρ are exactly the reduced quantum states of ρ on the second and the first component system, respectively. Note that in general, the state of a composite system cannot be decomposed into tensor product of the reduced states on its component systems. A well-known example is the 2-qubit state
which appears repeatedly in our examples of this article. This kind of state is called entangled state. To see the strangeness of entanglement, suppose a measurement
is applied on the first qubit of | (see the following for the definition of quantum measurements). Then after the measurement, the second qubit will definitely collapse into state |0 or |1 depending on whether the outcome λ 0 or λ 1 is observed. In other words, the measurement on the first qubit changes the state of the second qubit in some way. This is an outstanding feature of quantum mechanics which has no counterpart in the classical world, and is the key to many quantum information processing tasks such as teleportation [Bennett et al. 1993] and superdense coding [Bennett and Wiesner 1992] .
The evolution of a closed quantum system is described by a unitary operator on its state space: if the states of the system at times t 1 and t 2 are ρ 1 and ρ 2 , respectively, then ρ 2 = Uρ 1 U † for some unitary operator U which depends only on t 1 and t 2 . In contrast, the general dynamics which can occur in a physical system is described by a tracepreserving super-operator on its state space. Note that the unitary transformation U(ρ) = UρU † is a trace-preserving super-operator. A quantum measurement is described by a collection {M m } of measurement operators, where the indices m refer to the measurement outcomes. It is required that the measurement operators satisfy the completeness equation m M In this section, we give the basic definitions of qCCS which is a combination of those proposed in Feng et al. [2007] and Ying et al. [2009] , involving classical data as well as quantum data, and all classical process constructors (especially the recursive definition) as well as quantum primitives. The reader is referred to Feng et al. [2007] and Ying et al. [2009] for further examples and explanations of the language.
Syntax
We assume three types of data in qCCS: Bool for booleans, real numbers Real for classical data, and qubits Qbt for quantum data. Let cVar, ranged over by x, y, . . . , be the set of classical variables, and qVar, ranged over by q, r, . . . , the set of quantum variables. It is assumed that cVar and qVar are both countably infinite. We assume a set Exp of classical data expressions over Real, which includes cVar as a subset and is ranged over by e, e , . . . , and a set of boolean-valued expressions BExp, ranged over by b , b , . . . , with the usual set of boolean operators true, false, ¬, ∧, ∨, and →. In particular, we let e 1 e be a boolean expression for any e, e ∈ Exp and 1∈ {>, <, ≥, ≤, =}. We further assume that only classical variables can occur free in both data expressions and boolean expressions. Let cChan be the set of classical channel names, ranged over by c, d, . . . , and qChan the set of quantum channel names, ranged over by c, d, . . . . Let Chan = cChan ∪ qChan. A relabeling function f is a one-to-one function from Chan to Chan such that f (cChan) ⊆ cChan and f (qChan) ⊆ qChan.
We often abbreviate the indexed set {q 1 , . . . , q n } to q when q 1 , . . . , q n are distinct quantum variables and the dimension n is understood. Sometimes we also use q to denote the string q 1 . . . q n . We assume a set of process constant schemes, ranged over by A , B, . . . . Assigned to each process constant scheme A there is a nonnegative integer ar(A). If q is a tuple of distinct quantum variables with | q| = ar(A), then A( q) is called a process constant.
Based on these notations, we now propose the syntax of qCCS as follows.
Definition 3.1 (Quantum Process). The set of quantum processes qProc and the free quantum variable function qv : qProc → 2 qVar are defined inductively by the following formation rules:
(1) nil ∈ qProc, and qv(nil) = ∅; (2) A( q) ∈ qProc, and qv(A( q)) = q; (3) τ.P ∈ qProc, and qv(τ.P) = qv(P); (4) c?x.P ∈ qProc, and qv(c?x.P) = qv(P); (5) c!e.P ∈ qProc, and qv(c!e.P) = qv(P); (6) c?q.P ∈ qProc, and qv(c?q.P) = qv(P) − {q}; (7) If q ∈ qv(P) then c!q.P ∈ qProc, and qv(c!q.P) = qv(P) ∪ {q}; (8) E [ q] .P ∈ qProc, and qv (E[ q] .P) = qv(P) ∪ q; (9) M [ q; x] .P ∈ qProc, and qv (M[ q; x] .P) = qv(P) ∪ q; (10) P + Q ∈ qProc, and qv(P + Q) = qv(P) ∪ qv(Q); (11) If qv(P) ∩ qv(Q) = ∅ then P Q ∈ qProc, and qv(P Q) = qv(P) ∪ qv(Q); (12) P[ f ] ∈ qProc, and qv(P[ f ]) = qv(P); (13) P\L ∈ qProc, and qv(P\L) = qv(P); (14) if b then P ∈ qProc, and qv(if b then P) = qv(P), where P, Q ∈ qProc, c ∈ cChan, x ∈ cVar, c ∈ qChan, q ∈ qVar, q ⊆ qVar, e ∈ Exp, τ is the silent action, A( q) is a process constant, f is a relabeling function, L ⊆ Chan, b ∈ BExp, E and M are respectively a trace-preserving super-operator and a nondegenerate projective measurement applying on the Hilbert space associated with the systems q. Furthermore, for each process constant A( q), there is a defining equation
where P ∈ qProc with qv(P) ⊆ q. When q = ∅, we simply denote A( q) as A.
For the sake of simplicity, we only consider nondegenerate measurements in this article. This will not sacrifice the expressiveness of qCCS since as stated in Section 2, nondegenerate measurements can implement general quantum measurements with the help of unitary operators which, as special case of trace-preserving superoperators, can also be described in qCCS.
The notion of free classical variables in quantum processes can be defined in the usual way with a unique modification that the quantum measurement prefix M [ q; x] has binding power on x. A quantum process P is closed if it contains no free classical variables, that is, f v(P) = ∅.
Operational Semantics
To present the operational semantics of qCCS, some further notations are necessary. For each quantum variable q ∈ qVar, we assume a 2-dimensional Hilbert space H q to be the state space of the q-system. For any S ⊆ qVar, we denote
In particular, H = H qVar is the state space of the whole environment consisting of all the quantum variables. Note that H is a countably infinite dimensional Hilbert space.
Suppose P is a closed quantum process. A pair of the form P, ρ is called a configuration, where ρ ∈ D(H) is a density operator on H. The set of configurations is denoted by Con. We sometimes let C, D, . . . range over Con to ease notations. Let D(Con) be the set of finite-support probability distributions over Con; that is,
For any μ ∈ D(Con), we denote by supp(μ) the support set of μ, that is, the set of configurations C such that μ(C) > 0. When μ is a simple distribution such that supp(μ) = {C} for some C, we abuse the notation slightly to denote μ by C. Sometimes we find it convenient to denote a distribution μ by an explicit form μ = i∈I p i •C i (or μ = p i •C i when the index set I is understood) where
It is worth pointing out the difference between the two notations i∈I p i • C i and i∈I p i C i : the former is the explicit form of a distribution, so it is required that p i > 0 for each i ∈ I, and C i = C j for i = j; while the latter is the combined distribution of the simple distributions C i with the probability weights p i , so p i may be zero for some i ∈ I, and C i s are not necessarily distinct. Let μ = i∈I p i • P i , ρ i . We denote by qv(μ) the free variables of μ; that is, qv(μ) = i∈I qv(P i ). We write tr(μ) = i∈I p i tr(ρ i ), and
For each α ∈ Act, we define the bound quantum variables
The semantics of qCCS is given by the probabilistic labeled transition system (Con, Act, −→), where −→ ⊆ Con × Act × D(Con) is the smallest relation satisfying the rules defined in Figures 1 and 2 (for brevity, we write P, ρ α −→ μ instead of ( P, ρ , α, μ) ∈ −→. The symmetric forms for Rules Inp-Int, Oth-Int, and Sum are omitted).
The transition relation −→ can be lifted to
For any S ⊆ qVar we denote by S the complement set of S in qVar. The following lemmas can be easily observed from the inference rules defined previously.
PROOF. By induction on the inference rules. (1) tr(ρ) = tr(μ); (2) there exist a set of trace-preserving super-operators {E i : i ∈ I} and a set of projectors {E i : i ∈ I}, both acting on H qv (P) and i∈I E i = I, such that for any σ ∈ D(H),
where q
PROOF. By induction on the inference rules. The only case deserving an explanation is for (2) when the action is caused by a measurement prefix M [ q; x] . Since only nondegenerate projective measurements are considered in qCCS, we can suppose that M = i∈I λ i |ψ i ψ i | for some orthonormal basis {|ψ i } in the state space of q. Then from the inference rule Meas, we have
where σ = tr q (σ ). By letting E i be the trace-preserving super-operator which sets the quantum systems q to |ψ i , E i = |ψ i ψ i |, and P i = P{λ i /x}, the result follows.
Examples
To illustrate the expressiveness of qCCS, we give some examples.
Example 3.4. Superdense coding [Bennett and Wiesner 1992 ] is a quantum protocol using which two bits of classical information can be faithfully transmitted by sending only one qubit, provided that a maximally entangled state is shared a priori between sender and receiver. The protocol goes as follows. Let | = (|00 + |11 )/ √ 2 be the entangled state shared between the sender Alice and the receiver Bob. Alice applies a Pauli operator on her qubit of | according to which information among the four possibilities she wishes to transmit, and sends her qubit to Bob. With the two qubits in hand, Bob performs a perfect discrimination among the possible states (they are actually the four Bell states {σ i ⊗ I| : i = 0, 1, 2, 3} where σ i are defined in Section 2) and retrieves the information Alice has sent.
We now show how to describe the protocol of superdense coding with qCCS. Let M be a 2-qubit measurement such that M = 3 i=0 i|ĩ ĩ |, whereĩ is the binary expansion of i. Let CN be the controlled-not operator and H Hadamard operator. Then the quantum processes participated in superdense coding protocol can be defined as follows. 
Here Eq. (2) is calculated as follows.
Example 3.5. Quantum teleportation [Bennett et al. 1993 ] is one of the most important protocols in quantum information theory which can make use of a maximally entangled state shared between sender and receiver to teleport an unknown quantum state by sending only classical information. It serves as a key ingredient in many other communication protocols. The protocol goes as follows. Let | q 1 ,q 2 be the entanglement state shared between the sender Alice and the receiver Bob, with Alice holding q 1 and Bob holding q 2 . Let q be the quantum system whose state Alice wants to transmit to Bob. Alice first applies a quantum control-not operations on q and q 1 , with q the control qubit and q 1 the target, followed by a Hadamard operator H on q. She then measures q and q 1 according to the computational basis, and sends the measurement outcome to Bob. Upon receiving the classical bits from Alice, Bob applies a corresponding Pauli operator on his qubit q 2 to recover the original state of q. Let M, CN, H, and σ i , i = 0, . . . , 3 be as defined in Example 3.4. Then the quantum processes participated in teleportation protocol can be defined as follows.
Here Eq. (3) is calculated as follows. Notice that any ρ ∈ D H {q 1 ,q 2 } can be decomposed
Then it is easy to derive that
Example 3.6 (Encode Quantum Circuits with qCCS). Quantum circuits consist of two different types of gates: unitary gates and quantum measurements. We now show how to encode them using qCCS. To ease the notations, we allow quantum channels to input and output multiple qubits. We write the quantum channel c as c n if n qubits can be communicated through c simultaneously. In other words, the quantum capacity of c n is n qubits.
-Unitary gate. Suppose U is a unitary operator acting on n qubits. Then the unitary gate which implements U can be defined as a process constant U (U), qv(U (U)) = ∅, with the defining equation
We set ar(U (U)) = n. -Measurement gate. Suppose M is a quantum measurement acting on n qubits. Then the measurement gate which implements M can be defined as
We set ar(M(M)) = n.
For any ρ ∈ D(H), we have
The sequential composition of G 1 and G 2 can be defined as
where
If ar(G 1 ) = m and ar(G 2 ) = n, then the parallel composition of G 1 and G 2 is defined as
denotes the prefix of q with length m while r( q) the postfix of q with length n, and r 1 r 2 is the concatenation of r 1 and r 2 .
STRONG BISIMULATION BETWEEN QUANTUM PROCESSES
This section is devoted to a strong bisimulation between quantum processes. Firstly, we need a definition from Baier and Kwiatkowska [2000] which lifts a relation on Con to a relation on D(Con).
We write μRν if there exists a weight function for (μ, ν) with respect to R.
(1) μRν if and only if νR
The following lemma gives an equivalent characterization of the lifted relation on D(Con) directly from the original one on Con, without resorting to a weight function:
PROOF. This is simply a special case of Lemma 5.2 presented in Section 5.
With the notion of lifted relations, we can define strong bisimulation between configurations as follows.
Definition 4.4. A relation R ⊆ Con × Con is called a strong bisimulation if for any P, ρ , Q, σ ∈ Con, P, ρ R Q, σ implies that qv(P) = qv(Q), tr qv(P) (ρ) = tr qv(Q) (σ ), and:
(1) whenever P, ρ c?q Then the strong bisimilarity between configurations is the largest strong bisimulation, and strong bisimilarity between processes can be defined by comparing two processes in the same environment.
Definition 4.5.
(1) Two quantum configurations P, ρ and Q, σ are strongly bisimilar, denoted by P, ρ ∼ Q, σ , if there exists a strong bisimulation R such that P, ρ R Q, σ .
(2) Two quantum processes P and Q are strongly bisimilar, denoted by P ∼ Q, if for any quantum state ρ ∈ D(H) and any indexed set v of classical values,
Here x is the set of free classical variables contained in P and Q.
Some design decisions made in Definition 4.4 deserve justification and explanation.
-Recall that in the definition of bisimulations proposed in Feng et al. [2007] , a clause
is presented to guarantee that the quantum operations applied by P and Q, which give rise only to invisible actions, have the same effect. That definition, however, does not fit well with recursive definitions since recursively defined processes will generally never reach a terminating process. In Definition 4.4, we solve this problem by requiring instead that
Obviously, when P, ρ −→ and Q, σ −→, and P and Q do not hold any quantum variables, Eqs. (4) and (5) are equivalent. However, Eq. (5) can deal with processes which have infinite behaviors. For example, let
where Set 0 is the trace-preserving super-operator which sets the target qubit to |0 , and M 0,1 is the 1-qubit measurement according to the computational basis; that is, M 0,1 = λ 0 |0 0| + λ 1 |1 1|. Intuitively, B can be regarded as an implementation of A, specifying how to set the input qubit to |0 . We now show A ∼ B indeed holds under our definition of strong bisimulation. Let
if and only if there exist q ∈ qVar and ρ ∈ D(H) such that P, σ and Q, η are simultaneously included in Con ρ or Con q,ρ . It is not difficult to prove that R is a strong bisimulation. Thus A ∼ B. -Furthermore, by replacing Eq. (4) with Eq. (5), the derived bisimilarity will be preserved by restriction. Take the example in Feng et al. [2007] . Let U 1 , U 2 , V 1 , and V 2 be unitary operators such that
Then P and Q are strongly bisimilar but P\{c} and Q\{c} are not if Eq. (4) is required in the definition. However, in our Definition 4.4, P\{c} and Q\{c} are also strongly bisimilar since in Eq. (5) we only need to consider the reduced states on the systems qv(P) = qv(Q). The "unfinished" quantum operations, which are blocked by the restriction, are not taken into account when comparing the accompanying quantum states. -Another question one may ask is that why we require qv(P) = qv(Q) in the definition, which excludes the pair
.nil and Q = τ.nil to be strongly bisimilar. The reason is, although P and Q have the same effect (they both do nothing at all) on the environment, they are indeed different under parallel composition. For example, if q ∈ qv(R), then the process Q R is valid while P R is not. -In clause (1), we require P , E(ρ) R Q , E(σ ) for any trace-preserving superoperator E acting on H qv(P )−{q} . The reason for this rather strange requirement is as follows. To check whether two configurations are bisimilar, we have to feed them with all possible inputs. In classical process algebra, this is realized by requiring that the input value is arbitrarily chosen. In quantum process algebra, however, since the state of all environmental systems is fixed for a given configuration, only requiring the arbitrariness of the input system is not sufficient. Note that the state preparation operation and the swap operation are both special trace-preserving super-operators. Our definition actually allows the possibility of inputing an arbitrary system which lies in an arbitrary state. Furthermore, this requirement is also essential in proving the congruence property of the derived bisimilarity (see Theorems 4.8 and 6.16 that follow shortly).
The following properties can be directly derived from the definitions and Lemma 4.3.
THEOREM 4.6. ∼ is a strong bisimulation on Con, and it is an equivalence relation.
THEOREM 4.7. For any configurations P, ρ and Q, σ , P, ρ ∼ Q, σ if and only if qv(P) = qv(Q), tr qv(P) (ρ) = tr qv(Q) (σ ), and:
(1) whenever P, ρ c?q (1) 
and (2).
The strong bisimilarity for configurations is preserved by all static constructors and the summation. THEOREM 4.8. If P, ρ ∼ Q, σ then:
PROOF. Items (1) and (3)-(5) are easy from Theorem 4.7. Item (2) is simpler than Theorem 6.16 (1) in Section 6, thus we omit the proof here.
The strong configuration bisimilarity is not preserved, however, by dynamic constructors such as prefix. A counterexample is as follows. Let P = M 0,1 [q; x] .nil where
is the 1-qubit measurement according to the computational basis, Q = I [q] .nil, and
where H is the Hadamard operator.
Nevertheless, similar to classical value-passing CCS, strong bisimilarity for quantum processes is preserved by all the combinators of qCCS. THEOREM 4.9. If P ∼ Q then:
PROOF. Item (1) is easy to check. The rest is direct from Theorem 4.8.
The monoid laws and the static laws in classical CCS can also be generalized to qCCS. THEOREM 4.10. For any P, Q, R ∈ qProc, K, L ⊆ Chan, any relabeling functions f and f , and any action prefix a, we have:
where cn(P) is the set of free channel names used in P; (13) (P\K)\L
∼ P\(K ∪ L); (14) (P Q)\L ∼ P\L Q\L, if cn(P) ∩ cn(Q) ∩ L = ∅; (15) P[ f ]\L ∼ P\ f −1 (L)[ f ]; (16) P[Id] ∼ P
where Id is the identity relabeling function; (17) P[ f ] ∼ P[ f ] if the restrictions of f and f on cn(P) coincide
PROOF. Similar to Propositions 4.7 and 4.8 in Milner [1989] .
We now establish the expansion law for quantum processes. In the following theorem, we simply write P PROOF. Similar to Proposition 4.9 in Milner [1989] . We put the restriction on the number of summands here for the following reason: in general Q\L ∼ nil even if all the free channel names used in Q are included in L, since qv(nil) = ∅ while qv(Q\L) = qv(Q) is normally not empty.
Then:
We now turn to examine the properties of strong bisimilarity under recursive definitions. To this end, we assume a set of process variable schemes, ranged over by X , Y, . . . . Assigned to each process variable scheme X there is a nonnegative integer ar(X ). If q is an indexed set of distinct quantum variables with | q| = ar(X ), then X ( q) is called a process variable.
Process expressions may be defined by adding the following clause into Definition 3.1 (and replacing the word "process" by the phrase "process expression" and "qProc" by "qExp"):
(15) X ( q) ∈ qExp, and qv(X ( q)) = q, where X ( q) is a process variable. We use metavariables E, F, . . . to range over process expressions. Suppose that E is a process expression, and {X i ( q i ) : i ∈ I} is a family of process variables. If {P i : i ∈ I} is a family of processes such that qv(P i ) ⊆ q i for all i, then we write
for the process obtained by replacing simultaneously X i ( q i ) in E with P i for all i ∈ I. Definition 4.12. Let E and F be process expressions containing at most process variables {X i ( q i ) : i ∈ I}. Then E and F are strongly bisimilar, denoted by E ∼ F, if for all family {P i : i ∈ I} of quantum processes with qv(P i ) ⊆ q i , we have
For simplicity, sometimes we denote E{P i / X i ( q i ) : i ∈ I} as E{ P/ X } or even E( P) when it does not cause any confusion. The next theorem shows that ∼ is also preserved by recursive definitions. 
PROOF. (1) is obvious, and (2) is similar to Proposition 4.12 in Milner [1989] .
Finally, the uniqueness of solutions of equations can be proved for process expressions in qCCS.
Definition 4.14. Given a process variable X ( q) and a process expression E, we say X ( q) is weakly guarded in E if each occurrence of X ( q) is within some subexpression a.F of E where a is a prefix.
We also say that E is weakly guarded if each process variable is weakly guarded in E. 
PROOF. Similar to Proposition 4.14 in Milner [1989] .
APPROXIMATE STRONG BISIMULATION
In the previous section, only exact strong bisimulation is presented where two quantum processes are either bisimilar or nonbisimilar. Obviously, such a bisimulation cannot capture the idea that a quantum process approximately implements its specification. To measure the behavioral distance between processes, the notion of approximate bisimulation and the bisimulation distance for classical processes were introduced by various authors [Deng et al. 2006; Desharnais et al. 2004; Ying 2001 Ying , 2002 . Note that approximation, or imprecision, is especially essential for quantum process algebra since quantum operations constitute a continuum and exact bisimulation is not always practically suitable for their physical implementation. To provide techniques and tools for approximate reasoning, a quantified version of strong bisimulation, which defines for each pair of quantum processes a bisimulation-based distance characterizing the extent to which they are strongly bisimilar, has already been proposed for purely quantum processes in Ying et al. [2009] . In this section, we introduce an approximate variant of strong bisimulation presented in Section 4. To this end, we first present the approximate notion of weight functions defined in Definition 4.1. (1) For any C ∈ supp(μ) and D ∈ supp(ν),
We write μR λ ν if there exists a λ-weight function for (μ, ν) with respect to R. PROOF. Let μR λ ν, and δ is a λ-weight function for (μ, ν) with respect to R. For any
We can further write
where That proves the necessity part. Conversely, suppose μ = i∈I p i C i and ν = i∈I p i D i where i∈I {| p i :
Similarly, we have C∈supp(μ) δ(C, D) ≤ ν(D). Finally, we calculate that
C∈supp(μ) D∈supp(ν) δ(C, D) = C∈supp(μ) {| p i : i ∈ I C , and C i RD i |} = {| p i : C i RD i |} ≥ 1 − λ.
Thus δ is a λ-weight function for (μ, ν) with respect to R, and then μRν.
The following lemma is an approximation correspondence of Lemma 4.2. PROOF. (1) and (2) are direct from Definition 5.1 or Lemma 5.2. For (3), let δ be a λ-weight function for (μ, ν) with respect to R, and δ a λ -weight function for (ν, ω) with respect to R . We construct : supp(μ) × supp(ω) → [0, 1] such that for any C ∈ supp(μ) and K ∈ supp(ω),
It is easy to check that K∈supp(ω) (C, K) ≤ μ(C) and C∈supp(μ) (C, K) ≤ ω(K). Futheremore, when (C, K) > 0, then there exists D ∈ supp(ν) such that both δ(C, D) > 0 and δ (D, K) > 0. Thus CRD and DR K, and so C(R • R )K. Finally, we calculate
, and the last inequality is calculated by
Thus is indeed a λ + λ -weighted function for (μ, ω) with respect to R • R .
With these notions, we can define the approximate strong bisimulation between configurations as follows. and the symmetric conditions of (1) and (2).
Definition 5.4. A relation R ⊆ Con× Con is called a λ-strong bisimulation if for any
Note that by Lemma 5.2, the R λ in clause (1) of Definition 5.4 can actually be replaced by R. Obviously, when λ = 0, the preceding definition exactly coincides with the strong bisimulation defined in Definition 4.4.
The approximate strong bisimilarity between configurations and approximate strong bisimilarity between processes can be defined in a straightforward way.
Definition 5.5.
(1) Two quantum configurations P, ρ and Q, σ are λ-strongly bisimilar, denoted by
(2) Two quantum processes P and Q are λ-strongly bisimilar, denoted by P 
The following lemmas are useful in proving the latter properties of approximate strong bisimilarity.
LEMMA 5.6. For any configurations P, ρ and Q, σ , P, ρ λ ∼ Q, σ if and only if qv(P) = qv(Q), d[tr qv(P) (ρ), tr qv(Q) (σ )] ≤ λ, and:
(1) whenever P, ρ and the symmetric conditions of (1) and (2).
PROOF. Easy from the definitions and Lemma 5.3(1).
LEMMA 5.7.
PROOF. (1) can be deduced easily from Lemma 5.3(3). Then (2) follows from (1), and (3) from (2) directly. Finally, (4) is obvious by definition.
The following theorem states that the infimum in Definition 5.5 (3) of strong bisimulation distance can be replaced by minimum; that is, the infimum is achievable.
PROOF. Suppose λ = D sb (P, Q) < ∞. We need only to prove that 
Since by the semantics of qCCS, all configurations are image-finite; that is, the set
is finite, there exists a Q , σ ∈ K and a decreasing subsequence {λ n i } of {λ i } such that for any trace-preserving super-operator E acting on H qv(P )−{q} and for any i ≥ 1, P , E(ρ) Symmetric results can be shown when Q, σ performs an action. Thus R is a λ-strong bisimulation, from which we derive easily that P λ ∼ Q.
A direct consequence of the previous theorem is that the strong bisimulation distance between two quantum processes vanishes if and only they are strongly bisimilar. Similar to strong bisimilarity, the approximation strong bisimilarity is also congruent with respect to various process constructors of qCCS. 
We now show that all the process constructors of qCCS are nonexpansive according to the pseudometric D sb . To this end, we need a lemma.
PROOF. We need only to show the following relation
otherwise.
Then for any C ∈ supp(μ) and D ∈ supp(ν), 
where the last inequality is from the following argument. Note that
Theorem 2.1. Now we have shown that δ is a λ-weight function for (μ, ν) with respect to R. Then μR λ ν by definition. -if P, ρ α −→ μ where α is not a quantum input and the transition is not caused by a measurement, then μ = P , E(ρ) for some P and some trace-preserving superoperator E. Then we have P, σ α
−→ P , E(σ ) , and P , E(ρ) R P , E(σ ) .
Symmetric results can be shown when P, σ performs an action. Thus R is a λ-strong bisimulation.
THEOREM 5.12.
(
1) The strong bisimulation distance D sb is a pseudometric on qProc; (2) For any processes P and Q, we have:
PROOF. (1) We need only to prove that D sb satisfies the triangle inequality
∼ R by definition.
Then P λ 1 +λ 2 ∼ R from Lemma 5.7(3). So D sb (P, R) ≤ λ 1 + λ 2 , and the result holds from the arbitrariness of λ 1 and λ 2 .
(2a) The case when
We first derive qv( Note that in classical process algebra, a notion of approximate bisimulation has been proposed for deterministic processes from which any action causes at most one probabilistic transition [Giacalone et al. 1990 ]. This approximate bisimulation, however, does not yield a pseudometric for general probabilistic processes, as shown by van Breugel [2010] . The problem is, Giacalone et al.'s bisimulation is preassumed to be an equivalence relation, which, in some sense, violates the intuition that approximate bisimulation is not transitive: P approximates Q and Q approximates R do not necessarily imply that P approximates R. Our definition in this section, however, only requires an approximate bisimulation to be symmetric, thanks to the method, introduced by Baier and Kwiatkowska [2000] , of lifting relations between processes to those between probability distributions. Thus we are able to obtain a pseudometric for quantum processes.
and then qv(E[ q].P) = qv(F[ q].Q). For any ρ ∈ D(H), we have
E[ q].P, ρ τ −→ P, E q (ρ) and F[ q].Q, ρ τ −→ Q, F q (ρ) . Note that d[E q (ρ), F q (ρ)] ≤ d (E, F). Then P, E q (ρ) d (E,F ) ∼ P, F q (ρ)
WEAK BISIMULATION BETWEEN QUANTUM PROCESSES
It is obvious that the (approximate) strong bisimulations proposed in previous sections are too overdiscriminative since even internal actions, caused by local quantum operations and (classical or quantum) communication, are required to be perfectly matched by bisimilar quantum processes. In this section, we turn to weak bisimulation, originated from Baier and Hermanns [1997] , which abstracts from the internal actions. To do this, we first extend the transition relation defined in Section 3.
Definition 6.1. We define the relation =⇒ ⊆ D(Con) × D(Con) as the smallest relation satisfying the following conditions:
(1) C =⇒ C; (2) if C τ −→ μ and μ =⇒ ν, then C =⇒ ν; (3) if μ = i∈I p i C i , and for any i ∈ I, C i =⇒ ν i for some ν i , then μ =⇒ i∈I p i ν i .
Allowing different transitions with the same weak labels to be combined together is essential for the definition of weak bisimulation for probabilistic processes, as pointed out in Deng et al. [2005] and Desharnais et al. [2002 Desharnais et al. [ , 2010 . That is the reason why we add clause (3) here in Definition 6.1.
For any μ, ν ∈ D(Con) and s = α 1 . . . α n ∈ Act * , we say that μ can evolve into ν by a weak s-transition, denoted by μ
Note that μ =⇒ α −→ ν and μ α =⇒ ν are different since in the former the last action of every execution branch from μ to ν must be α while in the latter the action α appeared in each branch is not necessarily the last one.
The following lemma is a direct consequence of Proposition 6.1 in Deng et al. [2007] . PROOF. We prove by induction on the depth of the inference by which the action μ =⇒ ν is inferred, using clauses (1)- (3) -Suppose μ = i∈I p i C i , for any i ∈ I, C i =⇒ ν i for some ν i , and ν = i∈I p i ν i . Then by Lemma 6.2, we have ν i =⇒ ω i for some ω i such that ω = i∈I p i ω i . Now by induction, C i =⇒ ω i , and then μ =⇒ ω by Lemma 6.2.
To conclude this subsection, we extend Lemma 3.3 to the weak transition case.
(1) tr(ρ) = tr(μ); (2) there exist a set of trace-preserving super-operators {E i : i ∈ I} and a set of projectors
) for any trace-preserving super-operator E acting on H qv(P)∪b v(s) , we have P, E(ρ)
PROOF. Note that from Lemma 3.3 (1), if ν α −→ μ then tr(ν) = tr(μ). So to prove (1), we need only to show tr(ν) = tr(μ) provided that ν =⇒ μ. We prove by induction on the depth of the inference by which the action ν =⇒ μ is inferred, using clauses (1)-(3) in Definition 6.1.
-If ν = μ, then tr(ν) = tr(μ) holds trivially. -Suppose ν = P, ρ , P, ρ τ −→ ω, and ω =⇒ μ. Then we have tr(μ) = tr(ω) = tr(ρ), where the first equation is derived by induction, and the second by Lemma 3.3(1). -Suppose ν = i∈I p i C i , for any i ∈ I, C i =⇒ ν i for some ν i , and μ = i∈I p i ν i . Then by induction, tr(ν i ) = tr(C i ). Thus tr(μ) = i∈I p i tr(ν i ) = i∈I p i tr(C i ) = tr(ν).
The proofs of (2) and (3) are more complicated, but the idea is similar. So we omit the detail here.
Weak Bisimulation
Definition 6.5. A relation R ⊆ Con × Con is called a weak bisimulation if for any P, ρ , Q, σ ∈ Con, P, ρ R Q, σ implies that qv(P) = qv(Q), tr qv(P) (ρ) = tr qv(Q) (σ ), and:
(1) whenever P, ρ (1) Two quantum configurations P, ρ and Q, σ are weakly bisimilar, denoted by P, ρ ≈ Q, σ , if there exists a weak bisimulation R such that P, ρ R Q, σ . (2) Two quantum processes P and Q are weakly bisimilar, denoted by P ≈ Q, if for any quantum state ρ ∈ D(H) and any indexed set v of classical values,
To illustrate the power of weak bisimilarity defined before, we revisit the examples presented in Section 3.
Example 6.7 (Superdense Coding Revisited). This example is devoted to proving rigorously that the protocol presented in Example 3.4 indeed sends two bits of classical information from Alice to Bob by transmitting a qubit, with the help of a maximally entangled state. Let
be the specification of superdense coding protocol, where
and Set i , i = 0, . . . , 3, is the 2-qubit super-operator which sets the target qubits to | i ; that is, for any ρ ∈ D(H),
We have Set x [q 1 , q 2 ] in the specification simply for technical reasons: to make qv(Sdc spec ) = qv(Sdc), and to set q 1 , q 2 to the required final states. For any ρ ∈ D(H {q 1 ,q 2 } ), and v ∈ {0, 1, 2, 3},
We can easily prove by checking that
is a weak bisimulation, where
Note that Sdc ≈ Sdc spec does not hold in general since superdense coding protocol needs the assistance of a maximally entangled state to realize the intended task.
Example 6.8 (Teleportation Revisited). This example is devoted to proving rigorously that the protocol presented in Example 3.5 indeed teleports any unknown quantum state from Alice to Bob, again with the help of a maximally entangled state. To employ our notion of weak bisimulation, we need to modify the original definition of Alice's protocol in Example 3.5 as follows:
and Tel = (Alice t Bob t )\{e} where Set is the 2-qubit super-operator which sets the target qubits to | . Let
be the specification of teleportation protocol, where SW A P 1,3 is a 3-qubit unitary operator which exchanges the states of the first and the third qubits, keeping the second qubit untouched. Again, we involve qubit q 1 here just for technical reason: to make qv(Tel spec ) = qv(Tel ). Then for any ρ ∈ D(H {q 1 ,q 2 } ) and r = q 1 , q 2 ,
We can now prove
Tel , σ
is a weak bisimulation, where σ
Again, Tel ≈ Tel spec does not hold in general since teleportation protocol is valid only when a maximally entangled state is provided and consumed.
Example 6.9 (Encode Quantum Circuits by qCCS, Revisited). Using the notations presented in Example 3.6, we can prove the following properties considering the sequential composition and parallel composition of quantum gates:
The proof is straightforward, and we only take (1) as an example. Suppose
It is easy to check that R is a weak bisimulation. So we have
To conclude this subsection, we prove some properties of weak bisimilarity which are useful in the rest of this article. PROOF. Easy from Lemmas 6.2 and 6.3. THEOREM 6.11. ≈ is a weak bisimulation on Con, and it is an equivalence relation. PROOF. Suppose each R i , i = 1, 2, . . . , is a weak bisimulation on Con. From Lemmas 4.2 and 6.10, we can prove that the following relations are all weak bisimulations:
Then the result follows.
The following lemma gives a recursive characterization of weak bisimilarity between configurations.
THEOREM 6.12. For any configurations P, ρ and Q, σ , P, ρ ≈ Q, σ if and only if qv(P) = qv(Q), tr qv(P) (ρ) = tr qv(Q) (σ ), and:
PROOF. Similar to the corresponding result, Theorem 36, of Feng et al. [2007] . LEMMA 6.13. If P, ρ ≈ Q, σ , then for any super-operator E acting on H qv(P) , we have tr(E(ρ)) = tr(E(σ )). In particular, tr(ρ) = tr(σ ).
PROOF. Let S = qv(P). From P, ρ ≈ Q, σ , we have tr S (ρ) = tr S (σ ). Note that E(tr S (ρ)) = tr S (E(ρ)) since E acts only on H S , and tr(E(ρ)) = tr S (tr S (E(ρ))). The result follows.
As in classical process algebra, the notion of weak bisimulation up to ≈ is useful.
Definition 6.14. A relation R ⊆ Con × Con is called a weak bisimulation up to ≈ if for any P, ρ , Q, σ ∈ Con, P, ρ R Q, σ implies that qv(P) = qv(Q), tr qv(P) (ρ) = tr qv(Q) (σ ), and:
(1) whenever P, ρ PROOF. Suppose R is a weak bisimulation up to ≈. We first prove that that R• ≈ is a weak bisimulation. Let P, ρ R• ≈ Q, σ ; that is, there exists R, η such that P, ρ R R, η and R, η ≈ Q, σ . Then qv(P) = qv(R) = qv(Q), and tr qv(P) (ρ) = tr qv(R) (η) = tr qv(Q) (σ ). The symmetric form when Q, σ performs an action can be similarly proved. So R• ≈ is a weak bisimulation; that is, R• ≈ ⊆ ≈. Then the result holds by noting that the identity relation is a trivial weak bisimulation.
Weak Bisimilarity Congruence
We now turn to prove the congruence properties of weak bisimilarity. First, we show that the weak bisimilarity for configurations is preserved by all static constructors. THEOREM 6.16. If P, ρ ≈ Q, σ then:
PROOF. Let us prove (1); other cases are simpler. Let
and E is a trace-preserving super-operator acting on H qv(P) }.
It suffices to show that R is a weak bisimulation. Suppose (C, D) ∈ R where C = P R, E(ρ) and D = Q R, E(σ ) for some P, ρ ≈ Q, σ , and E is a trace-preserving super-operator acting on H qv(P) . Then qv(P) = qv(Q) and tr qv(P) (ρ) = tr qv(Q) (σ ) by Theorem 6.12. Thus qv(P R) = qv(Q R) and tr qv(P R) (E(ρ)) = tr qv(Q R) (E(σ )).
Let P R, E(ρ)
α −→ μ for some α and μ. There are three cases to consider.
I: The transition is caused by P solely. We need to further consider two subcases:
(i) α = c?q is a quantum input. Then there exists a transition P, ρ c?q −→ P , ρ and μ = P R, E(ρ) . By the assumption that P, ρ ≈ Q, σ , we have
such that for any trace-preserving super-operator F acting on
holds for any i ∈ I. Then Q, E(σ ) =⇒ i∈I p i • Q i , E(σ i ) by Lemma 6.4(3), from which we further derive
For any trace-preserving super-operator F acting on H qv(P R)−{q} , we obtain from Lemma 3.2 that the composite map F • E is a trace-preserving superoperator acting on H qv(P )−{q} . Now using Eq. (6) we have
and thus P R,
and μ 1 ≈ ν 1 by Theorem 6.12. Noting that E is a trace-preserving super-operator
Now for each i ∈ I and j ∈ J,
2, E is also a trace-preserving super-operator acting on H qv(P i ) . Thus we have μRν by Lemma 4.3, by noting that μ 1 ≈ ν 1 . II: The transition is caused by R solely. We also need to further consider three subcases: (i) α = c?q is a quantum input where q ∈ qv(P). Then we have R, E(ρ)
since q ∈ qv(Q). Now for any trace-preserving super-operator F acting on H qv(P R )−{q} , the composite map F • E is a trace-preserving super-operator acting on H qv(P) from the fact that qv(P R ) − {q} ⊇ qv(P) − {q} = qv(P). Thus
(ii) α = τ , and the transition is caused by a measurement prefix M [ q; x] where
is the trace-preserving super-operator which sets the q systems to |ψ i ψ i |; that is,
with q i = tr(|ψ i q ψ i |E(σ )). Notice that for any i, the composite map E i • E is a super-operator acting on H qv (P) where E i (η) = |ψ i q ψ i |η|ψ i q ψ i | for any η ∈ D(H). It follows that p i = q i from Lemma 6.13. Furthermore, we have
• E is a trace-preserving super-operator acting on H qv (P) . Then it follows that μRν from Lemma 4.3. (iii) α is not a quantum input and the transition is not caused by a measurement.
Then there exists a transition R, E(ρ)
where F is a tracepreserving super-operator on H qv(R) , and μ = P R , F(E(ρ)) . We also have 
and μ = P R , E(ρ) . Other cases are simpler. Then q ∈ qv(P) by the validity of P R, and R, η
such that for any i ∈ I and any trace-preserving super-operator F acting on H qv(P )−{q} , it holds that P , F(ρ) ≈ Q i , F(σ i ) . In particular, we have
since qv(P) ⊇ qv(P ) − {q}. Noting that E is a trace-preserving super-operator on
by Lemma 6.4(3), from which we derive further
Furthermore, for any i ∈ I, we have
by Eq. (7). That is, μRν as required.
The symmetric form when Q R, E(σ ) α −→ ν can be similarly proved. So R is a weak bisimulation on Con. The result follows by noting that the identity transformation is also a trace-preserving super-operator on H qv(P) .
From Theorem 6.16, the superdense coding protocol and teleportation protocol presented in Section 3 are still valid in any quantum process context which consists only of parallel composition, relabeling, restriction, and conditional.
Similar to classical value-passing CCS, the weak bisimilarity for quantum processes is preserved by all the combinators of qCCS except for summation. THEOREM 6.17. If P ≈ Q then:
(1) a.P ≈ a. Q, a ∈ {τ, c?x, c!e, c?q, c! 
PROOF. The proof for (1) is similar to Theorem 38 of Feng et al. [2007] , and (2)-(5) are direct from Theorem 6.16.
Congruent Equivalence of Quantum Processes
As in classical process algebra, the weak bisimilarity is not preserved by the summation combinator. To deal with this problem, we introduce the notion of equality between quantum processes based on ≈.
Definition 6.18. Two configurations P, ρ and Q, σ are said to be equal, denoted by P, ρ Q, σ , if qv(P) = qv(Q), tr qv(P) (ρ) = tr qv(Q) (σ ), and:
The only difference between the definitions of ≈ and is that in the latter the α =⇒ transition in clause (2) is replaced by α =⇒; that is, the matching actions for a τ -move have to be at least one τ -move.
Furthermore, we lift the definition of equality to quantum processes as follows. ( 1) is an equivalence relation; (2) P ∼ Q implies P Q, and P Q implies P ≈ Q; (3) Now we prove that the equality relation is preserved by all process constructors of qCCS.
THEOREM 6.20. If P Q then:
PROOF. (2) is direct from Theorem 6.19 (4). Others are similar to the proofs of corresponding results for weak bisimilarity.
We now turn to examine the properties of the congruent equivalence under recursive definitions.
Definition 6.21. Let E and F be process expressions containing at most process variables {X i ( q i ) : i ∈ I}. Then E and F are equal, denoted by E F, if for all family {P i : i ∈ I} of quantum processes with qv(P i ) ⊆ q i , we have
The next theorem shows that is also preserved by recursive definitions. THEOREM 6.22. Only one case deserves elaboration:
where P = P 1 P 2 . By induction, we have
where F i is a trace-preserving super-operator acting on qv(G 1 ) (here Lemma 6.4(2) is used for the =⇒ transition), and for any trace-preserving super-operator E on H qv(P 1 )−{q} and any i ∈ I, it holds
Thus P 1 = H 1 (A) and Q 1 = H 1 (B) for some H 1 containing only process variable X . Also by induction, we have
, where F j is a trace-preserving super-operator acting on qv(G 2 ), and for any j ∈ J,
Thus P 2 = H 2 (A) and Q 2 = H 2 (B) for some H 2 containing only process variable X . Now by inference rule Q-Com, and noting that F i and F j commute for any i ∈ I and j ∈ J since qv(G 1 ) ∩ qv(G 2 ) = ∅, we derive that (F i (ρ) ) . Now we calculate that for any i ∈ I and j ∈ J, Similarly, we can prove the symmetric forms of (i) and (ii) for G(B), ρ α −→ ν. Then R is a weak bisimulation up to ≈, and so R⊆ ≈ by Lemma 6.15. Now from (i) and (ii) again, we have G(A), ρ G(B), ρ . Taking G = X and noting the arbitrariness of ρ, we have A B.
Finally, the uniqueness of solutions of equations can be proved for process expressions in qCCS, in the sense of .
Definition 6.23. Given a process variable X ( q) and a process expression E, we say: -X ( q) is sequential in E if every subexpression of E which contains X ( q), excluding X ( q) itself, is of the form a.F, i∈I F i , or if b then F; -X ( q) is guarded in E if each occurrence of X ( q) is within some subexpression a.F of E where a is a (classical or quantum) input or output.
We also say that E is sequential (respectively guarded) if each process variable is sequential (respectively guarded) in E. PROOF. For simplicity, we only prove the case where |I| = 1 and all the processes contain no free classical or quantum variables. That is, we prove P Q assuming that qv(P) = qv(Q) = ∅, f v(P) = f v(Q) = ∅, P E(P), and Q E(Q), where E contains at most process variable X . We show R is a weak bisimulation. The proof is somewhat similar to Proposition 7.13 in Milner [1989] . We first claim that for any M, ρ R N, σ , If M, ρ =⇒ μ, then N, σ =⇒ ν such that μRν.
Suppose M, ρ =⇒ μ. Then H(P), η =⇒ μ 1 , μ ≈ μ 1 , from M, ρ ≈ H(P), η . By Theorem 6.20, we have H(E(P)) H(P), so H(E(P)), η =⇒ μ 2 such that μ 1 ≈ μ 2 . Note be two quantum process expressions. Then E and F are both sequential and guarded, and E F. So we have U (U) • U (V) U (VU) from Theorem 6.25.
CONCLUSIONS AND FURTHER WORK
In this article, we propose a formal model qCCS, which is a quantum extension of classical value-passing CCS, to model and rigorously analyze the behaviors of quantum distributed computing and quantum communication protocols. We define notions of strong/weak bisimulations for quantum processes in qCCS, and prove that they are preserved by various process constructors, including parallel composition where both classical and quantum communication are present. These are the first congruent equivalences for process algebras proposed so far aiming at modeling quantum communicating systems. We also propose an approximate version of strong bisimulation to characterize the distance between two quantum processes based on strong bisimulation, even when they are not strongly bisimilar. Various examples are fully examined to show the expressiveness of qCCS as well as the proof techniques presented in this article. Approximate strong bisimulation has been successfully developed in Section 5. A corresponding notion for weak bisimulation seems, however, very difficult to define. A naive trial is to define a relation R on Con to be a λ-weak bisimulation if for any P, ρ , Q, σ ∈ Con, P, ρ R Q, σ implies that qv(P) = qv(Q), d [tr qv(P) (ρ) , tr qv(Q) (σ )] ≤ λ, and:
(1) whenever P, ρ and the symmetric conditions of (1) and (2). To establish a similar result of Lemma 5.7(1), which is the key for the triangle inequality of the derived bisimulation distance, we naturally require that if P, ρ R Q, σ for some λ-weak bisimulation =⇒ ν for some ν; they only guarantee that a portion of ν with the probability weight not less than 1 − λ can perform a weak α-action. Furthermore, even such a ν exists, we can only infer μR 2λ ν from μ R λ ν but not μR λ ν as expected. That is, the imperfection, or error, which is allowed by approximate bisimulation will accumulate during the execution of weak transitions.
Another interesting direction worth researching is to expand the application scope of qCCS to model and analyze the security properties of quantum cryptographic systems. By introducing cryptographic primitives, such as constructors for encryption and decryption, into pi-calculus, the Spi calculus [Abadi and Gordon 1997] has been very successful in cryptographic protocol analysis. We believe that a similar extension of our qCCS will provide tools for analyzing quantum cryptographic protocols such as BB84 quantum key distribution protocol.
