Word count of the manuscript body: 4575 (excluding abstract, references and figure legends). 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41 Theory and Methods: L+S matrix decomposition finds the low-rank (L) and sparse (S) components of a matrix M by solving the following convex optimization problem: min‖‫‖ܮ‬ * +λ ‖ܵ‖ ଵ subject to ‫ܯ‬ ൌ ‫ܮ‬ ܵ, where ‫‖ܮ‖‬ * is the nuclear-norm or sum of singular values of L and ‖ܵ‖ ଵ is the l 1 -norm or sum of absolute values of S. This work presents the application of the L+S approach to reconstruct incoherently undersampled dynamic MRI data, which can be modeled as a superposition of a slowly or coherently changing background and sparse innovations. Feasibility of the method was tested in several accelerated dynamic MRI experiments including cardiac perfusion, cardiac cine, time-resolved angiography, liver perfusion and breast perfusion using Cartesian and radial sampling.
can model the temporally correlated background and S can model the dynamic information that lies on top of the background, e.g. motion or contrast-enhancement. Substantial mathematical theory that supports the feasibility of L+S decomposition has recently been developed under the name of robust principal component analysis (RPCA) (14), which aims to recover the principal components of a data matrix with missing or corrupted entries. RPCA improves the performance of classical PCA in the presence of sparse outliers, which are captured in the sparse component of the L+S decomposition. A similar approach was proposed in (15) to separate the low-rank component and sparse components using rank-sparsity incoherence conditions. RPCA has been successfully applied to surveillance video to extract the common background and detect activity in the foreground (14), to image alignment in computer vision (16) and to reconstruction of dynamic computed tomography with reduced numbers of projections (17) .
Previous work on the combination of compressed sensing and low-rank matrix completion for dynamic MRI has proposed to find a solution that is both low-rank and sparse (18, 19) . Our approach is significantly different, since it aims to decompose the solution into lowrank and sparse components rather than just enforcing both constraints in the full solution.
In this paper, we present the application of the L+S matrix decomposition to reconstruct undersampled dynamic MRI data with separation of background and contrast/motion components. The L component will represent the common information between temporal frames (background) and the S component will represent the sparse innovations that lie on top of the background. Reconstruction of highly-accelerated dynamic MRI data corresponding to cardiac perfusion, cardiac cine, time-resolved peripheral angiography, liver perfusion and breast perfusion using Cartesian and golden-angle radial sampling are presented to show feasibility and general applicability of the L+S method. 
Theory

L+S matrix decomposition
The L+S approach aims to decompose a matrix M as a superposition of a low-rank matrix M (few non-zero singular values) and a sparse matrix S (few non-zero entries). When such a decomposition M = L+S exists, we would like it to be unique so that it makes sense to search for the well-defined components L and S given that we only see their sum M (this is a sort of a blind deconvolution/separation problem). It turns out that when the low-rank component is not sparse, and vice versa, the sparse component does not have low rank, as would be the case when the locations of its nonzero entries are sampled at random, the decomposition is unique and the problem well posed (14). This extends via the concept of incoherence to decompositions with a sparse component in a transformed domain. This also extends to partially observed matrices M, i.e. matrices with missing entries.
The L+S decomposition is performed by solving the following convex optimization problem:
where * L is the nuclear norm or sum of singular values of the matrix L, 1 S is the l 1 -norm or sum of absolute values of the entries of S and λ is a tuning parameter that balances the contribution of the l 1 -norm term relative to the nuclear norm term. The algorithm does not make any assumptions about the rank of L or the number and location of the non-zero coefficients of S.
The only two conditions for exact decomposition with high probability are that the singular vectors of L cannot be sparse and that S cannot have a low-rank representation.
L+S representation of dynamic MRI
In analogy to video sequences, dynamic MRI can be inherently represented as a superposition of a background component and a dynamic component. The background component corresponds to the highly correlated information among frames, which is slowly changing over time. The dynamic component captures the innovation introduced in each frame, which is rapidly changing over time and can be assumed to be sparse since substantial 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60   F  o  r  P  e  e  r  R  e  v  i  e  w differences between consecutive frames are usually limited to comparatively small numbers of voxels. Our hypothesis is that the L+S decomposition can model dynamic MRI data more efficiently than a low-rank or sparse model alone, or than a model in which both constraints are enforced simultaneously. To apply the L+S decomposition to dynamic MRI, the time-series of images is converted to a matrix M, where each column is a temporal frame. The application of the L+S decomposition will produce a matrix L that represents the background component and a matrix S that corresponds to the innovation from column-to-column, e.g., organ motion or contrast-enhancement. Figure 1 shows the L+S decomposition of cardiac cine and perfusion data sets, where L captures the correlated background between frames and S captures the dynamic information (heart motion for cine and contrast-enhancement for perfusion). Note that the L component is not constant over time, but is rather slowly changing among frames, which differs from just taking a temporal average. In fact, for the case of cardiac cine, the L component includes periodic motion in the background, since it is highly correlated among frames. Another important feature is that the S component has sparser representation than the original matrix M, since the background has been suppressed. This gain in sparsity is already obvious in the original y-t space (Figure 1 ), but it is more pronounced in an appropriate transform domain where dynamic MRI is usually sparse, such as the temporal frequency domain (y-f) that results from applying a Fourier transform along the columns of S. Figure 2 shows the increase in sparsity presented by the S component compared to the original M matrix in the y-f domain for the cardiac cine and perfusion data sets mentioned above. This increase in sparsity given by the background separation will in principle enable higher acceleration factors, since fewer coefficients need to be recovered.
Incoherent k-t sampling
Recovery of the L and S components also requires that the data acquisition space (e.g., subset of k-space) be uncorrelated to the singular vectors of the matrix L and to the basis functions of the sparsifying transform T, such that the aliasing artifacts add incoherently to the singular vectors of L and to the coefficients of TS. These two conditions can be met by using the incoherent k-t sampling employed in dynamic compressed sensing MRI, which consists of a different k-space undersampling pattern selected in a random fashion for each time point. In this 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60   F  o  r  P  e  e  r  R  e  v  i  e  w way, the aliasing artifacts will be uncorrelated along the time dimension, which will produce a matrix M with incoherently corrupted columns, as required by the L+S decomposition.
L+S reconstruction of undersampled dynamic MRI
The L+S decomposition given in Eq. (1) was modified to reconstruct undersampled dynamic MRI as follows:
where T is a sparsifying transform for S, E is the encoding or acquisition operator and d is the undersampled k-t data. We assume that the dynamic component S has a sparse representation in some known basis T (e.g., temporal frequency domain), hence the idea of minimizing TS 1 and not 1 S itself. For a single-coil acquisition, the encoding operator E performs a frame-by-frame undersampled spatial Fourier transform according to the k-t sampling pattern. For acquisition with multiple receiver coils, E is given by the frame-by-frame multicoil encoding operator, which performs a multiplication by coil sensitivities followed by a Fourier transform according to the sampling pattern, as described in the iterative SENSE algorithm (20) . In this work, we focus on the multicoil reconstruction case, which enforces joint multicoil low-rank and sparsity and thus improves the performance by exploiting the additional encoding capabilities of multiple coils to reduce the incoherent aliasing artifacts (as was demonstrated previously for the combination of compressed sensing and parallel imaging (7)).
A version of Eq. (2) using regularization rather than strict constraints can be formulated as follows:
which can be solved in a general way using alternating directions (14), split Bregman ( 
, in which x is a complex number and the threshold λ is real valued, and its extension to matrices by applying it to each element. With this, the singular value thresholding (SVT) operator is given by
, where
is any singular value decomposition of M. Table 1 and Figure 3 
algorithm iterates until the relative change in the solution is less than 10 -5 , namely, until ( )
This algorithm is a particular instance of the proximal gradient method for solving a general convex problem of the form:
Here, g is convex and smooth (the quadratic term in Eq. (3)) and h is convex but not necessarily smooth (the sum of the nuclear and l 1 norms in Eq. (3)). The proximal gradient method takes the form:
( )
where t k is a sequence of step sizes and prox h is the proximity function for h:
When ( ) h x represents the nuclear-norm, the proximity function may be shown to be equivalent to soft-thresholding of the singular values, and when ( ) h x represents the l 1 -norm, the proximity function is given by soft-thresholding of the coefficients. Using a constant step size t, the proximal gradient method for Eq. (3) becomes: 
This is equivalent to the iterations given in Table 1 with the proviso that we set t=1. General theory (21, 22) asserts that the iterates in Eq. (7) will eventually minimize the value of the objective in Eq. (3) if:
where E is the spectral norm of E or, in other words, the largest singular value of E (and 
Methods
The feasibility of the proposed L+S reconstruction was first tested using simulated acceleration of fully-sampled data, which enables comparison reconstruction results with the fully-sampled reference. We compared the performance of the L+S reconstruction against standard multicoil compressed sensing using a temporal sparsifying transform (CS) and against joint low-rank and sparsity constraints (L&S 1 ). The latter approach was implemented for comparison using the ideas presented in the k-t SLR technique (18) and joint partial separability and sparsity (18) to solve the following optimization problem:
where low-rank and sparsity constraints are jointly applied to the space-time matrix M. In a second step, the L+S reconstruction method was validated on prospectively accelerated acquisitions with k-t undersampling patterns for Cartesian and radial MRI.
Image reconstruction
Image reconstruction was performed in Matlab (The MathWorks, Natick, MA). L+S reconstruction was implemented using the algorithm described in Table 1 and Figure 3 . The multicoil encoding operator E was implemented using FFT for the Cartesian case and NUFFT (23) for the non-Cartesian case following the method used in the iterative SENSE algorithm (20) .
Coil sensitivity maps were computed from the temporal average of the accelerated data using the adaptive coil combination technique (24) . The parameter λ L was set empirically to 1% of the maximum singular value of L. The parameter λ S was tested for a range of values between 1%-0.1% of the maximum value of TS and the value that achieved best reconstruction was employed.
Note that the search only needs to be done once for each type of data set and then the same value can be used for a different acquisition of similar characteristics. The singular value thresholding step in Table 1 requires computing the singular value decomposition of a matrix of size n s x n t , 1 The L&S approach promoting a solution that is both low-rank and sparse should not be confused with the proposed L+S approach which seeks a superposition of distinct low-rank and sparse components. where n s is the number of pixels in each temporal frame and n t is the number of time points.
Since n t is relatively small, this is not prohibitive and can be performed very rapidly.
For comparison purposes, standard CS reconstruction was implemented by enforcing sparsity directly on the full matrix M, which is equivalent to the k-t SPARSE-SENSE method (7) . L&S reconstruction was implemented by simultaneously enforcing low-rank and sparsity constraints directly on the full matrix M. This approach enabled fair comparison, since the same optimization algorithm was used in all cases and only the manner in which the constraints are enforced was modified.
Simulated undersampling of fully-sampled Cartesian cardiac perfusion data
Data were acquired in a healthy adult volunteer with a modified TurboFLASH pulse sequence on a whole-body 3T scanner (Tim Trio, Siemens Healthcare, Erlangen, Germany) using a 12-element matrix coil array. A fully-sampled perfusion image acquisition was performed in a mid-ventricular short-axis location at mid diastole (trigger-delay 400 ms) with an image matrix size of 128×128 and 40 temporal frames. The relevant imaging parameters include: 
Simulated undersampling of fully-sampled Cartesian cardiac cine data
2D cardiac cine imaging was performed in a healthy adult volunteer using a 3T scanner (Tim Trio, Siemens Healthcare, Erlangen, Germany) and the same 12-element matrix coil array.
Fully-sampled data were acquired using a 256×256 matrix size (FOV = 320×320 mm 2 ) and 24 temporal frames and retrospectively undersampled by a factor of 4 using a k y -t variable-density random undersampling scheme. Image reconstruction was performed using multicoil CS, L&S
and L+S methods with a temporal Fourier transform serving as sparsifying transform. 
Cardiac perfusion with prospective 8-fold acceleration on a patient
2D first-pass cardiac perfusion data with 8-fold k y -t acceleration was acquired on a patient with known coronary artery disease using the pulse sequence described in (7) . Relevant imaging parameters were as follows: image matrix size = 192×192, temporal frames = 40, spatial resolution = 1.67×1.67mm 2 and temporal resolution = 60ms. Image reconstruction was performed using CS and L+S methods with a temporal Fourier transform.
Accelerated time-resolved peripheral MR angiography
Contrast-enhanced time-resolved 3D MR angiography of the lower extremities was performed in a healthy adult volunteer using an accelerated TWIST (Time-resolved angiography WIth Stochastic Trajectories) pulse sequence (25) on a 1.5T scanner (Avanto, Siemens
Healthcare, Erlangen, Germany) equipped with a 12-element peripheral coil array. TWIST samples the center of k-space at the Nyquist rate and undersamples the periphery using a pseudorandom pattern, which is suitable to obtain sufficient incoherence for the L+S approach.
Relevant imaging parameters were as follows: FOV = 500×375×115 mm 3 , acquisition matrix size = 512×230×42, TE/TR = 1.35/3.22 ms, number of frames = 10. An acceleration factor of 7.3 was used to achieve a temporal resolution of 6.4 seconds for each 3D image set. Image reconstruction was performed using the L+S approach without a sparsifying transform, since angiograms are already sparse in the image domain.
Free-breathing accelerated liver perfusion with golden-angle radial sampling
Contrast-enhanced liver MRI data were acquired on a healthy volunteer during free breathing using a 3D stack-of-stars (radial sampling for k y -k x and Cartesian sampling for k z )
FLASH pulse sequence with a golden-angle acquisition scheme (26) on a whole-body 3T scanner (MAGNETOM Verio, Siemens Healthcare, Erlangen, Germany) equipped with a 12-element receiver coil array. Relevant imaging parameters were as follows: FOV = 380×380 mm 2 , number of points for each radial spoke = 384, slice thickness = 3 mm, TE/TR = 1.7/3.9 ms. 600 spokes were continuously acquired for each of 30 slices during free-breathing, to cover the entire liver; the total acquisition time was 77 seconds. Golden-angle radial sampling (27) is well-suited for compressed sensing due to the presence of significant spatial and temporal incoherence given by the different k-space trajectory used to acquire each spoke. A time-series of incoherently 3 . Image reconstruction was performed using the L+S method using temporal finite differences as the sparsifying transform.
Free-breathing accelerated breast perfusion with golden-angle radial sampling
Free-breathing DCE breast MRI was performed on a patient referred for MRI-guided biopsy scans on a whole-body 3T scanner (MAGNETOM TimTrio, Siemens AG, Erlangen, Germany) equipped with a 7-element breast coil array (InVivo Corporation, Gainesville, FL).
The same pulse sequence as for the liver case was employed for data acquisition. Relevant imaging parameters were as follows: FOV = 280×280 mm 2 , number of points for each radial spoke = 256, slice thickness = 4 mm, TE/TR = 1.47/3.6 ms. L+S reconstruction was performed by grouping 21 consecutive spokes to form each temporal frame with temporal resolution = 2.6 seconds/volume and the reconstructed 4D image matrix size was 256x256x35x108. When compared with the number of points required by Nyquist sampling rate (256×π/2), the acceleration factor was 19.1. 
Results
Simulated undersampling of fully-sampled Cartesian cardiac perfusion data
L+S reconstruction presented lower residual aliasing artifacts than standard compressed sensing (CS) and better image fidelity than joint low-rank and sparsity constraints (L&S), which resulted in a better depiction of the myocardial wall enhancement (Figure 4) . The root mean squared error (RMSE) with respect to the fully-sampled data was 11.1%, 8.4% and 6.7% for CS, L&S and L+S respectively. L&S improved the reduction of aliasing artifacts compared to CS, but at the expense of image representation errors as depicted by the difference images. Another important feature of the L+S reconstruction is the improved visualization of contrastenhancement in the S component, where the background has been suppressed.
Simulated undersampling of fully-sampled Cartesian cardiac cine data
Images reconstructed with the L+S approach presented a lower error compared to CS and L&S ( Figure 5 ). The RMSE with respect to the fully-sampled data was 6.8%, 4.2% and 1.9% for CS, L&S and L+S respectively. CS introduced temporal blurring artifacts, particularly at systolic phases where the heart is contracted and the myocardial wall is prone to signal leakage from other frames (the zoomed region in Figure 5 shows a ring in the myocardial wall for the CS reconstruction). Both, L&S and L+S reconstructions, can significantly remove these artifacts, but the L+S reconstruction offers an improved estimation of the original cine image, as shown in the difference images. This fact is due to the background suppression performed by the L+S reconstruction, which provides a sparser S and thus facilitates accurate reconstruction of undersampled data. The background estimated in the L component is not stationary over time and contains the most correlated motion. The S component contains the cardiac motion with larger variability.
Free-breathing cardiac perfusion with 8-fold acceleration
In addition to improving the reconstruction quality compared to standard CS, L+S improved the visualization of the perfusion defect in the S component, where the background has been suppressed and improved contrast is observed between the healthy portion of the Figure 6 ). This capability may be useful to identify lesions that are difficult to visualize in the original image.
Accelerated time-resolved peripheral MR angiography
The L+S approach automatically separated the non-enhanced background from the enhanced vessels without the need of subtraction or modeling (Figure 7) . The inherent sparsity of the angiograms enabled L+S decomposition without a sparsifying transform for the S component, even for a limited number of frames (10 in this case). 
Free-breathing accelerated liver perfusion with golden-angle radial sampling
Free-breathing accelerated breast perfusion with golden-angle radial sampling
L+S reconstruction of dynamic contrast-enhanced breast data set showed appropriate contrast enhancement over time in the whole breast as well as in the breast lesion ( Figure 9 ).
The S component clearly captured the contrast-enhancement leaving the non-contrast-enhanced information in the L component. 
Discussion
Motivation for L+S decomposition
The L+S decomposition is appropriate if the imaging experiment can be represented as a matrix with highly correlated rows or columns and sparse innovations among them, such as the dynamic MRI studies presented in this work, where the difference between consecutive frames is limited. The L+S decomposition is feasible because there exist two well-defined complementary mathematical operations that can be used to separate the background and innovation components. The minimization of the nuclear norm will produce a low-rank matrix that generally cannot have a sparse representation and minimization of the l 1 -norm will produce a sparse matrix that generally cannot have a low-rank representation. These two operations typically do not interfere with each other for most of the space-time matrices encountered in practice and recovery of the low-rank and sparse components is guaranteed with high probability given sufficient incoherence among rows or columns.
Selection of step size in the general solution
The step size t in the general algorithm given in Eq. (7) must be selected to be less than 2 / 2 E to ensure convergence. Assuming a normalization in which 1 2 ≤ E , we have chosen to work with a constant step size t=1. An alternative would be to use adaptive search strategies, such as backtracking line search, to possibly achieve faster convergence.
Computational complexity
The computation of the SVD in each iteration constitutes the additional computational burden imposed by the L+S reconstruction, which has been reduced considerably by using a partial SVD approach. Moreover, the partial SVD is computed in the coil-combined image and not on a coil-by-coil basis since our reconstruction approach enforces low-rank in the image that results from the combination of all coils. The major computational burden in this type of iterative reconstruction is the Fourier transform, which must be applied for each coil separately to enforce data consistency. Particularly, the reconstruction of non-Cartesian data will suffer from longer reconstruction times due to the computational cost of the non-uniform FFT. 
Selection of reconstruction parameters
The theory of L+S suggested using λ = 1 max(n 1 , n 2 ) for incoherent matrices of size n 1 ×n 2 , which works well for the case of matrix decomposition with true data consistency M=L+S. However, for reconstruction of undersampled data, data consistency is enforced in the acquisition space and usually true data consistency is very challenging since the solution can be very noisy. Moreover, in addition to the parameter λ, we need to add another parameter to weight the data consistency portion of the reconstruction. We have adopted an empirical method to select the reconstruction parameters λ L and λ S selecting the one that presents best performance.
However, this process needs to be done only once for each application. Recent work on the automatic selection of parameters for matrix completion, such as the SURE (Stein's unbiased risk estimate) method (29), might help in the selection of parameters.
Comparison to other methods that exploit low-rank and sparsity
The ideas introduced in the k-t SLR technique (18) and joint partial separability and sparsity method (19) also represent a combination of compressed sensing and low-rank matrix completion. However, these methods impose low-rank and sparsity constraints in the dynamic MRI data without trying to decompose the reconstruction. The decomposition approach presented in this work might be more suitable for dynamic MRI than just enforcing both constraints on dynamic MRI data, since it represents a better way to describe the imaging experiment, as demonstrated in several examples in this paper.
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