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ABSTRACT
Three approaches are considered to solve the equation which describes the time-
dependent diffusive shock acceleration of test particles at the non-relativistic shocks.
At first, the solution of Drury (1983) for the particle distribution function at the
shock is generalized to any relation between the acceleration time-scales upstream
and downstream and for the time-dependent injection efficiency. Three alternative
solutions for the spatial dependence of the distribution function are derived. Then,
the two other approaches to solve the time-dependent equation are presented, one of
which does not require the Laplace transform. At the end, our more general solution
is discussed, with a particular attention to the time-dependent injection in supernova
remnants. It is shown that, comparing to the case with the dominant upstream accel-
eration time-scale, the maximum momentum of accelerated particles shifts toward the
smaller momenta with increase of the downstream acceleration time-scale. The time-
dependent injection affects the shape of the particle spectrum. In particular, i) the
power-law index is not solely determined by the shock compression, in contrast to the
stationary solution; ii) the larger the injection efficiency during the first decades after
the supernova explosion, the harder the particle spectrum around the high-energy cut-
off at the later times. This is important, in particular, for interpretation of the radio
and gamma-ray observations of supernova remnants, as demonstrated on a number of
examples.
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1 INTRODUCTION
How does a stellar object become a supernova remnant
(SNR) after the supernova event? Some hints come from ob-
servations of Supernovae in other galaxies (e.g Weiler et al.
1986) but – since they are far away – they are not quite
informative for understanding of how young SNRs obtain
their look, how properties of the explosion and ambient
medium affect their evolution. Different time and length
scales need to be treated in order to model the transfigu-
ration of SN to SNR, that creates difficulties for numerical
simulations. In the last years however a number of stud-
ies has been performed in order to understand the involved
processes. They adopt either one-dimensional simulations
(e.g. Badenes et al. 2008; Patnaude et al. 2015) or – quite
recently – three-dimensional models (Orlando et al. 2015,
2016).
In order to relate an SNR model to observations, one
has to simulate emission. Radiation of the highly energetic
particles is an important component of a model. The particle
spectrum has to be known in order to simulate their emis-
sion. The non-stationary solution of the diffusion-convection
equation has to be used in order to describe the distribution
function f(t, x, p) of these particles in young SNRs because
the acceleration is not in the steady-state regime yet. There
are evidences from numerical simulations that the particle
spectrum could not be stationary even in the rather old
SNRs (Brose et al. 2016).
There is well known approach (Drury 1983;
Forman & Drury 1983) to derive the time-dependent
solution and expression for the acceleration time. The
original formulation has been developed i) for the spatially
constant flow velocities u and diffusion coefficients D before
and after the shock, ii) for the momentum dependence of the
diffusion coefficient of the form D ∝ pα with the constant
index α, iii) for the impulsive or the constant particle
injection, iv) for the monoenergetic injection of particles at
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the shock front and v) for the case when the acceleration
time upstream t1 is much larger than that downstream t2.
Toptygin (1980) was the first to consider the time-dependent
acceleration and has given a solution for t1 = t2 and the
diffusion coefficient independent of the particle momentum
p. Drury (1991) has presented a way to generalize his
own solution to include also the spatial dependence of
the flow velocity u(x) and the diffusion coefficient D(x).
Ostrowski & Schlickeiser (1996) have found a generalization
of the Toptygin (1980) solution (t1 = t2 and momentum
independent D) which allows one to consider different t1
and t2. They have also obtained the expression for the
acceleration time if there are the free-escape boundaries
upstream and downstream of the shock. Tang & Chevalier
(2015) have generalized the Toptygin (1980) solution to the
time evolution of the pre-existing seed cosmic rays, i.e. the
authors have generalized the treatment to the impulsive (at
time t = 0) injection of particles residing in the half-space
before the shock and being distributed with some spectrum
Qp(p). The approach to treat the time-dependent non-linear
acceleration is developed by Blasi et al. (2007) who have
not obtained the solution but made an important progress
in derivation of the acceleration time for the case when the
particle back-reaction on the flow is important.
In the present paper, the Drury’s test-particle approach
is extended to more general situations. Namely, few different
representations for f(t, x, p) are obtained; a way to avoid the
t1 ≫ t2 limitation in deriving the distribution function at
the shock fo(t, p) is presented; a solution is written in a way
to allow for any time variation of the injection efficiency; a
possibility for the diffusion coefficient to have other than the
power-law dependence on momentum is considered.
The structure of the paper is as follows. The task and
main assumptions are stated in Sect. 2. The three differ-
ent approaches to solve the non-stationary equation are pre-
sented in Sections 3, 4 and 5 respectively. Then, in Sect. 6, we
demonstrate when and to which extent our generalized solu-
tion differs from the original Drury’s formulation (Sect. 6.1)
and discuss implications of the time-dependent injection ef-
ficiency on the particle spectrum (Sects. 6.2, 6.3). Sect. 7
concludes. Some mathematical identities used in the present
paper are listed in the Appendix A.
2 KINETIC EQUATION AND ASSUMPTIONS
We consider the parallel shock and (without loss of general-
ity) the coordinate axis x to be parallel to the shock normal.
The shock front is at x = 0. The flow moves from −∞ to
+∞.
The one-dimensional equation for the isotropic non-
stationary distribution function f(t, x, p) is (Skilling 1975;
Jones 1990):
∂f
∂t
+ u
∂f
∂x
=
∂
∂x
[
D
∂f
∂x
]
+
1
3
du
dx
p
∂f
∂p
+Q (1)
where t is the time, x the spatial coordinate, p the momen-
tum, D the diffusion coefficient, Q the source (injection)
term. The equation is written in the reference frame of the
shock front. The velocities of the scattering centers are as-
sumed to be much smaller than the flow velocity u. The
injection term Q is considered as a product of terms repre-
senting temporal, spatial and momentum dependence
Q = Qt(t)Qp(p)Qx(x). (2)
In particular, it is Q ∝ H(t)δ(p − pi)δ(x) Drury (1983);
Forman & Drury (1983); Ostrowski & Schlickeiser (1996)
and Q ∝ δ(t)Qp(p)H(−x), where H is the Heaviside step
function, in Tang & Chevalier (2015).
In the present paper, the injection is assumed to be
isotropic and monoenergetic with the initial momentum pi
(e.g. Blasi 2002):
Qp(p) =
ηn1u1
4pip2i
δ(p− pi), (3)
where the parameter η is the injection efficiency; it gives
the fraction of particles which are accelerated. The particles
are injected at the shock front: Qx = δ(x). Different repre-
sentations of the term Qt(t) are considered; for example, it
is Qt = 1 for the constant injection and Qt ∝ δ(t) for the
impulsive injection.
A number of other assumptions are typically used in
order to solve the equation. The distribution function is
f(0, x, p) = 0, for t = 0. (4)
The distribution is continuous at the shock:
f1(t, p) = f2(t, p) ≡ fo(t, p) (5)
where the index ‘o’ represents values at the front (x = 0), the
index ‘1’ denotes the point right before the shock front (x =
−0) and the index ‘2’ marks the point right after the shock
(x = +0). The distribution function is uniform downstream
of the shock:
f(x) = const, x > 0. (6)
There is no seed energetic particles far upstream:
f(−∞) = 0, (7)
∂f
∂x
∣∣∣
−∞
= 0. (8)
The flow velocity is spatially constant before and behind
the shock:
u(x) = u1, x < 0, (9)
u(x) = u2, x > 0, (10)
where both u1 and u2 are positive and constant, u1 > u2.
The ratio σ = u1/u2 is the shock compression factor.
Eqs. (9)-(10) are related to the ‘test-particle’ regime when
the accelerated particles do not modify the flow structure.
In this case, the derivative du/dx is
du
dx
= (u2 − u1)δ(x). (11)
In the present paper, we consider the diffusion coefficients
D1 and D2 spatially constant in their domains.
3 APPROACH I. LAPLACE TRANSFORM OF
THE ORIGINAL EQUATION
In this section, the approach to a solution (Drury 1983;
Forman & Drury 1983) is reviewed and generalized. The
MNRAS 000, 1–12 (2016)
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solution for the distribution function at the shock fo(t, p)
was derived initially under a limiting assumption that the
particle acceleration time in the upstream medium is much
larger than the acceleration time downstream. In the present
section, we show how a more general expression may be
obtained. We describe also three ways to write down ex-
pressions for the distribution function f(t, x, p) outside the
shock. Our generalization of the Drury (1983) solution allows
for any (integrable) dependence of the injection efficiency on
time.
The treatment of the equation (1) consists in applying
the Laplace transform to the equation that leads to an equa-
tion for the Laplace transform f of the distribution function
f :
sf+u
∂f
∂x
=
∂
∂x
[
D
∂f
∂x
]
+
1
3
du
dx
p
∂f
∂p
+Qt(s)Qp(p)δ(x), (12)
Note that Qt(t) = 1 (continuous steady-state injection after
t = 0) was adopted in the original formulation (Drury 1983);
then Qt(s) = 1/s. Hereafter, the over-line marks the Laplace
transform.
The function of interest f(t, x, p) is given by the inverse
Laplace transform
f(t, x, p) = L−1
{
f(s, x, p)
}
(13)
of the solution f of the Eq. (12).
3.1 Function f(s, x, p)
Before the shock (i = 1) and after the shock (i = 2), the
equation (12) simplifies to
sf + ui
∂f
∂x
=
∂
∂x
[
Di
∂f
∂x
]
. (14)
We shall look for the solution in the form
f(s, x, p) = fo(s, p) exp
(
uix
Di(p)
βi(s, p)
)
, (15)
where the diffusion coefficients are uniform Di(x) = const
and fo(s, p) is the value of the function in the point x =
0. Substitution Eq. (14) with (15) gives β upstream and
downstream:
βi(s, p) =
1
2
[
1±
(
1 +
4sDi(p)
u2i
)1/2]
. (16)
where the condition f(x → −∞) = 0 and thus f(x →
−∞) = 0 was used. The correspondence of the sign ’+’ in
(16) to the upstream and the sign ’−’ to the downstream
is clearly demonstrated by the limit t → ∞. Namely, the
stationary solution comes from (15)-(16) with substitution
s = 0:
f(x, p) = L−1
{
f
}
= fo(p) exp
(
u1x
D1
)
, x < 0, (17)
f(x, p) = L−1
{
f
}
= fo(p), x > 0. (18)
3.2 Function fo(t, p)
In order to find the equation for the function f on the shock,
i.e. for f(s, 0, p) ≡ fo(s, p), the equation (12) is integrated
from −0 to +0:[
D
∂f
∂x
]
2
−
[
D
∂f
∂x
]
1
+
u2 − u1
3
p
∂fo
∂p
+QpQt(s) = 0, (19)
the continuity condition f1 = f2 (and then f1 = f2) as well
as (11) are used. The expressions for the first two terms
are given by differentiation of (15) in points +0 and −0
respectively: [
D
∂f
∂x
]
2
= fou2β2 = −fou2F2/2, (20)
[
D
∂f
∂x
]
1
= fou1β1 = fou1F1/2 + u1fo, (21)
where the notations F1/2 = β1 − 1, F2/2 = −β2 are intro-
duced. Then, the equation for fo is
∂fo
∂p
+
ς
p
fo = qδ(p− pi)Qt (22)
where
q =
ηn1u1
4pip2i p
3
u1 − u2 (23)
and
ς = sf +
3
2
u1F1 + u2F2
u1 − u2 (24)
is the spectral index of the function fo, i.e. fo ∝ p−ς(p). The
term
sf =
3u1
u1 − u2 (25)
is the spectral index of the stationary distribution function
fo(p) ≡ fo(t=∞, p). The general solution of the inhomoge-
neous equation (22) is
fo(s, p) =
(
C + q(pi)Qt
)
exp
[
−
∫ p
pi
ς(s, p′)
dp′
p′
]
, (26)
where C(s) is an arbitrary function.
This solution may be rewritten as (Drury 1983):
fo(s, p) = fo(p)Qt(s)ϕo(s, p), (27)
where fo(p) is the solution of the stationary equation, i.e.
Eq. (1) with ∂f/∂t = 0:
fo(p) =
ηn1
4pip3i
3u1
u1 − u2
(
p
pi
)−sf
, (28)
and
ϕo(s, p) = exp (−ho(s, p)), (29)
ho(s, p; pi) =
3
2
∫ p
pi
u1F1(s, p
′) + u2F2(s, p
′)
u1 − u2
dp′
p′
. (30)
The arbitrary function C was set to zero in order to resemble
the known expressions (e.g. Drury 1983; Blasi 2002) for the
stationary solution fo(p).
The distribution function fo(t, p) is given by the inverse
Laplace transform (A3) of fo(s, p):
fo(t, p) = fo(p)
t∫
0
Qt(t− t′)ϕo(t′)dt′ (31)
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where ϕo(t) is the inverse Laplace transform of exp[−ho(s)]
and Qt(t) represents variation of the injection efficiency in
time. This expression generalizes the known solution to the
time-dependent injection (some its effects on the particle
spectrum are discussed in Sect. 6).
3.3 Function ϕo(t)
If injection is continuous Qt(t) = 1 then the distribution
function at the shock is (Drury 1983)
fo(t, p) = fo(p)
∫ t
0
ϕo(t
′)dt′. (32)
If s = 0 then h(0) = 0. The relation∫ ∞
0
e−tsϕo(t)dt = exp[−ho(s)], (33)
written for s = 0 shows that ϕo(t) is normalized to unity
(Drury 1983): ∫ ∞
0
ϕo(t)dt = 1. (34)
It is obvious now that the stationary solution comes from
Eq. (32) in the limit t→∞.
The function ϕo allows one to derive expressions for the
average acceleration time in the test-particle limit (Drury
1983) as well as its generalizations: to the spatially vari-
able diffusion coefficients (Drury 1991), to the presence
of the free escape boundary upstream and downstream
(Ostrowski & Schlickeiser 1996), to the non-linear acceler-
ation regime (Blasi et al. 2007).
We introduce notations
hoi(s, p; pi) =
3
2
∫ p
pi
uiFi(s, p
′)
u1 − u2
dp′
p′
, (35)
and ϕoi(t) as the inverse Laplace transform of exp(−hoi(s)).
Then the inverse Laplace transform of exp(−ho) =
exp(−ho1) · exp(−ho2) is
ϕo(t) =
∫ t
0
ϕo1(t
′)ϕo2(t− t′)dt′. (36)
Eq. (36) yields the function ϕo(t) without limitations on the
relation between t1 and t2.
1
The inverse Laplace transform ϕoi is obtained by
Forman & Drury (1983) for the diffusion coefficient of the
form D = D∗p
α where D∗ is constant. We write F1 and F2
introduced above as
Fi = (1 + sti)
1/2 − 1, ti = 4Diu−2i . (37)
After integration in (35), and for po ≪ p, one has
exp(−hoi(s)) =
=
[
(1 + sti)
1/2 + 1
2
]Ai
exp
[
−Ai
(
(1 + sti)
1/2 − 1
)]
,
(38)
1 Forman & Drury (1983) have considered the case t1 ≫ t2.
Toptygin (1980) has derived ϕo(t) for t1 = t2. Note that
exp(−ho2) → 1 in the case t1 ≫ t2 and integration in (36) is
not actually needed: the inverse Laplace transform of ϕo is just
ϕo = ϕo1. In the similar fashion, ϕo for t1 = t2 is given by (41)
where A1 should be changed to A1 + A2.
with
A1 =
3σ
(σ − 1)α , A2 =
3
(σ − 1)α (39)
where σ = u1/u2 (the value σ = 4 is used for plots in the
present paper). We consider the values of α providing A1 to
be integer2. Eqs. (A1), (A4), (A5) and (A6) in the Appendix
yield (Forman & Drury 1983):
ϕoi(t) =
eAi
2Ai+1ti
√
pi
exp
[
−τ − A2i /(4τ )
]
τ
×
Ai∑
m=0
CAim
[
1
2τ 1/2
]m
Hm+1
(
Ai
2τ 1/2
)
,
(40)
where τ = t/ti, Hm(x) – Hermite polinomial.
This expression may be simplified. Namely, with
Eq. (A11), it may be reduced to
ϕoi(t) =
e2Ai
22Ai+1ti
√
pi
e−ξ(τ)
2
τAi/2+1
(
HAi+1 (ξ)− 2τ 1/2HAi (ξ)
)
,
(41)
where ξ(τ ) = τ 1/2 + Ai/(2τ
1/2).
3.4 Function f(t, x, p)
The solution f(t, x, p) before and behind the shock may be
found by the transform (13). It follows from Eqs. (15) and
(27) that
f(s, x, p) = fo(p)Qt(s)ϕo(s, p)ϕx(s, x, p) (42)
where ϕx is the exponential term in (15). With the use of
the property (A3), one may derive different representations
of f(t, x, p) depending on how to group the terms in the
expression (42).
Namely, we may have expression which relates f(t, x, p)
and the distribution at the shock fo(t, p). Applying the
transforms (A5) and (A6) with n = 1 to
f(s, x, p) = ϕx(s, x, p)fo(s, p) (43)
we derive the solution in the form
f(t, x, p) =
t∫
0
ϕx(t− t′, x, p)fo(t′, p)dt′ (44)
with
ϕx(t, x, p) =
|x|
(4piDit)1/2t
exp
{
− (x− uit)
2
4Dit
}
. (45)
(We will note the physical meaning of ϕx later, in Sect. 4.3.)
If x = 0 then ϕx = 1 and f(t, 0, p) = fo(t, p).
2 Typical diffusion coefficients satisfy this condition: D ∝ p –
Bohm diffusion or if the turbulence is generated by the accelerated
particles with the spectrum f(p) ∝ p4; D ∝ p1/2 for diffusion in
the medium with the Kraichnan turbulence spectrum; D ∝ p1/3
in the Kolmogorov turbulence (e.g. Amato & Blasi 2006; Blasi
2010). If A1 and A2 are not integer then the solution may be writ-
ten in terms of the parabolic cylinder functions (Forman & Drury
1983).
MNRAS 000, 1–12 (2016)
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Another possibility is to derive expression relating
f(t, x, p) with the stationary solution fo(p):
f(t, x, p) = fo(p)
∫ t
0
Qt(t− t′, p)ϕ(t′, x, p)dt′, (46)
where
ϕ(t, x) = L−1{exp(−ho(s) + uixβi(s)/Di)}, (47)
and therefore
ϕ(t, x) =
∫ t
0
ϕo(t
′)ϕx(t− t′, x)dt′. (48)
If the injection is steady-state (Qt = 1), in the stationary
case (t → ∞), Eq. (46) results in Eqs. (17)-(18). Thus the
function ϕ(t, x) is normalized to
∞∫
0
ϕ(t, x)dt =
{
exp (u1x/D1) x < 0
1 x > 0
. (49)
Note, that the representations (44) and (46) are derived
without assumptions D ∝ pα and po ≪ p used in Sect. 3.3.
The third approach to derive f(t, x, p) is considered by
Forman & Drury (1983). It uses the same algorithm as for
ϕo in Sect. 3.3 and thus assumes D ∝ pα and po ≪ p. It re-
lates f(t, x, p) with the stationary solution f(x, p), Eqs. (17)-
(18):
f(t, x, p) = f(x, p)
∫ t
0
Qt(t− t′, p)ψ(t′, x, p)dt′, (50)
where
ψ(t, x) = L−1{exp(−h(s, x))}, (51)
h(s, x) = ho − u1x
D1
(β1 − 1) = ho1 + ho2 + F1B1, x < 0,
(52)
h(s, x) = ho − u2x
D2
β2 = ho1 + ho2 + F2B2, x > 0, (53)
and Bi = ui|x|/(2Di). Comparing Eqs. (46) and (50), we
see that ψ(t, x) is normalized to unity everywhere (as for
x > 0 as for x < 0) while ϕ(t, x) in a half-space x > 0 only,
Eq. (49).
Inspecting the structure of Eqs. (52) and (53) and
grouping terms as exp[−(ho1+F1B1)] exp(−ho2), we obtain:
ψ(t, x) =
∫ t
0
ϕ1(t
′, x)ϕo2(t− t′)dt′, x < 0, (54)
ψ(t, x) =
∫ t
0
ϕo1(t
′)ϕ2(t− t′, x)dt′, x > 0 (55)
where ϕi are the inverse Laplace transforms of exp[−(hoi +
FiBi)] and ϕoi are given by (41).
We may find ϕi(t, x) in the same way as ϕoi(t) in
Sect. 3.3. Namely, applying binomial decomposition (A1) in
respect to ((1 + sti)
1/2 + 1)Ai , using the shift rule (A5) in
respect to (t−1i + s) and then the inverse Laplace transform
(A6) to each summand of the decomposition, we derive for
ϕi expression analogous to Eq. (41) with e
2(Ai+Bi) instead
of e2Ai and ξ(τ, x, p) = τ 1/2+(Ai+Bi)/(2τ
1/2). The distri-
bution ϕo(t) comes from ϕi(t, x) with obvious substitution
x = 0.
We would like to note, that Forman & Drury (1983)
considers actually the case t1 ≫ t2; then the expressions for
ψ(t, x, p) for both regions x < 0 and x > 0 are simpler in
their approach: the expressions do not contain integration
(because exp(−ho2) → 1) and are given just by Eq. (41)
with e2(A1+Bi) instead of e2A1 and ξ(τ, x, p) = τ 1/2 +(A1 +
Bi)/(2τ
1/2).
4 APPROACH II. CONJUGATION PROBLEM
WITH LAPLACE TRANSFORM
One alternative approach to solve the equation (1) consists
in splitting this equation into few separate equations, and in
applying the Laplace transform to equations which are sim-
pler than the original Eq. .(1). The splitting of the diffusion-
convection equation into equations for x < 0, x > 0 and
x = 0 is the typical approach in solving the stationary prob-
lem (e.g. Drury 1983; Blasi 2002).
From the mathematical point of view, the task to solve
Eq. (1) may be formulated as the conjugation problem for
the linear parabolic equation of the second order with dis-
continuous coefficients:
∂f
∂t
− ∂
∂x
[
D1
∂f
∂x
]
+ u1
∂f
∂x
= 0, x < 0, (56)
∂f
∂t
− ∂
∂x
[
D2
∂f
∂x
]
+ u2
∂f
∂x
= 0, x > 0, (57)
f(0, x, p) = 0, (58)
f1(t, 0, p) = f2(t, 0, p) ≡ fo(t, p), (59)[
D
∂f
∂x
]
2
−
[
D
∂f
∂x
]
1
+
u2 − u1
3
p
∂fo
∂p
+Qt(t)Qp(p) = 0 (60)
where, again, the index ‘1’ refers to x = 0−, the index ‘2’
to x = 0+ and the index ‘o’ to x = 0. The conjugation
(matching) condition (60) is derived by integration of Eq. (1)
from x = 0− to x = 0+ under assumption that f , ∂f/∂t,
∂f/∂p are continuous through the point x = 0 at any time.
4.1 Solving the parabolic conjugation problem
The fundamental solutions of the heat conduction equations
(56) and (57) are
gi(t, x, χ) =
1
(4piDit)1/2
exp
{
− (x− uit− χ)
2
4Dit
}
, (61)
where χ is a real variable and Di are spatially constant in
their domains.
We shall look for the solution of the conjugation prob-
lem (56)-(60) in the form of the parabolic simple-layer po-
tentials
f(t, x, p) =
t∫
0
gi(t− τ, x, 0)Vi(τ, p)dτ (62)
where Vi(τ, p) are unknown functions to be determined from
Eqs. (59)-(60).
Substitution (59) with (62) yields the first equation for
Vi:
t∫
0
g1(t− τ, 0, 0)V1(τ, p)dτ =
t∫
0
g2(t− τ, 0, 0)V2(τ, p)dτ ;
(63)
MNRAS 000, 1–12 (2016)
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note, that we used x = 0 here.
Dealing with the condition (60), we use the expression
for the simple-layer potential jump which, in our case, is
∂f
∂x
= (−1)i+1 Vi
2Di
+
t∫
0
∂gi(t− τ, 0, 0)
∂x
Vi(τ, p)dτ. (64)
We have, from (61), that
∂gi(t− τ, 0, 0)
∂x
=
ui
2Di
gi(t− τ, 0, 0). (65)
Now, the second equation for Vi follows from Eq. (60), with
the use of (64), (65):
V1(t, p) + V2(t, p) + u1
t∫
0
g1(t− τ, 0, 0)V1(τ, p)dτ
−u2
t∫
0
g2(t− τ, 0, 0)V2(τ, p)dτ
=
2(u2 − u1)
3
p
∂fo
∂p
+ 2QtQp (66)
Thus, we derived the system of equations (63) and (66)
for unknown functions V1 and V2 where the first equation
(63) is the Volterra integral equation of the first kind and
the second one (66) is the Volterra integral equation of the
second kind. There is unknown function ∂fo(t, p)/∂p in the
right-hand side of Eq. (66). Let us find fo before solving the
system (63), (66).
4.2 Function fo(t, p)
Both the integrals in Eq. (63) are equal to
t∫
0
gi(t− τ, 0, 0)Vi(τ, p)dτ = fo(t, p), (67)
due to the continuity of the distribution function, (59). With
this relation, Eq. (66) becomes
V1(t, p) + V2(t, p) = (u2 − u1)
(
2
3
p
∂fo
∂p
+ fo
)
+ 2QtQp. (68)
In order to obtain the equation for fo, we apply the Laplace
transform to (67) and (68).
The first one, Eq. (67), with the use of the convolution
property (A3) transforms to
gi(s, 0, 0) Vi(s, p) = fo(s, p) (69)
Eq. (61) yields
gi(s, 0, 0) = (4Di)
−1/2
(
s+ u2i /4Di
)−1/2
. (70)
These two relations allow us to find
Vi(s, p) = (4Di)
1/2
(
s+ u2i /4Di
)1/2
fo(s, p) (71)
and their sum V1 + V2.
The second one, Eq. (68), after the Laplace transform,
gives another equation for the sum V1 + V2:
V1 + V2 = (u2 − u1)
(
2
3
p
∂fo
∂p
+ fo
)
+ 2Qt(s)Qp. (72)
Equating the two expressions for V1+V2, we derive the
differential equation for fo(s, p) which is exactly the same as
Eqs. (22). Its solution gives the function fo, as it is shown
in Sect. 3.2 and 3.3:
fo(t, p) = fo(p)
t∫
0
dt′Qt(t−t′)
∫ t′
0
dt′′ϕo1(t
′′, p)ϕo2(t
′−t′′, p).
(73)
4.3 Function f(t, x, p)
The function f(t, x, p) may be obtained by substitution (62)
with expression for Vi. In order to have the expression for
Vi, we use (70) in (71) and write
Vi(s, p) = 4Di
(
s+ u2i /4Di
)
gi(s, 0, 0)fo(s, p). (74)
Inverting this, we come to
Vi(t, p) = 4Di
(
∂
∂t
+
u2i
4Di
) t∫
0
gi(t
′, 0, 0)fo(t− t′, p)dt′.
(75)
An alternative possibility to derive f(t, x, p), without
the need to know Vi, is to consider the Laplace transform of
Eq. (62):
f(s, x, p) = gi(s, x, 0)Vi(s, p) (76)
and to represent gi(s, x, 0), given by (61), as
gi(t, x, 0) = exp
(
uix
2Di
)
exp
(
− u
2
i
4Di
t
)
×
(
1
4piDit
)1/2
exp
(
− x
2
4Dit
)
.
(77)
Then we have i) to apply the Laplace transform to this gi
(the properties to be used are (A5) and (A6) with n = 0),
ii) to express Vi from (69) with (70) and iii) to substitute
these gi and Vi into Eq. (76). After these steps we have that
f(s, x, p) = ϕx(s, x, p)fo(s, p) (78)
where
ϕx(s, x, p) = exp
(
uix
2Di
)
exp
[
−ui|x|
2Di
(
1 +
4sDi
u2i
)1/2]
(79)
which is the same as ϕx used in Sect. 3.4. Now, applying the
inverse Laplace transform to (78), we come to the solution
f(t, x, p) which is the same as (44).
Note that ϕx is in fact (cf. Eq. 45)
ϕx(t, x) =
|x|
t
gi(t, x, 0). (80)
This demonstrates the close relation of the time-dependent
acceleration problem to the fundamental solution of the heat
conduction equation and reveals the physical meaning of ϕx:
shift of the distribution in space with velocity x/t and its
spread in accordance to gi.
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5 APPROACH III. CONJUGATION PROBLEM
WITHOUT LAPLACE TRANSFORM
The third approach to the time-dependent acceleration
problem deals again with the conjugation equations (56)-
(60) but without the Laplace transform. Generally speak-
ing, in this way we may overcome the conditions α = const
and p ≫ pi used during the inverse Laplace transform in
Sect. 3.3. The former possibility is important in cases where
the dependence of the diffusion coefficient D on the particle
momentum differs from the power law. The later possibil-
ity could be relevant for small particle momenta which are
not well above the injection momentum pi (this is almost
unimportant in the astrophysical environments).
Like in the previous section, the solutions of the heat
equations (56) and (57) are given by (61). We consider the
Volterra integral equation of the first kind (63). In order
to regularize it, we consider the operator Eˆi which maps
according to the rule
Eˆi(t)ψ(t) = 4Di
(
∂
∂t
+
u2i
4Di
) t∫
0
gi(t− t′, 0, 0)ψ(t′)dt′.
(81)
Applying it to both sides of (67), we obtain expressions (75)
for V1 and V2 which, if the condition fo(0, p) = 0 holds, may
be written as
Vi(t, p) = 4Di
t∫
0
gi(t
′, 0, 0)
(
∂
∂t
+
u2i
4Di
)
fo(t− t′, p)dt′.
(82)
The function fi(t, x, p) may be found by substitution
Eq. (62) with (75) or (82).
An equation for the non-stationary distribution function
at the shock fo comes from Eq. (68):
∂fo
∂p
+
3
2
fo
p
+
3
2
V1 + V2
u1 − u2
1
p
= qδ(p− pi)Qt. (83)
It is worth to note that this equation is derived without
Laplace transform.
The correctness of the equation may be demonstrated
by converting it to the equation (22) for the Laplace trans-
form fo(s, p). The way to do this is following: i) compare
(71) and (37) and note that Vi = foui(Fi + 1), ii) apply the
Laplace transform to (83) and substitute it with this relation
between Vi and Fi.
Introducing the variables Wi defined by relations Vi =
foui(Wi+1) with Vi given by (82), we come to the integro-
differential equation for fo:
∂fo
∂p
+
st
p
fo = qδ(p− pi)Qt (84)
where
st = sf +
3
2
u1W1 + u1W2
u1 − u2 , (85)
q is given by (23) and sf by (25). Assuming Wi are known,
the solution is:
fo = fo(p)Qt(t)F(t, p) (86)
with
F(t, p) = exp
[
−3
2
∫ p
pi
u1W1 + u2W2
u1 − u2
dp′
p′
]
. (87)
Since F is expressed through the function fo which we are
looking for, the final solution for fo may be obtained by the
method of successive approximations.
The limit of F(t) is zero for t → 0 due to (4) and is
unity for t→∞ since f(∞, x, p) = f(x, p) by definition.
Comparing (86) and (31), we note that
Qt(t)F(t) =
∫ t
0
Qt(t− t′)ϕo(t′)dt′. (88)
The relation between F and ϕo is simpler for continuous
injection (i.e. Qt = 1): F =
∫ t
0
ϕodt.
It is useful for applications to note that F depends in
fact on the one variable τ only which is a combination τ =
t/t1 = tu
2
1/4D1(p). Really,
F(τ ) = exp
[
−3
2
∫ τi
τ
σW (τ ′) +W (χτ ′)
σ − 1
1
α
dτ ′
τ ′
]
(89)
where τi = tu
2
1/4D1(pi), σ = u1/u2, χ = t1/t2, α =
d lnD(p)/d ln p which may be calculated for any (differen-
tiable) dependence of the diffusion coefficient on the particle
momentum and
W (τ ) =
1
φ(τ )
τ∫
0
exp(−τ )
pi1/2τ 1/2
(
∂
∂τ
+ 1
)
φ(τ − τ ′)dτ ′ − 1 (90)
where we denote φ = QtF . Therefore, the method of suc-
cessive approximations reads
F〈k+1〉(τ ) =
exp

−3
2
τi∫
τ
σW (τ ′;F〈k〉(τ ′)) +W (χτ ′;F〈k〉(χτ ′))
σ − 1
1
α
dτ ′
τ ′


(91)
with the initial guess value
F〈0〉(τ ) =
∫ τ
0
ϕo1(τ
′)dτ ′. (92)
It should be noted that this approach to solve the time-
dependent equation is highly demanding from the compu-
tational point of view because each iteration increases the
number of enclosed integrals.
6 DISCUSSION
6.1 The solution for t1 ≫ t2 and the more general
expression
The maximum momentum of accelerated particles pmax may
be obtained from the expression for the average acceleration
time (Drury 1983)
〈t〉 = 3
u1 − u2
∫ p
pi
(
D1(p
′)
u1
+
D2(p
′)
u2
)
dp′
p′
. (93)
We substitute it with D = D∗p
α, integrate and determine
the maximum momentum pmax ≫ pi from the equation
〈t〉 (pmax) = t:
pmax =
(
αtu1
sf (D1∗/u1 +D2∗/u2)
)1/α
. (94)
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Figure 1. The function t1ϕo(τ) (red lines) and integral
∫ τ
0
ϕo(τ)dτ (blue lines), calculated from Eq. (41) with assumption t1 ≫ t2 (then
ϕo = ϕo1; long dashed lines) and from Eq. (36) for t1/t2 = 3 (thin solid lines) and 1/3 (thick solid lines). Plot (a) for α = 1, plot (b)
for α = 1/3. Plot (c) represents dependence of the integral on τ−1/α ∝ p/pmax for the same cases as plot (a).
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Figure 2. The integral in Eq (31) for constant injection Qt = 1 is shown by the black line with circles on all three plots. Plot a: The
same integral for decreasing or increasing injection of the form Qt = τb with b = −1/5 (solid blue line), b = 1/5 (dashed blue line). Plot
b: The red lines corresponds to the time dependence given by Eq. (98) with a∗ = 1, σ∗ = 0.5 and τ∗ = 0 (red solid line), τ∗ = 1 (red
long-dashed line) and τ∗ = 2 (red short-dashed line). Plot c: The green lines corresponds to Eq. (99) with τ1 = 0 and τ2 = 2 (green
long-dashed line) and τ1 = 1 and τ2 = 3 (green short-dashed line). In all cases α = 1, t1/t2 = 3.
This result is valid for any relation between t1 and t2. The
expressions for pmax in limits t1 ≫ t2 (index 1) and t2 ≫ t1
(index 2) follows from (94):
pmaxi =
(
αtu1
sf (Di∗/ui)
)1/α
. (95)
The maximum momenta are determined by the ratio of the
two length-scales: of the shock motion u1t and of the particle
diffusion Di/ui.
Rewriting (94) in terms of ti∗ = 4Di∗/u
2
i , namely,
pmax =
(
4αt
sf (t1∗ + t2∗/σ)
)1/α
(96)
we see that pmax shifts toward the smaller momenta with
increase of t2 comparing to the solution which assumes t1 ≫
t2.
The function t1ϕo(τ ) and the integral F =
∫ τ
0
ϕo(τ )dτ
are shown on Fig. 1a,b for two indexes of the diffusion co-
efficient. It is clear that the probability distribution ϕo(τ )
has a peak (Drury 1983). The integral F is zero at τ = 0
and reaches unity with increasing τ . Since τ ∝ D1(p)−1, the
function F(τ ) represents also dependence on the particle
momentum p. Fig. 1c shows the integral F versus
τ−1/α =
tu21
4D1(pmax)
p
pmax
(97)
and therefore demonstrates the shape of the particle spec-
trum around pmax for the steady-state injection. The shift
of pmax toward smaller momenta with increase of the down-
stream acceleration time-scale is visible on this plot as well.
Fig. 1 compares the Drury’s solution (41) derived under
assumption t1/t2 ≫ 1 (dashed lines) with the more general
expression (36) for t1/t2 = 3 (thin solid lines) and 1/3 (thick
solid lines): the more significant t2 the larger the difference
between the lines. However, this effect is almost unimportant
if the ratio t1/t2 is larger than few. The simpler Drury’s
formula ϕo = ϕo1 may then be used in order to approximate
the solution.
6.2 The time dependent injection and the particle
spectrum around pmax
Being accelerated, particles become more energetic with
time. A particle population ‘moves’ with time along the
spectrum from the lowest to the largest energies. Most of
the particles, which started acceleration early, have larger
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energies at a given time, comparing to particles injected re-
cently.
Modern models of the high-energy emission from SNRs,
even quite sophisticated, assume the constant injection ef-
ficiency (i.e. a fraction of particles to be accelerated). Is
there any sign that shocks could be able to keep this frac-
tion constant under different conditions and during ages?
In particular, theoretical consideration of the transport of
magnetic turbulence together with the particle acceleration
requires the injection to be variable in time (Brose et al.
2016). Does and how the time-dependent injection affect the
particle spectrum (and therefore their emission)?
A harder particle spectrum at the highest energies is
typically considered as a sign that particle acceleration is
in the effective non-linear regime. However, the variable in-
jection in the time-depending test-particle acceleration may
also be responsible for hardening of the spectrum, if the ef-
ficiency of injection monotonically decreases (blue solid line
on Fig. 2a). In such a situation, more particles reach the
high-energy end (being accelerated from early times when
the injection was more effective) with respect to the less-
energetic part of the spectrum (where particles injected re-
cently with lower efficiency reside). In contrast, if the effi-
ciency of injection is constantly increasing with time then
the spectrum is relatively softer around pmax (blue dashed
line on Fig. 2a).
A more prominent bump in the particle spectrum
around the largest energies is expected if a source was more
effective in injection around a limited period of time at the
beginning (e.g. during some time after the supernova explo-
sion). We use a toy model of the continuous injection plus
Gaussian
Qt(τ ) = 1 +
a∗√
2piσ2∗
exp
[
− (τ − τ∗)
2
2σ2∗
]
(98)
in order to simulate a source which effectively injected par-
ticles around some time τ∗ and is supplying them at a con-
stant rate at other times. Red lines on Fig. 2b demonstrate
that the earlier the particles were injected the larger their
momenta are at the present time, as expected. Efficient par-
ticle injection around τ∗ = 0 results in a bump around pmax
(Fig. 2b, solid red line).
As an example, we consider the SNR RX J17.13.7–3946.
The time-dependent injection in the test-particle limit may
lead to a shape of the particle spectrum similar to the one
which could be due to two effects: efficient acceleration in
the non-linear regime and a spectral break due to deteri-
oration of the particle confinement if the shock expands
near regions of the weakly ionized medium (Malkov et al.
2005, 2010). Fig. 3 (red dashed line) shows the proton spec-
trum as it is given by the non-linear steady-state solution of
Blasi (2002). This line is plotted for the same parameters as
adopted by Malkov et al. (2005) for SNR RX J17.13.7–3946:
pmax = 10
5mc, the Mach numberM = 80, the overall shock
compression σtot = 15, injection efficiency η = 1.7 × 10−5.
The solid line represents the same spectrum with a break at
p = 1.8 × 103mc (red solid line); the spectral index of the
spectrum is ςbr(p) = ς(p)− 1 after the break (Malkov et al.
2005) where ς(p) is the index of the distribution function
shown by the dashed line. The blue line is a spectrum
calculated with the time-dependent test-particle solution
(31) with: t ≈ 1600 yrs, corresponding to the age of RX
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Figure 3. The spectrum of accelerated protons in RX J17.13.7–
3946: the Blasi (2002) non-linear steady state solution (dashed
red line), the same with the break (Malkov et al. 2005) (solid
red line) and the time-dependent test-particle solution Eq. (31).
Inset shows the time variation of the injection efficiency used to
produce the blue line on the main plot (see text for details).
J17.13.7–3946 if it is the remnant of the supernova AD393
(Wang et al. 1997), the shock velocity V = 1000 km/s and
the injection momentum pi = 2.1 × 10−3mc (Malkov et al.
2005), and the diffusion coefficient D(pmax) = 8×1025 cm2/s
with the index α = 1/3. The variation of the injection with
time Qt is described by Eq. (98) with a∗ = 10, τ∗ = 4 and
σ∗ = 2 and, for parameters considered, is represented on
the inset plot on Fig. 3: the injection is highest during the
first 30 years after the explosion, then the particles enters the
acceleration process at a steady-state, lower, rate. The time-
dependent spectrum demonstrates that the hardness around
the maximum momentum is similar to the nonlinear steady-
state solution with the spectral break and could thus also
explain the observed emission spectrum of this SNR. Note
that difference between injection efficiency at the maximum
and at the constant rate is rather small in this example, it
is about 3 times only.
It is worth stressing, that the particles injected during
the first decades after the SN event are actually responsible
for the shape of the high-energy end of the particle spectrum
(and thus of the high-energy emission) of SNR at the present
time. Thus, the consideration of the variable injection could
be a crucial element in models explaining the observed X-ray
and gamma-ray spectra of young SNRs.
The last point in this subsection: what is the distri-
bution function fo if the particles were injected during a
limited period only and then the injection switched off? It
is modeled here with a simple expression
Qt(τ ) = H(τ − τ1)H(τ2 − τ ), (99)
where H is the Heaviside step function, and the result is
shown on Fig. 2c. It is clear again that the highest energy
particles are those injected at the earliest times. The low-
energy cutoff is evident in the particle spectrum; it appears
due to the suppression of the injection after τ2.
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Figure 4. The distribution of the known radio spectral indices of
156 Galactic SNRs. Data are from Green (2014) catalogue. The
maximum, minimum and average values of αr are 0.1, 0.9, 0.49
respectively, standard deviation 0.13.
6.3 Slope of the spectrum at the intermediate
momenta
If injection varies only during the first decades after the su-
pernova explosion, then it affects the spectral shape just near
the high-energy cut-off. The slope of the particle spectrum
at momenta much less than the cut-off momenta remains
unchanged in such a model (Fig. 3) because the injection
process supplied particles at a constant rate at later times
(from which particles were accelerated to smaller energies;
Fig. 3). Such kind of the time dependence of the injection
could be important for interpretation of the γ-ray and X-
ray observations of SNRs (emission from the highest-energy
particles) but not for the radio radiation. However, what if
the injection varies also later on?
Electrons emitting at a radio frequency, say at 1GHz
in the magnetic field B ∼ 30µG, have energy ∼ 3GeV. The
acceleration time-scale for such electrons is of the order of
a week, assuming the Bohm diffusion and the shock speed
1000 km/s. This is much less than the acceleration time of
the highest-energy particles which is comparable to the age
of an SNR. Therefore, the radio observations may reveal the
present-time behavior of the injection efficiency.
The test-particle shock acceleration in a stationary
regime predicts that the spectral index sf of the distribu-
tion fo(p) depends on the shock compression σ only; it is
sf = 3σ/(σ − 1). The value σ = 4 typical for the strong as-
trophysical shocks in a media with γ = 5/3 should result in
sf = 4 and in the spectral index of the synchrotron emission
αr = (sf−3)/2 = 0.5. The non-stationary consideration with
the time-dependent injection could lead to deviation of the
spectral index ς, Eq. (24), from the canonical value sf = 4
(Fig. 2a, blue lines).
Actually, the radio observations could help us to under-
stand how strong could be the time dependence of the injec-
tion efficiency in SNRs. Let’s consider an extreme assump-
tion, namely, that the observed spread in the radio spectral
index αr (Fig. 4) is completely due to the variable injection.
We take for this estimate the temporal term in (2) to be of
the form
Qt ∝ tβ (100)
with constant β. In order to estimate the effect of the index
β, one may calculate numerically the radio index αr from
the solution of the time-dependent equation:
αr = −1
2
∂ln fo(p)
∂ln p
− 3
2
(101)
with Eq. (31) for fo(p) and Eq. (36) for ϕo, taking the value
of the index at p≪ pmax. We find by numerical calculations
that, in order to reproduce the observed range αr = 0.1÷0.9,
the index β should be between β = −0.7÷ 0.7 if α = 1 and
between β = −2.0 ÷ 2.0 if α = 1/3. The dependence αr(β)
is linear for other parameters fixed.
It is remarkable that the dependence of the radio spec-
tral index on the parameters which determine the non-
stationary distribution function may be found analytically.
Really, ϕo has a peak. If we substitute Eq. (31) with the
delta-function instead of ϕo and take the derivative (101),
we obtain that
αr =
(sf + αβ) − 3
2
. (102)
Though this expression is approximate it appears to be close
to the dependence derived numerically. This formula leads to
an important conclusion. If the acceleration does not reach
the steady state yet (like in the young SNRs), the spectral in-
dex of the accelerated particles at the intermediate momenta
pi ≪ p≪ pmax (and thus the radio spectral index) is not the
function of the shock compression factor σ only (like it is in
a stationary system for the index sf) but depends also on
the index α which represent the dependence of the diffusion
coefficient on the momentum, D ∝ pα, and the index β in
the temporal variation of the injection efficiency, Qt ∝ tβ.
In contrast, the time-dependent injection in the stationary
regime of the particle acceleration affects the only normal-
ization of the spectrum (through the coefficient η in Eq. 28),
but not the spectral index.
7 CONCLUSIONS
In the present paper, we generalized the solution of Drury
(1983); Forman & Drury (1983) which describes the time-
dependent diffusive shock acceleration of test-particles. The
three representations of the spatial variation of the parti-
cle distribution function f(t, x, p) are presented. Namely,
Eq. (44) gives f(t, x, p) through f(t, x = 0, p), Eq. (46) yields
f(t, x, p) versus f(t =∞, x = 0, p), Eq. (50) relates f(t, x, p)
with f(t = ∞, x, p). Our generalized solution (73) for the
distribution function at the shock fo(t, p) ≡ f(t, x = 0, p)
is valid for any ratio between the acceleration time-scales
upstream and downstream of the shock and allows one to
consider the time variation of the injection efficiency.
It is shown that, if the ratio t1/t2 decreases (i.e. the sig-
nificance of the downstream acceleration time grows) then
the particle maximum momentum is smaller comparing to
pmax calculated under assumption t1 ≫ t2. The reason is vis-
ible from Eq. (94). Namely, pmax is determined by the ratio
between the length-scale of the shock motion and lenght-
scale of the diffusion: the larger the diffusion lenght-scale
the smaller the maximum momentum.
However, if the ratio t1/t2 is larger than few then the
simpler expression (31) may be used for the particle distribu-
tion function fo(t, p), with ϕo given by (41). If, in addition,
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the injection is continuous and constant (Qt = 1), then our
generalized solution becomes the same as in Drury (1983);
Forman & Drury (1983).
The time dependence of the injection efficiency is an
important factor in formation of the shape of the particle
spectrum at all momenta.
The high-energy end of the accelerated particle spec-
trum is formed by particles injected at the very beginning.
Therefore, the temporal evolution of injection, especially
during the first decades after the supernova explosion, does
affect the non-thermal spectra of young SNRs and has to
be considered in interpretation of the X-ray and gamma-ray
data.
The stationary solution of the shock particle accelera-
tion predicts that the power-law index of the cosmic ray dis-
tribution sf is determined by the shock compression only. In
contrast, in young SNRs where acceleration is not presum-
ably steady-state, this index (let’s call it st to distinguish
from the stationary index sf) depends also on the indexes α
and β in the approximate expressions for the diffusion coeffi-
cient D ∝ pα and for the temporal evolution of the injection
efficiency Qt ∝ tβ. Namely, it is st ≈ sf +αβ. This property
of the time-dependent solution could be responsible for de-
viation of the observed radio index from the classical value
0.5 in some young SNRs.
Since the acceleration times for electrons emitting at
radio frequencies are very small, the observed slopes of the
radio spectra could reflect the current evolution of the injec-
tion in SNRs.
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APPENDIX A: NECESSARY IDENTITIES
In the main text of the paper, the binomial series
(x+ 1)n =
n∑
m=0
Cnmx
n−k. (A1)
as well as the direct L{f} = g and the inverse L−1{g} = f
Laplace transforms are used. Some properties of the trans-
form are:
L
{∫ t
0
f(τ )dτ
}
=
1
s
L{f(t)} , (A2)
L−1 {g1(s)g2(s)} =
∫ t
0
f1(t
′)f2(t− t′)dt′. (A3)
L−1{ag1(s) + bg2(s)} = aL−1{g1(s)}+ bL−1{g2(s)}. (A4)
L−1 {g(s− c)} = ectL−1 {g(s)} , (A5)
L−1
{
sn/2−1/2 exp
[
−ν1/2s1/2
]}
=
=
exp [−ν/(4t)]
2n/2tn/2+1/2
√
pi
Hen
(
ν1/2
21/2t1/2
)
,
(A6)
where Hen(x) is the generalized Hermite polinomial, n is
integer, ν is real positive number. The last relation is pre-
sented on p.246 in Bateman (1954). The first values are:
He0(x) = 1; He1(x) = x. Hermite polinomial and the gener-
alized Hermite polinomial are related as
Hn
(
x√
2
)
=
(√
2
)n
Hen(x). (A7)
There is a decomposition (Weisstein E.
MathWorld – A Wolfram Web Resource at
http://mathworld.wolfram.com/HermitePolynomial.html)
Hn(x+ y) = (H + 2y)
n, (A8)
where Hn ≡ Hn(x). It follows from here that
Hn(x) = (H+ 2x)n, (A9)
where Hn ≡ Hn, or
Hn(x) =
n∑
m=0
CnmHm(2x)n−m, (A10)
with Hn = Hn(0) to be Hermite numbers. It can be shown
that
n∑
m=0
Cnmy
mHm+1(x) =
= ynHn+1[x+ 1/(2y)]− yn−1Hn[x+ 1/(2y)].
(A11)
In order to prove this, one has to use (A8) and property
Hn+1(x) = (2x− d/dx)Hn(x). (A12)
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