We report spectroscopic studies on plasma electron number density of laser-induced plasma produced by ns-Nd:YAG laser light pulses on an aluminum sample in air at atmospheric pressure. The effect of different laser energy and the effect of different laser wavelengths were compared. The experimentally observed line profiles of neutral aluminum have been used to extract the excitation temperature using the Boltzmann plot method, whereas the electron number density has been determined from the Stark broadened as well as using the Saha-Boltzmann equation (SBE). Each approach was also carried out by using the Al emission line and Mg emission lines. It was observed that the SBE method generated a little higher electron number density value than the Stark broadening method, but within the experimental uncertainty range. Comparisons of N e determined by the two methods show the presence of a linear relation which is independent of laser energy or laser wavelength. These results show the applicability of the SBE method for N e determination, especially when the system does not have any pure emission lines whose electron impact factor is known. Also use of Mg lines gives superior results than Al lines.
Introduction
The optical emission spectroscopy (OES) of laser-induced plasma (LIP), which is also known as laser-induced breakdown spectroscopy (LIBS) has become a powerful tool for the fundamental studies of laser-material interaction and for many practical applications, e.g., the application of pulsed laser deposition for thin film growth, etc. LIBS is a unique technique in the modern analytical science world, which allows fast and standoff analysis of any type of material for diverse practical analytical problems. Apart from LIBS's analytical application, a distinguishing feature of LIBS is its capability to carry out characterization of the LIPs by studying the fundamental plasma parameters, such as excitation temperature (T ex ), electron density (N e ), their temporal character, effect of the laser energy (E L ) or laser irradiation wavelength etc. These data are essential for understanding the energy transport mechanism into the plasma. The interest and importance of LIPs characterization are based on the fact that, the spectral line intensity and continuum emission of the LIPs depends on the plasma parameters. Improvements of these two factors improve the quality of LIBS analytical results.
A detailed systematic discussion of plasma characterization was reported by Griem [1, 2] , Lochte-Holtgreven [3] and Bekefi [4] . Adrain et al and Cremers et al described the principles for characterization of LIPs by OES [5, 6] . The principles of these characterizations are mainly based on the assumption of local thermodynamic equilibrium (LTE). The Boltzmann distribution law is usually used to measure the T ex [3] . For N e measurement, three different methods were reported in the literature: the Stark broadening (StB) method [7] [8] [9] [10] [11] [12] [13] [14] , the Stark shifting (StS) method [15] [16] [17] and the use of the Saha-Boltzmann equation (SBE) [18] [19] [20] [21] .
Both the StB and StS methods are based on the Stark effect phenomenon in plasmas, which is due to the collisions of the emitting atoms/ions with electrons and ions. The electric field generated by these fast moving electrons/ions in the plasma perturbs the energy levels of the individual atoms/ ions, thereby broadening the resultant emission lines (StB). This perturbation is also unsymmetrical in nature and hence there will be small shifts of the intensity maxima of line profiles (StS) produced by the Stark effect. In a LIP, the LTE assumption is based on the fact that the characteristic collision time is much less than the characteristic time of radioactive decay. In this scenario, it is valid to assume that the StB is the dominant broadening mechanism in the LIP, in comparison with the natural broadening and/or Doppler broadening. Hence broadening of an emission line along with the shift of intensity maxima can be correlated with the electron and ionic density as described by Griem [1, 2] . For non-hydrogen neutral atoms and singly ionized atoms, the FWHM (full width at half maximum) (Δλ 1/2 ) of an emission line due to StB is expressed as equations (1) and (2) for lines of neutral atoms and singly ionized atoms respectively. ( ) 
( )
W is the electron impact parameter, A is the ion broadening parameter and N D is the number of particles in the Debye sphere. Δλ 1/2 is in Å unit and N e is in cm −3 unit. The right-hand sides of equations (1) and (2) consist of two contributions, the first part is the electron contribution and the second part is the ion correction to the StB. Since StB of well isolated lines from species is predominantly caused by electron impact, the expression can be simplified as:
( ) [24] . Assuming the same error level on W, and ∼5% uncertainty in the FWHM measurement, a simple uncertainty propagation calculation shows ∼20% uncertainties on the N e value determined by the StB method. For high Z elements (Z>20) only a few W data are available. Hence, if the system under study does not have an emission line whose W is known then the use of the StB method is not possible. The same argument is valid for the StS method also, which also correlates the shift of peak maxima with N e .
The N e determination based on the SBE used the wellknown Saha ionization equation, with the T ex determined by Boltzmann plot [20, 21] .
Here, ionization states of a species are represented by superscript Z (0 for neutral and 1 for singly ionized species). I ij is the observed intensity of wavelength λ ij , A ij is the Einstein coefficient of transition probability for spontaneous transition. E i , g i , h, c, m, k B and E ∞ are the energy of the upper energy level, the degeneracy of the upper energy level, the Planck constant, the speed of light in a vacuum, mass of electron, Boltzmann's constant and the ionization energy respectively. In the SBE method, one only needs to know the intensity of two emission lines of the different ionization level and the T ex . Other parameters are constant for a set of emission lines and are available for almost all prominent emission lines in the database. But a simple error propagation calculation reveals that, if the determined intensity, transition probability and T ex all have 15%-30% error, the N e value by the SBE method will have ∼65%-80% error. This clearly shows the reason for the unpopularity of the SBE method.
The aim of the present work is to study and compare the temporal behavior of N e determined by the StB as well as SBE methods, in LIP generated on a nuclear grade Al sample. The effect of choosing different emission lines on the overall behavior of N e determined by the StB and SBE methods are also studied. The effect of laser wavelengths (266, 532 and 1064 nm) as well as different E L (35, 45 and 60 mJ) on this temporal profile was also evaluated.
Experimental procedures

LIBS system and measurements
A common configuration for a laboratory LIBS system described elsewhere was used for the present study (figure 1) [25] . In short, a Nd:YAG laser equipped with the 1st (1064 nm), 2nd (532 nm) and 4th harmonic (266 nm) was focused using a plano-convex lens ( f=25 cm) to produce a LIP. Three different E L were used in the present study, 35, 45 and 60 mJ. Laser pulse energy was measured with a pre-calibrated energy meter (Ophire Photonics, Israel). The plasma emission was collected at a 45°angle with respect to the laser beam direction, through a collimator. A collimator is a light collection system consisting of UV grade quartz lenses/mirrors (CC52, Andor, UK), and it images the plasma onto a high resolution echelle spectrometer (Mechelle, ME5000, Andor, UK) by using an optical fiber (core diameter 200 μm). The spectrograph is attached with an intensifier charge coupled device (ICCD), (iStar, Andor, UK) embedded with a delay generator. The detector is in synchronization with the Q-switch of a laser pulse, to control acquisition time delay (t d ) and gate width (t w ). Intensity and wavelength calibrations of the spectrograph-ICCD were carried out using NIST certified deuterium-quartz-tungsten-halogen [DH2000, Ocean Optics, USA] and Hg-Ar lamps [HG-1, Ocean Optics, USA], respectively. The samples were placed on an XYZ-translator stage (Velmex, USA) and analyzed in ambient atmosphere here. An in-house written program in LabVIEW was used, which can analyze LIBS spectra to report the background subtracted area under a peak and also fit the peaks in the Lorentzian profile.
Analysis
The Indian nuclear research reactor, Dhruva, uses Al as a cladding material. Specifically Al-1S is used for the cladding for uranium metal fuel. For the present study this Al sample obtained from the Atomic Fuel Division, BARC was used. The material is 99.5% pure Al with impurity of Cu (500 ppm), Mg (300 ppm), Mn (500 ppm), Si (1000 ppm), Fe (1700 ppm), Ti (300 ppm) and Zn (800 ppm).
The sample was analyzed at three different E L , 35, 45 and at 60 mJ using 532 nm laser to compare the effect of E L . To compare the effect of different laser wavelengths, samples was analyzed at 60 mJ using 266, 532 and 1064 nm in air at atmospheric pressure. A constant t w of 2.5 μs was chosen for getting an adequate signal at the highest delay time while still maintaining a good temporal resolution. To get a good signalto-noise ratio and keeping in mind that only 300 ppm Mg (which was used in N e calculation, discussed later) is present in the sample, the acquisition of the spectra was carried out by accumulating 50 single shot spectra (>50 accumulations was causing the strongest emission peak to reach near detector saturation). To avoid any local inhomogeneities in the sample surface or any other factor, in every experimental condition, five replicate analyses were carried out at five different positions randomly selected on the sample surface. The Hampel outlier procedure was applied to remove any outlier from replicate analysis of T ex or N e [26] . The plasma emission spectrum was recorded at several t d while varying the pulse energy and/or laser wavelength. The acquisition delay times used were in the range of 50 ns-4 μs.
Results and discussions
One of the utmost important factors for LIP characterization by LIBS is to find out emission lines of interest with good signal-to-noise ratio having known spectroscopic constant values. Carefully studying the LIBS spectrum of the Al-1S sample, eight atomic Al emission lines, one each of Al ionic, Mg atomic and Mg ionic emission lines were selected based on spectral purity and intensity, which were used for T ex and N e calculation. The NIST and Kurucz database was used to identify these emission lines tabulated in table 1 [27, 28] . To check the existence of self-absorption, the line pair Al(I) 394.40 nm and Al(I) 396.15 nm was chosen as these two lines have the same upper energy level and with a change of t d , if there is self absorption the intensity ratio will change, which was not observed at any E L of t d . A typical LIBS emission spectrum generated by the 532 nm laser at a t d of 1.5 μs and 60 mJ energy is shown in figure 2. 3.1. Excitation temperature (T ex ) 3.1.1. Effect of laser energy. As mentioned previously, the T ex is determined by Boltzmann plot. The atomic emission lines of Al, tabulated in table 1 are used for the estimation. Figure 3 shows a typical Boltzmann plot for T ex determination in the Al-1S sample at different t d . The temporal profile of T ex at different E L measured at 532 nm is shown in figure 4 . Irrespective of the E L , the T ex was found to decrease as the t d was increased. The error bar on the temperature is calculated from the standard deviation of five replicate analyses, which varies from 3% to 8% for all energies. At a very early stage of plasma evaluation (<500 ns) the plume emits a strong continuum radiation due to mechanisms involving free electrons (inverse Bremsstrahlung (IB), radiative recombination and photoionization). So, information obtained about the plasma is inaccurate because of the overwhelming continuum emission for short acquisition delay times and hence was not used in this work. The plasma temperature follows the power law decay pattern [13, 21] figure 4 . The power law decay pattern indicates that the temperature diminishes rapidly with time in the early phase of plasma life. It then slows off and then levels off. The fast decay rate can be attributed to the plasma temperature gradient with atmosphere, while the slowing and leveling off at longer delay may be due to recombination processes. This implies the rate of decay in T ex , i.e., −dT ex /dt d at a particular t d is faster at high E L . The faster T ex decay at high E L can be explained by the presence of a large difference between T ex and ambient temperature, which allows the energy transfer to be faster. Again higher T ex means faster expansion of plasma leading to faster decrease of T ex . For all the E L , after 2 μs acquisition delay, there were almost no variations in T ex .
3.1.2. Effect of laser wavelength. Similar to the study of E L , a study using different laser wavelengths at 60 mJ E L was carried out. Figure 5 shows the temporal profile of T e at 266, 532 and 1064 nm. T ex is always higher for the 1064 nm LIP than 532 and 266 nm lasers. A high value of the T ex is A typical LIBS emission spectrum generated by the 532 nm laser at a t d of 1.5 μs and 60 mJ energy in the wavelength region 255-400 nm of the Al-1S sample used in the present study. attributed to the behavior of the main laser energy absorption procedure, i.e., IB. The IB coefficient has a λ 3 dependency (λ=wavelength of laser), which results in a higher IB effect in 1064 nm LIP than 532 nm and 266 nm. The high IB effect means more laser light absorption and hence more T ex . The rate of decay of T ex . i.e., −dT ex /dt d (given in the inset of figure 5 ) increases with decreasing laser wavelength at any particular t d . This feature is more prominent in the <1 μs region. At larger delay small changes in temperature irrespective of the laser wavelength make this pattern very fussy. Contrary to the observation in figure 4 , where LIP with high T ex decay faster, in the case of figure 5 where the effect of laser wavelength has been shown, the decay rate of high T ex plasma caused by 1064 nm laser is slower than the decay of 266 nm LIP. This effect can be explained by the fact that the 266 nm LIP is consisting of a higher N e than the other two wavelengths LIP (discussed later). A high N e implies a small time to dissipate energy to neighboring species and thereby faster decay of energy or the T ex of the plasma.
Electron density (N e )
3.2.1. Effect of laser energy. The N e was determined by both the StB and by the SBE method. H α (656.27 nm) and H β (486.13 nm) lines for N e determination is also reported by a few studies [29] [30] [31] [32] . But in these reports the samples were either pure hydrogen gas or hydrogen rich compounds, which emit strong H α and H β emission lines. In the present study the sample does not contain any hydrogen, hence the only source of hydrogen is air (the hydrogen content in air is ∼0.0005%). Moreover due to the use of a low throughput echelle spectrograph, in the spectra recorded in different conditions, both the H α and H β lines were very weak and in some cases were equivalent to the background signal. Hence the use of H α and H β lines were not performed in the study. By the StB method, both the Al(I) 396.15 nm and Mg(II) 279.55 nm were used to calculate N e . The W values used in this work are tabulated in table 2. For the StB method the required FWHM was obtained by fitting the emission lines to a Lorentzian peak. Figures 6(a) and (c) show the Lorentzian fitting of both the emission lines at different E L at 1 μs acquisition delay. The Stark line width Δλ 1/2 was extracted from the measured line width Δλ 1/2(observed) by subtracting the instrumental line broadening Δλ 1/2(instrument) . In our case Δλ 1/2(instrument) was 0.055 nm for Mg(II) 279.55 nm and 0.081 nm for Al(I) 396.15 nm determined by measuring the FWHM of the Hg lines emitted by a standard low pressure Hg lamp. It was seen from figures 6(a), (c) that irrespective of the E L used, the FWHM remains almost constant for a particular emission line. This indicates a very similar N e . Figures 7(a), (b) show the temporal profile of N e determined at different E L by both the emission lines mentioned previously by the StB method. In the SBE method, both the Al and Mg line pairs were used for N e determination. The Mg line pair Mg(II) 279.55 nm/Mg (I) 285.21 nm was used. In the case of Al, the ionic line Al(II) 281.62 nm is paired with all the other eight atomic Al lines tabulated in table 1 and an average of the resultant N e was used. These eight N e values have ∼70% RSD among them as indicated by the error bar. Figures 7(c), (d) show the temporal profile of N e determined using both the Al and Mg line pair using the SBE method at different E L . The temporal profile of N e is shown in figure 7 and shows that irrespective of the method or emission lines used N e decreases with the t d following a power law. Because of the decay of the line intensity, the statistical errors in the determination of the FWHM increase from 3% to 10%, thus introducing a larger scatter of the data of N e in the high delay condition. The obtained values of N e in the present study are in the same range reported by Drogoff et al [33] , Colan et al [34] , and Ferrero et al [35] . Irrespective of the emission line used the magnitudes of the N e differ slightly from one E L to another, but within the same order of magnitude and within the range of the experimental errors ( figures 7(a)-(d) ). The presence of a systematic difference between the N e temporal curves (determined by StB method) in magnitude could be attributed to the uncertainties of W of Al and Mg. A similar observation was also reported by Galmed et al [36] . It can be seen that the SBE method (figures 7(c), (d)) generates a little higher value N e (within one magnitude difference) than the StB method (figures 7(a), (b)) for both the emission lines, Al and Mg lines. But considering an uncertainty of 60%-80% on the SBE method's values of N e , the difference is within the experimental uncertainty range. In all cases power law decay was observed. After ∼1.5 μs t d , there were almost no variations in N e .
To examine the equality or the presence of some relation in the temporal pattern of N e determined by either of the methods a comparison plot was constructed as shown in figures 8(a), (b) . From figure 8(a) it can be seen that the N e determined by the StB method using an Al line has a linear relation with the same determined using the SBE method, with a slope of 0.35±0.02. This relation is also true for N e determined using Mg lines, with a slope of 0.60±0.04. This indicates that the temporal profile of N e determined by the SBE method is not only good to compare relative changes but is true for magnitude with 60%-80% uncertainty. Also the use of the Mg line gives better results than the Al line if we consider the StB method is the standard method. This relation is again independent of E L used to produce Al LIP.
Effect of laser wavelength.
To evaluate the validity of the relation between N e determined by StB and SBE methods observed in different E L , the same was analyzed by producing Al LIP by different laser wavelengths. It was found that the N e produced by the 266 nm laser wavelength has always been higher than the same produced by 532 and 1064 nm. This is a reverse character to that of T ex . This can be explained on the basis of the fundamental difference in physics between IR, Vis and UV laser ablation. One of the fundamental processes in laser ablation is IB and its cross-section is related to the wavelength as [1−exp(−hc/λkT]λ 3 , and hence the plasma will be much more absorbing in the IR than in the UV [37] . Again reflectivity of laser light from the sample surface increases with an increase in laser wavelength [38] . As a consequence the IR plasma is hotter than the UV plasma and less energy in the laser beam interacts directly with the sample surface in the IR laser case. Since more E L is used for ablation in 266 nm hence the amount of material is more in 266 nm created LIP and hence high N e . Figure 9 shows the temporal profile of N e for different laser wavelengths obtained using StB and SBE methods. relation between the StB and SBE methods is also applicable in the different laser wavelength originated Al LIP. In case of the use of Al lines the slope is 0.33±0.02. This relation is also true for N e determined using Mg lines, with a slope of 0.58±0.02. These values are almost identical to the one obtained at different energy ablated LIPs at 532 nm.
The presence of such an identical relation between the N e determined by the StB method and SBE method clearly shows the applicability to use the SBE method for studying the N e temporal profile in a system where the use of the StB method is not possible because of the non-availability of emission line with known W values. But due to the high error associated with the N e values determined by the SBE method, the use of the SBE method for temporal profiling is advisable rather than calculating for a particular condition.
Conclusions
LIBS was used to characterize the LIP of a nuclear grade Al sample. The temporal profile of LIP parameters (T ex and N e ) was studied at different E L and also against different laser wavelengths. Both T ex and N e show a power law decay pattern with increasing acquisition time delay. The T ex was found to increase with E L . It was also observed that the rate of decay of T ex has a positive correlation with E L and wavelength. StB and using the SBE were used to N e calculation by using both Al and Mg emission lines. Irrespective of the method or emission line used, the magnitudes of the N e remain constant with varying E L , while it decreases with the t d following a power law. Comparisons of N e determined by the two methods show the presence of a linear relation with coefficient, which is independent of E L or laser wavelength. These results show the applicability of the SBE method for N e temporal pattern determination, especially when the system does not have any pure emission lines whose electron impact factor is known. 
