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RÉSUMÉ. Pour être efficace, les protocoles de routage dans les réseaux de capteurs doivent prendre en compte
les interactions locales, le bruit et les collisions. Dans cet article, nous proposons d’utiliser le protocole de
localisation QLoP (Qualitative Location Protocol [HEU 08]) afin de fournir un routage plus efficace en envi-
ronnement bruité. QLoP sélectionne les voisins les plus proches (et donc les noeuds avec un meilleur rapport
signal-à-bruit) pour construire une topologie logique sur laquelle le routage s’applique. QLoP n’utilise aucune
spécificité matérielle particulière ou mesures de RSSI mais se base uniquement sur les informations topolo-
giques de son voisinage à 2 sauts. Ainsi cet algorithme permet de classer les voisins d’un capteur dans 3
classes de proximité : le 1-voisinage logique, le 2-voisinage logique et le 3-voisinage logique. Nous mettons
en évidence l’amélioration des performances de routage sur notre topologie logique par rapport au routage à
plat : le taux de livraison et la distance moyenne atteignable dans ces conditions extrêmes sont améliorés de
façon significative. La consommation énergétique complète ces résultats.
ABSTRACT. To be efficient, routing protocols in wireless sensor networks suppose to take into account local
interactions, noise and collisions. In this work, we propose a routing protocol suitable for noisy environments.
Using the Qualitative Localization Algorithm (QLoP [HEU 08]) in order to select sensors with a better signal-
to-noise ratio, we build a logical topology on which we apply a routing protocol. QLoP does not use neither
any anchor nor dedicated hardware like GPS nor signal strength measurement. Each node builds a Qualitative
Distance according to the physical 2-hop neighborhood informations (i.e. topological informations). Thus, this
algorithm allows to determine coarsely the relative location of the neighbors which are classified as logical
1-hop, logical 2-hop and logical 3-hop. We highlight the routing performances in a noisy environment and
compare it to a classical routing protocol on a flat topology. Delivery ratio, throughput and average distance
reachable in those extremes conditions are appreciably enhanced. Energy consumption completes these results.
MOTS-CLÉS : contrôle de topologie, localisation, réseaux de capteurs, distance qualitative, interférences, routage
KEY WORDS: topology control, localisation, sensor networks, GPS-free, qualitative distance, routing
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1. Introduction
Les réseaux de capteurs sont constitués de quelques centaines à plusieurs milliers de noeuds à
faible coût et dont la consommation électrique est faible. Le routage des données dans ce type de
réseau est un enjeu important. Cependant, comme le montre les recherches actuelles ( [P.L 09]), les
protocoles de routage classiques ne sont pas, en l’état, applicables aux réseaux de capteurs dans un
environnement réel, notamment à cause des conditions radio particulières. Le bruit, les interférences,
les collisions et la volatilité du voisinage conduit à une chute importante des performances. Dans cet
article, nous proposons d’utiliser QLoP pour construire une topologie logique basée sur l’algorithme
Relative Neighborhood Graph (RNG[TOU 80]) afin de fournir un routage qui favorisera les voisins
les plus proches comme relais. Cette stratégie permet de sélectionner en moyenne des liens plus
courts et donc plus robustes au bruit et à l’instabilité du canal radio.
De nombreuses applications pour les réseaux de capteurs comme la surveillance de feu de forêt,
la télé-relève, etc... ont besoin d’avoir une information géographique pour fonctionner efficacement.
Les protocoles de contrôle de topologie où chaque capteur doit ajuster sa puissance de transmission
pour minimiser sa consommation énergétique, les algorithmes ont le plus souvent besoin d’informa-
tion sur la position de leurs voisins.
QLoP est un algorithme localisé qui permet à chaque nœud de localiser qualitativement ses voi-
sins en utilisant uniquement des informations locales sans ancre ni spécificité matérielle particulière.
L’algorithme déployé sur un nœud utilise seulement des informations obtenues par l’échange de table
de voisinage à l’aide de paquets hello classique pour calculer un indice de proximité pour chaque
voisin à un saut. Les voisins à un saut du nœud étudié sont classés en 3 catégories : 1-voisinage
logique, 2-voisinage logique et 3-voisinage logique.
L’objectif est de fournir un algorithme de routage efficace pour ce type de réseau, résistant aux
interférences, aux collisions et au bruit. Dans cette optique, la topologie virtuelle va favoriser les
liens les plus courts et ainsi, construire des routes plus longues en termes de sauts mais plus efficace
en termes de taux de livraison et de distance atteignable. Nous montrons qu’en favorisant les voisins
les plus proches, nous sélectionnons les noeuds avec un rapport signal sur bruit plus important ce
qui va accroitre les performances face aux interférences et aux collisions.
Le papier est organisé de la façon suivante : en section 2 nous présenterons l’algorithme de
distance qualitative et la topologie logique en section 3. Les hypothèses que nous avons prises ainsi
que les résultats obtenus sont présentés dans le chapitre 4. Dans le chapitre 5 nous discutons la
consommation énergétique de QLoP et nous présentons les travaux les plus proches dans le chapitre
6. Enfin, nous concluons et présentons les perspectives de ce travail.
2. QLoP : présentation de l’algorithme
De nombreuses techniques sont proposées pour permettre aux nœuds d’estimer la distance entre
eux et leurs voisins. Des techniques précises : temps de propagation d’un signal (ToA) [CAP 01], de
deux signaux de différentes natures (TDoA) [WAR 97], [NAW 07], de l’angle d’arrivée du signal
(AoA) [NIC 03], [AKC 06], ou la combinaison de TDoA et de AoA [MAG 07]. Cependant toutes
ces études appliquées principalement dans le cas de réseaux ad-hoc, ne prennent pas en compte
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la consommation énergétique (besoin de synchronisation) ou considère des spécificités techniques
(groupes d’antennes, horloge interne très précise, gestion de plusieurs type de signaux) incompatible
avec le faible coût et la petite taille des capteurs. La puissance du signal reçu (RSSI) est prise par de
nombreux articles comme mesure pour estimer la distance. En effet, cette mesure est intuitive : plus
le signal reçu est fort, plus le voisin est proche, moins ce signal est puissant plus le voisin est éloigné.
De plus cette mesure est disponible sur la plupart des antennes. Cependant, de nombreuses études
montrent que cette métrique reste très volatile. Même [RAM 09], constate que, malgré un environ-
nement particulièrement favorable (pas d’interférences en radio-fréquence externes), des "caprices"
matériels ou la mobilité d’objets à l’intérieur du réseau fera varier le RSSI de manière imprédic-
tible. Une solution serait alors de moyenner cette mesure pour en affaiblir les variations. Mais non
seulement cela augmentera le temps nécessaire pour la localisation mais la simple modification non
temporaire de l’environnement physique du réseau, faussera la métrique. Sélectionner uniquement
les liens avec une puissance de réception du signal supérieure à un certain seuil n’est donc pas une
solution efficace.
L’idée de QLoP est d’arriver à fournir une estimation de la proximité en se basant sur les infor-
mations topologiques localisées et contourner ainsi l’instabilité du canal radio, inévitable dans un
réseau de capteurs déployé dans un environnement réel. Ces informations proviennent de l’échange
des tables de voisinage entre voisins directs via des paquets hello. Chaque noeud du réseau a donc
une information topologique limitée à son voisinage à 2 sauts et nous montrerons qu’il est capable
de déterminer, avec une forte probabilité, trois classes de proximité pour ses voisins : le 1-voisinage
logique, le 2-voisinage logique et le 3-voisinage logique. Une telle localisation servira à construire
un protocole de routage unicast efficace dans un environnement sans fil dégradé avec un haut ni-
veau d’interférences : en privilégiant comme relais les noeuds du 1-voisinage logique ce routage
privilégiera les noeuds avec un rapport signal-sur-bruit plus favorable.
Le nœud y calcule l’indice de proximité d’un voisin x de la façon suivante :
PIy(x) = (|V (y) ∩ V (x)|)−
max(|V (y)|, |V (x)|)
2
avec V (y) et V (x) le voisinage de y et x respectivement.
L’idée générale est d’attribuer un indice fort aux voisins ayant à la fois un voisinage commun
important et un voisinage distinct faible. L’indice de proximité va ainsi évaluer la similarité des
voisinages. Ainsi, nous prenons en compte dans l’algorithme le rapport entre le nombre de voisins
communs et le nombre de voisins disjoints. Il semble en effet logique que des voisins proches géo-
graphiquement aient un voisinage fortement semblable alors que deux voisins éloignés vont avoir un
voisinage assez dissemblable. L’indice de proximité va représenter la distance qualitative d’un voi-
sin. Nous allons voir que cette proximité qualitative va de paire avec la proximité géographique dans
le cas des réseaux de capteurs dense. Ce mécanisme permet d’établir trois classe distinctes parmi les
voisins : le 1-voisinage logique (ou 1), le 2-voisinage logique (ou 2) et le 3-voisinage logique (ou
3). Pour un noeud particulier, nous déterminons les classes de ces nœuds voisins de la façon suivante :
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Figure 1. Application de l’algorithme sur une topologie aléatoire
Soient PIy(x) l’indice de proximité du voisin x d’un nœud y, PIy(xi) la liste des indices de
proximité de tous les voisins xi de y et classey(x) la classe de x pour y :
∆ = |max(PIy(xi))−min(PIy(xi))|3
classey(x) =
 1 si PIy(x) ≥ max(PIy(xi))−∆2 si max(PIy(xi))− inter > PIy(x) ≥ max(PIy(xi))− 2∆3 si PIy(x) < max(PIy(xi))− 2∆
Chaque nœud du réseau calcule l’indice de proximité de chacun de ses voisins en fonction des
informations reçues de son voisinage à 1 saut. Chaque nœud maintient une table de voisinage à 1 et
2 sauts et diffuse celle à 1 saut avec des paquets hello périodiques.
Le protocole est peu consommateur en énergie car il utilise seulement des informations néces-
saires à beaucoup d’autres protocoles déployés dans les réseaux de capteurs : auto-organisation et
contrôle de topologie (CDS-rule k [WU 99], CDS-MIS [WAN 02], etc.) et protocoles de routages
pro-actifs (OLSR [CLA 03], etc.). De plus, si le réseau est peu dynamique (faible mobilité, peu de
naissance ou de mort de nœuds dans le réseau [HEU 07b]) l’échange de paquets peut être réduit voire
limité simplement à la phase de déploiement du réseau. On peut également utiliser l’overhearing,
c’est-à-dire qu’il n’y a pas de paquets dédiés mais que les capteurs découvrent leur voisinage grâce
au trafic de données.
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Figure 2. Cardinalité des classes en
fonction du degré moyen
Figure 3. Fiabilité de l’algorithme
Dans le cas d’une topologie dense (700 nœuds, degré moyen : 40), la localisation est très efficace.
Nous pouvons voir le classement en trois classes par un nœud de son voisinage sur la figure 1. Les
nœuds jaunes appartiennent au 1-voisinage logique, les oranges au 2-voisinage logique et les rouges
au 3-voisinage logique. Plus la densité d’un réseau est forte et moins les incohérences de voisinage
influent sur le classement des voisins.
Chaque nœud alloue une classe à ses voisins en fonction de son indice de proximité. Comment
évoluent ces classes quand le degré moyen augmente ? Le 1-voisinage logique va-t-il croître propor-
tionnellement au nombre de voisins ? Nous étudions le pourcentage moyen de nœuds sélectionnés
dans le 1-voisinage logique et le 2-voisinage logique (Fig. 2). Nous pouvons souligner que le pour-
centage des nœuds du 1-voisinage logique diminue alors que, dans le même temps, le 2-voisinage
logique augmente. La cardinalité du 3-voisinage logique reste constante. Cela indique que plus la
densité est importante et plus l’indice de proximité est capable de distinguer les nœuds réellement
proches.
Quand l’algorithme détermine une classe de proximité pour un voisin, il est primordial de savoir
si ce nœud sélectionné comme proche, l’est effectivement dans le monde réel. Pour répondre à cette
interrogation, nous avons déterminé le nombre de nœuds appartenant au 1-voisinage logique et au
2-voisinage logique sélectionnés par l’algorithme appartenant effectivement à ces classes géogra-
phiquement. Ensuite nous regardons le nombre de nœuds réellement dans ces deux classes et non
sélectionnés par l’algorithme. Nous avons ainsi la fiabilité de l’algorithme en répondant à ces deux
questions : quelle probabilité qu’un voisin classé comme proche ou très proche le soit effectivement
et quelle probabilité qu’un nœud proche ou très proche soit manqué par l’algorithme. Nous obser-
vons une fiabilité de plus de 80% même pour des topologies de faible degré (Fig 3). Il est à noter que
la prise en compte du voisinage au-delà de 2 sauts pour le calcul de l’indice de proximité dégrade la
précision.
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Figure 4. a) Topologie physique, b) Contrôle de topologie(RNG, GPS) c) Contrôle de topolo-
gie(RNG, QLoP)
3. Contrôle de topologie : QLoP-RNG
Dans le cas de réseaux de capteurs denses il est parfois souhaitable de limiter le voisinage aux
plus proches voisins : pour stabiliser le voisinage et sélectionner les noeuds avec le moins important
niveau de bruit ou d’interférences. Il existe dans cette optique, de nombreux algorithmes de contrôle
de topologie :
- Gabriel Graph [GAB 69] : une arête entre deux sommets u et v est sélectionnée si et seulement
si disque(u, v) ne contient pas d’autres sommets à l’intérieur.
- LMST [LI 03] : Chaque noeud connait sa position et celle de son voisinage à 1 saut. Chaque
noeud calcule un arbre couvrant minimum local (LMST) parmi ses voisins directs. La construction
de la topologie est basée sur l’arbre local de chaque noeud : une arête (u, v) appartient au LMST
final si et seulement si v est dans LMST(u) et u est dans LMST(v).
- RNG [TOU 80] : Grâce à la position de son 1-voisinage physique, un noeud enlève les liens les
plus longs de cette façon : soit deux noeuds voisins u et v, s’il existe un noeud w tel que d(u, v) >
d(u, w) et d(v, u) > d(v, w) alors le lien (u, v) est désélectionné et n’appartiendra pas à la topologie
logique finale.
A notre connaissance et à l’exception de [CAR 03], l’ensemble des protocoles d’auto-organisation
orientés élagage de liens se basent sur la connaissance des informations géographiques pour sélec-
tionner les liens les plus courts. Les études prennent comme hypothèse la facilité d’obtenir une
mesure de distance entre deux nœuds d’un réseau en s’appuyant sur l’hypothèse de capteurs sur-
équipés : GPS, ensemble d’antennes pour calculer l’angle d’un signal reçu, synchronisation précise
entre les capteurs, horloge interne extrêmement précise et stable, etc. Nous avons vu précédemment
que ces hypothèses ne correspondaient pas aux équipements disponibles dans le domaine des réseau
de capteurs.
La pseudo-distance développée par [CAR 03] est appliquée pour la construction d’un RNG et la
diffusion de paquets d’inondation dans un réseau ad hoc. Cependant, l’auteur considère une densité
strictement uniforme et le réseau est modélisé sous la forme d’UDG. En outre, aucune étude sur les
caractéristiques de la structure formée n’est proposée.
Nous montrons par la suite qu’il est possible de construire une topologie logique efficace sans
connaissance de la position exacte, sans triangulation et sans mesure de RSSI. Nous appliquons notre
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Figure 5. Evolution de la longueur
moyenne des liens de la topologie
Figure 6. Evolution du nombre de pa-
quets RREQ retransmis par noeuds
protocole de localisation qualitative pour construire une topologie Relative Neighborhood Graph
(Figure 4). Le protocole RNG garanti la connectivité du réseau. De plus, [HEU 07a] montre que
RNG est robuste et que les conséquences de la mort d’un ou plusieurs noeuds sont limitées et restent
localisées.
Grâce à l’indice de proximité du voisinage à 1 et 2 sauts, un noeud élague les liens les plus longs
de la façon suivante : soit deux noeuds voisins u et v, s’il existe un noeud w tel que PIu(w) >
PIu(v) et PIv(w) > PIv(u) alors le lien (u, v) est désélectionné. Sur la figure 5, nous observons
l’efficacité de l’élagage de liens effectué pour construire la structure logique en étudiant la longueur
totale des liens sélectionnés : en effet plus les liens sélectionnés sont courts, meilleur est l’algorithme.
Cette analyse met en évidence deux points : les performances de l’algorithme RNG-QLoP est très
proche d’un RNG utilisant le positionnement GPS et plus la densité est importante et meilleures
sont les performances de RNG-QLoP. Cela est dû aux propriétés de QLoP : plus d’information de
voisinage conduit à une amélioration de sa précision.
4. Routage pseudo-DSR sur topologie logique
4.1. Routage pseudo-DSR
Dynamic source routing (DSR) est un protocole de routage pour réseaux mobiles et ad hoc qui
peut être utilisé dans les réseaux de capteurs. C’est un protocole réactif, c’est à dire que les routes
d’un noeud source à une destination sont calculées à la demande. Une source va inonder le réseau
avec un paquet de requête de route (RREQ) et construire la route demandée en fonction du paquet
de réponse renvoyé par le noeud destination (RREP). Dans notre environnement de simulation, les
routes ont une date d’expiration et doivent être rafraichit de façon périodique.
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Figure 7. Evolution du taux de livraison
des paquets RREQ
Figure 8. Taux de livraison en fonction
du niveau de bruit
4.2. Resultats
Les résultats sont obtenus avec une puissance de transmission constante et une variation du bruit
ambiant. Nous relevons une rupture de la connexité du réseau à partir d’un bruit de -90dBm. Les
capteurs s’échangent des paquets hello comprenant la table de voisinage du capteur et son identi-
fiant, des paquets RREQ/RREP comprenant la source du paquet, la destination, le chemin emprunté
par le paquet et un numéro de séquence. Les paquets de données contiennent le capteur source et
destination, le chemin à emprunter et une place pour les données. La taille totale d’une trame de
données est de 1ko. Nous comparons les performances des différentes topologies suivantes :
- Topologie physique (ou à plat) i.e. les noeuds communiquent avec leurs voisins physiques
- QLoP-RNG i.e. chaque noeud construit localement une structure RNG en utilisant QLoP pour
déterminer la localisation de ses voisins
- GPS-RNG i.e. chaque noeud construit localement une structure RNG en utilisant la position
réelle de ses voisins.
Il est important de souligner que QLoP-RNG et GPS-RNG ne modifie pas la connexité intrin-
sèque du réseau.
La figure 6 montre le nombre de retransmission de paquets RREQ. Ces paquets sont essentiels
pour la découverte de route d’une source à une destination. Dans un routage de type DSR, le réseau
est inondé. Nous observons une grande disparité entre le flooding sur une topologie logique et celui
sur une topologie à plat. Dans le cas d’une topologie à plat et quand le bruit ambiant est faible presque
3 fois plus de paquets sont relayés par chaque noeud à travers le réseau. Il en résulte une surcharge
du réseau et donc une augmentation de la probabilité de collisions. La seconde conséquence est le
gaspillage d’énergie. Dans ce cas, les topologies QLoP-RNG et QLoP-GPS réduisent fortement le
nombre de retransmissions de paquets RREQ.
Cependant, cette réduction de trafic a un impact sur la probabilité d’atteindre une destination
(voir Fig. 7). Nous observons un taux de livraison des paquets RREQ plus bas pour le routage sur
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Figure 9. La distance face au bruit Figure 10. Average number of hops per
packet against noise
les topologies logiques QLoP-RNG et GPS-RNG. Quand un noeud destination reçoit un paquet
RREQ, il retourne, en unicast, un paquet de réponse (RREP). Ce paquet est également sensible aux
interférences et aux collisions. Cela signifie que seules quelques routes sont construites. Sur une
topologie à plat, un nombre plus important de routes est construit mais elles sont moins robustes.
Ces routes sont basées sur des liens opportunistes, non robustes dans le temps. Sur les topologies
QLoP-RNG et GPS-RNG la construction des routes est basées sur des liens radio moins volatiles.
Pour les résultats suivants, les noeuds envoient des données de façon périodique à un noeud
destination choisi aléatoirement. Nous observons à la Fig. 8 le taux de livraison. Nous avons vu
précédemment que le processus de découverte de routes était différent selon la topologie : alors que
de nombreuses routes sont construites sur une topologie à plat, le protocole de routage sur QLoP-
RNG et GPS-RNG construit une route seulement si elle est stable. La topologie QLoP-RNG obtient
le meilleur taux de livraison. Même dans le cas d’un fort bruit parasite, le routage sur cette topologie,
permet de transmettre des paquets à la destination. Ici, la taille des paquets (1ko) ne permet que
très peu de transmissions opportunistes. Le routage sur la topologie à plat est donc peu efficace.
Concernant la topologie GPS-RNG, l’élagage trop sévère des liens empêche les communications au
lieu de les renforcer.
Nous pouvons remarquer que dans un réseau où les communications sont nombreuses et où
le bruit est important, seulement un nombre limité de paquets de données arrive effectivement à
destination. La distance euclidienne qui sépare la source de la destination influe beaucoup sur cette
probabilité de succès : plus la distance est importante plus le taux de livraison est faible. Nous voyons
sur la Figure 9 quelle distance couvrent les paquets reçus et l’évolution de cette distance en fonction
du bruit. L’impact du bruit et des interférences influe, de manière très importante, sur la diffusion
des paquets de données. Il est très difficile pour un noeud d’envoyer ses données à une distance
plus grande que 20m dans le cas d’une topologie QLoP-RNG (le diamètre du graphe est de 140m
environ). Cela signifie que même quand le réseau est considéré connexe, les paquets ne parviennent
pas à franchir, en moyenne, une certaine distance. Ici, la topologie logique, même si elle réduit
la possibilité de longs sauts, augmente au final, la distance moyenne franchissable par un paquet.
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Cela confirme le fait que la probabilité de transmissions opportunistes utilisant des liens longs est
négligeable.
Une des différences entre le routage sur topologie logique et sur topologie classique est la lon-
gueur des routes construites en termes de nombre de sauts entre la source et la destination. Les
topologies QLoP-RNG diminuent le nombre de liens dans le réseau, pour s’appuyer majoritairement
sur les liens les plus courts et donc, nous l’avons vu, sur les liens les moins sensibles au bruit. Dans
le cas des liens les plus longs, la probabilité de succès d’une transmission est extrêmement faible et
il est donc souhaitable de contourner un lien fragile par plusieurs liens plus courts et plus robustes.
C’est ce que réalise QLoP-RNG (voir Fig.10).
5. Consommation énergétique
QLoP n’utilise ni GPS, ni aucune spécificité matérielle particulière. La consommation d’un ré-
cepteur GPS n’est pas négligeable au regard de la consommation d’un capteur et si la recherche
pour réduire la consommation des puces GPS existe, cela nécessite un équipement et des protocoles
supplémentaires [RAS 07]. QLoP utilise uniquement des paquets hello ou "beacon" pour informer
son voisinage de sa présence et pour transmettre son voisinage direct. En cela, QLoP est compatible
avec les protocoles d’endormissement et d’auto-organisation qui sont également basés sur ce type
de mécanisme. Il est donc important de souligner que dans la plupart des cas, QLoP utilise une in-
formation déjà disponible sans consommer d’énergie supplémentaire. Le calcul de PIA(B) (indice
de proximité du noeud B calculé par le noeud A) est une simple intersection de 2 ensembles. La
complexité de cet algorithme est donc en O(n + m) où n est la cardinalité du voisinage de A et m
la cardinalité du voisinage de B. QLoP est donc extrêmement peu consommateur en énergie même
lorsque la densité est très importante.
6. Etat de l’art
Le routage en environnement bruité est peu traité. A notre connaissance, il n’existe aucun papier
qui traite de routage sur topologie logique, sans information géographique et dans un environnement
physique réaliste.
[HAE 05] donne 18 raisons pour expliquer le compromis entre utiliser beaucoup de petits sauts
et utiliser peu de grands sauts pour le routage. Cet article admet le besoin de routes stable dans le
routage pro-actif mais ne traite que des liens opportunistes dans le cas d’un routage géographique.
Il élude ainsi le problème de découverte de routes et le problème de l’inondation.
[ZHA 08] explore également le compromis entre les stratégies de routage : grands sauts ou
petits sauts en regardant l’aspect énergétique. Il détermine à quelle distance il est souhaitable de
faire un saut supplémentaire au regard de la consommation énergétique. Ce papier ne se concentre
cependant uniquement sur le lien physique et quand les noeuds sont capables d’ajuster leur puissance
d’émission.
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Figure 11. Communications concurrentes
Dans ces deux papiers, le cas de communications concurrentes n’est pas traité. Dans le cas de
communications simultanées, quatre noeuds proches pourront échanger leur données avec succès
(voir Fig.11).
7. Conclusion et perspectives
Dans ce travail, nous proposons une stratégie de routage dans le cas d’un environnement radio
bruité. Elle est basée sur un protocole de localisation qualitative (QLoP) utilisant uniquement des in-
formations localisées sans GPS. Nous appliquons ce protocole pour contrôler la topologie du réseau
(QLoP-RNG). Un RNG est calculé en utilisant les indices de proximité de QLoP : les performances
sont proches de celles obtenues avec un positionnement absolu (RNG-GPS).
Ensuite, nous utilisons cette topologie logique pour proposer un routage pseudo-DSR efficace
pour les réseaux de capteurs en environnement bruité. Cette stratégie favorise les chemins utilisant
de petits sauts et donc les noeuds relais ayant un rapport signal-sur-bruit plus important. La topologie
QLoP-RNG réduit le coût de l’inondation pour la découverte de route, le nombre de communica-
tion sur le médium radio et construit de routes plus robustes. Nous croyons que QLoP-RNG est un
bon compromis entre l’élagage de lien trop drastique de GPS basé sur des positions réelles (GPS-
RNG) et une absence de contrôle de topologie. La prochaine étape de notre travail sera d’explorer les
influences de la couche MAC dans les performances de notre topologie. En effet, les méthodes d’ac-
cès au canal et notamment les mécanismes d’évitement de collisions peuvent, selon nous, diminuer
inutilement la capacité du réseau.
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