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とし，受信側データを yn としよう．n = n0 で最初
の損傷が起こった，すなわち，xn0 が失われたとしよ





のとき，yn0−1, yn0 , . . . , yn0+nS−1 として受信される
データが送信データのどの部分に相当するかの対応関
係の可能性を，nS = 5の場合について，図 1 に列挙
する．図中の Lostは，データが失われることを示し，
Dは同じデータが 2回重複することを示している．












図 1 nS=5 での損傷の八つの型（M1～M8）


















まず，yn−1 と yn の間に最初の損傷があり，それ
をM1型の損傷だとみなして Lost値として z を挿入
した場合の評価関数を，L1(n, z) と書くことにする．
M2～M4についても，Lost値を z1, z2 としたときの
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発見・判定・復元は，以下のように行う．まず，nを
順にインクリメントしていきながらL(n)を評価し，そ
れが設定されたしきい値 CL を超えたときに，地点 n
を損傷位置として決定する．そして，損傷型を，L(n)
の最大値を与える型Mj と判定し，Lost値を，Lj を







q 個の連続するサンプル値 ξ = {ξ1, ξ2, . . . ξq} を
用意し，これに対する前向き k 次の線形予測を考え
る．ξk+1, ξk+2, . . . , ξq に対する予測誤差を，それぞれ
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上式を，δ = Gθ − ζ と書くことにすると，δ のノル
ムを最小にする θ は，共役転置を「∗」で表して，
G∗G θ −G∗ζ = 0 (3)
の解となる．これを解くと，θ = (G∗G)−1G∗ζ となる
ので，これを式 (2)に代入して，δ について解くと，
δ = (G(G∗G)−1G∗ − I) ζ (4)
が得られる．誤差のエネルギーの総和 P = δ∗δは，次
式のように計算できる．
P = ζ∗(G(G∗G)−1G∗−I)∗(G(G∗G)−1G∗−I) ζ
= ζ∗(I −G(G∗G)−1G∗) ζ (5)
ここで，G∗ を，G∗ = UΔV ∗ と特異値分解すると，
P = ζ∗(I − V Δ U∗UΔ−2U∗UΔ V ∗) ζ (6)
= ζ∗(I − V V ∗) ζ (7)
となる．P の大きさは，ζ の要素数や要素の大きさに














い，地点 nの直前に値 z を挿入したときの ξ を，
ξM1,n,z,D








L1(n, z) = − logQ(k, ξM1,n,z,D)




なお，ξM2,n,z1,z2 , ξM3,n,z1,z2 , ξM4,n,z1,z2 につ
いても同様に定義できるので，これらを使って，




n0 を M1 損傷点としたとき，n ≥ n0 で yn=xn+1
が成立するから，損傷を受けることは，雑音 en，
en = yn−xn =
{
0, n < n0









図 2 M1 損傷を受けた音声のスペクトログラムと波形
























に差異が出ないように工夫した．これは，|u| ≥ D+ 1
2








w(n−D − 1), ξ = ξM1,n,z,D
w(n−D − 1
2
), ξ = ξref,n,D
(13)
図 3 連続関数 w(t) から，窓関数 wn を導出する方法
Fig. 3 The relationship between continuous function
w(t) and induced discrete window wn.
で実現できる．D=3の場合を図 3 に図示する．
こうして定義した w1, w2, . . . を，ξ の第一要素か
ら順に乗算して窓かけとする．窓かけした波形をN 点












L1(n, z) = −1(ξM1,n,z) + 1(ξref,n) (15)
と 定 義 し た ．同 様 に ，ξM2,n,z1,z2 , ξM3,n,z1,z2 ,
ξM4,n,z1,z2 を使って，スパース性指標間の差として
L2(n, z1, z2), L3(n, z1, z2), L4(n, z1, z2) が定義でき
る．以上で評価関数が導かれた．以下，この評価関数
を用いた修復法を 1ノルム法と呼ぶことにする．





























































または z1 と z2）を 1 LSB ステップで細かく調整す
る．これによって，特定の要素値で Ξk がほぼ 0にな
ることが起こり得る．このとき，H(ξ)は絶対値が非
常に大きな負値となる．その結果，エントロピー最小
の目的を外れて，「ある k に対して Ξk = 0をめざす」
という調整が行われてしまう可能性がある．今回は，







log(|Ξk|2 + ) (18)
以上の準備のもと，評価関数 L1(n, z)を，挿入前後
でのエントロピー指標の差として，
L1(n, z) = −H(ξM1,n,z) + H(ξref,n) (19)
と 定 義 し た ．同 様 に ，ξM2,n,z1,z2 , ξM3,n,z1,z2 ,
ξM4,n,z1,z2 を使って，エントロピー指標間の差とし



















表 1 音源 xn として選んだ六つの代表的な信号






SIN 1.403 kHz の正弦波（振幅 16768）
SIN+W SIN に，標準偏差 32 の一様分布白色雑音を加算
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図 4 音源 xn として選んだ信号のスペクトルと波形
Fig. 4 Spectrogram and waveforms of signal xn.
ルギーが存在しているのに比較して，音声の場合は，
10～35%程度の無音時区間が存在している．
これら xn に対して，0.1秒間隔で 90個の損傷を与
えたものを損傷データ yn とした．損傷位置による特
異性が現れるのを防ぐため，損傷の開始位置を 0.0166
秒ずつずらして 6通りの yn を作り，この六つのデー
タに対して M1～M4 の四つの型の損傷を与えた．す
なわち，ある音源 xn に対し 24通りの yn を準備した．
図 5 適合率 r（横軸）と再現率 R（縦軸）のトレードオ
フ関係の例．エントロピー法（D = 256， = 1.0）
において，しきい値 CL を変化させたときの軌跡．
Fig. 5 Trade-oﬀ curves between precision ratio r and
recall ratio R. The trade-oﬀ parameter is CL.
(entropy method, D = 256， = 1.0)
なお，修復にあたっては，式 (1) において L1, L2,



















時間幅 D と，予測次数 k がある．これらを横軸にと
り発見率 Rd を縦軸にとったグラフを描き解析した．




図 7 は，k = 23に固定して，D と Rd の関係を見
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図 6 線形予測法の発見率 Rd．評価時間幅を D=64 に固
定して，予測次数 k との関係を示す．
Fig. 6 The relationship between the order of prediction k
and the discovery rate Rd. (D=64)
図 7 線形予測法の発見率 Rd．予測次数を k=23 に固定
して，評価時間幅 D との関係を示す．
Fig. 7 The relationship between analyzing sample
length of prediction D and the discovery rate
Rd. (k=23)
たものである．D は 32以上に設定すべきと分かる．




Rd の関係を，図 8 に示す．図 6 や図 7 とは，縦軸の






図 8 1ノルム法の発見率 Rd．窓幅 D との関係
Fig. 8 The relationship between window size of the
1-norm method D and the discovery rate Rd.
図 9 エントロピー法の発見率 Rd．窓幅 D との関係
Fig. 9 The relationship between window size of the






















Table 2 The confusion matrices of the damage types.
音源：PM 判定：M1 判定：M2 判定：M3 判定：M4
損傷型：M1 97.1% 2.2% 0.0% 0.7%
損傷型：M2 7.8% 75.7% 7.4% 9.1%
損傷型：M3 5.1% 10.8% 80.6% 3.5%
損傷型：M4 5.7% 8.5% 5.0% 80.8%
音源：PF 判定：M1 判定：M2 判定：M3 判定：M4
損傷型：M1 96.6% 2.7% 0.0% 0.8%
損傷型：M2 1.0% 81.5% 7.9% 9.6%
損傷型：M3 0.7% 9.2% 86.2% 3.9%
損傷型：M4 1.0% 10.7% 2.0% 86.3%
音源：VF 判定：M1 判定：M2 判定：M3 判定：M4
損傷型：M1 95.7% 2.8% 0.3% 1.3%
損傷型：M2 0.2% 87.1% 5.7% 6.9%
損傷型：M3 0.2% 6.3% 90.4% 3.0%
損傷型：M4 0.7% 12.2% 3.7% 83.4%
音源：MUSIC 判定：M1 判定：M2 判定：M3 判定：M4
損傷型：M1 98.9% 0.9% 0.0% 0.2%
損傷型：M2 0.2% 77.8% 11.5% 10.5%
損傷型：M3 1.4% 9.2% 85.0% 4.5%
損傷型：M4 0.6% 14.0% 3.5% 81.9%
音源：SIN 判定：M1 判定：M2 判定：M3 判定：M4
損傷型：M1 99.8% 0.0% 0.0% 0.2%
損傷型：M2 0.0% 100.0% 0.0% 0.0%
損傷型：M3 0.0% 0.0% 100.0% 0.0%
損傷型：M4 0.0% 0.9% 0.0% 99.1%
音源：SIN+W 判定：M1 判定：M2 判定：M3 判定：M4
損傷型：M1 99.6% 0.0% 0.0% 0.4%
損傷型：M2 0.0% 98.5% 0.7% 0.7%
損傷型：M3 0.0% 0.4% 99.6% 0.0%
損傷型：M4 0.0% 1.7% 0.0% 98.3%
M1とM2の間の判定に絞って，どのようなメカニズ
ムで混同が起こっているのか，詳しく見ていこう．
まず，準備として，L1(n) = maxz L1(n, z) と，
L2(n) = maxz1,z2 L2(n, z1, z2) を定義しておく．
図 10 は，音源 PF に対して M2 型の損傷を与えた




完全であることが分かる．L2 は yn0+1 を変化させた
上で最大値を求めるが，L1 にはその変化の余地がな




て yn0+1 の新しい値を yn0 とするのと結果としては
図 10 M2 型損傷時の評価関数 L2(n), L1(n) の関係
Fig. 10 The relationship between L2(n) and L1(n)







yn0+1 = yn0 の条件が成立することが必要で，それは
















復元誤差 E を，誤差 |z−xn0 |の平均として定義する．
まず，線形予測法による復元誤差Eを図 11 (a), (b)
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図 11 復元誤差 E での比較．(a) 線形予測法．D=64 に固定し，予測次数 k を横軸に
とった．(b) 線形予測法．k=23 に固定し，評価時間幅 D を横軸にとった．(c) 1
ノルム法．窓幅 D を横軸にとった．(d)エントロピー法．窓幅 D を横軸にとった．
Fig. 11 The relations between parameters and estimation errors. (a) LP method,




5. 1 エントロピー法の微小量 について
エントロピー法では，微小量 を決定する必要があ












辺において p = 1.0としたもの等しくなる．
p の最適値について論じよう．p と発見率の関係を
図 12 に示す．p > 1.0では性能低下が生じているが，
PFのように p = 1.0付近で発見率が上がっている音




図 12 微小量  の修正倍率 p が発見率 Rd へ与える影響







より，本論文では p = 1.0を支持したい．なお，今回




図 13 微小量  の修正倍率 p が復元誤差 E へ与える影響
Fig. 13 The relation between p and average error.
表 3 音源 VF（6 秒）の損傷の修復にかかる計算時間
Table 3 Computation times for restoration of VF.
方法 設定パラメータ 全点評価での計算時間
線形予測法 D=64，k=23 6723 秒
1ノルム法 D=253 360 秒
エントロピー法 D=253 296 秒
2.66GHz の Xeon，メモリ 3GByte のマシン．C 言語で実装．
5. 2 性 能 比 較















に固定したときの発見率 Rd での比較を図 14 に示し，
復元誤差 E での比較を図 15 に示す．両手法が全く異






Fig. 14 An Rd comparison between LP method (D=64,
k=23) and entropy method. (D=253)
図 15 線形予測法（D=64，k=23）とエントロピー法
（D=253）の復元誤差 E での性能差比較
Fig. 15 An error comparison between LP method (D=64,
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表 4 追加して実験した四つの音楽信号
Table 4 Additional four music signals.
記号 内容
MUSIC-2
日本オーディオ協会のテスト用 CD の Impact2









の 125 秒～134 秒のサビ部分，右ch）
MUSIC-5
ジャズ．渡辺貞夫のオレンジ・エクスプレスから
「ムバリ・アフリカ」（Tr.7 の 10 秒～19 秒の部
分．右ch）
図 16 発見率 Rd の総括（追加の音楽信号を含む比較）
Fig. 16 A summary of the discovery rates Rd. (including

















を図 18 に示す．送信側は AURORA16（LYNX社），
受信側はパソコンに内蔵したボード（AES16-XLR）
である．ソフトウェアは SoundForge10（SONY）を
図 17 復元誤差 E の総括（追加の音楽信号を含む比較）
Fig. 17 A summary of the estimation errors E. (including
additional four music signals)
図 18 損傷の生じる間隔の時間変化
Fig. 18 Variations of time intervals of damages.











本来，CL の最適値は信号依存だが，表 5 (1) にお
ける CL を yn だけから設定できることを図 19 で
説明しよう．図 19 (f) が損傷を受けた音声波形 yn
であり，発話者は VFと同一である．エントロピー法
（D = 256， = 1.0）を用いた場合の L(n)を図 19 (a)




Table 5 A method for rejecting and adding points of
lost samples using statistical knowledge.












(7) (5), (6) での修正が一つでも起きていれば (4) に戻る．
起きていなければ終了．
図 19 統計的情報を利用した修正点の追加と削除




CL = 0.85 まで上昇させると，図 19 (d) のように今
度は発見数が少なすぎて損傷点周期が検出不可となる




図 20 音声パワー別の再現率 R を，三つの CL と統計的
情報を利用した修正後の結果について比較する．
Fig. 20 Relations between sound power PS and recall
ratio R in the cases of three diﬀerent thresh-
















8 dB間隔で集計してある．音声の最も強い (−8 dB～
0 dB) 時区間において，CL = 0.35 では全損傷点の
33%しか発見できないが，表 5 の手順を踏むことで，
全損傷点が 100%発見できている．なお，音声強度が




次に，音声強度別の適合率 r を図 21 に集計する．
図 19 では妥当に見えた CL = 0.35は，音声強度が大
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図 21 音声パワー別の適合率 r を，三つの CL と統計的
情報を利用した修正後の結果について比較する．
Fig. 21 Relations between sound power PS and pre-
cision ratio r in the cases of three diﬀerent
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