We investigate the possibility to characterize (multi)functions that are b i -de nable with small i (i = 1; 2; 3) in fragments of bounded arithmetic T2 in terms of natural search problems de ned over polynomial-time structures. We obtain the following results:
On the other hand, bounded arithmetic theories do not de ne functions computationally unfeasible. Already 21] showed that a function whose graph is de ned by a bounded formula and that is de nable in a bounded arithmetic theory is majorized by a term of the language. Considerably ner information was obtained in 2] where classes of functions (with the graph of a particular complexity) de nable in a particular subtheory of bounded arithmetic S 2 were characterized. These characterizations are known as witnessing theorems. Further witnessing theorems were obtained in 17, 13, 26, 14, 6, 5, 15] .
Feasibility of bounded arithmetic is shown by its relation to propositional logic too, as discovered in 9] and, in a di erent form, in 22] . A bounded formula can be translated into a propositional formula in various ways. To give an idea of a translation we consider a rather well-known example.
Let PHP(a; R) be the bounded formula:
8x < a + 19y < aR(x; y) ! 9y < a9x 1 < x 2 < a + 1; R(x 1 ; y)^R(x 2 ; y) :
PHP(a; R) formalizes the pigeonhole principle. For any xed a := n, the formula PHP(a; R) can be translated into the propositional formula PHP n : where the propositional atom p xy is in place of R(x; y). The formula PHP n is a tautology (as the pigeonhole principle is valid in all nite structures), it has n(n ? 1) atoms and has size (the number of occurrences of symbols) O(n 3 ). As PHP n is a tautology, it has a proof in any complete propositional proof system. In general, however, we cannot say more, that is, we cannot say whether there is a non-trivial upper bound on the size of (the smallest) proof of a tautology (other than the exponential bound obtained if you consider truth tables as proofs.) 1 The important feature of bounded arithmetic theories is that to a theory is associated a propositional proof system with the following property: whenever a nite combinatorial principle (expressed by a bounded formula of the language of bounded arithmetic) is provable in the theory, the tautologies expressing it in a propositional form do have proofs in the associated propositional proof system of size polynomial in the size of the formula. Moreover, the propositional proof systems associated to the main bounded arithmetic theories are not some arti cial systems but rather natural and well studied calculi like the extended resolution proof system and various forms of Gentzen-style and Hilbert-style systems. Thus, the question whether a combinatorial principle is unprovable in a bounded arithmetic theory is related (in fact, more closely than it is sketched above, see 15]) to the problem whether there is a superpolynomial lower bound to the size of proofs in an associated propositional proof system. The latter problem is a fundamental one in the computational complexity theory: the famous P vs NP problem of 8] is formulated in terms of propositional logic and with a general notion of a propositional proof system the question whether there is a propositional proof system admitting polynomial size proofs is equivalent to the question whether the class NP is closed under complementation (the NP vs coNP problem), cf. 10].
The discussion above should persuade the reader that to study the unprovability of nite combinatorial principles in bounded arithmetic theories is relevant to major open questions in propositional logic and complexity theory. Perhaps the most widely considered principle in mathematical logic is the principle of induction IND(a; P) which is formulated as a nitary principle as follows:
:P(0) _ (9x < a; P(x)^:P(x + 1)) _ P(a) :
This principle is a basis of essentially all bounded arithmetic theories and they di er by posing various restrictions on the predicate P for which the induction is adopted. For example, the theory T 2 ( ) of 2] is based on IND(a; P) for the predicates P de ned by bounded formulas in the language of T 2 ( ), and the subtheories T i 2 ( ) are de ned by further restricting P to the predicates de nable by b i ( )-formulas, bounded formulas of a particular quanti er complexity.
Thus, to prove that IND(a; P) is not available in T i 2 ( ) for some P de ned by a bounded formula is the same as to show T i 2 ( ) 6 = T 2 ( ); i.e., to show that T 2 ( ) is not nitely axiomatizable. This is indeed so but for the theory T 2 this problem is open and closely related to the question whether the polynomial-time hierarchy collapses, see 17] .
Therefore, ner information about the di erence between T i 2 ( ) and T 2 ( ) or, in other words, good non-conservation results are desirable.
In this paper we obtain a new non-conservation result: 7] for the question how to lift this non-conservativity to a non-8 b i ( )-conservativity of T i+1 2 ( ) over S i+1 2 ( ), for all i 1). We believe that any further improvement of this non-conservation result (to the eventual result that T i 2 ( ) is not 8 b 1 ( )-conservative over S i 2 ( ), for all i 1, which we expect to hold) will require to nd characterizations of (multi)functions that are b j ( )-de nable in T i 2 ( ), for j i, in terms of search problems de ned over polynomial-time structures (instead of characterizations involving oracle computations). A simple example is this: the task to compute a value of a 2 p 2 -function for an argument a is equivalent to the task to nd a maximalvalue of a polynomial-time function at an interval 0; t(a)] (see Theorem 3.4).
We prove several new characterizations in terms of search problems, and we state two speci c questions about search problems de nable in T 2 2 (see the end of Sections 4 and 6).
The paper is organized as follows. In the rst section we overview basic notions and known results of bounded arithmetic. In the second and third sections, we study the search problems that are b 1 -de nable in T 1 2 and the search problems that are b 2 -de nable in S 1 2 and in T 1 2 . The fourth section is devoted to the search problems that are b 2 -de nable and b 3 -de nable in T 2 2 . In the fth and sixth sections we show that a form of the weak pigeonhole principle and a form of the iteration principle (both b 1 ( )-principles) are not provable in the theory S 2 2 ( ) while they are provable in the theory T 2 2 ( ). Although we recall notions and results from bounded arithmetic and propositional logic, we advice the reader to consult either the original papers or 15] for details. In 15] the relations of bounded arithmetic to computational complexity and to propositional proof systems are treated in depth.
Bounded arithmetic preliminaries
In this section we recall some de nitions and results from bounded arithmetic relevant to our paper.
We study subtheories of the theory T 2 ( ). The language L( ) of the theory contains seven function symbols: 0; 1; x + y; x y; b x 2 c; jxj; x#y with the rst ve having the usual meaning, jxj is the length of the binary representation of x, and x#y is 2 jxjjyj , and three predicate symbols: x = y; x y; (x 1 ; : : :; x k ) ; again the rst two having the usual meaning and (x 1 ; : : :; x k ) is a k-ary predicate symbol without any attached interpretation in the standard model. The arity k will vary. The language L is L n f g.
The theory T 2 ( ) is axiomatized by a nite set BASIC of bounded rst order axioms codifying the recursive properties of function symbols and predicates =; (BASIC contains no axioms about ) and by the induction scheme IND(a; P), for all bounded formulas P of the language L( ). conservation results between subtheories of T 2 ( ), the theories S i+1 2 ( ) and T i 2 ( ) are indistinguishable and we may therefore con ne ourselves mostly to theories T i 2 ( ). To show that a formula ( ) is not valid in all structures is equivalent to a computational complexity theory task to nd an oracle for which the principle ( ) fails.
To establish the unprovability in T 2 ( ) of a bounded formula ( ) which is, in fact, valid for all interpretations of in all nite structures is related (though not equivalent) to the task to show that the principle ( ) is not witnessed by a polynomial time machine with an oracle from p i ( ), xed i for all . We shall not de ne the general concept of witnessing ( 2] ) but merely state one witnessing theorem for the theory T 1 2 proved in 5], and its straightforward generalization to the theories T i 2 ( ) we shall need (Theorem 1.1). A search problem (or a multifunction) is given by a binary predicate R(x; y); if R is expressible by a b i -formula we say that it is a b i -search problem. Any y such that R(x; y) holds is called a solution for instance x. The problem is well-de ned if:
8x9yR(x; y) holds, and it is b i -de nable in a theory T if there is a b i -formula (x; y) expressing R(x; y) such that:
is provable in T.
The search task is: given an instance x nd any solution y. Note that a solution is not necessarily unique. This is a general concept and to t in various examples of search problems the relation R must encode several functions and relations specifying a natural combinatorial setting for the search problem. Various classes of search problems were considered in 19, 20] . In this paper, search problems are de ned, or speci ed, in terms of a list of data (functions, relations) that are required to satisfy a certain condition. A relation (thus, a search problem) is naturally associated to the given specifying data and well-de niteness is implied by the required condition.
A foremost example is the notion of a polynomial local search problem (PLS -problem) of 20]. An instance of a PLS-problem L is any nite string x of 0; 1 (equivalently a number identi ed with its binary expansion). For any x there is a set F L (x) of solutions: F L (x) := fy 2 f0; 1g j jyj jxj`g; where`is a constant depending on L. Any solution s 2 F L (x) has its cost C L (x; s) : a natural number. Moreover, the set F L (x) is augmented by a neigh-
Hence N L (x; s), if di erent from s, provides a solution of a smaller cost than is that of s. A crucial requirement is that both functions C L (x; s) and N L (x; s) are polynomial time functions of x; s.
The search task of the PLS-problem L is, given x, nd a solution s 2 F L (x) for which N L (x; s) = s. Such solution is called locally optimal. We refer the reader to 20] for examples of PLS-problems.
Clearly, the search problem determined by the relation R(x; y):
is just the PLS-problem L and the condition ( L ) implies that it is well-de ned. An oracle PLS-problem is de ned identically, allowing functions C L (x; s) and N L (x; s) to be computed by polynomial-time oracle machines. For a given oracle PLS-problem L the machines computing these two functions are xed.
An oracle PLS-problem L whose machines have access to a particular oracle is called a PLS -problem and denoted L( ). 
the formula 8x9yR 0 (x; y) is provable in T 1 2 and 8x9yR 0 (x; y) 8x9yR(x; y) holds, as the rst disjunct can be never satis ed (by ( L )). We shall reformulate it as a search problem.
De nition 2.1 An iteration problem (I-problem) is given by a polynomial-time function f(x; y) satisfying, for all x, the following conditions: 1. 0 < f(x; 0) 2. 8y < x; y < f(x; y) ! f(x; y) < f(x; f(x; y)) Numbers x > 0 are the instances of the problem and, for any x, y < x is a solution for x, if f(x; y) x : The iteration principle considered in 5] says that any I-problem is wellde ned. Let Iter(a; f) be the b 1 (f)-formula expressing that the problem has a solution for instance a: 0 = f(a; 0) _ 9y < a; (y < f(a; y)^f(a; y) f(a; f(a; y))) _ f(a; y) a :
We note as a simple observation that the I-problems actually characterize the b 1 -consequences of T 1 2 .
Theorem 2.3 Let (x; y) be a b 1 -formula and assume that T 1 2`8 x9y (x; y) : Then there is an I-problem and a term t(x) such that any solution u for an instance a := t(x) has the form u = (y; z) and (x; y) holds.
Proof :
We use Theorem 1.1. Let L be the PLS-problem whose projections witness the formula 8x9y (x; y) in the sense of Theorem 1.1. Let t(x) be a term such that t(x) is larger than every s 2 F L (x) and, for s 2 F L (x) larger than all c = C L (x; s). Code pairs (u; v) of numbers u; v < t(x) by (t(x) ? v) t(x) + u.
W.l.o.g., we may assume that the pair (0; C L (x; 0)) is coded by 0.
De ne a polynomial-time function f by:
and otherwise de ne:
t(x) 3 otherwise Then the condition ( L ) from the de nition of PLS-problems implies that the function f satis es the requirements of De nition 2.1, and that any solution u of the iteration problem must satisfy f(x; u) = t(x) 3 . Hence, u = (s; C L (x; s)) for some locally optimal solution s of the PLS-problem L.
q.e.d.
After the experience o ered by Theorems 1.1 and 2.3 we de ne the notion that a class of search problems characterizes search problems that are b ide nable in a theory T. Recall the de nition of search problems from Section 1.
De nition 2.4 Let L be a class of search problems and let T be a theory in a language extending the language of the theory T 2 .
The class L characterizes search problems that are b i -de nable in T i the following two conditions hold: Proof :
The formula (x; y): q.e.d.
The theory T 3 is de ned exactly as T 2 except that its language contains one more function symbol # 2 where: Proof :
The proof goes analogously with the proof of Lemma 3.2 with one change.
As the FM-problem is sharply bounded, the formula (u) holds for u := jt(x)j and hence the induction available in R 2 3 proves that (0) is valid. Assume that u = (y; v; w; ; x) yields the maximal value of f(x; u), for u < t(x). We claim that all oracle queries in v are answered correctly by . The a rmative answers are correct, as they are witnessed by w. Assume that a negative answer i = 0 is incorrect and let z be such that (u i ; z). Consider a new 0 : q.e.d. q.e.d.
Since we proved Lemma 3.3 for S 1 3 instead for S 1 2 , we cannot prove a characterization in terms of sharply bounded FM-problems of the search problems that are b 2 -de nable in S 1 2 (analogous to Theorem 3.4). However, one direction still works. Theorem 3.7 Every search problem that is b 2 -de nable in S 1 2 is represented by a sharply bounded FM-problem, i.e., it is a projection of a sharply bounded FM-problem.
The search problems that are b 2 -de nable in S 1 2 are characterized as those problems which can be witnessed by a polynomial-time machine that may ask O(loglog x) queries to an NP-oracle, and modi ed in such a way that the oracle supplements its a rmative answers with witnesses to those answers (cf. 14], in 6] this class of search problems is called FP NP wit; O(logn)]).
This implies that an FM-problem de ned as in the proof of Theorem 3.4 is, in the case of S 1 2 , actually sharply bounded, as` O(loglog x).
q.e.d. 2 by the re ection principles of the proof system G 2 is given in 16]. Neither characterization is entirely satisfactory. The latter one is not satisfactory because the re ection principles lack a direct combinatorial meaning. In the former characterization the de nition of the search problems contains unfeasible functions (2 p 2 ), while we would like a characterization involving only polynomial-time objects and whose search task complexity stems from the task itself rather than from the underlying structure.
In this section we give such characterizations of search problems that are b 2 -and b 3 -de nable in T 2 2 . We start with the latter, as it is simpler.
De nition 4.1 A minimal minimum problem (MM-problem) is given by a polynomial-time relation R(x; y; z) and polynomial-time functions c(x; y) and g(x) such that the relation f(y; z) j R(x; y; z)g is a strict partial ordering of the set fu j u < g(x)g (henceforth, we write x ).
A solution y for an instance x is any y < g(x) satisfying the following two conditions:
1. y is a minimal element of the ordering x . 2. For any x -minimum z, c(x; y) c(x; z). Proof :
The property that y is x -minimal with cost u is b 1 . Hence the set X of pairs (u; y) such that y < g(x) is a x -minimum and u = c(x; y) is b 1 -de nable.
Moreover, the property that x is a strict partial ordering on f0; : : :; vg is also b 1 . Thus the formula (v) expressing that if x is a partial ordering of f0; : : :; vg then there is y v x -minimal on f0; : : :; vg is b 2 , and so the theory T 2 2 su ces to prove by induction on v that there is at least one x -minimum on the whole set f0; : : :; g(x)?1g. Hence, the set X is non-empty. Since T 2 2 proves b 1 -MIN axiom, X has a minimal element (w.r.t. to the standard ordering). W.l.o.g. we may assume that the minimality of the pair (u; y) implies the minimality of u.
This shows that T 2 2 proves that all MM-problems are well-de ned. To verify that every search problem which is b 3 -de nable in T 2 2 is represented by an MM-problem, it is su cient to show that the assumption that all MM-problems are well-de ned implies (over S 1 2 ) that all non-empty b 1 -de nable sets have a minimum, as the latter statement (the b 1 -MIN axioms) Since the de nition is not terribly illuminating, let us consider an example. Let f(x; y) be a cost function de ned on the elements of the d-dimensional cube x x : : : x, and de ne the neighbours to be the elements which di er in every coordinate by at most 1. The task is to nd a local optimum; i.e., an y such that no neighbour of y has a smaller cost.
If d is a constant (or O(logn)
, where n = jxj), then a neighbourhood has at most polynomially many elements and a polynomial-time algorithm may search throughout it to nd an element of minimal cost. This is just the usual PLSproblem.
If d = n, the domain is still bounded by some g(x). However, a neighbourhood may have exponential size and no polynomial-time algorithm can search through it. In this case, however, we still have a linear ordering in every neighbourhood (given by the cost) and the minimal neighbours are those where the cost does not increase. Hence, we have a GLS-problem. Witnesses y; u to the validity of (c) provide a solution of the GLS-problem.
To prove that every search problem which is b 2 -de nable in T 2 2 can be represented by a GLS-problem, we employ Theorem 1.1. Thus, it is su cient to show that every PLS NP -problem can be represented by a GLS-problem.
Let L be an PLS-problem with access to an NP-oracle 9w (u; w), where is a polynomial-time predicate and w is implicitly bounded in . First we de ne the data specifying the GLS-problem and then we shall verify that it has the required properties. for all x the relation x is a strict linear ordering of the set f0; : : :; g(x) ? 1g.
The search task is : given an instance x nd y < g(x) which is x -minimal.
Every MIN-problem is b 2 -de nable in T 2 2 (for xed x show by induction on u that there is the x -minimal element among those smaller than u). However, the oracle version with x being an oracle relation (same for all x) is not b 2 ( )-de nable in S 2 2 ( ). This follows, for example, from 27], where a nonstandard model M of S 2 2 ( ) is constructed in which, for some a 2 M, the relation is a strict linear ordering of f0; : : :; ag without the minimal element.
We do not know whether the class of MIN-problems characterizes the search problems that are b 2 -de nable in T 2 2 .
A version of the pigeonhole principle
In this section we present the rst proof that T is a bijection between a 4 and a. Iterating this procedure t = dlog 2 (a)e -times we get a bijection f t : a a ! a.
In particular, f t de nes an injection of the set of subsets of a (identi ed with their characteristic functions) into a and the usual Cantor's diagonal argument applies.
In bounded arithmetic, however, we cannot formalize this argument directly, as we cannot prove that the number a a exists (exponentiation is not provably total, cf. 21]). However, thinking about elements < a a as coding sequences of a numbers < a, given w < a and i < a we can still meaningfully de ne the function:
the i th -element of the sequence mapped by f t to w, (use the inverse function f (?1) t to f t de ned using the iterations of the inverse function to f). That is enough to carry out the diagonal argument, as the diagonal set can be de ned as:
The reader may wonder why we simply do not prove that any bijection must preserve the cardinality of the domain. This is because there is no bounded L( )-formula '(x; y) such that for all and n; m: '(n; m) holds i jfi < n j (i)gj = m :
In other words, we cannot de ne the cardinality of nite sets by a bounded formula, 1, 11, 12, 30] .
We also cannot simulate the proof with a function f : a + 1 ! a in place of a function from a 2 to a; the construction of f t : a a ! a would require (a) iterations and the de nition of i 2 (f t ) (?1) (w) would need to code sequences of length (a), which is impossible in bounded arithmetic. Indeed, the theory T 2 (f) does not prove the pigeonhole principle for f : a + 1 ! a, cf. 18, 25] .
The formula WPHP(a 2 ; f) is only b 2 (f) while we want a b 1 (f)-formula. To express with a smaller quanti er complexity the condition that f is onto we introduce a function symbol g for the inverse function of f.
Let WPHP(a 2 ; f; g) be the following b 1 (f; g)-formula:
(9x < a 2 ; f(x) a) _ (9x < y < a 2 ; f(x) = f(y)) _ _ (9x < a; g(x) a 2 ) _ (9y < a; f(g(y)) 6 = y) : Lemma 5.2 Let R be either the theory S i 2 or the theory T i 2 for some i, and let R(f) and R(f; g) denote the same theory in the language expanded by f or by f; g respectively. q.e.d.
The following result improves upon 13] where it was proved that the formula WPHP(a 2 ; ): (9x < a 2 8y < a: (x; y)) _ (9x < y < a 2 9z < a; (x; z)^ (y; z)) _ (9y < a8x < a 2 ; : (x; y)) _ (9y < z < a9x < a 2 ; (x; y)^ (x; z)) formalizing WPHP with a predicate symbol for the graph of f rather than with a symbol for f itself, is not provable in S 2 2 ( ). Proof:
For the sake of contradiction assume that WPHP(a 2 ; f) is provable in T 1 2 (f). By Lemma 5.2 T 1 2 (f; g) proves WPHP(a 2 ; f; g). By Theorem 1.1 there is an oracle PLS-problem L such that for every f; g the problem L(f; g) witnesses the formula. That is: whenever s = (y; z 1 ; : : :; z k ) is a locally optimal solution for an instance x := a of the problem L(f; g), one of the following conditions holds:
1. y < a 2^f (y) a 2. y = (u; v)^u < v < a 2^f (u) = f(v) 3. y < a^g(y) a 2 4. f(g(y)) 6 = y
We show that no such oracle PLS-problem L. For any xed L, we nd a number a and functions f; g for which all these four conditions fail.
Let C L and N L be the cost function and the neighborhood function associated to L. We identify these functions with the oracle polynomial-time machines computing them. Fix x := a for a large enough (we shall specify this later). We want to nd f; g for which there are locally optimal solutions s 2 F L(f;g) (a) for which 1. -4. fail.
We say that a computation of a machine with oracles f; g respects a partial That is, however, impossible as F 0 has no value greater than a ? 1. So assume that condition 2. holds:
The last conjunct is not forced by F 0 , as F 0 is injective, and in fact, we may always extend F 0 to a partial injective F 1 : a 2 ! a de ned on u; v; this is because jdom(F 0 )j + 2 jaj O(1) << a:
For a similar reason conditions 3. and 4. cannot be forced by F 0 .
Hence, the proof is concluded, since we may had chosen a su ciently large as to satisfy the last inequality.
The following criterion implying the unprovability of a principle in S 2 2 ( ) was proved in 27]. If a sentence of a relational language L 0 disjoint with L admits an in nite model then it is consistent with S 2 2 (L 0 ) that the sentence has a model with the universe 0; a]. This was strengthened in 15] to languages with function symbols. As there is an in nite structure M with a binary function f(x; y) which is a bijection between M M and M, the strengthened criterion o ers another proof of Theorem 5.3. However, we feel that the rst proof is needed should the independence result be lifted to higher fragments of S 2 ( ), see 7] .
Since T 2 ( ) is de ned in terms of a predicate symbol we need to formalize a principle (a; f) in terms of . Of course, we can think of (x; y) as the graph of f. For example, WPHP(a 2 ; f) could be translated into the formula WPHP(a 2 ; ) above which is, however, only 8 b 2 ( ). This is a genuine di erence between the formulas WPHP(a 2 ; f) and WPHP(a 2 ; ): the former can be witnessed by a polynomial-time machine with a b 1 (f)-oracle while the latter cannot be witnessed by a polynomial-time machine with a b 1 ( )-oracle, cf. 13].
We follow 5] in using a di erent translation 2 9x < a 2 ; (x; jaj) _ 9x < y < a 2 8j < jaj; (x; j) (y; j) _ 9y < a; (y; jaj) _ 9y < a9z < a 2 8j jaj; (y; j) ((z) j = 1)^:8j < jaj; (z; j) ((y) j = 1)] :
The following lemma is immediate. To improve Corollary 5.5 we should nd a b 1 -search problem that is de nable in T 3 2 ( ) but not in T 2 2 ( ). Several b 1 -search problems were considered in 19, 20] ; in particular the classes PPP, PPA and PPAD. Theories of bounded arithmetic corresponding to these classes were identi ed in 15, Chapter 7] . However, they are not subtheories of T 2 ( ); i.e., not even the whole theory T 2 ( ) de nes the relativized versions of these classes.
A generalized iteration principle
In this section we present another nite 1 -principle which also gives a b 1 ( )-formula separating the theories T 2 2 ( ) and T 1 2 ( ). It is a generalization of the iteration principle considered in Section 2. satisfy neither 5. nor 7., for all R and f extending R 0 and f 0 respectively, since either f 0 (y) is de ned and the two conditions fail or we may force failure by putting f(y) = 0. To check that y cannot satisfy 6. either, three cases have to be considered: either both f 0 (y) and f 0 (f 0 (y)) are de ned, or f 0 (y) is unde ned, or f 0 (y) is de ned and f 0 (f 0 (y)) is not. In the rst case 6. fails. In the second case we may force failure by putting f(y) = 0. In the last case y = r t?1 , f 0 (y) = r t and we may de ne f(r t ) = r t+1 , where r t+1 2 f0; : : :; ag n fr 0 ; : : :; r t ; w 1 ; : : :; w m ; ag is arbitrary. This is possible as the set is, by the inequality above, non-empty.
To prove the second part of the theorem consider the formula (u): 9x u8y u; x f(x)^f(x) > u^:f(x) f(y) and assume that the conjunction of the rst seven conditions of the formula Iter(a; R; f) is valid. Then (0), by conditions 2. and 6., x := 0 being the witness. Also: (u) ! (u + 1) since either there is an x that witnesses (u) and so (u + 1) too, or u + 1 does witness (u + 1).
Since the formula is b 2 (R; f), T 2 2 (R; f) proves (a). The second part of the theorem follows, since the witness to (a) violates condition 8.
De nition 6.3 A generalized iteration problem (GI -problem) is given by polynomial -time functions g(x) and f(x; y) and a polynomial -time relation y x z satisfying:
1. x is a strict linear ordering of f0; : : :; g(x) ? 1g 2. 0 is the x -minimum and 0 x f(x; 0) 3. for all y < g(x): y x f(x; y) ! f(x; y) x f(x; f(x; y)) :
The search task is : given an instance x nd y < g(x) such that f(x; y) g(x). The second part of Theorem 6.2 implies that every GI -problem is b 1 -de nable in T 2 2 . We do not know whether (a variant of) the class of GIproblems characterizes the search problems that are b 1 -de nable in T 2 2 .
