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ON THE ITERATED STIELTJES TRANSFORM AND ITS CONVOLUTION WITH
APPLICATIONS TO SINGULAR INTEGRAL EQUATIONS
S.YAKUBOVICH AND M.MARTINS
ABSTRACT. We consider mapping properties of the iterated Stieltjes transform, establishing its new
relations with the iterated Hilbert transform (a singular integral) on the half-axis and proving the corre-
sponding convolution and Titchmarsh’s type theorems. Moreover, the obtained convolution method is
applied to solve a new class of singular integral equations.
1. INTRODUCTION AND AUXILIARY RESULTS
Let x ∈ R+, f ∈ Lp(R+), 1 ≤ p < ∞ be a complex-valued function. It is known that the classical
Laplace transform
(L f )(x) =
∫
∞
0
e−xt f (t)dt, x > 0, (1)
is well defined and one can compute its iteration, simply changing the order of integration and cal-
culating an elementary integral. This drives us to the operator of Stieltjes’s transform. Namely, we
obtain
(S f )(x) = (L 2 f )(x) =
∫
∞
0
e−xs
∫
∞
0
e−st f (t)dtds =
∫
∞
0
f (t)
x+ t
dt, x > 0, (2)
where the change of the order of integration is allowed due to Fubini’s theorem via the estimate,
which is based on the Ho¨lder inequality∫
∞
0
e−xs
∫
∞
0
e−st | f (t)|dtds≤
∫
∞
0
e−xs
(∫
∞
0
e−qstdt
)1/q
ds
(∫
∞
0
| f (t)|pdt
)1/p
= q−1/q|| f ||pΓ
(
1−q−1)xq−1−1, 1
q
+
1
p
= 1.
Let us compute, in turn, the iteration of the Stieltjes transform (2) of an arbitrary f ∈ Lp(R+), 1 ≤
p < ∞. Similar motivations with the estimate∫
∞
0
1
x+ s
∫
∞
0
| f (t)|
s+ t
dtds≤ || f ||p
∫
∞
0
1
x+ s
(∫
∞
0
1
(s+ t)q
dt
)1/q
ds
=
[
Γ(q−1)
Γ(q)
]1/q
Γ(q−1)Γ(1−q−1)|| f ||p xq−1−1, 1q +
1
p
= 1
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and relations (2.2.6.24), (7.3.2.148) in [1], Vol. 1 and [1], Vol.3, respectively, lead us to the following
transformation
(S2 f )(x)≡ G(x) =
∫
∞
0
log(x)− log(t)
x− t f (t)dt, x > 0, (3)
whose kernel has a removable singularity at the point t = x and the integral exists in the Lebesgue
sense. This transformation was introduced for the first time in [2] in the form of the Stieltjes integral
and it is called the iterated Stieltjes transform or the S2-transform. On spaces of generalized functions
the S2-transform (3) was extended in [3] (see also in [4]).
In 1990 [5] the first author proposed a new method of convolution constructions for integral trans-
forms, which is based on the double Mellin-Barnes integrals (see in [6], [7]). Following this direction,
he established for the first time as an interesting particular case the convolution operator for the Stielt-
jes transform (2) (see [6], formula (24.38))
( f ∗g)S (x) = f (x)(Hg)(x)+g(x)(H f )(x), x > 0, (4)
where
(H f )(x) =
∫
∞
0
f (t)
t− xdt (5)
is the operator of the Hilbert transform. Moreover, it was proved the corresponding convolution
theorem
(S ( f ∗g)S )(x) = (S f )(x)(S g)(x) (6)
in the class of functions, which is associated with the Mellin transform. Later [8] these results were
extended on Lp-spaces and applied to a class of singular integral equations of convolution type (4).
Our main goal in this paper is to employ the convolution method to the transformation (3) in order
to derive the related convolution operator, to prove the convolution and Titchmarsh’s type theorems
(the latter one is about the absence of divisors of zero in the convolution product) and to apply these
results, finding solutions and solvability conditions for a new class of singular integral equations.
However, we begin with investigation of mapping properties of the iterated Stieltjes transform (3),
proving the inversion theorem for this transformation of the Paley-Wiener type, as it was done by M.
Dzrbasjan for the classical Stieltjes transform (2) (see [9], Theorem 2.11) and which is different from
the corresponding inversion in [2].
2. INVERSION THEOREM FOR THE ITERATED STIELTJES TRANSFORMATION
Let f ∈ L2(R+). Then according to [10] its Mellin transform f ∗(s), s ∈ σs = {s ∈ C : Res = 12} is
defined by the integral
f ∗(s) =
∫
∞
0
f (t)ts−1dt, (7)
which is convergent in the mean square sense with respect to the norm in L2(σ). Reciprocally, the
inversion formula takes place
f (x) = 1
2pii
∫
σs
f ∗(s)x−sds (8)
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with the convergence of the integral in the mean square sense with respect to the norm in L2(R+).
Furthermore, for any f1, f2 ∈ L2(R+) the generalized Parseval identity holds∫
∞
0
f1(xt) f2(t)dt = 12pii
∫
σs
f ∗1 (s) f ∗2 (1− s)x−sds, x > 0 (9)
and Parseval’s equality of squares of L2- norms∫
∞
0
| f (x)|2dx = 1
2pi
∫
∞
−∞
∣∣∣∣ f ∗
(
1
2
+ iτ
)∣∣∣∣
2
dτ. (10)
It is easily seen, that f (x) ∈ L2(R+) if and only if 1x f
(1
x
) ∈ L2(R+). Hence, writing operator (3) in
the form
G(x) =
∫
∞
0
log(x/t)
x/t−1 f (t)
dt
t
=
∫
∞
0
log(xt)
xt−1 f (1/t)
dt
t
and observing that log(x)/(x−1) ∈ L2(R+), we appeal to generalized Parseval equality (9) and rela-
tion (8.4.6.11) in [1], Vol. 3 to derive the representation
G(x) =
∫
∞
0
log(xt)
xt−1 f (1/t)
dt
t
=
1
2pii
∫
σs
[Γ(s)Γ(1− s)]2 f ∗(s)x−sds. (11)
As we see from (11), (8) and supplement formula for Euler’s gamma-function, the Mellin transform
of g is equal to
G∗(s) = pi
2
sin2(pis)
f ∗(s), s ∈ σs. (12)
In order to prove the inversion theorem for transformation (3), we will employ Dzrbasjan’s classes of
functions [9], Chap. 2. Indeed, we have
Definition 1. Let Φ(s) be an entire function
Φ(s) =
∞
∑
k=0
dksk,
having on the line σs the expansion
Φ
(
1
2
+ iτ
)
=
∞
∑
k=0
ckτ
2k, (13)
where c0 > 0, ck ≥ 0, k = 1,2, . . . . We will say that f (x) ∈ L(Φ)2 (R+), if
1) f is differentiable infinitely many times on R+ and(
−x ddx
)k
f (x) ∈ L2(R+), k = 0,1,2 . . . ;
2) The following equality holds
Φ
(
−x ddx
)
f (x) =
∞
∑
k=0
dk
(
−x ddx
)k
f (x),
where the latter operator series converges in the mean square with respect to the norm in L2(R+).
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Returning to (12), we have
f ∗(s) = sin
2(pis)
pi2
G∗(s), s ∈ σs. (14)
Hence letting Φ(s) = 1
pi2
sin2(pis) in our case (see (13)), we find
Φ
(
1
2
+ iτ
)
=
1+ cosh(2piτ)
2pi2
=
1
pi2
+
1
2pi2
∞
∑
k=1
(2pi)2k
(2k)! τ
2k. (15)
Now we are ready to prove the inversion theorem for the iterated Stieltjes transform (3).
Theorem 1. For an arbitrary function f ∈ L2(R+) formula (3) defines everywhere on R+ a function
G ∈ L(Φ)2 (R+), where Φ(s) = 1pi2 sin2(pis). Moreover, almost everywhere the reciprocal inversionformula takes place
f (x) = 1
pi2
[
G(x)+ 1
2
√
x
∞
∑
k=1
(−1)k
(2k)!
(
2pix
d
dx
)2k (√
x G(x)
)]
, (16)
where the operator series converges in the mean square with respect to the norm in L2(R+).
Conversely, for any G ∈ L(Φ)2 (R+) formula (16) defines almost everywhere on R+ a function f ∈
L2(R+) and the reciprocal formula (3) holds.
Proof. According to Definition 1, Parseval equality (10) and identity (14), we get that its right -hand
side belongs to L2(σs). Thus via Lemma 2.4 from [9] G ∈ L(Φ)2 (R+). In the meantime evidently for
each k = 0,1,2, . . .
sup
s∈σs
∣∣∣skΦ−1(s)∣∣∣= ak < ∞.
Hence due to inequalities∫
σs
∣∣∣skG∗(s)∣∣∣2 |ds| ≤ a2k
∫
σs
|Φ(s)G∗(s)|2 |ds|, k = 0,1,2, . . .
we have skG∗(s)∈ L2(σs)∩L1(σs), k = 0,1, . . . . Hence owing to the differentiation under the integral
sign we find immediately the representations(
x
d
dx
)2k (√
x G(x)
)
=
1
2pii
∫
σs
(s−1/2)2kG∗(s) x1/2−sds, k = 0,1, . . . ,
and therefore,
1√
x
Pn
(
x
d
dx
)(√
x G(x)
)
=
1
2pii
∫
σs
Pn(s)G∗(s)x−sds, (17)
where by Pn(s) we denoted the sum
Pn(s) =
1
pi2
+
1
2pi2
n
∑
k=1
(−1)k (2pi)
2k
(2k)! (s−1/2)
2k.
But (14) and (8) yield
f (x) = 1
2pii
∫
σs
Φ(s)G∗(s)x−sds
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and from (17) it has for each n ∈ N
f (x)− 1√
x
Pn
(
x
d
dx
)(√
x G(x)
)
=
1
2pii
∫
σs
Φ(s)
[
1− Pn(s)
Φ(s)
]
G∗(s)x−sds.
Therefore appealing to the Parseval equality (10) we derive∫
∞
0
∣∣∣∣ f (x)− 1√xPn
(
x
d
dx
)(√
x G(x)
)∣∣∣∣
2
dx = 1
2pi
∫
σs
|Φ(s)G∗(s)|2
∣∣∣∣1− Pn(s)Φ(s)
∣∣∣∣
2
|ds|.
However, the right-hand side of the latter equality tends to zero, when n→∞ by virtue of the Lebesgue
dominated convergence theorem, since
lim
n→∞
∣∣∣∣1− Pn(s)Φ(s)
∣∣∣∣= 0, s ∈ σs
and via (15) for all n ∣∣∣∣1− Pn(s)Φ(s)
∣∣∣∣≤ 2, s ∈ σs.
Thus we arrive at the inversion formula (16), where the operator series converges in the mean square
with respect to the norm in L2(R+). In the same way, starting from (16) and using (12), we prove the
converse proposition of the theorem.

3. THE CONVOLUTION AND TITCHMARSH THEOREMS
In this section we will construct and study mapping properties of the convolution, related to the
iterated Stieltjes transform (3). In fact, according to formula (12.22) in [7] of the generalized G-
convolution we have
Definition 2. Let f ,g be functions from R+ into C and f ∗, g∗ be their Mellin transforms (7). Then
the function f ∗g being defined on R+ by the double Mellin-Barnes integral
( f ∗g)(x) =
√
x
(2pii)2
∫
σs
∫
σw
[
Γ(s)Γ(1− s)Γ(w)Γ(1−w)
Γ(s+w−1/2)Γ(3/2− s−w)
]2
× f ∗(s)g∗(w)x−s−wdsdw (18)
is called the convolution of f and g (provided that it exists).
Using again the supplement formula for gamma-functions and elementary trigonometric identities,
we obtain
Γ(s)Γ(1− s)Γ(w)Γ(1−w)
Γ(s+w−1/2)Γ(3/2− s−w) = pi [1− cot(pis)cot(piw)] .
Lemma 1. Let f ,g be such that their Mellin transforms f ∗, g∗ satisfy conditions s f ∗(s), sg∗(s) ∈
L2(σs). Then convolution (18) exists as a continuous function on R+, f ∗g ∈ L2(R+) and the follow-
ing inequalities hold
|( f ∗g)(x)| ≤ 2pi√
x
(∫
∞
−∞
∣∣∣∣
(
1
2
+ iτ
)
f ∗
(
1
2
+ iτ
)∣∣∣∣
2
dτ
)1/2
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×
(∫
∞
−∞
∣∣∣∣
(
1
2
+ iθ
)
g∗
(
1
2
+ iθ
)∣∣∣∣
2
dθ
)1/2
, (19)
∫
∞
0
|( f ∗g)(x)|2dx≤ 16pi2
∫
∞
−∞
∣∣∣∣
(
1
2
+ iθ
)
f ∗
(
1
2
+ iθ
)∣∣∣∣
2
dθ
×
∫
∞
−∞
∣∣∣∣
(
1
2
+ iτ
)
g∗
(
1
2
+ iτ
)∣∣∣∣
2
dτ. (20)
Proof. In fact, with the Schwarz inequality for double integrals, inequality | tanh(piτ)| ≤ 1, τ ∈R and
computation of elementary integrals, we obtain
|( f ∗g)(x)| ≤ 1
4
√
x
∫
∞
−∞
∫
∞
−∞
[tanh(piτ) tanh(piθ)+1]2
×
∣∣∣∣ f ∗
(
1
2
+ iτ
)
g∗
(
1
2
+ iθ
)∣∣∣∣dτdθ ≤ 14√x
(∫
∞
−∞
∫
∞
−∞
[tanh(piτ) tanh(piθ)+1]2
θ 2 +1/4
×
∣∣∣∣
(
1
2
+ iτ
)
f ∗
(
1
2
+ iτ
)∣∣∣∣
2
dθdτ
)1/2(∫
∞
−∞
∫
∞
−∞
[tanh(piτ) tanh(piθ)+1]2
τ2 +1/4
×
∣∣∣∣
(
1
2
+ iθ
)
g∗
(
1
2
+ iθ
)∣∣∣∣
2
dθdτ
)1/2
≤ 2pi√
x
(∫
∞
−∞
∣∣∣∣
(
1
2
+ iτ
)
f ∗
(
1
2
+ iτ
)∣∣∣∣
2
dτ
)1/2
×
(∫
∞
−∞
∣∣∣∣
(
1
2
+ iθ
)
g∗
(
1
2
+ iθ
)∣∣∣∣
2
dθ
)1/2
,
which leads to (19) and guarantees continuity of the convolution ( f ∗g)(x) on R+ via the Weierstrass
test of the uniform convergence of the double integral (18) for x≥ x0 > 0. Furthermore, appealing to
the Parseval equality (10) and making a simple change of variables z = s+w−1/2 in (18), we get∫
∞
0
|( f ∗g)(x)|2dx = pi
8
∫
∞
−∞
∣∣∣∣
∫
∞
−∞
[tanh(piθ) tanh(pi(τ−θ))+1]2
× f ∗
(
1
2
+ iθ
)
g∗
(
1
2
+ i(τ−θ)
)
dθ
∣∣∣∣
2
dτ ≤ 2pi
∫
∞
−∞
dτ
×
∣∣∣∣
∫
∞
−∞
f ∗
(
1
2
+ iθ
)
g∗
(
1
2
+ i(τ−θ)
)
dθ
∣∣∣∣
2
.
Hence we employ the generalized Minkowski inequality to derive(∫
∞
0
|( f ∗g)(x)|2dx
)1/2
≤
√
2pi
∫
∞
−∞
∣∣∣∣ f ∗
(
1
2
+ iθ
)∣∣∣∣
(∫
∞
−∞
∣∣∣∣g∗
(
1
2
+ i(τ−θ)
)∣∣∣∣
2
dτ
)1/2
dθ
≤ 2
√
2pi
∫
∞
−∞
∣∣∣∣ f ∗
(
1
2
+ iθ
)∣∣∣∣dθ
(∫
∞
−∞
∣∣∣∣
(
1
2
+ iτ
)
g∗
(
1
2
+ iτ
)∣∣∣∣
2
dτ
)1/2
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≤ 2
√
2pi
(∫
∞
−∞
dθ
θ 2 +1/4
)1/2(∫ ∞
−∞
∣∣∣∣
(
1
2
+ iθ
)
f ∗
(
1
2
+ iθ
)∣∣∣∣
2
dθ
)1/2
×
(∫
∞
−∞
∣∣∣∣
(
1
2
+ iτ
)
g∗
(
1
2
+ iτ
)∣∣∣∣
2
dτ
)1/2
= 4pi
(∫
∞
−∞
∣∣∣∣
(
1
2
+ iθ
)
f ∗
(
1
2
+ iθ
)∣∣∣∣
2
dθ
)1/2(∫
∞
−∞
∣∣∣∣
(
1
2
+ iτ
)
g∗
(
1
2
+ iτ
)∣∣∣∣
2
dτ
)1/2
.
Thus squaring both sides of the inequalities, we arrived at (20) and proved the lemma. 
Now we are ready to prove the convolution theorem for transformation (3). Precisely, we state
Theorem 2. Let f ∗, g∗ be the Mellin transforms of f ,g, respectively, satisfying conditions s f ∗(s), sg∗(s)∈
L2(σs). Then the Mellin transform of the convolution (18) ( f ∗g)∗(s) ∈ L2(σs) and is equal to
( f ∗g)∗(s) = pi
2i
∫
σw
[1+ tan(pi(s−w))cot(piw)]2 f ∗(s−w+1/2)g∗(w)dw. (21)
Moreover, the factorization equality holds
(S2( f ∗g))(x) =
√
x (S2 f )(x)(S2g)(x), x > 0. (22)
Besides, if s f ∗(s), sg∗(s)∈ L2(σs)∩L1(σs), then for all x > 0 the following representation takes place
( f ∗g)(x) = pi2√x
[
f (x)g(x)− 2
pi2
(H f )(x)(Hg)(x)
+
1
pi4
(H2 f )(x)(H2g)(x)
]
, (23)
where H is the operator of the Hilbert transform (5) and by H2 the iterated Hilbert transform is
denoted.
Proof. Formula (21) and condition ( f ∗g)∗(s) ∈ L2(σs) follow immediately from (18), Lemma 1 and
Parseval’s equality (10). Hence via generalized Parseval’s identity (9) (see also (3), (11)) it has
(S2( f ∗g))(x) = 1
(2pii)2
∫
σs
pi4x−s
sin2(pis)
∫
σw
[1+ tan(pi(s−w))cot(piw)]2
× f ∗(s−w+1/2)g∗(w) dwds = 1
(2pii)2
∫
σs
x−s
∫
σw
pi4 f ∗(s−w+1/2)g∗(w)
sin2(pi(s−w+1/2))sin2(piw) dwds
=
√
x
(2pii)2
∫
σs
pi2 f ∗(s)
sin2(pis)
x−s ds
∫
σw
pi2g∗(w)
sin2(piw)
x−w dw =
√
x (S2 f )(x)(S2g)(x), x > 0,
where the change of the order of integration is by Fubini’s theorem by virtue of the estimate∫
σs
∫
σw
∣∣∣∣ f ∗(s−w+1/2)g∗(w)sin2(pi(s−w+1/2))sin2(piw)
∣∣∣∣ |dwds|
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=
∫
∞
−∞
∫
∞
−∞
∣∣∣∣ f ∗(i(τ−θ)+1/2)g∗(iθ +1/2)cosh2(pi(τ−θ))cosh2(piθ)
∣∣∣∣ dτdθ ≤ 4
(∫
∞
−∞
|(iτ +1/2) f ∗(iτ +1/2)|2 dτ
)1/2
×
(∫
∞
−∞
|(iθ +1/2)g∗(iθ +1/2)|2 dθ
)1/2
< ∞.
So we established equality (22). In order to prove (23), we return to (18) and write it in the form
( f ∗g)(x) =
√
x
(2pii)2
∫
σs
∫
σw
[
1−2cot(pis)cot(piw)+ cot2(pis)cot2(piw)]
×pi2 f ∗(s)g∗(w)x−s−wdsdw = pi2√x
[
f (x)g(x)+ 1
2pi2
∫
σs
cot(pis) f ∗(s)x−sds
×
∫
σw
cot(piw) g∗(w)x−wdw− 1
4pi2
∫
σs
cot2(pis) f ∗(s)x−sds
×
∫
σw
cot2(piw) g∗(w)x−wdw
]
(24)
and the latter equality in (24) is indeed possible since owing to conditions of the theorem f ∗(s), g∗(s)∈
L1(σs). Now our goal is to prove the equalities
1
2pii
∫
σs
cot(pis) f ∗(s)x−sds = 1
pi
(H f )(x), x > 0, (25)
1
2pii
∫
σs
cot2(pis) f ∗(s)x−sds = 1
pi2
(H2 f )(x), x > 0. (26)
In order to do this, we employ the known equality ([1], Vol. 1, relation (2.2.4.26))
PV
1
pi
∫
∞
0
ts−1
1− t dt = cot(pis), 0 < Res < 1, (27)
where its left-hand side is understood as
PV
1
pi
∫
∞
0
ts−1
1− t dt = limε→0ϕε(s),
and
piϕε(s) =
(∫ 1−ε
0
+
∫
∞
1+ε
)
ts−1
1− t dt, 0 < ε < 1, 0 < Res < 1. (28)
We will treat the following integral
Iε(x) =
1
2pii
∫
σs
ϕε(s) f ∗(s)x−sds, (29)
showing, that it is possible to pass to the limit under the integral sign when ε → 0. This fact will be
done, establishing the uniform estimate
|ϕε(s)| ≤C|s|, s ∈ σs, (30)
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where C > 0 is an absolute constant. So, in order to prove (29), we choose 0 < ε < 1/2 and split
integrals in (28) as follows
piϕε(s) =
(∫ 1/2
0
+
∫ 1−ε
1/2
+
∫ 3/2
1+ε
+
∫
∞
3/2
)
ts−1
1− t dt
= I1(s)+ I2(s)+ I3(s)+ I4(s), s ∈ σs.
Clearly,
|I1(s)| ≤
∫ 1/2
0
dt
(1− t)√t = O(1).
Analogously,
|I4(s)| ≤
∫
∞
3/2
dt
(t−1)√t = O(1).
Concerning integral I2, we have (s = 1/2+ iτ)
I2(s) =
∫ 1−ε
1/2
cos(τ logt)+ isin(τ logt)
(1− t)√t dt
and via elementary inequality |sinx| ≤ |x|, x ∈ R∣∣∣∣
∫ 1−ε
1/2
sin(τ logt)
(1− t)√t dt
∣∣∣∣≤ |τ|
∫ 1
1/2
| logt|
(1− t)√t dt = O(τ).
Further, ∫ 1−ε
1/2
cos(τ log t)
(1− t)√t dt =
∫ 1−ε
1/2
cos(τ log t)−1
(1− t)√t dt +
∫ 1−ε
1/2
1
(1− t)√t dt
and after integration by parts in the second integral, we find∫ 1−ε
1/2
1
(1− t)√t dt =−
logε√
1− ε −
√
2log2− 1
2
∫ 1/2
ε
log t
(1− t)3/2 dt.
In the meantime, with the Lagrange theorem
cos(τ log t)−1
t−1 =−τ
sin(τ log(ξt))
ξt , 1/2≤ t < ξt < 1.
Hence, ∣∣∣∣
∫ 1−ε
1/2
cos(τ logt)−1
(1− t)√t dt
∣∣∣∣≤ 2|τ|
∫ 1
1/2
dt√
t
= O(τ).
Similarly,
I3(s) =
∫ 3/2
1+ε
cos(τ logt)+ isin(τ log t)
(1− t)√t dt
and ∣∣∣∣
∫ 3/2
1+ε
sin(τ logt)
(1− t)√t dt
∣∣∣∣≤ |τ|
∫ 3/2
1
| logt|
(t−1)√t dt = O(τ).
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Meanwhile, ∫ 3/2
1+ε
cos(τ log t)
(1− t)√t dt =
∫ 3/2
1+ε
cos(τ log t)−1
(1− t)√t dt +
∫ 3/2
1+ε
1
(1− t)√t dt
and , in turn, with the same arguments∫ 3/2
1+ε
1
(1− t)√t dt =
logε√
1+ ε
+
√
2/3log2− 1
2
∫ 1/2
ε
logt
(1+ t)3/2
dt,
∣∣∣∣
∫ 3/2
1+ε
cos(τ logt)−1
(1− t)√t dt
∣∣∣∣≤ |τ|
∫ 3/2
1
dt√
t
= O(τ).
Thus,
|I2(s)+ I3(s)| ≤ 2ε| logε|+O(1)+O(τ)< log2+O(1)+O(τ)
and combining with estimates above, we complete the proof of inequality (30). Returning to (29) and
appealing to the Lebesgue dominated convergence theorem, one can pass to the limit when ε → 0
under the integral sign. Consequently, employing (28) and making simple changes of variables by
Fubini’s theorem ( f ∗ ∈ L1(σs)) with the use of (8), we obtain for all x > 0
lim
ε→0
1
2pii
∫
σs
ϕε(s) f ∗(s)x−sds = 12pii
∫
σs
cot(pis) f ∗(s)x−sds
= lim
ε→0
1
2pi2i
∫
σs
(∫ 1−ε
0
+
∫
∞
1+ε
)
ts−1
1− t f
∗(s)x−sdtds
= lim
ε→0
1
pi
(∫ 1−ε
0
+
∫
∞
1+ε
) f (x/t)dt
(1− t)t = limε→0
1
pi
(∫ x/(1+ε)
0
+
∫
∞
x/(1−ε)
) f (t)dt
t− x
= PV
1
pi
∫
∞
0
f (t)dt
t− x =
1
pi
(H f )(x).
Therefore we proved equality (25). Analogously we establish (26), minding that sh(s) ∈ L2(σs) if
s f ∗(s) ∈ L2(σs), where h(s) = cot(pis) f ∗(s). Substituting these results in (24), it gives equality (23)
and complete the proof of the theorem. 
It is well known that on R the following equality, involving the iterated Hilbert transform holds,
namely
1
pi2
( ˆH2 f )(x) =− f (x), f ∈ Lp(R), p > 1,
where
( ˆH f )(x) =
∫
∞
−∞
f (t)
t− x dt, x ∈ R.
Here as an immediate corollary of equality (26) we prove the following relation between the iterated
Stieltjes and Hilbert transforms (3) and (5), respectively, on R+, which seems to be new. Precisely, it
states
Corollary 1. Under condition s f ∗(s) ∈ L2(σs), where f ∗ is the Mellin transform (7) of f , the
following relation holds for all x > 0
(H2 f )(x) = (S2 f )(x)−pi2 f (x), x > 0.
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Proof. The proof is straightforward with the use of (14), (26) and elementary trigonometric identity
cot2(pis) = csc2(pis)−1.

Corollary 2. Under conditions of Theorem 2 the following equality holds for convolution (18)
(H2( f ∗g))(x)+pi2( f ∗g)(x) =√x (S2 f )(x)(S2g)(x), x > 0.
Proof. The proof is immediate with the use of factorization equality (22).

Finally in this section we establish an analog of the Titchmarsh theorem about the absence of
divisors of zero in the convolution (18). We have
Theorem 3. Let under conditions of Theorem 2 f ∗g = 0. Then either f = 0 or g = 0.
Proof. Indeed, one can consider the iterated Stieltjes transform (3) of complex variable
G(z) =
∫
∞
0
log(z)− log(t)
z− t f (t)dt, z ∈ C\{0},
where we take the principal branch of logz. On the other hand, we can treat G(z) as the Stieltjes
transform (2) of L2-function, which is analytic in the complex plane cut along the nonpositive real
axis (see in [11]). In fact, G(z) = (S2 f )(z) = (S (S f ))(z), where similar to (11)
(S f )(x) = 1
2pii
∫
σs
Γ(s)Γ(1− s) f ∗(s)x−sds, x > 0,
(S2 f )(z) = 12pii
∫
σs
[Γ(s)Γ(1− s)]2 f ∗(s)z−sds, |argz|< pi , z 6= 0
and the right-hand side of the latter equality represents an absolutely and uniformly convergent in-
tegral in the domain D = {z ∈ C, |argz| < pi , |z| > a > 0}. Indeed, with the Schwarz inequality we
have ∫
σs
∣∣∣[Γ(s)Γ(1− s)]2 f ∗(s)z−sds∣∣∣= pi2√|z|
∫
∞
−∞
eτ argz
cosh2(piτ)
∣∣∣∣ f ∗
(
1
2
+ iτ
)∣∣∣∣dτ
<
pi2√
a
(∫
∞
−∞
e2pi|τ|
(1/4+ τ2)cosh4(piτ)
dτ
)1/2(∫
∞
−∞
∣∣∣∣
(
1
2
+ iτ
)
f ∗
(
1
2
+ iτ
)∣∣∣∣
2
dτ
)1/2
< ∞.
Moreover, f (x), (S f )(x) ∈ L2(R+) because, evidently, f ∗(s), Γ(s)Γ(1− s) f ∗(s) ∈ L2(σs) when
s f ∗(s) ∈ L2(σs). Thus, if f ∗ g = 0, then (S2( f ∗ g))(z) ≡ 0 and by virtue of equality (22), which
has a meaning for complex z ∈ D, either (S2 f )(z) ≡ 0 or (S2g)(z) ≡ 0 everywhere in the complex
plane cut along the nonpositive real axis. Therefore appealing twice to the uniqueness of the Stieltjes
transform (cf., for instance, in [11], p. 336), we conclude that either f = 0 or g = 0 almost everywhere
on R+. 
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4. A NEW CLASS OF SINGULAR INTEGRAL EQUATIONS
This section is devoted to an application of convolution (18) to an interesting class of integral equa-
tions, containing a combination of the Hilbert transform and the iterated Stieltjes transform (or the
iterated Hilbert transform, taking into account equality (30)). However, first we apply our method to
simplify a solution of the singular integral equation, considered in [8], which involves the convolu-
tion (4) for the Stieltjes transform (2). Moreover, the result is known by Lemma 11.1 in [12]. But our
main goal will be to establish the reciprocal inverse operator, being associated with a singular integral
equation mentioned above, which involves the iterated Hilbert and Stieltjes operators.
We begin, considering the convolution (4) with g(x) = xα−1, 0 < α < 1/2. Namely, taking into
account the value of integral (27), we come out with the equation
f (x)cos(piα)+ sin(piα)
pi
(H f )(x) = h(x), x > 0, (31)
where h(x) = pi−1 sin(piα) x1−α ( f ∗ xα−1)S and f (x),h(x) satisfy conditions of Theorem 2. Then
applying to both sides of (31) the Mellin transform (7) and taking into account equality (25), we
obtain
h∗(s) = f ∗(s) [cos(piα)+ cot(pis)sin(piα)] = f ∗(s)sin(pi(s+α))
sin(pis) .
Therefore,
f ∗(s) = h∗(s) sin(pis)
sin(pi(s+α))
, s ∈ σs
and reciprocally with the inversion formula (8) for the Mellin transform, we arrive at the unique
solution of the singular integral equation (31)
f (x) = 1
2pii
∫
σs
h∗(s) sin(pis)
sin(pi(s+α))x
−sds = cos(piα)h(x)− sin(piα)
2pii
×
∫
σs
cot(pi(s+α))h∗(s)x−sds = cos(piα)h(x)− sin(piα)
pi
xα
∫
∞
0
t−αh(t)
t− x dt.
Consequently, we found a pair of reciprocal formulas for all x > 0 and 0 < α < 1/2
h(x) = cos(piα) f (x)+ sin(piα)
pi
∫
∞
0
f (t)
t− x dt, (32)
f (x) = cos(piα)h(x)− sin(piα)
pi
∫
∞
0
(x
t
)α h(t)
t− x dt, (33)
which is confirmed by Lemma 11.1 in [12].
Finally in a similar manner, we apply our technique to investigate a solvability and find a solution
of a new singular integral equation, which is associated with convolution (23) (in fact, g(x) = xα−1
does not satisfy conditions of Theorem 2 and ( f ∗ xα−1) is understood by equality (23)). Precisely,
denoting now by h(x) = pi−2 sin2(piα) x1/2−α ( f ∗ xα−1) and calling Corollary 1, we come out with
the following equation for all x > 0 and 0 < α < 1
cos2(piα)
pi2
∫
∞
0
log(x)− log(t)
x− t f (t)dt−
sin(2piα)
pi
∫
∞
0
f (t)
t− x dt
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−cos(2piα) f (x) = h(x). (34)
Theorem 4. Let f ,h satisfy conditions of Theorem 2. Then for all x > 0 and 0 < α < 1 singular
integral equation (34) has the unique solution
f (x) = cos
2(piα)
pi2
∫
∞
0
log(x)− log(t)
x− t
(x
t
)α−1/2
h(t)dt
+
sin(2piα)
pi
∫
∞
0
(x
t
)α−1/2 h(t)
t− x dt− cos(2piα)h(x). (35)
Conversely, singular integral equation (35) has the unique solution in the form (34).
Proof. Taking the Mellin transform of both sides of (34), minding (12), (25), (26) and Corollary 1,
after simple manipulations we get the equality
h∗(s) = f ∗(s) [sin(piα)− cos(piα)cot(pis)]2 , s ∈ σs.
Hence, reciprocally,
f ∗(s) = h∗(s)
[
sin(pis)
sin(pi(s+α−1/2))
]2
= h∗(s) [sin(piα)
+cos(piα)cot(pi(s+α−1/2))]2 .
Consequently, canceling the Mellin transform of both sides of the latter equality, we obtain
f (x) = sin2(piα)h(x)+ sin(2piα)
pi
∫
∞
0
(x
t
)α−1/2 h(t)
t− x dt
+
cos2(piα)
pi2
xα−1/2
∫
∞
0
1
t− x
∫
∞
0
u1/2−α h(u)
u− t dudt.
Applying again Corollary 1, we come out with solution (35). In the same manner we verify the
converse statement.

Remark 1. Letting α = 1/2, we find the simplest degenerated case of the pair of singular integral
equations (34), (35). It leads us to the unique solution f = h and vice versa.
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