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Abstract
We present a direct, short and transparent proof of the following result: the product
X1 · · · Xn of independent exponential random variables X1, . . . , Xn is moment-indeterminate
if and only if n ≥ 3. This and other complex analytic results about Stieltjes moment
sequences and properties of the corresponding distributions appeared recently in Berg
(2005).
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1. Introduction
Recent studies showed that products of random variables (r.v.s) are not only quite
challenging from a theoretical point of view, but also related to some applications. A
comprehensive account can be found in the book by Galambos and Simonelli (2004).
We can look at such products as nonlinear transformations of random data. In this
case, similarly to the power transformations, see e.g. Ostrovska and Stoyanov (2005),
one of the interesting questions is about the moment determinacy of the involved dis-
tributions. Related to this is the recent paper by Berg (2005) who has studied in detail
Stieltjes moment sequences of the type {(k!)c, k = 1, 2, . . . ; c > 0} and properties of
the corresponding distributions. In particular, if c = n is a positive integer number,
then {(k!)n} is the moment sequence of the product X1 · · · Xn of n independent r.v.s each
exponentially distributed with parameter 1. One of the results in Berg (2005) is that the
product X1 · · · Xn is moment-indeterminate if and only if n ≥ 3. While as a statement
this is attractive, we found that the sophisticated complex theory arguments used in that
paper are not widely popular among statisticians. We suggested that there might be a
short and direct proof of such a result. This is how the present paper was born.
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The structure of the paper is as follows. For reader’s convenience, in Section 2 we
recall briefly some notions and criteria for determinacy or indeterminacy. The main
result, Theorem 1, and its detailed proof, are given in Section 3. Related comments are
outlined in Section 4.
2. Some notions and two criteria for determinacy
We deal here with positive r.v.s whose moments are finite. If X is such a r.v. and F
its distribution function (d.f.), we assume that mk = E[X
k] =
∫ ∞
0
xk dF(x) < ∞, for any
k = 1, 2, . . . . Hence the moment sequence m = {mk, k = 1, 2, . . .} is well-defined. We
are interested now in the following converse question, which is a part of the Stieltjes
problem of moments: Is F the only d.f. with the moment sequence m? If the answer is
‘yes’, we say the F is M-determinate (unique in terms of the moments). Otherwise, F
is M-indeterminate in which case there are d.f.s which are different from F but with the
same moments. Instead of saying that, e.g., the d.f. F of the r.v. X is M-determinate,
or M-indeterminate, it is more convenient to say that X itself is M-determinate, or
M-indeterminate.
We need two classical criteria. One involves the complete moment sequence m =
{mk, k = 1, 2, . . .}, the other one is expressed in terms of the density f .
Carleman criterion. The following condition
C[m] =
∞∑
k=1
(mk)
−1/2k
= ∞ (1)
is sufficient for X to be M-determinate. See, e.g., Shohat and Tamarkin (1943).
Krein criterion. Assume that the r.v. X is absolutely continuous in the sense that
its d.f. F has a density f = F′, and let f be positive, i.e. f (x) > 0, x ∈ (0,∞). Then the
following condition, for some x0 ≥ 0,
K[ f ] =
∫ ∞
x0
− ln f (x2)
1 + x2
dx < ∞ (2)
is sufficient for X to be M-indeterminate. For details see Akhiezer (1965), Slud (1993),
Berg (1995), Lin (1997), Stoyanov (1997), Pedersen (1998), Stoyanov (2000) or Pakes
et al. (2001).
Note that C[m] = ∞ is not necessary for the M-determinacy of X; also C[m] < ∞
is not sufficient for its M-indeterminacy. Similarly, K[ f ] < ∞ is not necessary for the
M-indeterminacy of X and K[ f ] = ∞ is not sufficient for its M-determinacy. All these
cases are well-illustrated in Stoyanov (1997, Section 11).
Let us formulate a useful corollary from the Krein criterion. Suppose, as above, that
the r.v. X has all moments finite, and that its density f satisfies the following condition:
there are numbers x0 > 0, c0 > 0, a > −1, c1 > 0 and b ∈
(
0, 1
2
)
such that
f (x) ≥ c0 x
a exp[−c1x
b] for all x > x0. (3)
Under this condition (3), X is M-indeterminate.
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Indeed, in this case we have | ln f (x2)| ≤ C x2b for all x ≥ x0 and some constant
C > 0. This implies that the logarithmic integral in (2) converges, i.e. K[ f ] < ∞, and
hence X is M-indeterminate.
As we know, there are r.v.s which are M-determinate, and others which are M-
indeterminate. For example, X ∼ N(0, 1) is M-determinate, while X ∼ LogN(0, 1) is
M-indeterminate. If the r.v. X itself is M-indeterminate and X1, . . . , Xn are independent
copies of X, then the product Yn = X1X2 · · · Xn, n ≥ 2, is also M-indeterminate. Thus
it is reasonable to start with a r.v. X taking values in R+ = (0,∞) such that X is M-
determinate and then analyze the products Yn = X1X2 · · · Xn, n = 2, 3, . . . looking for a
value of n, if any, when we lose the determinacy, so Yn becomes M-indeterminate.
If X1, . . . , Xn are r.v.s with arbitrary distributions and each has all moments finite,
then their product Yn = X1 · · · Xn also has all moments finite. Moreover, if X j are
independent, we have that
mn,k = E[Y
k
n] = E[X
k
1] · · ·E[X
k
n], k = 1, 2, . . . .
Recall that the number n of factors in the product Yn is fixed. If X1, . . . , Xn are in-
dependent r.v.s with the same distribution as a r.v. X, then clearly, mn,k = E[Y
k
n] =
(E[Xk])n, k = 1, 2, . . ..
Thus the question of interest is: What can we say about the moment determinacy
of the products Yn, n ≥ 2?
3. The result and its proof
Let X be an exponential r.v. with parameter 1, X ∼ Exp(1), so its density function
is f (x) = 0 if x ≤ 0 and f (x) = e−x, if x > 0. Let X1, . . . , Xn be n independent copies of
X, n = 1, 2, . . . Since E[Xk] = k!, k = 1, 2, . . . , we see that the product Yn = X1 · · · Xn
has kth order moment
mn,k = E[Y
k
n] = (k!)
n, where n is fixed, k = 1, 2, . . . .
What can we say about the determinacy of the product Yn? Equivalently, for a
fixed positive integer n, does the moment sequence {(k!)n, k = 1, 2, . . .} correspond to
only one d.f.? If the answer is “yes”, Yn is M-determinate, and if “not”, Yn will be
M-indeterminate.
It is worth mentioning that Berg (2005) has studied in detail sequences of the type
{(k!)c, k = 1, 2, . . . ; c > 0}. He has shown that for each c > 0, {(k!)c, k = 1, 2, . . .} is a
Stieltjes moment sequence, i.e. there is a distribution, say Gc, whose support is (0,∞)
and the moments of Gc are
∫ ∞
0
xkdGc(x) = (k!)
c, k = 1, 2, . . . . Another nontrivial result
is that Gc is M-determinate for 0 < c ≤ 2 and M-indeterminate for c > 2. If we take
now c to be a positive integer, then it follows that Y1 = X1 and the product Y2 = X1X2
are M-determinate, while Y3 = X1X2X3 and any product of more than 3 independent
exponential r.v.s are all M-indeterminate.
While the deep results by Berg (2005) are interesting from both theoretical and
applied point of view, it seems to us that some readers may find difficult to overcome
the sophisticated complex analysis techniques. Thus our idea from the very beginning
was to look for an elementary proof of the M-indeterminacy of the products Y3,Y4, . . . .
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First we give some details which are easy, but they show the kind of arguments we
follow in our analysis. We assume that all this will be useful for the readers.
If n = 1, we have Y1 = X1 ∼ Exp(1), its moment sequence is {k!, k = 1, 2, . . . } and
Y1 is M-determinate, i.e. Exp(1) is the only distribution with the moments {k!}. This
well-known fact follows from the existence of the moment generating function (m.g.f.)
of Y1. Alternatively, one can use the Stirling formula for k! and easily check that the
Carleman condition (1) is satisfied.
Take now n = 2. We know the conclusion for Y2 from Berg (2005), however we
prefer to formulate this as an easy statement and provide the arguments.
Lemma 1. The product Y2 = X1 X2 of n = 2 independent exponential r.v.s Exp(1) does
not have a m.g.f., i.e. its d.f. G2(x) = P[Y2 ≤ x], x > 0 has a heavy (right) tail, however,
Y2 has all moments finite, and moreover, Y2 is M-determinate.
Indeed, for the expectation M(t) = E[exp(tX1X2)], where t is a real number, we
have M(t) =
∫ ∞
0
(e−x/(1 − tx))dx. Clearly, M(t) is finite for any t ≤ 0, while M(t) = ∞
for any t > 0. Hence there is no neighborhood of t = 0, say (−t0, t0) for some t0 > 0,
such that M(t) is finite for all t ∈ (−t0, t0). This means that the product Y2 = X1X2 does
not have a m.g.f. Nevertheless, Y2 has all moments finite, and
m2,k = E[Y
k
2] = E[(X1X2)
k] = (k!)2.
Since we know explicitly all moments of Y2, the next step is to evaluate the Carleman
quantity C[m2] for the moment sequence m2 = {m2,k, k = 1, 2, . . .}. We apply the Stir-
ling formula for k! and easily conclude that C[m2] = ∞. Hence Y2 is M-determinate.
Remark 1. In the latter case, n = 2, there is an alternative idea. We can use results of
Malik and Trudel (1986) or Rathie and Rohrer (1987) and make the same conclusion
which will be based on the density g2 of Y2. The density g2 is a modified Bessel
function of the second kind (we do not give details here) and it can be shown that the
Krein logarithmic integral is not finite, i.e., that K[g2] = ∞. This suggest that possibly
Y2 is M-determinate. For this we need one step more, namely to check for g2 that the
Lin condition is satisfied, see Lin (1997) or Stoyanov (2000). This is how we can also
conclude that Y2 is M-determinate.
The next is to consider an arbitrary positive integer n = 3, 4, . . .. It is easy to see
that the product Yn = X1 · · · Xn does not have a m.g.f., i.e. its d.f. Gn is heavy tailed.
However, Yn has all moments finite, and mn,k = E[Y
k
n] = (k!)
n, as mentioned above. In
particular, for n = 3 the moment sequence of the product Y3 is
m3 = {m3,k = E[Y
k
3] = (k!)
3, k = 1, 2, . . .}.
Using again the Stirling formula, we find that the Carleman quantity is finite, i.e.,
C[m3] < ∞. Also it is easy to see that C[m3] > C[m4] > . . ., i.e. C[mn] is a decreasing
function of n, the number of factors in Yn. Since a finite Carleman quantity is only a
necessary condition for M-indeterminacy, we can suggest that perhaps Y3,Y4, . . . are
all M-indeterminate.
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We already know from Berg (2005) that the product Yn is M-indeterminate for
n ≥ 3. It is our purpose in this paper to provide a direct, short and transparent proof
of this result. Our reasoning is different and it indicates clearly why for n = 3, 4, . . .
the tail of the distribution of Yn becomes so heavy that we lose the moment uniqueness
property.
Theorem 1. The product Yn = X1 · · · Xn is M-indeterminate if and only if n ≥ 3.
Proof. By the independence property, the density of the random vector (X1, . . . , Xn) is
equal to exp(−u1 − · · · − un). Recall that here all arguments ui are positive, and hence,
for the d.f. Gn(x) = P[X1 · · · Xn ≤ x] we have the following: Gn(x) = 0, if x ≤ 0, while
for x > 0,
Gn(x) =
∫ ∞
0
· · ·
∫ ∞
0
e−u1−···−un−1
(∫ x/u1...un−1
0
e−un dun
)
du1 · · · dun−1
=
∫ ∞
0
· · ·
∫ ∞
0
e−u1−···−un−1
[
1 − exp
(
−
x
u1 . . . un−1
)]
du1 . . . dun−1.
Hence the density gn of Gn, for x > 0, is
gn(x) =
∫ ∞
0
· · ·
∫ ∞
0
e−u1
u1
· · ·
e−un−1
un−1
exp
(
−
x
u1 · · · un−1
)
du1 · · · dun−1.
We easily see that for any fixed b > 0 and all x > 0,
gn(x) ≥
∫ ∞
b
· · ·
∫ ∞
b
e−u1
u1
· · ·
e−un−1
un−1
exp
(
−
x
u1 · · · un−1
)
du1 · · · dun−1
≥ exp
(
−
x
bn−1
) [∫ ∞
b
e−u
u
du
]n−1
.
Since b is arbitrary, we can take b = x1/n thus obtaining
gn(x) ≥ exp
(
−x1/n
) [∫ ∞
x1/n
e−u
u
du
]n−1
.
To estimate the integral in the brackets, we apply integration by parts:
∫ ∞
x1/n
e−u
u
du =
(
−
e−u
u
)∣∣∣∣∣∣
∞
x1/n
−
∫ ∞
x1/n
e−u
u2
du =
e−x
1/n
x1/n
−
∫ ∞
x1/n
e−u
u2
du.
Thus, for x > 1, we have
e−x
1/n
x1/n
=
∫ ∞
x1/n
e−u
u
du +
∫ ∞
x1/n
e−u
u2
du ≤ 2
∫ ∞
x1/n
e−u
u
du.
Therefore, for x > 1, ∫ ∞
x1/n
e−u
u
du ≥
1
2
x−1/n exp
(
−x1/n
)
.
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As a result, we obtain that
gn(x) ≥ C exp
(
−x1/n
)
x−
n−1
n exp
(
−(n − 1)x1/n
)
= Cx1/n−1 exp
(
−nx1/n
)
.
Hence, for any integer n = 3, 4, . . . , the density gn satisfies condition (3) with
a = 1
n
− 1 and b = 1
n
. In view of the Krein criterion and Lemma 1, we conclude that
indeed, the product Yn = X1 · · · Xn is M-indeterminate if and only if n ≥ 3.
Remark 2. We have taken above a r.v. X ∼ Exp(1) with a parameter λ = 1 just for
the sake of simplicity. The same conclusion about the M-determinacy of the product
Y2 and the M-indeterminacy of Y3,Y4, . . . , can be made for X ∼ Exp(λ) with any λ > 0
and even for independent X j ∼ Exp(λ j) with different parameters λ j.
4. Concluding remarks
The moment determinacy or indeterminacy of the product Yn of n independent ex-
ponential r.v.s, established by Berg (2005) and confirmed in the present paper, can be
well compared with such a property for the positive integer powers Xn of a single ex-
ponential r.v. X. Just to mention that X2 is M-determinate, while X3 and any higher
integer power are all M-indeterminate. A similar property holds also for a r.v. X having
an inverse Gaussian distribution. The easiest way to establish this kind of results is to
use the Krein-Lin techniques, for details see Lin (1997), Stoyanov (1997), Stoyanov
(2000) and Ostrovska and Stoyanov (2005).
Here is another interesting observation. For any n = 3, 4, . . ., the product Yn of
independent exponential r.v.s is an example of a r.v. which obeys two properties, it
is M-indeterminate and infinitely divisible. The last property follows from results in
Bondesson (1979), see also Bose et al. (2002).
Suppose X1, . . . , Xn are n ≥ 2 positive, independent and arbitrarily distributed r.v.s.
If we think of X1 as a random point on the positive axes Ox1, etc., Xn as a random
point on the positive axes Oxn, then the product Yn = X1 · · · Xn is equal to the vol-
ume of the random parallelepiped in the positive octant of the space Rn. Theorem 1
discussed above implies that if the random points X j ∼ Exp(1), the volume of the ran-
dom 2-dimensional rectangle is M-determinate, while any random parallelepiped of
dimension 3 or more, has a volume which is M-indeterminate.
The r.v.s and distributions treated here are all with support in the positive half-line
R
+ and we have dealt with Stieltjes problems of moments. It is important to have such
a study for r.v.s and distributions on the whole real line R, i.e., to deal with Ham-
burger problems of moments. In the latter case there is a remarkable recent result by
Berg (2005): the product of three or more independent standard normal r.v.s is M-
indeterminate. Thus, we can further study the moment determinacy of products of r.v.s
which follow other distributions supported either on R (Hamburger problem of mo-
ments) or on R+ (Stieltjes problems of moments). Other questions of interest include,
e.g., to analyze the moment determinacy of products of a random number of r.v.s, or,
in the case X ∼ Exp(1), to construct Stieltjes classes for the distributions of Y3,Y4, . . ..
Ideas and results from Lin and Stoyanov (2002), Stoyanov (2004), Ostrovska and Stoy-
anov (2005) can be exploited.
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It is exactly the M-indeterminacy property that was crucial for constructing sets
of r.v.s with given marginal distributions and possessing prescribed uncorrelatedness
subsets, see Ostrovska (2005).
Besides the applications of products of r.v.s described in Galambos and Simonelli
(2004), one more is worth mentioning. In their very recent paper, Penson et al. (2009)
consider solutions to Stieltjes moment problems associated with the moment sequences
{(2rk)!, k = 1, 2, . . . } and {[(rk)!]2, k = 1, 2, . . . }, where r = 1, 2, . . . , is fixed. These
sequences and the corresponding distributions are used for describing properties of
coherent states in Quantum mechanics. For some r the above sequences are related to
the moments of either products of independent Exp(1) r.v.s or of a power of a single
r.v. Exp(1).
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