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Summary
The re-introduction of time of flight (TOF) in positron emission tomography (PET)
has been made possible due to the recent developments in detector technology.
Previous studies have demonstrated some of the benefits gained by using TOF
information during reconstruction. In this study we investigate the added value of
the TOF information for the problem of attenuation correction from PET emission
data only.
We demonstrate numerically and mathematically in chapter 2 that the attenuation
sinogram can be estimated from the TOF-PET emission data. However, we find
that the TOF-PET emission data determine the attenuation sinogram only up to
a constant, and therefore also the emission image up to a related scale. Therefore,
some constraining is still required to obtain a quantitative PET reconstruction.
The joint estimation problem is later studied with an iterative approach, building
on previous work for non-TOF emission tomography. In chapter 3 the TOF exten-
sion of the maximum likelihood activity and attenuation reconstruction (MLAA)
algorithm is presented, jointly reconstructing an activity and attenuation image pair
from the TOF-PET emission measurements. In chapters 4 and 5 an algorithm is
developed called MLACF which avoids the reconstruction of the attenuation image
and jointly estimates a sinogram of the attenuation correction factors together with
a reconstruction of the activity image. In chapter 4, the problem is studied fur the
ideal case where there is no scatter or randoms contribution, the general case where
scatter and/or randoms are present is studied in chapter 5. In an attempt to make
use of the computed tomography (CT-) derived attenuation images in the joint esti-
mation framework, a maximum likelihood algorithm was developed which estimates
the activity image together with a deformation of the available attenuation map.
This algorithm is called MLRR, its derivation and first validation are presented in
chapter 6. The MLRR algorithm reconstructs an activity image while deforming the
CT-based attenuation image in order to correct for possible misalignments between
the PET emission and CT transmission measurements.
An attempt is made to validate the joint reconstruction of MLAA to the gold-
standard reconstructions of MLEM with the CT-based attenuation image on a set of
whole-body patient scans in chapter 7. We show that inconsistencies in the emission
data can very differently influence the activity reconstructions of the MLEM and
MLAA. We find that when the CT and PET data are well aligned, MLAA and
MLEM agree well, the deviations seem acceptable for for clinical purposes. When
there is a mismatch between PET and CT, attenuation correction by MLAA is
superior. The guaranteed alignment produced by the joint estimation methods makes
them a powerful tool for mitigating the problem of incorrect attenuation correction
of the PET emission data in gated PET studies. Chapter 8 presents a modified
version of the MLACF algorithm, which improves the visual quality and quantitative
accuracy of the activity reconstruction in respiratory gated TOF-PET.
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Samenvatting
De herintroductie van “time-of-flight” (TOF) positron emissie tomografie (PET) is
mogelijk gemaakt door recente ontwikkelingen in detectortechnologie. Verschillende
studies hebben aangetoond dat TOF nuttige bijkomende informatie levert die gebruikt
kan worden om de beeldkwaliteit te verbeteren. In dit werk wordt onderzocht hoe
met behulp van TOF gecorrigeerd kan worden voor attenuatie, enkel op basis van de
TOF-PET emissie data.
In hoofdstuk 2 tonen we met simulaties en met een wiskundige afleiding aan
dat het sinogram van de attenuatiefactoren geschat kan worden uit de TOF-PET
emissiedata zelf. Het blijkt echter dat de TOF-PET data het attenuatiesinogram (en
daardoor ook het gecorrigereerde activiteitsbeeld) maar bepalen op een constante na.
Daardoor zijn er bijkomende beperkingen nodig om te kunnen garanderen dat de
gereconstrueerde beelden kwantitatief correct zijn.
Geïnspireerd door eerder onderzoek op non-TOF PET, bestuderen we diverse
iteratieve algoritmes voor de gelijktijdige berekening van de activiteit en de attenuatie
uit TOF-PET data. In hoofdstuk 3 wordt een uitbreiding van het zogenaamde MLAA
algoritme voorgesteld (Maximum Likelihood reconstruction of Activity and Attenua-
tion) voor de gelijktijdige berekening van een activiteitsbeeld en een attenuatiebeeld
uit TOF-PET data. In de hoofdstukken 4 en 5 wordt een algoritme voorgesteld dat
samen met het activiteitsbeeld een attenuatiesinogram berekent in plaats van een
attenuatiebeeld. In hoofdstuk 4 wordt dit probleem bestudeerd voor het ideale geval
waarin er geen bijdrage is van Compton verstrooiing of van toevallige coïncidenties.
Het algemene geval, waarbij wel rekening gehouden wordt met Compton verstrooiing
en/of toevallige coïncidenties, wordt besproken in hoofdstuk 5. Om ook gebruik te
kunnen maken van een beschikbare attenuatiemap (typisch verkregen op basis van
CT in PET/CT scanners), werd een nieuw ML algoritme ontwikkeld. Dit algoritme
berekent gelijktijdig het activiteitsbeeld en een vervorming van de attenuatiemap.
Dit algoritme kreeg de naam MLRR, de afleiding en een eerste validatie worden
besproken in hoofdstuk 6. MLRR reconstrueert het activiteitsbeeld en berekent
tegelijk de vervorming van de gegeven attenuatiemap die nodig is om te corrigeren
voor mogelijke fouten in de alignering van de PET met die attenuatiemap.
Hoofdstuk 7 bespreekt een eerste validatiestudie waarbij reconstructies van een
reeks klinische “whole body” TOF-PET scans met MLAA vergeleken worden met
de huidige gouden standaard, nl de reconstructies met MLEM en de attenuatiemap
afgeleid van het CT-beeld. We tonen dat inconsistenties in de emissiedata een
sterk verschillend effect kunnen hebben op de reconstructies met MLAA en MLEM.
We stellen vast dat wanneer de CT en PET data goed gealigneerd zijn, MLAA
en MLEM gelijkaardige beelden produceren, de verschillen zijn aanvaardbaar voor
klinische toepassingen. Wanneer er een mismatch is tussen CT en PET zijn de
reconstructies van MLAA superieur. De gegarandeerde alignering van de activiteit en
de attenuatie maakt deze algoritmes ook bijzonder nuttig bij de attenuatiecorrectie
van een reeks PET-beelden met triggering op de ademhaling. In hoofdstuk 8
wordt een aangepaste versie van het MLACF algoritme voorgesteld, dat de visuele
kwaliteit en de kwantitatieve nauwkeurigheid van de reconstructie in TOF-PET met
v
ademhalingstriggering duidelijk verbetert.
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Chapter 1
Introduction
1.1 Positron Emission Tomography
Emission tomography (positron emission tomography (PET) and single photon emis-
sion computed tomography (SPECT)) systems are functional imaging modalities
which aim at imaging the human body at a metabolic level by tracing local concen-
trations of a particular molecule within the body. For that purpose, many different
radiopharmaceuticals (or tracers) have been designed by labeling particular molecules
with a particular radio-isotope. A wide variety of radiopharmaceuticals exist which
are most extensively being used in brain function and cancer research studies [1].
In PET, the most commonly used tracer is fluorodeoxyglucose (18F-FDG). FDG is
a glucose analog and when labeled with the 18F radio-isotope, a PET system can
measure the radio-isotope concentrations and in dynamic PET scans the glucose
metabolism within a local region of the body can be deduced. After injecting a
patient with 18F-FDG, the molecule is circulated through the cardiovascular system
and distributed within the body. The isotope which the pharmaceutical is labeled
with decays by emitting a positron which is subsequently annihilated (i.e. the mass
of the electron-positron pair is converted to the energy of a photon-pair travelling at
almost opposite directions). In PET, the detection of both of the emitted photons
produces an output signal (an event is detected), whereas a SPECT system would
generate an output signal when either of the two photon-pairs are detected. However,
SPECT systems are designed and optimized for imaging with single photon emitting
tracers and are typically not used for the detection of high (511 keV) energy γ-rays.
The emitted γ-ray photons are detected in PET/SPECT detectors which are
composed of scintillator crystals and photo-detectors. Interactions of these γ-ray
photons with electrons in the scintillator crystal structure are mostly via the photo-
electric effect and to a smaller extent through Compton scattering. Upon absorption
of the high energy photons in the scintillator medium, a high amount of energy is
deposited in the crystal structure. The high energy deposit of an absorbed γ-ray
excites electrons in the crystal structure of the scintillator which subsequently emits
secondary lower energy photons in the optical wavelengths to return to a lower energy
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state. Photo-detectors such as photo-multiplier tubes (PMTs), avalanche photo-
diodes (APDs) or silicon photo-multipliers (SiPMs) which are optically coupled to the
scintillator crystals are typically used to detect these secondary emitted photons. In
the case of the PMTs, the secondary emitted photons are yet again absorbed through
the photo-electric effect in the photo-cathode of the PMT. This photo-electron is
initially guided toward and then through cascades of dynodes which emit electrons
upon an electron impact (increasing the number of electrons emitted at each stage).
The electrons are then subsequently collected and an output signal is generated in
the anode of the PMT. Traditionally, PMTs have been the choice for photo-detectors
in PET and SPECT. However since they are relatively bulky and more importantly
they are highly influenced by magnetic fields (limiting their use in hybrid PET/MR
scanners) they are currently being replaced by APDs and SiPMs. For more detail on
the physics of scintillation and photon detection please refer to [1].
Some scintillation properties of typical PET scintillators are summarized in table
1.1 [2]. Among other key characteristics of scintillators used in PET systems are the
attenuation length of the scintillator, its light output, and the scintillation decay
time. A small attenuation length would insure that the high energy γ-ray is absorbed
in less amount of the scintillator medium, an increased light output would increase
the photon detectability and therefore energy resolution and position discrimination,
and a small scintillation rise-time and decay-time provide a better spatial resolution
associated with the time of flight (TOF) measurements as well as narrowing the
coincidence timing window.
Table 1.1: Typical PET scintillator characteristics
BGO GSO LuAP LaBr3 LSO LYSO
Attenuation length 1.04 1.42 1.05 2.13 1.15 1.12@ 511 keV (cm)
Scintillation decay time 300 60 18 35 42 48(ns)
Light output 9 8 10 61 25 32(photons/keV)
Peak wavelength 480 440 365 358 420 420(nm)
Typical PET scanners are constructed by arranging the detectors (scintillator
material and the photo-detectors) on the curved surface of a cylinder. The length
and radius of this cylinder would then determine the axial field of view (FOV) and
the radial FOV of the PET scanner, respectively. As opposed to SPECT where a
physical collimator is placed on top of the detectors to filter the arriving photons
based on their direction of emission, the collimation in PET is achieved electronically.
A pair of detected photons would register as an output event when the photon-pair
are detected within a given coincidence time interval. This coincidence timing is set
based on the time required for a photon to travel the maximum distance between
all detector pairs in addition to the uncertainties brought about by the scintillator
2
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decay time and the electronics. The coincidence time window is typically in the
range of 4 ns. Figure 1.1 shows a detector ring schematic of a PET scanner where
an annihilation event has been detected at detector pairs D1 and D2. The line
connecting the two detector pairs is commonly referred to as a line of response
(LOR), which is indexed by a radial offset index s and an angular index φ.
D1
D2
Figure 1.1: Schematic of a PET detector ring.
Although when acquiring the emission data, coincident events from all possible
LORs could be considered, events from certain detector pairs are often ignored, e.g.
detector pairs within a certain transaxial vicinity. This is to restrict the measured
events to the LORs which cross the scanner bore and also to limit some degradation
effects when estimating the tracer activity distribution. Furthermore, coincidence
events measured by the PET system fall into three sub categories; 1- true, 2- scatter
and 3- random coincidence events. Figure 1.1 depicts a true coincident event where
the photon annihilation has occurred along the measured LOR. In the case of a
scatter event, the emitted photons undergo at least one Compton scattering prior
to detection, hence the measured LOR no longer represents the photon’s point
of annihilation, and random coincidence events arise when the detected photons
originate from different annihilation events. The two latter types of coincidence events
are undesired events which upon other factors depend on the length of the coincidence
timing window, the energy resolution of the PET system, the total amount of activity
and attenuating medium within the scanner and if not appropriately corrected for,
can influence the quantification of the tracer activity distribution.
During acquisition, the emission data are either stored in a listmode format where
different attributes of an event (e.g. index of the detector pair, energy deposit in
each detector, etc) are stored as they are observed, or in a sinogram format where
the events are histogrammed in a vector of dimension equal to the total number of
possible LORs. The task of image reconstruction is then to estimate the distribution
(indexed by x and y in figure 1.1) of the radioactivity in the FOV of the scanner
from the emission measurements.
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1.1.1 Time of Flight in PET
Among the different attributes of a detected PET event, current state-of-the-art
PET scanners also provide an estimate of the difference in the photon arrival times
at each end of the LOR. If for each measured event a perfect photon arrival time
could be measured at both ends of all the measured LORs (this would correspond to
a perfect TOF-resolution), the emission reconstruction problem would be reduced
to assigning the event to the voxel which is at a distance c∆t/2 from the center
of the LOR, where c is the speed of light and ∆t = t2 − t1 is the difference in the
photon-pair arrival times. Unfortunately (and most importantly), due to the intrinsic
scintillation decay time of scintillators, there are limits to the achievable accuracy of
the TOF-measurement. Current state-of-art PET scanners (LSO based scintillators)
can measure the difference in the photon arrival times with a TOF accuracy of
400-600 ps, and it is expected that the next generation of TOF-PET system will
achieve a TOF-resolution of 200 ps.
Furthermore, the TOF information is usually discretized and stored in a predefined
number of TOF-bins. This resampling of the emission data could in practice produce
artifacts if the TOF-bin size becomes comparable to the TOF-resolution of the PET
system. However, if the TOF-bin size is set roughly to half the TOF-resolution or
less, little degradation should be expected as this rebinning of the TOF-data would
result in a negligible (less than 1%) aliasing in its power spectrum [3].
The reconstruction of the tracer distribution with the added TOF information
has been shown to significantly improve the emission reconstructions [4]–[8]. For a
uniform cylinder of activity, the gains obtained using TOF information was shown
to be proportional to the diameter of the cylindrical phantom [4], [9]. This was
enough to show gains in TOF-PET brain studies for systems with a TOF-resolution
exceeding 1.3 ns [10]. Furthermore, the localization provided by the TOF information
accelerates the convergence of the iterative reconstruction algorithms [11] as well as
providing an improved contrast-to-noise ratio of the TOF activity reconstructions
compared the corresponding non-TOF reconstructions [10], [12]. Moreover, recent
studies have shown that in TOF PET, the artifacts induced by attenuation correction
errors as well as inaccuracies in detector sensitivities are less severe than in non-TOF
PET [13].
1.2 Attenuation Correction in PET
It is well known that the attenuation of γ-ray photons follow the Beer-Lambert law,
i.e. the photons are attenuated proportional to the product of the linear attenuation
coefficient which describes the fraction of the γ-rays that are absorbed of scattered
per unit thickness of the attenuating medium and the total length travelled within
the attenuating medium. Regardless of the annihilation point of photon-pairs along
a measured LOR, the two photons travel the entire LOR length to be detected.
Hence in PET, emission measurements along an LOR are attenuated by a ratio
exponentially proportional to the projection of the attenuation image µ along that
4
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LOR as:
B1/B0 = e−T (s,φ) = exp
{
−
∫ +∞
−∞
dlµ(suˆ⊥ + luˆ)
}
(1.1)
where B1 and B0 are the number of photons measured with and without the effect of
the attenuation medium µ, T (s, φ) is the radon transform of the attenuation image
µ, and uˆ and uˆ⊥ are unit vectors along and perpendicular to the LOR and can be
explicitly defined as:
uˆ⊥ = (cosφ, sinφ), uˆ = (− sinφ, cosφ)
The linear attenuation coefficient of a material depends primarily on the energy of the
traversing γ-ray. For the 511 keV γ-rays in PET, typical attenuation values for tissue
and bone are 0.096 and 0.172 cm−1 [14], respectively. A quantitative reconstruction
of the tracer uptake distribution requires appropriate correction for the attenuation
affecting the emission measurements.
Traditionally, a separate low dose transmission measurement with a radioactive
isotope (positron or single photon emitter) was acquired pre-injection. The trans-
mission data were then reconstructed to give the attenuating medium and were
subsequently projected and used to correct the emission measurements with. The
benefit of correcting for attenuation using a positron emitter transmission source
is that the transmission measurements and hence the reconstructed attenuation
medium are both at the same 511 keV photon energy of the emission data. However,
the correction technique required an additional acquisition which can become very
time consuming. Although methods have been proposed that reduce the transmission
scan time and use the emission measurements as well as transmission measurements
to reconstruct the attenuation image [15], attenuation correction using transmission
scans are no longer being used in standard clinical practice.
With the advent of state-of-the-art hybrid PET/CT systems [16], the attenuation
correction methods with transmission measurement acquired with a radioactive
isotope were replaced by attenuation correction using the CT transmission data
[17]. The method benefits by the fast data acquisition of the CT. However, the
511 keV attenuation correction of the emission data becomes less trivial. Since
the CT transmission data are typically acquired in a range of 80-140 kVp (kVp or
kilovoltage peak is the peak voltage applied to the CT X-ray tube), they are not
representative of the attenuation affecting the emission measurements, unless the
attenuation correction values are corrected for the difference in the photon energies.
In commercial scanners, after the reconstruction of CT data a bilinear interpolation
technique is used to extrapolate the attenuation values to 511 keV attenuation values,
and the extrapolated image is then used to correct the emission measurements [14].
Even then the attenuation reconstruction might suffer from degradations affecting
the CT attenuation reconstructions e.g. beam hardening effects [18]. In addition to
this extrapolation, differences between the PET and CT resolutions also need to be
taken into account. More importantly, since the CT and PET scans are acquired
sequentially and that the CT data are acquired almost instantaneously whereas
5
1. Introduction
the PET data are acquired over a relatively long time interval, artifacts due to
possible misalignment of PET and CT data as well as artifacts due to patient and/or
breathing motion can be expected.
In the case of hybrid PET/MR scanners, the attenuation problem is even more
challenging [19], [20]. As MR images provide information on the proton densities
of different organs as opposed to their electron density (which the attenuating
properties of different material are closely related to), the MR images provide no
direct measurement of how the emission measurements are affected by attenuation.
In addition to the aforementioned problem, typical MR images provide a low-signal in
regions with very different attenuating properties, namely bone structures, the lungs
and air (e.g. sinus, stomach..). Although different MR sequences have been developed
that better differentiate these regions, the topic is an open research problem. Typical
MR attenuation correction techniques either use a pre-defined atlas of attenuation
images which is first registered to the reconstructed MR image and then is used
for attenuation correction or assign different tissue attenuation values to different
segmented regions of the standard sequence MR images. More recently, the use of the
newly developed ultrashort-echo-time (UTE) and zero-echo-time (ZTE) sequences
which provide better MR signals for bone tissue have been studied for attenuation
correction in brain imaging [21]. The benefit of attenuation correction with the MR
compared to the CT is that no extra dose is delivered to the patient. However, the
presence of patient abnormalities and the use of predefined tissue attenuation values
in addition to the problem of the heavy-attenuating MR coils has limited the success
of the MR-based attenuation correction methods. Furthermore, time-wise the MR
acquisition is relatively longer (and even more so for the newly developed sequences)
than the time required to obtain CT transmission data. In the new simultaneous
PET/MR scanners [22], [23] however, this time burden is minimized as the MR data
and the PET emission measurements are being acquired simultaneously.
The aforementioned approaches to attenuation correction all have their limitations.
This is why several groups have attempted to jointly estimate the activity and
attenuation images from the emission data only. In the following, we classify the
techniques that have been developed to reconstruct an attenuation corrected activity
reconstruction from the emission data only and briefly discuss some of these available
methods.
1.2.1 Emission-based Attenuation Correction
The emission-based attenuation correction methods could be classified in two broad
categories: 1- methods which explicitly make use of the consistency conditions of the
radon transform, and 2- iterative methods which implicitly use the consistency of
the reconstructions and refine an initial guess of the activity and attenuation images.
These two categories are discussed in more detail in the following.
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Consistency Condition Methods
It is known, that the attenuated radon transform (PET emission measurements) of a
smooth function (tracer distribution) with compact support satisfies [24]:
∀{k,m|0 ≤ m < k} ∈ N :
∫ 2pi
0
∫ +∞
−∞
smeikφeT (s,φ)E(s, φ)dsdφ = 0 (1.2)
where E is the PET emission measurements, and s and φ are the radial and angular
coordinates, respectively. Equation (1.2) is also commonly referred to as the Helgason-
Ludwig consistency conditions and are powerful tools used in emission reconstruction.
The Helgason-Ludwig consistency conditions of an emission data set could be better
understood if we consider its Fourier transform. The conditions state that, after
taking the Fourier transform of the m-th moment of the attenuation corrected
emission data all the Fourier coefficients of index greater than m should be zero [25].
Although attenuation correction methods using the consistency conditions (1.2) exist,
it is believed that these equations are not enough to exactly determine the attenuation
image µ. Furthermore, with noise in the emission measurements the higher order
conditions become less reliable and are of limited use, hence constraining of the
estimated attenuation image or correction factors is deemed to be necessary. In the
following we will discuss methods proposed for both SPECT and PET. However, it
should be noted that for SPECT imaging the expression for the consistency conditions
are slightly different to (1.2) as the SPECT emission data are affected differently
compared to PET. The general formulation of SPECT consistency conditions can be
found in [26].
In the pioneering work of [27] the attenuation image was modelled by a motion
affected attenuation image which was otherwise known. The work demonstrates that
a set of affine motion parameters could be obtained by utilizing similar consistency
equations during reconstruction for SPECT imaging. Furthermore, the Helgason-
Ludwig consistency conditions have been used in more recent studies [24], [28] to
solve the attenuation correction problem by computing the elliptical parameters of a
uniformly attenuating medium for both SPECT and PET, respectively. The results of
the proposed method were tested in simulations as well as on experimental data, and
thought to mitigate the attenuation alignment problem in clinical patient data. In
[29] the SPECT consistency conditions were used to estimated a spline representation
of the attenuating medium support. The results were then compared to the simpler
ellipsoid model of the attenuation medium computed from the consistency conditions,
where a similar accuracy was reported for the two methods. The stability of these
methods to the optimization method of choice [30] as well as to different initializations
[31] has also been investigated in the literature. Although different accuracies were
reported for the different optimization methods studied, the optimization methods
were found to be stable enough to estimate the elliptical parameters even in case of
noisy measurements.
Similarly in [32], a constant attenuating elliptical medium was estimated using
a different type of consistency condition for SPECT imaging. The consistency
conditions used in [32] closely resemble the Fourier slice theorem, which establishes
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a set of equations between the Fourier transforms of the emission data and of the
activity image.
Moreover, the availability of CT-based attenuation images has minimized the need
for estimating the shape of the attenuating medium, and the focus shifted to solving
possible alignment problems between PET/SPECT and CT data. The previous work
on estimating the motion parameters of a template using the consistency conditions
of (1.2) was extended to a 3D attenuation template for 3D PET and SPECT data
[33], [34], respectively. In [35], [36], the CT-based attenuation volume was used as
the 3D matching template, and although with limited success, the method showed
improvements in the case of PET and CT misalignments.
The majority of the works on attenuation correction have been focused on
estimating the attenuation image or on refining an available atlas using consistency
conditions (e.g. (1.2)) to compute the attenuation correction factors from the
estimated attenuating image (and therefore enable attenuation correction of the
emission data). However, there are also methods that avoid the intermediate step
of the attenuation estimation and attempt to directly estimate the attenuation
correction factors from SPECT emission data [37]. It was found however, that
these consistency equations were not rich enough to estimate the exact attenuation
correction factors in a simulated SPECT myocardial perfusion study.
Another set of conditions that are commonly used are the set of discrete con-
sistency conditions. When applied to the emission measurements E, the direct
consistency conditions state that the projection of a consistent reconstruction is re-
quired to be identical to the emission measurements. This is a consistency constraint
that the iterative methods (which will be discussed next) also intrinsically rely on.
The direct consistency condition could be expressed as:
P[R[E(s, φ)]] = E(s, φ) (1.3)
where P is the forward projection operator and R is some reconstruction operator.
Note that here, the attenuation correction factors are absorbed in the operators P
and R.
The projection operator P is a linear operator. Therefore, if an image and its
projection are represented by column matrices, then the projection operator can be
represented as a multiplication of the image with a matrix, often referred to as the
system matrix. Similarly the reconstruction operator could be replaced by the pseudo-
inverse of the system matrix R = P+. In [38], [39], a matrix representation of (1.3)
is formulated and a reconstruction algorithm is proposed for SPECT imaging which
relies on a QR decomposition of the system matrix at each iteration of the algorithm,
and later extended for PET imaging in [25]. Similarly in [40] an inversion algorithm
was proposed after adding a Tikhonov regularization term to the discrete consistency
conditions (1.3). The feasibility of joint activity and attenuation estimation was
demonstrated on a 2D simulation of SPECT data. However, the results reported in
[40] are strongly affected by cross-talk artifacts, where a local under/over estimation
of the activity reconstruction is accounted for by an under/over estimation of the
attenuation coefficient values of the same region in the attenuation reconstruction.
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In [41], the direct consistency conditions (1.3) were used in a simulated annealing
framework, which was initialized with an attenuation image with the same topology
as, but different from, the actual attenuation. The algorithm then managed to jointly
estimate the activity and attenuation images from the emission data. In 2D SPECT
simulations, more accurate results were obtained when using the discrete consistency
conditions (1.3) as opposed to the Helgason-Ludwig consistency conditions (1.2). In a
more recent study and with a similar approach to [41], a method was proposed which
limited the attenuation reconstruction to determining the attenuation coefficients of
previously segmented regions to typically known tissue attenuation values [42]. The
algorithm uses the expectation maximization algorithm to alternately update both
activity and attenuation images. This is subsequently followed by a segmentation of
the attenuation reconstruction, and an estimation and assignment of the attenuation
coefficient values to each segmented region. The attenuation values were estimated
using the Helgason-Ludwig consistency conditions (1.2) and from a subset of typical
tissue attenuation values. The method was shown to effectively estimate non-uniform
attenuators when accurate detection of image boundaries was possible.
Iterative Methods
In this section methods are introduced which intrinsically use the data consistency
conditions and recursively decrease residual errors between the emission data and
the projection of the current reconstruction (equation 1.3, LHS). Based on the
noise assumption (Gaussian or Poisson), the methods could be classified in two
sub-categories;
1. methods which attempt to jointly estimate activity λ and attenuation µ by
minimizing a quadratic cost function of the emission data E and a data
acquisition model Y¯ [43]–[46]:
[λ, µ]LS = arg min
λ,µ
Q(E, λ, µ) (1.4)
Q(E, λ, µ) =
∑
i
∥∥∥Y¯i(λ, µ)− Ei∥∥∥2 (1.5)
where i denotes the LOR index (only a single index is needed because the
discrete data can be represented as a column matrix). Methods in this class of
algorithms find a relatively simple formulation and the available optimization
tools are very appealing. However, this formulation of the problem does not
take the Poisson nature of the measurements into account. Although this
drawback has been occasionally remedied by weighting the quadratic cost
function by the emission data, a second class of algorithms has been developed
with the assumption that the emission data are generated randomly through a
Poisson distributed process.
2. methods which aim at solving the joint estimation problem by maximizing the
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emission likelihood function [25], [46]–[49]:
[λ, µ]ML = arg max
λ,µ
L(E, λ, µ) (1.6)
L(E, λ, µ) =
∑
i
Ei ln Y¯i(λ, µ)− Y¯i(λ, µ) (1.7)
This formulation of the problem is more appealing among researchers, as it
takes the Poisson nature of the emission measurements into account.
The data Y¯ is commonly modelled as the sum of the projection of the activity image
λ attenuated by the attenuation image µ and of an additive contribution of randoms
and/or scatter S. For PET, this can be written as:
∀i : Y¯i(λ, µ) = Pi[λ]e−Pi[µ] + Si (1.8)
where i is the index of the LOR. The corresponding expression for SPECT is somewhat
more complicated because in SPECT, the attenuation depends on the position of
the activity along the LOR.
In a pioneering work on the topic [43], the joint activity and attenuation problem
for SPECT imaging was reduced to a mixed convex-concave feasibility problem and
was solved with a previously developed convex optimization method (i.e. Cyclic
Subgradient Projections method). However, it should be noted that although the
problem of activity reconstruction with known attenuation and the problem of
attenuation reconstruction with known activity are known to be convex, the joint
activity and attenuation reconstruction problem is not jointly convex. In [44], the
multiplicative algebraic reconstruction technique (MART) which has been shown
to converge [50] was modified to allow an alternating update of the activity and
attenuation images, respectively. Although some promising results were obtained in
a simple 2D simulation when additional constraints were applied to the attenuation
reconstruction, the method was found to be quantitatively inaccurate due to cross-talk
between the activity and attenuation reconstructions.
In [47] the likelihood formulation (1.7) of the joint estimation problem was used
instead of its quadratic formulation (1.5). In the proposed maximum likelihood
activity and attenuation reconstruction (MLAA) method, the activity and attenuation
reconstructions were updated sequentially. The activity image was updated by the
maximum likelihood expectation maximization (MLEM) algorithm while keeping
the attenuation image fixed, and the attenuation image was update by the maximum
likelihood transmission reconstruction (MLTR) algorithm keeping the activity image
fixed. Although promising results were reported in simulated as well as clinical PET
and SPECT data, prior information in the form of a bi-modal intensity prior and a
smoothing prior (respectively enforcing expected tissue attenuation values and the
local smoothness of the reconstructed attenuation values) was needed to limit the
cross-talk between the activity and attenuation reconstructions.
The attenuation image is updated in [47] using a gradient ascent algorithm, and
the attenuation update was obtained after replacing the log-likelihood function by a
quadratic surrogate. In [48], with a similar approach an EM algorithm is proposed
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for the attenuation image reconstruction in SPECT. However even with an EM
estimate of the attenuation image, similar results were reported as the preceding
works on simultaneous activity and attenuation reconstructions, as the final activity
and attenuation images were not free of the cross-talk artifacts.
In order to minimize the artifacts induced by cross-talk between the activity and
attenuation reconstructions, a method was proposed which reduced the attenuation
reconstruction problem to the estimation of the attenuation image from a selection
of basis functions [45], [51] in SPECT. In their formulation, the attenuation image
was represented as a weighted sum of previously computed basis functions from a
population of transmission scan reconstructions. Similar to the previous methods, the
activity and attenuation reconstructions were updated alternately. The activity image
was updated using the MLEM algorithm in early iterations and the reconstruction
algorithm was then changed to the conjugate gradient (CG) method for a better
convergence. The attenuation image was updated using the CG method. Although
the strong constraints applied to the attenuation image (i.e. the use of basis functions)
were found to eliminate the cross talk problem, the reconstructions did not seem
artifact-free.
In a comparative study [46], the Poisson model and the Gaussian model of the
SPECT emission data were used for joint estimation of activity and attenuation with
different regularizations applied to the attenuation reconstruction. In this work, the
conventional reconstruction algorithms as well as the alternating updating procedures
were avoided, and instead the limited-memory Broyden-Fletcher-Goldfarb-Shanno
(l-bfgs) optimization algorithm was used to simultaneously update the activity and
attenuation images. Although no significant differences were reported between the
Poisson model and the Gaussian model reconstructions, strong dependence on the
final reconstruction to initialization was reported. Similar results were also reported
in [49] for PET where the activity and attenuation estimates were sequentially
updated by incorporating a Gauss-Newton update rule. Among the regularizers used
in [46], the L1 regularizer which favours piecewise linear attenuation coefficients were
thought to outperform the others.
With an approach similar to the one of [47], a joint reconstruction algorithm
was developed in [25], [52], [53] which used the alternating updating scheme for
activity and attenuation reconstructions. In the joint reconstruction algorithm, the
activity reconstruction was updated using the MLEM algorithm and the Newton
Raphson method was used to update the attenuation reconstruction by maximizing
a quadratic surrogate to the emission likelihood (1.7). Similar to previous findings,
cross-talk artifacts were reported after applying the reconstruction algorithm to
SPECT emission data as described. However, after incorporating an iterative data
refinement technique into the algorithm the cross-talk artifacts were eliminated from
the joint reconstructions.
Similar to the works by [41] and [45], a new algorithm was proposed in [54] focusing
on SPECT cardiac imaging. The proposed algorithm uses a patient-dependent
attenuation template which is iteratively registered to the activity reconstruction.
The method represents the body and the different organs by 3D active contours,
and refines the predefined contours iteratively by registering them to the activity
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reconstruction. Typical tissue attenuation coefficient values are then assigned to each
of the regions/organs modelled by the active contours, and the method is iterated
until convergence. As these organs/contours are being modified in each iteration,
the method can adapt to inter-patient anatomical differences, whereas the method
proposed in [45] does not have this added flexibility.
The advent of the state-of-the-art PET/MR systems allows the use of patient-
specific 3D anatomical templates to be used in the joint estimation framework without
the additional dose burden of a CT acquisition. In [55], [56] a joint reconstruction
algorithm was proposed which reduced the reconstruction problem to estimating
the attenuation coefficient values of different regions of interest (ROIs) previously
segmented from the 3D MR image. In contrast to a previous work [54], the attenuation
coefficient values were directly estimated from the TOF-PET emission data and were
not limited to a subset of expected tissue attenuation. The latter study demonstrated
that when an accurate segmentation of the MR prior image is available, quantitative
results similar to the gold-standard PET/CT reconstructions could be obtained.
The limited application and use of the emission-based attenuation correction
methods in the clinical practice has mainly been due to the longstanding problem
of attenuation and activity cross-talk and also in part due to the limitations of
the aforementioned methods. Fortunately, it appears that with improving time-of-
flight information the crosstalk problem for emission-based attenuation correction is
substantially reduced as demonstrated in [13] where the TOF activity reconstructions
become more robust to attenuation correction artefacts as the TOF-resolution
improves. These new findings motivate the study of the joint estimation of activity
and attenuation problem with TOF-PET data, in hope for the design of more general
reconstruction algorithms which could eliminate the major limiting factors for the
implementation of emission-based attenuation correction methods in clinical practice.
1.3 Research Objectives
The aim of this project was to investigate the value of the added TOF information
in PET measurements for attenuation correction, and to improve the attenuation
correction of PET emission data. We have been able to demonstrate numerically and
mathematically that the attenuation can be estimated from TOF-PET emission data,
provided that the extent over which the activity is distributed is large compared
to the TOF-resolution. However, the TOF-PET data determine the attenuation
factors (and therefore also the corrected emission image) only up to a constant scale.
Consequently, for quantitative PET, some constraining is still required to impose
the correct scale factor. We have proposed several methods, each exploiting this
TOF-based attenuation information in a different way, to make effective use of the
available information in different settings. These contributions are briefly described
in the next paragraphs.
In [57], we were able to show that when TOF information is available, it is
possible to estimate the activity image up to a scale and the attenuation sinogram
up to a related additive constant. Soon after, a mathematical proof of our claim was
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derived and a new analytical algorithm was developed for attenuation estimation
in TOF PET [58]. The proof was obtained by exploiting the consistency condition
for the TOF Radon transform [3], [59], and was later extended to the case of 3D
TOF-PET emission measurements [60]. Details of this will be discussed in chapter 2.
Moreover, in [61], we analyzed the effect of time-of-flight on the joint estimation
problem with an iterative approach, building on previous work for non-TOF emission
tomography [47], [62]. While the analytical method is able to formulate the problem
in a closed-form and directly compute the attenuation image from it, the iterative
maximum likelihood activity and attenuation reconstruction (MLAA) provides a
means to incorporate prior knowledge (i.e. smoothness of the attenuation image,
negligible attenuation values outside the object medium, etc.) and is able to model the
Poisson nature of the emission data, hence resulting in more robust reconstructions
compared to the analytical method. Details of this work are presented in chapter 3.
Alternatively, we demonstrated that the activity image can also be jointly esti-
mated together with the attenuation correction factors [63]–[66] (i.e. a sinogram of
attenuation correction factors is estimated instead of an image of the attenuation
coefficients). This newly developed maximum likelihood attenuation corrections
factor (MLACF) algorithm makes alternating updates of the activity image and the
attenuation correction factors. If there is no scatter or randoms contribution, this
two step MLACF algorithm reduces to a single step MLEM-like algorithm. Although
MLACF does not impose consistency to the estimated attenuation factors, the activ-
ity reconstructions possess similar noise characteristics as activity reconstructions
of MLAA for considerable amounts of noise in the emission data. In addition, the
method also proved to be robust to possible errors in the detector pair sensitivities.
In chapter 4 the MLACF algorithm without additive randoms/scatter contribution
will be presented, and a convergence analysis of the algorithm will be provided. The
case of an additive contribution will be discussed in chapter 5.
In current PET/CT scanners, the CT and PET scans are acquired sequentially,
and furthermore the PET data are acquired over a relatively long time interval
whereas CT attenuation values are acquired almost instantaneously. Thus, artifacts
due to patient and/or breathing motion are expected in emission reconstructions
together with artifacts due to possible misalignment of PET and CT data. In an
attempt to make use of the CT-derived attenuation image in the joint estimation
framework, the maximum likelihood reconstruction of activity and registration of
attenuation (MLRR) algorithm was developed [67], [68]. The MLRR algorithm
aims at combining the high signal to noise ratio of the CT image with the optimal
(i.e. the maximum likelihood) alignment produced by the joint estimation. The
algorithm jointly estimates an activity image together with deformation parameters
by maximizing the likelihood associated with the reconstructed activity image and
deformed CT-based attenuation image. It was found that the activity reconstructions
of MLRR were comparable to the ones produced by MLAA in terms of bias and
variance, and that the method was able to correct for the discrepancies between
the CT attenuation image and the attenuation image which has affected the data.
Details and results of this method will be presented in chapter 6.
Figure 1.2 shows the MLEM, MLAA, MLACF and MLRR activity reconstructions
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Figure 1.2: Activity (top) and attenuation/ACF (bottom) reconstructions of MLAA
(second column), MLACF (third column), and MLRR (fourth column) compared to
the reference MLEM reconstruction with the CT attenuation image (first column).
The reconstructions are from a 4 minute 18F-FDG patient scan injected with 296
MBq of the tracer.
of a patient scan. The reconstructions are from a 4 minute 18F-FDG scan of a patient
injected with 296 MBq of the tracer. Comparison between the CT (used for the
attenuation correction of the MLEM activity reconstruction) and the joint attenuation
estimates of MLAA and MLRR suggests a mismatch between the CT and the PET
data, which in turn leads to inaccuracies in the reconstructed activity image (most
obvious in the sagittal and coronal views). The patient data was collected from the
Siemens Biograph mCT PET/CT scanner with a TOF-resolution of 527.5± 4.9 ps
FWHM for clinical emission count rates, which corresponds to 79.125± 0.735 mm
FWHM. We would like to thank S. Stroobants, S. Staelens and M. Lambrechts of
the Universiteit Antwerpen for providing the TOF-PET emission data.
In chapter 7 we attempt to validate the joint reconstruction of MLAA to the
gold-standard reconstructions of MLEM with the CT-based attenuation image on
a set of whole-body patient scans. Since the MLEM and the joint reconstructions
have different degrees of freedom (while MLEM reconstructs the activity, MLAA is
reconstructing a pair of activity and attenuation images), the activity reconstructions
can be differently influenced by inconsistencies in the emission data. A possible cause
of such an inconsistency is slight over/under estimation of the expected additive
contribution of the randoms and/or scatter in the emission data. We have reason
to believe that this is the case from preliminary results on the comparison of the
MLEM and MLAA activity reconstructions. Therefore, we have proposed a method
that could better model the expected additive contribution of the emission data [69],
compared to conventional methods. We find that with an accurate estimate of the
additive scatter contribution the reconstructions of MLAA and MLEM are within
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the clinically acceptable range of ±10%. The validation results of this study are
presented and discussed in chapter 7.
The guaranteed alignment produced by the joint estimation methods provides a
powerful tool in mitigating the problem of incorrect attenuation correction of the
PET emission data in gated PET studies. With simple 2D experiments we tried
to get more insight in how motion affects the joint reconstructions of activity and
attenuation [70]. We later demonstrated that the availability of a well aligned pair
of activity and attenuation image for each frame of gated TOF-PET data helps
in the estimation of between-frame motion parameters [70]. This is because both
attenuation and activity reconstructions must comply with a single deformation field,
and this in turn also avoids the problem of noise registration since the activity and
attenuation reconstructions have a different noise structure.
Building on the registration methodology in MLRR, in chapter 8 we present
a method that jointly estimates an activity image together with transformation
parameters that deform the activity image to a corresponding frame of the gated
TOF-PET data. By using a modified version (for gated TOF-PET data) of the
MLACF algorithm, we obtain an activity image which is corrected for attenuation.
In the proposed algorithm, the activity and motion estimates are then updated
sequentially. In our framework, the activity image can be reconstructed in either a
specific reference frame (chosen among the frames) or a virtual reference frame. Our
simulations indicate that the use of all (frames) TOF-PET emission data significantly
improves the quantification and that the choice of the reference frame which is used
for the activity reconstruction does also influence the properties of the final tracer
distribution reconstruction.
The chapters of this PhD manuscript have been either published or are in
preparation for submission. In chapter 2 where I am the second author, in addition
to the fruitful discussions with my promoters, I have been involved in providing the
numerical proof-of-principle simulations presented in the chapter. Also, during one
of our discussions we decided to submit our results on the MLACF reconstruction
algorithm in separate papers. In one, the case of no additive randoms or scatter case
(chapter 4) was analyzed, and in the other the general case (chapter 5) was studied.
In chapter 4 where I am the second author, I have been involved in discussions as
well as some simulations which did not end up in the published manuscript.
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Chapter 2
Time-of-flight PET data
determine the attenuation
sinogram up to a constant
M. Defrise, A. Rezaei, and J. Nuyts, “Time-of-flight PET data determine the
attenuation sinogram up to a constant”, Physics in Medicine and Biology, vol. 57,
no. 4, pp. 885–899, Feb. 2012
Abstract
In positron emission tomography (PET), a quantitative reconstruction of the tracer
distribution requires accurate attenuation correction. We consider situations where
a direct measurement of the attenuation coefficient of the tissues is not available or
unreliable, and where one attempts to estimate the attenuation sinogram directly from
the emission data by exploiting the consistency conditions that must be satisfied by
the non-attenuated data. We show that in time-of-flight (TOF) PET, the attenuation
sinogram is determined by the emission data except for a constant and that it can be
estimated efficiently using a simple analytic algorithm. The stability of the method
is illustrated numerically by means of a 2D simulation.
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2.1 Introduction
In positron emission tomography (PET), an accurate quantitative reconstruction of
the tracer distribution requires taking into account the attenuation of the photons by
the tissues. The spatial distribution of the attenuation coefficient (the attenuation
image) is usually estimated by means of a CT scan, extrapolated to the required
photon energy of 511 keV, and forward projected to obtain the attenuation sino-
gram [17]. There are situations however where this external information about the
attenuation is unavailable, incomplete, or potentially inaccurate due for instance
to patient motion between the transmission scan and the emission scan or to the
utilization of radiological contrast agents [71]. Despite recent progresses [72]–[74],
estimating the attenuation from MR data in PET-MR scanners remains complex
and more prone to errors than with PET-CT scanners. In all these cases, any addi-
tional information should be exploited to improve the stability and accuracy of the
reconstruction. Potential sources of additional information include known values of
the attenuation coefficients in various types of tissues [75] and also the emission data
themselves, which have long been known to contain significant information about
the attenuation. An interesting illustration of the latter is given for two-dimensional
(2D) PET by theorem 2.1 in [76]: if the tracer distribution consists of finitely many
point sources, one of which is outside the convex hull of the attenuating medium,
then the attenuation factors are determined in a unique way for all lines of response
containing a source, i.e. for all lines of response for which the attenuation factors
are needed for image reconstruction. This theorem and similar properties explain
the success of statistical iterative algorithms that simultaneously estimate the tracer
distribution and the attenuation image from the combined emission and transmission
data. The goal of these algorithms is to supplement the poor signal-to-noise ratio
in the transmission data measured with external rotating positron sources in PET
scanners of the previous generations [15], [43], [77], [78].
The question then naturally arises: is it possible to estimate the attenuation
correction factors using only the emission PET data ? The answer is negative:
emission data do not determine the attenuation correction factors [76]. The simplest
examples of non-uniqueness involve problems where the tracer distribution and the
attenuating medium are both radially symmetrical. Nevertheless, there have been
attempts to solve this problem. Natterer et al [24], [79] use the Helgason-Ludwig
consistency conditions to estimate the coefficients of a simple parametric model of
the attenuation image, such as a uniform ellipse mimicking the abdomen. Iterative
methods have also been described, see e.g. [25], [47], [48], as well as methods based on
discrete consistency conditions [39]. Despite some encouraging results, the problem
is poorly determined and in most cases the estimated attenuation image contains
artefacts, which mirror structures of the activity image (these errors are referred
to as cross-talk artefacts). The poor stability of this problem also explains why
PET images reconstructed without attenuation correction are not only quantitatively
inaccurate, but also structurally inaccurate, missing for instance lung tumors where
the increased attenuation almost exactly compensates the increased tracer uptake
[80].
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This paper deals with attenuation correction in time-of-flight (TOF) PET. Recent
studies [13], [56], [81], [82] have shown that time-of-flight (TOF) reconstruction is
more robust than non-TOF reconstruction when the attenuation image is not known
accurately. We provide new insight into this issue, with the following results. First,
by exploiting the consistency condition for the TOF Radon transform, we prove
in section 2.3 that under fairly general assumptions the emission 2D TOF data
determine the attenuation sinogram up to an additive constant. Secondly, section 2.4
presents an analytical algorithm to solve this problem, and an approximate analysis
of noise propagation is given in section 2.5. Numerical results with simulated 2D
TOF data in section 2.6 illustrate the performance of this algorithm.
2.2 Time-of-flight 2D PET data
We parametrize the 2D TOF data of a tracer distribution f(~x = (x, y)) as
p(φ, s, t) =
∫ ∞
−∞
dl f(suˆ⊥ + luˆ) w(t− l) (2.1)
where s and φ are the usual transaxial sinogram coordinates and w(t) is the TOF
profile. The unit vectors
uˆ⊥ = (cosφ, sinφ) uˆ = (− sinφ, cosφ) (2.2)
are respectively orthogonal and parallel to the line of response. The TOF bin
t = 0 corresponds to the mid-point of the line of response (LOR). The attenuation
coefficient is denoted by µ(~x) and the attenuation factors are
a(φ, s) = exp{−
∫ ∞
−∞
dl µ(suˆ⊥ + luˆ)} = exp{−(Rµ)(φ, s)} (2.3)
with R denoting the 2D Radon transform. The attenuation sinogram (Rµ)(φ, s)
is the Radon transform of the attenuation image µ(~x). The measured data are
m(φ, s, t) = p(φ, s, t)a(φ, s).
We make the following assumptions:
1. The TOF profile is a Gaussian with standard deviation σ <∞,
w(t) = e−t2/2σ2/
√
2piσ. (2.4)
2. For each measured line of response (φ, s), the TOF data are measured for all
t ∈ R.
3. The tracer distribution f(~x) and the attenuation coefficient µ(~x) are non-
negative functions with continuous first derivatives and bounded supports.
4. No line of response is totally attenuated, so that a(φ, s) > 0 for all φ, s.
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Define the sinogram region Ω as the set of lines of response that contain activity,
Ω = {(φ, s) ∈ [0, pi)× IR |m(φ, s, t) > 0} (2.5)
With these assumptions, the following results hold true:
• Theorem 1: The emission data determine the φ and the s derivatives of the
Radon transform Rµ of the attenuation image for all (φ, s) ∈ Ω.
• Corollary 2: The emission data determine the Radon transform Rµ of the
attenuation image up to an additive constant within the region Ω.
• Corollary 3: If the attenuation factor a(φ, s) is known for some line of response
(φ, s) ∈ Ω, then the emission data determine in a unique way all attenuation
factors within Ω.
2.3 Proofs
2.3.1 Proof of Theorem 1
Consider some line of response (φ, s) ∈ Ω. Let f1(~x) and f2(~x) be two tracer
distributions and µ1(~x) and µ2(~x) two attenuation images which satisfy
m(φ′, s′, t) = p1(φ′, s′, t)a1(φ′, s′) = p2(φ′, s′, t)a2(φ′, s′) (2.6)
for (φ′, s′) in a neighborhood of (φ, s) and t ∈ R. Here pj and aj , j = 1, 2 are defined
by equations (2.1) and (2.3) with f and µ replaced by fj and µj . To prove theorem
1, we must show that
∂(Rµ2 −Rµ1)
∂φ
= ∂(Rµ2 −Rµ1)
∂s
= 0. (2.7)
The noise-free, attenuation corrected, 2D TOF data (2.1) satisfy a range condition
defined by the partial differential equation ([59], see [3] for the extension to 3D TOF
PET):
Dp = t∂p
∂s
+ ∂p
∂φ
− s∂p
∂t
+ σ2 ∂
2p
∂s∂t
= 0. (2.8)
For completeness the proof of this property is given in appendix 2.7. Applying the
differential operator D to m, and using the fact that (2.8) is satisfied by p1 and p2
and that a1 and a2 are independent of the TOF variable t, one obtains the following
identity:
Dm = p1(t a1,s + a1,φ) + σ2a1,s p1,t = p2(t a2,s + a2,φ) + σ2a2,s p2,t (2.9)
where we omit the variables (φ, s, t) and the subscript “ξ” denotes the partial
derivative w.r.t. a variable ξ, thus,
aj,s =
∂aj(φ, s)
∂s
aj,φ =
∂aj(φ, s)
∂φ
pj,t =
∂pj(φ, s, t)
∂t
j = 1, 2. (2.10)
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Defining the functions
qj(φ, s, t) = pj(φ, s, t) exp(t2/2σ2) j = 1, 2 (2.11)
and their partial derivatives qj,t = ∂qj/∂t, equation (2.9) can be rewritten after
multiplication by a2 exp(t2/2σ2) > 0 as,
a2 a1,φ q1 + σ2a2 a1,s q1,t = a2,φ a2 q2 + σ2a2,s a2 q2,t. (2.12)
From equation (2.6), a2q2 = a1q1 and a2q2,t = a1q1,t (because the functions aj(φ, s)
are independent of t), and therefore equation (2.12) becomes
(a2 a1,φ − a1 a2,φ) q1 + σ2(a2 a1,s − a1 a2,s) q1,t = 0 (2.13)
or, using aj > 0 and dividing by a1a2,
α q1 + σ2β q1,t = 0 (2.14)
with
α = ∂ log(a1)
∂φ
− ∂ log(a2)
∂φ
= ∂(Rµ2 −Rµ1)
∂φ
,
β = ∂ log(a1)
∂s
− ∂ log(a2)
∂s
= ∂(Rµ2 −Rµ1)
∂s
. (2.15)
For the fixed line of response (φ, s) that we are considering, equation (2.14) is an
ordinary differential equation (ODE) in t, which must be satisfied for all t ∈ R.
We first show that β = 0. For, suppose β 6= 0, then the solution of the ODE
(2.14) is
p1 = exp(−t2/2σ2)q1 = C exp(−(t+ α/β)
2
2σ2 ) (2.16)
with C > 0 because m(φ, s, t) > 0. But comparison with equation (2.1) shows that
p1 defined by equation (2.16) corresponds to a tracer distribution which, along the
line (φ, s), is a point source at t = −α/β. This can be verified by noting that the
unique solution of the equation
C exp(−(t+ α/β)
2
2σ2 ) =
∫ ∞
−∞
dl f1(suˆ⊥ + luˆ)
1√
2piσ
e−(t−l)
2/2σ2 (2.17)
is f1(suˆ⊥ + luˆ) =
√
2piσC δ(l + α/β)1. A point source is contradictory with the
assumption that f ∈ C1, and therefore we conclude that β = 0. Equation (2.14)
then reduces to α q1 = 0, which implies α = 0 because q1 > 0. This concludes the
proof of theorem 1.
1This can be seen by taking the 1D Fourier transform w.r.t. t. Note that since α and β both
change sign when swapping the indices 1 and 2, f2 is also a point source along that line, at the same
location but possibly with another intensity C.
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2.3.2 Proof of Corollary 2
From theorem 1, the φ and s derivatives of Rµ are determined by the emission
data for all LORs within the domain Ω defined by equation (2.5). Consider two
arbitrary lines of responses A = (φa, sa) ∈ Ω and B = (φb, sb) ∈ Ω. From the
Lemma in Appendix 2.7, these two lines of response can always be linked by a
continuous piece-wise smooth curve LAB in the sinogram, defined parametrically
by (φ(u), s(u)), u ∈ [0, 1] with (φ(0), s(0)) = (φa, sa) and (φ(1), s(1)) = (φb, sb), and
such that (φ(u), s(u)) ∈ Ω for 0 ≤ u ≤ 1. Integrating equation (2.7) along LAB yields
Rµ2(φ, s)−Rµ1(φ, s) = K (2.18)
for (φ, s) ∈ Ω and for some constant K, or equivalently a2(φ, s) = e−Ka1(φ, s). This
concludes the proof of Corollary 2. Corollary 3 immediately follows.
2.3.3 Remarks
1. Theorem 1 and the two corollaries allow estimating the attenuation factors
a(φ, s) only within Ω, the interior of the support of the emission sinogram, but
this is all that is needed to reconstruct the tracer distribution f(~x). On the
other hand, when the support of the attenuating medium is larger than the
support of f(~x), reconstructing the attenuation image µ(~x) is impossible unless
additional information is available.
2. The third hypothesis for theorem 1 limits its applicability to functions f and µ
with continuous first derivatives. This condition is not satisfied in general but
the PET detectors act as low-pass filters and the data are, therefore, samples of
a smoothed function p. This low-pass filtering is shift variant and it is unlikely
that it would preserve the consistency condition. However, the major limitation
to the practical accuracy of the method is probably related to the discrete data
sampling and to the noise rather than to this differentiability condition.
3. The condition m(φ, s, t) > 0 defining the region Ω where the sinogram gradient
can be recovered becomes in practice m(φ, s, t) > , with  some lower bound
on the activity along a LOR. Therefore, stability problems are expected for
LORs close to the boundary of the support of the sinogram. This problem will
be illustrated in section 2.6.
4. According to Corollary 2, the attenuation sinogram is determined by the
emission data only up to an additive constant K. Note, however, that if the
support of both the tracer distribution and the attenuation image is the disk
of radius R, the constant sinogram
(RµK)(φ, s) =
{
log(K) |s| ≤ R
0 |s| > R (2.19)
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corresponds to an attenuation image
µK(~x) =

log(K)
pi
√
R2−|~x|2 |~x| ≤ R
0 |~x| > R
(2.20)
This attenuation image is singular at the boundary of the disk and hence does
not satisfy assumption 3 in section 2.3. It is likely that an iterative algorithm
including a smoothness constraint or an upper bound on the attenuation
coefficient would not reach this solution.
5. One way to apply corollary 3 is to add outside the convex hull of the scanned
object a small reference object with a known attenuation and activity [83].
The attenuation a(s, φ) is then known for any LOR that crosses this reference
but does not cross the scanned object, and corollary 3 then allows recovering
a(s, φ) for all LORs in Ω.
6. The proof of theorem 1 can be extended to the case of 3D TOF-PET with a
cylindrical scanner. Only a sketch of this extension is given here. Consider
a cylindrical scanner of length L with axis along the vertical axis z, and two
LORs A and B which have activity. The LOR A intersects the detector area
(the lateral surface of the cylinder) in two detector points with coordinates
(x1A, y1A, z1A) and (x2A, y2A, z2A) with |z1A| ≤ L/2, |z2A| ≤ L/2. Similarly for B.
The two LORs can be related continuously as follows.
a) Applying Theorem 1 within the vertical plane (i.e. parallel to the z-axis)
containing A, move continuously from A to its projection Ap onto the
transaxial plane z = 0. Ap is the LOR linking the two detector points
(x1A, y1A, 0) and (x2A, y2A, 0).
b) Applying Theorem 1 within the transaxial plane z = 0, move continuously
from Ap to the projection Bp of LOR B onto the transaxial plane z = 0.
Bp links the two detector points (x1B, y1B, 0) and (x2B, y2B, 0). See the lemma
in appendix 2.7.
c) Applying Theorem 1 within the vertical plane containing B, move contin-
uously from Bp to B.
One easily checks that each step can be achieved involving only intermediate
LORs that connect detectors with |z| ≤ L/2, thus belonging to the active
area of the cylindrical scanner. For most realistic configurations, all these
intermediate LORs have activity and therefore one concludes that the 3D
TOF-PET emission data determine, up to a single global constant, the integral
of the attenuation image µ along all LORs which have activity. Due to the
axial truncation of the scanner, the lemma of appendix 2.7 cannot be extended
to 3D, and for some non simply connected activity images, several constants
may be needed.
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2.4 Analytic inversion
This section describes an analytic algorithm to estimate the attenuation sinogram
from 2D emission TOF data, following essentially the logic of the proof of theorem 1.
Using the same notations, consider some line of response (φ, s) ∈ Ω. The attenuation-
corrected data m/a are consistent and must therefore satisfy equation (2.8). Noting
that a(φ, s) 6= 0 and replacing p by m/a, equation (2.8) becomes
0 = D
(
m(φ, s, t)
a(s, φ)
)
= 1
a(s, φ)Dm(φ, s, t)−
m(φ, s, t)
a(s, φ)2
(
t
∂a(s, φ)
∂s
+ a(s, φ)
∂φ
)
− σ
2
a(s, φ)2
∂m(φ, s, t)
∂t
∂a(s, φ)
∂s
. (2.21)
Multiplying this equation by a(s, φ), we obtain
t
∂m(φ, s, t)
∂s
+ ∂m(φ, s, t)
∂φ
− s∂m(φ, s, t)
∂t
+ σ2∂
2m(φ, s, t)
∂s∂t
= m(φ, s, t)
{
t
∂ log a(φ, s)
∂s
+ ∂ log a(φ, s)
∂φ
}
+ σ2∂m(φ, s, t)
∂t
∂ log a(φ, s)
∂s
. (2.22)
All factors related to m can be obtained from the data, and therefore we can esti-
mate the two quantities ∂ log a(φ, s)/∂s = −∂(Rµ)(φ, s)/∂s and ∂ log a(φ, s)/∂φ =
−∂(Rµ)(φ, s)/∂φ (see equation (2.3)) by means of a least-square fitting in t. In
practice, this fit is done using the measured TOF interval τ = [t1, t2], which should
be large enough relative to the object diameter to ensure good stability. Define (the
variables φ, s are omitted)
Hss =
∫
τ
dt (mt+ σ2m,t)2, Hsφ =
∫
τ
dtm (mt+ σ2m,t), Hφφ =
∫
τ
dtm2,
Js =
∫
τ
dt (Dm) (mt+ σ2m,t), Jφ =
∫
τ
dt (Dm)m. (2.23)
Then the unweighted least-square estimate of the derivatives are
∂(Rµ)(φ, s)
∂s
= −JsHφφ − JφHsφ
HssHφφ −H2sφ
,
∂(Rµ)(φ, s)
∂φ
= −JφHss − JsHsφ
HssHφφ −H2sφ
. (2.24)
By the Schwarz inequality, the denominator HssHφφ −H2sφ is non-negative and is
zero only if m = C(mt+ σ2m,t) for some constant C independent of t (but possibly
depending on φ and s). When this happens, one easily checks from equation (2.23)
that the numerators in (2.24) also vanish. This 0/0 undeterminacy only occurs if f is
a point source along this line2. Therefore, equation (2.24) can always be calculated
except if the LORs only contains a point source.
2This can be seen from equation (2.17) in the previous section. Note also that in the limit
σ → ∞, any distribution is essentially a point source relative to the TOF resolution, and in this
case undeterminacy also results.
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Using equation (2.24) for all LORs (φ, s) ∈ Ω, we obtain the s and the φ derivatives
of the attenuation sinogramRµ(φ, s). We are then left with the problem of estimating
a function Rµ(φ, s) from a noisy measurement of its gradient (∇Rµ)(φ, s) over a
domain (φ, s) ∈ Ω, up to an additive constant. In section 2.6, we use a straightforward
discretization of this problem with a two-point finite difference approximation of
each component of the gradient. This leads to a set of linear equations with a band-
diagonal matrix, which is solved with a simple linear iterative algorithm. Alternative
methods exist, see e.g. [84].
Some insight into the meaning of equation (2.22) can be gained by noting that the
whole problem is invariant for translation; hence, we can consider the central time
bin of a LOR through the origin of the coordinate system, thus setting t = s = 0.
The equation reduces then to
∂m(φ, 0, 0)
∂φ
= m(φ, 0, 0)∂ log a(φ, 0)
∂φ
+O(σ2) (2.25)
This equation reflects the fact that, in the limit of a small time resolution σ → 0,
the data are simply equal to m(φ, 0, 0) = f(0, 0)a(φ, 0), and therefore, in this limit
the angular variation of the data is equal to the angular variation of the attenuation.
The terms in σ2 in equation (2.22) provide the correction that takes into account
the finite width of the TOF profile.
2.5 Approximate error analysis
Expressions (2.24) for the radial and azimuthal derivatives of the attenuation sinogram
are nonlinear functions of the TOF data m(φ, s, t), and an exact analysis of the
stability is impractical. We derive an approximate variance estimate by assuming
that the major contribution to the variance is due to the error on Dm(φ, s, t). This
approximation is justified by the fact that Dm(φ, s, t) depends on a second derivative
of the data, whereas Hss, Hsφ and Hφφ in equation (2.23) only involve first derivatives
of m. With this approximation, we only need to consider the variance on Js and Jφ.
Assuming that the samples of Dm(φ, s, t) are independent random variables with
variance 2 and that the integrals over t are discretized with a TOF sampling step
∆t, one has:
Var
(
∂(Rµ)(φ, s)
∂s
)
' ∆t(HssHφφ −H2sφ)2
∫
τ
dt 2
(
(mt+ σ2m,t)Hφφ −mHsφ
)2
' ∆t 
2
(HssHφφ −H2sφ)2
(
HssH
2
φφ − 2HsφHφφHsφ +H2sφHφφ
)
' ∆t 
2Hφφ
HssHφφ −H2sφ
(2.26)
and similarly
Var
(
∂(Rµ)(φ, s)
∂φ
)
' ∆t 
2Hss
HssHφφ −H2sφ
(2.27)
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Recall that  represents the noise on Dm(φ, s, t), which is expected to be larger
than the noise on the measured data m since D involves derivatives. Nevertheless,
equations (2.26) and (2.27) suggest that the derivatives of the attenuation sinogram
can be recovered from the emission TOF data with a good stability for LORs such
that HssHφφ −H2sφ is not too small.
To gain additional insight, consider a LOR along which the activity distribution
is a centred Gaussian with standard deviation σf and total activity equal to 1. Using
equation (2.1) and (2.4) the data is (we omit the φ and s variables):
m(t) =
exp(−t2/(2(σ2 + σ2f )))√
2pi
√
σ2f + σ2
a (2.28)
where a = a(φ, s) = exp{−(Rµ)(φ, s)}, and hence
m(t) t+ σ2m,t(t) =
t σ2f exp(−t2/(2(σ2 + σ2f )))√
2pi (σ2f + σ2)3/2
a. (2.29)
Inserting this into (2.23) and integrating over τ = (−∞,+∞) yields
Hss =
σ4f
4
√
pi (σ2f + σ2)3/2
a2, Hsφ = 0, Hφφ =
1
2
√
pi(σ2f + σ2)1/2
a2 (2.30)
and from (2.26),
Var
(
∂(Rµ)(φ, s)
∂s
)
' 4∆t 
2√pi (σ2f + σ2)3/2
σ4f
a−2. (2.31)
For this simple example, the variance on the radial derivative of the attenuation
sinogram increases as σ3, when the TOF resolution is larger than the object size
(σ >> σf ), and decreases down to a constant when σ << σf . In the limit of a
point like object σf → 0, the variance becomes infinite as expected from the proof in
section 2.3.
2.6 Numerical example
A 2D TOF simulation experiment was performed to illustrate the method and to
obtain a first assessment of its stability to noise. In this experiment, the gradient
of the attenuation sinogram Rµ is estimated from the TOF emission data using
equation (2.24). Several methods could be used to estimate the attenuation sinogram
from its gradient. In this study, we have used the iterative Landweber algorithm.
Finally, to determine the additive constant (see equation (2.18)), we assume that
the image can be segmented to impose the known attenuation coefficient to a region
containing (mostly) tissue.
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2.6.1 The software phantom
Figure 2.1 shows the true activity and attenuation distributions. The diameter
of the field of view was 40 cm. The TOF-resolution profile was Gaussian with a
full-width at half maximum (FWHM) of 500 ps, corresponding to a spatial FWHM
of 7.5 cm. The attenuation coefficients were 0.095/cm for tissue, 0.0317/cm for lung,
Figure 2.1: Activity f (left) and attenuation µ (right) images of the simulated
phantom. The image size is 40 cm × 40 cm, the simulated TOF resolution was 7.5
cm FWHM.
0.142/cm for bone and 0/cm for air. To generate the data, the activity and the
attenuation images were sampled on a 384 × 384 grid (pixel size of 0.104 cm), and
forward projected to obtain sinograms of 128 angular samples over 180◦, 384 uniform
radial samples and 128 TOF-bins. The attenuation image was forward-projected
using Joseph’s method. The activity image was forward-projected with a TOF-PET
projector implemented by rotating the image for each angle φ such that the LORs
are parallel to the columns, and then convolving the image with the 1D Gaussian
TOF-kernel.
Prior to estimation of the attenuation sinogram, the simulated TOF data were
rebinned to 128× 128× 128 bins with pixel size ∆φ = 1.4◦ along φ, ∆s = 0.3125 cm
along s and ∆t = 0.3125 cm along t. The attenuation sinogram was reconstructed
into a 128×128 image grid with pixel size of 0.3125 cm.
2.6.2 Estimating the gradient of the attenuation sinogram
We observed that noise propagation can be strongly reduced by a moderate smoothing
of the attenuated emission sinogram in three dimensions. The noise-free and the
noisy data were all smoothed with a Gaussian kernel of 2 pixels FWHM along s
(0.625 cm) and along φ (2.8◦) and 0.7 times the TOF-FWHM along t (5.25 cm). The
latter smoothing was taken into account by increasing the value of σ accordingly in
the subsequent calculations, as σ2 = σ2TOF + (0.7× σTOF )2. The derivatives along φ,
s and t were approximated as finite differences, and the integrals over t in equation
(2.23) were approximated as a Riemann sum. Straightforward implementation of
(2.24) then yields estimates of the derivatives of the attenuation sinogram. Results
for a simulation without and with noise are shown in figures 2.2 and 2.3, respectively.
For the simulation with noise, the highest expected count (Poisson mean) was 3.7
photons in the attenuated TOF-sinogram, and in the corresponding TOF-integrated
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sinogram (i.e. the non-TOF sinogram shown in figure 2.3) the maximum expected
count was 132 photons.
Figure 2.2: Reconstruction from noise free TOF emission data. The attenuation
sinogram Rµ is shown at the left. The subsequent images show the estimated and
true radial and angular derivatives of Rµ.
Figure 2.3: Reconstruction from noisy TOF emission data. The TOF-integrated
noisy emission sinogram is shown at the left. The subsequent images show the
estimated and true radial and angular derivatives of Rµ.
2.6.3 Estimating the attenuation sinogram from its gradient
As illustrated in figure 2.2 and 2.3, the estimates of the derivatives are inaccurate
near the boundaries of the object, even in the absence of noise. This is expected
from the discussion in the previous sections because these LORs have vanishing
activity as one approaches the boundary. To identify these unreliable estimates, the
maximum of the absolute values is computed in a central region of the derivative
sinograms. All pixels with an absolute value exceeding this maximum are excluded
from the subsequent calculations, together with their four nearest neighbors along the
same row φ. This heuristic approach eliminated most of the unreliable values from
contributing to the final estimate. For the example in figures 2.2 and 2.3 (second
and fourth columns), the excluded pixels correspond to the totally white and black
pixels, which are all located close to the boundaries of the sinogram.
An iterative Landweber algorithm is applied to estimate the attenuation sinogram
Rµ from its derivatives. We denote by Rs and Rφ the sampled 128× 128 derivative
sinograms estimated previously based on (2.24), and rescaled by the corresponding
sampling intervals so that Rs ' ∆s ∂Rµ/∂s and Rφ ' ∆φ ∂Rµ/∂φ. We denote by
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Sk the estimate of the attenuation sinogram Rµ at the kth iteration. The algorithm
updates the estimate as
S0 = 0 (2.32)
Sk+1 = Sk + ωαsMsD∗s(Rs −DsSk) + ωαφMφD∗φ(Rφ −DφSk) (2.33)
where Dξ is the discrete approximation of the derivative with respect to ξ = s, φ.
We implemented Dξ as a convolution with [−1/2, 0, 1/2] along ξ = s, φ. The adjoint
operator D∗ξ is the convolution with [1/2, 0,−1/2] along ξ. The diagonal matrix Ms
selects the reliable pixels from Rs as described above, and similar for Mφ. Finally,
the parameters αs > 0 and αφ > 0 define the relative weight given to the radial and
azimuthal derivatives, and ω is a relaxation factor. To ensure convergence of the
Landweber iteration [85], the relaxation factor should be in the interval (0, 2/L),
where L is the largest eigenvalue of the matrix A = αsD∗sDs + αφD∗φDφ. Ignoring
subtleties near the image boundary, this matrix is circulant and corresponds to a 2D
convolution with the kernel
. . . 0 0 0 0 0 0 0 . . .
. . . 0 0 0 −αφ/4 0 0 0 . . .
. . . 0 0 0 0 0 0 0 . . .
. . . 0 −αs/4 0 αs/2 + αφ/2 0 −αs/4 0 . . .
. . . 0 0 0 0 0 0 0 . . .
. . . 0 0 0 −αφ/4 0 0 0 . . .
. . . 0 0 0 0 0 0 0 . . .

(2.34)
The eigenvalues of a circulant n× n matrix with elements ck are given by [86]:
eigenvaluem =
∑
k
cke
−2piimk/n, with i =
√−1, m = 0, . . . , n− 1 (2.35)
It follows that the magnitude of the largest eigenvalue of D∗sDs and of D∗φDφ does
not exceed 1; therefore, the largest eigenvalue of A does not exceed αs + αφ. The
results shown in this paper were obtained with 5000 iterations, αs = αφ = 1 and
ω = 1/2.
The estimated sinogram S has an arbitrary offset K, which can only be estimated
if prior knowledge is available. We assume here that a first reconstruction F 0S is
made, that F 0S can be segmented, and that one has some prior knowledge about the
attenuation coefficient(s) in some of the segmented regions. The value of K can then
be estimated by imposing the known attenuation coefficient(s) (for instance in a least
squares sense). Here this was done by using a unit non-TOF sinogram S1 (which
is set to 1 for all LORs that have some activity in the original sinogram and zero
elsewhere) and its reconstruction F1. The offset K is then obtained by requiring
that the image F 0S +KF1 satisfies the prior knowledge about the attenuation.
In this experiment, we used as prior knowledge the attenuation coefficient of
tissue and used simple thresholding to obtain a region containing mostly tissue and
bone. We forced the median value of that region to the attenuation of tissue. The
reconstructions were made with filtered backprojection (FBP). These reconstructions
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are less accurate closer to the object boundary, because of the increasing contribution
of the unreliable boundary values during application of the ramp filter. Attenuation
sinograms estimated with this approach are shown in figure 2.4 for simulations with
no, moderate, and high noise. The first two correspond to the results shown in figures
2.2 and 2.3, respectively. In the last simulation, the maximum noise-free count in
the TOF-sinogram was 1.23 photons. The maximum in the corresponding non-TOF
sinogram was 44.1 photons. Figure 2.5 shows a horizontal profile through the four
sinograms of figure 2.4. Note that estimating K from the reconstructions created
some bias in the sinograms, because of the reconstruction errors near the boundary
of the object.
Figure 2.4: The true and estimated attenuation sinograms for the cases with no,
moderate and high noise.
Figure 2.5: Horizontal profiles through the sinograms shown in figure 2.4 (mean of 6
rows around row 25 (of 128)). The dashed curve is the true profile, the solid curves
show the true profile and the profiles through the noise-free and two noisy sinograms.
We also present in figure 2.6 the reconstructions of the attenuation image to
illustrate the performance of the method. However, as mentioned before, no recon-
struction of the attenuation image is needed for PET attenuation correction. For
comparison, reference images are shown as well, which were obtained from the atten-
uated emission sinogram by assuming that the true activity distribution (figure 2.1)
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was known. In that case, the reconstruction problem reduces to that in transmission
tomography. These reference CT reconstructions were made with FBP, and with
a maximum-likelihood algorithm [75] dedicated to transmission tomography. We
have applied smoothing to the two FBP and MLTR reference images to obtain a
resolution similar to that obtained with the new algorithm.
Figure 2.6: Reconstructions of the attenuation image from simulated data without
noise (top row), with noise (middle row), and with more noise (bottom row). From left
to right: the true attenuation image, the image estimated by the analytical method
of section IV, and the references images reconstructed with the maximum-likelihood
MLTR algorithm [75] and with FBP. These reference images were computed from
the TOF-integrated attenuated emission sinogram, assuming that the true activity
distribution was known.
Small residual cross-talk from the activity in the heart is visible in the three
noise-free reconstructions of the attenuation image in figure 2.6; this is tentatively
attributed to the use of different projectors for simulation and reconstruction. Figure
2.6 also shows that the accuracy of the reconstructions is lower in the neighbourhood
of the phantom external boundary. This is true even for the two reference CT
reconstructions because they use as “blank” scan the (assumed known) unattenuated
emission sinogram, which has low values in the LORs tangent to the phantom
boundary.
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2.7 Conclusion
The main contribution of this paper is to show that when time-of-flight information
is available, the joint estimation of attenuation and activity from a PET emission
sinogram has a unique solution, except for a constant. The proof of this property
suggested an analytical method to estimate the attenuation sinogram, which is local
in the sense that the derivatives of the attenuation sinogram for a given line of
response are calculated using only neighboring lines of response. The implementation
of the analytic method for simulated data demonstrates that theorem 1 is not only a
theoretical result but has a practical impact.
As expected, equation (2.31) shows that the variance on the estimated derivative
sinograms reaches its asymptotic minimal value for perfect TOF resolution. However,
at least for a Gaussian object, the variance is only 10% higher than this asymptotic
value when the width of the object is four times larger than the width of the TOF
kernel. That indicates that with current state-of-the-art TOF systems, good results
are expected for clinical applications.
How to optimally extract the information from the time-of-flight data is still an
open question. The analytic method was applied here for illustration and validation,
but it is likely that iterative algorithms will lead to significantly superior results, on
the one hand by modeling the Poisson nature of the noise, and on the other hand by
exploiting any available additional information on the attenuation image. It remains
to be seen whether the analytic method might be useful to provide an initial estimate
and thereby reduce the required number of iterations. In [57] a method based on a
maximum-likelihood approach is proposed and evaluated with 2D simulations. The
results of that study also indicate that TOF stabilizes the joint estimation problem,
even in the presence of noise.
This paper deals with 2D PET data. At the end of section 2.2, we showed how
the proof of uniqueness can be extended to 3D TOF PET by applying theorem
1 separately within a sequence of axial and transaxial planes. However, a direct
analytical implementation of this approach is unlikely to be optimal, and future work
is ongoing to derive a 3D algorithm to efficiently estimating the 4D gradient of the
attenuation sinogram.
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Appendix 1
To prove (2.8), use dw(t)/dt = −tw(t)/σ2, duˆ⊥/dφ = uˆ and duˆ/dφ = −uˆ⊥ to rewrite
the LHS as∫ ∞
−∞
dl w(t− l)
{
tuˆ⊥ · ∇f + suˆ · ∇f − luˆ⊥ · ∇f + s(t− l)
σ2
f − σ2 (t− l)
σ2
uˆ⊥ · ∇f
}
=
∫ ∞
−∞
dl w(t− l)
{
suˆ · ∇f + s(t− l)
σ2
f
}
= s
∫ ∞
−∞
dl
d
dl
(w(t− l)f) = 0 (2.36)
where the argument of f is everywhere as in equation (2.1).
Appendix 2
Lemma. Consider the 2D Radon transform p(φ, s) of some non-negative smooth
function f(~x), and two lines of response A and B such that p(A) 6= 0 and p(B) 6= 0.
Then A and B can be linked by a continuous piece-wise smooth curve (φ(u), s(u)) in
the sinogram, parametrized by a real parameter u ∈ [0, 1] and such that (φ(0), s(0)) =
A and (φ(1), s(1)) = B, and such that p(φ(u), s(u)) > 0 for 0 ≤ u ≤ 1.
Proof. Since p(A) 6= 0, there is at least one point a ∈ A such that f(a) > 0. Similarly,
take some point b ∈ B such that f(b) > 0. The curve is defined as follows: first
rotate line of response A around point a until it contains both a and b. Since all
these lines contain a, and f(a) > 0 and f is smooth, one has that p > 0 for all these
lines. Next, rotate the line of response around b until it coincides with B. Again, p
remains strictly positive during this rotation because f(b) > 0.
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Abstract
In positron emission tomography (PET) and single photon emission tomography
(SPECT), attenuation correction is necessary for quantitative reconstruction of the
tracer distribution. Previously, several attempts have been undertaken to estimate the
attenuation coefficients from emission data only. These attempts had limited success,
because the problem does not have a unique solution, and severe and persistent “cross-
talk” between the estimated activity and attenuation distributions was observed. In
this paper, we show that the availability of TOF information eliminates the cross-talk
problem by destroying symmetries in the associated Fisher information matrix. We
propose a maximum-a-posteriori reconstruction algorithm for jointly estimating the
attenuation and activity distributions from TOF PET data. The performance of
the algorithm is studied with 2D simulations, and further illustrated with phantom
experiments and with a patient scan. The estimated attenuation image is robust to
noise, and does not suffer from the cross-talk that was observed in non-TOF PET.
However, some constraining is still mandatory, because the TOF data determine the
attenuation sinogram only up to a constant offset.
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3.1 Introduction
In nuclear medicine tomographic imaging (positron emission tomography (PET)
and single photon emission tomography (SPECT)), a quantitative and artifact-
free reconstruction of the tracer distribution can only be obtained if an accurate
correction for the photon attenuation in the body of the patient is applied. The
attenuation correction factors can be obtained from transmission measurements with
radioactive sources, or be derived from well-aligned CT images [2], [17], [87]. Since
both approaches have their limitations, several groups have attempted to jointly
estimate the activity and attenuation images from the emission data only [25], [27],
[28], [39], [41], [43], [45], [47], [48]. These attempts were based on the use of analytical
consistency conditions, discrete consistency conditions and (penalized) maximum
likelihood methods. Although some useful results have been obtained, the results
have generally been disappointing. Nearly all studies report the so-called cross-talk
problem, where localized errors in the activity image are compensated by localized
errors in the attenuation image. This seems to be a fundamental problem. In the
maximum-likelihood approach, the problem is manifested as the presence of local
maxima in the likelihood function. However, in cases where incomplete information
about the attenuation coefficients is available, these methods can be used to estimate
the missing information, which is a less ill-posed problem than estimating the entire
attenuation image [56], [88], [89].
Time-of-flight (TOF) Positron Emission Tomography (PET) was studied in the
1980’s, but its implementation as a clinical instrument was too challenging at the
time. Thanks to recent advances in electronics and in scintillation research, TOF
PET has now been introduced in commercial systems [10], [13], [90]–[92]. The use of
TOF information results in faster convergence of iterative reconstruction algorithms
[11] and in an improved contrast-to-noise ratio [10], [12]. Moreover, recent studies
have shown that in TOF PET, the artifacts induced by attenuation correction errors
are less severe than in non-TOF PET [13]. This finding indicates that TOF PET
data contain information about attenuation factors, that is not present in non-TOF
PET data, justifying a study of the joint estimation problem in TOF PET.
In this paper, the simultaneous reconstruction of the activity and attenuation
from TOF PET projections is studied as a maximum-likelihood problem, building
on previous work for non-TOF emission computed tomography [47], [89]. In the
following section this algorithm, Maximum Likelihood Activity and Attenuation
estimation (MLAA), is briefly described. An analysis of the Fisher information
matrix gives an intuitive explanation why local maxima in the form of cross-talk are
a problem in non-TOF systems and why the use of TOF information eliminates this
problem. However, the possible presence of other local maxima in the TOF likelihood
needs further investigation. It is found that even with TOF PET the problem is
still under-determined, i.e., TOF PET data determine the activity image up to a
constant factor and the attenuation sinogram up to a (related) constant term. In the
following section, some 2D simulation experiments are described and the results are
presented. A 2D small scale simulation experiment was done to study the features
of the Fisher matrix. 2D TOF PET simulations of a thorax phantom were done
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to study MLAA reconstructions with respect to the visual quality as a function of
the TOF resolution, the constant factor/term and noise propagation. The stability
of TOF-MLAA is studied numerically by starting the algorithms from a series of
different initial images, including images containing cross-talk from the non-TOF
MLAA reconstructions. The thorax phantom is also used to study bias and variance
properties in a tissue region for MLEM and MLAA reconstructed emission images for
multiple noise realizations. The method was applied to fully 3D TOF PET phantom
scans and a patient scan, acquired on a commercial TOF PET system. Finally, the
results of these 2D and 3D experiments are discussed in section IV.
3.2 Theory and methods
3.2.1 MLAA
In TOF PET, the expected count y¯it for line of response (LOR) i and time difference
t can be expressed as follows:
y¯it =
J∑
j=1
cijtλje
−
∑
k
likµk + sit (3.1)
where λj and µk are the activity and attenuation coefficient at voxel j and k
respectively, J is the total number of voxels, cijt is the sensitivity of the detector
at (i, t) for activity in j in absence of attenuation, lik is the intersection length of
LOR i with voxel k, and sit is the expected contribution of scatter and/or randoms.
Assuming that the data are Poisson distributed, the log-likelihood function can be
written as
L(θ, yit) =
∑
it
yit ln y¯it − y¯it (3.2)
where yit is the measured count at (i, t) and θ = [λT , µT ]T is the set of 2J parameters
that has to be estimated. Note that summation over the TOF index (t) yields
the corresponding non-TOF values, which are denoted by omitting the index t:∑
t cijt = cij ,
∑
t yit = yi and
∑
t sit = si.
The MLAA algorithm uses an interleaved updating: in every iteration first the
activity is updated keeping the attenuation coefficients constant, and then vice versa.
This can be written as follows:
∀i : ahi = e−
∑
j
lijµ
h
j (3.3)
∀j : λh+1j =
λhj∑
it a
h
i cijt
∑
it
ahi cijt
yit∑
ξ a
h
i ciξtλ
h
ξ + sit
(3.4)
∀i : ψhi = ahi
∑
jt
cijtλ
h+1
j (3.5)
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∀j : µh+1j = µhj +
∑
i lij
ψhi
ψhi + si
(ψhi + si − yi)
∑
i lij
(ψhi )2
ψhi + si
∑
ξ liξ
(3.6)
where the superscript h denotes the iteration number. The non-TOF sinogram
ah represents the attenuation computed from the current estimate µh, and the
non-TOF sinogram elements ψhi represent the expected TOF-integrated count for
LOR i, but without the additive contribution si. Expression (3.4) is a standard
Maximum Likelihood Expectation Maximization (MLEM) iteration [93], which makes
explicit use of the TOF PET data. Expression (3.6) is the Maximum Likelihood
for Transmission tomography (MLTR) update [94], [95], which only uses the TOF-
integrated data. Note that the sinogram with elements ∑jt cijtλh+1j plays the role of
the blank scan, while the TOF integrated data yi are treated as the transmission
scan.
Both MLEM and MLTR can be accelerated with ordered subsets. Furthermore,
because the TOF information improves convergence of MLEM but not that of MLTR,
we typically cycle through the subsets faster for the MLTR updates (using the same
subsets definition for both). Thus, for every MLEM update N ≥ 1 MLTR updates
are done, and when all projections have contributed once to the activity updates, they
have contributed N times to the attenuation updates. This decreases the processing
time considerably, also because the MLTR updates only involve non-TOF projections
and backprojections. Unless otherwise stated, N = 5.
3.2.2 The curvature of the likelihood
In [58] it has been shown that for TOF PET, the joint estimation problem has a
unique solution, except for a constant scale factor. However, this result does not
exclude the existence of local maxima in the TOF likelihood function. Convergence
to a global maximum would be guaranteed provided that the matrix of second
derivatives of the TOF likelihood with respect to the complete parameter space, θ,
were negative definite. Although the log-likelihood function is known to be concave
with respect to λ or µ, so far we have not been able to prove concavity with respect
to θ.
If the algorithm is started with initial images sufficiently close to the true solution,
then any gradient ascent algorithm should converge to the global maximum of the
likelihood, even in the presence of (distant) local maxima. Therefore, it is meaningful
to study the stability of the ML-algorithm close to the true solution. This stability
is determined by the curvature of the likelihood. In the following, we study that
curvature for both TOF and non-TOF systems. It is shown that close to the true
solution, other possible solutions still exist for the non-TOF case (commonly referred
to as cross-talk) whereas these solutions are eliminated with the introduction of TOF
information.
In our analysis we ignore the non-negativity constraint and the scatter/randoms
contributions, assume the likelihood has been maximized and then look for a small
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change ∆θ that does not change the gradient of the likelihood. If such a ∆θ can be
found, then both θ and θ + ∆θ maximize the likelihood, implying that the problem
is under-determined. A small ∆θ does not change the gradient of the likelihood if it
satisfies the following equation:
∑
k
∂2L
∂θj∂θk
∆θk = 0, j = 0, ..., 2J (3.7)
Since we are at the likelihood maximum, we make the approximation that the second
derivative of the likelihood can be replaced by its expectation, equal to minus the
Fisher information matrix (FIM) [96], [97]. Equation 3.7 then becomes:
F∆θ = 0 (3.8)
where, F is the 2J × 2J FIM and ∆θ is the 2J × 1 matrix representing the change
in the parameter space.
Replacing θ with [λT , µT ]T , the Fisher information matrix can be rewritten in a
quadrant form as follows
F = −E[ ∂
2L
∂θ∂θ
]
=
(−E[ ∂2L∂λ∂λ ] −E[ ∂2L∂λ∂µ ]
−E[ ∂2L∂µ∂λ ] −E[ ∂
2L
∂µ∂µ ]
)
=
(
Fλλ Fλµ
F Tλµ Fµµ
)
(3.9)
where E is the expectation operator and for all j, k = 1, . . . , J combinations,
−E[ ∂
2L
∂λj∂λk
] =
∑
i,t
cijtcikt
y¯it
e
−2
∑
ξ
liξµξ (3.10)
−E[ ∂
2L
∂µj∂µk
] =
∑
i,t
lij y¯itlik =
∑
i
lij y¯ilik, (3.11)
−E[ ∂
2L
∂λj∂µk
] = −
∑
i,t
cijtlike
−
∑
ξ
liξµξ
= −
∑
i
cijlike
−
∑
ξ
liξµξ . (3.12)
Replacing ∆θ with [∆λT ,∆µT ]T , (3.8) becomes(
Fλλ Fλµ
F Tλµ Fµµ
)(
∆λ
∆µ
)
= 0 (3.13)
Fλλ is expected to be invertible, because the reconstruction of the activity is
fairly stable when the attenuation is fixed. If Fλλ is indeed invertible, then ∆λ can
be eliminated, yielding
(Fµµ − F TλµF−1λλ Fλµ)∆µ = 0. (3.14)
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In the following, we show that for non-TOF systems, and in particular near the
center of uniform objects, the operators Fµµ, Fλµ and Fλλ are all very similar, such
that the equation is expected to be (almost) satisfied for many possible local changes
∆µ. The corresponding ∆λ that results in cross-talk can be computed from (3.13).
The incorporation of TOF information changes the operator Fλλ, such that (3.14)
no longer has solutions for local changes ∆µ.
Inserting (3.10)-(3.12) into (3.13) yields∑
kit
cijtcikt
y¯it
e
−2
∑
ξ
liξµξ∆λk =
∑
ki
cijlike
−
∑
ξ
liξµξ∆µk
∑
ki
lijcike
−
∑
ξ
liξµξ∆λk =
∑
ki
y¯ilijlik∆µk (3.15)
For the non-TOF case, the TOF index t must be dropped, and the first equation
in (3.15) becomes:∑
ki
cijcik
y¯i
e
−2
∑
ξ
liξµξ∆λk =
∑
ki
cijlike
−
∑
ξ
liξµξ∆µk
The coefficients cij and lij both represent the contribution of pixel j to the
acquisition along LOR i and should have very similar values. Assuming they are
identical except for a factor (which can be absorbed in λ or µ by changing the units),
the non-TOF equations become:
∑
i
lij
e
−
∑
ξ
liξµξ
y¯i
∑
k
lik(e−
∑
ξ
liξµξ∆λk − y¯i∆µk) = 0
∑
i
lij
∑
k
lik(e−
∑
ξ
liξµξ∆λk − y¯i∆µk) = 0 (3.16)
An extreme case is obtained when the attenuation corrected counts y¯ie
∑
ξ
liξµξ are
constant for all LORs i that intersect the region where ∆λ is non-zero. In that case,
the two sets of equations in (3.16) become identical and will have non-zero solutions.
For example, if one considers a small change at a single pixel k, the solution equals
∆λk
∆µk
= y¯ie
∑
ξ
liξµξ . (3.17)
The use of time-of-flight changes the elements of the submatrix Fλλ in the Fisher
information matrix, destroying the similarity between the two equations. As a result,
pixel-by-pixel cross-talk becomes impossible. However, the existence of other possible
local maxima of the likelihood still needs to be thoroughly analyzed.
3.2.3 Uniqueness of the solution
The analysis above indicates that TOF information eliminates high-frequency cross-
talk between the emission and attenuation reconstructions in the joint estimation.
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However, it does not exclude low-frequency cross-talk. In our experiments, we
observed that MLAA produces images that are visually free of artifacts, but differ
from the true images by a scale factor. Here we attempt to gain some insight in this
scaling effect, by deriving a scaled solution from the true image. Suppose the images
[λ, µ] maximize the likelihood. If we multiply λ with a constant, the computed
sinogram y¯ eq. (3.1) is multiplied with the same constant. We show that we can
always increase the attenuation image µ to compensate for that change, such that
we obtain an alternative solution that produces the same y¯ and therefore the same
(maximum) likelihood.
Assume that the true tracer distribution is λo and the true attenuation image is µo.
The sinogram attenuation factors due to the attenuation image µo equal exp(−Pµo),
where P is the non-TOF projection operator. Consequently, the attenuated emission
sinogram (without the scatter/randoms contributions) equals y¯ = (Ptλo)∗exp(−Pµo),
where Pt is the TOF projector operator. We also assume that λo and µo have a finite
support S, meaning λoj = 0 and µoj = 0, ∀j /∈ S, where j is the voxel index.
Define a sinogram region Ω as the set of lines of response that contain activity (the
projection of S produces this sinogram region). Now consider a non-TOF sinogram
U which is uniform within the sinogram region Ω:
Ui = ln(α), ∀i ∈ Ω
where i is the sinogram index, α > 0 and sinogram U is allowed to have any values
outside Ω. Consistent sinograms satisfying the above condition can be found so
there exists an image µα such that inside Ω we have U = Pµα = ln(α) and hence
exp(−Pµα) = 1/α. Thus, the attenuation created by the modified attenuation image
(µo+µα) equals Pµo/α. It follows that sinogram y¯ can also be obtained with activity
image αλo and attenuation image µo + µα, for any α where µo + µα ≥ 0. Note that
with this construction, the activity is globally scaled while the attenuation undergoes
a position dependent scaling.
Interestingly, when the sinogram region Ω is known exactly and the attenuation
values are set to zero outside this region:
Ui =
{
ln(α), ∀i ∈ Ω
0. ∀i /∈ Ω
sinogram U can no longer be expressed by a projection of a bounded attenuation
image µα. This is due to the singularities in µα present at the boundaries of S
making it unlikely for any joint estimation reconstruction to reach a scaled solution
of the true images. This would imply that the solution of joint estimation is truly
unique with a known object boundary. However, our first experiments indicate that
the practical value of this argument is questionable, because small errors in the
object’s boundary seem to be enough to reintroduce the scaling problem.
In [58], this problem is studied based on a consistency condition for 2D TOF
PET data. It was shown there that the set of scaled solutions {αλo, µo +µα : α > 0}
described above are the only solutions to the joint estimation problem from TOF
PET emission data. Thus, it will still be necessary to use some a-priori knowledge
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Figure 3.1: Activity and attenuation images of the simulated phantoms: left: the
16x16 pixels phantom to study the Fisher information matrix, right: the 2D thorax
phantom.
about the expected intensities of the activity and/or the attenuation images. In most
cases, the most convenient will be to use a-priori values for the attenuation in tissue.
3.3 Experiments
In the following figures, the activity images will be shown in a white-to-black color
map whereas a black-to-white color map will be used to show the attenuation images.
3.3.1 2D Simulations
Figure 3.1 shows the two phantoms used in our 2D phantom studies. We use a
Field-of-View (FOV) of 40 cm for the study of the features of the FIM and the study
of visual quality of the reconstructions as a function of time resolution and iterations.
For the study of the influence of different initializations on the induced constant
factor/term, noise propagation and bias and variance in emission reconstructions
more realistic TOF specifications adjusted to commercially available TOF PET
systems will be used.
The Fisher information matrix
In this study, the 16 × 16 circular phantom shown in figure 3.1 with uniform
activity and uniform tissue attenuation was used. For this toy problem, the Fisher
information matrix can be computed explicitly because its size is only 512 × 512.
Non-TOF submatrices of the Fisher information matrix were compared to a TOF
system with a spatial resolution of 2.5 cm FWHM corresponding to a pixel resolution.
These submatrices, Fλλ, Fλµ and Fµµ, are considered as operators and their impulse
response is computed for the pixel located near the center of the FOV.
Figure 3.2 shows the central row of each of the FIM submatrices defined in (3.9)
reshaped into the size of the emission and attenuation images. It should be noted
that since only the first term of the FIM incorporates both TOF projection and TOF
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backprojection operators, the elements of this first term, Fλλ, change for a TOF
system while the other three terms remain unchanged.
Figure 3.2: The four Fisher Information PSFs for a change in the emis-
sion/attenuation of the pixel located near the center of the FOV. Top-left: the
effect of emission change in the emission image for a TOF and a non-TOF system,
top-right: the effect of attenuation change seen in the emission image, bottom-
left: the effect of emission change seen in the attenuation image and vice versa,
bottom-right: the effect of attenuation change seen in the attenuation image.
The top left figures show the FIM response in the emission image for a small
change of the activity in the pixel located close to the center of the FOV, for both
TOF and non-TOF systems. The top right and bottom left figures show the influence
of a small change in the attenuation and activity of the central pixel seen in the
emission and attenuation images respectively. The bottom right figure shows the
effect of a change in the attenuation image for a change of attenuation for the same
pixel. Using the term Point Spread Function (PSF) with caution1, figure 3.2 shows
the four PSFs for the pixel in the center of the FOV.
It can be seen from figure 3.2 that the four PSFs of a non-TOF system are very
similar. Comparing this to the system of equations (3.13), it can be seen that for
some simultaneous change in the emission and attenuation values of the central pixel,
these changes can potentially cancel each other out (as long as they don’t violate
the non-negativity constraint). Hence, these changes can not be identified from the
measurements because they do not modify the value of the likelihood, which remains
at its maximum. On the other hand, for a TOF system the four PSFs are no longer
similar. Thus, a change in the activity of a pixel can no longer be compensated by a
1position dependant PSF in the FIM
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change in the attenuation of the same pixel, which makes high-frequency activity
and attenuation cross-talk impossible.
Thorax Phantom
For the 2D thorax phantom shown in fig 3.1, 2D sinograms with 128 detectors
(bin size 3.125 mm), 128 projection angles over 180 degrees and a TOF sampling
density of at least 4/FWHMTOF were generated. An oversampling of 3 was used
during simulation (i.e. 3 rays per LOR, 9 subpixels per image pixel) to account
for slight mismatch between the simulation and reconstruction projectors and the
reconstructed images had 128×128 pixels. The emission data provide no attenuation
information about LORs that do not intersect the activity distribution. Therefore,
MLAA was applied with a penalty that is active only for the voxels located outside
the body contour and inside the body contour, no priors were applied. In that
external region, we use a penalty that favors zero attenuation values outside that
body contour. We find an estimate of the object boundary by thresholding either
the sinogram or the initial reconstruction and outside this boundary the intensity
prior was set to have a negative derivative for any pixel value, except for zero and
tissue attenuation (in which case the derivative was zero). The addition of this prior,
modifies the MLTR update step of eq. (3.6) by the addition of the prior gradient and
its second derivative to the numerator and the denominator, respectively. Details of
the prior are provided in the appendix.
To study the effect of TOF resolution on image quality, simulations were conducted
for multiple TOF resolutions varying from 40 cm (approximately non-TOF) to 2.5
cm corresponding to time resolutions of 2667 ps to 167 ps. Simultaneous activity and
attenuation images were reconstructed varying the number of iterations to study the
convergence properties. For these experiments the attenuation image was initialized
by filling the correct body contour uniformly with tissue attenuation and a uniform
activity within the FOV was used as the initial activity image.
Figure 3.3 shows the resulting activity and attenuation reconstructions of the
noiseless thorax phantom after 5, 15 and 50 iterations of MLAA for varying TOF
resolutions. In this study the attenuation images were updated only once for each
update of the activity (N=1).
It can be seen from figure 3.3 that, after 50 iterations of MLAA the estimated
activity and attenuation images for a TOF resolution of 40 cm FWHM still suffer
from cross-talk and have not visually converged to the true images. When the TOF
resolution is improved to 20 cm FWHM, the reconstructions after 50 iterations
improve significantly, but they still differ from the true images. For TOF resolutions
below 20cm FWHM the reconstructions visually converge to the true image. However,
the reconstructions differ from the true images by a scaling factor which can not
be seen here. It can also be seen that as the TOF resolution increases the speed of
convergence increases as well.
Next, the simulation specifications were adjusted according to the Siemens
Biograph scanner specifications [92]. For the 2D thorax phantom shown in fig 3.1, 2D
sinograms with 200 detectors (bin size 4.01 mm) and 168 projection angles over 180
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a) After 5 iterations
b) After 15 iterations
c) After 50 iterations
Figure 3.3: Activity and attenuation reconstructions after 5, 15 and 50 iterations
and 32 subsets of MLAA for TOF resolutions of 40 cm (approximately non-TOF),
20 cm, 10 cm, 5 cm and 2.5 cm.
degrees were generated. An effective TOF resolution of 580 ps (= 8.7 cm) FWHM
and a time-bin width of 312 ps were used to generate the sinograms. This time-bin
width of 312 ps is sufficient to avoid aliasing artifacts in the reconstructed image [3].
However, it results in an effective broadening of the TOF FWHM, which can have
an impact on the speed of convergence. Our simulations indicate that this effect
is negligible. We used an oversampling of 3 during simulations, the reconstructed
images had 200 × 200 pixels and as before MLAA with a penalty that is only active
outside the body contour was used. The following MLAA reconstructions are after 3
iterations of 42 subsets with N=5.
To study the effect of different initializations on the final MLAA reconstructions,
initial attenuation images with the correct body contour were filled with 0.5, 1
and 2 times tissue attenuation. A zero image, a smooth image with attenuation
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concentrated at the center, an image with random noise and an image designed to
encourage cross-talk near the heart were also used for this purpose. We found that the
MLAA reconstructions converged to very similar images that differed from the true
image just by a scale factor. Each of these initialization images produced a different
scale factor in the final reconstruction image but apart from this the reconstructions
were cross-talk free and comparable to the true activity and attenuation images.
Figure 3.4 shows a few of the initial images used in this study together with
their final TOF-MLAA reconstructions. The final reconstructions shown in figure
3.4 show no sign of activity and attenuation cross-talk. However the final activity
reconstructions appear in different shades which is due to the scale factor which the
activity reconstructions differ by from the true activity distribution. The right most
initializations used in figure 3.4 was produced by a non-TOF MLAA reconstruction
to encourage cross-talk in the activity and attenuation images. As with all other
initial images used, after sufficient iterations of the algorithm, the reconstructions
visually converged to the true image, but differed by a scale factor. This indicates
that TOF-MLAA is able to get rid of any cross-talk which might be already present
in the initial images.
Poisson noise was then added to the sinogram of the 2D thorax phantom to
analyze the behaviour of MLAA under noisy conditions. The maximum count in
the sinogram was chosen to be less than 10. The activity and attenuation images
were reconstructed from this noisy sinogram starting from uniform initial images.
As reference images, we used the MLEM reconstruction of the activity using the
true attenuation coefficients and the MLTR reconstruction of the attenuation using
the true activity distribution. The same experiment was repeated for a noise-free
sinogram. We assume that the resulting noise-free reconstruction is a good estimate
of the mean over many noise realizations. From these images, noise correlation
coefficients (NCC) were computed between the MLAA reconstructions (M) and the
reference reconstructions (R) as,
NCC =
∑
j(Mnj −Mfj )(Rnj −Rfj )√∑
j(Mnj −Mfj )2
∑
j(Rnj −Rfj )2
, j = 1, ..., J (3.18)
where subscript j determines the pixel index and superscripts n and f determine
the noisy and the noise-free reconstructions respectively.
Figure 3.5 compares the MLAA reconstructions from a noisy sinogram to the
reference images computed from MLEM and MLTR reconstructions, revealing strong
noise correlations. A noise correlation coefficients of 0.86 was computed for the
MLAA reconstructed activity image starting from uniform initial images with respect
to the MLEM reconstructed activity image with known attenuation. The same
measure was computed to be 0.92 for the MLAA reconstructed attenuation image
with respect to the MLTR reconstructed attenuation image with known activity.
This high noise correlation suggests that TOF simultaneous reconstruction handles
noise just as reconstructions from known activity or attenuation images. Apparently,
the noise in the sinogram does not propagate to make simultaneous reconstructions
unstable.
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a) Initial activity (top) and attenuation (bottom) images.
b) Final activity (top) and attenuation (bottom) reconstructions.
Figure 3.4: Initial activity and attenuation (top) images and their respective TOF-
MLAA activity and attenuation reconstructions (bottom). Initial images from left
to right: uniform attenuation within the body contour filled with tissue attenuation,
smooth attenuation image with attenuation concentrated at the center, initial images
filled with random noise and a non-TOF MLAA reconstruction image designed to
encourage cross-talk.
With more realistic noise in the emission data, we study bias and variance in the
MLEM and MLAA emission reconstructions as a function of reconstruction updates.
We presume that an estimate of the scale in the attenuation-corrected emission
sinogram is available and we plot the bias and variance curves for a 4.5 cm diameter
region-of-interest (ROI) in a tissue region of the thorax phantom shown in figure
3.6. The bias is then computed in each reconstruction update for 100 different noise
realizations as the relative difference of the ROI values to the true ROI values of the
thorax phantom. Figure 3.6 shows the bias and variance curves in the ROI for 200
MLEM and MLAA updates of the emission image. The marked points on the curves
correspond to bias and variance values after 20 emission updates, i.e. updates 20, 40,
60, ..., 200. We do not use subsets in this study and as before N=5.
Figure 3.6 shows that the MLEM reconstructions outperform the MLAA recon-
structions, yielding a lower bias at the same variance level. This observation is
expected since MLEM uses a known attenuation, whereas MLAA estimates both
the emission and the attenuation. Comparison between the marked points on the
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Figure 3.5: Activity (top) and attenuation (bottom) images reconstructed from a
noisy sinogram. The reconstructed results of MLAA initialized by uniform images
(left) are compared to that of an MLEM (center) and MLTR (right) with known
attenuation and activity images respectively.
Figure 3.6: Bias and variance curves (left) in the MLEM and MLAA reconstructed
emission images as a function of reconstruction updates for a 4.5 cm diameter ROI
shown in red (right). The marked points on the curves show bias and variance values
for 20 updates of the emission image which are computed from 100 different noise
realizations.
two curves (at every 20 iterations) indicates that MLEM also converges faster than
MLAA. The left end of the curves correspond to unreliable transient values of bias
and variance at the first few updates of the reconstructed emission image.
3.3.2 Phantom scans and patient study
A fully 3D implementation of MLAA has been applied to two phantom scans and a
clinical patient study. The scans have been acquired on a Siemens Biograph mCT
system [92]. The TOF PET data are organized as 5D sinograms, consisting of 400
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radial bins, 168 azimuthal angles, 9 co-polar angles, up to 109 planes (depending
on the co-polar angle) [98], and 13 time bins of 312 ps width, with an effective
TOF resolution of 580 ps. The patient bore of the scanner is 78 cm with a PET
field-of-view of 69 cm, which makes truncation an issue for big phantoms or patients.
By simple thresholding and backprojection operations, a reasonable estimate of
the body contour can be obtained [47]. In order to deal with the scale problem in the
MLAA reconstructions, we impose the known value of tissue attenuation to the 75th
percentile of the attenuation value within this (initial) body contour. This value is
imposed by scaling the entire attenuation image. The scale factor required to insure
tissue attenuation rapidly converges to 1. For the images considered here, the 75th
percentile corresponded to tissue, but of course, more sophisticated segmentation
algorithms could be used for this purpose. Outside the body contour however,
the same background prior as described above and in the appendix was used to
encourage background attenuation values to become zero. In both 3D studies, the
smoothing relative difference prior of [99] was also used to encourage smoothness in
the attenuation images.
3D Phantom Study
The NEMA IEC body phantom [100] was used to evaluate the simultaneous activity
and attenuation reconstructions in 3D. The measurements corresponded to a 5 minute
scan of 229 MBq injection scanned 2 hours post-injection. The phantom was located
close to the center of the FOV. In this study, the contributions of scatter were not
taken into account and we did not try to enforce bed attenuation in the attenuation
image.
Results from 3D reconstructions of activity and attenuation of the NEMA IEC
body phantom located near the FOV center of the mCT are shown in figures 3.7
and 3.8. The reconstructions are shown for two different transaxial planes: one
having more details in the activity image, figure 3.7, and one with more details in
the attenuation image, figure 3.8. The MLAA reconstructions are compared to the
CT-based attenuation image and the OSEM reconstructions of the activity with
CT-based attenuation correction. The reconstructions shown here are from 3 MLAA
iterations of 42 subsets.
The TOF-MLAA reconstructions do not suffer from activity and attenuation
cross-talk. However because we did not correct for scatter, slight activity is present
within the cavity of the NEMA phantom and some excess attenuation around the
object of interest. It can also be seen in figure 3.8 that the algorithm has tried to
compensate for bed attenuation by putting attenuation values outside the boundary
of the object. Using the CT-based scatter estimate [101] and bed attenuation during
MLAA reconstructions, activity and attenuation images were reconstructed free of
these artifacts, however, the results are not shown here. Similar results were also
obtained for the phantom in the off-center position.
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Figure 3.7: CT attenuation corrected MLEM reconstructions (top-left), FBP
attenuation reconstruction of the CT (bottom-left), MLAA reconstructed emission
(top-right) and attenuation (bottom-right) images of the 3D NEMA phantom located
near the center of the FOV. The vertical bars represent the gray level lookup table
for activity and attenuation.
Clinical study
A clinical five minute scan of the thorax of a patient injected with 570 MBq 18F-FDG
was used to reconstruct the activity and attenuation images. Due to the patient
size, the TOF PET measurements suffer from truncation near the edge of the FOV
of the system. As shown below, the truncation affected the reconstruction of the
arms in the PET and CT images, as well as in the MLAA images. Two different
MLAA reconstructions were computed. For the first reconstruction, we used the
precomputed CT scatter estimate and imposed the CT-based bed attenuation in
the attenuation image. This reconstruction illustrates the effectiveness of TOF
data for joint activity and attenuation estimation in ideal situations. In the second
reconstruction, no scatter correction was done and no information about the bed
was used.
Figures 3.9 and 3.10 show the activity and attenuation reconstructions from
the clinical data, respectively. In this study we used the CT-based scatter and bed
attenuation values during MLAA reconstructions. The activity reconstructed from
OSEM with CT-based attenuation correction and the one of MLAA are shown in
figure 3.9 and the CT attenuation image and the reconstructed MLAA attenuation
image are shown in figure 3.10.
The two activity reconstructions shown in figure 3.9 look visually very similar and
do not show obvious signs of cross-talk. For a quantitative analysis of MLAA and
MLEM activity reconstructions please refer to chapter 7. Looking at the attenuation
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reconstruction of MLAA in figure 3.10, a good lung-tissue discrimination is observed.
The algorithm has also been able to produce a fairly good estimate of the patient
body contour making use of the tracer uptake in the entire body. However, the
attenuation values are slightly elevated near the heart. This is probably due to
significantly higher activity uptake in the heart, but further analysis is needed.
Figure 3.10 also shows that the MLAA attenuation reconstructions suffer less from
truncation artifacts. This is partly because the CT scanner uses a slightly smaller
FOV compared to the PET scanner of the mCT, and because iterative algorithms
handle truncation better than analytic reconstructions. In this comparison, the
portion of the liver visible in the lung of the patient is slightly different, which we
attribute to the breathing motion during acquisition.
Figure 3.11 shows the activity and attenuation reconstructions from the clinical
data without any CT-based compensation for scatter or attenuation values outside
the patient boundary. As before, the reconstructions seem to be free of activity
and attenuation cross-talk. However, in this MLAA reconstruction the activity is
overestimated. This is associated to the excess attenuation in the attenuation image
due to the over-estimation of the patient boundary.
The attenuation reconstruction of figure 3.11 shows that MLAA has been able to
make a useful reconstruction of the attenuation medium but with less lung-tissue
contrast than before. It has also been able to reconstruct the portion of the bed
which lies inside the convex hull of the region containing activity. However, the
Figure 3.8: CT attenuation corrected MLEM reconstructions (top-left), FBP
attenuation reconstruction of the CT (bottom-left), MLAA reconstructed emission
(top-right) and attenuation (bottom-right) images of the 3D NEMA phantom located
near the center of the FOV. The vertical bars represent the gray level lookup table
for activity and attenuation.
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Figure 3.9: Transaxial (top), coronal (center) and sagittal (bottom) view of the
activity corrected with CT-based attenuation (left) and the activity reconstructed
with MLAA (right) and CT-based scatter and bed correction. The MLAA image
was smoothed with a 3D Gaussian with 6 mm FWHM to match approximately the
resolution of the standard reconstruction. The vertical bar represents the gray level
lookup table.
Figure 3.10: Transaxial (top), coronal (center) and sagittal (bottom) view of the
CT-based attenuation image (left) and attenuation image reconstructed with MLAA
(right) from the emission data and CT-based scatter and bed correction. The MLAA
image was smoothed with a 3D Gaussian with 6 mm FWHM. The vertical bar
represents the gray level lookup table.
boundary of the patient has been slightly over-estimated (region above the patient)
which is mainly due to scatter.
3.4 Discussion
Simultaneous reconstruction of attenuation and activity in SPECT and non-TOF
PET has been investigated by many groups, and was found to be a very ill-posed
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Figure 3.11: Transaxial (top), coronal (center) and sagittal (bottom) view of activity
(left) and attenuation (right) reconstructed with MLAA without any CT-based
scatter and bed correction. The MLAA images were smoothed with a 3D Gaussian
with 6 mm FWHM. The vertical bars represent the gray level lookup table for activity
and attenuation.
problem. Previous studies have shown that the use of time-of-flight reduces the
sensitivity of the PET reconstruction to attenuation correction errors. The study
presented here reveals that time-of-flight information has the ability to stabilize the
joint estimation problem, and may therefore enable quantitative PET imaging without
relying on transmission scans or other anatomical imaging procedures. Estimating
the attenuation from the emission data has the advantage that it ensures a correct
match with respect to photon energy and patient position, and probably a good
match in the presence of motion blurring (e.g. heart beat, breathing). In practice,
the method could prove useful in mitigating the problem of PET - CT registration
when misalignment is an issue. When the PET data are compensated for attenuation
based on the CT, the boundaries of a misaligned CT propagate into the PET image,
affecting the subsequent registration. Attenuation correction independent of the CT
may help to solve this problem.
As suggested by our experiments, and as proven by the theoretical analysis in
[58], the TOF PET data enable the estimation of the attenuation sinogram up to a
constant term, and therefore the estimation of the activity up to a constant factor.
It is anticipated that in most applications, this constant can be determined in a
fairly straightforward way by imposing the known attenuation value of tissue to
a segmented portion of the attenuation image. An alternative way would be to
combine the method with full or partial transmission information, which could e.g.
be obtained by adding transmission source(s) in the field of view [83].
The PET emission data provide no (or at least incomplete) information about
attenuation along LORs that do not intersect a region containing a significant amount
of radioactive tracer. Many tracers, including 18F-FDG, show uptake in the entire
body. For such tracers, it is valid to assume that the attenuation along LORs
without activity is zero everywhere. In our experiments, we have applied a prior
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encouraging the assignment of zero attenuation to such regions. It should be noted
that reconstruction of the attenuation image outside the activity region has a slower
convergence rate than the reconstruction of the attenuation image inside the activity
region, even in the absence of the background prior. For these reasons, adding the
effect of additional attenuating medium, specifically the bed, to the attenuation
reconstruction instead of reconstructing the bed along with the unknown attenuation
medium would be a more reasonable and practical approach.
The PET emission data are always noisy so in addition to the background prior,
we use a smoothing Markov prior [99] in the attenuation image and a small amount
of post-smoothing in the activity image. Many other priors have been proposed for
emission and transmission tomography. Evaluation of such priors for regularization
of this joint estimation problem is a topic for further research.
In both the 3D phantom study and the clinical study, we do not compensate for any
scatter in the measurements and still are able to achieve reasonable reconstructions.
We believe that given these scatter un-compensated reconstructions, it is possible
to make an estimate of the scatter and refine the final activity and attenuation
reconstructions in an additional step. In the clinical patient study, the patient was
injected with a non-specific tracer that has a detectable accumulation in all tissues.
This made attenuation reconstruction with roughly the true boundary possible. For
more specific tracers that do not dissipate to the entire body, reconstruction of the
attenuation image with the correct boundary might prove to be more difficult. The
use of external sources [83] can help in these situations.
3.5 Conclusion
In this paper, the feasibility of simultaneous activity and attenuation reconstruction
from the measurement data was investigated for a time-of-flight system. The MLAA
algorithm, which makes alternated updates to the activity and attenuation images
by means of the existing MLEM and MLTR algorithms, was used for this purpose.
The feasibility of this approach was verified for 2D and 3D phantom studies as well
as for a clinical study. It was found that the utilization of time-of-flight information
in simultaneous reconstructions eliminates the problem of activity and attenuation
cross-talk. However, to ensure quantitative accuracy, limited prior knowledge is still
required, because the solution is only determined up to a constant.
It was shown that as the time resolution of the TOF system improves, the
convergence improves as well. The joint ML reconstruction was found to be robust
to noise in the emission sinogram.
3.6 Appendix
The background prior we use is an absolute intensity prior favoring zero attenuation
in the background. Since in each iteration the gradient of the prior is added to the
one of the likelihood, here we only express the gradient of this background prior.
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Defining ∂BG/∂µj as the gradient of the prior we set this value to be,
∂BG
∂µj
= −WBG
σ2
|µj(µj − µT )|
µj + cµT
, j = 1, ..., J (3.19)
where µj is the attenuation value at voxel j, WBG defines the prior strength, µT is
our expected tissue attenuation, σ is a standard deviation measure of tissue which
was set to µT and parameter c is a skewness parameter. It can be seen that the
prior has no effect for voxels with zero or tissue attenuation values. Parameter c is
used to adjust the prior strength to have a greater effect for attenuation values near
zero than attenuation values close to µT . In the simulations we used c = 0.05 and
replaced ∂2BG/∂µ2j by its upper limit −WBG/cσ2.
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Chapter 4
Transmission-less attenuation
correction in time-of-flight PET:
analysis of a discrete iterative
algorithm.
M. Defrise, A. Rezaei, and J. Nuyts, “Transmission-less attenuation correction in
time-of-flight PET: Analysis of a discrete iterative algorithm”, Physics in Medicine
and Biology, vol. 59, no. 4, pp. 1073–1095, Feb. 2014
Abstract
The Maximum Likelihood Attenuation Correction Factors (MLACF) algorithm has
been developed to calculate the maximum-likelihood estimate of the activity image
and the attenuation sinogram in time-of-flight PET, using only emission data without
prior information on the attenuation. We consider the case of a Poisson model of the
data, in the absence of scatter or random background. In this case the maximization
with respect to the attenuation factors can be achieved in a closed form and the
MLACF algorithm works by updating the activity. Despite promising numerical
results, the convergence of this algorithm has not been analysed. In this paper we
derive the algorithm and demonstrate that the MLACF algorithm monotonically
increases the likelihood, is asymptotically regular, and that the limit points of the
iteration are stationary points of the likelihood. Because the problem is not convex,
however, the limit points might be saddle points or local maxima. To obtain some
empirical insight into the latter question, we present data obtained by applying
MLACF to 2D simulated TOF data, using a large number of iterations and different
initializations.
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4.1 Introduction
Positron emission tomography (PET) aims at estimating the spatial distribution
of a tracer molecule labelled with a positron emitting isotope. This distribution,
called the activity image, is reconstructed from the emission data, which consist
of pairs of 511 keV photons detected in coincidence by detectors surrounding the
patient. An accurate reconstruction requires in addition information on the spatial
distribution of the attenuation coefficient for the 511 keV photons (the attenuation
image), which is needed to compensate for the absorption or scattering of the photons
by the tissues. Failure to correct for attenuation prevents accurate quantification
of the tracer uptake and can also affect the qualitative interpretation of the images.
This happens for instance when the increased tracer uptake in a localized lesion is
almost exactly compensated by the increased attenuation caused by this lesion [80].
This paper deals with attenuation correction in time-of-flight (TOF) PET.
Various methods have been implemented to measure the attenuation image
[102]. The state-of-the-art method uses a hybrid PET/CT scanner and obtains the
attenuation image as a by-product of the diagnostic CT scan. The CT scan measures
the attenuation coefficient at an average photon energy between 50 keV and 100
keV, these data are then extrapolated to the required energy of 511 keV to yield the
attenuation image used for PET [17]. A benefit of this method is the good spatial
resolution and signal-to-noise ratio (SNR) of the CT measurements compared to
the PET emission data. However there are situations where the CT information is
incomplete or inaccurate. In clinical practice, the most common source of bias is the
geometrical mismatch between the emission data and the attenuation image, caused
by patient motion or by different respiratory patterns in the CT and PET scans.
This mismatch can be reduced by synchronizing the PET and CT scans with the
respiratory motion (gated scans) but this increases the CT radiation exposure unless
ultra-low dose protocols are applied [103]. Additional difficulties with CT-based
attenuation correction arise when using radiological contrast agents [71], or when
the axial field-of-view covered by the CT scan is limited to reduce the radiation dose
[104].
An alternative solution for attenuation correction recently emerged with the
hybrid PET/MR scanners. These scanners also provide anatomical images with good
resolution and SNR but avoid radiation exposure and allow simultaneous acquisition
of the PET and MR data. However, the relationship between the physical parameters
measured in MR and the 511 keV attenuation coefficient is complex, and despite
recent progresses [20], [72]–[74], [105] estimating the attenuation from MR data
remains more prone to errors than with PET-CT scanners.
While the CT or MR data do not contain direct information about the activity
image, the opposite is not true: the PET emission data do contain information about
the attenuation image. This motivated the development of iterative algorithms,
which simultaneously estimate the tracer distribution and the attenuation image
from the combined emission and transmission data measured with external rotating
positron sources [15], [77], [78]. A more ambitious approach is to dispose altogether
with transmission data by estimating the attenuation image using only the emission
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data. Various algorithms have been proposed to that effect [24], [25], [39], [43], [47],
[48], [79], but they meet limited success unless strong prior knowledge is available,
such as the assumption that the attenuation is uniform, which is an acceptable
approximation for some applications such as brain imaging. This limited success is
not surprising since it is known [76] that the solution to the simultaneous estimation
is not unique in the absence of prior information.
The measurement of the time-of-flight in modern PET scanners increases the
amount of information by a factor roughly equal to the ratio between the patient
diameter and the width of the TOF profile, which is of the order of 8 cm in current
scanners [91], [92], [106]. This additional information can be exploited to compress the
data by reducing the number of angular [3], [107] or TOF [108] samples, and was also
shown to improve the robustness of image reconstruction to errors in the attenuation
image [13], [81]. Successful simultaneous reconstructions of attenuation and emission
from combined PET and MR data [56], [82], [109] have also demonstrated the useful
informative content of TOF-PET data.
This paper explores attenuation correction in TOF-PET using only the emission
data. The study of an analytical model with continuous sampling and noise free
data has shown [58] that the solution of the simultaneous estimation is unique in the
sense that
• the activity image is uniquely determined up to a global multiplicative constant
and,
• the attenuation factors (the exponential of minus the line integral of the
attenuation image) are uniquely determined for all lines of response (LORs)
which have activity, up to the reciprocal of the same multiplicative constant.
We consider here a discrete model of the problem and apply maximum likelihood
(ML) estimation, which is expected to yield better results than an analytical model,
owing to the high noise level in typical PET data. Two discrete ML approaches are
possible.
• The first one maximizes the data likelihood with respect to the activity and
attenuation images. This can be done by alternatively updating the activity
and the attenuation images using the MLAA algorithm originally introduced
for non-TOF PET [47]. The analysis of this algorithm for TOF-PET and its
evaluation with simulated and measured data [61] opens promising perspectives
for clinical applications. A similar approach is proposed in [110].
• The second ML approach maximizes the data likelihood with respect to the
activity image and the attenuation sinogram, which is the set of attenuation
factors for all LORs. Maximization can be achieved with the MLACF algorithm
presented at the 2012 IEEE Medical Imaging Conference [63].
We investigate here this second approach. Both MLAA and MLACF aim at maxi-
mizing the data likelihood, but the two approaches are based on different param-
eterizations of the unknown quantities and are therefore not equivalent. A first
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difference is that the number of parameters to be estimated can be very different
in 3D TOF-PET where the number of LORs in the attenuation sinogram is much
larger than the number of voxels in the attenuation image. A second difference is the
impossibility with MLACF to add regularizing penalties based on prior knowledge of
the attenuation coefficients in some classes of tissues [75]. This is because MLACF
only estimates attenuation factors, the attenuation image is only calculated after
reconstruction as an optional byproduct required to estimate the scatter background
or the geometric alignment with CT data.
This paper presents the derivation of the MLACF algorithm for the case where the
background due to scatter and randoms events is negligible or has been pre-corrected.
As will be shown in section 4.2 this assumption allows a closed form optimization with
respect to the attenuation factors and leads to a simple iterative algorithm, which
only involves updating the activity image and is similar to the standard ML-EM
algorithm. Sections 4.2 and 4.3 present a mathematical and a numerical study of the
convergence of the algorithm. The extension to the case with background is analysed
in [66], the algorithm involves in that case alternately updating the attenuation
sinogram and the activity image.
4.2 The MLACF algorithm
4.2.1 The joint likelihood for simultaneous estimation of the
activity image and attenuation sinogram
Consider a scanner which histograms the coincidence data in N LORs, with T
time-of-flight bins for each LOR. We denote the measured data as y = {yi,t ∈ IN0, i =
1, . . . , N, t = 1, . . . , T}, where yi,t is the number of events detected for LOR i and
time bin t, and IN0 is the set of non-negative natural numbers. The activity image is
parameterized as a vector λ = {λj ≥ 0, j = 1, . . . ,M}. Any discrete parameterization
can be used but one typically takes M voxel basis functions, and λj is then the tracer
concentration in voxel j. The goal of PET is to estimate λ from the data y.
The expectation value of the non-attenuated data is denoted pi,t and is related
to the activity image by
pi,t =
M∑
j=1
ci,j,tλj i = 1, . . . , N t = 1, . . . , T (4.1)
where the system matrix elements ci,j,t ≥ 0 model the physics of the scanner, and we
assume throughout the paper that there is no background due to scatter or random
coincidences (or that the data have been pre-corrected). Quantities summed over the
TOF index are denoted by omitting the t index, in particular we define yi =
∑T
t=1 yi,t,
ci,j =
∑T
t=1 ci,j,t and pi =
∑T
t=1 pi,t.
The attenuation factors, denoted ai, are independent of the TOF bin. This is
the key property that ultimately allows solving the simultaneous estimation. The
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attenuation factors are related to the attenuation image µ by
ai = exp{−
M∑
j=1
łi,jµj} i = 1, . . . , N (4.2)
where the system matrix elements łi,j ≥ 0 correspond to the parameterization used
for µ, which is not necessarily the same as for λ. Equation (4.2) and the constraint
µj ≥ 0 imply the natural constraint 0 < ai ≤ 1 on the attenuation factors.
In this paper we seek to estimate λ and a from the emission data y, and equation
(4.2) will not be used. With this approach the attenuation factors are seen as nuisance
parameters of the estimation problem since the objective of PET is the visualization
of the tracer distribution, while CT or MR data provide anatomical details and are
used for localizing the activity. The attenuation image may nevertheless be needed
for some applications, such as the geometric alignment of the anatomical data with
PET. Although µ can in principle be reconstructed from the attenuation factors ai,
such a reconstruction may be difficult in practice because the ai can be estimated
only for LORs containing activity. This issue will not be discussed here.
The expectation value of the measured attenuated data is < yi,t >= aipi,t and
the logarithm of the likelihood is
L(y, λ, a) =
N∑
i=1
T∑
t=1
{−ai pi,t + yi,t log(ai pi,t)} (4.3)
with pi,t given by equation (4.1) and terms independent of λ and a have been omitted.
The goal of ML estimation is to calculate a maximizer of the likelihood,
(λ∗, a∗) ∈ arg max
0<ai≤1,λj≥0
L(y, λ, a) (4.4)
The notation ∈ indicates that the maximizer is not unique. First there is the scale
invariance L(y, λ, a) = L(y, αλ, a/α) for any α > 0, which has an obvious physical
interpretation and also holds for the continuous model [58]. In addition, local maxima
cannot be excluded because the log-likelihood (4.3) is not jointly concave in (a, λ)
even though it is concave in a and in λ separately1. The possibility of local maxima
of the likelihood will be investigated numerically in section 4.3.
In the next section, the likelihood will be maximized with respect to a at fixed
activity image λ, allowing to eliminate the attenuation factors from the set of
parameters that must be estimated.
4.2.2 Maximizing the likelihood at fixed λ
Consider a fixed activity image λ. The log-likelihood (4.3) is the sum of N functions
depending each on a single attenuation factor ai, with first and second derivatives
given by
∂L(y, λ, a)
∂ai
=
T∑
t=1
{
−pi,t + 1
ai
yi,t
}
,
∂2L(y, λ, a)
∂a2i
=
T∑
t=1
−1
a2i
yi,t ≤ 0. (4.5)
1the same holds when the likelihood is parametrized using λ and µ as with the MLAA approach.
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For each LOR with activity, i.e. such that yi =
∑
t yi,t > 0, the log-likelihood has a
unique maximizer
a∗i =
∑T
t=1 yi,t∑T
t=1 pi,t
= yi
pi
(4.6)
If in addition we impose the constraint ai ≤ 1, the maximizer becomes
a∗i =
yi
pi
if yi
pi
≤ 1
= 1 otherwise, (4.7)
as can be verified by noting that ∂L(y, λ, a)/∂ai|a∗i=1 ≥ 0 at the upper edge of the
allowed domain ai ≤ 1 when yi ≥ pi.
In this paper, we ignore the constraint ai ≤ 1 and always use a∗i = yi/pi. The
following lemma shows that this can be done provided L(y, λ, a) has an unconstrained
optimizer.
Lemma 1. Let
(ac, λc) ∈ arg max0<ai≤1, 0≤λj L(y, λ, a) (4.8)
be a global maximizer of the likelihood with the constraint ai ≤ 1. If there exists a
global maximizer without that constraint,
(au, λu) ∈ arg max0<ai, 0≤λj L(y, λ, a) (4.9)
then for some constant K > 0, (au/K,Kλu) is also a global constrained maximizer.
Proof. Define the maximum attenuation factor K = max(au) = maxi∈1..N yi/pi <∞.
Adding a constraint (in this case ai ≤ 1) can never increase the value of the maximum,
and therefore
L(y, λc, ac) ≤ L(y, λu, au) = L(y, λ∗, a∗) (4.10)
where we define a∗ = au/K, λ∗ = Kλu and the last equality follows from the scale
invariance. Thus L(y, λ∗, a∗) ≥ L(y, λc, ac) and by construction a∗i ≤ 1, so (a∗, λ∗) is
also a global constrained maximizer of the likelihood. 2
When applicable Lemma 1 means that maximum likelihood solutions can be ob-
tained by ignoring the constraint ai ≤ 1 and by scaling the solution a posteriori. The
method derived in this paper is not applicable if L(y, λ, a) has no global constrained
optimizer and it is unclear whether such a situation is possible.
4.2.3 The reduced log-likelihood function L˜
Inserting the optimized attenuation factor (4.6) in the log-likelihood (4.3), and
keeping only the terms that depend on λ, we are left with the problem of maximizing
L(y, λ, a∗) = L˜(y, λ) + terms independent of λ (4.11)
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where the reduced log-likelihood is defined as
L˜(y, λ) =
N∑
i=1
{
−yi log(pi) +
T∑
t=1
yi,t log(pi,t)
}
=
N∑
i=1
T∑
t=1
yi,t log
pi,t
pi
(4.12)
We assume in sections 4.2.3 and 4.2.4 that pi,t > 0 unless yi,t = 0. When satisfied
this condition implies also that pi > 0 unless yi = 0. The definition of L˜(y, λ) when
pi,t = 0 or pi = 0 will be discussed separately in section 4.2.5.
The gradient of the reduced log-likelihood (4.12) is
∂L˜(y, λ)
∂λj
=
N∑
i=1
{
−yici,j
pi
+
T∑
t=1
yi,tci,j,t
pi,t
}
j = 1, . . . ,M (4.13)
and the M ×M Hessian matrix is
Hj,k =
∂2L˜(y, λ)
∂λj ∂λk
=
N∑
i=1
{
yi ci,j ci,k
p2i
−
T∑
t=1
yi,t ci,j,t ci,k,t
p2i,t
}
j, k = 1, . . . ,M (4.14)
The Hessian is not necessarily non-positive definite and one cannot exclude the
existence of local maxima and of saddle points (beyond the undetermined global
factor due to the scale invariance of the likelihood). However we recall the following
result [63]. The proof is repeated for completeness.
Proposition 2. If the data are consistent the reduced log-likelihood has no local
maximum.
Proof. Consistent data (belonging to the range of the TOF-PET transform) can be
written as
yi,t = a†i p
†
i,t with p
†
i,t =
M∑
j=1
ci,j,tλ
†
j i = 1, . . . , N t = 1, . . . , T (4.15)
and p†i =
∑
t p
†
i,t, for some non-negative λ
†
j ≥ 0 and a†i > 0. From (4.13) one sees that
λ† is a stationary point of the reduced log-likelihood and one verifies by inserting
(4.15) in (4.12) that
L˜(y, λ†) =
N∑
i=1
{
−yi log yi +
T∑
t=1
yi,t log yi,t
}
(4.16)
In addition λ† is a global maximizer. This can be seen by considering an arbitrary
non-negative λ and by subtracting (4.12) from (4.16),
L˜(y, λ†)− L˜(y, λ) =
N∑
i=1
{
yi log
pi
yi
−
T∑
t=1
yi,t log
(
pi,t
yi,t
)}
(4.17)
By the concavity of the log function
∑
t
yi,t
yi
log
(
pi,t
yi,t
)
≤ log
(∑
t
yi,t
yi
pi,t
yi,t
)
= log pi
yi
(4.18)
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and using this inequality in (4.17) shows that L˜(y, λ†) ≥ L˜(y, λ).
Consider now an arbitrary non-negative λ. Note first that λt · ∇L˜(y, λ) = 0 and
calculate the scalar product
Z = (λ†)t · ∇L˜(y, λ) =
N∑
i=1
−yip
†
i
pi
+
T∑
t=1
yi,tp
†
i,t
pi,t

=
N∑
i=1
1
a†i
{
−y
2
i
pi
+
T∑
t=1
y2i,t
pi,t
}
≥ 0 (4.19)
where we used the data consistency a† p† = y (equation (4.15)) and the inequality
follows from the convexity of the function x2 because
T∑
t=1
y2i,t
pi,t
= pi
T∑
t=1
pi,t
pi
(yi,t
pi,t
)2 ≥ pi
(
T∑
t=1
pi,t
pi
yi,t
pi,t
)2
= y
2
i
pi
(4.20)
Note that both in (4.18) and (4.19) the equality holds if and only if for all lines of
response i = 1, . . . , N the ratios pi,t/yi,t are independent of t. In that case Z = 0
and λ is also a global maximum of the reduced likelihood, i.e. L˜(y, λ) = L˜(y, λ†).
The proof of Proposition 2 proceeds by contradiction. Suppose λ˜ is a local
maximum of the reduced log-likelihood. Consider the restriction of L˜ to the segment
linking λ† and λ˜:
U(α) = L˜(y, λα = αλ† + (1− α)λ˜) 0 ≤ α ≤ 1 (4.21)
Since we assumed that U(α) has a local maximum in α = 0 and is maximum in
α = 1, its derivative
U ′(α) = (λ† − λ˜)t · ∇L˜(y, λα) (4.22)
must take strictly negative values somewhere in the interval (0, 1). But this is in
contradiction with inequality (4.19) because for 0 < α < 1, the derivative can be
rewritten as
U ′(α) = 11− α
(
(λ†)t · ∇L˜(y, λα)− (λα)t · ∇L˜(y, λα)
)
= 11− α(λ
†)t · ∇L˜(y, λα) ≥ 0 (4.23)
and this is non-negative by (4.19). Local maxima are therefore impossible when the
data are consistent. 2
4.2.4 A surrogate approach and the MLACF algorithm
We consider some activity image λ˜ and the corresponding unattenuated data expec-
tations
p˜i,t =
M∑
j=1
ci,j,tλ˜j i = 1, . . . , N t = 1, . . . , T (4.24)
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and p˜i =
∑
t p˜i,t. We assume in this section that all images are strictly positive,
λj > 0, j = 1, . . . ,M . As will be seen in section 4.2.5 (Lemma 3) this assumption
holds for the iterated solutions defined by the algorithm derived below.
Aiming at the iterative optimization of the reduced likelihood by optimization
transfer [111], we build a function L˜sur(y, λ, λ˜), with the usual surrogate properties
L˜sur(y, λ˜, λ˜) = L˜(y, λ˜)
L˜sur(y, λ, λ˜) ≤ L˜(y, λ). (4.25)
Such a surrogate function can be obtained by considering separately the two terms
in (4.12). For the first term the rooftop theorem for the concave log function yields
log pi ≤ log p˜i + (pi − p˜i)
(
d log pi
dpi
)
pi=p˜i
= log p˜i +
pi − p˜i
p˜i
(4.26)
and therefore
− yi log(pi) ≥ −yi log p˜i − yi (pi − p˜i)
p˜i
(4.27)
For the second term in (4.12) define the quantities
wi,j,t =
ci,j,tλ˜j
p˜i,t
zi,j,t =
λj p˜i,t
λ˜j
(4.28)
which satisfy wi,j,t ≥ 0, ∑j wi,j,t = 1, and ∑j wi,j,t zi,j,t = pi,t. Since the log is
concave, one has then for each i, t that
log pi,t = log
∑
j
wi,j,t zi,j,t
 ≥ M∑
j=1
wi,j,t log zi,j,t (4.29)
Putting the two terms together and summing over the data bins yields
L˜sur(y, λ, λ˜) =
N∑
i=1
−yi log p˜i − yi (pi − p˜i)p˜i +
T∑
t=1
M∑
j=1
yi,t ci,j,tλ˜j
p˜i,t
log(λj p˜i,t
λ˜j
)

(4.30)
One easily checks using (4.27) and (4.29) that this function satisfies the two properties
(4.25) and is therefore a valid surrogate for the reduced likelihood. In addition L˜sur
is separable (i.e. equal to a sum of terms, each of which depends on a single voxel
λj) and hence easy to maximize.
The gradient of the surrogate is
∇L˜surj =
∂L˜sur(y, λ, λ˜)
∂λj
=
N∑
i=1
{
−yi ci,j
p˜i
+
T∑
t=1
yi,t ci,j,tλ˜j
p˜i,t
1
λj
}
(4.31)
The Hessian matrix is diagonal and negative semi-definite,
∂2L˜sur(y, λ, λ˜)
∂λ2j
= − λ˜j
λ2j
N∑
i=1
T∑
t=1
yi,t ci,j,t
p˜i,t
≤ 0 (4.32)
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hence the surrogate is concave and has no local maxima.
Solving ∇L˜sur = 0 we obtain an iterative update which maps the estimate λ˜ on
a new estimate λ [63]:
λj = T (λ˜)j = λ˜j∑N
i=1
yi ci,j
p˜i
N∑
i=1
T∑
t=1
yi,tci,j,t
p˜i,t
(4.33)
Applying this mapping iteratively with λ˜ = λk and λ = λk+1, where k denotes the
iteration number, defines the MLACF algorithm. Some remarks are in order:
• The algorithm is closely related to the usual maximum-likelihood-expectation-
maximization (ML-EM) algorithm for emission tomography with known atten-
uation. The similarity is best appreciated by rewriting (4.33) in the same form
as ML-EM with attenuation factors a∗i = yi/p˜i defined according to (4.7):
T (λ˜)j = λ˜j∑
i,t a
∗
i ci,j,t
∑
i,t
yi,tci,j,t
p˜i,t
(4.34)
• The curvature of the surrogate is high along axes j for which λj is small,
resulting as with ML-EM in a slow convergence of the "cold" voxels.
• The algorithm is scale invariant: multiplying the initial estimate by a factor
α > 0 produces the same sequence of iterates, all multiplied by α. This is
expected since the solution is determined only up to a factor. In practice,
the activity image λ can be rescaled at each iteration, e.g. to guarantee that
maxi a∗i = 1 or that ||λ|| = 1. We chose the latter option and define the
normalized MLACF algorithm with the mapping:
TN (λ˜) = 1||T (λ˜)||T (λ˜) (4.35)
with the L2 norm ||x|| = (∑j x2j )1/2.
• In the non-TOF case, there is only a single time bin, T = 1. The mapping
(4.33) reduces then to the M ×M identity T = II.
4.2.5 Active data bins and the handling of zeroes
In the previous sections, the reduced log-likelihood (4.12), the surrogate (4.30), and
the MLACF iteration (4.33) have been defined assuming that pi,t > 0 and pi > 0,
unless the corresponding data are also zero.
Define the set of active data bins for a given voxel as:
τj = {(i, t) | ci,j,t yi,t > 0} j = 1, . . . ,M (4.36)
and adopt an equivalent definition for the TOF-summed data,
ιj = {i | ci,j yi > 0} j = 1, . . . ,M (4.37)
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Note that ιj = ∅ ⇒ τj = ∅ . If for some voxel τj = ∅, then
∂L˜(y, λ)
∂λj
=
∑
i∈ιj
{
−yici,j
pi
}
≤ 0 (4.38)
and therefore any maximizer of the reduced log-likelihood satisfies λj = 0 (because of
the non-negativity constraint). If in addition ιj = ∅ the reduced log-likelihood does
not depend on the value of voxel j, the maximizer is undefined and we chose the
logical (but arbitrary) estimate λj = 0. These inactive voxels with τj = ∅ can be set
to zero and need not be further considered when maximizing L˜(y, λ). We therefore
assume from now on that τj 6= ∅ for j = 1, . . . ,M . We will also assume that yi ≥ 1
and yi,t ≥ 1 for all non-zero data bins.
Having thus discarded the inactive voxels, one easily shows that the MLACF
iterates are strictly positive:
Lemma 3. If λ0j > 0, j = 1, . . . ,M , the MLACF iterates defined by the sequence
λn+1 = TN (λn) are strictly positive, i.e. λnj > 0, j = 1, . . . ,M .
Proof. If λnj > 0, j = 1, . . . ,M , then pni,t > 0 for all (i, t), and hence also pni =∑
pni,t > 0. Therefore the MLACF update λn+1 = T (λn) defined by (4.33) produces
a positive image, (T (λn))j > 0, j = 1, . . . ,M . Applying this recursively, and starting
from a positive initial image estimate λ0 proves the lemma. 2
The positivity property of Lemma 3 does not exclude that the MLACF iterates might
converge to a limit point having some zero voxels, λnj → 0. One needs therefore to
extent the definition of the reduced likelihood. If for some data bin (i, t), yi,t > 0
and pi > 0 but pi,t = 0, it is natural to define L˜(y, λ) = −∞, which is the limit
of (4.12) when pi,t → 0. If in addition pi = 0, the ratio pi,t/pi and the reduced
log-likelihood are undetermined. In this latter case (pi = 0 and yi > 0 for some LOR
i), it is impossible (even by rescaling) to satisfy the constraint that a∗i = yi/pi ≤ 1
(see equation (4.6)).
4.2.6 Convergence of MLACF
The following proposition gives the main properties of the MLACF algorithm. The
proof is given in appendix.
Proposition 4. Consider the sequence of normalized iterates λn+1 = TN (λn) with a
positive initial image λ0j > 0.
• The sequence of iterates is asymptotically regular, ||λn+1−λn|| → 0 as n→∞,
and the reduced likelihood is non-decreasing, L˜(y, λn+1) ≥ L˜(y, λn).
• The sequence has a limit point λ∗, and ∇jL˜(y, λ∗) = 0 for any voxel satisfying
λ∗j > 0.
• All limit points of the sequence λn+1 = TN (λn) have the same value of the
reduced log-likelihood.
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This result provides only a partial understanding of the convergence of MLACF. The
limit points cannot be minima because L˜ is non-decreasing, but they might be saddle
points or local maxima because there is no guarantee that the Hessian (4.14) is
concave. Proposition 4 guarantees convergence of MLACF only under the restrictive
additional assumptions that a) the likelihood has a unique global maximum λ† such
that λ†j > 0 for all active voxels (τj 6= ∅), and b) all limit points λ∗ of the sequence
of iterates are such that λ∗j > 0 for all active voxels.
4.3 Numerical results
4.3.1 Simulation parameters
We digitized a 2D thorax phantom on a M = 64× 64 image with pixel size 8.027 mm.
Simulated TOF-PET data are generated by forward projecting this phantom with
radial pixel size 8.027 mm, 64 angular samples on [0, pi), and T = 8 times bins with
sampling ∆τ = 64.0 mm. The TOF profile was a Gaussian with a FWHM of 80 mm.
The aim of this study is not to assess the practical value of MLACF but to get insight
into its convergence and uniqueness properties, hence this coarse discretization was
chosen to allow performing a very large number of iterations with various initial
estimates λ0. The activity and attenuation images are shown in Figure 4.1, the
phantom support is an ellipse with axes 300 mm and 470 mm and the minimum
attenuation factor ai was 0.015. A vial with activity 0.5, diameter 40 mm, and water
attenuation was added outside the phantom and used to scale the reconstructed
activity image at the end of the reconstruction. Poisson noise was added to the data
to generate three noisy data sets S1, S2 and S3 with respectively a total of 479705,
15990 and 3198 events, corresponding to respectively 300, 10, and 2 events in the
maximum data bin <yi,t>. A large number of data bins are equal to zero in data
set S3, allowing to challenge the algorithm’s behaviour at the edge of the admissible
domain. When generating the noisy data, a rescaling is applied after adding noise to
ensure that ∑ yi is the same for the three data sets S1,S2 and S3, up to statistical
fluctuations.
The MLACF iteration was run up to 105 iterations (without using data subsets
and with a matched backprojector), starting with a uniform image estimate λ0j = 1
and with a set of 30 random initial images generated as λ0j = 0.1 + 0.9R where R
is a pseudo-random number with uniform distribution in (0, 1). All calculations
were done in double precision. Initially we replaced the ratios yi,t/pi,t and yi/pi in
the numerator and denominator of the MLACF update (4.33) by zero when pi,t
(respectively pi) was smaller than some small , however we found that this margin
is not needed and it is not used in the results presented here.
4.3.2 Convergence
Figure 4.2 shows the activity image reconstructed starting from a uniform initial
image. Figure 4.3, 4.4 and 4.5 show the convergence of the reduced log-likelihood
for the three noise levels. We verified that L˜(y, λn) monotonically increases for all
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Figure 4.1: The simulated phantom. Emission (left): activity is 0.2 (background
tissues), 1.7 ("heart"), 0.05 ("lungs"), 0.40 and 0.45 ("tumors"), and 0.5 (vial).
Attenuation (middle): 0.00966/mm (background tissues and vial), 0.00266/mm
("lungs"), 0.0187/mm ("spine"), and 0.01/mm ("bed"). Right: sinogram of the central
TOF bin of the noisiest data S3, illustrating the large number of bins (i, t) with zero
counts. The displayed sinogram only has five different grey levels corresponding to
0,1,2,3 and 4 events.
Figure 4.2: The activity image reconstructed from noise-free data and from the data
sets S1, S2 and S3 (left to right). Grey scale (0, 0.5).
data sets, initializations, and iterations, even though the convergence becomes slower
with increasing noise level. Figure 4.3 and 4.5 also show the difference between the
reduced log-likelihood obtained with a uniform estimate and with one particular
random initialization.
In some cases (Figure 4.4), the convergence is irregular, with long sequences of
iterates without significant improvement of the cost function. The second set of
points in Figure 4.4 is obtained applying exactly the same algorithm but to a different
realization S2’ of the noisy data, for the same maximum count as S2. This result
shows that the irregular convergence observed with S2 is specific to a particular
noise realization. Figure 4.6 compares for that data set S2 the solution during that
convergence plateau and at the last iteration. The convergence of the iterates shown
in Figure 4.7 appears compatible with the asymptotic regularity of the algorithm
predicted by Proposition 4.
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Figure 4.3: The reduced log-likelihood −L˜(y, λn) + L˜(y, λ100000) for the low noise
data set S1 (blue +), and the difference |L˜(y, λn)− L˜(y, λ′n)|, (red circles), versus
the number of iterations n. The sequences λn and λ′n are obtained respectively with
a uniform and one of the random initial images.
4.3.3 Uniqueness
Unless the data are consistent (see Proposition 2), we were not able to determine
whether the reduced log-likelihood has a unique (up to the undetermined scale factor)
global maximum. To get some insight into the possible existence of local maxima
and of saddle points we compared the reconstructions obtained with the 31 initial
activity images described in section 4.3.1. First we compare the final values of
the reduced likelihood after 105 MLACF iterations. The ratio (max(L˜(y, λ105))−
min(L˜(y, λ105))/|mean(L˜(y, λ105)| is equal to 5.7× 10−14, 4.2× 10−9, and 4.4× 10−4
for the data sets S1, S2 and S3 respectively. Figure 4.8 shows a plot of the relative
RMSE difference ||λ− λ′||/||λ|| between all pairs of images λ, λ′ reconstructed for
each data set using different initializations, with the values sorted by increasing
magnitudes. The RMSE differences are small for S1 and do not show any particular
structure, and the same behaviour is observed for S2 (not shown). For the noisiest
data set S3, however, the RMSE are larger and the plot shows some structure. This
structure might suggest convergence to different images, but might also be caused by
the slow convergence or by numerical errors. For very noisy data sets the question
of uniqueness remains open, though Figure 4.9 shows that the differences between
reconstructions obtained with different initial images are visually small.
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Figure 4.4: The reduced log-likelihood −L˜(y, λn) + L˜(y, λ100000) for the medium
noise data set S2 (blue +), and for another data set S2’ with the same total count,
(red circles), versus the number of iterations n. The sequences λn are obtained with
a uniform initial images.
4.3.4 Comparison with OSEM
The MLACF algorithm estimates the activity image without using any information on
the attenuation. To evaluate the influence this lack of information has on convergence,
we reconstructed the same data using ML-EM, assuming that the exact value of the
attenuation factors ai is known:
λn+1j =
λnj∑N
i=1 aici,j
N∑
i=1
T∑
t=1
yi,tci,j,t
pni,t
(4.39)
The ML-EM implementation uses the same ingredients as MLACF (matched back-
projector, double precision arithmetic). Figure 4.7 shows that ML-EM has a faster
and more regular convergence, and the difference is more marked for the low count
case. Since the goal of this work is to study convergence, the ML-EM and MLACF
reconstructions have not been regularized. Nevertheless, Figure 4.10 shows that the
unregularized reconstructed ML-EM and MLACF activity images have similar noise
level and structure, though as expected the ML-EM reconstructions are better. This
observation and the RMSE data in Table 1 suggest that the redundancy of the TOF
data is sufficient to avoid dramatic image degradation by the absence of attenuation
information.
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Figure 4.5: The reduced log-likelihood −L˜(y, λn) + L˜(y, λ100000) for the high noise
data set S3 (blue +), and the difference |L˜(y, λn)− L˜(y, λ′n)|, (red circles), versus
the number of iterations n. The sequences λn and λ′n are obtained respectively with
a uniform and one of the random initial images.
Figure 4.6: The activity image reconstructed from data set S2 with 105 (left) and
5000 (center) iterations, with grey scale (0, 0.5). The right image is the difference,
grey scale (−0.015,+0.015).
Figure 4.11 compares the log-likelihood (4.3) obtained with ML-EM and MLACF.
The values for MLACF are calculated as L(y, λ, a∗(λ)) = L˜(y, λ)+∑i(−yi+yi log(yi)).
The likelihood converges to a larger value with MLACF than with ML-EM since
MLACF does not fix the attenuation factors a priori and therefore has more degrees
of freedom available to maximize the likelihood. For the same reason the difference
between MLACF and ML-EM increases as the number of counts decreases.
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Figure 4.7: The value of ||λn+1 − λn||2/||λn||2 versus iteration number n for data set
S1 (blue), S2 (red), and S3 (green). The sequences λn are obtained with the ML-EM
algorithm with known attenuation factors a (diamonds) and with MLACF (x), both
starting with a uniform initial image.
Figure 4.8: The relative RMSE difference between all pairs among 31 reconstructions
from data set S1 (left) and among 31 reconstructions from data set S3 (right). The
values are sorted by increasing magnitudes. All reconstructions use 105 MLACF
iterations but starting from the different initial images described in section 4.3.1.
Finally, the three data sets have been reconstructed using 100000 iterations of
ML-EM, with the same 31 initial images as used in section 4.3.3. In contrast with
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Figure 4.9: The activity image reconstructed from the data set S3 with the two
random initial images that resulted in the largest RMSE difference (0.33). Grey scale
(0, 0.5). Right: Difference image, grey scale (−0.5,+0.5).
Table 4.1: Relative RMSE differences between reconstructed and exact activity
images (uniform initial image, 105 iterations).
noise free data S1 data S2 data S3
max. count 300 max. count 10 max. count 2
ML-EM vs. phantom 8.53× 10−6 2.48× 10−1 9.24× 10−1 1.66
MLACF vs. phantom 1.93× 10−5 2.05× 10−1 1.16 1.54
MLACF vs. ML-EM 1.64× 10−5 1.94× 10−1 6.42× 10−1 8.58× 10−1
the similar comparison for MLACF in section 4.3.3, the relative RMSE differences
between pairs of images reconstructed for each data set are all lower than 10−10,
even for the noisiest case S3. This observation is expected since ML-EM is known to
converge to the unique maximizer of the likelihood, but it suggests that the RMSE
shown in Figure 4.8 can probably not be attributed to numerical errors.
4.4 Conclusion
Several groups have shown that time-of-flight PET allows to simultaneously estimate
the activity and attenuation images. These results open new perspectives for various
applications including for example stand-alone PET, PET-CT studies where patient
motion prevents the direct utilization of the CT data for attenuation correction,
PET-CT studies with a reduced CT field-of-view, and also potential applications in
PET-MR.
The maximum likelihood method for this problem can use as unknown parameter
either the attenuation image or the attenuation factors. Promising results have been
obtained with the two approaches, but fundamental questions remain concerning
the uniqueness of the maximum likelihood estimator and the convergence of the
iterative algorithms. The difficulty with this non-linear inverse problem stems from
the non-concavity of the likelihood, and we were only able to prove uniqueness of
the maximum likelihood estimator when the data are consistent.
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Figure 4.10: The activity image reconstructed from data set S1 (top row) and
S3 (bottom row) with 105 iterations. Left: MLACF. Right: ML-EM with known
attenuation. Grey scale (0, 0.5).
Figure 4.11: The log-likelihood L(y, a, λn) versus iteration number n for data set S1
(blue), S2 (red) and S3 (green). The sequences λn are obtained with the ML-EM
algorithm (diamonds) with known attenuation factors a, and with MLACF (×), both
starting with a uniform initial image.
This paper dealt with the second approach, which takes the attenuation factors
and activity image as unknown parameters. We assumed that the scatter and
random background is negligible or has been pre-corrected and showed that this
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assumption allows eliminating the attenuation parameters. This led to an iterative
algorithm, MLACF [63], which only updates the activity image. Attractive properties
of MLACF include its simplicity and similarity with ML-EM, the monotonic increase
of the likelihood, and the asymptotic regularity (the norm of the solution increments
tends to zero). Convergence however could not be proven in general. We conducted
simulation studies with the unregularized MLACF algorithm and with a number of
iterations much larger than would be applied in practice. The results give reasonable
confidence that MLACF converges in practice to a unique maximizer of the likelihood,
except for extremely noisy data sets. Additional studies are warranted for that case.
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4.5 Appendix: convergence of the MLACF algorithm.
Let λn, n = 0, 1, 2, . . . be the sequence of iterates generated by a positive initial
estimate (λ0)j > 0 and by the update step λn = TN (λn−1) defined by the normalized
mapping (4.35). This appendix presents the proof of proposition 4. The general line
of the analysis follows the scheme in [112].
The following positive quantities will be used:
ξj = min
i∈ιj
ci,j > 0 , ξ = min
j
ξj > 0
ηj = min
(i,t)∈τj
ci,j,t > 0 , η = min
j
ηj > 0
ω = max
i
∑
j
ci,j , σ = max
i,t
∑
j
ci,j,t > 0 (4.40)
Lemma 5. The sequence L˜(y, λn), n = 0, 1, 2, . . . is non-decreasing and converges.
Proof. The iterates are obtained by optimization transfer and the surrogate properties
(4.25) guarantee by construction that the sequence L˜(y, λn), n = 0, 1, 2, . . . is non-
decreasing. The positivity of the λn (Lemma 3) and of the system matrix elements
ci,j,t guarantee that pni,t ≤ pni , and therefore
L˜(y, λn) =
N∑
i=1
T∑
t=1
yi,t log
pni,t
pni
≤ 0 (4.41)
so that the sequence L˜(y, λn) is bounded above by 0. A non-decreasing upper
bounded sequence converges. 2
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Lemma 6. Let λ˜ ∈ IRM be any positive vector. The following inequality holds for
the non-normalized mapping T in (4.33):
L˜(y, T (λ˜))− L˜(y, λ˜) ≥ 12
∑
j
(
T (λ˜)− λ˜
)2
j
λ˜j
λ¯2j
∑
(i,t)∈τj
yi,tci,j,t
p˜i,t
(4.42)
where λ¯ = αT (λ˜) + (1− α)λ˜ for some 0 ≤ α ≤ 1.
Proof. For any positive x ∈ IRM and a fixed λ˜, we can represent L˜sur(y, x, λ˜)
by a Taylor expansion around its maximizer λ = T (λ˜). Using the fact that
∇λL˜sur(y, λ, λ˜) = 0,
L˜sur(y, x, λ˜) = L˜sur(y, λ, λ˜) + 12(x− λ)
t · ∇2L˜sur(y, λ¯, λ˜) · (x− λ) (4.43)
where the Hessian is taken at some point λ¯ on the segment linking λ to x. Rewriting
this equation at x = λ˜, using from (4.25) the surrogate properties L˜sur(y, λ˜, λ˜) =
L˜(y, λ˜) (for the LHS) and L˜sur(y, λ, λ˜) ≤ L˜(y, λ) (for the RHS), one obtains
L˜(y, λ˜) ≤ L˜(y, λ) + 12(λ˜− λ)
t · ∇2L˜sur(y, λ¯, λ˜) · (λ˜− λ) (4.44)
Using the diagonal non-positive Hessian (4.32) concludes the proof. 2
Lemma 7. Let λ˜ ∈ IRM be any positive vector with ||λ˜|| = 1.
L˜(y, T (λ˜))− L˜(y, λ˜) ≥ C ||T (λ˜)− λ˜||
2
max(1, ||T (λ˜)||) (4.45)
where T is the mapping (4.33) and C = (1/2) min(ξ/ω, η/σ) > 0.
Proof. Define λ = T (λ˜) and denote the curvature factor in (4.42) as
ρj =
λ˜j
(αλj + (1− α)λ˜j)2
∑
(i,t)∈τj
yi,tci,j,t
p˜i,t
(4.46)
Using the MLACF update (4.33) one has the equivalent expression
ρj =
λj
(αλj + (1− α)λ˜j)2
∑
i∈ßj
yici,j
p˜i
(4.47)
To obtain a lower bound on ρj we consider separately the two cases λj ≥ λ˜j and
λj < λ˜j .
• If λj ≥ λ˜j , then λ¯j ≤ λj because 0 ≤ α ≤ 1, and therefore, using (4.47),
ρj ≥ 1
λj
∑
i∈ιj
yici,j
p˜i
(4.48)
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Using p˜i =
∑
k ci,kλ˜k ≤ ω maxk λ˜k, and noting that λ˜k ≤ ||λ˜|| = 1, and that
yi ≥ 1 for i ∈ ιj , one obtains
ρj ≥ 1
λj
ξj
ω
≥ 1||λ||
ξ
ω
(4.49)
where we used λj ≤ ||λ||.
• If λj < λ˜j , then λ¯j ≤ λ˜j and therefore, using (4.46),
ρj ≥ 1
λ˜j
∑
(i,t)∈τj
yi,tci,j,t
p˜i,t
(4.50)
Using p˜i,t =
∑
k ci,k,tλ˜k ≤ σ maxk λ˜k, and noting that λ˜k ≤ ||λ˜|| = 1, and that
yi,t ≥ 1 for (i, t) ∈ τj , one obtains
ρj ≥ ηj
σ
≥ η
σ
. (4.51)
Inserting the lower bounds (4.49) and (4.51) into (4.42) yields inequality (4.45). 2.
Lemma 8. Asymptotic regularity. Starting with any positive initial estimate λ0j > 0,
the sequence of normalized iterates λn+1 = TN (λn) is such that
limn→∞ ||T (λn)− λn|| = 0
limn→∞ ||T (λn)|| = 1
limn→∞ ||TN (λn)− λn|| = 0 (4.52)
Proof. Applying Lemma 7 with λ˜ = λn yields
||T (λn)− λn||2
max(1, ||T (λn)||) ≤ en (4.53)
with en = (1/C)(L˜(y, T (λn))− L˜(y, λn)). From Lemma 5, the sequence of reduced
log-likelihoods converges (recall that the value of the reduced log-likelihood is not
modified by the normalization), therefore limn→∞ en = 0. Defining zn = T (λn)− λn
inequality (4.53) becomes
||zn||2 ≤ en max(1, ||λn + zn||) ≤ en max(1, 1 + ||zn||) ≤ en (1 + ||zn||) (4.54)
where we used ||λn|| = 1 and the triangular inequality. Inequality (4.54) can be
rewritten as
(||zn|| − en/2)2 ≤ en + e2n/4 (4.55)
and finally
||zn|| ≤ en/2 +
√
en + e2n/4 (4.56)
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The upper bound in the RHS tends to zero because en → 0, hence ||zn|| → 0. This
proves the first equation of the Lemma. The second equation of the Lemma follows
because the iterates λn are normalized so that, again using the triangular inequality,
1− ||T (λn)− λn|| ≤ ||T (λn)|| ≤ 1 + ||T (λn)− λn|| (4.57)
Finally,
||TN (λn)− λn|| = || T (λ
n)
||T (λn)|| − λ
n|| ≤ || T (λ
n)
||T (λn)|| − T (λ
n)||+ ||T (λn)− λn||
≤ |(1− ||T (λn)||)|+ ||T (λn)− λn|| (4.58)
We have already shown that the two terms in the RHS tend to zero, therefore the
LHS tends to zero, which proves the last equation in (4.52). 2
Lemma 9. If a positive sequence λn ∈ IRM converges to some limit point λ∗ such
that λ∗j > 0, then
limn→∞
yi ci,j
pni
= yi ci,j
p∗i
limn→∞
yi,t ci,j,t
pni,t
= yi,t ci,j,t
p∗i,t
(4.59)
with pni =
∑
k ci,kλ
n
k , p∗i =
∑
k ci,kλ
∗
k, pni,t =
∑
k ci,k,tλ
n
k and p∗i,t =
∑
k ci,k,tλ
∗
k.
Proof. Take any LOR such that yici,j > 0. Consider the quantity
∆n =
∣∣∣∣∣ 1∑
k ci,kλ
n
k
− 1∑
k ci,kλ
∗
k
∣∣∣∣∣ ≤
∣∣∣∣∣
∑
k ci,k(λ∗k − λnk)
(ci,j)2λnj λ∗j
∣∣∣∣∣ (4.60)
Since λnj → λ∗j , there is an integer N such that for each n > N , λnj > (1/2)λ∗j > 0.
Therefore,
∆n ≤
∣∣∣∣∣2
∑
k ci,k(λ∗k − λnk)
(ci,j)2(λ∗j )2
∣∣∣∣∣ (4.61)
The denominator is a positive number independent of n, and as λn → λ∗, one
concludes that ∆n → 0. The first relation in (4.59) immediately follows. The proof
of the second relation is similar.2
Proposition 4. Consider the sequence of normalized iterates λn+1 = TN (λn) with a
positive initial image λ0j > 0.
• The sequence of iterates is asymptotically regular, ||λn+1−λn|| → 0 as n→∞,
and the reduced likelihood is non-decreasing, L˜(y, λn+1) ≥ L˜(y, λn),
• The sequence of iterates has an limit point λ∗, and ∇jL˜(y, λ∗) = 0 for any
voxel satisfying λ∗j > 0,
• All limit points of the sequence λn+1 = TN (λn) have the same value of the
reduced log-likelihood.
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Proof. The asymptotic regularity and monotonicity are given by Lemmas 5 and 8.
The λn are normalized, hence their sequence is bounded and contains a converging
subsequence λn(s), s = 1, 2, . . . . Denote λ∗ the limit of this subsequence.
We now consider some voxel j such that λ∗j > 0 and prove that ∇jL˜(y, λ∗) = 0.
Recall that λn(s)j > 0 for all j by Lemma 3. Define
dnj =
N∑
i=1
yi ci,j
pni
and vnj =
N∑
i=1
T∑
t=1
yi,tci,j,t
pni,t
(4.62)
and using (4.33) note that
λn+1j = (TN (λn))j =
1
||T (λn)|| T (λ
n)j =
1
||T (λn)|| λ
n
j
vnj
dnj
(4.63)
Applying this and using (4.13),
λnj ∇jL˜(y, λn) = λnj (−dnj + vnj )
= (λn+1j − λnj )dnj + (1−
1
||T (λn)||)λ
n
j v
n
j (4.64)
On the other hand one has from (4.62) the identity
M∑
j=1
λnj d
n
j =
M∑
j=1
λnj v
n
j =
N∑
i=1
yi := Y. (4.65)
Combined with the non-negativity of all quantities involved this implies that λnj dnj ≤
Y and λnj vnj ≤ Y .
Consider a voxel such that λ∗j > 0. Since λ
n(s)
j → λ∗j , there is an iteration number
S such that for s > S, the subsequence is sufficiently close to convergence, so that
λ
n(s)
j > λ
∗
j/2. Equation (4.64) leads then, for s > S, to
(λ∗j/2)|∇jL˜(y, λn(s))| ≤ λn(s)j |∇jL˜(y, λn(s))|
≤ |λn(s)+1j − λn(s)j |
Y
(λ∗j/2)
+ |1− 1||T (λn(s))|| |Y (4.66)
The two terms in the RHS tend to zero because by Lemma 8 the sequence λn is
asymptotically regular and ||T (λn)|| → 1. Therefore ∇jL˜(y, λn(s))→ 0. By Lemma
9, it follows that ∇jL˜(y, λ∗) = lims∇jL˜(y, λn(s)) = 0.
Finally, two limit points λ∗ and λ† of the bounded sequence λn have the same
value of the reduced log-likelihood: this is an immediate consequence of Lemma 5. 2
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Chapter 5
ML-reconstruction for
TOF-PET with Simultaneous
Estimation of the Attenuation
Factors
A. Rezaei, M. Defrise, and J. Nuyts, “ML-Reconstruction for TOF-PET With
Simultaneous Estimation of the Attenuation Factors”, IEEE Transactions on Medical
Imaging, vol. 33, no. 7, pp. 1563–1572, Jul. 2014
Abstract
In positron emission tomography (PET), attenuation correction is typically done
based on information obtained from transmission tomography. Recent studies show
that time-of-flight (TOF) PET emission data allow joint estimation of activity and
attenuation images. Mathematical analysis revealed that the joint estimation problem
is determined up to a scale factor. In this work, we propose a maximum likelihood
reconstruction algorithm that jointly estimates the activity image together with
the sinogram of the attenuation factors. The algorithm is evaluated with 2D and
3D simulations as well as clinical TOF-PET measurements of a patient scan and
compared to reference reconstructions. The robustness of the algorithm to possible
imperfect scanner calibration is demonstrated with reconstructions of the patient
scan ignoring the varying detector sensitivities.
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5.1 Introduction
A quantitative reconstruction of the tracer activity distribution in positron emission
tomography (PET) requires correction of the emission data for the attenuation
factors. In current PET/CT systems, attenuation correction is typically done by
means of well-aligned CT images adjusted to the photon energy of 511 keV [2], [17].
However, because the PET and CT scans are acquired sequentially and because the
acquisition durations are very different, the images are not perfectly matched, and
PET attenuation correction artifacts are unavoidable [113]. These inaccurate tracer
distribution values are the result of respiratory and/or patient motion during and
between the two scans. Several research groups have tried to estimate the activity
and attenuation images simultaneously from non time-of-flight (TOF) PET emission
data, in an attempt to overcome this problem [25], [27], [28], [39], [41], [43], [45],
[47], [48]. Despite some useful results the problem of joint estimation was found
to be highly ill-posed. However, recent studies show that the data redundancy in
TOF-PET data allows stable reconstruction of both attenuation and activity from
TOF-PET emission data [56], [61], [63]. Moreover, mathematical analysis revealed
that the TOF-PET data determine the attenuation correction factors uniquely except
for a scale factor [58].
As well as correction for the attenuation factors, the PET data need to be corrected
for the sensitivity differences between different lines-of-response (LORs). Commonly,
these detector pair sensitivities are estimated by means of dedicated calibration scans,
where the response of each LOR is measured for known activity phantoms [114], [115].
However, the detector pair sensitivities are prone to change from one scan to the
other, thus potentially resulting in sub-optimal tracer distribution reconstructions
[116]. In an attempt to overcome this issue, some researchers have proposed to
jointly estimate tracer activity distributions together with detector pair sensitivities
[117], [118]. These “self-normalizing” algorithms make an attempt to refine the PET
detector pair sensitivities which were originally obtained from previous calibration
scans.
In this paper, we propose a new maximum likelihood algorithm (called MLACF)
that jointly estimates the image of the activity distribution and the sinogram with
the attenuation factors. We also show that the algorithm is robust to errors in the
detector pair sensitivities. This method avoids the reconstruction of the attenuation
image, and thus requires some a-priori knowledge about the activity or the attenuation
factors to be quantitatively accurate. In its most general form, the algorithm must
keep an image of the tracer distribution and a sinogram of the attenuation factors in
memory during reconstruction. However, if additive contributions (such as scatter
and/or randoms) can be ignored, the algorithm does not even require the storage of
the attenuation correction factors. It has been shown in the latter case that when
the emission data are consistent, the log-likelihood can be expressed in a “reduced”
form and that the solution space to this reduced log-likelihood is free of possible
local maxima [63], [65]. Further properties and some convergence analysis of the
scatter and randoms free case can be found in [64], [65].
The paper is organized as follows: in section II the algorithm is derived and a
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theoretical analysis of its convergence is given. Section III describes 2D and 3D
simulations so as to compare activity reconstructions of the newly proposed method
to reference activity reconstructions of the well established MLEM and the MLAA
(maximum likelihood activity and attenuation reconstruction [47], [61]) methods.
The new algorithm does not impose the consistency of the attenuation sinogram, i.e.
the estimated attenuation sinogram will not in general be equal to the projection of a
non-negative attenuation image. Since this may result in increased noise, we analyze
its noise properties in 2D simulations. The results of these simulations are shown
and compared, together with results of a patient scans in section IV. We conclude
the paper by discussing the results and drawing some conclusions in section V.
5.2 Methods
5.2.1 MLACF
In TOF-PET, the expected count y¯it for line-of-response (LOR) i and TOF-bin t
can be expressed as
y¯it = aipit + sit (5.1)
for,
ai = e−
∑J
j=1 lijµj , pit =
J∑
j=1
cijtλj
where ai is the attenuation factor of LOR i, pit is the (unattenuated) TOF projection
of the activity image for LOR i and TOF-bin t and sit is the expected additive
contribution of scatter and/or randoms. λj and µj are the activity and attenuation
coefficient at voxel j, cijt is the sensitivity of the measurement bin at (i, t) for activity
in j in absence of attenuation and lij is the effective intersection length of LOR i
with voxel j. We represent summation over the TOF-index (corresponding to the
non-TOF values) by dropping the t index, e.g. cij =
∑
t cijt. The same convention is
also used for the non-TOF measurements yi and pi.
The Poisson log-likelihood function for the emission measurements yit is then
expressed as
L(y, λ, a) =
∑
it
yit log y¯it(λ, a)− y¯it(λ, a) (5.2)
where we wish to estimate λ and a by maximizing (5.2). We propose an alternated
optimization approach: first a is updated keeping λ fixed, and then λ is updated
keeping a fixed. The monotonic iterative algorithm (referred to below as MLACF)
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which preserves the non-negativity of all variables is given by:
ak+1i = aki +
aki
phi
∂L(y, λh, a)
∂ai
∣∣∣∣∣
ak
= aki
∑
t
phit
phi
yit
aki p
h
it + sit
(5.3)
λh+1j =
λhj∑
i cija
k+1
i
∑
it
cijta
k+1
i
yit∑
ξ ciξta
k+1
i λ
h
ξ + sit
(5.4)
where the superscripts h and k represent the iteration, and the algorithm is initialized
with a0i > 0 and λ0j > 0. We used two iteration symbols, because the optimization
could be done by alternately applying a few updates (3) followed by a few updates of
(4). An ordered subsets version of the MLACF algorithm is obtained in the standard
way, i.e. by restricting the summations over i in (4) to the LORs in the subset.
5.2.2 Convergence
The second step (5.4) is the standard TOF-MLEM algorithm, which is known to
monotonically increase the likelihood [112]. In the following, we show that the first
step (5.3) iteratively increases the likelihood as well. Moreover, we show that at
fixed λ = λh (the superscripts of the activity estimate and its corresponding (non-)
TOF projection will be dropped for convenience), with repeated application of (5.3)
the attenuation factor estimate a converges to the constrained maximizer
a∗ = arg max
a≥0
L(y, λ, a) (5.5)
The first and second derivatives of the log-likelihood (5.2) with respect to ai (at
fixed λ) can be written as:
∂L(y, λ, a)
∂ai
=
∑
t
pit
yit
y¯it
− pi (5.6)
∂2L(y, λ, a)
∂a2i
=
∑
t
−p2it
yit
y¯2it
≤ 0 (5.7)
If we consider only LORs i for which yit > 0 and pit > 0 for at least one TOF
index t (an LOR with activity), the second derivative is strictly negative and the
unconstrained maximizer
a˜ = arg max
a
L(y, λ, a) (5.8)
is unique. This maximizer is a solution to ∂L(y, λ, a)/∂ai = 0 and satisfies
1 =
∑
t
pit
pi
yit
a˜ipit + sit
(5.9)
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However, the attenuation factors are constrained and limited to ai ≥ 0. We show
that (5.3) converges to the constrained maximizer (5.5), which has the following
property:
a∗i =
{
a˜i, a˜i ≥ 0
0, a˜i < 0
(5.10)
To prove this, we analyze each case separately.
a˜i > 0
It follows immediately from (5.9) that in this case, a fixed point of (5.3) is also the
constrained maximizer a∗ of the log-likelihood (5.2), provided that the fixed point is
strictly positive. Furthermore,
• If aki < a∗i , then aki < ak+1i < a∗i .
proof: When aki < a∗i , then ∂L/∂ai|ak > 0, because L is a concave function with
a unique maximum. Inserting this in (5.3) one finds aki < ak+1i . Furthermore,
replacing aki with a∗i in (5.3) results in a larger increase of the numerator
compared to the denominator (since sit ≥ 0, see section 5.2.3 for the case where
si = 0), and therefore ak+1i < a∗i .
• If aki > a∗i , then aki > ak+1i > a∗i .
The proof is similar to the previous case except that in this case; ∂L/∂ai|ak < 0.
Therefore, together with the previous case we see that starting from any
strictly positive initial attenuation factor value a0i > 0 the log-likelihood is not
decreasing.
• The algorithm asymptotically converges to the fixed point a∗i , i.e. limk→∞ aki =
a∗i .
proof: When λ is fixed, L is a concave function in a with a unique maximum.
Combining (5.3) and (5.9) one obtains,
ak+1i − a∗i = (aki − a∗i )
∑
t
sit
(aki pit + sit)
pit
pi
yit
(a∗i pit + sit)
(5.11)
Using the fact that all quantities are non-negative and that an upper limit αi
can be found for the fraction sit/(aki pit + sit) for each of the cases mentioned
above, we have
|ak+1i − a∗i | ≤ |aki − a∗i |αi
∑
t
pit
pi
yit
(a∗i pit + sit)
= |aki − a∗i |αi ≤ |a0i − a∗i |αk+1i (5.12)
with,
αi =

max
t,pit>0
( sit
a0i pit + sit
), a0i < a∗i
max
t,pit>0
( sit
a∗i pit + sit
), a0i ≥ a∗i
(5.13)
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where the restriction over the t range is due to the fact that terms with pit = 0
do not contribute to the sum. Using this restriction together with a0i > 0 and
a∗i = a˜i > 0, one finds that αi < 1, (αi)k → 0 and therefore |aki − a∗i | → 0.
From this proof we expect a fast geometric convergence rate of order (scatter
and randoms fraction)k.
a˜i = 0
When started with a0i > 0, the sequence aki is bounded below by zero because
(5.3) preserves non-negativity, and is non-increasing because the derivative of the
log-likelihood is negative for aki ≥ a˜i. Therefore, this sequence converges to some
a†i ≥ 0. However, if a†i > 0, then aki ≥ a†i for all k and the upper limit αi on aki in
(5.13) can be replaced by
αi = max
t,pit>0
( sit
a†ipit + sit
) < 1 (5.14)
and hence aki → 0, which is in contradiction with the assumption that a†i > 0.
Therefore, a†i = 0 = a∗i .
a˜i < 0
Since at fixed λ, L is a concave function with a unique maximum, it follows that:
∂L(y, λ, a)
∂ai
∣∣∣∣
ai=0
< 0⇔
∑
t
pit
pi
yit
sit
< 1 (5.15)
which defines an upper limit to (5.3) such that:
ak+1i ≤ aki {
∑
t
pit
pi
yit
sit
} (5.16)
The factor in the brackets is independent of k and is strictly smaller than 1, therefore
aki → 0.
5.2.3 Special Case of Zero Scatter and Randoms
As suggested above, the first step of the algorithm, equation (5.3), converges in a
single iteration when the additive contribution sit vanishes. Setting sit = 0 in (5.3)
and (5.4) results in the standard MLEM algorithm, except that in every iteration
k + 1 the attenuation factors ak+1i are replaced with yi/phi . In this case, there is
no need for separate storage of the attenuation factor sinogram and the two step
MLACF algorithm reduces to a single step MLEM-like algorithm:
λh+1j =
λhj∑
i
yi
phi
cij
∑
it cijt
yit∑
ξ ciξtλ
h
ξ
(5.17)
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Furthermore, inserting the new attenuation update (5.3) in the log-likelihood (5.2),
and keeping only the terms that depend on λ, one obtains the reduced log-likelihood
function (L˜):
L˜(y, λ) =
∑
i
∑
t
yit log pit(λ)− yi log pi(λ). (5.18)
Although we currently have no results for the general log-likelihood (5.2), it is shown
that for the case of consistent data the reduced log-likelihood function (5.18) has no
local maxima other than the global maximum [63], [65]. In [64], [65], an alternative
derivation of the MLEM-like algorithm (5.17) from the reduced log-likelihood function
(5.18) is given, and it is shown that the proposed algorithm monotonically increases
the likelihood and is asymptotically regular, i.e. the difference between consecutive
reconstruction updates converges to zero.
5.3 Experiment Design
The simulation parameters were chosen according to the Siemens Biograph mCT
scanner specifications [92]. The 2D and 3D TOF-PET emission data consist of 200
radial bins of 0.4 cm width, 168 projection angles over 180 deg, and 13 TOF-bins of
312 ps width with an effective TOF resolution of 580 ps. In the 2D thorax simulations,
the phantom was discretized in an image of 600×600 pixels and each LOR is simulated
as the average of three LORs to introduce a slight mismatch between the simulation
and reconstruction projectors. The 3D simulation (and patient) TOF-PET data are
organized as 5D sinograms [98], consisting of 200 radial bins, 168 azimuthal angles, 7
(9) co-polar angles with 81 (109) planes of 0.2 cm width, and 13 time bins.
To simulate a reasonable scatter (and randoms) contribution, the noiseless emis-
sion sinograms were smoothed in the radial, angular, axial and TOF directions with
a Gaussian kernel of 12 cm, 0.43 rad, 12 cm and 9.4 cm FWHM, respectively. The
2D and 3D simulated scatter estimates are scaled to obtain a scatter-to-primary ratio
of 50%, and are added to the emission sinograms prior to adding Poisson noise to the
measurements. For scatter correction, the exact noise-free scatter profile was used.
The 2D measurements are reconstructed in a 200 × 200 pixel grid with a pixel
width of 0.4 cm and the reconstructed 3D activity and attenuation images had a
200 × 200 × 81 (× 109) voxel grid with a voxel width of 0.4 cm and 0.2 cm in the
transaxial and axial directions, respectively. The algorithm was initialized with a
uniform activity image and an attenuation factors sinogram of all ones. Activity
figures are shown in a white-to-black color map whereas a black-to-white color map
is used to show the attenuation images as well as the attenuation factors.
5.3.1 2D Simulation
2D TOF-PET data were generated from the thorax phantom shown in figure 5.1.
Activity reconstructions of the TOF-PET emission data are then generated with
MLACF and compared to reconstructions of MLAA and MLEM with known at-
tenuation. In MLAA [61], the activity and attenuation images are updated in an
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Figure 5.1: 2D activity (left) and attenuation images (center) of the thorax and the
corresponding attenuation factors (right).
interleaved manner by keeping one of the images from the pair fixed while updating
the other, and the non-negativity constraint is enforced on the attenuation image µ.
Reconstructions
MLACF, MLAA and MLEM reconstructions were analyzed for noise-free, moderate-
noise and high-noise TOF-PET emission data. The moderate-noise and high-noise
emission data have on average 31.9 and 6.4 maximum counts in the TOF sinogram,
corresponding to 105.7 and 21.1 counts in their non-TOF sinograms, respectively.
In the joint estimation methods (MLACF, MLAA), we assumed that the total
amount of activity was known and the activity reconstructions were scaled during
reconstructions accordingly. This (rather unrealistic) assumption is used because
the TOF-PET data determine the activity and attenuation factors only up to a
multiplicative constant.
In order to get more insight into the convergence properties of MLACF compared
to MLAA and MLEM, the log-likelihood of equation (5.2) as well as the mean
square difference (MSD) between the reconstructions and a converged reconstruction
was computed within the support of the thorax phantom for each iteration of the
three algorithms. In this study, no ordered subsets acceleration was applied, i.e. all
projection angles were used in every iteration. The reconstruction of the 1000th
iteration was considered as the converged reconstruction, and the two measures were
computed as a function of the number of iterations.
Noise Analysis
To analyze the noise properties of MLACF and MLAA, activity reconstructions were
made (after 3 iterations of 42 subsets) with varying amounts of noise in the TOF-PET
data. The lowest amount of noise in this study corresponds to the moderate-noise
case described in the previous section. Five additional data sets were created, making
a series of six data sets in all, where each data set has one-half the total counts of the
previous data set in the series (so that the final image set has 1/32nd of the counts of
the first data set). We assume that the noise-free activity reconstructions of MLACF
and MLAA are good estimates for their respective mean activity reconstructions over
multiple noise realizations. After subtracting the mean reconstruction from the noisy
reconstructions, standard deviation and a noise correlation coefficient measure are
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computed for each noise level. As reference we use MLEM activity reconstructions
and compute the noise correlation coefficients as:
NCC =
∑
j∈Ω(N nj −N fj )(Rnj −Rfj )√∑
j∈Ω(N nj −N fj )2
∑
j∈Ω(Rnj −Rfj )2
(5.19)
where, N is the MLACF or MLAA activity reconstruction, R defines the reference
MLEM activity reconstruction, superscripts n and f correspond to noisy and noise-
free reconstructions, respectively, j is the pixel index, and Ω determines the support
of the activity image.
Bias-Variance
With the same level of noise as in the high-noise level case, we study bias and variance
of the MLACF activity reconstructions and compare the results to bias and variance
curves of MLAA and MLEM emission reconstructions as a function of activity
reconstruction updates. All three algorithms are initialized with the same initial
activity image, i.e. uniform disk of activity. Just as before, the reconstructions are
scaled in each update according to the total amount of activity in the reconstructed
activity image. Bias and variance estimates are then computed in the support of
the 2D thorax phantom for 150 iterations of the three algorithms. In this study, no
ordered subsets acceleration was applied. As before, we assume that a noise-free
reconstruction of the thorax phantom is a good estimate of the average of noisy
reconstructions from multiple noise realizations. In each iteration, bias is computed
as the average absolute pixel-by-pixel difference between the noise-free reconstruction
and the activity phantom of figure 5.1. It is reported with the variance of activity
reconstructions of 100 different TOF-PET noise realizations.
When going from 2D to 3D TOF-PET, the number of unknown attenuation
factors (i.e. the size of the sinogram) increases dramatically, due to the inclusion of all
the oblique lines. To keep the simulations simple and fast, we model a similar effect
by a three-fold increase in the number of angles of the 2D bias-variance study. By
doing so, the total counts in the sinogram increases three-fold, however the expected
count per pixel remains the same. We compare the results of MLACF to those of the
standard MLEM and MLAA algorithms. We expect that this overdetermined 2D
bias-variance analysis will be predictive of the noise properties in the fully 3D case.
The bias and variance measures are again computed within the support of the 2D
phantom for 150 iterations, and the measures are computed from a noise-free activity
reconstruction as well as activity reconstructions from 50 different noise realizations
of the TOF-PET emission data.
5.3.2 3D Simulation
Figure 5.2 shows the activity and attenuation images of the NCAT phantom used
in our 3D simulation study. The NCAT phantom was forward projected with a 3D
TOF-PET projector, scatter (with a scatter-to-primary ratio of 50%) was added
89
5. ML-reconstruction for TOF-PET with Simultaneous Estimation of
the Attenuation Factors
to the noise-free emission data and Poisson noise was added to the measurements.
The resulting TOF sinogram had a maximum count of 24, while its corresponding
non-TOF sinogram had a maximum count of 56. The MLACF activity reconstruction
was then compared to MLAA and MLEM activity reconstructions. As before, we
assumed that the total amount of activity was known, hence the joint reconstructions
were scaled accordingly.
5.3.3 Patient data
A clinical 4 minute TOF-PET thorax scan of a patient injected with 296 MBq of
18F-FDG is reconstructed with MLACF and compared to activity reconstructions
of MLAA and MLEM. The emission data is acquired 80 minutes post-injection,
and the scatter and randoms fraction of the TOF emission data are 19% and 45%,
respectively.
5.3.4 Self-Normalizing Algorithm
2D detector sensitivities were simulated mimicking transaxial detector pair sensitivi-
ties of the Biograph mCT scanner. The sensitivity variations are dominated by the
gaps between the detector blocks with streak artifacts similar to the ones produced
by faulty detector blocks [98]. However, in addition to the latter effect, detector
pair variabilities were also accounted for by assigning a random value generated
from a uniform distribution in (0.95, 1.05) to LORs which were not affected by
the “gap effect”. 2D TOF-PET measurements of the thorax phantom (figure 5.1)
were simulated, taking into account these detector sensitivities. Activity images
were then reconstructed with MLACF using two approaches. In the first one, the
simulated detector pair sensitivities are taken into account by modeling them into the
system matrix cijt. In the second approach, the sensitivities are ignored altogether,
hence MLACF needs to estimate the product of the attenuation factors and the
sensitivities. Activity reconstructions were also made ignoring the Biograph mCT
scanner sensitivities for the 4 minute patient data.
Figure 5.2: Transaxial (top), coronal (middle) and sagittal (bottom) views of the
NCAT activity (left) and attenuation (right) images used in the 3D study.
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Figure 5.3: MLACF (top), MLAA (middle) and MLEM (bottom) reconstructions of
the activity image (left), attenuation image (center) and attenuation factors (right)
of the noise-free TOF-PET emission data. The true attenuation image and sinogram
are shown for comparison in the third row.
5.4 Results
5.4.1 2D Simulation
Reconstructions
MLACF, MLAA and MLEM activity reconstructions from the noise-free data are
shown in figure 5.3. The figure also shows the MLACF attenuation image computed
by post-reconstruction of the attenuation factors, together with MLAA estimated
attenuation factors obtained by projection of the attenuation reconstruction (they
have been computed to enable comparison of the MLAA and MLACF results).
MLACF reconstructions are after 3 iterations of 42 subsets where the attenuation
factor estimate (equation (5.3)) is updated 3 times for each update of the activity
(equation (5.4)). The MLACF attenuation image was reconstructed with 5 iterations
of 42 subsets of the MLEM algorithm from the logarithm of the estimated attenuation
factors assuming there was no attenuation along LORs without activity. The
MLAA reconstructions are after 3 iterations of 42 subsets where the attenuation
reconstruction is updated 3 times for each update of the activity [61]. MLEM
reconstructions are after the same number of activity updates as MLACF and MLAA
(3 iterations of 42 subsets). It should be mentioned that the ratio of three updates
of the attenuation (sinogram in MLACF or image in MLAA) to one update of the
activity image is empirical and was not rigorously optimized.
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Figure 5.4: Activity (top) and attenuation (bottom) profiles through MLACF and
MLAA reconstructions of noise-free data plotted against reference MLEM activity
and the true attenuation profiles, respectively. The profiles correspond to the lines
depicted in figure 5.3.
Figure 5.4 shows profiles through the reconstructed MLACF, MLAA and MLEM
activity images together with the attenuation profiles of MLACF and MLAA attenu-
ation reconstructions and the true attenuation images. The activity profile shows
that MLACF suffers less from artifacts in regions with strong attenuation gradients
than MLAA. However, the post-reconstructed attenuation profile of MLACF seems
to be more sensitive in regions with a strong change of activity.
Figure 5.5 shows MLACF and MLAA reconstructions when the emission data are
corrupted by Poisson noise. The displayed activity reconstructions of the high-noise
case are scaled and shown in the same color map as the moderate-noise case. It is
interesting to see that the attenuation factors of MLACF tend to be noisier than the
attenuation estimates of MLAA. This is due to the fundamental difference between
the two algorithms and is the result of the consistency of the attenuation factors in
MLAA.
Figure 5.6 shows the log-likelihood (5.2) normalized to the upper-limit of (5.2)
determined by the data, i.e. ∑it yit ln yit − yit, as well as the MSD of the reconstruc-
tions normalized to have the same total amount of activity as the activity phantom
for the noise-free and the high-noise TOF-PET emission simulations. It is interesting
to see that for the joint estimation methods, the log-likelihood and MSD rank the
convergence of the algorithms differently. We believe that convergence as measured
by the MSD better reflects the clinically relevant behaviour of the algorithms. Figure
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Figure 5.5: MLACF (columns 1,3) and MLAA (columns 2,4) reconstructions of the
activity image (top), attenuation image (middle) and attenuation factors (bottom).
The reconstructions are for moderate (columns 1,2) and high (column 3,4) Poisson
noise in the TOF-PET emission data. The high-noise activity reconstructions are
scaled to be shown in the same color map as moderate-noise activity reconstructions.
5.6 shows that the MLACF reconstructions are slower to converge compared to the
MLAA and MLEM reconstructions. However it should be mentioned that while
MLAA has a faster convergence rate, it is also computationally more demanding.
It is also worth noting that because MLACF does not require consistency of the
attenuation factors, it has more degrees of freedom to explain the TOF-PET emission
data. Hence, it produces a higher likelihood in the case of noisy data, with the
difference to reference MLAA and MLEM computed likelihoods increasing with
increasing amount of noise in the TOF-PET emission data.
Noise Analysis
Figure 5.7 shows the standard deviation of the two algorithms, which are comparable
except for extreme-noise in the emission data. Figure 5.7 also shows the computed
noise correlation coefficients of MLACF and MLAA with varying amounts of noise
in the data. The noise of the MLAA activity reconstructions is highly correlated to
the noise in the MLEM images in all cases. In contrast, the MLACF noise is less
correlated to the MLEM noise, and the correlation decreases for increasing amounts
of noise in the TOF-PET emission data.
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Figure 5.6: Log-likelihood of equation (5.2) (top) and the MSD measure (bottom)
for MLACF, MLAA and MLEM reconstructions of the noise-free (left) and high-noise
(right) TOF-PET emission data.
Figure 5.7: Standard deviation (left) of MLACF and MLAA activity reconstructions,
and their noise correlation coefficient (right) with reference MLEM activity recon-
structions computed using (5.19) for varying noise levels in the TOF-PET emission
data.
Bias-Variance
The bias-variance curves of the 2D activity reconstructions of MLACF, MLAA and
MLEM can be seen in figure 5.8, where bias and variance are computed for each
update of the activity reconstructions. The reconstructions are for a high level of
noise in the TOF-PET emission data (corresponding to a maximum count of 6.4 in the
TOF sinogram). The curves are computed for a total of 150 updates of the activity
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Figure 5.8: 2D (top) and overdetermined 2D (bottom) bias-variance curves for
MLACF, MLAA and MLEM activity reconstructions from 100 and 50 noise realiza-
tions, respectively. The marked points on the curves are bias and variance values
after 25 updates of the three algorithms. The bold symbols are bias and variance
values for 126 (corresponding to 3 iterations of 42 subsets) reconstruction updates.
reconstructions with all the projections used to update the reconstructions (no
ordered subsets acceleration). Although in early iterations MLAA is able to achieve
lower bias for the same level of variance than MLACF, the MLACF reconstructions
have lower bias closer to convergence. However, the difference between the two curves
is small.
Figure 5.8 also shows the bias-variance curves of the overdetermined 2D activity
reconstructions of MLACF, MLAA and MLEM. With the increased total sinogram
count, the three algorithms produced images with decreased variance. As before,
MLACF and MLAA had similar performance and were outperformed by MLEM, in
particular at lower iterations. This suggests that the 3D activity reconstructions of
MLACF will have similar bias and noise properties as activity reconstructions of
MLAA.
5.4.2 3D Simulation
Figure 5.9 shows MLACF, MLAA and MLEM activity reconstructions of the 3D
NCAT phantom. The figure also shows the estimated MLACF, estimated (and
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Figure 5.9: MLACF (left), MLAA (center) and MLEM (right) activity reconstruc-
tions (top) of the NCAT phantom post-smoothed with a Gaussian of 0.6 cm FWHM,
together with the estimated MLACF, estimated MLAA and the true attenuation
factors (bottom) for the transaxial slice of the 3D NCAT phantom.
projected) MLAA and the true attenuation factors of the transaxial slice of the
NCAT phantom. The activity reconstructions of the three algorithms were generated
after 3 iterations of 42 subsets, and displayed after post-smoothing the activity
distributions with a Gaussian of 0.6 cm FWHM. The activity reconstructions of the
three algorithms are comparable. However, the MLACF reconstruction is more noisy
outside the support of the NCAT phantom. This is because only LORs that intersect
the phantom support contain information about the attenuation factors. Because
segmenting these LORs is not straightforward, we have not attempted to identify
these LORs to impose an attenuation factor of 1. Consequently, these LORs are
assigned arbitrary values, and because of this non-zero background attenuation, the
reconstructed activity outside the object is increased as well.
5.4.3 Patient data
Figure 5.10 shows MLACF, MLAA and MLEM activity reconstructions of the
4 minute 18F-FDG patient data. The MLACF and MLAA reconstructions are
scaled in each iteration to have the same amount of tracer activity as the MLEM
reconstruction. The displayed activity reconstructions are smoothed with a Gaussian
of 0.6 cm FWHM. Just as in the 3D simulation, the activity reconstructions are
comparable, except for increased activity values outside the support of the patient.
However, close inspection reveals that activity reconstructions of MLAA and MLACF
suffer less from shadow-like artifacts [113] near the dome of the liver and the lateral
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Figure 5.10: Transaxial, coronal and sagittal views of MLACF (top-left), MLAA
(top-right) and MLEM (bottom-left) activity reconstructions of the 4 minute 18F-
FDG patient data post-smoothed with a Gaussian of 0.6 cm FWHM. The MLEM
activity reconstruction was obtained taking into account the CT-based attenuation
image (bottom-right). The arrows indicate artifacts due to respiratory motion, which
are more severe in the MLEM reconstructions.
wall of the heart (arrows in red) than the activity reconstruction of MLEM. This is
indication to a geometric mismatch between PET emission data and CT-attenuation
factors, which is expected since the CT was obtained in a breath-hold position.
5.4.4 Self-Normalizing Algorithm
Figure 5.11 shows MLACF activity reconstructions of the 2D thorax phantom
together with the estimated attenuation factors, with and without correction for
detector pair sensitivities during reconstructions. Figure 5.12 shows MLACF activity
reconstructions of the patient data with and without correction for detector pair
sensitivities during reconstructions. For comparison MLEM reconstructions of the
patient data are also shown when detector pair sensitivities are not taken into
account. The activity images displayed are after smoothing the reconstructions with
a Gaussian of 0.6 cm FWHM. Figure 5.13 shows the estimated attenuation factors
of MLACF when detector pair sensitivities are ignored. For comparison the product
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Figure 5.11: MLACF reconstructions of the activity image (left) and attenuation
factors (center) when the detector pair sensitivities are taken into account (top)
and when they are ignored (bottom). The true attenuation factors (top-right) and
their multiplication with detector pair sensitivities (bottom-right) are shown for
comparison.
of the CT-attenuation factors and detector sensitivities is also shown.
5.5 Discussion
Joint reconstruction of activity and attenuation has gained a lot of interest since it
was shown and proven that TOF-PET data provide information about attenuation
that was not previously available. In the same spirit, this paper proposes a maxi-
mum likelihood approach to jointly estimate the activity image together with the
attenuation factors. Because the TOF-PET data determine the solution only up to
a scale, some prior knowledge is required to obtain accurate quantification. Because
MLAA estimates the attenuation image, it is straightforward to impose the known
tissue attenuation value. Since MLACF does not estimate the attenuation image,
one may have to find ways to obtain prior knowledge about the tracer distribution.
In this study, we have simply assumed that the total amount of activity in the
field of view was known. In practice, it may be difficult to obtain this kind of
knowledge, unless one accepts to add objects with a known activity in the field of
view. However, in some cases, it may be possible to obtain (partial) information
about the attenuation factors to solve the scale problem. E.g., it may be possible to
use the noisy transmission data provided by the Lu background radiation in LSO
and LYSO scanners [119]. In [104], a modified version of the algorithm was proposed
that made use of the partially known CT-attenuation factors.
In contrast to MLAA, this algorithm does not enforce consistency of the attenua-
tion factors. As a consequence, MLACF activity reconstructions were expected to
be noisier than their MLEM and MLAA counterparts. Although the noise structure
in the activity reconstructions of MLACF and MLAA seems to be different, the
noise realization study showed little difference between their bias-variance curves.
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However, under extremely noisy conditions MLACF activity reconstructions seem
to be influenced more by noise than MLAA reconstructions (figure 5.7, left panel).
Compared to MLAA, MLACF requires fewer (back-) projections in every iteration of
the algorithm. In the 3D simulations, the computation time of an MLAA iteration
was roughly 2.5 times longer than that of an MLACF iteration.
Furthermore, the two joint estimation algorithms seem to respond differently
to gradients in the attenuation image, where MLACF seems to have an advantage
over MLAA (figure 4). A similar response was also observed in regions of the
activity image with a high activity gradient, e.g. near the heart of the 2D thorax
phantom (see the activity and attenuation profiles around sample index 90 in Figure
4). In the MLAA (and MLEM) reconstruction Gibbs over- and undershoots were
observed in earlier iterations compared to MLACF reconstructions. We believe that
in MLACF these high frequency elements are initially incorporated in the attenuation
factors, where they cause the artifacts seen when this sinogram is reconstructed.
Figure 5.12: MLACF reconstructions of the tracer activity when the detector
pair sensitivities are taken into account (same MLACF reconstruction as figure
5.10) (left). MLACF (center) and MLEM (right) activity reconstructions when
detector pair sensitivities are ignored during reconstruction. The reconstructions are
post-smoothed with a Gaussian of 0.6 cm FWHM.
Figure 5.13: CT-attenuation factors multiplied by detector pair sensitivities shown
together with the MLACF estimated attenuation factors ignoring detector pair
sensitivities (left pair) for the transaxial slice of figure 5.12. The same attenuation
factors are shown with a different gray level scale (right pair).
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Our current tests indicate that in the absence of noise the differences between the
images of two algorithms tend to reduce at high iteration numbers, and the activity
reconstructions become comparable. This suggests that they are mostly caused by
different trajectories towards the solution, and much less by differences in the final
solutions. The study of these effects are subject to future investigations.
Convergence of the attenuation estimate of MLACF (update expression (5.3)) is
shown to be geometric with a ratio equal to the scatter fraction of the emission data.
If the scatter and randoms contribution in the measurements can be ignored, the
algorithm reduces to an MLEM-like algorithm with an immediate convergence of the
attenuation factors. Properties and some convergence results for such an algorithm
can be found in [63]–[65], where it is also proven that the log-likelihood is free of
local maxima for consistent TOF emission measurements.
In the clinical system considered here, the scatter contribution is estimated from
the CT-based attenuation coefficients [101]. We have used this scatter estimate in
the MLACF reconstruction of the patient data. However, we believe that, if required,
a scatter estimate independent of the CT could be obtained as well, from a first
MLACF reconstruction where the scatter is ignored. From the estimated attenuation
sinogram, an approximate attenuation map could be reconstructed, which could be
used to estimate the scatter. With this estimate, MLACF could be applied again to
obtain scatter corrected activity estimates. In [61], some evidence was given that this
procedure would work for MLAA, which makes us believe that it could be applied to
MLACF as well.
The proposed method proves to be very robust against variations in detector
pair sensitivities. This was demonstrated with reconstructions where detector pair
sensitivities were ignored for a 4 minute 18F-FDG scan of a patient thorax. Although
MLACF obtained almost identical activity images when detector pair sensitivities
were ignored or accounted for, we do not propose to ignore the sensitivities during
reconstructions. When the sensitivities are estimated by means of dedicated high
count calibration scans, the detector pair sensitivities are estimated with greater
precision. Moreover, using the estimated sensitivities during MLACF reconstructions
allows the reconstruction of the attenuation image if needed, which otherwise is not
possible. But the results show that MLACF will automatically compensate for any
residual calibration errors that might be present in the estimated sensitivities.
In the patient study, we observed shadow-like artifacts in MLEM reconstructions
of the activity which were not present in the activity estimates of MLACF and
MLAA. We believe that these artifacts are caused by motion between the CT and
PET scans, and that these artifacts can be mitigated by algorithms which jointly
estimate the activity and the attenuation.
5.6 Conclusion
This paper introduces a new algorithm in the framework of joint activity and
attenuation reconstructions from TOF-PET data. The MLACF algorithm, which
makes alternating updates of the activity and the attenuation factors, worked well
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in our 2D and 3D simulations as well as in a patient scan. Although MLACF
does not impose consistency to the estimated attenuation factors, the activity
reconstructions possess similar noise characteristics as activity reconstructions of
MLAA for considerable amounts of noise in the emission data. The method also
proves to be a powerful tool in case of inaccurate estimates of detector pair sensitivities
which otherwise can cause image degradation in the reconstructions.
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Medicine and Biology, In–press, 2015
Abstract
Previously, maximum-likelihood methods have been proposed to jointly estimate
the activity image and the attenuation image or the attenuation sinogram from
time-of-flight (TOF) positron emission tomography (PET) data. In this contribution,
we propose a method that addresses the possible alignment problem of the TOF-PET
emission data and the computed tomography (CT) attenuation data, by combining
reconstruction and registration. The method, called MLRR, iteratively reconstructs
the activity image while registering the available CT-based attenuation image, so
that the pair of activity and attenuation images maximise the likelihood of the TOF
emission sinogram. The algorithm is slow to converge, but some acceleration could be
achieved by using Nesterov’s momentum method and by applying a multi-resolution
scheme for the non-rigid displacement estimation. The latter also helps to avoid
local optima, although convergence to the global optimum cannot be guaranteed.
The results are evaluated on 2D and 3D simulations as well as a respiratory gated
clinical scan. Our experiments indicate that the proposed method is able to correct
for possible misalignment of the CT-based attenuation image, and is therefore a
very promising approach to suppressing attenuation artefacts in clinical PET/CT.
When applied to respiratory gated data of a patient scan, it produced deformations
that are compatible with breathing motion and which reduced the well known
attenuation artefact near the dome of the liver. Since the method makes use of the
energy-converted CT attenuation image, the scale problem of joint reconstruction is
automatically solved.
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6.1 Introduction
Positron emission tomography (PET) data are acquired over a relatively long time
interval whereas computed tomography (CT) attenuation values are acquired almost
instantaneously. In addition, in current PET/CT scanners, the CT and PET scans
are acquired sequentially. Thus, artifacts due to patient and/or breathing motion
are expected in emission reconstructions (in-scan motion) together with artifacts
due to possible misalignment of PET and CT data (between-scan motion). Recent
studies have shown that in time-of-flight (TOF) PET, joint and stable estimation
of the activity and the attenuation is possible [56], [58], [61]. Given the availability
of TOF-PET data, the activity image can be jointly estimated either with the
attenuation image [56], [60], [61] or with the attenuation sinogram [65], [66], [104],
[109]. Because TOF-PET determines the attenuation only up to a constant [58],
some constraining is required for accurate quantitative reconstruction. The MLAA
algorithm [61], [120] jointly estimates the two images, solving for the constant by
imposing the known attenuation of tissue. Alternatively, Mehranian et al. [121] solved
the scale problem by incorporating an intensity prior on the estimated attenuation
values using a Gaussian mixture model of different tissue types. For MLACF [65],
[66], which jointly estimates the activity image and the attenuation sinogram, this
straightforward constraining method is not possible. However, Panin et al. [104]
proposed a modified MLACF version to complete the attenuation factors obtained
from CT, in which the constant is determined by the available CT-data.
Although the use of consistency conditions for the estimation of attenuation
from non-TOF emission data [39], [41], [79] has had limited success in practice, they
were found to be useful in determining the strength of regularisation parameters for
maximum a-posteriori reconstruction of the attenuation image from transmission
measurements [122]. Furthermore, studies have shown that the consistency conditions
of the non-TOF emission data can also be used to estimate the attenuation image
that has affected the measurements as an affine transform of a known attenuation
image [24], [27]. This approach was used as a means to correct for attenuation in the
case of between-scan motion [33], [36]. Although instability issues were reported with
an affine motion model [33], the results seemed to be encouraging with a rigid motion
model despite a slow convergence [36]. However, the problem of correcting for patient
and/or breathing motion requires more complex transformation models. Since with
the introduction of TOF, the PET emission data provide more information about the
attenuation than before, it is expected that the TOF-PET data also provide a means
to estimate more complex motion models, and could help mitigate the problems of
in-scan and between-scan motion in TOF-PET.
In current TOF-PET/CT systems, the PET attenuation image is normally
estimated by converting the CT-image values to the linear attenuation values for
the 511 keV photons [123]. In this study, we use this CT-derived attenuation image
in a joint estimation framework and align the attenuation image so that the pair
of the activity image and the deformed CT-based attenuation image better explain
the emission measurements. To do so, the estimation of the attenuation image of
MLAA [61] is replaced with a transformation (rigid or non-rigid) estimation based on
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minimising a sum of squared differences (SSD) term in the joint estimation framework.
We show below that weighing the SSD term by the curvature of the emission log-
likelihood ensures that a decrease of the SSD term will produce an increase of
the quadratic surrogate function for the likelihood. The proposed algorithm is
called MLRR (maximum likelihood reconstruction of activity and registration of
attenuation), which aims at combining the high signal to noise ratio of the CT image
with the optimal (i.e. the maximum likelihood) alignment produced by the joint
estimation. Since the method makes use of CT-based attenuation images, no extra
correction is required for the missing scale problem in the joint estimation method.
The paper is organised as follows; the MLRR algorithm is described in section
6.2. We will also look at options to improve its convergence, since the method was
shown to have a slow convergence rate with a non-rigid motion model [67]. The
design of the 2D and 3D simulation experiments are presented in section 6.3. The
simulation results are shown together with the results of a respiratory gated clinical
scan in section 6.4. In section 6.5, we conclude by discussing the results, drawing
some conclusions and giving an outline of future research on the topic.
6.2 Method/Theory
Assuming Poisson statistics and ignoring constant terms, the log-likelihood function
for TOF-PET emission data y can be expressed as:
L(λ, µ, y) =
∑
it
yit ln y¯it − y¯it (6.1)
where λ and µ represent the emission and attenuation parameters and y¯it is the
expected emission sinogram value for line-of-response (LOR) i and TOF-bin t, which
is computed as:
y¯it = bitai + sit =
∑
j
cijtλje
−
∑
k
likµk + sit (6.2)
where bit is the TOF-projection of the activity image along LOR i and in TOF-bin t,
ai is the attenuation factor along the same LOR and sit represents the contributions
of scatter and/or randoms for the same data bin i, t. Furthermore, cijt represents the
sensitivity of detector i and TOF-bin t to emissions coming from voxel j, λj is the
activity in voxel j, lij is the effective intersection length between LOR i and voxel j,
µj is the attenuation at voxel j. Note that summation over the TOF index (t) yields
the corresponding non-TOF values (∑t cijt = cij and ∑t yit = yi).
The MLRR algorithm treats the log-likelihood function as a function of the
activity λ and the attenuation µ[Θ], where Θ = {Θp|p = 1 . . . P} represents a set
of deformation parameters, which deform the known attenuation image µ† into the
attenuation image µ[Θ]. The log-likelihood is maximised by estimating the activity
values λj in every voxel j and the deformation parameters Θ. Below, an iterative
algorithm is derived which alternately updates the activity values while keeping the
attenuation image fixed, and then updates the deformation parameters while keeping
the activity values fixed.
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When the deformation, and therefore the attenuation, is fixed, the problem of up-
dating the activity image is the same as in standard maximum likelihood expectation
maximisation (MLEM) reconstruction. Hence, the activity is updated by applying
an iteration of the MLEM algorithm or its accelerated version, ordered subsets
expectation maximisation (OSEM). When the activity is fixed, the deformation
of the attenuation map must be updated such as to increase the likelihood. This
problem could be solved by deriving a dedicated gradient ascent algorithm for this
subproblem. Instead, we propose to use a nested approach, which first computes
a desired attenuation update using an established ML algorithm for transmission
tomography (MLTR [124]) and then apply an established registration algorithm to
find the (incremental) deformation that results in a good approximation of that
desired update. In section 2.1 this method is derived, essentially by applying the
chain rule to the gradient of the likelihood and introducing reasonable approximations.
This leads to the algorithm (6.12) - (6.14). In section 2.2 an acceleration scheme
based on Nesterov’s momentum method is proposed. We consider both rigid and
non-rigid deformations of the attenuation map. For rigid deformations, the second
step of the nested approach (eq. (6.14)) is solved with a weighted least squares
registration algorithm, as briefly discussed in section 2.3. Section 2.4 proposes a
method for non-rigid deformations, where the deformation step is computed with a
slightly modified version of the demons algorithm [125].
6.2.1 Attenuation Deformation Estimation
When the activity is fixed, the log-likelihood function becomes similar to that of
standard transmission tomography, except that instead of updating the attenuation
values, we wish to adjust the attenuation image by modifying the deformation
parameters.
The proposed algorithm is based on the MLTR algorithm [124], a maximum
likelihood reconstruction algorithm for transmission tomography. In every iteration
MLTR makes a quadratic approximation to the Poisson likelihood function, which is
then replaced by a separable quadratic surrogate function. The surrogate function
has the following form:
S(µ(n) + δµ, y) = L(µ(n), y) +
∑
j
L˙
(n)
j δµj +
∑
j
1
2 L¨
(n)
j (δµj)2 (6.3)
where,
L˙
(n)
j
4= L˙j
∣∣∣
µ=µ(n)
= ∂L
∂µj
∣∣∣∣∣
µ=µ(n)
, L¨
(n)
j
4= L¨j
∣∣∣
µ=µ(n)
=
∑
k
∂2L
∂µj∂µk
∣∣∣∣∣
µ=µ(n)
where µ(n) represents the attenuation reconstruction at the current iteration n and
δµ is its update. Maximising (6.3) produces the MLTR update δµ(n):
µ
(n+1)
j = µ
(n)
j + δµ
(n)
j (6.4)
δµ
(n)
j = arg max
δµ
S(µ(n) + δµ, y) = − L˙
(n)
j
L¨
(n)
j
(6.5)
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Details on the MLTR update for TOF-PET data are given in Appendix A. The
update maximises the surrogate and guarantees that the value of the quadratic
approximation to the likelihood increases. The likelihood is therefore expected
to increase as well, but because of the approximation, monotonicity cannot be
guaranteed. However, it should be mentioned that other transmission reconstruction
algorithms exist, e.g. the separable paraboloidal surrogates (SPS) algorithm [126],
with guaranteed monotonicity even with an additive randoms or scatter contribution
in the emission data. In our experience the MLTR reconstruction algorithm works
very well in practice and increases the likelihood monotonously.
The MLTR algorithm is now adapted to the new problem using an approach
similar to that proposed by Wang and Qi [127] for direct reconstruction of kinetic
parameters. For the problem at hand, the surrogate function (6.3) is rewritten as a
function of the deformation parameters Θ:
S˜(µ[Θ(n)] + δµ[θ], y) = L(µ[Θ(n)], y) +
∑
j
L˙
(n)
j δµj [θ] +
∑
j
1
2 L¨
(n)
j (δµj [θ])2 (6.6)
where Θ(n) is the deformation at the current iteration n, θ is an update to that
deformation and δµ[θ] = µ[Θ(n) + θ]− µ[Θ(n)]. The new value of Θ is obtained as
Θ(n+1) = Θ(n) + θ(n) (6.7)
θ(n) = arg max
θ
S˜(µ[Θ(n)] + δµ[θ], y) (6.8)
where we have slightly misused the ’+’ sign to denote the composition of the
transformations. The update is obtained by setting the derivatives of (6.6) to zero,
which yields:
∂S˜
∂θp
=
∑
j
L˙
(n)
j + L¨
(n)
j δµj [θ]
 ∂δµj [θ]
∂θp
= 0, p = 1, ..., P (6.9)
This maximisation is equivalent to the following least squares problem:
θ(n) = arg min
θ
1
2
∑
j
L¨
(n)
j
(
δµj [θ]− δµ(n)j
)2
(6.10)
Finally, (6.10) can be regarded as an image registration problem using a weighted
least squares criterion, since it can be rewritten as:
θ(n) = arg min
θ
1
2
∑
j
L¨
(n)
j
(
(µj [Θ(n)] + δµj [θ])− (µj [Θ(n)] + δµ(n)j )
)2
(6.11)
The two images that are registered are
• the static image µ[Θ(n)] + δµ(n), which is obtained by applying MLTR iteration
(6.5) to the image obtained in the current iteration, and
• the image µ[Θ(n)] + δµ[θ], which is obtained by deforming the image at the
current iteration according to the deformation parameters θ.
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Consequently, the MLRR algorithm is obtained by iterating the following three steps
procedure:
1. apply MLEM to update λj :
λ
(n+1)
j =
λ
(n)
j∑
i cijai
∑
it
cijtai
yit∑
ξ ciξtaiλ
(n)
ξ + sit
(6.12)
2. apply the MLTR algorithm to obtain the intermediate reconstruction m(n) (see
Appendix A for expressions for L˙j and L¨j):
m
(n)
j = µj [Θ(n)] + δµ
(n)
j = µj [Θ(n)]− L˙(n)j /L¨(n)j (6.13)
3. apply a weighted least squares registration to update the deformation:
Θ(n+1) = Θ(n) + arg min
θ
1
2
∑
j
L¨
(n)
j
(
µj [Θ(n)] + δµj [θ]−m(n)j
)2
(6.14)
6.2.2 Acceleration
We have observed previously that the MLRR algorithm is slow to converge [67]. Here
we introduce a term based on Nesterov’s momentum [128], [129] that affects the
estimation of the intermediate reconstruction m(n), and significantly improves the
convergence speed of the algorithm. In this accelerated scheme, the second step of
the algorithm (eq. (6.13)) is replaced by:
2.* replace MLTR update m(n) with the update m(n)∗ , which is obtained with
Nesterov’s momentum method as follows:
m
(n)∗
j = µj [Θ(n)] + δµ
(n)∗
j
= µj [Θ(n)]− L˙j
L¨j
∣∣∣∣∣
µ=µ[Θ(n)]+α(n)δµ(n−1)∗
+ α(n)δµ(n−1)
∗
j (6.15)
where, δµ(n)∗ is the current accelerated MLTR attenuation update, and
α(n) = h
(n−1) − 1
h(n)
, h(n) =
1 +
√
1 + 4(h(n−1))2
2 (6.16)
with h(0) = 1.
The addition of a term based on previous MLTR reconstruction updates δµ(n−1)∗
provides some momentum for attenuation reconstruction, and consequently for the
estimated motion parameters. The acceleration with Nesterov momentum is known
to be non-monotonic even if the original optimiser is monotonic.
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6.2.3 Special Case of Rigid Motion Estimation
To simultaneously reconstruct the activity image and rigidly align the attenuation
map, the parameter set Θ contains 6 rigid motion parameters (three translations and
three rotation angles). They are determined by a rigid registration algorithm which
minimises the sum of weighted squared differences (6.11), using a gradient descent
algorithm and accelerated by incorporating the momentum produced by (6.15).
6.2.4 Special Case of Non-rigid Deformation Estimation
For the non-rigid case, the deformation parameters Θ are replaced by a vector1
Dj = (Dxj , D
y
j , D
z
j ) of displacement fields for every voxel j. Minimising (6.10) by
means of the demons registration algorithm [125], an incremental displacement d
update is computed as:
d
(n)
j =
(∇µ[D(n)])jδµ(n)j
‖(∇µ[D(n)])j‖2 − β/L¨(n)j
(6.17)
where (∇µ[D(n)])j is the gradient of the deformed attenuation image at voxel j
with respect to the image coordinates (x, y, z), and β/L¨(n)j helps to stabilise the
incremental displacement estimate d(n) at low gradient values of the deformed
attenuation image in which β is the strength of a penalty term. Details on the
derivation of the incremental displacement update are given in Appendix B.
The displacement update (6.17) is essentially the constrained demons update
[125], differing from it only by using a different form for the stabilisation term and by
only using the gradient of the deformed CT image2. The original demons algorithm
uses ||δµ||2 in the denominator which automatically limits the step size to a maximum
of 0.5 pixels. As the iterations proceed and the maximum likelihood solution is
approached, the values δµ become small, hence a smaller maximum step size would be
more desirable. The use of the stabilising term β/L¨(n)j further reduces the influence
of the vanishing δµ(n)j in later iterations. Unfortunately L¨
(n)
j is count-dependent.
This count-dependency is accounted for by adjusting β such that the incremental
displacement update of (6.17) gives a maximum change of 0.5 voxels in the early
iterations of the MLRR algorithm. The value of β is then kept constant in subsequent
iterations, ensuring that the displacement updates (6.17) will vanish with vanishing
δµj .
When using the acceleration provided by the momentum of the attenuation
updates (using the accelerated estimate δµ(n)∗ defined in (6.15) instead of δµ(n)),
in order to limit the maximum incremental displacement in (6.17) to the defined
maximum, the same acceleration scheme must also be applied to the stabilising term
β/L¨(n). Since β is fixed and L¨(n) changes little with iterations, we alternatively
weight the strength of the regularisation term in each iteration by:
γ(n) = 1 + α(n)γ(n−1) (6.18)
1A bold symbol indicates a three element vector throughout the text.
2The gradient of the moving image is used as opposed to the gradient of the fixed image [130].
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where, γ(0) = 0 and use γ(n)β/L¨(n)j as the modified regularisation term in (6.17).
The task of image registration can also be accelerated by a multi-resolution
registration scheme. A multi-resolution approach offers two advantages: not only
it accelerates the registration process, it also reduces the risk of getting stuck at
possible local maxima of the solution space. However, with a non-rigid motion model,
convergence to the global solution is never guaranteed. In our implementation of
the multi-resolution registration scheme, the incremental displacement update is
estimated in multiple resolution levels in every iteration, where the pixel width in
a coarser level was set to twice that of the finer resolution level. After updating
the incremental displacement fields in each resolution level, the final incremental
displacement field is computed as the composition of the multi-resolution incremental
displacement fields (coarse-to-fine resolution levels), and is used to deform the CT
attenuation image.
In addition to constraining the incremental displacement update to small dis-
placement values by introducing a quadratic penalty term defined in (6.30), we
also favour locally smooth displacement estimates dj by enforcing a fluid-like and
a diffusion-like smoothing on the estimated displacement fields. These approaches
have been previously shown to be very effective for optimisation with the demons
[130]. When computing the non-rigid displacement fields at each resolution level,
the additional regularisation was done by applying a Gaussian smoothing to the
displacement fields, i.e.:
d
(n)
j =
∑
ξ
GFjξd
(n)
ξ (6.19)
D
(n+1)
j =
∑
ξ
GDjξ(D
(n)
ξ + d
(n)
ξ ) (6.20)
where, GF and GD are the fluid-like and diffusion-like regularising Gaussian kernels
[130], [131], respectively. Details about the parameter values used in the experiments
are provided in the simulation designs of section 6.3.
When the activity is fixed and the log-likelihood is treated as a function of voxel
attenuation values, the associated Hessian is negative semi-definite, and therefore,
the only local maximum is the global one [132]. However, when the log-likelihood
is treated as a function of a displacement field, the computation of the Hessian
is challenging, and it seems very likely that there will be multiple local maxima.
Therefore, starting the non-rigid motion estimation from a rigidly aligned attenuation
map would be recommended.
6.3 Experiment Design
The Siemens Biograph mCT scanner specifications [92] (with a radial detector
mashing of 2) were chosen in the simulations. In the 2D simulations, the TOF-PET
data were organised in a 3D sinogram consisting of 200 radial bins of 0.4 cm width,
168 projection angles over 180 deg, and 13 TOF-bins of 312 ps width (which is
sufficient to avoid aliasing artifacts in the reconstructions [3]) with an effective TOF
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resolution of 580 ps. A small discrepancy between the simulation and reconstruction
projectors was introduced by discretising the 2D thorax phantom in an over-sampled
grid of 600×600, and the simulated LORs were subsequently under-sampled (mashed)
as the average of three neighbouring LORs. Both activity and attenuation images
were forward-projected using Joseph’s method [133], where for each TOF-bin the
activity image was weighted by the effective weights of the TOF-bin width and
the TOF-resolution. Activity and attenuation images were then reconstructed in a
200× 200 pixel grid of 0.4 cm width.
In the fully 3D simulation, the TOF-PET emission data were organised in a
5D sinogram consisting of 200 radial bins of 0.4 cm width, 168 azimuthal angles,
9 co-polar angles with 109 planes of 0.2 cm width, and 13 TOF-bins of 312 ps
width. A 3D implementation of the above forward-projection was used to obtain the
5D TOF-PET emission measurements. The resulting 3D activity and attenuation
reconstructions had a 200× 200× 109 voxel grid with a voxel width of 0.4 cm and
0.2 cm in the transaxial and axial directions, respectively.
The above described MLRR images were compared to the reconstructions obtained
with the MLAA algorithm [61], with the aim of revealing similarities and differences
between the joint reconstructions. The goal was not to identify one as the preferred
algorithm. The MLAA reconstructions were initialised with a uniform activity image
and a uniform tissue attenuation image in the phantom/patient support. In order
to eliminate any confounding effects of the scale factor in the reconstructions, the
scale problem in MLAA was fixed by assuming knowledge of the total tracer activity.
The MLRR algorithm is initialised with a uniform activity image, the misaligned
CT-based attenuation image µ† and the identity displacement field for a non-rigid
motion model. Furthermore, the CT attenuation image used in the simulations had
the same image resolution as the true phantoms that were used to create the PET
emission data. In the patient data reconstructions, a Gaussian smoothing of 4 mm
FWHM was applied to the CT image to correct for the difference in PET and CT
system resolutions.
In the following, the activity and attenuation figures are displayed in inverse gray
and gray colour maps, respectively.
6.3.1 2D Simulation
The MLRR and MLAA algorithms were compared in a 2D TOF-PET simulation of a
2D thorax phantom. Figure 6.1 shows the activity and attenuation images with three
(tissue (blue), lung (green), and tumour (red)) contours of the regions of interest
(ROIs) where the reconstructions are analysed in. The figure also shows the two
mismatched CT attenuation images used in the study. The mismatch in the CT1
attenuation image is created by an increase of the size of the lungs, and a change in
the size and location of the simulated tumour lesion. The CT2 attenuation image is
obtained by a rigid transformation of the CT1 attenuation image, i.e. rotation of 30
deg, and a translation of 2.4 cm and 6.0 cm in the horizontal and vertical directions,
respectively.
111
6. Simultaneous Reconstruction of the Activity Image and
Registration of the CT Image in TOF-PET
CT1 CT2
Figure 6.1: 2D activity (column 1) and attenuation (column 2) images of a simulated
thorax phantom. The activity contours define tissue (blue), lung (green), and tumour
(red) regions of interest (ROIs). The two mismatched CT attenuation images used
in the 2D simulation study are shown in columns 3 and 4. CT1 (column 3) differs
from the true attenuation by a non-rigid deformation of the attenuation image, CT2
(column 4) is obtained by a rigid transformation of the CT1 attenuation image.
Reconstructions
MLAA and MLRR reconstructions are compared for noise-free TOF-PET data as
well as moderate-noise and high-noise in the emission data. The moderate-noise
TOF-PET data had an expected maximum count of 50.4 and 146.0 in the TOF-PET
sinogram and its corresponding non-TOF sinogram data bins, for the high-noise data
these count values were 12.6 and 36.5. In this study, the CT2 attenuation image was
used as the mismatched attenuation image. For MLAA, we assumed that the total
amount of activity was known and the MLAA activity reconstructions were scaled in
each iteration accordingly.
The reconstructions are analysed after 5 iterations of 24 subsets of the MLRR
algorithm, where the attenuation image is updated three times for each update of the
activity image (i.e. after each MLEM sub-iteration, three MLTR sub-iterations are
applied). The first iteration estimates the rigid transformation parameters, providing
an initial alignment of the given CT attenuation image. The following 4 iterations
assume a non-rigid deformation model, where the multi-resolution scheme is used
to update the displacement parameters in two resolution levels in each iteration.
A diffusion-like and fluid-like regularisation of the displacement field was obtained
by smoothing the displacement field and its update with a Gaussian of 1.0 and 2.5
pixels FWHM, respectively. The same smoothing regularisation was applied for the
noise-free and the noisy TOF-PET emission data sets. For the MLAA reconstructions,
3 iterations with 24 subsets were applied, again with 3 MLTR sub-iterations for each
MLEM sub-iteration. For the MLEM reconstruction 3 iterations with 24 subsets were
computed. In both MLAA and MLRR, the attenuation is updated more frequently
than the activity because its convergence tends to be slower.
The emission data provide no attenuation information in LORs that do not
intersect the activity distribution. In order to improve the attenuation reconstruction
of MLAA, LOR-values outside the support of the activity distribution were given a
small count in the “blank” (un-attenuated projection of the activity image) and mea-
sured sinograms, which encourages the MLTR algorithm to assign zero attenuation
outside the activity distribution support. For MLRR, the displacement estimation
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was restricted to the voxels within the support of the CT-based attenuation image.
Bias-Variance
We analysed noise properties of the activity reconstructions of both MLRR and MLAA.
First a noise-free data set was computed (with the same expected maximum count
as the high-noise data set of section 6.3.1), which was then used as the expectation
for a pseudo-random Poisson noise generator to generate 100 independent noise
realisations. In this study, the CT2 mismatched attenuation image was used, and
the reconstruction parameters were set as previously described. The results are
reported after 120 updates of MLRR and MLAA activity reconstructions, where all
projection angles were used in every update. For MLRR, a rigid motion model is
used in the first 24 activity updates and a non-rigid motion model is used for the
following 96 updates of the MLRR activity image. The joint activity reconstructions
are compared to MLEM reconstructions with the attenuation sinograms of the true,
CT1, and CT2 attenuation images. We assume that the noise-free reconstructions of
the thorax phantom are a good estimate of the average of noisy reconstructions. Bias
is computed as the average absolute pixel-by-pixel difference between the noise-free
reconstruction and the activity phantom of figure 6.1, and variance is computed
as the squared mean difference from the noise-free reconstructions. We report the
estimated bias as well as the variance of activity reconstructions in the support of
the 2D thorax phantom for 100 different TOF-PET noise realisations.
Convergence Analysis
In order to get more insight into the convergence properties of MLRR, the log-
likelihood of equation (6.1) as well as the root mean square error (RMSE) between the
attenuation reconstructions and the true attenuation image were computed for each
iteration of MLRR. The log-likelihood was normalised by its upper limit defined by
the TOF emission data, i.e. ∑it yit ln yit−yit. The influence of Nesterov’s momentum
acceleration as well as the multi-resolution displacement estimation scheme in MLRR
are analysed in the noise-free and the moderate-noise TOF-PET emission data. A
non-rigid motion model starting from the CT1 mismatched attenuation image was
used in the analysis, and the likelihood and RMSE are plotted for 250 updates of
the attenuation image. In this study, no ordered subsets acceleration was applied,
i.e. all projection angles were used in every iteration.
TOF-resolution
The effects of the TOF-resolution was studied by varying the simulated TOF Gaussian
kernel ranging from 1.2 ns to 0.2 ns FWHM. In order to avoid aliasing artifacts, the
emission data were projected in 40 TOF-bins of 100 ps width. Similar to section
6.3.1, the algorithm is initialised with the CT1 mismatched attenuation image, only
a non-rigid motion model was considered and no ordered subsets were applied during
reconstructions. We report on the likelihood and RMSE obtained after 250 updates
of the attenuation image.
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6.3.2 3D Simulation
The XCAT phantom [134] was used to generate realistic respiratory motion. A
maximum diaphragm motion of 2.0 cm and a maximum anterior-posterior motion of
1.2 cm was used to simulate the breathing cycle, which was gated into 8 (motion-free)
frames. Figure 6.2 shows the activity and attenuation images of the XCAT phantom
frame used in this study as well as the mismatched CT attenuation image which was
chosen from a different frame in the respiratory cycle.
CT
Figure 6.2: Transaxial, coronal and sagittal views through the true activity (left),
true attenuation (centre), and the mismatched CT attenuation (right) images of the
breathing XCAT phantom. The XCAT phantom was gated into 8 respiratory gates,
the true activity and attenuation images, and the mismatched attenuation image
correspond to frames 4 and 2, respectively.
The XCAT phantom was forward projected with the 3D TOF-PET projector, and
Poisson noise was added to the measurements to simulate a 4 min 18F-FDG thorax
scan. The average maximum count of the TOF sinogram and its corresponding
non-TOF sinogram were 10.6 and 28.2, respectively, and the 5D sinogram had a total
of 46 M events. MLRR and MLAA activity and attenuation reconstructions are
then compared. Furthermore, the attenuation reconstruction of MLRR is compared
to a demons [125] registration of the CT attenuation image and the reference
true attenuation of figure 6.2. In the 3D simulation, the displacement estimate of
MLRR was regularised by a diffusion-like smoothing of 1.0 voxel FWHM and a fluid-
like smoothing of 2.5 voxels FWHM. The activity and attenuation reconstruction
comparison of MLAA and MLRR are after 3 iterations of 24 subsets, and the demons
registered attenuation image is obtained after the same number of registration updates
in two resolution levels.
6.3.3 Patient Data
Reconstruction
A clinical 4 min TOF-PET thorax scan (Siemens Biograph mCT) of a patient injected
with 296 MBq of 18F-FDG is reconstructed with MLRR and compared to activity
reconstructions of MLEM. The emission data was acquired 80 minutes post-injection,
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and had a measured true-to-prompt coincidence event ratio of 36%. The additive
contribution of randoms as well as the single-scatter estimate [101] were corrected for
during reconstructions. The displacement estimates were updated as in section 6.3.2.
Gated Reconstructions
The amplitude-based data-driven gating of [135] is used to gate the 4 min 18F-FDG
thorax scan of the patient into 3 respiratory gates. For each gate, we compare the
MLEM activity reconstruction with the CT-based attenuation image to the activity
reconstruction of MLRR, initialised with the same CT-based attenuation image.
6.4 Results
6.4.1 2D Simulation
Reconstructions
An MLEM activity reconstruction with the mismatched CT2 attenuation image is
shown in figure 6.3 together with the joint activity and attenuation reconstructions
of MLAA and MLRR for the noise-free TOF-PET emission data. Figure 6.3 also
shows the attenuation estimates of MLRR (after 1 iteration of 24 subsets) assuming
a rigid transformation model and the non-rigid attenuation estimate of MLRR (the
following 4 iterations of 24 subsets). The MLRR attenuation estimate is comparable
to the attenuation reconstruction of MLAA; however, it differs slightly near rapid
directional changes of the attenuation gradient.
Figure 6.4 shows the MLRR and MLAA activity and attenuation reconstructions
for the moderate-noise and the high-noise TOF-PET emission data. As in the noise-
free case, the MLRR attenuation reconstructions are obtained after an initial rigid
parameter estimation followed by a non-rigid displacement estimation. Since noise
behaves differently in both algorithms, the attenuation reconstructions are visually
different. In MLAA noise directly influences the voxel values whereas in MLRR noise
propagates through the deformation into the position of the anatomical boundaries
(i.e. gradients in the attenuation image), however, the resulting attenuation image
is still piecewise smooth similar to the original CT-based attenuation image. Thus,
implicitly applying a very strong noise suppression to the attenuation coefficients,
except near anatomical boundaries.
At both noise levels, the activity reconstructions of MLAA and MLRR are very
similar. To quantify the accuracy of the reconstructions, two error measures were
used; 1- the mean absolute difference (MAD) and 2- the mean difference (MD) of
the reconstructions. The error terms were computed as:
MAD =
∑
j |ACTj −GTj |∑
j GTj
, MD =
∑
j∈ROIACTj −
∑
j∈ROIGTj∑
j∈ROIGTj
(6.21)
where GT is the ground truth activity distribution (figure 6.1) and ACT was set
to the activity reconstruction of MLRR, MLAA and MLEMCT2, respectively. For
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MLRR
DCT ATT
MLAA
DCTrigid
MLEMCT2
Figure 6.3: The top row shows the activity images produced by MLEM with the
mismatched CT2 attenuation image, by MLRR and by MLAA. The bottom row
shows the deformed CT (DCT) attenuation images of MLRR obtained after the initial
rigid alignment (left) and the final non-rigid alignment (middle), and the MLAA
estimated attenuation image (ATT) where remaining artefacts can be observed at
the boundary of the high activity region of the heart (right). (The mismatched CT2
attenuation image is shown in fig 6.1.)
MLAAMLRR DCT ATT
Figure 6.4: Activity (columns 1 and 3) and attenuation (columns 2 and 4) recon-
structions of MLRR and MLAA for the moderate-noise (top) and high-noise (bottom)
TOF-PET emission data.
the reconstructions of figure 6.4, the mean absolute difference of MLRR and MLAA
were 28.9% and 26.5% for the moderate-noise activity reconstructions and 51.1% and
48.8% for the high-noise simulations, respectively. The same measure of error was
42.8% and 50.6% for the MLEM reconstruction with the mismatched CT attenuation
image. Table 6.1 reports on the mean difference (MD) errors obtained in the ROIs
defined in figure 6.1. Although the MLRR and MLAA produce similar error terms
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in the defined ROIs, the results could still be affected by a difference in convergence
of the two methods.
Table 6.1: Mean difference (MD) errors of different regions of interest (ROIs) for
MLRR/MLAA activity reconstructions and the ground truth activity of figure 6.1.
Tumor ROI Tissue ROI Lung ROI
MLRR MLAA MLRR MLAA MLRR MLAA
noise-free (%) 7.0 2.9 2.6 0.6 1.9 −0.7
moderate-noise (%) −4.0 −1.6 −6.9 −4.8 2.4 −3.9
high-noise (%) −3.0 −10.1 −6.1 −7.5 −0.8 −0.3
Bias-Variance
Figure 6.5a shows the bias and variance properties of MLRR and MLAA activ-
ity reconstructions compared to reference MLEM reconstructions with the true
(MLEMTrue), CT1 (MLEMCT1), and CT2 (MLEMCT2) attenuation images. As
expected, the misalignment of the CT can strongly influence bias in the emission
reconstructions. Interestingly, after changing from a rigid motion model (prior to the
kink in the curve) to a non-rigid motion model, bias and variance values for MLRR
and MLAA are similar. Figure 6.5a suggests that similar bias should be expected by
both MLRR and MLAA at a matched variance level. Furthermore, figure 6.5b shows
the scatter plots of the MLRR/MLAA and the MLEM mean and variance activity
reconstructions of the 100 noise realisations, where linear regression was applied to
quantify image similarities. For both the mean and the variance images, slightly
better similarity measures (slope q, coefficient of determination r2) were computed
for MLRR than for MLAA compared to the reference MLEM mean and variance
images.
Convergence Analysis
Figure 6.6 shows the normalised likelihood (6.1) and the RMSE values for 250 updates
of the MLRR algorithm where no subsets were used for the estimation of the MLTR
attenuation update. The two measures are computed with no acceleration and a
registration in only the finest resolution level (MLRR). The results are then compared
to the results obtained by using Nesterov’s momentum (MLRR+), registration in
two resolution levels in each iteration (MLRRMR), and the combined acceleration
and multi-resolution scheme (MLRRMR+). Although monotonicity of the likelihood
cannot be guaranteed in MLRR, the likelihood has increased in each iteration in all
simulated cases. In all simulations, the reconstructions accelerated by Nesterov’s
momentum achieve a higher likelihood and a lower RMSE than the non-accelerated
MLRR reconstructions. Furthermore, the joint utilisation of Nesterov’s momentum
together with multi-resolution registration scheme provides an increased level of
convergence with the least amount of error. It should also be mentioned that applying
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(a) Bias and variance of MLRR and MLAA
activity reconstructions compared to MLEM
activity reconstructions with the true, CT1,
and CT2 attenuation images. The curves are
produced by varying the number of iterations.
(b) MLAA-MLEM (left) and MLRR-MLEM
(right) scatter plots of the mean (top) and the
variance (bottom) of the activity reconstructions
(obtained after 120 updates) for the 100 noise real-
isations. Linear regression (slope q, coefficient of
determination r2) was applied to the data-points
of each plot to analyse the image similarities.
Figure 6.5: Results of the noise realisation study, (a): bias and variance curves, (b):
MLRR and MLAA scatter plots.
ordered subsets lead to further acceleration of the algorithm; however, the decrease
in the RMSE values was no longer monotonic.
TOF-Resolution
Figure 6.7 shows the estimated likelihood and the RMSE of the reconstructed activity
images compared to the ground truth activity image of figure 6.1. It can be observed
that as the TOF-resolution improves so does the convergence of the MLRR algorithm.
Analysing the RMSE for different sets of fluid-like and diffusion-like regularisation
of the estimated displacements, we found that the fluid-like regularisation had a
minimal effect on the RMSE values, whereas the diffusion-like regularisation could
cause instabilities most likely occurring at discontinues of the gradient image of the
attenuation.
6.4.2 3D Simulation
Figure 6.8 shows the MLRR and MLAA activity reconstructions as well as the
MLEM activity reconstructions with the true attenuation image (MLEMTrue) and
the mismatched CT (MLEMCT) image which was chosen from a different respiratory
frame. As expected, the MLEM reconstruction suffers from motion artifacts (most
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Figure 6.6: Normalised log-likelihood of (6.1) (left) together with the RMSE (right) of
the attenuation estimates of MLRR for noise-free (top) and moderate-noise (bottom)
TOF-PET emission data.
Figure 6.7: Normalised log-likelihood of (6.1) (left) together with the RMSE (right)
of the activity reconstructions of MLRR for the noise-free TOF-PET emission data
with a varying TOF Gaussian resolution of 1.2 ns to 0.2 ns FWHM.
pronounced near the dome of the liver), and the joint activity reconstructions
of MLAA and MLRR are comparable to the MLEM reconstruction with the true
attenuation image (MLEMTrue). The figure also shows the attenuation reconstruction
of MLAA (ATT) and the attenuation estimate of MLRR (DCT) together with a
registered demons attenuation image. Although the attenuation reconstruction of
MLAA is sufficient for attenuation correction, the attenuation details are lost due to
the amount of noise in the data. In contrast, the MLRR attenuation estimate has
the benefit of producing an aligned attenuation estimate while roughly maintaining
the resolution of the mismatched CT attenuation image. Visual inspection shows a
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good agreement between MLRR attenuation image and the true attenuation image.
MLEMCT
CT
MLEMTrue
demons
MLRR
DCT
MLAA
ATT
Figure 6.8: Activity (top) and attenuation (bottom) reconstructions of the XCAT
phantom. The MLRR (column 3) and MLAA (column 4) activity reconstructions are
compared to activity reconstructions of MLEM with the mismatched CT (column 1 -
top) and the true attenuation image (column 2 - top). The CT (column 1 - bottom)
and the registered demons (column 2 - bottom) attenuation images are shown as
reference. For the true attenuation image, see figure 6.2 (centre column).
6.4.3 Patient Data
Reconstruction
Figure 6.9 shows the MLEM activity reconstruction together with the MLRR and
MLAA activity and attenuation reconstructions of the 4 min 18F-FDG patient scan.
The reconstructions are obtained after 3 iterations of 24 subsets, and the activity
reconstructions are post-smoothed by a Gaussian of 0.4 cm FWHM. The shadow-like
artifacts (more pronounced near the dome of the liver and the lateral wall of the heart)
in the MLEM activity reconstruction suggest slight mismatch between the CT and
the average attenuation image that has affected the TOF-PET emission data. The
reconstructed attenuation image of MLRR (and MLAA) supports this claim, where
the boundary of the liver is shifted upward and hence the activity reconstruction of
MLRR (and MLAA) seems free of the shadow-like artifacts. It has been shown that
TOF-PET is more robust than non-TOF PET to errors in the attenuation image [13].
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Hence, to better reveal the presence of possible attenuation mismatches, non-TOF
data were produced by summing all TOF-bins and reconstructed with non-TOF
MLEM using the different attenuation maps. The comparison of these non-TOF
MLEM images based on the CT, the deformed CT of MLRR (DCT) and the MLAA
(ATT) attenuation images provide more evidence that the alignment of attenuation
image has been improved by the joint estimation methods.
MLAA
NTMLEMATT
ATT
MLRR
NTMLEMDCT
DCT
MLEM
NTMLEMCT
CT
Figure 6.9: Transaxial, coronal and sagittal slices through the activity (top) re-
constructions of MLEM (left), MLRR (centre) and MLAA (right) shown together
with the CT-based attenuation (middle-left), the MLRR deformed-CT attenuation
(middle-centre) and the MLAA attenuation (middle-right) reconstruction. The
non-TOF (intensifying motion-induced artifacts) MLEM activity reconstructions
(bottom) with the CT-based (left), MLRR deformed-CT (centre) and the MLAA
(right) attenuations are shown for reference.
Gated Reconstructions
Figure 6.10 shows the MLRR reconstruction of the same 4 min 18F-FDG patient scan
when the emission data was gated into 3 respiratory gates. As before, the reconstruc-
tions are obtained after 3 iterations of 24 subsets and the activity reconstructions are
post-smoothed by a 0.4 cm FWHM Gaussian kernel. It is interesting to see that the
position of the lung-liver boundary differs for the attenuation reconstruction of each
gate, and that the MLRR activity reconstructions seem to be free of the shadow-like
artifacts observed in the MLEM activity reconstruction close to the boundary of the
liver. Although the shadow-like artifacts near the lateral wall of the heart seem to
be reduced in the MLRR activity reconstruction, there are some remaining artifacts
which are observed in both MLRR and MLAA activity reconstructions which we
attribute to the cardiac motion.
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DCT3-CT
GATE 3
DCT2-CT
GATE 2
DCT1-CT
GATE 1
ATT3MLAA3ATT2MLAA2ATT1MLAA1
DCT3MLRR3DCT2MLRR2DCT1MLRR1
Figure 6.10: Results for the gated TOF-PET emission data. The superscripts denote
the gate number. For each of the three gates, the following images are shown: MLRR
activity and attenuation images (centre row), the MLAA activity and attenuation
images (bottom row) and the difference between the MLRR attenuation image and
the original CT-based attenuation (top right).
6.5 Discussion
Time-of-flight PET has attracted a lot of interest among researchers due to the
desired properties of the emission reconstructions from TOF-PET data [13], e.g. faster
convergence rate, improved contrast-to-noise ratio, robustness to possible inaccuracies
in normalisation and attenuation factors, etc. More recently a systematic study on
a population of clinical patient scans [136] has shown that TOF reconstructions
substantially improve the quantitative accuracy of tracer distribution as a result of
the TOF robustness to possible imperfections. Since it was shown that the TOF-PET
emission data provide information about the attenuation that is not available in non-
TOF data [13], [56], [58], the topic of joint activity and attenuation reconstruction
from TOF-PET data has gained increased attention. In addition to the desired
properties of TOF-PET reconstructions, the joint reconstruction methods provide a
novel approach to activity and attenuation alignment in case of between-scan and
in-scan motion.
Although methods have been proposed that make use of the invaluable CT [104]
or MR [56], [109] data, the methods assume a perfect activity and attenuation
alignment. In this contribution we use the available CT-based attenuation images
and non-rigidly align them to the emission data. By doing so we obtain aligned
attenuation images while approximately preserving the resolution and signal-to-noise
ratio of the CT-images. Furthermore, since the CT-based attenuation images are
pre-corrected for the appropriate photon energy of 511 keV, no extra handling of the
data is required to correct for the unknown scale in the joint estimation problem [58].
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The proposed MLRR algorithm builds on the MLAA algorithm by replacing
the update of the attenuation image by estimating transformation parameters that
produce the required attenuation update. For each MLAA sub-iteration (with a 1:3
activity to attenuation update ratio), a total of 16 (back/)projections are required
which only 2 are TOF (back/)projections. For reference, each MLEM sub-iteration
involves only 2 TOF and 1 non-TOF (back/)projection operations. In addition to
the same number of (back/)projections as MLAA, MLRR requires 3 incremental
(rigid/nonrigid) motion estimations per iteration. In our implementation of the
algorithm, each iteration of the MLRR algorithm roughly takes twice as long as an
MLAA iteration.
The method was accelerated by using Nesterov’s momentum which makes use
of the previous attenuation update as well as the current update of MLTR. Our
use of the momentum method is empirical, since it was used here to accelerate the
MLTR algorithm, ignoring the fact that MLTR was interleaved with updates of
the deformation. Nevertheless, it was found to yield a very significant acceleration.
The effects of using Nesterov’s momentum as well as the multi-resolution approach
were investigated by means of the log-likelihood function and the RMSE of the
MLRR attenuation reconstructions (figure 6.6). The convergence analysis showed a
monotonic increase/decrease in the log-likelihood/RMSE values in the simulations.
However, we should note that Nesterov’s acceleration method is known to be non-
monotonic. We anticipate that with a better TOF-resolution, a similar improvement
would be expected for MLRR reconstructions as with MLAA reconstructions reported
in [61].
In our experience and in the case of a non-rigid motion model, we were able
to achieve stable results provided that the incremental displacement updates were
small and locally smooth. The use of a multi-resolution scheme further improves
the stability of the non-rigid registration. Although the proposed non-rigid update
of (6.17) is count dependent, it reduces the influence of the vanishing attenuation
updates in later iterations. We found the update of (6.17) to be better suited than
the original regularised demons update with a fixed maximum displacement update
in each iteration [130]. We do not expect problems due to the count-dependency of
(6.17) in clinical practice as the strength of the quadratic regularisation (β) of the
estimated displacement field could be computed from the initial iterations to give
the desired maximum update of the displacement fields.
In this study, the Gaussian fluid-like and diffusion-like smoothing parameters
were chosen empirically; however, similar to [137], a more extensive study is still
required to optimise and to analyse the effect of the smoothing parameters on the
estimated displacement field and on the quantitative accuracy of the reconstructed
activity image. As illustrated in figure 6.4, noise on the emission data propagates
into the MLRR attenuation map as uncertainties on the position of the contours in
the deformed attenuation image. The results of the 2D noise analysis (figure 6.5)
showed that noise propagation has no adverse effect on the noise in the reconstructed
activity image. However, for some applications, e.g. when the deformed CT would
also be used for defining regions of interest, it may be desirable that the deformation
of the CT is as realistic as possible. For such applications a stronger constraining
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may be needed than the one we have applied in our experiments.
In the clinical patient scan, MLRR was able to produce an aligned attenuation
image which effectively removed parts of the shadow-like artifacts observed in the
MLEM activity reconstruction. The shadow-like artifacts which were observed above
the dome of the liver were also absent in the MLRR activity reconstruction of the 3
respiratory gates; however, artifacts were still present near the lateral wall of the
heart. We attribute this to the cardiac motion, present in each respiratory phase.
MLRR produced a fairly large deformation near the lateral wall. We assume this
deformation minimises the inconsistencies due to the cardiac motion. It is likely that
these inconsistencies can not be eliminated entirely, since there is no stationary object
that can explain the attenuation produced by an active and attenuating object which
moved during the acquisition [70], [138]. Otherwise, the deformations produced by
MLRR seem to be well in agreement with respiratory motion.
The registration step in the MLRR algorithm preserves the CT attenuation
intensities, and is not mass preserving. The effects of utilising a mass preserving algo-
rithm, and its comparison to the current intensity preserving algorithm remains to be
studied. Furthermore, applying additional constraints on the estimated deformation
field such as the ones which enforce local rigidity might provide a tool to better
reflect internal motion. With the recent developments and interest in simultaneous
PET/MR systems, adapting the method to also use the anatomical information
gathered from the MR by combining MLRR (i.e. jointly estimating deformation and
activity) with Salomon’s approach [56] (i.e. jointly estimating a small number of
attenuation values and activity) could be fruitful.
6.6 Conclusion
The MLRR algorithm was proposed to make use of the high quality CT image
and to iteratively reconstruct the activity image while deforming the CT-based
attenuation image. Our 2D and 3D simulations indicate that the method is able
to produce aligned activity and attenuation reconstructions similar to MLAA, with
two advantages: the missing scale problem is solved automatically by using CT-
based attenuation coefficients, and the resulting attenuation image is “almost free of
noise”. Furthermore, the improved alignment of CT and PET might also benefit the
diagnostic value of the image pair, which remains to be investigated. However, some
constraining of the estimated motion parameters is required to avoid inaccuracies
observed mostly at high gradients of the attenuation image. The noise analysis
showed that the corresponding activity reconstructions of MLRR were comparable to
the ones produced by MLAA in terms of bias and variance. As expected, the activity
reconstructions of the clinical scans produced by MLRR suffer less from motion-
induced or mismatch artifacts than the reference MLEM activity reconstructions.
In addition, the attenuation results of the gated patient data are in agreement with
expected breathing motion.
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6.7 Appendix A
Given the time-of-flight PET emission data yit, the variables L˙ and L¨ in (6.5) can
be computed from the Poisson log-likelihood (6.1) to give the MLTR attenuation
update as:
L˙j =
∂L
∂µj
=
∑
it
lij(y¯it − yit)(1− sit
y¯it
)
=
∑
i
lij
(
(y¯i − yi)−
∑
t
(y¯it − yit)sit
y¯it
)
(6.22)
≈
∑
i
lij(y¯i − yi)(1− si
y¯i
) (6.23)
L¨j =
∑
k
∂2L
∂µj∂µk
= −
∑
k
∑
it
lijlik(y¯it − sit)(1− yitsit
y¯2it
)
≈ −
∑
i
lij
(
(y¯i − si)−
∑
t
(y¯it − sit)sit
y¯it
)∑
k
lik (6.24)
≈ −
∑
i
lij(y¯i − si)(1− si
y¯i
)
∑
k
lik (6.25)
where, approximation (6.24) is achieved by assuming that the fraction yit/y¯it ≈ 1,
and since it is imposed in computing L¨ (the denominator of the MLTR attenuation
update) it only influences the convergence speed of the algorithm. Approximations
(6.23) and (6.25) are achieved by assuming that the fraction sit/y¯it is roughly
independent of the TOF-bin t, and can be replaced by the non-TOF fraction si/y¯i.
This approximation eliminates the summation over the TOF index for both L˙ and
L¨. Since our approximation is exact for sit = 0, we can expect it to be a good
approximation for small sit. In cases where this is not so, the approximation does
not affect the final solution (since in the noise-free case the problem of attenuation
estimation has the same solution for non-TOF as well as for TOF emission data);
however, it may adversely affect the noise propagation. The advantage of the
approximation is that it reduces the computation time for the attenuation update.
Although the use of the TOF data has been suggested for the attenuation update
in the joint estimation frame-work [110], in our experiments the TOF information
was ignored to reduce the computation time. The combination of (6.23) and (6.25)
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which we used, is the standard non-TOF MLTR update with an additive contribution
[124].
6.8 Appendix B
In this section, with some approximations we derive the displacement update (6.17)
justifying the use of the demons algorithm [125] to update the deformation field.
We parameterise the transformation by a displacement field, i.e. the deformation
parameters Θ now consist of a vector Dj = (Dxj , D
y
j , D
z
j ) for every voxel j, and
focus on the estimation of the displacement field that non-rigidly deforms µ† to an
attenuation image that agrees best with the TOF-PET emission data according
to the Poisson likelihood. The derivative in (6.9), with respect to an incremental
displacement field d at voxel j, can now be approximated by:
∂δµk[d]
∂dj
= ∂µk[D
(n) + d]
∂dj
≈ (∇µ[D(n)])jδjk (6.26)
where (∇µ[D(n)])j is the gradient of the deformed attenuation image at voxel j
with respect to the image coordinates (x, y, z), and δjk is the Kronecker delta. This
approximation assumes that the value in a pixel is independent of the deformation
in other pixels. In reality however, there will be some dependence on neighbouring
voxels due to unavoidable interpolations.
Furthermore, using the first order Taylor series expansion of µj [D(n) +d] together
with (6.26) we find3:
δµj [d] ≈ (∇µ[D(n)])jdj (6.27)
Inserting (6.26) and (6.27) in (6.9) we obtain:
∂S˜
∂dj
= (L˙(n)j + L¨
(n)
j (∇µ[D(n)])jdj)(∇µ[D(n)])j = 0 (6.28)
The solution of (6.28) is not unique. By taking the minimum norm solution (the
same choice was made in [125], [130]) an incremental displacement dj is estimated
in the direction of (∇µ[D(n)])j , which reduces the problem to a set of 1D problems
with solution
d
(n)
j = −
(∇µ[D(n)])j
‖(∇µ[D(n)])j‖2
L˙
(n)
j
L¨
(n)
j
= (∇µ[D
(n)])j
‖(∇µ[D(n)])j‖2
δµ
(n)
j (6.29)
where δµ(n) is the attenuation update of MLTR (6.5). Equation (6.29) is the
unconstrained optical flow equation commonly used in image registration methods.
Since the registration problem is highly under-determined, it is often necessary
to regularise the estimated displacement fields. This is typically achieved by adding
3In this context all vector multiplications are inner products.
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a penalty term that favours smaller values of displacements dj . Adding a quadratic
penalty term to the surrogate function (6.9), we have:
S˜reg(µ[D + d], y) = S˜(µ[D + d], y)−
∑
j
1
2β‖dj‖
2 (6.30)
where β determines the strength of the penalty term. With the same approximations,
the incremental displacement update is then given in (6.17), where β/L¨(n)j helps to
stabilise the incremental displacement estimate d(n) at low gradient values of the
deformed attenuation image.
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Joint reconstruction of activity
and attenuation in
Time-of-Flight PET: A
Quantitative Analysis
A. Rezaei, C. Deroose, T. Koesters, K. Salvo, M. Defrise, F. Boada, and J. Nuyts,
“Joint Reconstruction of Activity and Attenuation in Time of Flight PET: A Quanti-
tative Analysis”, Journal of Nuclear Medicine, In–preparation,
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Abstract
Joint activity and attenuation reconstruction methods from time of flight (TOF)
positron emission tomography (PET) data provide an effective solution to attenuation
correction when no (or incomplete/inaccurate) information of the attenuation is
available. One of the main contributors to limiting their use in clinical practice is
the lack of validations of these methods on a relatively large patient database. In
this contribution, we aim at validating the activity reconstructions of the maximum
likelihood activity and attenuation reconstruction (MLAA) algorithm on a whole body
patient data set. By avoiding the scale problem (for now) of MLAA algorithm, we
present a quantitative comparison of the joint reconstructions to the current clinical
gold-standard maximum likelihood expectation maximization (MLEM) reconstruction
with CT-based attenuation correction. Methods: The whole body TOF-PET
emission data of each patient data set is processed as a whole to reconstruct an activity
volume covering all the acquired bed positions, which helps to reduce the problem
of a scale per bed position to a global scale for the entire activity volume. Three
reconstruction algorithms are used: MLEM, MLAA and the maximum likelihood
activity reconstruction and attenuation registration (MLRR). The reconstruction
results are then analyzed with different scatter estimates: the single scatter simulation
(SSS) estimate, the tail-fitted SSS (TF-SSS) estimate and a maximum likelihood
scaling of the SSS (ML-SSS) estimate to the emission data. The results are then
compared in different regions of interest. Results: We find that an inaccurate
scatter estimate can produce significant bias in the reconstructions, which can be
different for different reconstruction algorithms, complicating the validation of MLAA
versus MLEM. Using a Monte-Carlo simulation of the NEMA IEC phantom, we
find that a global under-estimation of 17.3% of the tracer activity was reduced
to 0.9% when using the ML-SSS scatter estimate. Furthermore, the use of the
ML-SSS scatter estimate showed improvements in occasionally observed artifacts
in clinical scans and improved agreement between the images reconstructed using
the different algorithms. The joint reconstructions provide better quantification in
case of PET and CT misalignments caused by patient motion. We also find that
misalignments between the PET and the CT could cause inaccuracies in the shape
of the single scatter estimate, and hence deteriorate the quantitative accuracy of the
reconstructions. Conclusion: Joint activity and attenuation estimation methods
provide a useful means to estimate the tracer distribution in cases where CT-based
attenuation images are not available or are subject to misalignments. With an
accurate estimate of the scatter contribution in the emission measurements, the joint
TOF-PET reconstructions are within clinical acceptable accuracies.
7.1 Introduction
Since it was shown that the time of flight (TOF) positron emission tomography
(PET) data provide information about the attenuating medium of the emission
data [56], [58], a number of algorithms have been developed that exploit the added
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information available with TOF. The majority of the newly developed methods
aim at simultaneously reconstructing an activity and an attenuation image from
the TOF-PET emission data [61], [121], [139]. Furthermore, a number of methods
have been proposed which avoid the reconstruction of the attenuation medium and
attempt to estimate the attenuation correction values which more directly influence
the TOF emission measurements [65], [66], [109].
It is known that information available by TOF emission data does not allow a
quantitative assessment of the reconstructed distribution of activity, as TOF-PET
data determine the activity distribution up to a constant scale [58]. This limiting
factor might be the main reason why the use of joint estimation methods has not yet
been introduced in clinical practice. Recently, methods have been proposed that take
advantage of available computed tomography (CT) images of the patient [68], [104],
which is commonly available in the state-of-the-art TOF-PET/CT systems. Where
the method introduced in [139] aims at completing the sinogram of the attenuation
correction factors for planes for which no CT measurements are available, the method
introduced in [68] aims at deforming the CT-based attenuation image to correct
for any possible mismatch between the CT and PET acquisitions. As a result of
using the energy-adjusted CT images in the joint reconstruction framework, the
scale problem is automatically overcome. Apart from these methods which use the
added information of the CT, other scale correction techniques for joint activity and
attenuation reconstructions exist in the literature which include: methods that use
tissue prior maps and utilize (during reconstruction) an intensity prior on expected
tissue values being reconstructed [121], methods which attempt to solve the problem
by adding transmission sources in the scanner [104], [140] or by using the LSO
background radiation source as the transmission source [119], and methods which
ambitiously try to determine the scale from the scattered events in the emission data
[141].
Another limiting factor for the use of joint reconstruction methods in clinical
practice is the lack of a comprehensive validation of these methods on a large patient
database. Although studies have been performed on a number of patient data sets,
the studies have been mainly restricted to 3D simulations often even ignoring some
of the data corrections routinely done in clinical practice (e.g. scatter/randoms
corrections). An initial study was done in [138] where after taking the scale problem
into account, the results of the joint estimation method were found to be similar to
the gold-standard without the effects of motion. It was found in [120], [121], [142]
that the joint reconstruction results outperform methods which utilize an MR-based
attenuation correction scheme for attenuation correction of the TOF-PET emission
data. The studies demonstrated that the joint reconstruction methods were able
to remove some MR-related artifacts which otherwise propagate into the emission
reconstruction. In a more recent study [143], the joint estimation methods were
analyzed in a retrospective cardiac study on a relatively bigger patient data base.
As expected it was found that the joint reconstruction method proposed was able to
remove possible PET/CT mismatch and furthermore demonstrated that the activity
reconstructions could potentially be influenced by the presence of CT mismatch in
the scatter estimation procedure.
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In this study we perform a quantitative analysis of the joint reconstructed activity
images comparing them to the current clinical gold-standard (i.e. MLEM with a
CT-based attenuation correction of the emission data), on a set of whole body patient
scans. Because the joint estimation methods have more degrees of freedom to explain
the same TOF-PET emission data than our gold-standard MLEM reconstruction,
we try to identify and avoid possible sources of errors that might influence this
comparison. The paper is organized as follows, in section 7.2 we describe the
reconstruction and image analysis parameters. Using a Monte-Carlo simulation
of a NEMA-like phantom we analyze the effects of an inaccurate scatter scale on
the emission reconstructions. In addition to this, the effects of a mismatched CT
attenuation image directly on the reconstructions and indirectly through the scatter
shape is also analyzed by means of activity reconstructions of different organs. The
results are presented in section 7.3 and discussed in section 7.4.
7.2 Materials and Methods
7.2.1 Data Acquisition and Processing
A total of 23 whole body 18F-FDG patient scans were acquired using the Siemens
Biograph mCT scanner [92]. On average each patient was injected with 550 MBq
of the 18F-FDG tracer and scanned approximately one hour post-injection. The
emission data were acquired in 5-8 different bed positions, each scanned for 120 s
per bed position. The data were collected in 5D sinograms in the native Siemens
format consisting of 400 radial bins of 2.005 mm width, 168 azimuth angles over 180
degrees, 621 planes of 2.027 mm width (with the first 109 planes being the direct
planes (segment 0) and the rest the oblique planes (segments ±1, ±2, ±3, ±4)), and
13 TOF-bins of 312 ps width. The e7tools provided by Siemens were used to process
the raw data and to generate the expected scatter and randoms contribution of the
emission measurements.
7.2.2 Reconstructions
Similar to [144] a virtual scanner was designed allowing to simultaneously recon-
struct the TOF-PET emission data acquired over all the bed positions. Prior to
reconstruction, the data were mashed in the radial direction with a mashing factor
of 2, and the activity and attenuation images were consequently reconstructed in a
200× 200 voxel grid of 0.40724 cm width transaxially and up to 543 planes of 0.2007
cm width axially. The TOF resolution of the scanner was modelled as a Gaussian
with 580 ps FWHM.
In this study, three algorithms were used to analyze the tracer distribution
uptake; 1) maximum likelihood expectation maximization (MLEM) which makes
use of the available CT-based attenuation correction values, 2) maximum likelihood
activity and attenuation (MLAA) which reconstructs an activity image together
with an attenuation image directly from the emission data [61], and 3) maximum
likelihood activity reconstruction and attenuation registration (MLRR) which aims
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to reconstruct an activity image while deforming an available CT-based attenuation
image (DCT) such that the pair of images best fit the measurements [68].
In the case of MLAA, the activity and attenuation reconstructions are obtained
after 5 iterations of 24 subsets where the attenuation image was updated three
times for each update of the activity reconstruction. The algorithm was initialized
with uniform activity in the field of view (FOV) and uniform tissue attenuation
(0.095 cm−1) in the patient support determined from CT. In order to eliminate any
confounding effects of the scale factor in the reconstructions, the scale problem in
MLAA was fixed by imposing the total tracer activity of the MLEM reconstruction
within the support of the CT-based attenuation image. The MLRR reconstructions
are obtained after 3 iteration of 24 subsets, with a 3:1 attenuation deformation to
activity update ratio in each subset. A uniform activity image inside the FOV is
used to initialize the algorithm together with the zero vector displacement field. The
displacement field is only updated inside the patient support and is regularized by
a fluid-like and diffusion-like regularization. Because the convergence of MLRR,
MLAA and MLEM may be different, “standard” activity images are produced by
standard MLEM reconstructions (3 iterations of 24 subsets) using the MLRR and
MLAA estimated and the CT-based attenuation sinograms 1. In all cases the final
activity reconstruction was post-smoothed with a Gaussian of 6 mm FWHM. The
list of reconstruction acronyms can be found in table 7.1.
Table 7.1: List of reconstruction acronyms. X represents MLEM, MLAA or MLRR
activity reconstuctions.
XGT ground truth (GT) activity reconstruction
XTF activity reconstructions using the tail-fitted (TF) SSS estimate
XML activity reconstructions using the maximum-likelihood (ML) SSS estimate
7.2.3 Image Analysis
The activity reconstructions are then compared and evaluated in different regions.
A separate mask is generated by segmenting the bladder, liver, heart, a lumbar
vertebra and some tumor/inflammatory lesions with high local tracer uptake in our
patient database. These organ masks were generated by thresholding the MLAA
reconstructed activity image with an ML scaling of the SSS estimate of the scatter
(MLAAML). For the delineation of the lumbar vertebra, the CT-based attenuation
image was also used. The bladder and the lumbar vertebrae regions (REG1) were
chosen to report on the behaviour of the algorithms in regions with no significant
patient motion. The liver region (REG2) was chosen as its activity is typically used
as reference, and is occasionally subject to between-scan motion. The heart region
as well as the tumor/inflammatory lesions (REG3) are the clinically relevant regions
in patient studies, which are typically subject to significant in-scan patient motion
1In the following we will still refer to the MLEM with MLAA and MLRR generated attenuation
sinograms as MLAA and MLRR activity reconstructions, respectively.
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In our REG1 comparative analysis of the activity distributions, we compare the
MLEM and MLAA reconstructions considering three scenarios: reconstructions with
the single scatter simulation (SSS) estimate, the tail-fitted SSS (TF-SSS) estimate,
and an ML-scaled SSS scatter (ML-SSS) estimate (details provided in section 7.2.4).
It should be noted that TF-SSS is the Siemens standard estimate of the expected
scatter, and the SSS is the same except that the scatter scale factors of the direct
planes are forced to 1 (avoiding the scatter tail-fitting). For the following two studies
(i.e. analysis of REG2 and REG3), in addition to a comparison of the MLEM and
MLAA results we also compare the MLRR and MLAA reconstructions aiming at
removing possible errors due to the CT attenuation mismatch. In addition to this,
by using the DCT attenuation reconstruction of MLRR to estimate the SSS estimate
we try to remove remaining errors due to the possible CT/PET mismatch in the
scatter estimate. The reported results of REG2 and REG3 are all for reconstructions
with the ML-SSS estimate. The list of image analysis acronyms are presented in
table 7.2.
Table 7.2: List acronyms used for image analysis.
EMAA comparison of MLEM and MLAA activity reconstructions
RRAA (CT) comparison of MLRR and MLAA activity reconstructions obtained
with the CT-based ML-SSS estimate
RRAA (DCT) comparison of MLRR and MLAA activity reconstructions obtained
after recomputing the ML-SSS estimate using the DCT attenuation
of MLRR
7.2.4 ML Scatter Scaling
The SSS estimate produced with e7tools provides an estimate of the expected scatter
only in direct planes. It is assumed that the scatter estimates of the direct planes
provide an adequate estimate of the scatter in the oblique planes. Given the SSS
scatter estimate of the direct planes s†, the expected scatter is estimated for all
sinogram planes as:
sipt = X T (αds†idt) (7.1)
where sipt is the 4D sinogram of the expected scatter for LOR ip and TOF-bin t,
where p ∈ [1, 621] denotes the 4D sinogram plane index. The 4D expected scatter
sinogram is computed by expanding s†idt at the direct LOR id and TOF-bin t, where
d ∈ [1, 109] denotes the direct planes of the rebinned sinogram plane index2, X is the
single slice rebinning operator and T denotes a matrix transpose. αd is the scaling
factor for the direct plane d that we have introduced, and is set to 1 for the SSS
estimate.
2 In the case of multiple bed acquisitions the range of the direct plane index is increased by the
number of direct planes covered by the 4D acquisitions of all bed positions.
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Assuming Poisson statistics on the emission data yipt, one can iteratively estimate
the scatter scaling values as in [69] by:
α
(n+1)
d =
α
(n)
d∑
idt
X (sipt)
∑
idt
X (sipt
yipt
y¯ipt
) (7.2)
where (n) is the iteration and y¯ is the expected emission counts. The αd scales are
computed for all the direct planes d (as also done by TF-SSS) simultaneously with
the standard MLEM reconstruction of the emission data by sequentially updating
the ML scatter scales and then the activity distribution (and therefore y¯).
7.2.5 Monte Carlo Simulation Study
A Monte Carlo simulation study was conducted on a NEMA-like phantom with the
Siemens Biograph mCT scanner specifications to analyze the ML scaling of [69] and
to get more insight into differences between the activity reconstructions of MLEM
and MLAA. The emission data was processed by the Siemens tools, which provides
the TF-SSS estimate. In this simulation, no randoms events were modelled. Since
the simulation provides the actual single and multiple scatter estimates within the
data, a least-squares fit of the TF-SSS to the true scatter estimates will be considered
as the ground truth for the ML scatter scaling described in section 7.2.4. The ML
scatter scaling was initially done with no radial mashing of the emission data. A
radial mashing of 2 and 4 was used to analyze the accuracy of the ML scatter scales
estimate which were later compared to the ground truth (GT) fit of the scatter scales.
The GT scatter estimate was computed with a least squares (LS) fit as follows:
αGTd =
∑
idt
X ((sSGLipt + sMLTipt ) ∗ sipt)∑
idt
X (s2ipt)
(7.3)
where sSGL and sMLT are the single and multiple scatter estimates in the emission
data.
The ML scatter scales are computed jointly with an MLEM reconstruction of the
activity using 3 iteration of 24 subsets. Following the estimation of the ML scatter
scales, two sets of MLEM and MLAA activity distributions are reconstructed with
the TF-SSS and the ML-SSS estimates, respectively. The reference activity image
(that the reconstructions were compared to) was obtained by applying MLEM and
MLAA to the true prompts (non scattered and non random events) in the emission
data.
7.3 Results
7.3.1 Monte Carlo Simulation Study
Figure 7.1 shows the final scatter scales estimated after 72 updates, as well as the
progression of the scales of 5 direct plane with each update. Since the GT-SSS
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and the ML-SSS were computed using the (already scaled) TF-SSS, the GT-scale
factors in figure 7.1 reveals that the tail fitting of the SSS estimate has overestimated
the scatter in the emission data by roughly a factor of 2. As reported in [145],
the ML-procedure tends to produce a more accurate estimate of the scatter scale
(and hence a better ML-SSS) when the emission data are mashed and subsequently
reconstructed in a coarser (transaxial) voxel grid. It seems that only after 25 updates
a plateau is reached for the ML scales of the different planes. When computing the
ML scatter scales for the patient data base, a plateau is reached after more updates
of the ML scatter scales which could in part be explained by a lower scatter fraction
of the patient emission data compared to the scatter fraction of the emission data in
this study.
Figure 7.1: Left: ML scatter scale estimates compared to the ground truth LS
scale estimate (black curve) for the direct planes. Right: The progression of the
ML scatter scale estimates (the case of a radial mashing of 2) with the number of
updates for selected direct planes indexes.
Figure 7.2 shows the reference MLAA and MLEM reconstructions (obtained by
reconstructing only the true prompts in the TOF-PET emission data) as well as the
difference of the two reconstructed activity images. There seems to be no evident
sign of cross-talk in the MLAA reconstructions, however, the difference image reveals
some differences between MLAA and MLEM activity reconstructions.
The top two rows of figure 7.3 show the difference images of the MLEMX
and MLAAX activity reconstructions where X = GT determines the reference
reconstruction and, X = TF or ML determine the reconstructions using the TF-SSS
or the ML-SSS estimates of the scatter, respectively. Because the TF-SSS estimate
over-estimates the scatter within the emission data (as shown in figure 7.1), the total
activity of the MLEM reconstruction was under-estimated by 17.3%. In contrast,
when the ML-SSS estimate was used for scatter correction, the total activity of
the MLEM reconstruction was slightly over-estimated by 0.9%. In order to better
reflect any possible structure present in the difference images, the reconstructions of
figure 7.3 were scaled to have the same total activity as the reference MLEM activity
reconstruction prior to the comparison.
A comparison of the difference image of reconstructions with the TF-SSS estimate
(figure 7.3 - left column) and the difference images of reconstruction with the
ML-SSS estimate (figure 7.3 - right column), reveals a slightly different structure.
Although the activity reconstructions with the ML-SSS estimate have produced a
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Figure 7.2: Reference activity (top-left) and attenuation (top-right) reconstructions
of MLAA shown together with the reference MLEM activity reconstruction (bottom-
left) and the difference of the two activity reconstructions (bottom-right). The
reference reconstructions are obtained after subtracting the true single and multiple
scatters from the measured emission data.
slightly different noise profile in the image, they seem to be free of a systematic
difference. For the MLAATF−MLEMTF difference image, the intensity differences
in the center are positive whereas those at the edges are negative. In contrast,
the MLAAML−MLEMML difference image contains mostly zero mean noise. The
absolute voxel-by-voxel difference of MLAA and MLEM reconstructions normalized
by the total activity counts in the MLEM reconstruction was computed for the
TF-SSS and the ML-SSS expected scatter estimates as 10.5% and 7.8%, respectively.
As reference, the same measure was computed to be 7.8% for the ground truth
reconstructions of figure 7.2.
Moreover, it is interesting to see that the MLAA activity reconstructions seem to
be more robust to the inconsistencies in the TF-SSS estimate values than MLEM
activity reconstructions. This is best seen in the difference images near plane 14,
indicated with an arrow in figure 3. Near plane 14, the TF-SSS scatter estimate was
more overestimated than in the other planes, as revealed by the dip of the GT-scale
in figure 7.1. This caused an increased bias in the MLEMTF image (arrow in figure
7.3), but not in the MLAATF image. Since MLEM and MLAA have different degrees
of freedom during reconstruction, it could be expected that they respond differently
to possible inconsistencies in the shape and magnitude of the scatter estimate.
7.3.2 Patient Data
When computing the ML scatter scaling values for the patient data, a radial mashing
factor of 4 was used during reconstructions. Furthermore, the ML scaling was applied
to the SSS estimate (rather than the TF-SSS estimate, in the case of the Monte Carlo
study). Consequently, SSS has a scale of 1 everywhere. Although the results vary
for different data sets, TF-SSS tends to produce scale factors larger than 1, whereas
ML-SSS typically produces scale factors less than 1. This agrees with the Monte
Carlo simulation experiment, hence indicates that the ML-SSS scales are probably
more accurate. It might be interesting to note that in 2 of the datasets the TF-SSS
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Figure 7.3: Difference images of MLEM (top row) and MLAA (center row) activity
reconstructions with the TF-SSS (left column) and ML-SSS (right column) scatter
estimates used for scatter correction to the reference MLEM activity reconstruction.
The difference between the two activity reconstruction of MLEM and MLAA are
also shown in the bottom row for the two scatter estimates, which to some extent
reflects the same error structure of the MLEM and MLAA reconstructions. The
difference images are obtained after normalizing both reconstructions to the same
total intensity.
estimate grossly over-estimated the scatter contribution, resulting in severe artifacts
in the emission reconstructions. Figure 7.4 reveals typical artifacts observed in the
activity reconstructions when the scatter contribution is overestimated. Although
the inaccuracies affect the entire reconstruction, the effects are most pronounced in
and near hot structures, such as the bladder and the heart.
Figure 7.4: MLEM activity reconstructions of a patient using the TF-SSS (left)
and the ML-SSS (right) estimates, which reveal some indirect evidence of possible
inaccuracies in the TF-SSS estimate. The MLEM activity reconstruction of the SSS
estimate (not shown here) is also visually similar to the TF-SSS reconstruction (left).
The Monte Carlo simulation indicated that with a better scatter estimate, the
MLEM and MLAA activity images become more similar. Therefore, we computed
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the difference between these two reconstructions on a pixel by pixel basis (recall that
in this chapter the MLAA image is actually a standard MLEM image computed
using the MLAA attenuation map). A VOI around the bladder was defined and the
mean difference divided by the mean MLEM activity in this VOI was computed.
Figure 5 shows the results for each of the three scatter scaling methods. On average,
the MLEM and MLAA reconstructions with the SSS, TF-SSS and ML-SSS estimates
resulted in a relative difference of 12.4%, 17.6% and 7.2%, respectively. In the
vertebrae region, the average differences were 15.0%, 16.2% and 16.9% for the SSS,
TF-SSS and ML-SSS estimates, respectively, with the MLAA estimate being lower
than the MLEM estimate. The differences observed in the vertebrae region are more
significant than the differences observed in the bladder region. This could in part be
explained by the vicinity of the segmented regions to bone attenuation which either
are not fully resolved in the MLAA attenuation reconstructions or slightly over-
estimated in the CT-based attenuation image. In hope to get more insight, a new set
of MLAA activity images were reconstructed. This time MLAA was initialized with
the DCT-based attenuation images of MLRR, and the ML-SSS estimate was used
during reconstruction. After comparison to the MLEM and MLAA reconstructions, a
difference of 15.4% and 1.5% was observed between the reconstructions, respectively.
We find that even when initialized with an aligned CT-based attenuation image,
MLAA produces slightly different values than the MLEM reconstruction, suggesting
issues not associated with the convergence of MLAA. The segmented bladder volume
and its contrast compared to the liver as well as the errors on the segmented vertebrae
region and their contrast to the liver can be found in the appendix.
Figure 7.5: Mean activity differences of MLEM and MLAA reconstructions in
a bladder region. The results are obtained after using different expected scatter
estimates during reconstruction, i.e. SSS, TF-SSS, and ML-SSS.
In standard practice a volume of interest well within the liver region is segmented
to quantify the activity concentration in the liver. However, the CT data are often
acquired and reconstructed in a breathing phase that differs significantly from the
average breathing pose in the PET scan. This would result in significant artifacts
in the activity reconstructions of the PET emission data. Figure 7.6 shows such
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a case where the CT and PET data are acquired at two different phases of the
breathing cycle. Although the MLEM reconstruction is greatly affected by the
between-scan mismatch, the MLAA reconstruction is able to provide accurate values
in the motion-affected area. In spite of such extensive internal motion, the MLRR
reconstruction was also able to produce a motion corrected reconstruction using a
deformed CT attenuation image.
An initial naive segmentation of the liver region (which included most of the liver
and therefore possible motion affected areas) was used to compare the reconstruction
results. The subsequent comparison of the activity reconstructions resulted in a
difference of 16.4% and 9.1% between the MLAA and MLEM activity reconstructions
and between the activity reconstructions of MLAA and MLRR, respectively. Further
improving the segmented liver region by avoiding the superior parts of the liver that
could be affected by motion, an average difference of 7.5% was computed for the
MLEM and MLAA reconstructions over all our patient database. Correcting for
the attenuation mismatch by means of the MLRR algorithm, the average difference
was computed as 7.4% between MLRR and MLAA. When the deformed MLRR
attenuation image (DCT) was used in the scatter generation procedure, the average
error was further reduced to 6.4%. The effect of the scatter shape on the activity
reconstruction has also been reported in [143]. A bar plot of the quantification results
of the liver can be found in the appendix.
Figure 7.6: MLEM (left), MLAA (center) and MLRR (right) activity reconstructions
of a patient where the CT and PET data were acquired at different phases of the
breathing cycle. The reconstructions are all obtained using the ML-SSS estimate of
the scatter.
Figure 7.7 shows the results on the relative differences of the “standard” MLEM/MLRR
and MLAA activity reconstructions in the heart region. Initially the MLAA activity
images are compared to the MLEM activity reconstructions corrected for attenu-
ation with the CT-based attenuation factors. This resulted in an average relative
difference of 8.0% in the reconstructions (“EMAA” in Figure 7.7). As before, the
CT-attenuation image was deformed to account for any possible mismatch between
the PET and the CT by applying MLRR to estimate the motion (producing the
deformed CT (DCT) attenuation image), the mean relative error was reduced to
an average of 6.5% (“RRAA (CT)” in Figure 7.7). As opposed to the liver region
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where the segmented region was chosen outside the motion-affected region, it was
impossible to segment such a volume of interest to analyze the heart in. Moreover,
when the deformed CT (DCT) attenuation image was used to compute the ML-SSS
estimate, the mean errors were further reduced to 5.0% (“RRAA (DCT)” in Figure
7.7). Interestingly, the largest mismatch between the DCT and the CT attenuation
images (results not shown) were observed for patient index numbers 8, 5 and 21
where a similar trend is also observed in figure 7.7.
Figure 7.7: Mean activity differences of MLEM/MLRR and MLAA reconstructions
in a heart region. In all cases the results are for reconstruction with the ML-SSS
estimate. Please refer to the text for the explanation of the labels: RRAA (DCT),
RRAA (CT) and EMAA.
A total of 58 lesions with a high local activity uptake were segmented which
included tumors of different organs and inflammatory lesions with abnormal high
activity. It should be noted that only 15 of the 23 patient scans (65%) were used in
this study, as there were no such lesions found in the other 8 whole body images.
Also, a maximum number of 5 lesions were selected for each patient. When possible
lesions were selected from different organs and larger lesions were selected to avoid
problems related to partial volume effects. The average pixel-by-pixel difference
between MLEM and MLAA (EMAA), MLRR and MLAA with the CT-based ML-
SSS estimate (RRAA (CT)), and MLRR and MLAA with the deformed CT-based
ML-SSS estimate (RRAA (DCT)) was respectively 8.8%, 8.7% and 9.4%. The
quantification results of the tumor/inflammatory lesions and a histogram of the
contrast of these high activity lesions to the liver can be found in the appendix.
The segmented lesions were manually classified based on their location into lesions
which could potentially be affected by motion and lesions which were probably not
affected by motion. Lesions located in the mediastinum and the ones within or in
close proximity of the lungs were regarded as motion-affected lesion. Furthermore
the errors were computed in the segmented volume of interest as opposed to the
pixel-by-pixel basis. Table 7.3 reports the results for these two clusters of lesions as
well as the overall differences in all the segmented regions. Comparing the EMAA and
RRAA (CT) results, we observe that the activity difference of the lesions not being
affected by motion remain more or less unchanged, however a slight improvement
is observed for the motion affected lesions. The overall differences observed in the
tumor region seems to be small and could possibly be explained by a slightly different
noise profile in the reconstructions.
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Table 7.3: Absolute ROI error between MLEM/MLRR and MLAA for the tu-
mor/inflammatory lesions with high local tracer uptake.
EMAA RRAA (CT) RRAA (DCT)
all 7.5% 7.0% 7.5%
non motion-affected 7.6% 7.4% 8.3%
motion-affected 7.4% 6.4% 6.3%
7.4 Discussion
In this study we have tried to validate the joint activity and attenuation reconstruc-
tions of MLAA/MLRR to the current clinical gold-standard which is the activity
reconstruction of MLEM with a correction of the attenuation using at CT attenu-
ation image adjusted to the 511 keV photon energy of PET. These three methods
have different degrees of freedom for the reconstruction of the tracer activity from
the TOF-PET emission data. Consequently, each of these algorithms may respond
differently to inconsistencies in the data. Hence, any inaccuracy in the corrections
applied either before or during image reconstruction could alter the results of our
comparison. To this end, we have highlighted in this study 3 of the most prominent
issues that could potentially influence the estimated tracer activity uptake. We
observe that in case of a CT and PET mismatch the attenuation values that are
computed from the adjusted CT image could directly and indirectly (through the
scatter shape) influence the quantification results. In addition to this, we find that
the current method that tries to model the effects of multiple scatter by scaling the
SSS estimate of the single scatters can also cause variations in our reconstructions.
We find that when these effects are well taken care of, the differences between the
three methods reduce to about 7% or less, which is an acceptable error margin in
clinical analysis.
The Monte-Carlo simulation results of the NEMA-like phantom demonstrate how
inaccuracy in modelling the multiple scatter in the scatter simulation, can produce
both a global and a local effect on the reconstruction of the tracer distribution.
The MLEM reconstructions with the TF-SSS estimate under-estimated the total
amount of tracer distribution by a factor of 17%, and caused some local inaccuracies
in the tracer distribution reconstruction. When the ML scatter scaling method of
[69], [145] was used to modify the TF-SSS, that error was reduced to less than 1%.
In addition, the comparison with the gold-standard MLEM reconstruction showed
no significant sign of the local inaccuracies previously observed. Interestingly, we
observed that in case of an inaccurate scatter estimate (i.e. TF-SSS estimate) the
MLAA activity reconstruction provides a slightly more accurate result compared to
the MLEM activity reconstruction.
In the patient data analysis, we found that the typical artifacts caused by an
inaccurate scatter estimate were removed after using the ML scatter scales to correct
the emission data with, and in some patients dramatically improved the comparisons
in the bladder compared to using the TF-SSS estimate. We did not observe an
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improvement when analyzing the tracer distribution values at the segmented vertebrae
in our patient database, the results were inconclusive and require a more thorough
analysis of regions in the vicinity of bony structures.
The results on the liver region confirmed that when the reference volume of interest
region is selected well outside the motion-affected region, any possible mismatch
would not directly influence the quantification. However, in both the liver and the
heart studies we found that a mismatch did indirectly influence the reconstructions as
the mismatched CT-based attenuation image is used to generate the scatter estimate.
Most importantly, we found the average differences on the focal high uptake regions
were relatively small.
In this study we have focused on the differences observed between MLEM/MLRR
and MLAA reconstructions. However, as mentioned earlier to avoid problems related
to the scale in joint reconstructions, the total tracer activity of MLEM (in the tissue
region) was used to correct the MLAA activity reconstruction. In cases where the
CT-based attenuation image is available, MLRR could provide a better alternative (in
particular in the case of between-scan or in-scan motion) to the clinical gold-standard
MLEM reconstructions. Table 7.4 shows the average ROI-based differences between
the MLRR and MLEM activity reconstructions for the different regions analyzed in
our study. Compared to the results shown for MLAA, the errors between MLEM
and MLRR activity images are less and well below clinically accepted values. As
expected, higher differences are observed in the liver (naive segmentation) and the
heart regions which are subject to between-scan and in-scan motions. We believe
that in these regions MLRR is more accurate than MLEM.
Table 7.4: Average ROI differences between MLRR and MLEM for all the segmented
regions.
bladder liver liver heart vertebrae tumor(naive segmentation)
ML-SSS (CT) 3.2% 8.4% 3.4% 4.2% 3.5% 3.4%
7.5 Conclusion
In an attempt to validate the joint activity and attenuation reconstructions from
TOF-PET emission data, reconstructions of whole body scans of a patient data base
were quantitatively analyzed and compared to the current clinical gold-standard. Our
initial analysis revealed differences which were reduced after some of the contributing
factors were identified and appropriately corrected for. We find that an inaccurate
scaling of the single scatter estimates or patient mismatch (directly or indirectly
through the scatter estimation) are enough to produce significant differences be-
tween the activity reconstructions. Our study demonstrates that in the presence of
inaccuracies in the scatter estimate (Monte-Carlo study) or patient motion (patient
study) and provided that an accurate estimate of the scale is available, the joint
activity and attenuation reconstructions from TOF-PET provide a more accurate
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reconstruction of the tracer distribution compared to the current gold-standard. The
problem of obtaining an accurate scale of the joint reconstruction would be eliminated
in cases where CT-based attenuation information is available. A more systematic
investigation of MLRR and MLEM activity reconstructions remains subject of future
studies.
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7.7 Appendix
This appendix shows some additional results. Figure 7.8 shows the bladder to liver
contrast ratios as well as the volume of the segmented bladder region. Figure 7.9
shows the quantification results on the segmented lumbar vertebrae region in addition
to the average vertebrae to liver contrast values. Figure 7.10 shows the relative
differences observed in the liver region when comparing MLEM and MLAA (EMAA),
MLRR and MLAA with the CT-based ML-SSS estimate (RRAA (CT)) and finally
MLRR and MLAA with the DCT-based ML-SSS estimate (RRAA (DCT)). These
results are for the smaller liver region, which does not includes the portion close to
the lung and thus are possibly not affected by breathing motion. Figure 7.11 shows
the quantification results on the segmented tumors/inflammatory regions with a high
activity uptake together with a histogram of the segmented lesion based on their
lesion to liver contrast ratios.
Figure 7.8: Bladder to liver contrast and the bladder volume. The bladder to liver
contrast is computed as the average activity inside the bladder to the average activity
inside the liver from MLEM reconstructions with the SSS expected scatter estimate.
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Figure 7.9: Mean ROI activity differences of MLEM and MLAA reconstructions
in a lumbar vertebra (top), and the vertebrae to liver contrast (bottom) estimated
as the average vertebrae activity to the average liver activity from MLEM activity
reconstructions with the SSS expected scatter estimate. The results are reported
for reconstruction with the SSS, TF-SSS and ML-SSS estimates. Patient indexes 5
and 8 have been excluded as they had an abnormal activity uptake in their vertebra
possibly as a result of therapy.
Figure 7.10: Mean activity differences of MLEM/MLRR and MLAA reconstructions
in the liver region. In all cases the results are for reconstruction with the ML-SSS
estimate. Please refer to the text for the explanation of the labels: RRAA (DCT),
RRAA (CT) and EMAA.
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Figure 7.11: Mean ROI activity differences of MLEM/MLRR and MLAA recon-
structions of the segmented tumors (top), and a histogram of the tumors classified by
their tumor to liver contrast (bottom). In all cases the results are for reconstruction
with the ML-SSS estimate. Please refer to the text for the explanation of the labels:
RRAA (DCT), RRAA (CT) and EMAA.
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Chapter 8
Reconstruction of a Motion and
Attenuation Corrected Activity
Distribution in Gated TOF-PET
A. Rezaei, M. Defrise, and J. Nuyts, “Reconstruction of a Motion and Attenuation
Corrected Activity Distribution in Gated TOF-PET”, in 2014 IEEE Nuclear Science
Symposium and Medical Imaging Conference (2014 NSS/MIC), 2014
Abstract
In this work, we demonstrate a framework in which the respiratory gated TOF-PET
emission data are used to reconstruct a single activity image (which is corrected for
attenuation), together with motion parameters that deform the activity reconstruction
(of the reference frame) to each of the frames. We compare the reconstructions to
independent and registered (post-reconstruction) MLACF reconstructions of each
frame. We propose a joint estimation method that avoids selecting a reference frame
and provides low bias and variance compared to methods that select a reference
frame from among the gated frames. Reconstruction results are also shown for the
3D breathing XCAT phantom.
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8. Reconstruction of a Motion and Attenuation Corrected Activity
Distribution in Gated TOF-PET
8.1 Introduction
Various methods have been proposed that deal with gated PET emission data.
Commonly the gated PET data are reconstructed independently (in each frame) and
are registered (post-reconstruction) and then averaged to obtain a motion-free activity
image [146]. More recently, methods have been proposed that take advantage of the
emission data from all frames and combine the two reconstruction and registration
steps [147]. In the latter approach, the method estimates one activity image together
with multiple transformation parameters that deform the reconstructed activity
image (in the reference frame) to the desired frames. Although promising results
were reported, more studies are warranted on the topic, e.g. to investigate the
selection of the reference frame and its effect on the final activity image and motion
parameter estimates.
Furthermore, attenuation correction in gated PET studies has always been a
challenge, since in principle each frame should be attenuation corrected based on an
attenuation map that has been aligned to the particular breathing phase associated
with that frame. This alignment problem has often been ignored to reduce the
complexity. Since the TOF-PET data determine the attenuation factors sinogram up
to a scale [58], the availability of time-of-flight (TOF) PET data provides a means to
overcome this longstanding problem. In this contribution we use the newly developed
algorithm MLACF [65], [66], which estimates an activity image and a sinogram of
the attenuation factors from the gated TOF-PET emission data.
8.2 Methods
The proposed method jointly estimates an activity image together with transformation
parameters that deform the activity image to a corresponding frame of the gated
TOF-PET data. By using a modified version (for gated TOF-PET data) of the
MLACF algorithm, we obtain an activity image which is corrected for attenuation,
and with a similar approach to that in [67] we estimate the transformation parameters
of either a rigid or non-rigid motion model, which deforms the activity of the reference
frame to each of the frames. The activity and motion estimates are then updated
sequentially. We refer to this approach as the fully 4-D (F4D) framework, where
the activity image can be reconstructed in either a virtual reference frame (VRF) or
a specific reference frame (SRF), depicted in figure 8.1. In both cases the activity
image and the motion parameters are initialized by a uniform disk of activity and
the identity motion parameter for each frame, respectively. With a non-rigid motion
model, the computation of a displacement field, and its inverse are required to deform
the activity reconstruction of the reference frame to each of the frames and back.
Since there are no constraints on the reference frame in the VRF case, it is likely
that the activity image is reconstructed at a displacement approximately equal to the
mean of the frame positions (which we call the ‘average position frame’). In contrast,
a feature of the SRF case is that it requires one less displacement and its inverse
to be estimated. In the following, we investigate the reconstruction results of the
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Virtual Ref. Specific Ref.
Figure 8.1: Depiction of the joint estimation framework where the single activity
reconstruction is obtained in a virtual (left) or a specific (right) reference frame
relative to the gated PET data. The colors represent the different phases of the
gated motion. The squares represent the frame that the activity reconstruction will
be reconstructed in, the solid arrows are the displacements that are to be estimated,
and the dotted arrows are the inverse displacements that are computed from their
corresponding displacement estimates.
joint activity and motion estimation method and compare the results to independent
and registered MLACF reconstructions of each frame. We then briefly look into the
effects of the choice of the reference frame on the estimated activity reconstructions.
8.3 Simulation Design
The simulation specifications were adjusted according to the Siemens Biograph mCT
scanner specifications. In the 2D simulations, the TOF-PET emission data consist of
200 radial bins of 0.4 cm width, 168 projection angles over 180 deg, and 13 TOF-bins
of 312 ps width with an effective TOF resolution of 580 ps. An oversampling of 3 was
also used during simulations to introduce a slight mismatch (between the projector
used during the reconstructions and the one used to simulate the acquisition process),
and the reconstructed image had 200 × 200 pixels of 0.4 cm width. In the 3D
simulation, the TOF-PET data are organized as 5D sinograms, consisting of 200
radial bins, 168 azimuthal angles, 9 co-polar angles, 109 planes, and 13 TOF-bins.
The reconstructed image had a 200 × 200 × 109 volume grid with a voxel width of
0.4 cm and 0.2 cm in the transaxial and axial directions, respectively.
8.3.1 2D Thorax Phantom
Figure 8.2 shows the 2D activity and attenuation images of 3 simulated frames. An
increase in the size of the lungs and a displacement of the tumor lesion were used
to simulate non-rigid deformations between the 3 frames. TOF-PET emission data
were obtained for each frame assuming a scan duration ratio of 0.31, 0.46 and 0.23
for each frame, respectively.
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Frame 1 Frame 2 Frame 3
Figure 8.2: Activity (top) and attenuation (bottom) images of the 2D thorax
phantom deformed into 3 frames. The line in Frame 2 serves as the ground truth
profile through the thorax phantom which the different reconstructions will be
compared to in figure 8.4.
Reconstructions
After adding Poisson noise to the emission data, a single activity image was recon-
structed together with 3 sinograms of the attenuation factors in each frame and
3/2 displacement estimates for the VRF/SRF joint estimation cases. We assumed
that the total amount of activity in all frames was available, and the MLACF scale
problem [58] was solved accordingly. The reconstruction update steps are as follows:
• after deforming the activity reconstruction to frame f using its frame displace-
ment estimate Df , the attenuation factors af are computed together with the
gradient image of the emission likelihood L˙f and the sensitivity image Sf for
all frames.
• the update of the activity reconstruction is computed as ratio of the deformed
gradient and sensitivity images, i.e. ∆ = ∑f L˙[DT ]f/∑f S[DT ]f , where T
denotes matrix transpose.
• the displacement estimate of each frame is updated using the demons registra-
tion algorithm and the driving image equal to ∆−∆f , where ∆f = L˙f/Sf is
the activity update of each frame, which otherwise would have been used in
updating the activity reconstruction of the frame.
The results are then compared to independent and registered MLACF activity recon-
structions of each frame which we refer to as the FR-IR (frame-wise reconstruction
and intra-frame registration) approach. The registration algorithm in the FR-IR
approach was the same as the one used in the F4D framework. The demons [125],
[130] registration algorithm was used in two resolution levels in each iteration, and the
displacements were computed using a symmetric demons update rule for the FR-IR
approach. This was to take full advantage of the independent reconstructions of each
frame. The independent MLACF reconstructions are obtained after 5 iterations of
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24 subsets, and the joint reconstructions are after 10 iterations of 24 subsets where
the first iteration assumes a rigid motion model.
Noise Propagation
The effect of the reference frame selection on bias and variance values of the recon-
structed activity image (when deformed to each frame) is analyzed for 100 different
noise realizations. Bias in each frame is computed as the average absolute pixel by
pixel difference of the true activity images of each frame and the average (over the
noise realizations) of joint activity reconstructions deformed to each frame. Variance
is reported as the mean (over all pixels) of the pixel variance of the joint activity
reconstructions deformed to each frame. The results are reported together with the
results of independent and registered MLACF reconstruction of each frame.
8.3.2 3D Breathing XCAT Phantom
The XCAT phantom was used to generate realistic respiratory motion. A maximum
diaphragm motion of 2.0 cm and a maximum anterior-posterior motion of 1.2 cm
were used to simulate the breathing cycle, which was gated into 8 (motion-free)
frames of 1.25 min durations each. After adding Poisson noise to the emission
measurements, a single activity image was reconstructed in a virtual reference frame,
together with a set of 8 attenuation factor sinograms and 8 displacement fields. The
joint reconstructions are obtained after 6 iterations of 24 subsets, assuming a rigid
motion model for the first iteration and a non-rigid motion model for the following
5 iterations. The independent MLACF reconstruction of the frames are after 3
iterations of 24 subsets and the registered activity images are obtained after the same
number of updates of the demons registration algorithm as the joint reconstruction
method.
8.4 Results
8.4.1 2D Thorax Phantom
Reconstructions
Figure 8.3 shows independent MLACF and the post-reconstruction registered activity
reconstructions of each frame together with the VRF joint reconstruction of the F4D
framework after the single activity image was deformed to each frame. Since the scan
duration of each frame was different, the independent activity reconstructions have a
different noise response. The FR-IR activity images of each frame show a similar
noise response between frames, however when comparing to the VRF reconstructions,
we notice further improvements in the reconstructions of the F4D joint estimation
method. Figure 8.4 shows a profile through the reconstructed activity images of
frame 2, where the F4D method achieves a slightly better quantitative accuracy in
the high activity regions of the phantom.
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independent frame reconstructions
FR-IR reconstructions
F4D-VRF reconstructions
Figure 8.3: Independent MLACF activity reconstructions of each frame (top), frame-
wise reconstructions and intra-frame registered (FR-IR) activity reconstructions
(center), and the deformed activity reconstruction of the virtual reference frame
(VRF) joint estimation method (bottom).
Figure 8.4: A profile through the activity reconstructions of figure 8.3.
Noise Propagation
Table 8.1 reports bias and variance of the independent MLACF activity reconstruc-
tions of each frame together with the registered activity images (FR-IR), and the
VRF/SRF joint estimation activity reconstruction (SRF-i, i = 1, 2, 3, where i deter-
mines the reference frame) of the F4D approach, after the activity reconstruction is
deformed to each frame. Table 8.1 shows that the selection of the reference frame
influences bias and variance in the reconstructions. Interestingly, in the SFR cases
the highest variance is seen in the reference frame. We believe this to be due to the
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asymmetric updating of the activity reconstruction from all the different frames. The
emission update and the activity reconstruction of all frames except the reference
frame need to be deformed to and back from the reference frame, having a low-pass
filtering effect on the transformed image volume. Moreover, it shows that the virtual
reference frame reconstructions achieve low bias and variance compared to the specific
reference frame reconstructions.
8.4.2 3D Breathing XCAT Phantom
Figure 8.5 shows the true activity image of frame 5 together with the independent
activity reconstruction of the frame (MLACF), the post-reconstruction registered
image of the frame (FR-IR), and the activity reconstruction of the F4D joint esti-
mation method with a virtual reference frame (F4D-VRF). It is interesting to see
that the activity reconstruction of the joint estimation provides a more accurate
reconstruction compared to the post-reconstruction registered activity image.
8.5 Conclusion
This work investigates the effect of the choice of the reference frame in joint activity
and motion estimation methods, and its influence on the final activity reconstruction.
The newly proposed MLACF algorithm is modified to deal with gated TOF-PET
emission data and is used for the estimation of attenuation corrected activity images.
The noise simulation suggests that when the reference frame is chosen close to
the ‘average position frame’, reconstructions have the smallest error. The 2D/3D
simulations show a qualitative improvement in the activity reconstructions compared
to post-reconstruction registered activity images.
Table 8.1: Bias and variance of the independent MLACF, post-reconstruction
registered, and the VRF/SRF joint estimated activity images of each frame
Frame 1 Frame 2 Frame 3
scan duration ratio 31% 46% 23%
MLACF 0.189 (1.539) 0.195 (1.061) 0.220 (2.296)
FR-IR 0.180 (0.689) 0.204 (0.634) 0.218 (0.784)
F4D-VRF 0.167 (0.589) 0.191 (0.575) 0.191 (0.627)
F4D-SRF-1 0.168 (0.910) 0.193 (0.681) 0.183 (0.732)
F4D-SRF-2 0.180 (0.738) 0.193 (1.001) 0.176 (0.784)
F4D-SRF-3 0.183 (0.627) 0.203 (0.623) 0.265 (0.838)
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True
FR-IR
MLACF
F4D-VRF
Figure 8.5: The true activity image of frame 5 (top-left) and its independent MLACF
activity reconstruction (top-right) shown together with the post-reconstruction
registered activity (bottom-left) and the deformed activity reconstruction of the
F4D-VRF joint estimation method (bottom-right).
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Chapter 9
Discussion
Since it was shown that the time of flight (TOF) positron emission tomography (PET)
data provide information about the attenuation of the emission data [58], a number
of newly developed algorithms have been proposed to exploit the added information
available with TOF. It is understood however, that the TOF-PET emission data
alone do not allow a quantitative assessment of the reconstructed distribution of
activity, as TOF-PET data only determine the activity distribution up to a constant
scale [58]. This limiting factor might be one of the main reasons why the use of joint
estimation methods has not yet been introduced in clinical practice.
Applying the TOF consistency conditions to the TOF-PET emission data, esti-
mates for gradients of the attenuation sinogram can be computed. In 2D TOF-PET,
this procedure generates estimates for the derivatives with respect to the radial and
angular coordinates [58]. In 3D TOF-PET, estimates for the derivatives with respect
to the planar and tilt coordinates can also be obtained from the emission data [60].
Although the attenuation derivatives can be accurately estimated in the convex
support of the activity, when approaching the support boundary these estimates
become less reliable. An attenuation sinogram could subsequently be estimated by
an integration of its gradients, and reconstructed if required. Alternatively, since the
radial derivative of a sinogram is sufficient for its reconstruction, the radial derivative
could be backprojected and the integration could be applied in the reconstruction
space as proposed in [148]. In [109] with a slightly different approach, a maximum a
posteriori (MAP) algorithm is proposed by applying the discretized TOF consistency
condition to the TOF-PET emission data, and using the conjugate gradient (CG)
optimization method instead of Landweber algorithm.
The majority of the newly developed methods aim at simultaneously reconstruct-
ing an activity and an attenuation image from the TOF-PET emission data [61], [110],
[120], [121], [142], [143], [149], [150] by maximizing the Poisson log-likelihood function
as originally suggested in [47]. However, recently methods have also been presented
that use the alternative quadratic formulation of the problem [151], [152] and try to
minimize the quadratic emission cost function together with an additional L1-norm
constraint on the reconstructions minimizing the total voxel-by-voxel variance of the
reconstructions.
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As discussed in detail in chapter 3, the MLAA algorithm uses an alternated update
scheme for activity and attenuation reconstructions. When the attenuation image is
kept fixed, the activity update is computed by maximizing the TOF log-likelihood
function, and the attenuation update is obtained by maximizing the non-TOF log-
likelihood function (which can also be obtained by introducing approximations to the
TOF log-likelihood function, chapter 6 - appendix A). In our implementation we have
adopted the non-TOF version of the attenuation update, as it requires fewer TOF
projections per iteration which in our implementation was very time-demanding, and
the joint reconstructions with and without this approximation did not show obvious
differences. However, a detailed analysis could help to justify the approximation
similar to the studies which investigate the effects of the intensity prior strength
[121], attenuation-to-activity update ratio schemes [153], and different initializations
[154], [155] in the joint activity and attenuation reconstructions.
The most straightforward way to deal with the missing scale in quantitative joint
estimation of the tracer distribution is to apply an intensity prior on the estimated
attenuation coefficients favoring expected tissue attenuation. However, since the
emission data provide less information outside the support of the activity, special
handling of the attenuation values might be necessary. For example, in case of no
attenuation outside the support of the activity, extra constraints might be required
to ensure that the estimated attenuation values outside the support are (very close
to) zero in the background. The use of MR prior maps has been shown to improve
and provide added stability to the reconstructions [121], [150]. Since TOF allows
for simultaneous emission and transmission imaging [140], the use of transmission
data could provide an alternative to solving the scale as suggested in [139], [156].
Furthermore, since the scintillators emit γ-ray photons in coincidence with beta
emission (at a lower energy level), this background radiation source can be used
as an alternative to transmission sources inside the scanner [119], [157], [158]. In
addition, scale correction techniques have been proposed which ambitiously try to
determine the scale from the scattered events in the emission data [141].
A number of methods have been proposed which avoid the reconstruction of
the attenuation medium and attempt to estimate the attenuation correction factors
(ACFs) which more directly influence the TOF-PET emission measurements [65],
[66], [159], [160]. The case of no additive scatter and/or randoms contributions
was discussed in detail in chapter 4 where an immediate update for the ACFs was
derived at each iteration of the MLACF algorithm. With the additive contribution
of scatter and/or randoms, the update of the attenuation correction factors differs
slightly when using the TOF log-likelihood function (chapter 5) or the non-TOF log-
likelihood function [159] for the subproblem of estimating the attenuation correction
factors when the activity is known. In the former case, the ACF update is no longer
immediate and with an increasing amount of the additive contribution in the TOF-
PET emission data, more ACF iterations are required at each MLACF iteration.
Using the non-TOF log-likelihood function for the ACF estimation subproblem
however, an immediate ACF update can be derived which in preliminary experiments
seemed to produce more accurate estimates with high amount of noise present in the
TOF-PET emission data. When a weighted (by the reciprocal of the unattenuated
156
emission measurements) quadratic formulation of the ACF estimation subproblem is
used [104], the same update for the attenuation correction factors as the non-TOF
log-likelihood function is derived. A more comprehensive study on the different
flavours of the ACF estimate in MLACF is warranted for future studies.
For MLACF, solving the scale problem of joint reconstruction is more challenging
and the straightforward constraining method of imposing the known attenuation of
tissue is not possible. The scale problem could be solved by using information of
a known activity source, e.g a vial of activity in the scanner. However as MLACF
is much less time-demanding than MLAA, a more practical approach to solve the
scale problem is to reconstruct the estimated attenuation correction factors post-
estimation and imposing the attenuation constraining as previously mentioned. In
cases where attenuation correction factors obtained from CT are available in some
planes, the scale problem is automatically fixed by imposing this prior information
during reconstruction [104].
The majority of algorithms that have been developed for joint reconstruction
of activity and attenuation require an initial histogramming of the listmode data
into a sinogram. In an attempt to directly use the listmode data in the joint
reconstruction framework, methods have been proposed that combine listmode
reconstruction algorithms for activity and attenuation in TOF-PET [161], [162].
Likewise, a listmode reconstruction algorithm was proposed for SPECT imaging
[163]. In [162], the MLACF algorithm was also extended to incorporate the listmode
TOF-PET emission data during reconstructions. It was demonstrated that although
with listmode emission data the attenuation correction factors could no longer be
estimated, their backprojection (also referred to as the "sensitivity image") can. Since
this backprojection provides enough information for attenuation correction, it was
possible to derive and validate a listmode version of MLACF. This proved to be an
important feature of the algorithm for motion-corrected activity reconstructions of
listmode data. The joint reconstruction of the activity and sensitivity images from
TOF-PET data has also been demonstrated in [164].
We have demonstrated in chapter 5 that the joint reconstructions of MLACF are
robust to inaccuracies in the estimated detector-pair sensitivities. We showed that
MLACF was able to produce activity reconstructions free of artifacts, even when
the necessary corrections for the detector-pair sensitivities were avoided. Although
the activity reconstruction seemed to be unaffected by it, the estimated attenuation
correction factors were highly affected as in this case the algorithm estimated the
product of the attenuation correction factors and the detector-pair sensitivities. As
as result, a post-reconstruction of the estimated ACFs without correction for the
detector-pair sensitivities would no longer be free of artifact. The detector-pair
sensitivity values are computed regularly from phantom measurements in clinical
practice, however they could vary from time to time, in particular with the new
detector technologies which are more sensitive to changes in the detector temperature.
As demonstrated in [165], [166], in cases where the CT-based attenuation image is
available and is thought to be well aligned to the emission data, the TOF-PET data
could be used to estimate or refine the crystal efficiencies of the TOF-PET scanner
instead of the attenuation correction factors.
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Since the commercially available PET systems are commonly accompanied by
CT or MR systems, the joint reconstruction methods need to be tailored to take
advantage of the added anatomical information. In chapter 6 a method was proposed
that uses the CT-based attenuation image to correct for any possible mismatch
between the CT and PET acquisitions. The method is essentially very similar
to MLAA, however instead of applying an attenuation update to the attenuation
reconstruction, MLRR deforms the CT-based attenuation image. By using the
energy adjusted CT-based attenuation image, no additional constraints are required
to ensure a quantitative reconstruction of the tracer distribution.
The alignment of a template attenuation image dates back to the pioneering work
of [27], and since then many methods have been proposed. Among those are the more
recent works [167]–[170] which use a spline model to represent a deformation grid
that also helps the motion estimation problem by significantly reducing the number
of motion parameters being estimated as opposed to the MLRR method introduced
in chapter 6 and in [68]. The proposed methods seem to perform well for a non-rigid
motion estimation even without the benefits of the added TOF information.
The recent success of joint reconstructions with TOF-PET emission data has
also inspired a renewed look at joint reconstruction in non-TOF. In [171], [172] an
expectation maximization (EM) algorithm is proposed for the joint reconstruction of
activity and attenuation. Similar to the work of Lange et al. [173], the joint estimation
problem is formulated by the use of complete data variables and the proposed EM
algorithm is obtained. Furthermore, the original non-TOF MLAA algorithm [47]
has been modified by the incorporation of MR-derived prior information [174]–[176]
to avoid the cross-talk problem in joint activity and attenuation problem. This has
led to improvements in the quantification of activity reconstructions in PET/MR
brain studies. The gains achieved by adding transmission sources in non-TOF
PET systems and the improvements obtained by utilizing the added transmission
information in the joint reconstruction problem has also been investigated in [177]. In
[178] a joint (rigid/affine) motion estimation and a region-of-interest (ROI) activity
reconstruction framework was proposed and studied in a pre-clinical setting where
even the state-of-the-art systems are not able to provide useful TOF information.
Furthermore, with the increasing interest in dedicated breast PET scanners, the
methods which model the attenuation as a uniform elliptical attenuating medium
have been used to correct for the relatively uniform attenuation of the breast tissue
[179]. As the added information gain introduced by TOF is limited or negligible
for smaller objects, these methods still rely on estimating the attenuation from the
Helgason-Ludwig consistency conditions.
Accurate attenuation correction in gated PET studies has always been a challenge,
and is often ignored, resulting in some degradation of the final images. The availability
of time of flight PET data however, provides a means to overcome this longstanding
problem. The gated emission data are traditionally reconstructed in a series of
independent frames and subsequently registered to a reference frame. We have
demonstrated that the joint activity and attenuation reconstruction in addition
to alleviating the attenuation correction problem of the gated emission data could
help to improve the subsequent registration problem [67]. A more comprehensive
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approach to reconstruction of gated emission data is the fully 4D reconstruction
framework, where the motion estimation step is incorporated in the reconstruction
framework. In chapter 8, a modified version of the MLACF reconstruction algorithm
was presented for gated TOF-PET emission data. As expected the reconstructions
of the fully 4D reconstructions provide a more accurate reconstruction of the tracer
activity compared to independent reconstructions of gated emission data. We have
found that the reference gate selection does influence the reconstruction and better
results were obtained when the tracer activity image was reconstructed in a virtual
reference frame. With a similar approach to [180], promising results have been also
reported in [181] for gated TOF-PET data in a fully 4D reconstruction framework.
The two joint reconstruction methods, MLAA and MLACF, have also been utilized
in dynamic whole body parametric imaging and shown to improve the quantitative
results [18], [182].
An important hurdle for the introduction of joint reconstruction methods in
clinical practice is the lack of a comprehensive validation of these methods on a big
patient database. An initial study was done in [138] where after taking the scale
problem into account, the results of the joint estimation method were found to be
similar to the gold-standard without the effects of motion. Furthermore, it was found
that the joint reconstruction methods are able to outperform methods which utilize
MR-based attenuation correction schemes with TOF-PET emission data [120], [121],
[142] as well as non-TOF emission data [183]. In a more recent study [143], the joint
estimation methods were analyzed in a retrospective cardiac study on a fairly large
patient data base. As expected it was found that the joint reconstruction methods
were able to remove any possible PET/CT mismatch and also demonstrated that
the activity reconstructions could potentially be influenced by the presence of CT
mismatch in the scatter estimation procedure.
In the quantitative study presented in chapter 7 an attempt was made to quantita-
tively analyze the joint reconstructed activity images, comparing them to the current
clinical gold-standard (i.e. MLEM with a CT-based attenuation correction of the
emission data), on a set of whole body patient scans. We concluded that the activity
reconstructions of MLAA were within the clinically accepted range when accurate
corrections for patient motion and the expected scatter estimate were applied. Using
a Monte-Carlo simulation of a NEMA-like phantom we found that an inaccurate
scatter estimate could produce artifacts as well as introducing significant bias in the
activity reconstructions. Furthermore, we find that the joint reconstructions were
more robust to these inaccuracies, and when comparing the reconstructions to the
standard MLEM reconstruction, more differences are observed with an increasing
deviation of the scatter estimate used during reconstruction from the true scatter
estimate. These observed differences could be partly explained by the fact that
joint estimation has more degrees of freedom than that of the standard MLEM
reconstruction.
A recent review of joint estimation methods can also be found in [184].
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9.1 Future Perspectives
An important achievement in the problem of joint estimation is the realization that
time of flight PET emission data uniquely determine the attenuation sinogram up
to a constant. In recent years, many different methods have been proposed which
use the added information of TOF PET data for attenuation correction of the PET
emission data. Although clinical studies could greatly benefit from the immediate
alignment provided by the joint reconstruction methods, the fact that a quantitative
tracer distribution can only be obtained when some prior information is used, has
limited their use in clinical practice.
We showed in chapter 7 that an accurate tracer distribution could be obtained once
a good estimate of the scale is at hand. Although different scale correction techniques
are possible, a reliable correction for the scale could be achieved by incorporating
an expected tissue intensity prior. In our quantitative study we have chosen to
bypass the scale correction required in joint reconstruction, to avoid interference
of the scale problem with other problems such as motion and scatter correction.
An additional study validating solutions to the scale problem will be necessary to
facilitate the introduction of these methods in clinical practice. We believe that when
an attenuation image is at hand, techniques that combine reconstruction of activity
image and registration of the attenuation image will be among the most obvious
choices in practice. In hybrid PET/MR systems this might not be possible, but
since current state-of-the-art systems also provide TOF information a combination
of region-of-interest attenuation reconstruction as proposed by Salomon et al. [56]
together with attenuation registration as in MLRR might be an ideal method for
attenuation correction.
The current TOF-resolution of state-of-the-art scanners seems to be good enough
for attenuation correction of the thorax region. Although promising results have been
reported in joint reconstructions of non-TOF brain studies (with a much smaller
activity extent), heavy constraining was deemed necessary. Furthermore, it has been
shown that TOF-PET data can significantly reduce the required constraining of the
joint reconstructions in TOF-PET brain studies. However without any constraints,
the joint reconstructions are not artifact-free. It is still not clear what the adequate
TOF-resolution is for artifact-free reconstructions of activity and attenuation in
TOF-PET brain studies with very little to no constraining of the reconstructions.
In gated studies where obtaining the attenuation of each gated frame is often
problematic, joint reconstruction methods provide an elegant solution. Our proposed
method, discussed in 8, avoids and postpones the attenuation reconstruction of the
TOF-PET gated data. With a similar idea in mind, a recent work demonstrated how
an available CT-based attenuation image (which is not guaranteed to be in any of the
gated frames) can be used in this gated framework [169]. In this work, the extra cost
of not having the CT-based attenuation image in any of the gated frames is that the
estimation of an additional deformation for the attenuation is required. A similarly
intriguing approach would be to reconstruct a single activity and attenuation image
pair with deformations that transform the pair to each of the gated frames.
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