Abstract

24
Theta-rhythmic neuronal synchronization has been described in hippocampus and high-level 25 visual areas. Recent studies suggest that theta in visual areas might originate in V1. We 26 analyzed simultaneous electrocorticographic (ECoG) grid recordings of local field potentials 27 from areas V1 and V4 of two macaque monkeys performing a selective visual attention task. 28 We found a ≈4 Hz theta rhythm, which was strongest at sites showing visually induced gamma-29 band activity. This theta rhythm was coherent between V1 and V4, with a predominant 30 V1-to-V4 Granger causal influence. Locally, theta phase was correlated with power in a narrow 31 gamma-frequency band. These theta-rhythmic processes were reduced by selective attention 32 to a visual stimulus contralateral to the recorded visual areas. This attentional effect was 33 substantial, particularly compared to other reported effects of attention in area V1. We also 34 investigated, whether microsaccades (MSs) play a role in the generation or attentional 35 modulation of theta. Stratification of MS rate between attention conditions, or elimination of 36 MS-affected data epochs left the main results essentially unchanged. Thus, we find an 37 MS-independent theta rhythm in the visually driven part of V1, which rhythmically modulates 38 local gamma and entrains V4, and which is strongly reduced by attention. 39
Significance Statement
40
Theta rhythms, around 3-8 Hz, have been found in many different parts of the brain. They are 41 predominant in the rodent hippocampus, yet have also been described in neocortex, primarily 42 in frontal and parietal areas in relation to executive functions. Here, we show a 4 Hz theta 43 rhythm in awake macaque monkey area V4 and primary visual cortex. This theta rhythm was 44 spatially coextensive with visually induced gamma-band activity, and gamma power was 45 modulated by theta phase. The strength of theta and of theta-rhythmic gamma modulation 46 was markedly reduced by selective attention. Theta rhythmicity has been observed in 47
Introduction
50
Neuronal activity shows rhythmic structure in several characteristic frequency bands (Buzsáki, 51 2006) . These different rhythms have often been linked to areas and/or functions, in which 52 they predominate (Keitel and Gross, 2016) . The theta rhythm has primarily been described in 53 high-level areas of awake mammalian brains in the context of higher cognitive functions. A 54 particularly strong theta rhythm exists in rodent medial temporal lobe (MTL), in particular the 55 hippocampus and entorhinal cortex (O'Keefe and Recce, 1993; Hafting et al., 2008) . This theta 56 is found during exploratory behavior, and has been implicated in episodic memory (Skaggs et 57 al., 1996; Dragoi and Buzsáki, 2006; Jezek et al., 2011) . A similar theta rhythm also exists in 58 the MTL of non-human and human primates during virtual maze navigation (Kahana et al., 59 1999) and visual exploration (Killian et 
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Hippocampal theta is synchronized with a theta rhythm in prefrontal cortex (PFC) ( The theta rhythm in non-human primate PFC shows long-distance synchronization to a theta 69 rhythm in area V4 (Lee et al., 2005; Liebe et al., 2012) . This PFC-V4 theta-band synchronization 70 and the V4 theta rhythm is pronounced during the delay period of a visual working memory 71 task, that is, in the absence of visual stimulation. In inferotemporal cortex, a theta rhythm has 72 been described that is phase-locked to stimulus onset (Rollenhagen and Olson, 2005) . 73
A theta rhythm at 3-5 Hz has also been described in mid-level visual areas V4 and V5/MT 74 during selective visual attention tasks. A study in macaque area MT reported that the power 75 of high-frequency (30-120 Hz) LFP components is modulated by the phase of low-frequency 76
(1-8 Hz) components, and that this modulation is reduced by attention to the visual stimulus 77
activating the recorded neurons (Esghaei et al., 2015) . A study in macaque area V4 showed 78 spike-field and spike-spike coherence at 2-4 Hz and straddling the lower end of the spectrum 79 (Fries et al., 2008 ). This local low-frequency synchronization was enhanced by visual 80 stimulation; furthermore, it was reduced by attention in the absence of visual stimulation. A 81 subsequent study reported that the 4 Hz phase of LFP in macaque V4 modulates the gamma-82 band synchronization between areas V4 and V1 (Bosman et al., 2012) . Also theta-band 83
Granger causality (GC) influences around 4 Hz between V1 and V4 are stronger in the 84 feedforward direction (Bastos et al., 2015b) . This suggests that a 4 Hz rhythm might emerge 85 in area V1 and entrain higher areas. Interestingly, a previous study found that microsaccades 86 (MSs) occur at a 3-4 Hz rhythm and lead to evoked responses and perturbations in local 87 synchronization in both, areas V1 and V4 ). This MS-related V1 4 Hz 88 rhythm temporally structures also the V1-V2 interaction by co-modulating respective gamma 89 power and frequency (Lowet et al., 2016 were orthogonal to each other, and they had drift directions that were incompatible with a 118
Chevron pattern moving behind two apertures, to avoid pre-attentive binding. In any given 119 trial, one grating was tinted yellow, the other blue, with the color assigned randomly across 120 trials. The yellow and blue colors were physically equiluminant. After 1-1.5 s (0.8-1.3 s in 121 monkey P), the fixation point changed color to match the color of one of the two gratings, 122 thereby indicating this grating as the relevant stimulus and the other as irrelevant. For each 123 trial, two independent change times for the two stimuli were determined randomly between 124 stimulus onset and 4.5 s after cue onset, according to a slowly rising hazard rate. If the relevant 125 stimulus changed (before or after the irrelevant stimulus changed), and the monkey released 126 the bar within 0.15-0.5 s thereafter, the trial was terminated and a reward was given. If the 127 monkey released the bar at any other time, the trial was terminated without reward. The 128 stimulus changes were small changes in the grating pattern, with the stripes undergoing a 129 gentle bend. During the bend, the outer ends of the grating stripes lagged increasingly behind 130 the center of the stripes, until the lag reached 0.1 degree at 75 ms after the start of the bend. 131
Over the course of another 75 ms, the stripes straightened again. 132
Several sessions (either separate or after attention-task sessions) were devoted to the 133 mapping of receptive fields (RFs), using 60 patches of moving grating. Receptive field positions 134 were stable across recording sessions (Bosman et al., 2012) . 135 4
Neurophysiological recordings and signal preprocessing 136
Neuronal recordings were made from two left hemispheres in two monkeys through a 137 micromachined 252-channel electrocorticographic electrode array (ECoG) implanted 138 subdurally. The details of the production and the electrochemical properties have been 139 described in a separate paper (Rubehn et al., 2009 ). Briefly, ECoG grids were 10 micron thick 140 polyimide foils with 0.3 micron thick Platinum electrodes and conductive lanes embedded. 141
Electrodes had an exposed surface with a diameter of 1 mm and a center-to-center spacing of 142 2-3 mm. Electrodes were arranged in lanes, and two neighboring lanes ran parallel on one 143
"finger" of the polyimide foil (Bastos et al., 2015b pre-cue and post-cue periods all were of variable length across trials. The spectral analysis was 198 based on epochs of fixed lengths. Therefore, the described task periods were cut into non-199 overlapping epochs. We aimed at excluding data soon after events, like stimulus onset, cue 200 onset and distracter change, to minimize effects of post-event transients and non-201 stationarities on the metrics of rhythmicity and synchronization. Therefore, periods were cut 202 into non-overlapping epochs, starting from the end of the period and stopping, before an 203 epoch would have included data less than 0.5 s after those events. In general, we cut epochs 204 of 1 s length, to achieve a fundamental spectral resolution (Rayleigh frequency) of one Hertz. 205 This was used for the analysis of PPC, GC and phase-amplitude coupling (PAC). The PAC 206 analysis required the prior estimation of the power time course, for which we employed 207 window lengths of ±2.5 cycles per frequency. In this case, epochs were cut such that the power 208 estimation windows excluded data less than 0.5 s after events. The estimation of power 209 spectra was based on 1.6 s epochs, because theta peaks were visible but less conspicuous 210 when 1 s epochs were used. 211 6
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Spectral estimation. Epochs were Hann tapered and Fourier transformed. For the PAC analysis, 212 the ±2.5 cycle long windows were also treated in this way. For the analysis of the spatial 213 correlation between theta power and stimulus induced gamma power, the gamma-power 214 estimation used multitaper spectral estimation with seven tapers taken from the discrete 215 prolate spheroidal sequence, defined on 0.5 s long epochs (Mitra and Pesaran, 1999) . 216
Robust regression. We reduced the 1/f n background in power spectra by estimating the 1/f n 217 component and subtracting it. Specifically, for each electrode separately, we pooled attention 218 conditions and fitted a line to the log-log power plot between 0.625 and 10 Hz, using robust 219 regression as implemented in the MATLAB "robustfit" function with default settings. Robust 220 regression uses an iterative procedure that lends less weight to data that are far from the 221 fitted function. Subsequently, the fitted line was subtracted to obtain the power residuals. To quantify PAC, we computed the PPC between the LFP at lower frequencies, the "phase-234 frequencies", and the time-varying power at higher frequencies, the "amplitude-frequencies". 235
One-second long epochs of the raw LFP and of its time-varying power were Fourier 236 transformed, and locking among the phase estimates at the phase-frequencies was quantified 237
as the PPC across all available epochs. PAC can in general only be estimated for pairs of phase-238 and amplitude-frequencies, for which the amplitude frequency is higher than the phase 239 frequency. In addition, the estimation of time-varying power entails low-pass filtering, and 240 PAC can only be estimated for pairs of phase-and amplitude-frequencies, for which this low-241 pass frequency is above the phase frequency. Power is estimated on the basis of epochs and 242 tapers of finite length. As described above, we chose epochs of ±2.5 cycle length per 243 frequency. In order to assess the resulting low-pass filtering, we applied the power estimation 244 10000 times to a random Gaussian process of the same length as the data epochs, and 245 determined the frequency, at which this low-pass filtering reduced the average power to less 246 than 70% of the power in the passband. For example, for 50 Hz, this cutoff frequency was 247 7.7 Hz. This procedure was applied for each amplitude frequency, and the PAC for this 248 amplitude frequency was only considered up to the respective phase frequency. The excluded 249 combinations of phase-frequencies and amplitude-frequencies are masked with black in the 250 figures. The PAC results shown here use phase and power estimates from the same electrode. 251 7
We also calculated PAC by combining phase estimates from one electrode with power 252 estimates of neighboring electrodes, and this left the results essentially unchanged. 253
Granger causality. We used the non-parametric estimation of Granger causality (Dhamala et 254 al., 2008) . For this, Fourier spectra were estimated as described above and entered into a non-255 parametric spectral matrix factorization (NPSF) as implemented in the FieldTrip toolbox. 256
Statistical testing. The confidence intervals shown for power and PPC spectra in Figure 1 were 257 estimated with a bootstrap procedure (1000 bootstrap replications for power, 500 for PPC) 258 (Efron and Tibshirani, 1994) : Spectra were first averaged across electrodes (for power) or site 259 pairs (for PPC), and subsequently, the bootstrap was performed across epochs. All statistical 260 comparisons were based on non-parametric permutation and included corrections for the 261 multiple comparisons made across frequencies. We illustrate the procedure for the 262 comparison of power between the two attention conditions. The power difference between 263 the attention conditions was first averaged over all electrodes per monkey and then over the 264 two animals, giving the observed power difference per frequency. Subsequently, the following 265 procedure was done 1000 times: 1) The attention conditions were randomly exchanged 266 between epochs, keeping the original number of epochs per attention conditions constant; 267
2) The average power difference was calculated as described for the observed data; 3) The 268 maximal (minimal) difference across all frequencies was placed into the randomization 269 distribution of maximal (minimal) values; 4) The 2.5 th percentile of the minimal values and the 270 97.5 th percentile of the maximal values were taken as statistical thresholds. The observed 271 differences were compared to those thresholds. This procedure implements a non-parametric 272 version of a two-sided test with multiple comparison correction (Nichols and Holmes, 2002 ). 273
The same procedure was used for comparing power, PPC, GC and PAC values between 274 attention conditions; for power and PAC, we used 1000 permutations, for PPC and GC 500 275 permutations. 276
The spatial correlation coefficients and the PAC values were tested in two ways: They were 277 compared between attention conditions as described, and they were additionally tested for 278 the presence of significant correlation or PAC. In the case of PAC, the comparison was done 279 between the observed values and a randomization distribution obtained by randomly pairing 280 raw LFP epochs and power time courses 1000 times. After each random pairing and 281 recalculation of PAC, maximal and minimal values across all frequency-frequency pairs were 282 placed into the respective randomization distribution, and further testing proceeded as 283 described. In the case of the spatial correlations, the comparison was done between the 284 observed values and zero, because the Spearman rank correlation has no bias; the 285 randomization was done by randomly pairing electrodes between the theta power residuals 286 and the stimulus induced gamma. After each randomization, maximal and minimal correlation 287 values across all tested frequencies were placed into the respective randomization 288 distribution, and further testing proceeded as described. 289 8
Microsaccade detection. Raw vertical and horizontal eye position signals were low-pass 290 filtered by replacing each value with the average over itself ±15 samples (at 1 kHz sampling 291 rate). Signals were then differentiated in time to obtain the vertical and horizontal velocities. 292
Those are combined to obtain the eye speed irrespective of the direction of eye movement. 293
Per trial, the standard deviation of eye speed was determined, and any deviation larger than 294 5 SDs and lasting for at least 30 ms was considered a saccadic eye movement. Saccadic eye 295 movements that remained within the fixation window were considered microsaccades (MSs). 296
Stratification. We intended to test, whether some of the observed differences in power, PPC 297 or PAC between attention conditions were due to differences in the rate of MSs or in the 298 power of theta, which existed between attention conditions. To this end, we used a 299 stratification approach, that is, we randomly subsampled the available data to equate as well 300 as possible the distributions of MS rates or theta power (Schoffelen et al., 2005) . For MS 301 stratification, we first calculated MS density by convolving the MS sequence with a Gaussian 302 kernel with an SD of 150 ms (truncated at ±500 ms). For each epoch, we calculated the average 303 MS density, which was then used for stratification. Stratification for theta power was applied 304 after removing the 1/f n component estimated by robust regression. Stratification for a given 305 parameter (MS density or theta power) proceeded as follows: The parameter distributions 306
were compiled for the two attention conditions and binned into 40 equally spaced bins. For 307 each bin, the number of entries for the two attention conditions was equated by random 308 subsampling with a procedure that aims at equating the parameter averages between the 309 conditions as well as possible. This procedure is applied to the distributions per bin: 1) The 310 condition with more entries is defined as the larger condition, the other as the smaller 311 condition; 2) The mean of the parameter for the smaller condition is calculated and taken as 312 target value; 3) The larger condition is randomly subsampled, by first drawing one entry at 313 random, and then proceeding as follows: a) A further entry is randomly drawn; b) If the mean 314 of the current bin entries (or the starter entry) is smaller (larger) than the target value, the 315 new entry is added if it is larger (smaller), otherwise it is discarded and a new random draw is 316 performed. This latter step aims at equating means; if no such entry is present, a randomly 317 drawn entry is accepted. 318
Results
319
Macaque areas V1 and V4 show a theta rhythm 320
We first calculated power spectra averaged over all electrodes on V1 and V4 from periods, 321 during which the monkey fixated and covertly monitored one of two simultaneously 322 presented drifting grating stimuli (see Materials and Methods for the definition of 323 "electrodes" versus "sites" and the attribution of electrodes and sites to areas). Those average 324 power spectra exhibited clear peaks in the gamma and the beta range, with peak frequencies 325 specific to each monkey; however, they did not exhibit clear peaks in the theta-frequency 326 range (Fig. 1A,B) . We have previously found that power spectra can fail to reveal rhythms that 327 are nevertheless unequivocally detectable with metrics of phase locking (Vinck et (Fig. 1C,D) . Thus, awake macaque visual cortex shows a distinct theta rhythm, when activated 333 by a visual stimulus. 334
Selective attention reduces theta 335
Previous studies reported similar theta or low-frequency rhythms in awake macaque areas V4 336 and MT, which were reduced by selective attention (Fries et al., 2001; Esghaei et al., 2015) . 337
Theta might be generated in those extrastriate areas, or it might alternatively emerge already 338 at earlier stages of the visual system. A previous study has found that Granger-causality 339 between visual areas in the theta band is stronger in the feedforward than feedback direction 340 (Bastos et al., 2015b) . Thus, theta in extrastriate cortex might actually be driven by theta in 341 primary visual cortex. Therefore, we investigated the theta rhythm separately in areas V1 and 342 V4, and we tested if it was affected by selective attention. Raw power spectra averaged over 343 all V1 electrodes showed a shallow bump around 4 Hz ( Fig. 2A) . This V1 theta rhythm was 344 reduced when attention was directed to the contralateral visual stimulus, which was driving 345 part of the V1 electrodes. A similar pattern was found in V4: There was a very shallow bump 346
with an attentional reduction close to 4 Hz (Fig. 2B) . 347
To reduce the 1/f n component of the power spectrum, we estimated it by robust regression 348 and subtracted it from the total power (Manning et al., 2009). We followed this approach and 349
found that in the absence of attention, there were distinct peaks around 4 Hz in both V1 and 350 V4 (Fig. 2C,D) . Those peaks were reduced when attention was directed to the contralateral 351 hemifield. 352
We also calculated low-frequency phase-locking (PPC) spectra separately for pairs of sites 353 within V1 or V4 and between V1 and V4, and we investigated whether this phase locking is 354 affected by selective attention. The PPC spectra showed theta peaks for pairs of sites within 355 and between V1 and V4, and this theta-band PPC was reduced by attention (Fig. 3) . 356
Theta is spatially coextensive with visually induced gamma 357
Because theta was modulated by attention, while attention was directed to visual stimuli, we 358 next investigated whether theta was related to visually induced activity. (Fig. 4A) . When we calculated a corresponding topographic map of theta power (after 368 robust regression of the 1/f n component and its removal), it also showed a clear spatial peak 369 (Fig. 4B) . We calculated the spatial correlation (Spearman rank correlation) between low-370 frequency components (power residuals) and visually induced gamma power, across 371 electrodes, separately for V1 and V4, for each attention condition, and for each of the low 372 frequency components up to 10 Hz. The resulting correlation spectra reveal that across the 373 spatial extension of both V1 and V4, visually induced gamma is positively correlated with theta 374 when attention is ipsilateral (Fig. 4C,D, blue lines) . In addition, visually induced gamma is 375 negatively correlated with power around 1-4 Hz when attention is contralateral, and in V4 also 376 when attention is ipsilateral (Fig. 4C,D) . To ensure that the correlations shown in Figure 4C , D 377
are not due to broadband power correlations, the analyses used gamma from the pre-cue 378 period and theta power from the post-cue period (both with visual stimulation), that is, from 379 non-overlapping trial epochs. Results are essentially the same if the post-cue period is used 380 for both (data not shown). 381
Theta-band Granger causality is stronger in the feedforward direction and reduced by 382 attention 383
The PPC analysis revealed clear theta peaks for the visually driven sites, and a previous study 384 found theta-band GC between visual areas to be generally stronger in the feedforward 385 direction (Bastos et al., 2015b) . Therefore, we next investigated in detail the GC between V1 386 and V4 in the low-frequency range and separately for the two attention conditions. Figure 5A  387 shows the GC spectra averaged over all V1-V4 site pairs, pooled across both attention 388 conditions, and separately for the feedforward (V1-to-V4; green line) and feedback (V4-to-V1; 389 black line) directions. These GC spectra reveal clear theta peaks, and they confirm that GC is 390 stronger in the feedforward than feedback direction. Figure 5B shows the feedforward GC 391 spectra separately for the two attention conditions. It reveals that feedforward GC in the theta 392 band is enhanced when attention is to the ipsilateral stimulus. Figure 5C shows that the same 393 pattern of attention effects exists for the feedback GC. 394
Theta-gamma phase-amplitude coupling and its attentional modulation 395
Several previous studies have found that the theta phase modulates gamma power, that is, 396 there is theta-gamma phase-amplitude coupling, or PAC ( . We investigated whether the theta rhythm described above for V1 and V4 modulates 400 gamma power, and whether this is affected by selective attention. As described above, we 401 found that theta is spatially coextensive with visually induced gamma and reduced by 402 attention. Therefore, to explore whether theta phase modulates gamma amplitude, we first 403 selected conditions with maximal theta strength, that is, visual stimulation with a non-404 attended stimulus. Figure 6A shows for one example electrode the raw spectral power as a 405 function of time relative to the theta trough. This reveals that the amplitude of visually 406 11 Spyropoulos et al., Visual cortex theta and attention induced gamma-band power is modulated systematically by theta phase. Figure 6B shows the 407 resulting PAC, averaged over all electrodes in V1 and V4, and over both attentional conditions. 408
It reveals a distinct peak of PAC between theta phase and gamma power. We note that the 409 theta-rhythmic modulation of gamma was most pronounced for the high-frequency end of 410 the gamma band. In addition, this analysis reveals PAC between the phase around 1 Hz and 411 power in several frequency bands; this 1 Hz component is likely related to the temporal 412 frequency of the drifting gratings (see Materials and Methods). 413 Figure 7 shows PAC separately for areas V1 and V4 and for the two attention conditions. In 414 V1, there was a PAC peak for phase-frequencies around 4 Hz (Fig. 7A,B) . This theta-gamma 415 PAC was strongly reduced by attention (Fig. 7C ). There were additional significant PAC 416 components at lower phase frequencies, which partly also showed significant attentional 417 effects. As mentioned above, these slower components are likely related to the temporal 418 frequency of the drifting gratings. In contrast to V1, V4 did not show significant theta-gamma 419 PAC, and also no significant PAC difference between attention conditions ( Fig. 7D-F) . 420
Control for microsaccades 421
It has previously been shown that theta-band rhythmicity is present in the sequence of Nevertheless, the main results remained essentially unchanged ( Fig. 8 ): Low-frequency power 429 spectra (after robust regression of 1/f n and removal) show theta peaks for attention ipsilateral, 430 which are reduced by attention to the contralateral stimulus (Fig. 8A,B) ; PPC spectra show 431 theta peaks for all cases (Fig. 8C-E) , and significant attentional reduction; PAC in area V1 shows 432 a peak for theta-band phase frequencies and gamma-band amplitude frequencies only when 433 attention is directed to the ipsilateral stimulus (Fig. 8F,G,H) . Note that excluding MSs 434 eliminated PAC components with phase frequencies at the temporal frequency of the drifting 435
gratings. This suggests that those components were due to entrainment of MSs to the grating 436 cycle. 437
Control for microsaccade rate 438
In addition, we performed an alternative control, by equating the MS rate, that is, the MS 439 temporal density, between attention conditions. This specifically controls for potential 440 MS rate differences between attention conditions. Figure 9A shows the cumulative 441 distribution of MS rate over the respective number of data epochs (see Materials and Methods  442 for MS rate estimation). MS rate actually differed between attention conditions. We therefore 443 stratified the data (see Materials and Methods) to arrive at two equally sized sets of epochs 444 12
Spyropoulos et al., Visual cortex theta and attention
with an essentially equal distribution of MS rates (dashed lines in Fig. 9A ). After stratification, 445 all main results remained essentially unchanged (Fig. 9B-G) . 446
Control for theta power 447
Finally, we controlled for the possibility that the effects of attention on theta-gamma PAC 448
were fully explained by the effects of attention on theta power. Specifically, theta power was 449 enhanced with ipsilateral attention, which might enhance the sensitivity of theta-gamma PAC 450 quantification, which might in turn fully explain the enhanced theta-gamma PAC with 451 ipsilateral attention. To investigate this possibility, we stratified for theta power. Figure 10A  452 illustrates the stratification for one example electrode. Figure 10 B shows the average V1 PAC 453 difference between attention conditions after stratification, and demonstrates that the 454 attentional reduction of theta-gamma PAC in V1 is not due to attention effects on theta 455
power. Figure 10 C 
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Yet, our finding of a spatially specific theta, which is coupled to gamma by spatial extension 484 and also through PAC, is also in agreement with one previous study: Inter-areal GC influences 485 in both theta and gamma are typically stronger in the anatomically defined feedforward than 486 feedback direction (Bastos et al., 2015b) . 487
The theta rhythms in V1 and V4 are reduced by selective attention to a contralateral stimulus. The PAC analysis showed theta-gamma coupling that peaked for an amplitude-frequency at 496 the high-frequency end of the visually induced gamma band activity. Thus, theta-rhythmic 497 modulation is most apparent for this high-frequency part of the overall gamma peak. This 498 might reflect a physiological asymmetry or be related to signal-to-noise ratio. Physiologically, 499 it is conceivable that the modulation is in fact stronger at the upper flank of the gamma peak 500 than at the lower flank, which would be equivalent to an asymmetric broadening of the 501 gamma peak towards higher frequencies. Alternatively, the gamma-band peak is modulated 502 in its entirety, yet the PAC metric ends up larger for the upper than the lower flank, e.g. 503 because the gamma peak is superimposed on unmodulated (or less modulated) 1/f n power. If 504 we consider the 1/f n component of the power spectrum as noise, this noise is larger for the 505 lower than the upper flank. 506
Similarly, it is interesting to investigate the precise frequency of the observed theta rhythm. 507
The basic spectra of power (residuals) and phase locking show peaks close to 4 Hz. The analysis 508 of spatial correlation between theta power and visually-induced gamma power shows a 509 broader peak that includes 4 Hz, yet extends up to 8 Hz. This suggests that the underlying 510 phenomenon might actually occupy this broader frequency range, with theta merely peaking 511 at 4 Hz for the particular stimulus and task conditions used here. Whether other stimuli or 512 tasks make theta in V1 and/or V4 shift in frequency is an interesting topic for further study. In 513 any case, the 4-8 Hz range found in the spatial correlation analysis is an interesting link to the 514 classical hippocampal theta, which occupies this range. Hippocampal theta in fact shifts in 515 frequency, e.g. depending on running speed (Shin and Talnov, 2001; Geisler et al., 2007) . 516
The mechanisms behind the observed visual cortical theta rhythm and its attentional 517 modulation are not yet clear. The mechanisms underlying hippocampal theta have been 518 studied in great detail (Colgin, 2013) , and hippocampal theta is partly synchronized to 519 neocortex, e.g. to entorhinal and prefrontal areas. It is conceivable that this theta 520 synchronizes further to intermediate and lower visual areas, yet we deem it unlikely that this 521 is the source of the theta observed here. Such a mechanism would most likely not generate 522 14
the spatial coextension between theta and gamma, and the predominant GC direction from 523 V1 to V4, which we observed here. The present results place further constraints on potential 524 mechanisms: The fact that removing MSs left the main results essentially unchanged suggests 525 that theta in visual cortex does not merely reflect theta-rhythmic MSs. Rather, the clear spatial 526 co-extension between theta power and visually induced gamma suggests a role for visually 527 driven activity in theta generation. 528
Recent studies have shown that attention samples visual stimuli at a theta rhythm. When 529 human subjects have to detect the appearance of a faint stimulus at a peripheral location, 530 their detection performance is modulated by the phase of a 7-8 Hz rhythm with a maximum 531 over frontal cortex (Busch and VanRullen, 2010 the temporal sampling frequency of attention, and found it to be around 7 Hz for a single 536 attended stimulus, 4 Hz for two and 2.6 Hz for three (Holcombe and Chen, 2013) . These 537 numbers are consistent with a single attentional sampling mechanism that is multiplexed over 538 the to-be-attended stimuli. Such a scenario would also explain theta-rhythmic modulations of 539 firing rates in inferotemporal (IT) cortex during the presentation of two stimuli (Rollenhagen 540 and Olson, 2005) . When IT neurons respond to one stimulus, and a second stimulus is added 541 onto the screen, firing rates start oscillating at ≈4 Hz in a way that suggests that attention is 542 drawn to the newly presented stimulus and subsequently alternates between the two stimuli. 543
At first glance, these results might seem to suggest that visual cortical theta should be stronger 544 for the attended stimulus, in contrast to our findings. Yet, the fact that divided attention tasks 545 reveal theta-rhythmic sampling does not mean that attended stimuli are affected by stronger 546 theta-rhythmic modulation than non-attended stimuli. The mentioned recordings in IT 547
showed strong theta rhythmicity when two stimuli were presented, but weaker theta 548 rhythmicity when a single stimulus was presented and thereby received full attention. Based 549 on these and the present results, we propose that attention is more sustained, yet still weakly 550 theta rhythmic, at the attended location, and that it theta-rhythmically scans the space around 551 it, to explore other stimuli. As a consequence, non-attended stimuli receive attentional 552 processing benefits only when they are attentionally scanned, leading to relatively strong 553 theta rhythmicity. This scanning hypothesis is consistent with theta-rhythmic modulations of 554 detection performance when one location on an extended stimulus is attended, while another 555 location on the same object is not attended: The non-attended location is consistently 556 sampled at an 8 Hz rhythm, yet 90 degrees later in the 8 Hz cycle than the attended location 557 (Fiebelkorn et al., 2013) . 558
Future studies will need to investigate whether attentional control structures show an ≈8 Hz 559 sampling rhythm that is coherent to the sampled stimulus representations in visual cortex. As 560 mentioned above, the ≈8 Hz EEG component, whose phase predicts human detection 561 performance, is strongest over frontal areas (Busch and VanRullen, 2010 Average GC-influence spectra between V1 and V4 in the feedforward (green) and feedback 760 directions (black 
