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Abstract: We generalize the bridge between analysis and synthesis es-
timators by Elad, Milanfar and Rubinstein (2007) to rank deficient cases.
This is a starting point for the study of the connection between analysis
and synthesis for total variation regularized estimators. In particular, the
case of first order total variation regularized estimators over general graphs
and their synthesis form are studied.
We give a definition of the discrete graph derivative operator based on
the notion of line graph and provide examples of the synthesis form of kth
order total variation regularized estimators over a range of graphs.
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1. Introduction
1.1. Analysis and synthesis
In the literature we encounter two main approaches to regularized empirical risk
minimization, the analysis and the synthesis approach.
Assume a model with Gaussian noise, i.e. Y = f0 + ǫ, ǫ ∼ Nn(0, σ2In), f0 ∈
R
n, and let D ∈ Rm×n denote a generic analyzing operator. For a vector v ∈ Rn
we write ‖v‖2n = ‖v‖22/n and ‖v‖n = ‖v‖2/
√
n. The analysis estimator fˆA of f
0
is defined as
fˆA := arg min
f∈Rn
{
‖Y − f‖2n + 2λ‖Df‖1
}
, λ > 0.
The rationale behind this kind of estimator is that we know or suspect that
the true signal f0 is s.t. ‖Df0‖1 is small. So, what the analysis estimator does
is to make a tradeoff between the fidelity to the observed data in ℓ2-norm and
the fidelity to the structure we think f0 has (which is encoded in D) in ℓ1-norm.
It is called analysis estimator since the candidate estimator f of the signal is
analyzed, i.e. some aspects of it, the rows of Df , are calculated and penalized
during the estimation process.
On the other side there is the synthesis estimator fˆS of f
0, which expresses
another approach to estimation. Let X ∈ Rn×p be a generic dictionary, whose
columns constitute signal atoms. The synthesis estimator fˆS of f
0 is defined as
fˆS = X arg min
β∈Rp
{‖Y −Xβ‖2n + 2λ‖β‖1} .
The rationale behind this kind of estimator is that we know or suspect that
the true signal f0 can be written as a sparse linear combination of columns
of X , also called dictionary atoms, i.e. as f0 = Xβ0, where β0 is s.t. ‖β0‖0
(or ‖β0‖1, see compressed sensing literature) is small. So what the synthesis
estimator does, is to trade off the fidelity in ℓ2-norm of a linear combination
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of dictionary atoms to the observed data and the ℓ1-norm of the coefficients
of this linear combination. This estimator is called synthesis estimator since
a candidate estimator f = Xβ is synthesized (i.e. constructed) from a linear
combination of (possibly few) dictionary atoms.
In the literature, Elad, Milanfar and Rubinstein (2007) make a connection
between these two approaches to estimation by proposing a way to obtain equiv-
alent synthesis estimators from analysis estimators.
In this article we want to deepen the understanding of this connection and
explore its implications for the total variation regularized estimators over general
graphs, which are instances of analysis estimators. Some questions arise, for
instance:
• Can we find a synthesis form for total variation regularized estimators?
• If yes, how does this synthesis form look like?
• How can the synthesis form of total variation regularized estimators favour
and ease the visualization, the understanding and the proofs of theoretical
properties for such estimators?
In this article we derive a framework to construct dictionaries giving place to
synthesis estimators equivalent to the analysis form of different examples of total
variation regularized estimators, which, as far as we know, is a new contribution.
Moreover we explain how the synthesis approach to total variation regularization
can favour the development of more accurate and interpretable theory for total
variation regularized estimators. Finally we expose some examples of dictionaries
arising from total variation regularization problems.
The aim of this text is thus to convey, by considering a complementary ap-
proach, a different perspective on total variation regularization.
1.2. Total variation regularized estimators
Let ~G = (V,E), V = [n], E = {e1, . . . , em} be a directed graph, where V is
the set of its vertices and E is the set of its edges. The graphs we consider are
directed, this means that any edge ei = (e
−
i , e
+
i ), i ∈ [m] is directed from vertex
e−i to vertex e
+
i .
Definition 1.1 (Incidence matrix of ~G). The incidence matrix D ∈ {−1, 0, 1}m×n
of the graph ~G is given by
(D ~G)ij =


−1, j = e−i
+1, j = e+i
0, else
, i ∈ [m], j ∈ [n].
Note. Note that, for a signal f ∈ Rn, D ~Gf computes the first order differences
of f across the directed edges of ~G. Therefore it is also called first order discrete
graph derivative operator and written D ~G =: D
1
~G
.
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We now want to generalize the concept of discrete graph derivative operator
to a general order k ∈ N, i.e. we want to find an expression for Dk~G. To do so we
need to introduce the notion of line graph.
Definition 1.2 (Directed line graph, Levine (2011)). Let ~G = (V,E) be a
directed graph. The directed line graph ~L(~G) of ~G is defined as
~L(~G) = (E,E2),
where
E2 =
{
(ei, ej) ∈ E × E
∣∣e+i = e−j } .
Note. The idea behind using the line graph is the following: when computing
differences along the direction of the graph, we obtain a value for each edge of
the graph. Since we follow the direction of the edges, these values represent the
first discrete derivative of the signal with respect to the graph, and constitute
the vertices of the line graph. Two vertices of a directed line graph are then
connected by an edge if the corresponding two edges in the underlying directed
graph point into the same direction, i.e. they neither diverge nor collide.
Definition 1.3 (kth order discrete graph derivative operator). Let k ∈ N. For
a directed graph ~G = (V,E), we define the kth order discrete graph derivative
operator as
Dk~G :=
{
D ~G
∏k−1
i=1 D~Li(~G), k > 1,
D ~G, k = 1,
where ~L
i
(~G) = ~L(~L
i−1
(~G)), i ≥ 2 and ~L1(~G) = ~L(~G) is the directed line graph
of ~G.
Definition 1.4 (kth order total variation). Let f ∈ Rn be a vector and ~G a
directed graph. The quantity ‖Dk~Gf‖1 is called kth order total variation of f on
the graph ~G.
Note. Note that we use k in the meaning used by Guntuboyina et al. (2017)
but not in the meaning used by Wang et al. (2016). Indeed, in the notation
used by Wang et al. (2016), ‖D(k+1)~G f‖1 would be called the (k + 1)th order
total variation of f on ~G. Thus the first order total variation would be obtained
with k = 0.
Definition 1.5 (kth order total variation regularized estimator over the graph
~G). Let k ∈ N, and let ~G = (V,E) be a directed graph. The kth order total
variation regularized estimator over the graph ~G is defined as
fˆ = arg min
f∈Rn
{
‖Y − f‖2n + 2nk−1λ‖Dk~Gf‖1
}
, λ > 0.
Remark. Note that the 1st order total variation regularized estimator does not
depend on the orientation of the edges, since only the absolute value of the edge
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differences is penalized. However, higher order total variation regularized esti-
mators are dependent on the orientation of the edges of ~G. Indeed, consider the
case of the path graph with one branch. There are three second order differences
centered around the ramification point. Depending on which of the three leaves
of the graph is (chosen as) the root of the graph, then only two of them are
going to be penalized.
1.3. Notation
By In we denote the n × n identity matrix. By 1n we denote a vector with n
entries, all of them being ones. By D ∈ Rm×n and X ∈ Rn×p we denote a general
analyzing operator, respectively a general dictionary.
Let Di, i ∈ [m] denote the ith row of an analysing operator D ∈ Rm×n and
let U ⊆ [m] be a set of row indices of D. Then we define DU = {Di}i∈U and
D−U = {Di}i∈−U , where −U = [m] \ U .
Let Xj , j ∈ [p] denote the jth column of an analysing operator X ∈ Rn×p and
let U ⊆ [p] be a set of column indices of X . Then we define XU = {Xj}j∈U and
D−U = {Dj}j∈−U , where −U = [p] \ U .
Let V ⊂ Rn be a linear space. By ΠV ∈ Rn×n we denote the orthogonal
projection matrix onto V and by AV := In − ΠV the respective antiprojection
matrix.
In the case where V = rowspan(DU ), we use the shorthand notations ΠU :=
Πrowspan(DU ) = D′U (DUD′U )−1DU and AU = Arowspan(DU ), where we assume
that DUD′U is invertible.
In the case where V = colspan(XU ), we use the shorthand notations ΠU :=
Πcolspan(XU ) = XU (X ′UXU )−1X ′U and AU = Acolspan(XU ), where we assume that
X ′UXU is invertible.
For any matrixM , let N (M) denote its nullspace andN⊥(M) the orthogonal
complement of its nullspace.
2. Tools
To make the exposition and the development of later insights more fluid, we
expose already here some simple tools.
2.1. Lasso with some unpenalized coefficients
For this subsection, we assume the linear model, i.e. that f0 can be written
as some linear combination of dictionary atoms. This means that we assume
f0 = Xβ0, where X ∈ Rn×p and β0 ∈ Rp.
We are going to consider two problems:
• A Lasso problem with coefficients indexed by U ⊆ [p] not being penalized,
i.e.
βˆ := arg min
β∈Rp
{
‖Y − [XU X−U] β‖2n + 2λ‖β−U‖1} , λ > 0;
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• A variant of the above problem, where the part of the design matrix corre-
sponding to the coefficients being penalized is multiplied by the antiprojec-
tion onto the linear span of the columns of the design matrix corresponding
to the coefficients not being penalized, i.e.
βˆΠ := arg min
β∈Rp
{
‖Y − [XU AUX−U ]β‖2n + 2λ‖β−U‖1} , λ > 0.
Write
fˆ :=
[XU X−U] βˆ
and
fˆΠ :=
[XU AUX−U ] βˆΠ.
Lemma 2.1 (cf. also Exercies 6.9 in Bu¨hlmann and van de Geer (2011)). We
have that
fˆ = fˆΠ.
Proof of Lemma 2.1. See Appendix A.
Remark. Note that βˆU depends on βˆ−U and thus on λ, while βˆΠU does not.
Note. Lemma 2.1 means that, when we have a Lasso problem with some coeffi-
cients not being penalized, we can add arbitrary quantities in the linear span of
the columns of the design matrix corresponding to the unpenalized coefficients
to its columns corresponding to the penalized coefficients without changing the
prediction properties of the estimator.
2.2. A view on the Moore-Penrose pseudoinverse
Lemma 2.2 (A view on the Moore-Penrose pseudoinverse). Let D ∈ Rn×n be
an invertible matrix. We write X := D−1. Let U ⊆ [n] be a subset of the row
indices of D of cardinality |U | = u. We write
[XU X−U ] = [ DUD−U
]−1
,
where XU ∈ Rn×U and X−U ∈ Rn×(n−u). Then the Moore-Penrose pseudoin-
verse D+−U ∈ Rn×(n−u) of D−U ∈ R(n−u)×n is given by
D+−U = AUX−U ,
where AU = In −XU (X ′UXU )−1X ′U .
Proof of Lemma 2.2. See Appendix A.
Remark. Lemma 2.2 tells us that the Moore-Penrose pseudoinverse of an un-
derdetermined matrix of full row rank D−U ∈ R(n−u)×n can be obtained as
follows:
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1. Add u linearly independent rows to D−U , i.e. add DU ∈ Ru×n on top of
D−U to obtain the invertible matrix D.
2. Invert D to obtain X .
3. Do the antiprojection of X−U ∈ Rn×(n−u) onto the column span of XU ∈
R
n×u.
3. Analysis versus synthesis
In this section we are going to discuss the relation between analysis and synthesis
as exposed in Elad, Milanfar and Rubinstein (2007). All this section is adapted
from their article and will be the basis for an extension of their theory in Sections
4 and 5.
The main point distinguishing the analysis from the synthesis approach is
that the synthesis approach is constructive, i.e. it tells us how to construct
the estimator by using a sparse linear combination of the dictionary atoms. This
means that it allows us to perform model selection (and eventually refitting), i.e.
to select which columns of the dictionary are relevant for describing the signal.
Moreover, for the analysis method the dimension of the unknown f ∈ Rn
is relatively small, while it can be very large for the unknown β ∈ Rp in the
synthesis method.
Note that in the analysis estimator all the rows of Df get the same weight
when it comes to computing the penalty ‖Df‖1.
Remark. The article by Elad, Milanfar and Rubinstein (2007) considers penal-
ties with general ℓpp-norm. In this paper only penalties with the ℓ
1-norm are of
interest.
3.1. The underdetermined case
Lemma 3.1 (Underdetermined case:m < n. Theorem 2 in Elad, Milanfar and Rubinstein
(2007)). Let D ∈ Rm×n,m < n be an analyzing operator of rank m. Let
ΠD := Πrowspan(D) denote the projection matrix onto the row space of D and let
AD := In −ΠD be the projection onto the kernel of D. Then
fˆA = fˆS +ADY,
where the synthesis estimator is obtained with the dictionary X = D+ and D+ ∈
R
n×m is the Moore-Penrose pseudoinverse of D.
We report the proof by Elad, Milanfar and Rubinstein (2007) of Lemma 3.1
because the intuition behind it is of relevance when finding an equivalent syn-
thesis form for total variation regularized estimators.
Proof of Lemma 3.1. See Appendix B
We would now like to derive a more handy expression for the synthesis esti-
mator.
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Lemma 3.2. Let D ∈ Rm×n, where m = n − u, be s.t. rank(D) = n − u.
Let A ∈ Ru be a matrix of full rank, s.t. D˜ :=
[
A
D
]
is invertible. Write X =[XU X−U ] := D˜−1. Then
fˆA = arg min
f∈Rn
{
‖Y − f‖2n + 2λ‖Df‖1
}
=
[XU X−U] arg min
β∈Rn
{
‖Y − [XU X−U] β‖2n + 2λ‖β−U‖1} .
Proof of Lemma 3.2. See Appendix B
3.2. The square invertible case
Lemma 3.3 (Square invertible case: m = n and D is non singular. Theorem 1
in Elad, Milanfar and Rubinstein (2007)). The analysis estimator fˆA with in-
vertible D ∈ Rn×n and the synthesis estimator fˆS with X = D−1 are equivalent.
Proof of Lemma 3.3. See Appendix B
3.3. The overdetermined case
We are now going to expose the theory by Elad, Milanfar and Rubinstein (2007)
on the overdetermined case, i.e. the case where D ∈ Rm×n has m > n and the
matrix D is assumed to be of rank n.
The way suggested to find a synthesis estimator equivalent to the analysis
estimator is based on a geometric interpretation of the two methods. All this
section is adapted from Elad, Milanfar and Rubinstein (2007) and summarizes
some aspects of that article which are relevant for our research.
Consider the analysis and the synthesis estimator and assume D is of full
column rank, i.e. rank(D) = n and X is of full row rank, i.e. rank(X ) = n.
Then the analysis and synthesis problems can be rewritten as:
• Analysis:
fˆA(a) = arg min
f :‖Y−f‖n≤a
‖Df‖1;
• Synthesis:
fˆS(a) = arg min
β:‖Y−Xβ‖n≤a
‖β‖1.
Since X is of full rank, both the analysis and the synthesis estimator are
constrained to be in the same set of radius a, i.e. in
{f : ‖Y − f‖n ≤ a} = {f : ∃β : f = Xβ ∧ ‖Y −Xβ‖n ≤ a} .
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In the following we assume that 0 /∈ {f : ‖Y − f‖n ≤ a}, otherwise the origin
is the obvious solution to both problems.
The level sets of the target functions of the alternative formulation of the
analysis and synthesis problems are collections of concentric, centro-symmetric
polytopes around the origin, which can be inflated or deflated by simple scaling.
• Analysis:
{f : ‖Df‖1 ≤ c} = c {f : ‖Df‖1 ≤ 1} =: cΨD;
• Synthesis:
{f : ∃β : f = Xβ ∧ ‖β‖1 ≤ c} =: X {β : ‖β‖1 ≤ c}
= cX {β : ‖β‖1 ≤ 1} =: cΦX .
The behavior of the analysis and synthesis estimators is determined by the
geometry of these two polytopes. Indeed the estimators, when starting with
polytopes scaled with a small enough c, can be found by inflating these polytopes
by increasing c until the inflated polytopes hit the boundary of the region of
radius a aournd Y . Specifying the canonical polytopes ΨD,ΦX is equivalent
to specifying D and X . For this reason ΨD is called (canonical) analysis defining
polytope and ΦX is called (canonical) synthesis defining polytope.
We now introduce some polytope terminology.
For an n-dimensional polytope we use the following terms:
• Boundary: (n− 1)-dimensional manifold;
• Facet: (n− 1)-dimensional surface, i.e. an (n− 1)-dimensional face;
• Boundary of facets: (n− 2)-dimensional faces;
• . . . ;
• Ridge: 2-dimensional face;
• Edge: 1-dimensional face;
• Vertex: 0-dimensional face.
Let us first consider the analysis defining polytope. Consider the subdifferen-
tial ν(f) of ‖Df‖1, which is also the normal to the surface of the polytope. By
the chain rule of the subdifferential we have that
ν(f) = D′sgn(Df),
where
sgn(x)


= 1, x > 0,
∈ [−1, 1], x = 0,
= −1, x < 0.
Remarks on ν(f):
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• ν(f) has a discontinuity wherever a coordinate of Df vanishes. This dis-
continuity is arbitrarily filled in by the sign function. Thus ν(f) is piecewise
smooth. In particular:
– at the facets, ν(f) is smooth;
– at other faces (lower dimensional), ν(f) is discontinuous.
• If f is orthogonal to some row in D then ν(f) has discontinuities.
Let δΨD denote the boundary of ΨD.
Lemma 3.4 (Claim 1 in Elad, Milanfar and Rubinstein (2007)). Let f ∈ δΨD,
where ΨD is the (canonical) n-dimensional analysis defining polytope. Let k ∈ [n]
be the rank of the rows to which f is orthogonal. Then f is strictly wihtin a face
of dimension (n− k − 1) of ΨD.
Lemma 3.4 gives us a recipe to obtain the vertices of ΨD:
1. Choose (n− 1) linearly independent rows in D;
2. Determine a vector in their 1-dimensional nullspace v ∈ Rn;
3. Normalize v s.t. ‖Dv‖1 = 1. This normalization yields two antipodal ver-
tices.
4. Select one of these two antipodal vertices.
Note. The number of vertices of ΨD is equal to twice the number of possibilities
to choose (n− 1) linearly independent rows in D.
Next we consider the synthesis defining polytope.
Lemma 3.5 (Claim 2 in Elad, Milanfar and Rubinstein (2007)). The (canoni-
cal) synthesis defining polytope is obtained as the convex hull of the columns of
±X .
Corollary 3.6 (Corollary 1 in Elad, Milanfar and Rubinstein (2007)). Let Xk
be a columnn of X that can be obtained as a convex combination of ±X−k.
Then the synthesis problem with dictionary X and the synthesis problem with
dictionary X−k are equivalent.
From the considerations on the analysis and synthesis problems in the overde-
termined case the following Theorem 3.7 follows.
Theorem 3.7 (Theorem 4 in Elad, Milanfar and Rubinstein (2007)). For each
ℓ1-penalized problem with analysis operator D ∈ Rm×n,m > n of full rank n
there exists a dictionary X = X (D) describing an equivalent synthesis problem.
The reverse is not true.
Remark. The equivalent synthesis problem can be obtained by taking the ver-
tices of the analysis defining polytope (one for each antipodal pair) and setting
them as dictionary atoms.
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4. How to go from the analysis to the synthesis form
In this section we expose a recipe to derive a synthesis form of a general analy-
sis estimator. This recipe is developed based on Elad, Milanfar and Rubinstein
(2007) and is more general than their, since it can handle also analysis operators
not being of full rank.
4.1. Interpretation of the matrix inverse
Let D ∈ Rn×n have rank n. We want to obtain the matrix inverse of D. For
i ∈ [n] we do:
1. Find vi ∈ N (D−{i}) \ {0} ⊂ Rn. (Note that djvi = 0, ∀j 6= i).
2. Normalize vi, s.t. divi = 1, to obtain v
∗
i =
vi
divi
. (This corresponds to
setting v∗i =
sgn(divi)vi
‖Dvi‖1 .)
Let V ∗ = (v∗1 , . . . , v
∗
n). Then DV ∗ = In, i.e. V ∗ is a right inverse of D and
thus V ∗ = D−1.
We thus see that the method proposed by Elad, Milanfar and Rubinstein
(2007) for the overdetermined case amounts to taking all the invertible sub-
matrices of D ∈ Rm×n,m > n, rank(D) = n and invert them. Let us call
X˜ ∈ Rn×p˜ the matrix collecting all the inverses. We normalize the columns of X˜ ,
s.t. ‖Dx˜i‖1 = 1. Then we prune X˜ according to Elad, Milanfar and Rubinstein
(2007), i.e. we remove a column X˜k of X˜ if it is in the convex hull of {±X˜j}j 6=k.
We denote by X ∈ Rp×n the pruned dictionary.
4.2. General recipe to pass from the analysis to the synthesis form
Theorem 4.1. Let D ∈ Rm×n be a matrix with rank(D) = r ≤ min{m,n}.
Let Ti denote a set of row indices of D, s.t. |Ti| = r and rank(DTi) = r.
We need to go through the following steps to find the dictionary for an equiv-
alent synthesis problem, corresponding to the analysis problem with analysis op-
erator D.
1. Find all possible Ti’s.
2. Find n− r rows spanning N (D) = N (DTi), ∀i. Write them in the matrix
A ∈ R(n−r)×n.
3. Invert Bi =
(
A
DTi
)
to find B−1i =
(
J X˜ i) , X˜ i ∈ Rn×r.
4. Write X˜ = {X˜ i}i.
5. Normalize the columns of X˜ to obtain the normalized dictionary X , s.t.
the columns of DX have ℓ1-norm equal to 1.
6. Prune the dictionary X according to Elad, Milanfar and Rubinstein (2007),
i.e. discard a columns with index k if Xk is in the convex hull of ±X−k.
7. Obtain the dictionary X .
Proof. See Appendix C
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Corollary 4.2. Let X and J be obtained according to Theorem 4.1. Then
fˆA = arg min
f∈Rn
{‖Y − f‖2n + 2λ‖Df‖1}
=
[
J X ] arg min
β∈Rp
{
‖Y − [J X ] β‖2n + 2λ‖β−[n−r]‖1} .
Proof of Corollary 4.2. Corollary 4.2 follows by reversing the calculations made
at the beginning of the proof of Theorem 4.1.
Remark. An advantage of Theorem 4.1 with respect to the theory exposed by
Elad, Milanfar and Rubinstein (2007) is that it is able to unify the treatment
of the underdetermined, the square invertible and the overdetermined cases in
one single result.
Note. Lemma 2.1 tells us that in the penalized part of the dictionary, i.e. in X ,
we can actually add to the dictionary atoms arbitrary quantities in the column
span of J (i.e. in the nullspaceN (D)) without changing the prediction properties
of the estimator.
5. Analysis versus synthesis in first order total variation
regularization
In this section which implications the insights exposed in Section 3 and further
developed in Section 4 have for a class of analysis estimators of great interest
in the current statistical literature: the first order total variation regularized
estimators over graphs, see for instance Hu¨tter and Rigollet (2016); Wang et al.
(2016); Dalalyan, Hebiri and Lederer (2017); Guntuboyina et al. (2017); van de Geer
(2018); Ortelli and van de Geer (2018).
Let ~G = (V,E), |V | = n, |E| = m be a directed graph. Recall that by D ~G ∈
R
m×n we denote its incidence matrix. In the following we omit the subscript
and just write D ∈ Rm×n.
Until now we exposed some theory for a general analysing operator D. From
now on we identify D with the incidence matrix D ~G of a directed graph ~G,
i.e. we choose D = D ~G = D. We want to investigate which consequences this
choice of the analysing operator has for the resulting dictionary X . We denote
the resulting dictionaries with the capital letter X .
We focus onto connected graphs. The extension of the considerations to follow
to graphs with more than one connected component is straightforward, since the
considerations can be applied to each connected component separately.
The first question arising is, when which of the three cases of an analyzing
operator (underdetermined, invertible and overdetermined) is relevant.
Note. It is widely known that if D ∈ Rm×n is the incidence matrix of a con-
nected graph, then rank(D) = n − 1, ∀m ≥ n − 1. Therefore, the case of an
invertible analysing operator does never appear in the context of first order
total variation regularized estimators over graphs. Indeed, an incidence matrix
only computes edge differences of a signal and is thus oblivious of its mean level.
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We are now going to consider two cases:
• Connected tree graphs;
• Connected non-tree graphs.
5.1. Tree graphs
Definition 5.1 (Tree graph). A tree graph is a connected graphs having no
cycles.
Remark. Definition 5.1 is equivalent to saying that a tree graph is a connected
graph with n vertices and n − 1 edges. This implies that the incidence matrix
D of a tree graph is s.t. D ∈ R(n−1)×n has rank n− 1 and ker(D) = span(1n).
Corollary 5.2. We have that
fˆA = X arg min
β∈Rn
{
‖Y −Xβ‖2n + 2λ‖β−1‖1
}
,
where X =
[
A
D
]−1
, with A = (1, 0, . . . , 0) ∈ Rn, is the path matrix rooted at
vertex 1 of the tree graph considered.
Proof of Corollary 5.2. Note that X1 = 1n and by Lemma 2.2 D
+ = A1X−1.
Thus, Corollary 5.2 follows by Theorem 4.1 combined with Lemms 2.1.
Remark. In the literature we find two ways in which A ∈ R1×n is chosen to
build D˜. Tibshirani and Taylor (2011) propose to choose A = 1n/n, which is in
the kernel of D. The resulting dictionary is then X =
[
1n D
+
]
.
Qian and Jia (2016) on the opposite side proposes to choose, as we do, A =
(1, 0, . . . , 0), s.t.
[
A
D
]
is the rooted incidence matrix at vertex 1 of the (path)
graph and X is the path matrix of the (path) graph with reference vertex 1. We
prefer this last option, since it is of more intuitive interpretation.
Lemma 2.1 tells us that the two forms of the synthesis estimator resulting
from these methods are equivalent in terms of prediction,
Remark. It is interesting to look at the notion of sparsity for signals supported
on tree graphs. When using an approach in the style of Qian and Jia (2016), the
cardinality s0 of the true active set S0 tells us how many jumps there are in the
signal. However the piecewise constant regions in f0 are s0+1, exactly as many
as the number of coefficients required to express f0 as a linear combination
f0 = Xβ0, where ‖β0‖0 = s0 + 1. In the sequel indeed we are going to argue
that ‖β0‖0 is an appropriate measure of the sparsity of the signal, rather than
‖Df0‖0.
By the interpretation of the matrix inverse exposed in Section 4, we see that
finding the ith column of X amounts to deleting the ith row from D˜ and then
finding a vector v∗i :
D˜−iv∗i = 0 and D˜iv
∗
i = 1.
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For i = 1, we see that v∗1 = 1n satisfies these equations.
For i ∈ [n]\{1}, the deletion of D˜i translates to the tree graph as the deletion
of the edge ei−1 ∈ E. Since the deletion of an edge from a tree graph causes it
to become disconnected, we end up with D−{i−1} being the incidence matrix of
a graph with two connected components, both of them being tree graphs.
Let V1, V2 ⊂ V, V1 ∩ V2 = ∅, V1 ∪ V2 = V be the partition of the vertices of
the tree graph arising from the deletion of the edge (i− 1). In particular, let V1
contain the root of the graph, to which by convention we assign the index {1}.
To find v∗i we first look for a vector s.t. D−{i−1}v
∗
i = 0. Such a vector must
have two piecewise constant components, i.e. it must be s.t.
(v∗i )j =
{
a, j ∈ V1,
b, j ∈ V2.
The condition Av∗i = 0, i 6= 1 gives a = 0, while the condition Di−1v∗i = 1 gives
b = 1.
Thus the dictionary X−1 ∈ R(n−1)×n contains all the ways to partition V
into two sets by cutting an edge of the tree graph ~G. The vertices of the element
of the partition containing the root will then get value zero and the vertices of
the other element of the partition will get value one.
Note. For a tree graph, all these possible partitions can also be seen as all the
possible ways to select (n − 2) (linearly independent) rows from D, i.e. all the
ways to discard a row from D.
5.2. Non tree graphs
We are now going to consider the case of connected graphs not being trees, i.e.
containing cycles. We want to find an equivalent synthesis formulation of the
total variation regularized estimator on a general connected nontree graph ~G.
Note. At first sight, this case could look like a purely overdetermined case.
However, it shares features of both the underdetermined and the overdetermined
case. Indeed, the incidence matrix D of a graph with n vertices containing some
cycles has at least n rows but is of rank n−1. Thus, the incidence matrices of this
category of graphs have both the property of neglecting some information about
the signal and the property of delivering some redundant information. This
means that we have to combine the theory by Elad, Milanfar and Rubinstein
(2007) for the overdetermined case and the underdetermined case to find an
equivalent analysis estimator, as done in Section 4 in Theorem 4.1.
The intuition developed for tree graphs allows us now to handle the case of
connected nontree graphs more easily. Connected nontree graphs are graphs s.t.
m ≥ n and thus their incidence matrix, which is of rank n − 1, is not of full
rank.
The first step in the recipe given by 4.1 is to find all sets Ti ⊂ [m], |Ti| = n−1,
s.t. rank(DTi) = n−1. This means that we have to find all possible sets of edges
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in D forming a connected graph with n vertices. These sets of edges will thus
define tree graphs. Let us introduce the notion of spanning tree.
Definition 5.3 (Spanning tree). Let ~G = (V,E) be a connected graph. The
subgraph ~T = (V,E′) is a spanning tree if E′ ⊆ E is the maximal set of edges
containing no cycle.
Therefore, thanks to Definition 5.3, Ti acquires the meaning of spanning tree.
Thus, ∀Ti, we can apply the procedure developed in the previous subsection,
arbitrarily assigning to vertex {1} the role of the root of the spanning tree.
Note that it is possible that some of the dictionary atoms resulting from
different spanning trees are the same. Thus, the step of pruning the dictionary
might be necessary. In particular, duplicate of dictionary atoms will arise when
cutting some edge of two spanning trees Ti, Tj, i 6= j gives place to the same
partition of vertices of a graph. It follows that the dictionary atom will be
generated by all the possible ways to select (n − 2) linearly independent rows
from D, i.e. all the possible ways to partition the graph ~G into two connected
components, both of them being tree graphs.
More formally, this corresponds to all the different possible ways to choose a
set of edge indices S¯, s.t. rank(D−S¯) = n− 2 and |−S¯| = m− n− 2. Let ES¯ :=
{ei ∈ E, i ∈ S¯}. Then (V,E \ ES¯) is a graph with two connected components,
both of them being trees.
We have proven the following corollary.
Corollary 5.4. Let ~G = (V,E) be a graph (may be a tree graph as well as
a nontree graph). Let {S¯j}j∈[p] be the set of all unique sets of edge indices
S¯j ⊂ [m], s.t. |S¯j | = m − n + 2, rank(D−S¯j ) = n − 2 and (V,E \ ES¯j ) =
((V1)j , (E1)j) ∪ ((V2)j , (E2)j), (V1)j ∩ (V2)j = ∅, (V1)j ∪ (V2)j = V and {1} ∈
(V1)j. Let Xj = vj/‖Dvj‖1, where
(vj)i =
{
0, i ∈ (V1)j ,
1, i ∈ (V2)j ,
and X = {Xj}j∈p.
Then
fˆA = arg min
f∈Rn
{
‖Y − f‖2n + 2λ‖Df‖1
}
=
[
1n X
]
arg min
β∈Rp+1
{
‖Y − [1n X]β‖2n + 2λ‖β−1‖1} .
Remark. Note that X as it is is not uniquely defined, since it is not perpen-
dicular to N (D) (i.e. its columns are not centered) and thus depends on the
amound of deviation by its centered version. Let X and Ξ be two dictionaries
differing only in the amount of deviation by their centered versions AN (D)X
and AN (D)Ξ. Then AN (D)X = AN (D)Ξ.
Remark. Perhaps astonishingly, the dimensionalities of the analysis and of the
synthesis problems in the overdetermined case may be very different. Indeed,
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the analysis problem is n dimensional, while the synthesis problem in the worst
case is
(
m
n−2
)
+ 1 dimensional, where m is the number of edges of the graph
considered.
This is due to the fact that the incidence matrix defines a polytope having
at least
(
n
n−2
) ≍ n2 pairs of antipodal vertices in the overdetermined case.
The dictionary of the equivalent synthesis problem then contains an atom for
each of these pairs of antipodal verices making its dimensionality much larger
than n.
6. Why synthesis? A small review of the literature.
To our knowledge, the only attempt to analyze some theoretical properties of
the total variation regularized estimator over a wide range of graphs, such as
the two-dimensional grid, the star graph and the kth power graph of the cycle,
has been done by Hu¨tter and Rigollet (2016). The notion of sparsity used in
their result coincides with the number of nonzero differences of the signal values
across the m edges of the graph ~G considered. This number is also called cut
metric and can be written as ‖D ~Gf‖0, where D ~G is the incidence matrix of the
graph ~G considered.
Hu¨tter and Rigollet (2016) obtain a general result for total variation regular-
ized estimators over graphs, that they then narrow down according to different
specific classes of graphs. Their result needs the definition of two quantities: the
compatibility factor of D ~G and the inverse scaling factor of D ~G. Please note that
now ~G has a general number of edges m, i.e. D ~G ∈ {−1, 0, 1}m×n, m ≥ n− 1.
Let S′ ⊆ [m] and s′ = |S′|.
Definition 6.1 (Compatibility factor of D ~G, Hu¨tter and Rigollet (2016)). The
compatibility factor ˜˜κS′(D ~G) of D ~G for S
′ is defined as
˜˜κS′(D ~G) :=
{
inff∈Rn
√
s′‖f‖
2
‖(Df)S′‖1 , S
′ 6= 0,
1 , S′ = 0.
Let D+~G ∈ Rn×m denote the Moore-Penrose pseudoinverse of D ~G and let
d+1 , . . . , d
+
m denote its columns.
Definition 6.2 (Inverse scaling factor of D ~G, Hu¨tter and Rigollet (2016)). The
inverse scaling factor ρ(D ~G) of D ~G is defined as
ρ(D ~G) := maxj∈[m]
‖d+j ‖2.
Hu¨tter and Rigollet (2016) prove that, if the tuning parameter λ of the Edge
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Table 1
Rates by Hu¨tter and Rigollet (2016)
path 2D grid star cycle
ρ(D~G)
√
n O(√logn) ≤ 1 ≤ √n
˜˜κS′(D~G) Ω(1), s
′ ≥ 2 Ω(1), s′ ≥ 6 Ω(1/
√
s′) Ω(1)
ρ2(D~G)/
˜˜κ2
S′
(D~G) O(n) O(log n) O(s′) O(n)
m n− 1 n− 2√n n− 1 n
rate by Hu¨tter and Rigollet (2016) σ2s′ logn σ
2s′ log2 n
n
σ2s′
2
log n
n
σ2s′ logn
Lasso is chosen as λ ≍ σnρ(D ~G)
√
logm, then with high probability
‖fˆ − f0‖2n ≤ inf
S′⊆[m]
f∈Rn
{
‖f0 − f‖2n + 4λ‖(Df)−S′‖1
}
+O
(
σ2
n
ρ2(D ~G)
˜˜κ2S′(D ~G)
s′ logm
)
.
The rates for the specific classes of graphs can be obtained by finding lower
bounds on ˜˜κS′(D ~G) and upper bounds on ρ(D ~G). The results obtained by
Hu¨tter and Rigollet (2016) are summarized in Table 6.
We argue that the approach by Hu¨tter and Rigollet (2016), even though it
delivers an almost optimal rate for the case of the two dimensional grid, is not
very idoneous for an extension to general graphs. There are 3 main reasons:
1. The ratio between the compatibility factor and the inverse scaling factor
according to Hu¨tter and Rigollet (2016) is too strong to handle certain
graphs, e.g. the path or the cycle graph. Indeed we can look at the ratio
˜˜κ2S′(D ~G)/ρ
2(D ~G) as an analogous to the strong compatibility constant
κ˜2S′(D ~G) := inff∈Rn
s′‖f‖22
n‖(Df)S′‖21
≈ ˜˜κ2S′(D ~G)/ρ2(D ~G).
This quantity is apparently too small to ensure convergence of the MSE for
the cases of the path and the cycle graphs. Thus, it would make sense to try
to find a lower bound for the weak compatibility constant. The weak com-
patibility constant was introduced and used by Dalalyan, Hebiri and Lederer
(2017) and later exploited by Ortelli and van de Geer (2018) to prove an
oracle inequality for the total variation regularized estimator on a class of
tree graphs. The weak compatibility constant for the case where ~G is the
path graph is defined as
κ2S′(D ~G) = inff∈Rn
s′‖f‖2n
(‖(D ~Gf)S′‖1 − ‖(D ~Gf)−S′‖1)2
,
and is at least as large as the strong compatibility constant κ˜S′(D ~G).
2. The cut metric is not a good measure of the sparsity of the signal, as
explained in Padilla et al. (2018). Indeed, consider the two dimensional
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grid. There might be signals having few constant pieces but very large cut
metrics. It seems that a good measure of the sparsity of the signal could
be the number of piecewise constant regions in the graph, rather than the
number of jumps.
3. For general graph structures containing cycles, i.e. not being trees, and in
particular for the cycle graph and the two dimensional grid, the candidate
set S′ ⊆ [m] of edges across which the signal has nonzero differences has
to satisfy some conditions to make sense. For instance, for the cycle graph
it does not make sense to have s′ = 1. In addition all the jumps have to
sum up to zero.
The last two points speak against the utilization of the approach by Hu¨tter and Rigollet
(2016). Therefore, the alternative synthesis approach seems to be idoneous for
ensuring that the concerns exposed in the last two points are avoided and that
a more coherent notion of the sparsity of the signal on a graph is utilized when
proving sparse oracle inequalities or other results involving the sparsity of the
signal.
Appendix A: Proofs of Section 2
Proof of Lemma 2.1. We start by analyzing the estimator βˆ. We can write the
data fidelity term as follows:
‖Y − [XU X−U ]β‖2n
= ‖ΠUY +AUY −XUβU −ΠUX−Uβ−U −AUX−Uβ−U‖2n
= ‖ΠU (Y −X−Uβ−U −XUβU )‖2n + ‖AU (Y −X−Uβ−U )‖2n
It follows that
βˆU = (X ′UXU )−1X ′U (Y −X−U βˆ−U )
and
βˆ−U = arg min
β−U∈Rp−u
{
‖AU (Y −X−Uβ−U )‖2n + 2λ‖β−U‖1
}
.
Next we consider the estimator βˆΠ. We can write the data fidelity term as
follows:
‖Y − [XU AUX−U ]β‖2n
= ‖ΠUY +AUY −XUβU −AUX−Uβ−U‖2n
= ‖ΠU (Y −XUβU )‖2n + ‖AU (Y −X−Uβ−U )‖2n.
It follows that
βˆΠU = (X ′UXU )−1X ′UY = βˆU + (X ′UXU )−1X ′UX−U βˆ−U
and
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βˆΠ−U = arg min
β−U∈Rp−u
{
‖AU (Y −X−Uβ−U )‖2n + 2λ‖β−U‖1
}
.
We now compute fˆ and fˆΠ. For fˆ we have that
fˆ = XU βˆU + X−U βˆ−U
= XU βˆΠU −XU (X ′UXU )−1X ′UX−U βˆ−U + X−U βˆ−U
= XU βˆΠU +AUX−U βˆ−U .
and for fˆΠ we have that
fˆΠ = XU βˆΠU +AUX−U βˆ−U .
Hence the lemma follows.
Proof of Lemma 2.2. We first note that
[XU X−U ] [ DUD−U
]
= XUDU + X−UD−U = In,
which means that X−UD−U = In −XUDU .
Moreover,[ DU
D−U
] [XU X−U ] = [ DUXU DUX−UD−UXU D−UX−U
]
=
[
In−m 0
0 Im
]
.
It is known that the Moore-Penrose pseudoinverse of a matrix exists and is
unique. Thus, if we can show that D+−U of the form exposed in the formulation
of the lemma satisfies the four Moore-Penrose equations, we show that it is the
Moore-Penrose pseudoinverse of D−U .
1. The first criterion to satisfy is: D−UD+−UD−U = D−U .
We check it by writing
D−UD+−UD−U = D−U (In −XU (X ′UXU )−1X ′U )X−UD−U
= D−UX−UD−U = D−U ,
which proves that D+−U satisfies it.
2. The second criterion is D+−UD−UD+−U = D+−U .
We check it by writing
D+−UD−UD+−U =
= (In −XU (X ′UXU )−1X ′U )X−UD−U (In −XU (X ′UXU )−1X ′U )X−U
= (In −XU (X ′UXU )−1X ′U )X−U = D+−U ,
which proves that D+−U satisfies it.
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3. The third criterion is (D−UD+−U )′ = D−UD+−U .
We show that D−UD+−U is symmetric, which implies the above equation.
Indeed,
D−UD+−U = D−U (In −XU (X ′UXU )−1X ′U )X−U
= D−UX−U = Im.
4. The fourth criterion is (D+−UD−U )′ = D+−UD−U .
We show that D+−UD−U is symmetric, which implies the above equation.
Indeed,
D+−UD−U = (In −XU (X ′UXU )−1X ′U )X−UD−U
= (In −XU (X ′UXU )−1X ′U )(In −XUDU )
= In −XU (X ′UXU )−1X ′U + XUDU −XUDU
= In −XU (X ′UXU )−1X ′U ,
which is symmetric.
Appendix B: Proofs of Section 3
Proof of Lemma 3.1, Elad, Milanfar and Rubinstein (2007). By assumption we
have that D is of full column rank, thus X = D+ = D′(DD′)−1 and DX = In.
Let ΠD denote the orthogonal projection matrix onto the row space of D and
AD the corresponding antiprojection matrix.
We note that the analysis estimator can be written as
fˆA = arg min
f∈Rn
{
‖Y − f‖2n + 2λ‖Df‖1
}
= arg min
ΠDf,ADf∈Rn
{
‖ΠDY −ΠDf‖2n + ‖ADY −ADf‖2n + 2λ‖DΠDf‖1
}
.
We thus see that
AD fˆA = ADY
and
ΠD fˆA = arg min
ΠDf∈Rn
{
‖ΠDY −ΠDf‖2n + 2λ‖DΠDf‖1
}
.
Notice that ΠDf is spanned by the columns of X and can be written as
ΠDf = Xβ, for some β.
Thus
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ΠD fˆA = X arg min
β∈Rm
{
‖ΠDY −Xβ‖2n + 2λ‖DXβ‖1
}
= X arg min
β∈Rm
{
‖ΠDY −Xβ‖2n + 2λ‖β‖1
}
= X arg min
β∈Rm
{
‖ΠDY −Xβ‖2n + ‖ADY ‖2n + 2λ‖β‖1
}
= X arg min
β∈Rm
{
‖Y −Xβ‖2n + 2λ‖β‖1
}
= fˆS.
We get that fˆA = fˆS +ADY .
Proof of Lemma 3.2. We start by noting that AD = Arowspan(D) = ΠN (D). By
Lemma 2.2 with
D˜ =
[
A
D
]
and X = [XU X−U ] ,
we get that D+ = AUX−U .
Since D˜X = In, we have that DXU = 0, i.e. the columns of XU are in the
kernel of D independently of the choice of A. At the same time we also have
AX−U = 0, i.e. the columns in X−U have to be orthogonal to A.
Thus we see that AD = ΠN (D) = Πcolspan(XU ) = XU (X ′UXU )−1X ′U .
We have that
ΠN (D)Y =: ΠUY = XU arg min
βU∈Ru
‖Y−XUβU‖22 = XU arg minβU∈Ru‖ΠU (Y−XUβU )‖
2
2.
By Lemma 3.1 combined with the proof of Lemma 2.1 we see that we can
write
fˆA =
[XU AUX−U ] arg min
β∈Rn
{
‖Y − [XU AUX−U ]β‖2n + 2λ‖β−U‖1} ,
where XU is in the kernel of D.
If we choose A, s.t. span(A) = N (D), then we have that X−U and XU are
orthogonal and thus X−U is the Moore-Penrose pseudoinverse of D.
If we do not choose A to be in the kernel of D, then AUX−U 6= X−U , i.e. X−U
as it is is not the Moore-Penrose pseudoinverse anymore.
By Lemma 2.1 we know that we can leave out the antiprojection matrix
without changing the prediction properties of the estimator. We thus get that
fˆA =
[XU X−U ] arg min
β∈Rn
{
‖Y − [XU X−U ]β‖2n + 2λ‖β−U‖1} .
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Proof of Lemma 3.3, Elad, Milanfar and Rubinstein (2007). In the definition of
the synthesis estimator set β = Df . Then f = D−1β = Xβ. We thus have that
fˆA = X arg min
β∈Rn
{
‖Y −Xβ‖2n + 2λ‖β‖1
}
= fˆS.
The same argument can be used to derive an equivalent analysis formulation
from the synthesis problem.
Appendix C: Proofs of Section 4
Proof of Theorem 4.1. Note that
AN (D) = ΠN⊥(D) = Πrowspan(D).
We have that
‖Y − f‖2n + 2λ‖Df‖1
= ‖ΠN (D)(Y − f)‖2n + ‖AN (D)(Y − f)‖2n + 2λ‖DAN (D)f‖1.
It follows that
ΠN (D)fˆA = ΠN (D)Y
and
AN (D)fˆA = arg min
f∈N⊥(D)
{
‖AN (D)(Y − f)‖2n + 2λ‖Df‖1
}
.
Note that dim(N⊥(D)) = r and the initial analysis problem hides in itself
a pure least square part to estimate ΠN (D)f0 and a regularized empirical risk
minimization step to estimate AN (D)f0, where the search for the minimizer
happens in a r-dimensional linear subspace of Rn.
Moreover, note also that {f ∈ Rn : ‖Df‖1 ≤ 1} is an unbounded set if
r 6= n. In the above empirical risk minimization step however we restrict to a
r-dimensional hyperplane, i.e. to {f ∈ Rn : f ∈ rowspan(D)}. Indeed,
{f ∈ Rn : ‖Df‖1 ≤ 1} ∩ {f ∈ Rn : f ∈ rowspan(D)}
= {f ∈ Rn : ‖Df‖1 ≤ 1 ∧ f ∈ rowspan(D)} =: Ψ˜D
is a r-dimensional polytope in {f ∈ Rn : f ∈ rowspan(D)}.
We now want to apply Lemma 3.4. Lemma 3.4 adapted to Ψ˜D tells us that,
for f ∈ ∂Ψ˜D, if k is the rank of the rows to which f is orthogonal and if f is
orthogonal to A, then f ∈ Rn is strictly within a face of dimension (n−r−k−1)
of the (n− r)-dimensional polytope Ψ˜D.
Thus, by the interpretation of the matrix inverse in Subsection 4.1, we see
that the vertices of Ψ˜D can be found by first finding all the sets Ti ⊆ [m] :
|Ti| = r,N (D) = N (DTi) and a matrix A ∈ R(n−r)×n spanning N (D) and then
inverting the matrices Bi :=
(
A
DTi
)
, ∀i to find (J X˜ ). Note that J ∈ Rn×(n−r)
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is the same ∀i and spans N (D). Write X˜ = {X˜ i}i. The columns of X˜ i have to be
normalized s.t. the resulting normalized columns of X i belong to the boundary
∂Ψ˜D of Ψ˜D. After pruning we obtain the dictionary X , which contains the
vertices of Ψ˜D.
Appendix D: Some examples
In this section we want to expose some examples of the classical analysis formu-
lations of the first, second and third order total variation regularized estimators
and of their corresponding analysis form for the path graph, the path graph
with one branch and the cycle graph (which is not a tree graph). This allows
us to see an application of the theory developed and in particular of Theorem
4.1. Moreover, these examples might be the starting point for the study and the
development of some theory analogous to the one by Ortelli and van de Geer
(2018) for higher order total variation regularized estimators and for graphs
that are not trees, for instance the cycle graph.
What the follwing examples show, is that the case k = 1 is special for the
cycle graph, in the sense that the dictionary atoms for k = 2 and k = 3 obtained
for the corresponding synthesis form of the total variation regularized estimator
over the cycle graph are quite different from the dictionary atoms that we obtain
for the same kind of estimator on the path graph. Thus, for higher order total
variation regularized estimators there seem to be less space for handling the
case of the cycle graph by recycling the theory eventually developed for the
path graph and for tree graphs in general. Indeed, for ~G being a tree graph,
rank(Dk~G) = n−k, k < n, while for ~G being a cycle graph, rank(Dk~G) = n−1, ∀k.
D.1. Path graph
In this subsection let ~G = ({1, . . . , n}, {(1, 2), . . . , (n − 1, n)}), the path graph
with n vertices.
D.1.1. k=1
For ~G, we have that
Dij =


−1, j = i
+1, j = i+ 1
0, else,
, i ∈ [n− 1],
where for notational convenience we omit the subscript ~G on the matrix D.
We choose A = (1, 0 . . . , 0) ∈ R1×n and we write B =
(
A
D
)
.
The matrix V = B−1 is given by
Vij = 1{j≤i}, i, j ∈ [n].
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We now make an example for n = 8.
• Analysis
The 1st order discrete graph derivative operator for ~G is
D1~G =


−1 1
−1 1
−1 1
−1 1
−1 1
−1 1
−1 1


∈ R7×8.
• Synthesis
We have that
V =


1
1 1
1 1 1
1 1 1 1
1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1 1


.
D.1.2. k=2
For ~G, we have that
D2ij =


+1, j ∈ {i, i+ 2}
−2, j = i+ 1
0, else,
, i ∈ [n− 2],
where for notational convenience we omit the subscript ~G on the matrix D.
We choose
A =
(
1 0 0 . . . 0
−1 1 0 . . . 0
)
∈ R2×n
and we write B =
(
A
D2
)
.
The matrix V = B−1 is given by V1 = 1′n and
Vij = 1{j≤i}(i − j + 1), i ∈ [n], j ∈ [n] \ {1}.
We now make an example for n = 8.
• Analysis
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The 2nd order discrete graph derivative operator for ~G is
D2~G =


1 −2 1
1 −2 1
1 −2 1
1 −2 1
1 −2 1
1 −2 1

 ∈ R
6×8.
• Synthesis
We have that
V =


1
1 1
1 2 1
1 3 2 1
1 4 3 2 1
1 5 4 3 2 1
1 6 5 4 3 2 1
1 7 6 5 4 3 2 1


.
D.1.3. k=3
For ~G, we have that
D3ij =


−1, j = i
+3, j = i+ 1
−3, j = i+ 2
+1, j = i+ 3
0, else,
, i ∈ [n− 3],
where for notational convenience we omit the subscript ~G on the matrix D.
We choose
A =

 1 0 0 0 . . . 0−1 1 0 0 . . . 0
1 −2 1 0 . . . 0

 ∈ R3×n
and we write B =
(
A
D3
)
.
The matrix V = B−1 is given by V1 = 1′n, Vi2 = i− 1, i ∈ [n] and
Vij = 1{j≤i}
(i− j + 1)(i− j + 2)
2
, i ∈ [n], j ∈ [n] \ {1, 2}.
We now make an example for n = 8.
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• Analysis
The 3rd order discrete graph derivative operator for ~G is
D3~G =


−1 3 −3 1
−1 3 −3 1
−1 3 −3 1
−1 3 −3 1
−1 3 −3 1

 ∈ R5×8.
• Synthesis
We have that
V =


1
1 1
1 2 1
1 3 3 1
1 4 6 3 1
1 5 10 6 3 1
1 6 15 10 6 3 1
1 7 21 15 10 6 3 1


.
D.2. Path graph with one branch
Let now ~G = ({1, . . . , n}, {(1, 2), . . . , (n1 − 1, n1), (b, n1 + 1), . . . , (n− 1, n)}) be
the path graph with n = n1 + n2 vertices with the main branch consisting of
n1 vertices and the side branch consisting of n2 vertices and being attached at
vertx 1 < b < n1.
D.2.1. k=1
We have that
Dij =


−1, j = i
+1, j = i+ 1
0, else,
, i ∈ [n− 1] \ {n1},
and
Dij =


−1, j = b
+1, j = n1 + 1
0, else,
, i ∈ [n− 1] \ {n1}, i = n1.
We choose A = (1, 0 . . . , 0) ∈ R1×n and we write B =
(
A
D
)
.
The matrix V = B−1 is given by
Vij = 1{j≤i} − 1{n1+1≤i≤n}∩{b+1≤j≤n1}, i, j ∈ [n].
We make an example with n = 8, b = 4 and n1 = 6.
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• Analysis
The 1st order discrete graph derivative operator for ~G is
D1~G =


−1 1
−1 1
−1 1
−1 1
−1 1
−1 1
−1 1


∈ R7×8.
• Synthesis
We have that
V =


1
1 1
1 1 1
1 1 1 1
1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1
1 1 1 1 1 1


.
D.2.2. k=2
For ~G = ({1, . . . , n}, {(1, 2), . . . , (n− 1, n)}), the path graph with n vertices, we
have that
D2ij =


+1, j ∈ {i, i+ 2}
−2, j = i+ 1
0, else,
, i ∈ [n− 2] \ {n1, n1 + 1},
and
D2ij =


+1, j ∈ {b− 1, n1 + 1}
−2, j = b
0, else,
, i = n1,
and
D2ij =


+1, j ∈ {b, n1 + 2}
−2, j = n1 + 1
0, else,
, i = n1 + 1,
We choose
A =
(
1 0 0 . . . 0
−1 1 0 . . . 0
)
∈ R2×n
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and we write B =
(
A
D2
)
.
The matrix V = B−1 is given by V1 = 1′n and
Vij = 1{j≤i≤n1}(i − j + 1)
+ (i− n1 + b− j + 1)1{i≥n1+1,j≤b}
+ (i− j + 1)1{n1+1≤j≤i≤n}, i ∈ [n], j ∈ [n] \ {1}.
We make an example with n = 8, b = 4 and n1 = 6.
• Analysis
The 2nd order discrete graph derivative operator for ~G is
D2~G =


1 −2 1
1 −2 1
1 −2 1
1 −2 1
1 −2 1
1 −2 1

 ∈ R
6×8.
• Synthesis
We have that
V =


1
1 1
1 2 1
1 3 2 1
1 4 3 2 1
1 5 4 3 2 1
1 4 3 2 1
1 5 4 3 2 1


.
D.2.3. k=3
For ~G = ({1, . . . , n}, {(1, 2), . . . , (n− 1, n)}), the path graph with n vertices, we
have that
D3ij =


−1, j = i
+3, j = i+ 1
−3, j = i+ 2
+1, j = i+ 3
0, else,
, i ∈ [n− 3] \ {n1, n1 + 1, n1 + 2},
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and
D3ij =


−1, j = b− 2
+3, j = b− 1
−3, j = b
+1, j = n1 + 1
0, else,
, i = n1,
and
D3ij =


−1, j = b− 1
+3, j = b
−3, j = n1 + 1
+1, j = n1 + 2
0, else,
, i = n1 + 1,
and
D3ij =


b− 1, j = b
+3, j = n1 + 1
−3, j = n1 + 2
+1, j = n1 + 3
0, else,
, i = n1 + 2.
We choose
A =

 1 0 0 0 . . . 0−1 1 0 0 . . . 0
1 −2 1 0 . . . 0

 ∈ R3×n
and we write B =
(
A
D3
)
.
The matrix V = B−1 is given by V1 = 1′n, Vi2 = i− 11{i≤n1} + (i− 1− n1 +
b)1{i>n1}, i ∈ [n] and
Vij = 1{j≤i≤n1}
(i − j + 1)(i− j + 2)
2
+ 1{i≥j>n1}
(i − j + 1)(i− j + 2)
2
+ 1{i>n1,j≤b}
(i − j − n1 + b+ 1)(i− j − n1 + b+ 2)
2
, i ∈ [n], j ∈ [n] \ {1, 2}.
We make an example with n = 8, b = 4 and n1 = 6.
• Analysis
The 3rd order discrete graph derivative operator for ~G is
D3~G =


−1 3 −3 1
−1 3 −3 1
−1 3 −3 1
−1 3 −3 1
−1 3 −3 1

 ∈ R5×8.
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• Synthesis
We have that
V =


1
1 1
1 2 1
1 3 3 1
1 4 6 3 1
1 5 10 6 3 1
1 4 6 3 1
1 5 10 6 3 1


.
D.3. Cycle graph
In this subsection let ~G = ({1, . . . , n}, {(1, 2), . . . , (n− 1, n), (n, 1)}) be the path
graph with n vertices. Notice that ~L(~G) = ~G.
We start the considerations about the cycle graph with the following lemma.
Lemma D.1. Let D ∈ Rn×n, s.t. N (D) = N (D′). Then ∀k ∈ N we have that
N (Dk) = N (D) and thus rank(Dk) = rank(D).
Proof of Lemma D.1. We prove Lemma D.1 by induction.
Anchor:
It is known that N (D′) is the orthogonal complement of the image of D. We
thus have that
N (D2) = N (D) ∪ (N (D) ∩ Im(D))
= N (D) ∪ (N (D′) ∩ Im(D))
= N (D) ∪ {0}
= N (D).
Step:
Assume that N (Dk) = N (D). Then
N (Dk+1) = N (Dk) ∪ (N (D) ∩ Im(D))
= N (D) ∪ {0}
= N (D).
Let us now define the matrix T ∈ Rn×n as
T =
(
(In)n (In)−n
)
.
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We note that T is invertible, T ′ = T−1 and that (T k)′ = T−k, ∀k ∈ N.
Note that, for an invertible matrix B ∈ Rn×n we have that
(MT k)−1 = (T k)−1M−1 = T−kM−1.
Thus note that if B =
(
A
D
)
, with A ∈ R(n−r)×n : AT k = A∀k ∈ N, then
(BT k)−1 =
(
(B−1)1:(n−r)
T−k(B−1)(n−r+1):n
)
.
Since for D being the incidence matrix of the cycle graph with n vertices we
have that N (D) = N (D′) = span(1n) and all DTi are obtained by rotation of
the incidence matrix of the path graph with n vertices rooted at vertex 1, we
have that it is enough to calculate the inverse of a Bi and then rotate its last
(n− 1) columns by left multiplication with T k, k ∈ [n− 1].
Thus we know that it is enough to invert the matrix Bi
(
A
DTi
)
for one i to
find its inverse (Bi)
−1 =
(
J X˜ i
)
. Then
X˜ = {T kX˜ i}k∈[n].
Let us define Ti = [n] \ {i}. In the following we are going to select an {i}
and to call B the matrix
(
A
DkTi
)
, just omitting the subscript i. Moreover we
are going to write V := B−1. Note that, due to Lemma D.1, A will always be
selected to be 1′n, i.e. a row vector in the linear span of 1′n. In all the cases we
are going to have that v1 = 1n/n.
D.3.1. k=1
We select Ti = n. Note that the j
th columns of V , also denoted Vj =: vj , j ∈
{2, . . . , n} is a vector in N (B−j). To calculate it we can proceed as follows.
Delete the jth row of B. We first find a vector uj in N (B−{1,j}). We see that
uj = (0, . . . , 0︸ ︷︷ ︸
j−1
, 1, . . . , 1︸ ︷︷ ︸
n−j+1
)′
is inN (B−{1,j}). Moreover we see that Bjvj = 1, so we do not have to normalize.
It remains to subtract from uj its mean u¯j , to find vj = uj − u¯j in N (B−j). We
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note that u¯j =
n−j+1
n , j ∈ {2, . . . , n} and thus
vj =

−n− j + 1n , . . . ,−n− j + 1n︸ ︷︷ ︸
j−1
, 1− n− j + 1
n
, . . . , 1− n− j + 1
n︸ ︷︷ ︸
n−j+1


′
=

−1 + j − 1n , . . . ,−1 + j − 1n︸ ︷︷ ︸
j−1
,
j − 1
n
, . . . ,
j − 1
n︸ ︷︷ ︸
n−j+1


′
.
We now want to see how many such vertices it is possible to find.
Note that
{T kv2}k=0,1,...,n−1 = {T kvn}k=0,1,...,n−1
and that
{T kvj}k=0,1,...,n−1 = {T kvn−j+2}k=0,1,...,n−1, j ∈ N, j ≤ (n+ 1)/2.
If n is even, then we have that for j = n+22
{T kv(n+2)/2}k=0,1,...,n/2−1 = {T kv(n+2)/2}k=n/2,...,n−1.
Thus, if n is even we have p = (n2 − 1)n + n2 = n(n−1)2 =
(
n
2
)
synthesis
dictionary atoms, whose coefficients are penalized, and n − r = 1 dictionary
atom, whose coefficient is not penalized.
If n is odd we have that
{T kvj}k=0,1,...,n−1 = {T kvn−j+2}k=0,1,...,n−1, j ∈ N, j ≤ (n+ 1)/2.
Thus we have p = n−12 n =
(
n
2
)
dictionary atoms, whose coefficients are
penalized and n− r = 1 dictionary atom, whose coefficient is not penalized.
It follows that, in general, p = n(n−1)2 and n− r = 1.
We now make an example with n = 8.
• Analysis
The 1st order discrete graph derivative operator for ~G is
D1~G =


−1 1
−1 1
−1 1
−1 1
−1 1
−1 1
−1 1
1 −1


∈ R8×8.
• Synthesis
The following Figure D.3.1 represents the plot of the last (n− 1) columns
of the matrix V obtained as explained above.
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1 2 3 4 5 6 7 8
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
Vertex index
Fig 1. Plot of the dictionary atoms whose coefficient are penalized, obtained by the inversion
of B for the case when k = 1. These dictionary atoms correspond to the last n − 1 columns
of V = B−1.
D.3.2. k=2
We select Ti = Tn. We want to calculate V = B
−1. We see that v1 = +′n/n.
To calculate vj , j ∈ {2, . . . , n} we can proceed as follows.
We delete the jth row of B. We have to find vj in N (B−j), s.t. Bjvj = 1.
We first look for a vector uj in N (B−{1,j}). We see that
uj = (n− j + 2, {n− j + 2− (i − 1)n− j + 1
j − 1 }
j−1
i=2 , 1, 2, . . . , n− j + 1)′
is such a vector. Note that it contains two segments with constant slope. We
now want to normalize uj , s.t. Bju
∗
j = 1. We have that
Bjuj = n− j + 2− (j − 2)n− j + 1
j − 1 =
n
j − 1 .
Thus Bju
∗
j = 1, where
u∗j =
j − 1
n
uj .
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We now have to subtract from u∗j its mean u¯
∗
j , s.t. u
∗
j − u¯∗j ∈ N (B1) as well.
Since u¯∗j =
j−1
n u¯j , we calculate u¯j =
∑n
i=1(uj)i
n .
We have that
n∑
i=1
(uj)i =
n−j+2∑
i=1
i1
j−1∑
i=2
[
(n− j + 2)− (i− 1)n− j + 1
j − 1
]
.
We see that
n−j+2∑
i=1
i =
(n− j + 3)(n− j + 2)
2
and that
j−1∑
i=2
[
(n− j + 2)− (i− 1)n− j + 1
j − 1
]
= (j − 2)(n− j + 2)− n− j + 1
j − 1
j−2∑
i=1
i
= (j − 2)(n− j + 2)− (n− j + 1)(j − 2)
2
= (j − 2)
(
n− j + 2− n− j + 1
2
)
=
(j − 2)(n− j + 3)
2
.
Thus,
n∑
i=1
=
n(n− j + 3)
2
.
It follows that
u¯j =
n− j + 3
2
.
Thus we have that
vj = u
∗
j − u¯∗j =
j − 1
n
(
uj − n− j + 3
2
)
,
is the vector we are looking for.
Note that for n even we have that
{T kvj} j=2,...,n/2
k=0,1,...,n−1
= −{T kvj}j=n/2+2,...,n
k=0,1,...,n−1
,
and that
{T kvn/2+1}k=0,1,...,n/2−1 = −{T kvn/2+1}j=n/2,...,n.
Thus the part of the pruned dictionary whose coefficients are penalized contains(
n
2
)
atoms.
If n is odd we have that
{T kvj}j=2,...,(n+1)/2
k=0,1,...,n−1
= −{T kvj}j=(n+1)/2+1,...,n
k=0,1,...,n−1
.
Thus the part of the pruned dictionary whose coefficients are penalized con-
tains
(
n
2
)
atoms.
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• Analysis
The 2nd order discrete graph derivative operator for ~G is
D2~G =


1 −2 1
1 −2 1
1 −2 1
1 −2 1
1 −2 1
1 −2 1
1 1 −2
−2 1 1


∈ R8×8.
• Synthesis
The following Figure D.3.2 represents the plot of the last (n− 1) columns
of the matrix V obtained as explained above.
1 2 3 4 5 6 7 8
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
Vertex index
Fig 2. Plot of the dictionary atoms whose coefficient are penalized, obtained by the inversion
of B for the case when k = 2. These dictionary atoms correspond to the last n − 1 columns
of V = B−1.
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D.3.3. k=3
We now consider the set Tn−1. We consider the map j0 7→ j, {2, . . . , n} 7→
{1, . . . , n− 1} defined as
j(j0) =
{
j0, j0 ∈ {2, . . . , n− 1}
1, j0 = n,
and let j0(j) denote the inverse map. From now on we write for brevity j, when
we mean j(j0). We see that the vectors in N (B−{1,j0}) consist of a convex and
a concave segment. The concave segment starts at vertex 1 and ends at vertex
j(j0), while the convex segment starts at j(j0) and ends at 1. We thus write
uj =
(
{(i− 1)(j − i)}ji=1,−a{(i− 1)(n+ 1− i)}ni=j+1
)
,
where a ∈ R is a parameter needed to harmonize the two pieces.
We now want to find a. Since the convex and concave segment are symmetric,
it is enough to check the condition only at one side. We have to have that
Dnuj = 0∀j 6= 1. We have that
Dnuj = (uj)3 − 3(uj)2 + 3(uj)1 − (uj)n.
Note that (uj)1 = 0, ∀j and (uj)n = −a(n−j), ∀j, and thus the above expression
becomes
Dnuj = (uj)3 − 3(uj)2 + a(n− j).
We distinguish three cases:
• j = 1;
• j = 2;
• j ≥ 3.
j = 1 j = 2 j ≥ 3
i = 3 -2a (n-2) -a(n-2) 2(j-3)
i = 2 -a(n-1) 0 (j-2)
Table 2
Values of (uj)2 and (uj)3 for the three cases j = 1, j = 2 and j ≥ 3.
In Table D.3.3 the values of (uj)2 and (uj)3 for the three cases are exposed.
For these three cases we thus get the following.
• Case j = 1.
Dnu1 = −2a(n− 2) + 3a(n− 1) + a(n− 1) = 2an.
• Case j = 2.
Dnv2 = 0.
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• Case j ≥ 3.
Dnvj = 2(j − 3)− 3(j − 2) + a(n− j) = −j + a(n− j).
Thus from the condition Dnvj = 0 we get that
a =
j
n− j .
Now we have to find a normalized version u∗j of uj , s.t. Bj0u
∗
j = 1. We can see
that we need to scale with a factor n−j2n .
We thus have that
u∗j =
n− j
2n
(
{(i− 1)(j − i)}ji=1,−
j
n− j {(i− j)(n+ 1− i)}
n
i=j+1
)
is in N (B−j0(j)) and Bj0(j)uj = 1. It now remains to center the vector u∗j , s.t.
it is in N (B1) as well.
We are going to need the formula
k∑
i=1
i2 =
(k)(k + 1)(2k + 1)
6
.
We thus calculate
n∑
i=1
(uj)i =
j∑
i=1
(i − 1)(j − i)
︸ ︷︷ ︸
I
− j
n− j (i− j)(n+ 1− i)︸ ︷︷ ︸
II
.
We have that
I =
j∑
i=1
(i − 1)(j − i)
=
j∑
i=1
[
ij − i−j + i]
= −j2 + (j + 1)
j∑
i=1
i−
j∑
i=1
i2
= −j2 + (j + 1)
2j
2
− (2j + 1)j(j + 1)
6
=
(j − 2)(j − 1)j
6
.
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Moreover,
II =
j∑
i=1
(i− j)(n+ 1− j)
=
n−j∑
i=1
i(n+ 1− j − i)
= (n+ 1− j)
n−j∑
i=1
i−
n−j∑
i=1
i2
=
(n+ 1− j)2(n− j)
2
− (n− j)(n− j + 1)(2n− 2j + 1)
6
=
(n+ 1− j)(n− j)(n− j + 2)
6
.
It follows that
n∑
i=1
(uj)i = − j
6
n(n− 2j + 3).
Therefore the vectors we are looking for are
vj =
(
n− j
2n
{(i− 1)(j − i)}ji=1,−
j
2n
{(i− j)(n+ 1− i)}ni=j+1
)
+
j(n− j)(n− 2j + 3)
12n
, j ∈ [n−1],
and
(B−1)j0 = vj(j0), j0 ∈ {2, . . . , n}.
We now want to find out how large p is.
By making the changes of variables j′ = n − j and i′ = n− i + 1 we obtain
that
•
n−j
2n {(i− 1)(j − i)}ji=1 = j
′
2n{(n− i′)(i′ − j′ − 1)}j
′+1
i′=n;
• − j2n{(n− i+ 1)(i− j)}ni=j+1 = −n−j
′
2n {i′(j′ − i′ + 1)}1i′=j′ ;
•
(n−j)j(n−2j+3)
12n =
j′(n−j′)(−n+2j′+3)
12n .
Note that (n − i′)(i′ − j′ − 1) = (i′ − j′)(n + 1 − j′) − (n − j′) and that
i′(j′ − i′ + 1) = (i′ − 1)(j′ − i′) + j′. We thus have that
•
n−j
2n {(i− 1)(j − i)}ji=1 = j
′
2n{(n− i′ + 1)(i′ − j′)}j
′+1
i′=n − j
′(n−j′)
2n ;
• − j2n{(n− i+ 1)(i− j)}ni=j+1 = −n−j
′
2n {(i′ − 1)(j′ − i′)}1i′=j′ − j
′(n−j′)
2n .
Note that
j′(n− j′)(−n+ 2j′ + 3)
12n
− j
′(n− j′)
2n
= − j
′(n− j′)(n− 2j′ + 3)
12n
.
We thus see that
vj′ = vn−j = −
(
− j
′
2n
{(n− i′ + 1)(i′ − j′)}j′+1i′=n,
n− j′
2n
{(i′ − 1)(j′ − i′)}1i=j′
)
− j
′(n− j′)(n− 2j′ + 3)
12n
.
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By selecting i∗ = n − i′ + j′ + 1, i′ ∈ {n, . . . , j′ + 1} and i∗ = j′ − i′ +
1, i′ ∈ {j′, . . . , 1} (i.e. by exploiting the symmetry of the convex and the concave
segments of vj′), we have that
vj′ = vn−j = −
(
− j
′
2n
{(n− i∗ + 1)(i∗ − j′)}ni∗=j+1,
n− j′
2n
{(i∗ − 1)(j′ − i∗)}j′i∗=1
)
− j
′(n− j′)(n− 2j′ + 3)
12n
= −T n−jvj ,
and thus we can apply the same considerations as we did for k = 2. It follows
that p = n(n−1)2 and n− r = 1 here as well.
• Analysis
The 3rd order discrete graph derivative operator for ~G is
D3~G =


−1 3 −3 1
−1 3 −3 1
−1 3 −3 1
−1 3 −3 1
−1 3 −3 1
1 −1 3 −3
−3 1 −1 3
3 −3 1 −1


∈ R8×8.
• Synthesis
The following Figure D.3.3 represents the plot of the last (n− 1) columns
of the matrix V obtained as explained above.
Ortelli, van de Geer/Synthesis and analysis in total variation regularization 39
1 2 3 4 5 6 7 8
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
Vertex index
Fig 3. Plot of the dictionary atoms whose coefficient are penalized, obtained by the inversion
of B for the case when k = 3. These dictionary atoms correspond to the last n − 1 columns
of V = B−1.
References
Bu¨hlmann, P. and van de Geer, S. (2011). Statistics for High-Dimensional
Data.
Dalalyan, A. S., Hebiri, M. and Lederer, J. (2017). On the prediction
performance of the Lasso. Bernoulli 23 552–581.
Elad, M., Milanfar, P. and Rubinstein, R. (2007). Analysis versus synthe-
sis in signal priors. Inverse Problems 23.
Guntuboyina, A., Lieu, D., Chatterjee, S. and Sen, B. (2017). Adaptive
Risk Bounds in Univariate Total Variation Denoising and Trend Filtering.
ArXiv ID 1702.05113.
Hu¨tter, J.-C. and Rigollet, P. (2016). Optimal rates for total variation
denoising. JMLR: Workshop and Conference Proceedings 49 1–32.
Levine, L. (2011). Sandpile groups and spanning trees of directed line graphs.
Journal of Combinatorial Theory, Series A 118 350–364.
Ortelli, F. and van de Geer, S. (2018). On the total variation regularized
estimator over the branched path graph. Electronic Journal of Statistics 12
Ortelli, van de Geer/Synthesis and analysis in total variation regularization 40
4517–4570.
Padilla, O. H. M., Scott, J. G., Sharpnack, J. and Tibshirani, R. J.
(2018). The DFS Fused Lasso: Linear-Time Denoising over General Graphs.
Journal of Machine Learning Research 18 1–36.
Qian, J. and Jia, J. (2016). On stepwise pattern recovery of the fused Lasso.
Computational Statistics and Data Analysis 94 221–237.
Tibshirani, R. J. and Taylor, J. (2011). The solution path of the generalized
LASSO. The Annals of Statistics 39 1335–1371.
van de Geer, S. (2018). On tight bounds for the Lasso. ArXiv ID 1804.00989.
Wang, Y.-X., Sharpnack, J., Smola, A. and Tibshirani, R. J. (2016).
Trend filtering on graphs. Journal of Machine Learning Research 17 15–147.
