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MATHEMATICS 
EINIGE MEHRDIMENSIONALE SATZE ZUR GLEICHMASSIGEN 




(Communicated by Prof. J. PoPKEN at the meeting of April 29, 1967) 
1) EINLEITUNG UND BEZEICHNUNGEN: 
Es ist in den letzten Jahren eine Reihe von Arbeiten erschienen (vgl. 
[2], [3], [4], [5], [6], [8] und die dort angegebene Literatur), in denen 
der Begriff der gleichma.Bigen Gleichverteilung mod 1 genauer untersucht 
wurde. So ist vor allem das Verhalten von Folgen der Gestalt f(n)·cx 
(n= 1, 2, ... ) bei gegebenem f(n), das eine geeignete Wachstumsbedingung 
erfiillen soll, studiert worden. Es sollen in der vorliegenden Arbeit einige 
mehrdimensionale Satze bewiesen werden, wobei wir f(n) durch eine Folge 
von Matrizen und die reelle Zahl ex durch einen Vektor ersetzen. Es ergeben 
sich dann im wesentlichen analoge Aussagen; bei Spezialisierung auf den 
eindimensionalen Fall erscheint die Voraussetzung hinsichtlich f(n) sogar 
noch etwas abgeschwacht {f(n) braucht nicht ganzzahlig zu sein und kann 
belie biges V orzeichen besitzen). 
Herrn Professor Dr. G. HELMBERG mochte ich fiir viele Verbesserungs-
vorschlage herzlichen Dank sagen. 
Definitionen und Bezeichnungen: Wir betrachten im folgenden aus-
schlieBlich (r x r)-Matrizen, die wir mit gro13en lateinischen Buchstaben 
bezeichnen; Vektoren mit r Komponenten (bzw. auch die transponierten 
Vektoren) werden mit kleinen lateinischen Buchstaben bezeichnet. Wir 
fiihren fiir Matrizen A bzw. Vektoren a eine Norm ein (vgl. [1]) und 
schreiben 
!!All= ! laikl, wenn A=(aik), 
l..;;i.k..;;r 
llall = ! !ail , wenn a=(ai)· 
t:::;;;;i~r 
Fiir diese Norm gel ten die Rechenregeln 
I lA + Bli <!!All+ IIBII , IIABII < IIAI!IIBII , I!Aall < IIAI!IIall 
[ex] bedeutet die gr613te ganze Zahl..;;; ex, 
(ex) bedeutet den Rest mod 1, also (ix)=cx- [ex]. 
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(Die Symbole [ ] bzw. ( ) auf Vektoren oder Matrizen angewendet sollen 
das elementweise Ausfuhren dieser Operation bedeuten). 
Weiter sei E = Er der r-dimensionale Einheitswurfel ( 0 <Xi< l flir 
i= l, 2, ... , r), XF die charakteristische Funktion einer Teilmenge F C E, 
dx = dx1 ... dxr. 
Eine Folge von Vektoren a(n) (n= l, 2, ... ) heiBt gleichma(Jig gleich-
verteilt mod l (g. glv.) (vgl. [2]), wenn die Relation 
(1) 
l h+N 
.J~~ N n=~l XF((a(n))) = j XF(x) dx 
fur alle jordanmeBbaren Teilmengen F C E gleichmaBig in h (h= l, 2, ... ) 
gilt. 
Wir betrachten im weiteren ausschlieBlich den Fall a(n) = Anx. Der 
Ausdruck "fast alle" bezieht sich stets auf das r-dimensionale Lebes-
guesche MaB. 
2) ZWEI S.ATZE. 
Es soll hier bewiesen werden: Ist An (n= 1, 2, ... ) eine Folge von Ma-
trizen, die die Wachstumsbedingung An· A;~1 __,.. 0 erflillt, so gilt: 
a) Anx ist flir fast kein x g. glv. mod 1; 
b) die in a) auftretende Nullmenge ist nicht leer. 
Wir beginnen zunachst mit einigen Hilfssatzen. 
Hilfssatz l: (Weylsches Kriterium): Die Folge von Vektoren a(n) 
(n= 1, 2, ... ) ist genau dann (g.) glv. mod l, wenn 
(2) 
l h+N 
limN I exp (ma(n))=O (exp y=e2I<iv) 
N-+oo n=h+l 
fur jeden Gittervektor m # 0 (gleichma(Jig in h) gilt. 
Beweis: Ergibt sich fur den Fall der g. Glv. mod 1 durch Spezialisie-
rung aus [5]. 
Hilfssatz 2: Sei An eine Folge von Matrizen mit AnA;~1 __,.. 0. Setzt 
man f(n) = IIAnA;;-~ 1 11, so gilt 
n-1 
IIA;;- 1 11 < 0 IT f(i). 
i=l 
Hilfssatz 3: Seien An cine Folge von Matrizen mit AnA;~1 __,.. 0, 
(m1, ... , ms)#(O, ... , 0) s beliebige Vektoren und Bh,k=Ah-Ak(h>k). Dann 
gibt es cine von h, k unabhangige K onstante n0, so da(J fur h, k >no stets gilt: 
8 
L miBh+i.k+i#O (h>k). 
i=l 
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Beweis: Es sei stets h>k und o.B.d.A. m8 oi-0 (sonst wird der letzte 
Summand weggelassen) 
8 
II I m.(AhH- Ak+i) A;:_f8- m8ll < 
i~l 
s-1 
< I llm.IIIIAh+iAh-fHtii···IIAh+s-lAi:-f.ll + 
i~l 
8 
+ I llm.IIIIAk+iAk-fHtii···IIAh+8-1Ah-fsll < 
i~l 
8 
< 2 I llm.ll· f(h+s-1) 
i~l 
falls (h>)k>nl, da f(n)-+0 und daher f(n)<l ftir alle n;>n1. 
Daraus folgt 
8 
Ill I m, Bh+i.k+iAi:-f.ll-llm.lll < 
i~l 
• 
<II I miBh+i.kHAi:-f8-m.ll<s 
i~l 
sobald h:;;.n2(s) und k:;;.n1. 
Also ergibt sich fur 0 < s < -!llmsll 
8 
0<-!llm811<11m.ll-s<ll I miBh+i.k+iAi:-f,ll < 
i~l 
• 
< II I m, Bh+i.k+iii·IIA;:_f.ll 
i~l 
fiir alle h, k>no=max (n1, n2), woraus nach Hilfssatz 2 (IIA;1 II-+ 0) die 
Behauptung folgt. 
Hilfssatz 4: Sei An eine Folge von Matrizen mit AuA;_f1 -+ 0, A'(n) 
eine Folge von Matrizen mit IIA'(n)ll < IP(n)l, wo P(n) ein Polynom ist. 
Dann existieren fur die Folge Bn=An+A'(n) die Inversen B; 1 fur alle 
hinreichend grofJen n und es gilt BnB;_f1 -+ 0. 
Beweis: Nach Hilfssatz 2 gilt 
.,. 
IIA'(n+ l) A;_f1 ll < IP(n+ l)l 0 IT f(i); 
i~l 
die rechte Seite strebt fiir n-+ = nach Null, das hei.Bt, es konvergiert 
Es existieren also fur n>no die inversen Matrizen 
und fur n:;;.n1 gilt 
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Damit ergibt sich weiter fiir n;;;;:, max ( n0 , n1} = n2 
I IBn B;~ 1 ll = II(AnA;~l +A'(n) A;~1 ) (I +A'(n+ 1) A;~1)- 1 ll < 
< (IIAnA;~~II + IIA'(n)IIIIA;~~II) 2r < 
n 
< Cl(f(n) + IP(n)l n f(i)) 
i~l 
und die rechte Seite strebt fiir n __,. oo nach Null. 
Hilfssatz 5: Sei An eine Folge von Matrizen mit AnA;~1 __,. 0. Dann 
ist fur jedes s-tupel (s=1, 2, ... )von Gittervektoren (m1, ... , m 8 )#(0, ... , 0) 
8 
die Folge ~ miAn+iX (n= 1, 2, ... ) glv. mod 1 fur fast alle Vektoren x E :a_r. 
i~l 
(vgl. dazu [9], Satz 21}. 
Beweis: Wir setzen 
(3) 
1 N s 
fN(x) = N n~l exp (ex i~ miAn+ix) (ex#O, natiirlich). 
Dann gilt 
(4) 
1 N 8 I lfN(x) l2 dx = N 2 h."'f:1 I exp (ex i~I mi(Ah+i -Ak+i) x) dx. 
Nach Hilfssatz 3 gibt es eine Konstante n0 (von h, k unabhiingig), so 
daB fiir h, k;;;;:, no (h # k) stets 
8 8 
~ mi(Ah+i- Ak+i) = ~ m• Bh+i.k+i # 0 
i~l i~l 
ist. 
Wir unterscheiden jetzt drei Fiille: 
1} Es seien alle An ganzzahlige Matrizen. 
Dann folgt fiir h, k;;;:,no (h#k): 
8 
J exp (ex ~ mi(Ah+i-Ak+i)x) dx=O. 
E i~l 
Damit ergibt sich nach (4} 
fiir N;;;:,n0 und weiter wie in [9]: 
N->oo 
8 
fiir fast alle x, was die Gleichverteilung mod 1 von ~ miAn+iX fiir fast 
alle x nach dem Weylschen Kriterium bedeutet. 
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2) Ersetzt man x durch!. x (L nattirliche Zahl), so ergibt sich die Be-
L 
hauptung, wenn die An Matrizen mit rationalen Elementen mit dem 
gemeinsamen Nenner L sind. 
3) Seien nun An Matrizen mit beliebigen reellen Elementen. Wir be-
stimmen Matrizen Bn (Elemente rational mit Generalnenner L), so daB 
gilt: 
Wir setzen An-Bn= -A'(n). 
Es sind dann alle Voraussetzungen von Hilfssatz 4 erftillt (P(n)=kon-
stant) und wir haben flir alle gentigend groBen n: 
B;; 1 existiert und Bn B;;~ 1 --+ 0. 
Daher gilt also nach Punkt 2): Ftir alle x his auf solche in einer Null-
menge 2rL gilt: 
Nun ist 
lexp x1 -exp x2 1 <2njx1 -x2 j, 
woraus flir M =max llmtll, x ¢ 2rL folgt: 
1
1 N 1 I N n~l exp (<X! mi Bn+ix) - N! exp (<X! miAn+ix) < 
~N ~ Q 
< N n~l j<X L mi(Bn+i-An+i) xi <2n j<Xjs·M ·llxii2L = L. 
Ftir alle x, die in keiner Menge mL liegen, das heiBt also, flir fast alle X 
gilt dann 
was die Gleichverteilung mod l nach dem Weylschen Kriterium bedeutet. 
wzbw. 
Wir zeigen jetzt 
SATZ l: Sei An eine Folge von Matrizen mit AnA;;~1 --+ 0. Dann ist 
die Folge Anx fur fast kein x g. glv. mod l. 
Beweis: (zur SchluBweise vgl. [6]): Nach Hilfssatz 5 ist ftir jedes 
8 
s-tupel von Gittervektoren (mt, ... , m8 ) * (0, ... , 0) die Folge 2 mtAn+tX 
i~l 
flir alle x aus einer Menge ~ (m1, ... , m8 ) gleichverteilt mod l, wo 
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58' (m~, ... , m8 ) (' bedeutet Komplement) das MaB Null besitzt. Wir setzen 
00 
(5) m: = n n 5B(m1, .. ~,m.); 
s~1 <m1 •...• m8> 
dannhat auchm:' dasMaB Null und esgilt nach dem Weylschen Kriterium: 
Die Folge 
(6) 
ist fiir alle x Em: gleichverteilt mod l, aufgefaBt als Folge im Es.r 
(8= l, 2, ... ). 
Es sei nun FCE folgende Menge: F={O<:xi<t[i=l, ... ,r}, das MaB 
l 
von F: fFI = 2r. Aus der Gleichverteilung der Folge (6) fiir 8= 1, 2, ... 
folgt daher: Es gibt eine monotone Folge natiirlicher Zahlen nk, so daB 
Ank+l X, ••. , AnkH x E F (mod l) oder 
l nk+k l 
k ~ XF((A .. x)) = l =I= IFI = 2, fiir x Em:. 
n~nk+1 
Daraus folgt aber, daB die Folge Anx fiir x Em: nicht g. glv. mod l ist; 
m:' hat das MaB Null, daher ist alles bewiesen. 
Wir zeigen jetzt durch explizite Konstruktion, daB die in Satz l auf-
tretende Nullmenge nicht leer ist (vgl. [3], [4]). 
Hilfssatz 6: E8 8ei An eine Folge von llfatrizen mit AnA;;-+1 ~ 0, 




und e8 gilt mit einer von no und Pno unabhiingigen Kon8tanten 0 
(a) IIA .. a-p .. II<O·IIA .. A;;-+111 
(b) lla-A;;-1Pnii<O·IIA;;-+111· 
Beweis: (vgl. [3], [4]). 
Konvergenz : Es gilt 
IIA;;; 1 pm-A;;;~.Pm+ell = 
= IIA;;; 1 pm-A,:;;~1Pm+1 +A;;;~lPm+l =f ... -A,:;;~ePm+ell = 
= IIA,:;;~l (Am+1A;;; 1Pm)+ ··· +A;;;~.(Am+eA,:;;~e-lP~+e-1)11 < 
< r2 1!A;;;~1II (I+ IIAm+l A,:;;~2ll + · · · + 
+ IIAm+lA;;;~211···11Am+•-1A;;;~.II) = (*)· 
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Nach Voraussetzung gibt es ein mo, so daB fiir alle m:>mo 
IIAmA;;;.l-1ll<e< 1 und daher 
IIA;;;tlll = IIA11 A1A21 A2 ... AmA;;;tlll < IIA:t111Rmo. em-mo 
mit R = max IIAkA;-t1ll gilt. Also wird ftir m>m0 : 1.;;;1<:.;;m0 
woraus die Konvergenz A;;-1pn --o- a folgt. 
(b) folgt a us der obigen Abschatzung 
IIA;;; 1Pm -A;;;-l..Pm+ell .;;;0' ·IIA;;;t1ll, 
indem man e --o- oo gehen laBt. 
(a): 
liP .. - A., A;;--t.Pn+ell = 
= jjA,.A;;--tl (An+l A;;-l p,.) + · · · + A,.A;;--t.(An+eA;;--te-lPn+e-1)11 < 
< r2(i!A,.A;;--tlll + ... + IIA,.A~& . . jjA,.+e-1 A;;--t.ll) <0" ·IIA,.A;;--tlll 
wzbw. 
Hilfssatz 7: Durch geeignete Wahl von no vnd Pno in Hilfssatz 6 kann 
stets a# 0 erreicht werden. 
Beweis: Nach (b) gilt: 
l!a-A;;- 1 p,.ll <OIIA;;--tlll· 
Es sei jetzt n1 so groB, daB flir n;;;;,n1 gilt: 
Wir setzen no= n1 und wahl en Pno so, daB 
(7) 
wird; a kann dann nicht gleich Null sein, denn sonst ware 
l <lla-A~1P,.01!<0iiA~\lll<t. 




P ;,(n) = V2 n2(i-l)r+2e-1 + V3 n2(i-l)r+2• fiir 1 < i, e < r. 
SATZ 2: Sei An eine Folge von Matrizen mit AnA;;--t1 --o- 0. Dann gibt 
es stets Vektoren x, so daf3 Anx g. glv. mod l ist. 
Genauer: Sei Bn=An +A'(n) mit A'(n) = (Pte(n)) und Pm= [BmB,:;:;~ 1Pm-1] 
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fur m;;;-,m0 + 1 (mo und Pmo wird nach Hilfssatz 7 gewahlt). Dann gilt die 
Behauptung fur x = lim B;;,Ipm. 
n->-oo 
Beweis: Nach Hilfssatz 4 gilt: BnB;;~1 -+ 0. Es existiert daher nach 
Hilfssatz 6 lim B;; 1pn=X und x ist nach Hilfssatz 7 bei geeigneter Wahl 
n->-oo 
von Pmo von Null verschieden. Weiter gilt nach Hilfssatz 6: 
und daher folgt, da die Komponenten von Pn ganze Zahlen sind: 
Bnx-+0 (mod 1) 
oder 
(8) lim (Anx+A'(n)x)- 0 (mod 1). 
Nun ist aber (Yi bzw. (y)i bedeutet die i-te Komponente des Vektors y) 
r 
(A'(n) x), = ! P,.(n) x •. 
e~l 
Es sei (h1, ... , hr)*(O, ... , 0) ein Gittervektor (ht ganze Zahlen). Dann ist 
r r 
! ! hiPie(n)x.=P(n) 
i~l e~l 
ein Polynom inn. Es gibt nach Voraussetzung mindestens ein Paar (i, e), 
so daB ht*O und Xe*O, und es ist daher in P(n) entweder der Koeffizient 
von n2(i-l)r+2e-1 oder n2(i-l)r+2e irrational. Daraus folgt aber (vgl. [2]) die 
r 
g. Glv. mod 1 des Vektors ( ! Pie(n)xe), also die von A'(n)x und daraus 
e~l 
weiter wegen (8) die g. Glv. mod 1 von Anx ([2]). 
wzbw. 
3) ERGANZUNGEN. 
Wir betrachten zunachst zwei SpeziaWille der Satze 1 und 2. Sei etwa 
An= (auc(n)) und 
dann gilt 
KoROLLAR 1: Sind r Folgen fi(n) (1 <;i<;r; n= 1, 2, ... ) mit 
fi(n)f,- 1(n+ 1)-+0 gegeben, so ist die Folge /I(n)x1 + ... + fr(n)xr fur fast keinen 
Vektor (x1, ... , Xr) g. glv. mod 1; es gibt aber stets Vektoren (x1, ... , Xr), so 
daf3 /l(n)xl + ... + fr(n)xr g. glv. mod 1 ist. 
Geht man von einer Matrix A aus, die Det (A)* 0 und jJA -1JJ < 1 erfiillt, 
setzt man An=Af<n> mit einer Folge natiirlicher Zahlen f(n) voraus, fiir 
die 
f(n+ 1)-f(n)-+oo 
gilt, so sind wieder aile Voraussetzungen erfiillt und es gilt 
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KoROLLAR 2: Unter den eben gemachten Voraussetzungen ist die Folge 
Af<n>x fur fast keinen Vektor x g. glv. mod I, es gibt aber stets Vektoren x, 
so daf3 Af<n>x g. glv. mod I ist. 
Im Fall einer ganzzahligen Matrix A kann man fiir gewisse Folgen f(n) 
zu einer genaueren Aussage kommen; es gilt namlich der 
SATZ 3: Es sei A eine ganzzahlige Matrix; f(n) sei eine monoton 
wachsende Folge naturlicher Zahlen, die die Bedingung 
(9) 1. I ~ lill- £., 
N-+oo N n.;;N 
(t= I, 2, 3, ... ) 
/(n+!)-/(n);;. O•g(t) 
mit einer geeigneten positiven Konstanten 0 und einer monoton nicht ab-
nehmenden Funktion g(t) erfullt. Dann ist die Folge Af<n>x fur kein x g. glv. 
mod I. 
Beweis: Es sei F(s) das Oktaeder F(s)={x!llxll <s}; dann ist das 
Volumen JF(s)/ = (2sr. Weiter sei G(s) C E jene Teilmenge, die G(s) ""F(s) 
r. 
(mod I) erfilllt (G(s) besteht also aus Simplices, von denen je ein Eckpunkt 
mit einem Eckpunkt von E zusammenfallt). 
Es sei jetzt Af<n>x glv. mod I. Dann gibt es zu jedem p(p= I, 2, ... ) 
eine Folge natiirlicher Zahlen n1c(p), so daB 
(Af<nk<v» x) E G(!//A/1-du<v>) (d= [0] +I) 
und auBerdem 
(IO) 
gilt. Aus (9) und (IO) folgt daher: Es gibt eine monoton wachsende Folge 
natiirlicher Zahlen k1 (j=I, 2, ... ),so daB 
f(nk;(P) +i)- f(nk;(P)) <0 ·g(p) fiir 0 .;;;i.;;;p -I 
gilt ( denn ware /( n1c(p) + p- I) - f( n1c(p)) > 0 · g(p) fiir aile k mit endlich 
vielen Ausnahmen, so ware der lim in (9) nach Forme! (IO) von Null 
verschieden); damit ergibt sich aber weiter 
(At<nk;<v>+i> x) = Af<nk;<v>+i>-f<nk,tv» (At<nk;<v» x) E G(!) (mod I) 
fiir i=O, I, ... ,p-I 
und das bedeutet 
nk.<v>+v-1 
I ' I 
- 2 XG<!> (Af<n> x) = I =f. IG(!) I = I . 
p n~nk.(l'J) r. 
' 
Daher ist die Folge Af<n>x nicht g. glv. mod I. 
wzbw. 
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Bemerkung 1: Der eben bewiesene Satz verallgemeinert Satz 3 in 
[4]. Dieser Satz ergibt sich namlich fiir r=l, g(t)=t. Insbesondere ist 
natiirlich auch der Fall /( n) = n enthalten. 
Berner kung 2: Der Satz 3 zeigt, daB sich Satz 2 in gewissem Sinne 
nicht mehr verscharfen laBt. Ersetzt man namlich die Voraussetzung 
AnA;~1 __,.. 0 durch die schwachere: AnkA~~1 __,.. 0 fiir eine Teilfolge n~c, 
aber es gibt eine andere Teilfolge nj, sodaB lim An A,-;-.~ 1 i= 0; fiir diesen 
• j ' 1-+00 
Fall zeigt Satz 3, daB dann nicht mehr allgemein auf die Existenz von 
Vektoren x geschlossen werden kann, fiir die Anx g. glv. mod 1 ist (zB. 
An=Af<n>, A ganzzahlig und IIA -1 !1 < 1; 
/(n)=/(n-1)+1 fiir ni=2k, 
f(n)=f(n-l)+n fiir n=2k). 
Besitzt die Folge von Matrizen An die spezielle Gestalt 
wo aile Bi ganzzahlig und nicht singular sind, so lassen sich die Vektoren 
x, fiir die Anx g. glv. mod 1 ist, genau charakterisieren. Die Bedingung 
AnA;t1 __,.. 0 lautet in diesem Fall B,-;-~ 1 __,.. 0. Es gilt der folgende 
SATZ 4: (vgl. [7]): Sei x(n) eine Folge von Vektoren und Bn eine Folge 
ganzzahliger, nicht singularer Matrizen mit B; 1 __,.. 0, b ein ganzzahliger 
V ektor und weiter 
Dann konvergiert die Reihe 
00 
a=b + ! A;1 0n 
n=l 
und die Folge Ana ist genau dann g. glv. mod 1, wenn es x(n) ist. 
Beweis: I) Konvergenz: 
Nach Voraussetzung gibt es ein no, so daB fiir n;>no gilt: 
Daher gilt weiter 
II!A;1 0nll<r2 !IIB11 I! ... [[B;!lll +r2 !IIB11 [[ ... [[B; 1 [1 .cO ! en-no. 
n>no 
2) Die Gleichverteilungsaussage ergibt sich wie beim Beweis von 
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