Abstract-Microbiome datasets are often comprised of different representations or views which provide complementary information, such as genes, functions, and taxonomic assignments. Integration of multi-view information for clustering microbiome samples could create a comprehensive view of a given microbiome study. Similarity network fusion (SNF) can efficiently integrate similarities built from each view of data into a unique network that represents the full spectrum of the underlying data. Based on this method, we develop a Robust Similarity Network Fusion (RSNF) approach which combines the strength of random forest and the advantage of SNF at data aggregation. The experimental results indicate the strength of the proposed strategy. The method substantially improves the clustering performance significantly comparing to several state-of-the-art methods in several datasets.
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INTRODUCTION
I N recent years, advances in sequencing technologies and metagenomics enable researchers to characterize the composition and variation of species across environmental samples, and accumulate huge amount of data which make it feasible to infer the complex principle of species interactions [1] . There are a number of microbiome projects launched which paved a solid foundation which facilitated the discovery of previously unknown principles of microbial ecology, and verified the consistency and resolved the contradiction of the application of macroscopically ecological theory in microscopically ecology [2] , [3] . A huge number of data has aggregated which provide both opportunities and challenges for biological data mining and bioinformatics. High-throughput datasets in microbiome studies often have very complicated characteristics, making the discovery and the extraction of real data features and biological meanings difficult [4] . Novel data mining and analysis methods are urgently needed in this field to disentangle complex microbial community.
However, different high-throughput measurements can only provide partial information of a microbial community, thus the conclusion inferred from different microbiome dataset is far from solid. Furthermore, the integration of microbiome dataset is difficult due to the noisy, heterogeneous, distributed and dynamic properties of microbiome data sources. Thus, it is essential to develop knowledgedriven data integration of heterogeneous microbiome data in order to provide a comprehensive understanding of microbiome data. For example, a gut sample can be explored not only by 16S rRNA sequencing to measure its phylogenetic (taxonomic) composition but by shotgun metagenomic sequencing to identify both its functional and phylogenetic composition [5] . On the other hand, the DNA sequences of a sample can be categorized into different functional (or phylogenetic) groups including but not limit to metabolic pathways, protein families, cluster of orthologous groups and transporter genes [6] . Different views of data provided diverse characterization of a microbial community and results in fruitful results in understanding the microbial world [7] , [8] , [9] . Although integration of multiple views of data could supply a comprehensive understanding of microbiome samples, rare methods addressed the multi-view integration of microbiome data.
In data mining and machine learning field, there are intense interests in developing novel approaches to integrate multi-view data [10] , [11] , [12] , [13] . Several recent methods have demonstrated their effectiveness in challenging tasks and the superiority over other methods. Joint Nonnegative Matrix Factorization (JNMF) [14] and co-training spectral clustering (Co-spectral clustering) [15] are clustering algorithms by searching a factorization that gives compatible clustering solutions across multiple views. Similarity Network Fusion (SNF) is another efficient method which constructs a fused network by capturing both shared and complementary information from different data sources [16] . SNF has been successfully used in MPEG-7 shape retrieval [17] and cancersubtype discovery [16] . However, SNF is based on heat kernel and k-nearest neighborhood (k-NN) methods and is sensitive to noise and irrelevant features [18] .
To address the challenges, a new multi-view clustering approach was developed based on a SNF and using robust affine graph construction [19] . By constructing robust affine graph for SNF, the clustering performance of microbiome samples is significantly improved in synthetic and several real datasets according to several evaluation metrics. The application on human microbiome data indicated that the proposed approach is effective in clustering human microbiome samples comparing to several other methods.
RELATED WORK
There is a number of data integration methods developed for multi-view data where the data objects have several different representations. The objective of integration may cover different machine learning tasks, but in this study we will focus on clustering. Pavlidis et al. [20] classified the data integration methods into three broad distinctions: early integration, intermediate integration and late integration. Early integration involves the direct combination of data from views into a single view representation before data clustering; intermediate integration computes separate similarity matrices on different views and produces a fused pairwise representation which is then passed to a clustering algorithm. Obviously, SNF is such a method. Late integration applies a clustering algorithm to each individual view and subsequently combines the results. JNMF and Co-spectral clustering belongs to the Late integration.
Joint Nonnegative Matrix Factorization
Single-view NMF approximates a data matrix as a product of two matrices (basis matrices) with lower dimensions and nonnegative values. NMF is a versatile approach and it can be used as a clustering method for text mining and biogeographic analysis. JNMF simultaneously determine the latent basis matrices in different feature spaces which is faithful to the different measurements. Several variants have been proposed for JNMF [14] , [21] . We have developed a graphregularized JNMF for data presentation of human microbiome data by integrating functional and phylogenetic profiles [22] . However, the study has not explored the clustering task. A most recent variant of JNMF (Multi-view NMF) has been proposed particularly for clustering objective inspired from connection between NMF and Probabilistic Latent Semantic Analysis (PLSA) [16] . We used this version of JNMF for method comparison.
Co-Training Spectral Clustering
Co-training spectral clustering (Abbreviated as Co-spectral clustering) is an unsupervised clustering method without hyperparameters and it assumes that the true underlying clustering would assign a point to the same cluster irrespective of data views [15] . Technically, Co-spectral clustering uses the eigenvectors of constructed graph Laplacian obtained from one view to "label" the points in other views, and vice versa.
Similarity Network Fusion
SNF is an unsupervised metric fusion method that efficiently combines individual similarity network constructed on several single-view datasets into one network that represents the full spectrum of the underlying data. Wang et al. used diffusion process in an unsupervised way to fuse multiple given metrics for MPEG-7 shape retrieval [17] . One application of SNF successfully combined mRNA expression, DNA methylation and microRNA expression data for cancer subtype identification and survival prediction [16] . SNF used heat kernel and k-NN to produce affinity matrices as inputs of a cross-diffusion process. The heat kernel function to generate affinity matrix W is
where d ij is the euclidean distance between two samples i and sample j and s is an adaptive scaling parameter. The selection of parameter s often needs a lot of manual investigations. The heat kernel methods are also susceptible to the presence of noisy and irrelevant features [19] . The drawback limit the integration performance of SNF and the clustering accuracy. In this paper we will show that robust affinity graph construction improves the performance of SNF significantly.
METHODS
The proposed Robust Similarity Network Fusion (RSNF) method is illustrated in Fig. 1 . The clustering random forest algorithm is applied to each view of data and then robust affinity matrix will be constructed on the decision trees. The affinity matrices will then be transferred into similarity network fusion framework and this process results in a single integrated similarity matrix which is a comprehensive view of all datasets. At the last step, spectral clustering methods will be applied on the fused similarity matrix for clustering samples into groups.
Affinity Graph Construction
Firstly we construct networks of samples for each of the three available data types and then we efficiently fuse these into one network that represents the full spectrum of the underlying data. A particular focus has been spent on the heat kernel (also known as Gaussian kernel or radial basis function). However, it is reported that the heat kernel is susceptible to the presence of noisy and irrelevant features. Zhu et al. used clustering random forest to construct robust affinity graphs by adopting an information-theoretic definition on data similarity [19] . The approach can capture and combine subtle and weak data pairwise proximity distributed in the discriminative feature subspaces which were identified during the training stage of clustering forests [23] . Fig. 1 . Illustration of the RSNF method. Firstly, the different views of dataset are transformed to robust affinity matrices and then a network similarity fusion approach is used for clustering microbiome samples.
Constructing Affinity Graph Based on Heat Kernel
Suppose we have n samples and m measurements (In this paper, they are metabolic pathways, phylogenetic assignments and transporter profiles). A genera similarity network is represented by a graph G ¼ ðV; EÞ. The vertices V correspond to the microbiome samples, and the edges E are weighted by how similar the samples are. A weight matrix W is used to represent all edges, with W ij indicating the similarity between the sample i and the sample j. W is often derived by a Gaussian kernel function as we stated in Section II. The selection of the parameter s is often laborious. An alternative [22] for the Gaussian kernel function in equation (1) is
where m is a hyperparameter that can be empirically set and " ij is used to eliminate the scaling problem by the following definition:
where mean(d i; N i ð ÞÞ is the average value of the distances between i and its neighbors.
Constructing Affinity Matrix Clustering Random Forest
i. Clustering random forest. Affinity graph construction based on clustering random forest has been attempted in several studies [24] , [25] . The intuition is that leaf nodes in a clustering decision tree contain discriminative data partitions which could be exploited for producing robust affine graphs. We used the three affinity graph strategy proposed by a recent work [23] .
A clustering forest consists of T c binary decision trees and it is trained similar to a pseudo two-class classification forest [26] . Each decision tree is learned independently on a training set X t & Xdrawn randomly from the whole train-
where N denotes the sample number in X and d is the feature dimension of data sample. The learning of a clustering forest requires an iterative node splitting procedure for each internal node. The split function for each internal node is defined as
The split function has two parameters v 1 and v 2 . v 1 "f1; 2; . . . dg is the feature dimension and v 2 "R is a feature threshold. All arrival samples S of a split node s will be channeled to either the left or the right child nodes, according to the Equation (4) . An optimal objective function has been proposed to infer parameter v 1 and v 2 :
where
represents a parameter candidate set over m try randomly selected features. More details of the clustering forest can be found in references [26] .
ii. Robust affinity matrix. Once the ensemble of clustering decision tree is obtained, we can use the tree structure information to construct robust affinity matrix [23] , [27] . Specifically, the information of tree hierarchy and the overlapping tree paths between two sample nodes are used to define the pairwise similarity matrix. Intuitively, a sample pair ðx i ; x j Þ is regarded as dissimilar if they are split at the very beginning (root node) and vice versa.
For simplicity, we denote the two paths in a clustering tree from x i and x j to their root nodes as p i and p j . The path length is denoted as p i j j and let be the length of which p i and p j overlapps. Note that a larger value of indicates a higher similarity shared between a pair of samples and lower value of suggests their weaker similarity. The principled and generalized data pairwise similarity based on tree structure is defined as:
where M ¼ maxð p i j j; p j j jÞ À 1, and v k is the weight assigned to the corresponding tree node (We will discuss the detail of v k in the next section). Then the tree-level affinity matrix A t can be constructed by a t i;j . The final affinity matrix W is obtained by averaging all tree-level affinity matrices:
iii. Weighted strategy for constructing affinity matrix. In this section, we will discuss three variant of robust affinity matrices based on different weighted strategy for internal and leaf nodes [19] .
The binary affinity model: The idea is comes from the observation that the completely overlapped tree paths suggest strong data similarity. In this case the v k is defined by v k ¼ 0; for splite node 1; for leaf node & .
The uniform structure model: The model is derived from the idea that uniformly weighted tree nodes accumulate subtle similarities in partially overlapped paths, i.e., v k ¼ 1 for all k. The adaptive structure model: The model uses the hierarchical neighborhood information in the clustering trees to define affinity matrix, formally, v k ¼ 1 S k j j , S k j j is the value indicating the hierarchy level away from the leaf nodes. This definition assigns larger weights to deeper tree nodes.
Similarity Network Fusion
In this part, we will explain the details of SNF and the proposed RSNF approach [16] , [17] . After defining affinity matrix W , a normalized weight matrix P could be obtained by:
; j¼ i:
The normalization is free of the scale of self-similarity in the diagonal entries and avoids numerical instabilities [16] .
To define a kernel matrix which could be used to measure local affinity, Wang et al. used k nearest neighbors (k-NN) method 18 :
The kNN method filters out those low-similarity edges and only keeps those k-nearest neighbors for vertices. Let P ðvÞ and S ðvÞ be the input similarity matrices from the dataset v: The SNF process is to iteratively update similarity matrix corresponding to each data type as follows:
This procedure updates the status matrices P ðvÞ each time generating m parallel interchanging diffusion processes on m networks. If two vertices i and j are similar in all data types, their similarity will be augmented through the diffusion process and vice versa.
The final similarity matrix fusing all data types are defined simply as
SNF uses heat kernel to obtain affinity matrix [16] . The heat kernel methods are also susceptible to the presence of noisy and irrelevant features. This drawback limit the integration performance of SNF and thus the clustering accuracy.
In this paper we incorporate robust affinity graph construction [23] , [27] based on clustering random forest and we get three variants of SNF according to different weighted strategy (See early description of robust affinity matrix construction in this section). The three variant are named as RSNF-Bi (using binary affinity model), RSNF_Unfm (using uniform affinity model) and RSNF_Adpt (using adaptive affinity model) respectively.
Spectral Clustering
We cluster the microbiome samples in the fused similarity matrix by spectral clustering [28] . Let L be the normalized Laplacian matrix of the final similarity matrix Pand
The spectral clustering aims to minimize the objective function as follow,
The objective function can be characterized by an eigenvector decomposition problem. By computing the first k eigenvectors and applying k-means algorithm on the reduced data, we can get the clustering of samples.
Parameter Tuning
There are several parameters in the proposed framework. The SNF is an iteration method, we set the number of iteration steps to 20 in all the experiments. m is a hyperparameter which is used only in SNF, it is set as 0.5 in all SNF experiments. The different number of neighbors in affinity matrix of the SNF and RSNF process are also tested in many experiments (see results.)
Evaluation Metric
We use the following three widely adopted metrics: Accuracy (AC), Normalized Mutual Information (NMI) and adjusted Rand Index (ARI) as the evaluation measure. AC is the percentage of accurately classified samples [29] . NMI measures the information agreement between the clustering result and the truth [29] . ARI measures the same agreement but in a pairwise fashion [19] . Higher values of the metrics indicate better clustering quality.
RESULTS
Datasets
We use three datasets to evaluate the performance of the proposed approach including one synthetic and three real world datasets. Among the three real world dataset, the first one is text data, the second one is handwritten digit data and the last one is human microbiome data. See Table 1 for a statistical summary of these datasets.
Synthetic dataset [15] : This is a toy example consisting of three views of data generated from a two-component Gaussian mixture model and thus each view has two clusters. The parameters to generate the dataset are given in [15] . Three-Sources text dataset [14] : The dataset is collected from three online news sources: Reuters, BBC and the Guardian. There are totally 948 news articles covering 416 different news stories from the period February to April 2009. 169 stories of them were reported in all three media. These stories are manually classified into six topics: business, entertainment, health, politics, sport and technology [14] . Human microbiome dataset [27] : We use the dataset obtained from Human Microbiome Project (HMP). By filtering body sites with less than 15 samples, the dataset contains 637 samples drawn from seven body sites including one vagina (posterior fornix), one gut (stool), one nasal (anterior nares), and three oral sites (supragingival plaque, tongue dorsum and buccal mucosa). See Table 2 for a statistic summary for the data. The phylogenetic profile which contains the microorganism relative abundances was estimated by software MetaPhlAn at species level (710 Â 637) [30] . For functional profile, we investigate the gene transporter profile (4941 Â 637) and metabolic profiles (295 Â 637) [27] . The datasets were all downloaded from HMP data site: http:// hmpdacc.org/. 
Evaluation on Synthetic Data
We use a toy example to see if the proposed method can improve the clustering performance of SNF. The dataset consists of three-view data with two clusters and 1,000 samples at each view. Fig. 2 shows the performance of three RSNF variants and SNF on this synthetic data. We find that all three RSNF variants outperforms SNF in three evaluation metrics-Accuracy, Normalized Mutual Information and Adjusted Rand Index (See Evaluation Metrics in Methods section). Unsurprisingly, the robust SNF variant with adaptive affinity matrix has the best performance because it uses the hierarchical neighborhood information of nodes in clustering trees (Fig. 2 ).
Evaluation on Three-Sources Text Dataset
We then apply the RSNF approach into a text dataset with three views and 169 features [14] . Without data integration, the clustering accuracy of spectral clustering on the heat kernel affinity matrices is very low: they are 32, 35 and 37 percent for the three single view respectively.
In our experiments, we find that all data integration methods improved the clustering performance. Especially, RSNF has significant improvement comparing to SNF, e.g., it can achieve $30 percent improvement than SNF both in accuracy and normalized mutual information (Fig. 3) . We also see that the different number of neighbors (K) in affinity matrix of the SNF and RSNF process has little impact on the results in almost all the experiments (Figs. 2 and 3) . Besides comparing to SNF, we compare the results with two other state-of-the-art data integration methods-Multi-view NMF and Co-spectral clustering (See Related Work for method introduction). We find that the result of RSNF is better than all these methods. The accuracy of RSNF_Adpt improves at least 14 percent comparing with the best results of the other methods. The left of Table 3 as well as the standard deviations in parenthesis. We see that although the result of SNF is not satisfying, results from the three variant of RSNF are superior to all other methods. This may due to the fact that the affinity matrix based on heat kernel in SNF is sensitive to noise, but the construction procedure based on clustering random forest in RSNF removed this sensitivity effectively.
Result on HMP Data
Clustering microbiome is important to the interpretation of the relationship and the difference among microbial communities. Clustering can also lead to novel knowledge discovery in microbiome studies. A recent analysis on human-associated microbiome has categorized individuals into enterotypes (gut clusters) based on the abundance of bacteria in gut microbiota. Although single-view clustering methods have been used commonly for microbiome data analysis, there are no reports of usage in multi-view clustering approaches. The integration of heterogeneous microbiome data can provide a comprehensive map for a unique microbiome question. We investigate the multi-view clustering of microbiome samples in HMP project which consists of three views and seven clusters (See Data). We thus apply the RSNF method to a human microbiome dataset with three data sources and seven clusters (see above for data details). We also compare the proposed method with other multi-view clustering methods including SNF, Multi-view NMF and Co-spectral clustering, similar to the text data analysis. The results are summarized in Table 3 . We find that RSNF has the best performance according to all the three evaluation metrics (AC: 97 percent; NMI: 95 percent; ARI: 95 percent). Comparing to single-view spectral clustering, we then investigate if the data integration actually improved the clustering performance. Table 4 is a summary of single view spectral clustering. We can see that the performance improvement is evident. For example, the RSNF has 3 percent (AC), 8 percent (NMI) and 8 percent (ARI) increase in three evaluation metrics than the metabolic profile which has the best single-view clustering performance, whereas SNF cannot improve the performance by using data integration of HMP data (Table 3) .
There is another interesting observation. Unlike threeSources text data, SNF achieves better performance than Multi-view NMF and Co-spectral clustering. This may be due to the fact that the text data has more noise than microbiome data which cannot be distinguished by affinity matrix construction using the heat kernel. These results suggest that the affinity matrix construction based on clustering random forest can effectively improves the data integration and clustering performance in human microbiome data. The result of RSNF is an integrated similarity matrix which provides a comprehensive map of human microbiome data. The matrix is visualized in Fig. 4 . Most of the seven clusters are distinct groups. At the top left of the figure, the microbiome samples of anterior nares and retroauricular crease have higher similarity than the other body sites. This may be due to the fact that they are both skin samples. Samples in posterior fornix group are all from female samples. They have very high similarities and it may be a result of gender influence.
It is also interesting to see that posterior fornix samples also have mediate similarities to the other two skin groups. Three oral samples locating in the middle of the figure (three light blue blocks), tend to have more between-group similarities comparing to the other body sites (Fig. 4) . Oral samples have similar microbiome may due to the fact that they are from the relative close environment. The result suggests that RSNF is an efficient framework for data integration and visualization of human microbiome data. 
CONCLUSION
In this paper, we introduce a novel algorithm for multi-view clustering based on similarity network fusion. The robust affinity graph construction improves the clustering performance significantly. We evaluate the effectiveness of the proposed methods on synthetic and real life datasets. In the practice, we find that the proposed method may be a useful tool for analyzing human microbiome data by integrating different measurement of microbiome samples.
