Abstract. Automatic Document summarization is proving to be an increasingly important task to overcome the information overload. The primary task of document summarization process is to pick subset of sentences as a representative of whole document set. We treat this as a decision making problem and estimate the risk involve in making this decision. We calculate the risk of information loss associated with each sentence and extract sentences based on ascending order of their risk. The experimental result shows that the proposed approach performs better than various state of the art approaches.
Introduction
Automatic document summarization is extremely helpful in saving time and efforts of the users by helping in tackling the information overload problems. The focus in automatic summarization has been shifted from single document summarization to more complex and challenging problem of multi-document summarization. The goal here is to produce a single text as a compressed version of a given set of documents related to a particular topic with all and only the relevant information.
There are two kinds of approaches to document summarization: abstraction and extraction. Even though efforts have been put to generate an abstract summary that requires using heavy machinery from natural language processing, including grammars and lexicons for parsing and generation, extraction is still the most feasible approach, and most of recent works in this area are based on extraction. Extraction is the process of selecting important units from the original document and concatenating them into a shorter form as summary. Extractive approach to summarization can employ various levels of granularity, e.g., keyword, sentence, or paragraph. Most research concentrates on sentence-extraction because the readability of a list of keywords is typically low while paragraphs are unlikely to cover the information content of a document given summary space constraints.
In this paper, we address the problem of generic multi-document summarization through a sentence extractive procedure. Here the task is to pick subset of sentences from the document cluster(set of documents to be summarized) and present them to user in form of summary that provides an overall sense of the documents content.
We treat sentence extractive summarization as a decision making problem. Given a document or set of documents to summarize, either to a human or system, the selection of few sentences as a representative to whole document set(which contains hundreds of sentence) is a critical decision making problem. As per bayesian decision theory we define sentence selection in terms of risk of information loss, and sentences with minimum expected risk will be chosen as part of summary.
Through this formulation of minimizing risk we come up with a very lightweight function to generate more informative summary than the earlier approaches which uses very complex algorithm for summary generation.
We evaluated our system on DUC-2004 corpus and are able to achieve better The rest of the paper is organized as follows. In section 2 we discuss different approaches to sentence extraction summarization. In section 3 we discuss concept of Bayesian decision theory and formulate sentence extractive summarization as a decision problem where the decision is based on risk analysis. Section 4 describes our method of risk estimation for picking a sentence. In section 5 we explain summary generation process. Evaluation procedure explained in section 6. We discuss the relation of information loss and summarization in section 7, and finally section 8 concludes the paper.
Related Work
A variety of extractive summarization techniques have been developed. One of the most popular extractive summarization methods, MEAD [6] is a centroid based method that assigns scores to sentences based on sentence-level and inter-sentence features, including cluster centroids, position, TF*IDF, etc. Lin and hovy [4] selects important content using sentence position, term frequency, topic signature and term clustering. Yih etc all. [19] uses machine learning to find content terms using frequency and position information and followed by a search algorithm to find the best set of sentences that can maximize the content term scores. CLASSY [12, 13] uses a learned HMM model to identify summary and non-summary sentence based on some signature terms. Graph based approaches also been explored. Mani and erkan [8, 9] uses a graph-connectivity model for sentence extraction with assumption that the nodes which are connected to many other nodes are likely to carry salient information. LexPageRank [8] tried the similar type of approach for computing sentence importance based on the concept of eigenvector centrality. Hardy etc al. [10] uses passage clustering to detect the topic themes and then extracts sentences which reflect these main themes. Harabagiu and Lacatusu [17] have investigated five different topic representations for extraction. These approaches requires extensive computation of topic themes or signatures, and also they rely on various feature estimation and their parameterization which makes them domain and language dependent. Supervised approaches also been tried extensively [14, 15] , where the sentence classifiers are trained using human-generated summaries as training examples for feature extraction and parameter estimation. The major drawbacks of the supervised approaches are domain dependency and the problems caused by the inconsistency of human generated summaries.
In contrast to these complex systems, we use a basic information theoretic approach which generates sentence extract on the fly without extensive computation or training or the estimation and parameterization of multiple features which seems to be used in various state of the art algorithms. We formally define sentence extraction as decision theoretic problem, and our approach tries to estimate the risk while picking a sentence and generation of summary with minimum information loss. None of the previous approaches are able to model the loss of information while generating summary. Also while comparing sentence and document cluster models, we actually compare sentence relationship with whole document cluster rather than few topical signatures or centroid themes. Sentence is a function of whole document and its relationship with the entire document cluster should be considered.
Decision Theory and Summarization
Bayesian decision theory [11] provides a theoretical foundation to deal with problems of action and inference under uncertainty. The basic idea can be explained by considering the following formulation of a decision problem. Suppose θ is the parameter representing the true state of the nature on which distribution of any random variable depends on. Let A = {a 1 , a 2 , .., a n } be all the possible actions about θ. In general framework of bayesian decision theory, to each such action a there is associated a loss L(a, θ) which specifies our decision preferences. The task is to make a decision on which action to take. In order to evaluate each action, we consider the Bayesian expected risk (or loss) associated with taking
In decision problem the action space, in principle, consists of all the possible actions that the system can take. Bayesian decision theory states that the optimal decision is to choose a Bayes action, i.e., an action a * that minimizes the conditional expected risk.
Sentence extractive summarizer can be regarded as a system, where, given a document or set of documents, system needs to choose a subset of sentences and present them to the user to convey the information contained in the document set. We consider the sentence extraction process as a decision making task, where each sentence is a possible action that can be taken, and the system has to make a decision on which sentences to pick as part of summary.
Consider The system has to make a decision on which sentences to choose as part of summary from all k sentences. As mentioned above, the action space consists of all the possible actions that the system can take. In sentence extraction scenario system can pick any of the k sentences present in the documents set towards summary. Hence the action space is the entire sentence collection and the system has to make a decision about which sentence to pick, so {s 1 , s 2 ..., s k } are the possible actions about Document set D. So from (1), the risk of an action i.e. picking a sentence s i when the information available to system is D, is given as
The optimal sentence s * will be the one with minimum expected risk.
So sentences with minimum risk are optimal to be chosen as part of summary, we consider sentence selection as a sequential decision making process, and pick sentences towards summary in the order of their risk value. From (3) it is clear that the expected risk of picking a sentence is measured in terms of a loss function, i.e. risk of picking a sentence is proportional to the amount of information lost when we pick a particular sentence s i to represent the whole document cluster D. Here the sentence s and document D are the text units, that can be represented as probabilistic distribution of terms. So we need a function to compute loss between two distributions when one tries to predict the other. One such loss function that has proven to be of importance in several fields, including information theory, data compression, mathematical finance, computational learning theory and statistical mechanics is the relative entropy function [1] . It is an information theoretic measure that can measure the extra amount of information required to model one probability distribution using other. Relative entropy (RE) between two probability mass functions P (x) and Q(x) is defined as
Relative entropy has an intuitive interpretation, since it is either zero when the probability distributions are identical or has a positive value, quantifying the difference between the distributions. It gives the number of bits which are wasted by encoding events from the distribution P with a code based on distribution Q. Relative entropy is a loss function between two probability distributions which measures how bad a given probability distribution is in modeling the other one. So using relative entropy as a loss function between a sentence and document distribution, we can estimate the risk involve in picking that sentence.
Estimating Risk
The risk estimation process is modeled into three basic components: (1) A sentence can be viewed as an observation from a probabilistic sentence model (2) A document set can be viewed as an observation from a probabilistic document model (3) The risk of picking a sentence is a loss function between sentence model and document model, i.e. amount of information loss when we consider sentence to represent the document model. It is measured using relative entropy between the sentence and document distribution.
Document and Sentence Representation
As mentioned sentence s and Document cluster D can be represented as a probability distribution of terms. For the document cluster D, we estimate P (w|D),
where tf (w, D) is the frequency of word w in the document D and |D| = w D(w) is total number of times all words occur in the document set D, it is essentially the length of the document cluster D.
Sentences also modeled in the same manner.
here tf (w, s) is the frequency of word w in the sentence s and |s| = w d(w) is the sentence's length.
Sentence Expected Risk
Risk of picking a sentence is proportional to loss of information when we consider sentence as a unit to represent the whole document cluster. We measure this according to the relative entropies of the estimated sentence distribution with respect to the estimated document distribution, i.e. relative entropy has been used as a loss function to calculate how much information is required to reconstruct the whole document cluster D from sentence s. We measure relative entropy(RE) of the sentence model with the document model.
Risk(s i ) RE(s i , D)
The computation of the above formula involves a sum over all the words in D that have a non-zero probability according to P (w|s i ), because if there is a term w ∈ D not in s i , its contribution will be zero in the sentence information loss computation. The contribution of any term w in sentence information loss can be defined as how much we lose information by assuming the term is drawn from the sentence model instead of the document model. Each sentence s i gets a expected risk Risk(s i ) according to its relative entropy in comparison to document cluster D.
Summary Generation
For summary generation, we select sentences with minimum risk while keeping the redundancy minimum. Sentence selection is a sequential decision making process, so until the length of summary is reached we pick the sentence sequentially in the order of their risk value.
1. Identify sentence boundaries in the given set of documents to decompose the document set into individual sentences and form the candidate sentence set S={si|i = 1, 2, .., n}. 2. For each sentence si ∈ S compute its expected risk value Risk(si) using proposed mechanism, then sort the sentences in ascending order based on their risk. 3. Select sentence si with minimum Risk(si), and move it to the summary set F and remove it from S.
while |F | <required summary length do
Pick the next sentence s k with minimum Risk(s k ) from set S if term overlap between F and s k < r where r is redundancy threshold then add s k to F , remove s k from S else remove s k from S end if end while 5. arrange the sentences in F in chronological order (between documents i.e. based on the time stamp) and order of occurrence (within the document).
Algorithm 1. Summary Generation Steps
For redundancy identifications, we use the measure of number of terms overlapping between the already generated summary and the new sentence being considered. We observed that a 50 percent term overlap between sentences is a good heuristic to estimate redundancy and hence used this redundancy threshold. Once sufficient number of sentences are picked to make the required length of summary, they are arranged based on chronological ordering (between documents i.e. based on the time stamp) and order of occurrence (within the document). Thus, sentences coming from different document will be ordered based on their source documents date of publication and if two sentences originate from the same document their original order in the source document will be considered order they were found in the original documents to generate the final summary. Any additional words than the required length of summary are truncated. Algorithm 1 shows the operation flow.
Evaluation
In order to evaluate the performance of our approach, we use three data sets that have been used in recent multi-document summarization: DUC-2004, MSE-2005, DUC 2007. For evaluation we used the automatic summary evaluation metric, ROUGE [2] which is the standard way of evaluation of summaries. ROUGE is a recall based metric for fixed-length summaries which is based on n-gram cooccurrence. It measures summary quality by counting overlapping units such as the n-gram, word sequences and word pairs between the candidate summary and the reference summary(human written summaries) . We show three of the ROUGE metrics in our experiment results: ROUGE-1 (unigram-based), ROUGE-2 (bigram-based), and ROUGE-SU4 (skip bigram) metric The lead baseline and coverage baseline are two baselines employed in the multidocument summarization tasks at DUC. Lead baseline simply takes the first 100 words of the most recent news article in the document cluster as the summary. And the coverage baseline takes the first sentence from the first document, the first sentence from the second document, and the first sentence from the third document, and so on, until the summary reaches the length limit.
We can see from The table 1-3 that our system outperforms the top performing systems and baseline systems on DUC 2004 tasks over all three ROUGE metrics. mistakes introduced by the machine translator, we ran our systems without any modifications for this unusual setting. As shown in Table 4 , on this data set, our system outperforms the top performing systems over all three metrics.
DUC 2007:
Unlike DUC2004 and MSE 2005, DUC 2007 is not a Generic multi-document summarization task. Instead it is a Query-focused multi document summarization task, with 50 English document clusters generated from AQUANT corpus, where each cluster has 25 news articles discussing the same topic. The participants were asked to generate a 250 word summary for each cluster using the given query. As each cluster had documents relating to the same topic, a generic summarization is also expected to produce satisfactory results without using queries. In DUC 2007 two baselines are given. First is the leadline same as DUC 2004 which simply takes the first 250 words of the most recent news article in the document cluster as the summary. The second baseline is the system CLASSY, a generic multi-document summarizer, the best performer Table 5 .
Discussion
When analyzing the reasons for the effective performance of our approach, we found that information loss depicts the quality of the summaries generated. Automatic Summarization is defined as a process whose goal is to produce a condensed representation of the content of its input for human consumption [7] . In automatic document summarization, input is documents which are viewed as information sources. So we can view summarization as a condensation or compression process of an information source. We know the compression or condensation process of any information source suffers from loss of information. In proposed approach while modeling the risk of picking a sentence towards summary, we are minimizing the loss of information. So we are able to generate summary which preserves the semantic informativeness of original source document i.e. the summary is informative and correlates well with the human written summaries.
With relative entropy metric we pick the sentences towards summary based on its capability to reconstruct the source document. In information theoretic terms, a summary could be viewed as informative if it allows one to reconstruct the source document based on it. This means that is one is asked to guess the content of the source text based on reading the summary, the best summary would be one which allowed him to correctly guess the full text of the source document.
Conclusion
In this paper we present a risk minimization framework for sentence extraction. Here we treat summarization as a decision making problem and derive a general extraction mechanism for picking sentences based on an ascending order of the expected risk of information loss, which can be computed separately for each sentence. We evaluated our approach on DUC-2004 and MSE-2005 and DUC 2007 corpus and it outperforms all the reported systems for all three metrics ROUGE-1 ROUGE-2 and ROUGE-SU4.
Our algorithm represents sentence and documents as probability distribution of terms and uses relative entropy as a loss function for sentence extraction. The proposed risk estimation framework opens up the possibility of exploring different sentence extraction methods by considering different loss functions and data representations in the framework.
