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DETERMINATION OF STRUCTURES IN THE
SPACE-TIME FROM LOCAL
MEASUREMENTS: A DETAILED EXPOSITION
YAROSLAV KURYLEV, MATTI LASSAS, GUNTHER UHLMANN
Abstract: We consider inverse problems for the Einstein equation
with a time-depending metric on a 4-dimensional globally hyperbolic
Lorentzian manifold (M, g). We formulate the concept of active mea-
surements for relativistic models. We do this by coupling the Ein-
stein equation with equations for scalar fields and study the system
Ein(g) = T , T = T (g, φ) + F1, and gφ = F2 + S(g, φ, F1, F2). Here
F = (F1, F2) correspond to the perturbations of the physical fields which
we control and S is a secondary source corresponding to the adap-
tation of the system to the perturbation so that the conservation law
divg(T ) = 0 will be satisfied.
The inverse problem we study is the question, do the observation of
the solutions (g, φ) in an open subset U ⊂ M of the space-time corre-
sponding to sources F supported in U determine the properties of the
metric in a larger domain W ⊂ M containing U . To study this prob-
lem we define the concept of light observation sets and show that these
sets determine the conformal class of the metric. This corresponds to
passive observations from a distant area of the space which is filled by
light sources (e.g. we see light from stars varying in time). One can ap-
ply the obtained result to solve inverse problems encountered in general
relativity and in various practical imaging problems.
AMS classification: 35J25, 83C05, 53C50
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1. Introduction and main results
We consider inverse problems for non-linear 2nd order hyperbolic
equations with time-depending metric on a globally hyperbolic Lorent-
zian manifold (M, g) of dimension n ≥ 2 + 1 and in particular, the
Einstein equation. Roughly speaking, we study the problem, can an
observer on a Lorentzian manifold, satisfying certain natural causality
conditions, determine the structure of the surrounding space-time by
doing measurements near its world line. Thus the problem we are
interested in this paper is the inverse problem with respect to the
evolution problem in the general relativity. Let us note that this
last problem has recently attracted much interest in the mathemat-
ical community with many important results been obtained, see e.g.
[11, 13, 15, 17, 18, 19, 51, 53, 54, 58].
We consider two different kind of inverse problems. In the first one we
have passive observations: We detect on an open set U ⊂M the wave
fronts of the waves produced by the point sources located at points q in
a relatively compact subset V ⊂M . We call such observations the light
observation sets OU(q) ⊂ TU , where TU is the tangent bundle on U .
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We ask, can the conformal class of the metric in V be determined from
these observations. In the second class of problems we consider active
measurements: We consider non-linear hyperbolic partial differential
equations on M assuming that we can control sources supported in U
which produce waves that we can measure in the same set. We ask,
can the properties of the metric (the metric itself or its conformal class)
or the coefficients of the equation be determined in a suitable larger
set W containing the set U . For instance in the context of relativity
theory, these correspond to the following examples: In the first case we
consider passive observations from a distant area of the space which is
filled by light sources (e.g. we see light from stars varying in time). In
the second case we assume that one can cause local perturbations in
the stress-energy tensor and measures locally the caused perturbations
of the gravitational field.
1.1. Notations. Let (M, g) be a C∞-smooth n-dimensional manifold
with C∞-smooth Lorentzian metric g with a causal structure (For this
and other definitions for Lorentzian manifolds, see the next section.)
The tangent bundle of M is denoted by TM and the projection to the
base is denoted by π : TM →M .
Let us introduce next some notations needed below. For x, y ∈ M
we say that x is in the chronological past of y and denote x ≪ y if
x 6= y and there is a time-like path from x to y. If x 6= y and there is
a causal path from x to y, we say that x is in the causal past of y and
denote x < y. If x < y or x = y we denote x ≤ y. The chronological
future I+(p) of p ∈ M consist of all points x ∈ M such that p ≪ x,
and the causal future J+(p) of p ∈M consist of all points x ∈M such
that p ≤ x. Similarly chronological past I−(p) of p ∈ M consist of all
points x ∈ M such that x ≪ p and the causal past J−(p) of p ∈ M
consist of all points x ∈ M such that x ≤ p. For a set A we denote
J±(A) = ∪p∈AJ±(p). We also denote J(p, q) := J+(p) ∩ J−(q) and
I(p, q) := I+(p) ∩ I−(q). If we need to emphasize the metric g which
is used to define the causality, we denote by J±g (q) or J
±
M,g(q) the past
and the future sets of q ∈M with respect to a Lorentzian metric g etc.
Let γx,ξ(t) = expx(tξ) denote the geodesics in (M, g). Also, let TU =
{(x, ξ) ∈ TM ; x ∈ U}. Let LxM denote the light-like directions
of TxM , and L
+
xM and L
−
xM denote the future and past pointing
light-like vectors, correspondingly, and L∗,+x M and L
∗,−
x M be the future
and past pointing light-like co-vectors. Sometimes, to emphasize the
metric, we denote L+xM = L
+
x (M, g), etc. We also denote L
+
g (x) =
expx(L
+
xM)∪{x} the union of the image of the future light-cone in the
exponential map of (M, g) and the point x.
By [11], an open Lorenzian manifold (M, g) is globally hyperbolic
if and only if it has a causal structure where there are no closed
causal paths in M and for all q−, q+ ∈ M such that q− < q+ the
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set J(q−, q+) ⊂ M is compact. We assume throughout the paper that
(M, g) is globally hyperbolic. Roughly speaking, this means that we
have no naked singularities which we could reach by moving along a
time-like path starting from a point q− and ending to a point q+.
When g is a Lorentzian metric, having eigenvalues λj(x) and eigen-
vectors vj(x) in some local coordinates (U,X), we will use also the
corresponding Riemannian metric, denoted g+ = Riem(g) which has
the eigenvalues |λj(x)| and the eigenvectors vj(x) in the same local
coordinates (U,X). Let Bg+(x, r) = {y ∈M ; dg+(x, y) < r}.
All functions u(x) defined on manifold M etc. are real-valued unless
otherwise mentioned. Finally, when X is a set, let P (X) = 2X =
{Z; Z ⊂ X} denote the power set of X.
Let µg : [−1, 1]→M be a freely falling observer, that is, a time-like
geodesic on (M, g). Let −1 < s−2 < s−1 < s+1 < s+2 < s+3 < s+4 < 1
and denote p− = µg(s−1) and p
+ = µg(s+1). Below, we also denote
s± = s±1.
When z0 = µg(s−2) and η0 = ∂sµg(s)|s=s−2, let Uz0,η0(h) be the h-
neighborhood of (z0, η0) in the Sasaki metric of (TM, g
+). We use
below a small parameter ĥ > 0. For (z, η) ∈ Uz0,η0(2ĥ) we define
on (M, g) a freely falling observer µg,z,η : [−1, 1] → M , such that
µg(s−2) = z, and ∂sµg(s−2) = η. We assume that ĥ is so small that for
all (z, η) ∈ Uz0,η0(2ĥ) the geodesic µg,z,η([−1, s+2]) ⊂ M is well defined
and time-like and satisfies
µg,z,η(s−2) ∈ I
−
g (µg,z0,η0(s−1)), µg,z,η(s+2) ∈ I
+
g (µg,z0,η0(s+1),(1)
µg,z,η(s+4) ∈ I
+
g (µg,z0,η0(s+3)).
We denote, see Fig. 1.
Ug =
⋃
(z,η)∈Uz0,η0 (ĥ)
µg,z,η((−1, 1)).(2)
1.2. Inverse problem for the light observation sets. Let us first
consider M with a fixed metric g and denote below U = Ug. Next we
define the light-observation set for point q corresponding to observa-
tions from a light source at the point q, see Fig. 2.
Definition 1.1. The light-observation set corresponding to the point
q ∈ M and the observation set U ⊂M is
OU(q) = {(γq,η(r), γ˙q,η(r)) ∈ TU ; r ≥ 0, η ∈ L
+
q M}.
The set of the light-observation points corresponding to q ∈M is
PU(q) := {γq,η(r) ∈ U ; r ≥ 0, η ∈ L
+
q M} = π(OU(q)).
In the following, we extend any map F : A → A′ to the map F :
P (A) → P (A′) by setting F (B) = {F (b); b ∈ B} for B ⊂ A. We call
F : P (A)→ P (A′) the power set extension of F : A→ A′.
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Figure 1. Setting throughout the paper: A schematic
figure where the space-time is represented as the 2-
dimensional set R1+1. In the figure the black vertical
line is the freely falling observer µ̂([−1, 1]) and the four
red points on it are z0 = µ̂(s−2), p̂
− = µ̂(s−), p̂
+ = µ̂(s+),
and µ̂(s+2). The rounded black square is π(Uz0,η0) that is
is a neighborhood of z0, and the red curve starting from
z ∈ π(Uz0,η0) is the time-like geodesic µĝ,z,η([s−2, 1)). The
boundary of the set Uĝ is shown on blue. The green
area is the set Wĝ ⊂ Uĝ where the Fermi-type coordi-
nates are defined, and the black "diamond" is the set
Jĝ(p̂
−, p̂+) = J+ĝ (p̂
−) ∩ J−ĝ (p̂
+).
In the following, we will consider the collectionOU(V ) := {OU(q); q ∈
V } ⊂ P (TU) of all light observation sets corresponding to the points
in an open relatively compact set V ⊂ M . Note that the collection
OU(V ) is considered just as a subset of P (TU) and for a given element
A ∈ OU(V ) we do not know what is the point q for which A = OU(q).
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PSfrag replacements
π(Uz0,η0)
Uĝ
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Figure 2. A schematic figure where the space-time is
represented as the 3-dimensional set R1+2. The future
light cone L+ĝ (q) corresponding to the point q is shown
as a red cone. The point q is the tip of the cone. The
boundary of the set Uĝ is shown on blue. The set of the
light observation points PU(q), see Definition 1.1, is the
intersection of the set L+ĝ (q) and the set Uĝ.
Later we will introduce a topology on a suitable subset S ⊂ P (TU)
that contains OU(V ). Then we can consider the image of the manifold
V in the embedding (see Lemma 2.8 below) OU : q 7→ OU(q) as an
embedded manifold in S, or in P (TU). If we assume that U is given,
the set OU(V ) will be a homeomorphic representation of the unknown
manifold V in a known topological space S. For a compact Riemannian
manifold N , an analogous representation is the metric space K(N) ⊂
Lip(N) is obtained using the Kuratowski-Wojdyslawski embedding, K :
x 7→ dist(x, · ), from the metric space N to space of Lipschitz functions
Lip(N) on N . In several inverse problems for Riemannian manifolds
with boundary, a homeomorphic image of the compact manifold N has
be obtained by using the embedding R : x 7→ dist(x, · ), R : N →
Lip(∂N), see [2, 47, 44, 48].
Our first goal is prove that the collection of the light observation
sets, OU(V ), determine the conformal type of the Lorentzian manifold
(V, g). As π(OU(q)) = PU(q), it is enough to show that PU(V ) =
{PU(q); q ∈ V } determines the conformal type of (V, g), see Fig. 3.
Theorem 1.2. Let (Mj, gj), j = 1, 2 be two open, smooth, globally
hyperbolic (1, n − 1) Lorentzian manifolds of dimension n, n ≥ 3 and
let p+j , p
−
j ∈Mj be the endpoints of a time-like geodesic µgj([s−, s+]) ⊂
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Figure 3. A schematic figure where the space-time is
represented as the 2-dimensional set R1+1. In Theorem
1.2, we consider a relatively compact set V ⊂ I−(p+) \
J−(p−). The boundary of the set V is shown in the figure
with a black curve. The red curve is a light ray from a
point x ∈ V that intersect the blue set Uĝ.
Mj, that is, p
±
j = µgj(s±). Let Uj ⊂ Mj be open relatively compact
neighborhood of µj([s−, s+]) given by (2). Moreover, let Vj be open,
relatively compact subsets of I−(p+j ) \ J
−(p−j ) ⊂Mj, j = 1, 2.
Let us denote by
PUj (Vj) = {PUj (q); q ∈ Vj} ⊂ P (Uj)
the collections of the observation point sets on manifold (Mj , gj) corre-
sponding to the points in the set Vj. Assume that there is a diffeomor-
phism Φ : U1 → U2 such that Φ(µ1(s)) = µ2(s), s ∈ [s−, s+] and the
the power set extension of Φ defines a bijection
Φ : PU1(V1)→ PU2(V2).
Then there is a diffeomorphism Ψ : V1 → V2 and the metric Ψ∗g2 is
conformal to g1.
Theorem 1.2 can be stated by saying that if an observer moves along
a path µ then the diffeomorphism-type of the neighborhood U ⊂ M
of µ and the collection of the observation point sets {PU(q); q ∈ V }
determine uniquely the Lorentzian manifold (V, g) up to a conformal
deformation. We note that by the strong hyperbolicity any set V ⊂⊂
I(p−, p+) satisfies also the condition V ⊂ I−(p+) \ J−(p−).
Note that we do not assume that (M, g) is complete, which is crucial
in relativity due to the presence of singularities.
In the case when metric g is known in Ug and g is Ricci flat (i.e.
corresponds to vacuum) in a set W that intersects Ug, after construct-
ing the conformal structure we can find the whole metric tensor by
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constructing the conformal factor along light like geodesics that start
at Ug and are subset of W (see Fig. 4). This fact is formulated more
precisely in the following corollary.
Corollary 1.3. Assume that (Mj , gj) and Uj, Vj, j = 1, 2 and the
conformal map Ψ : V1 → V2 are as in Theorem 1.2. Moreover, assume
that Φ = Ψ|U1 : (U1, g1) → (U2, g2) is an isometry and for j = 1, 2
there are sets Wj ⊂ Mj such that the Ricci curvature of gj is zero in
Wj, and Vj ⊂ Wj ∪ Uj, Ψ(U1 \W1) = U2 \W2. Moreover, assume that
any point x ∈ V1 ∩W1 can be connected to some point y ∈ U1 ∩W1
with a light-like geodesic γx,ξ([0, l]) ⊂ V1 ∩W1. Then the metric Ψ∗g2
is isometric to g1 in V1.
Example 1. Theorem 1.2 concerns passive observations which are ide-
alizations of the measurements used in astronomy and the engineering
sciences. For example, consider an event when J astronomical observa-
tories, located at the points x1, x2, . . . , xJ in a neighborhood U of the
path of the Earth in the space time M , observe light from a supernova
at directions ξj ∈ TxjM , j = 1, 2, . . . , J . By measuring the properties
of the observed frequencies (i.e. spectrum), the observatories can draw
the conclusion that they are looking at the same supernova and that
there is some point q (the unknown location of the supernova) such
that (xj , ξj) ∈ OU(q) for all j = 1, 2, . . . , J . Examples of other point
source type events which can possibly be observed by astronomic mea-
surements, are novae, quasars, and pulsars as well as eclipses of double
stars, pulsating stars or variable stars with extreme sunspots or flares
[49]. When one considers the Universe in large scale, the non-flatness of
the space time is clearly visible in the observations. For instance, grav-
itational lenses produced by massive objects [36, 69] cause multiple im-
ages of the distant objects and the images have significant time delays.
Mathematically, this corresponds to the focal points of geodesics. For
instance, in the observations made on the gravitationally lensed quasar
Q0957+561, due to the bending of space, light from the quasar arrive
to Earth along two different paths and the time delay between these
two paths has been measured to be approximately 417 days [56, 79]. In
such time scales, many astronomic events can be considered as point
sources and thus the light observation sets can be reasonable, although
highly idealized, model for the observations. We note that the above
described "point sources" in astronomy have very different magnitudes
and with the present telescopes and other astronomic instruments only
some of those are detectable e.g. from another side of a gravitational
lens.
The light observation sets model also observations or theoretical mea-
surements (or thought experiments) which one could do near astro-
nomic systems with black holes. For instance, the light observation
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sets correspond to observations when a large number of point sources
(i.e. matter) emitting time-varying radiation fall in a black hole(s).
The inverse problem for the light observation sets and for the Ein-
stein equation considered in the next section is related also to practical
measurements: The detection of small but rapid perturbations of the
gravitational field, that is, gravitational waves. The detection of grav-
itational waves is a very rapidly growing field of physics where new
laboratories have be founded in many countries in the recent years, e.g
the LIGO interferometer at Washington, US, the GEO-600 detector at
Germany, and the VIRGO detector at Italy. We note that the Ein-
stein equation implies that gravitational waves exists if strong enough
sources exists. Thus the detection of gravitational waves actually is
the question wether strong sources exists. Although gravitational ra-
diation has not been directly detected using present measurement de-
vices, there is indirect evidence for its existence. For example, the 1993
Nobel Prize in Physics was awarded for measurements of the Hulse-
Taylor binary system which suggests gravitational waves are more than
mathematical anomalies. The detection of gravitational waves can be
considered as a far field measurement. The relation of far-field and
near-field measurements is a well studied question of inverse problems
[9] and in understanding the far-field observations the near field inverse
problem needs to be studied. This is just the inverse problem for the
coupled Einstein-matter field equations we consider below.
The inverse problems analogous to Theorem 1.2 are encountered also
in several mundane applications, for instance one can study if the mo-
bile phone signals can be used to determine the refractive index of the
surrounding urban neighborhood.
1.3. The inverse problem for Einstein equations.
1.3.1. How the active measurements could be done. Let us make a
Gedankenexperiment. Assume that we are close to a huge gravita-
tional object and want to measure the distortion of the space time.
Let us assume that we can do extremely precise measurements. Let us
use several high-power laser sources (like laser pointers). We vary the
direction of the laser rays so that some of the rays cross at time t = T 0.
When the rays cross, we have an increased density of light at the cross-
ing point, just at the crossing time. Because of the non-linearity of the
Einstein-Maxwell equations this creates an artificial point source of
gravitational waves having a very small amplitude. Using point masses
that are located near the sources of the laser rays and observing their
movements we can in principle detect the waves. Making lots of such
experiments which create artificial sources of gravitational waves at a
large set of points, we get data analogous to "boundary distance func-
tions", see e.g. [44], on the Lorentzian manifold. Then we ask, is it
possible to use this data to determine the metric up to a conformal
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deformation in the portion of the space time bordered by the possible
event horizons.
For sake of mathematical simplicity, we consider next the Einstein-
scalar field equations instead of Maxwell-Einstein equations and replace
the laser rays by gravitational and scalar field waves, in fact four waves
having only Ck-regularity with some finite k.
1.3.2. Inverse problems for non-linear wave equations. Many physical
models lead to non-linear differential equations. In small perturbations,
these equations can be approximated by linear equations, and most of
the previous results on hyperbolic inverse problem concern with these
linear models. Moreover, the existing uniqueness results are limited
to the time-independent or real-analytic coefficients [2, 7, 8, 23, 44]
as these results are based on Tataru’s unique continuation principle
[83, 84]. Such unique continuation results have been shown to fail for
general metric tensors with are not analytic the time variable [1]. Even
some linear inverse problem are not uniquely solvable. In fact, the
counterexamples for these problems have been used in the so-called
transformation optics. This has led to models for fixed frequency in-
visibility cloaks, see e.g. [31, 30, 32] and references therein. These
applications give one more motivation to study inverse problems for
non-linear equations.
1.3.3. Einstein equations. In the following, the Einstein tensor of a
Lorentzian metric g = gjk(x) of type (−,+,+,+) on a 4-dimensional
manifold M is
Einjk(g) = Ricjk(g)−
1
2
(trRic(g))gjk = Ricjk(g)−
1
2
(gpq Ricpq(g))gjk.
Here, Ricpq(g) is the Ricci curvature of the metric g, tr Ric(g) = g
pq Ricpq(g)
is equal to the scalar curvature of g. We define the divergence of a 2-
covariant tensor Tjk to be in local coordinates (divgT )k = ∇n(gnjTjk).
Let us consider the Einstein equation in presence of matter,
Einjk(g) = Tjk,(3)
divgT = 0,(4)
for a Lorentzian metric g and a stress-energy tensor T related to the
distribution of mass and energy. We will consider g which is a small
perturbation of some unknown background metric ĝ and the stress-
energy tensor T which is a perturbation of an unknown background
stress-energy tensor T̂ . We recall the essential fact that when (3) has
solutions, then due to the Bianchi’s identity divg(Ein(g)) = 0 and
thus the equation (4) follows automatically. Equation (4) is called the
conservation law for the stress-energy tensor.
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1.3.4. Global hyperbolicity and the domain of influence K. Recall that
a Lorentzian metric g1 dominates the metric g2, if all vectors ξ that
are light-like or time-like with respect to the metric g2 are time-like
with respect to the metric g1, and in this case we denote g2 < g1. Let
(M, ĝ) be a C∞-smooth globally hyperbolic Lorentzian manifold. By
[27] it holds that there is a Lorentzian metric g˜ such that (M, g˜) is
globally hyperbolic and ĝ < g˜. Note that one can assume that the
metric g˜ is smooth (see Appendix C on details). We use the positive
definite Riemannian metric ĝ+ to define norms in the spaces Ckb (M)
of functions with bounded k derivatives, sometimes denoted also by
Ckb (M ; ĝ
+) and the Sobolev spaces Hs(M).
By [12], the globally hyperbolic manifold (M, g˜) has an isometry Φ
to the smooth product manifold (R×N, h˜), where N is a 3-dimensional
manifold and the metric h˜ can be written as h˜ = −β(t, y)dt2 + h(t, y)
where β : R × N → (0,∞) is a smooth function and h(t, · ) is a Rie-
mannian metric on N depending smoothly on t ∈ R, and the sub-
manifolds {t′} × N are C∞-smooth Cauchy surfaces for all t′ ∈ R.
We define smooth time function t : M → R by setting t(x) = t if
Φ(x) ∈ {t}×N . Let us next identify these isometric manifolds, that is,
we denote M = R × N . Then St = {x ∈ M ; t(x) = t} are space-like
Cauchy surfaces also for g˜ and for all metrics g for which g < g˜.
For t ∈ R, let M(t) = (−∞, t) × N . Let t1 > t0 > 0 and denote
M1 = M(t1) and M0 = M(t0). When p̂
− ∈ M0 and j ∈ {0, 1}, it
follows from by [5, Cor. A.5.4] that J+g˜ (p̂
−) ∩M(tj) is compact. We
denote below
Kj := J
+
g˜ (p̂
−) ∩M(tj).(5)
As ĝ < g˜, we see that there exists ε0 > 0 such that if ‖g− ĝ‖C0
b
(M1;ĝ+) <
ε0, then g|K1 < g˜|K1, and in particular, we have J
+
g (p) ∩M1 ⊂ K1 for
all p ∈ K1. Next we consider in particular the manifold M0 and denote
K0 = K.
1.3.5. Reduced Einstein tensor. Let t1 > t0 > t−1 = 0 and g
′ be a met-
ric onM(t1) that coincide with ĝ inM(t−1) and assume that g
′ satisfies
the Einstein equation Ein(g′) = T ′ on M(t1). If g
′ is a small perturba-
tion of ĝ in a suitable sense (see Appendix A), there is a diffeomorphism
f : M(t1)→ f(M(t1)) ⊂M that is a (g
′, ĝ)-wave map f : M(t1)→M ,
see (158)-(158) in Appendix A, and satisfies M(t0) ⊂ f(M(t1)). The
wave map has the property that Ein(f∗g
′) = Einĝ(f∗g
′), where Einĝ(g)
is the the ĝ-reduced Einstein tensor, given by formula (153) in Appen-
dix A, and has the form
(Einĝg)pq = −
1
2
gjk∇̂j∇̂kgpq +
1
4
(gnmgjk∇̂j∇̂kgnm)gpq + Ppq(g, ∇̂g),
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and ∇̂j is the covariant differentation with respect to the metric ĝ
and Ppq is polynomial of gnm, g
nm, ∇̂jgnm, ∇̂jgnm, ĝnm, ĝnm, and the
curvature R̂jklm of ĝ. Using this map f , the tensors g = f∗g
′ and T =
f∗T
′ satisfy the Einstein equations Ein(g) = T on M(t0). Moreover,
as f is a wave map, the Einstein equation for g can be written as the
ĝ-reduced Einstein equations, that is,
Einĝ(g) = T on M(t0).(6)
In the literature, the above is often stated by saying that the reduced
Einstein equation (6) is the Einstein equations written with the wave-
gauge corresponding to the metric ĝ. The equation (6) is a quasi-linear
hyperbolic system of equations. We emphasize that a solution of the
reduced Einstein equation can be a solution of the original Einstein
equation only if the stress energy tensor satisfies the conservation law
∇gjT
jk = 0. Summarizing the above, when g is close to ĝ and satis-
fies the Einstein equation, by changing the coordinates appropriately
(or physically stated, choosing the correct gauge), the metric tensor g
satisfies the ĝ-reduced Einstein equation. Next we formulate a direct
problem for the ĝ-reduced Einstein equations.
1.3.6. Motivation for the direct problem. We consider metric and phys-
ical fields informally on a Lorentzian manifold (M, g). We aim to study
an inverse problem with active measurements. As measurements can
not be implemented in Vacuum, we have to add matter fields in the
model. Since matter fields and the metric tensor have to satisfy a
standard conservation law, we add in the model two types of matter
fields. In fact, we will start with the standard coupled system of the
Einstein equation and scalar filed equations with some sources F1 and
F2, namely
Einĝ(g) = Tjk(g, φ) + F1, in M,(7)
Tjk(g, φ) =
L∑
ℓ=1
(∂jφℓ ∂kφℓ −
1
2
gjkg
pq∂pφℓ ∂qφℓ −
1
2
mφ2ℓgjk),
gφℓ −mφℓ = F2, ℓ = 1, 2, 3, . . . , L,
and make the source term F1 correspond to fluids (or fluid fields) con-
sisting of particles which energy and moment vectors are controlled
and make F2 to adapt the changes of g, φ, and F1 so that the stan-
dard conservation law is satisfied. Note that above we could assume
that masses mℓ of the fields φℓ depend on ℓ, but for simplicity we have
assumed that mℓ = m.
By an active measurement we mean a model where we can control
some of these fields and the other fields adapt to the changes of all
fields so that the conservation law holds. Roughly speaking, we can
consider measurement devices as a complicated process that changes
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one energy form to other forms of energy, like a system of explosives
that transform some potential energy to kinetic energy. This process
creates a perturbation of the metric and the matter fields that we
observe in a subset of the space time. In this paper, our aim is not to
consider a physically realistic example but a mathematical model that
can be rigorously analyzed.
To motivate such a model, we start with a non-rigorous discussion.
Following [13, Ch. III, Sect. 6.4, 7.1, 7.2, 7.3] and [3, p. 36] we
start by considering the Lagrangians, associated to gravity, scalar fields
φ = (φℓ)
L
ℓ=1 and non-interacting fluid fields, that is, the number density
four-currents n = (nκ)Jκ=1 (where each n
κ is a co-vector, see [3, p. 33]).
We also add in to the model a Lagrangian associated with some scalar
valued source fields S = (Sℓ)
L
ℓ=1 and Q = (Qk)
K
k=1. We consider action
corresponding to the coupled Lagrangian
A =
∫
M
(
Lgrav(x) + Lfields(x) + Lsource(x)
)
dVg(x),
Lgrav = R(g),
Lfields =
L∑
ℓ=1
(
gjk∂jφℓ ∂kφℓ − V(φℓ;Sℓ)
)
+ gjk(
J∑
κ=1
nκjn
κ
k),
Lsource = εHε(g, S,Q,n, φ),
where R(g) is the scalar curvature, dVg = (−detg)1/2dx is the volume
form on (M, g),
V(φℓ;Sℓ) =
1
2
(m− 1)φ2ℓ +
1
2
(φℓ − Sℓ)
2(8)
are energy potentials of the scalar fields φℓ that depend on Sℓ, and
Hε(g, S,Q,n, φ) is a function modeling the measurement device we
use. We assume that Hε is bounded and its derivatives with respect
to S,Q,n are very large (like of order O((ε)−2)) and its derivatives
with respect of g and φ are bounded when ε > 0 is small. We note
that the above Lagrangian for the fluid fields is the sum of the sin-
gle fluid Lagrangians where for all fluids the master function Λ is the
identity function, that is, the energy density of each fluid is given by
ρ = −Λ(n2) = −n2, n2 = gjknjnk. Note that here n is a time-like
vector or zero and thus ρ is non-negative. On fluid Lagrangians, see
the discussions in [3, p. 33-37], [13, Ch. III, Sect. 8] and [85] and [24,
p. 196].
When we compute the critical points of the Lagrangian L and neglect
the O(ε)-terms, the equation δA
δg
= 0 gives the Einstein equation with
a stress-energy tensor Tjk defined below, see (9), the equation
δA
δφ
= 0
gives the wave equations with sources Sℓ. We assume that O(ε
−1) order
equations obtained from the equation ( δA
δS
, δA
δQ
, δA
δn
) = 0 fix the values of
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the scalar functions Q, the tensor
P =
J∑
κ=1
nκjn
κ
kdx
j ⊗ dxk
and yields for the sources S = (Sℓ)
L
ℓ=1 equations of the form Sℓ =
Sℓ(φ,∇gφ,Q,∇gQ,P,∇gP, g). The function Hε models the way the
measurement device works. Due to this we will assume that Hε and
thus functions Sℓ may be quite complicated. The interpretation of the
above is that in each measurement event we use a device that fixes
the values of the scalar functions Q and the tensor P and gives the
equations S = S(φ,∇gφ,Q,∇gQ,P,∇gP, g) that tell how the sources
of the φ-fields adapt to these changes so that the physical conservation
laws are satisfied.
Now we stop the non-rigorous discussion (where the O(ε) terms were
neglected).
1.3.7. Formulation of the direct problem. To start the rigorous analysis,
let us define some physical fields and introduce a model as a system of
partial differential equations (that hold at a critical point of the above
Lagrangian L).
We assume that there are C∞-background fields ĝ, φ̂, Q̂, and P̂ on
M . We also fix a smooth metric g˜ that is a globally hyperbolic metric
on M such that ĝ < g˜ and make the the identification M = R × N
where {t} ×N are Cauchy surfaces for g˜. Moreover, we fix t0 > 0 and
a point p̂− ∈ (0, t0)×N and denote M0 = M(t0) = (−∞, t0)×N .
Let P = Pjk(x)dxjdxk be a symmetric tensor on M0, corresponding
below to a direct perturbation to the stress energy tensor, and Q =
(Qℓ(x))
K
ℓ=1 where Qℓ(x) are real-valued functions on M0. Also, we
consider a Lorentzian metric g on M0 and φ = (φℓ)
L
ℓ=1 where φℓ are
scalar fields on M0, L ≤ K − 1. The potentials of the fields φℓ are
V(φℓ;Sℓ) given in (8). The way how Sℓ, called below the adaptive
source functions, depend on other fields is explained later.
Using the φ and P fields, we define the stress-energy tensor
Tjk =
L∑
ℓ=1
(∂jφℓ ∂kφℓ −
1
2
gjkg
pq∂pφℓ ∂qφℓ − V(φℓ;Sℓ)gjk) + Pjk.(9)
Below, we introduce the notation
Pjk = Pjk −
L∑
ℓ=1
1
2
S2ℓ gjk.
We assume that P−P̂ and Q−Q̂ are supported on K = J+g˜ (p̂
−)∩M0.
As we will see later, when P − P̂ and Q − Q̂ are small enough, in a
suitable sense, and the intersection of their support andM0 is contained
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in K, then g < g˜ and g − ĝ, considered as a function on M0, is also
supported in K.
Using (8) we can write the stress energy tensor (9) in the form
Tjk = Pjk + Zgjk +Tjk(g, φ), Z =
L∑
ℓ=1
Sℓφℓ,
Tjk(g, φ) =
L∑
ℓ=1
(∂jφℓ ∂kφℓ −
1
2
gjkg
pq∂pφℓ ∂qφℓ −
1
2
mφ2ℓgjk),
where we call Z the stress energy density caused by sources Sℓ.
Now we are ready to formulate the direct problem for the Einstein-
scalar field equations. Let g and φ satisfy
Einĝ(g) = Pjk + Zgjk +Tjk(g, φ), Z =
L∑
ℓ=1
Sℓφℓ, in M0,(10)
gφℓ + V
′(φℓ;Sℓ) = 0 in M0, ℓ = 1, 2, 3, . . . , L,
Sℓ = Sℓ(φ,∇
gφ,Q,∇gQ,P,∇gP, g), in M0,
g = ĝ, φℓ = φ̂ℓ, in M0 \ K.
Above, V ′(φ; s) = ∂φV(φ; s) so that V ′(φℓ;Sℓ) = mφℓ − Sℓ. We assume
that the background fields ĝ, φ̂, Q̂, and P̂ satisfy these equations.
We consider here P = (Pjk)
4
j,k=1 and Q = (Qℓ)
K
ℓ=1 as fields that
we can control. As mathematical idealization we will assume that the
fields P − P̂ and Q − Q̂ are compactly supported. To obtain a physi-
cally meaningful model, we need to consider how the adaptive source
functions Sℓ should be chosen so that the physical conservation law in
relativity,
∇k(g
kpTpq) = 0(11)
is satisfied. Here ∇ = ∇g is the connection corresponding to the metric
g. We note that the conservation law is a necessary condition for the
equation (10) to have solutions for which Einĝ(g) = Ein(g), i.e., that
the solutions of (10) are solutions of the Einstein field equations.
The functions Sℓ(φ,∇
gφ,Q,∇gQ,P,∇gP, g) model the devices that
we use to perform active measurements. Thus, even though the As-
sumption S below may appear quite technical, this assumption can be
viewed as the instructions on how to build a device that can be used to
measure the structure of the space time far away. Outside the support
of the measurement device (i.e. the union of the supports of Q and P )
we have just assumed that the standard coupled Einstein-scalar field
equations hold, c.f. (12).
Throughout the paper we assume that the following assumption
holds.
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Assumption S. Throughout the paper we assume that the adap-
tive source functions Sℓ(φ,∇gφ,Q,∇gQ,P,∇gP, g) have the following
properties:
(i) Denoting c = ∇gφ, C = ∇gP , and H = ∇gQ, we assume that
Sℓ(φ, c, Q,H, P, C, g) are linear functions of (Q,H, P, C) and in partic-
ular satisfy
Sℓ(φ, c, 0, 0, 0, 0, g) = 0.(12)
We also assume that when (Qℓ)
K
ℓ=1 and (Pjk)j,k=14 are sufficiently close
to (Q̂ℓ)
K
ℓ=1 and (P̂jk)j,k=14, respectively, and φ and g are sufficiently close
in the C1-topology to the background fields ĝ and φ̂ then the adaptive
source function Sℓ(φ,∇gφ,Q,∇gQ,P,∇gP, g) at x ∈ M0 is a smooth
function of the pointwise values φ(x),∇gφ(x), Q(x),∇gQ(x), P (x),∇gP (x)
and gjk(x).
(ii) QK = Z, that is, one of the physical fields we directly control is
the density Z of the stress energy tensor caused by the source fields.
(iii) We assume that Sℓ is independent of P (x) and the dependency
of S on ∇gP and ∇gQ is only due to the dependency in the term
gpk∇gp(Pjk + Zgjk) = g
pk∇gpPjk + ∇
g
jQK , associated to the divergence
of the perturbation of T , that is, there exist functions S˜ℓ so that
Sℓ(φ, c, Q,H, P, C, g) = S˜ℓ(φ, c, Q,R, g), R = (g
pk∇gp(Pjk +QKgjk))
4
j=1.
Let R̂ = ĝpk∇̂pP̂jk+∇̂jQ̂K . Moreover, we assume that for all x ∈ Uĝ the
derivative of S˜(φ̂, ∇̂φ̂, Q,R, ĝ) = (S˜ℓ(φ̂, ∇̂φ̂, Q,R, ĝ)
L
ℓ=1 with respect to
Q and R, that is, the map
DQ,RS˜(φ̂, ∇̂φ̂, Q,R, ĝ)|Q=Q̂,R=R̂ : R
K+4 → RL(13)
is surjective.
(iv) We assume that the adaptive source functions Sℓ are such that
if g, φ satisfy (10) with any (Qℓ)
K
ℓ=1 and (Pjk) that are sufficiently close
to Q̂ and P̂ in C5-topology then the conservation law (11) is valid.
Notice that as sources are small, we need to consider only local ex-
istence of solutions, see Appendix C. Above, the assumptions on the
smoothness of the sources and solutions are far from optimal. For the
local existence results, see [51, 53, 54, 78]. The global existence results
are considered e.g. in [16, 17, 58, 59].
Below, expect in Corollary 1.6, we will consider the case when Q̂ = 0
and P̂ = 0. This implies that for the background fields that adaptive
source functions Sℓ vanish.
Below we will denote Q = (Q′, QK), Q
′ = (Qℓ)
K−1
ℓ=1 . There are exam-
ples when the background fields (ĝ, φ̂) and the adaptive source func-
tions Sℓ(φ,∇gφ,Q,∇gQ,P,∇gP, g) exists and satisfy the Assumption
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S. This is shown in Appendix B in the case the following condition is
valid for the background fields:
Condition A: Assume that at any x ∈ Û there is a permutation
σ : {1, 2, . . . , L} → {1, 2, . . . , L}, denoted σx, such that the 5×5matrix
[Bσjk(φ̂(x),∇φ̂(x))]j,k≤5 is invertible, where
[Bσjk(φ(x),∇φ(x))]k,j≤5 =
[
( ∂jφσ(ℓ)(x))ℓ≤5, j≤4
(φσ(ℓ)(x))ℓ≤5
]
.
1.3.8. Inverse problem for the reduced Einstein equations. Let us next
define the measurements precisely.
Let µ̂ : [−1, 1] → M0 be a freely falling observer of (M0, ĝ) and
z0 = µ̂(s−2) and η0 = ∂sµ̂(s−2). We assume that z0 ∈ (−∞, 0)×N and
ĝ(η0, η0) = −1.
We will consider Lorentzian metrics g on M0 = (−∞, t0) × N ,
t0 > 0 that is sufficiently close in C
2
b (M0) to ĝ and coincides with
ĝ in (−∞, 0) × N . For the metric g we will use the notations of an
open set Ug, freely falling observers µg and µg,z,η with (z, η) ∈ Uz0,η0 ,
and numbers −1 < s−2 < s−1 = s− < s+1 = s+ < s+2 < 1, that
are defined near the formula (2), with ĥ being small enough and in-
dependent of g and so that the set Uz0,η0(ĥ) ⊂ (−∞, 0) × N is the
same for all metric tensors g that we consider. We assume also that
p̂− = µ̂(s−) ∈ (0, t0)×N .
Let µg,z,η : [−1, 1] → M0 be geodesics such that µg,z,η(s−2) = z and
∂sµg,z,η(s−2) = η. Then for µg := µg,z0,η0 we have µg(s) = µĝ(s) for all
s ≤ s−1 and µĝ = µ̂. Moreover, we denote p̂− = µ̂(s−) and p̂+ = µ̂(s+).
We assume that ĥ used to define Uz0,η0(ĥ) is independent of the metric
and that it is so small that π(Uz0,η0(ĥ)) ⊂ (−∞, t0)×N .
We note that when g is close enough the ĝ in the space C2loc(M0),
for all (z, η) ∈ Uz0,η0(ĥ) we have µg,z,η([s−2, s+2]) ⊂ Ug, µg,z,η(s−2) ∈
I−g (µg(s−)), and µg,z,η(s+2) ∈ I
+
g (µg(s+)).
Moreover, for r > 0 let
Wg(r) =
⋃
s−<s<s+−r
IM,g(µg(s), µg(s+ r))(14)
and let r0 ∈ (0, 1) be so small that Wĝ(2r0) ⊂ Uĝ. We denote next
Wg = Wg(r0).
Let us use causal Fermi-type coordinates: Let Zj(s), j = 1, 2, 3, 4
be a parallel frame of linearly independent time-like vectors on µg(s)
such that Z1(s) = µ˙g(s). Let Φg : (tj)
4
j=1 7→ expµg(t1)(
∑4
j=2 tjZj(t1)).
We assume that r0 > 0 used above is so small that Ψĝ = Φ
−1
ĝ defines
coordinates in Wĝ(2r0). Then, when g is sufficiently close to ĝ in the
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C2b -topology, Ψg = Φ
−1
g defines coordinates in Wg(2r0) that we call the
Fermi-type coordinates. We define the norm-like functions
N (k)ĝ (g) = ‖(Ψg)∗g − (Ψĝ)∗ĝ)‖Ck(Ψĝ(Wĝ)),
N (k)(F ) = ‖(Ψg)∗F‖Ck(Ψĝ(Wĝ)),
where k ∈ N, that measures the Ck distance of g from ĝ and F from
zero in a Fermi-type coordinates. As we have assumed that the back-
ground metric ĝ and the field φ̂ are C∞-smooth, we can consider as
smooth sources as we wish. Thus, for clarity, we use below smoothness
assumptions on sources that are far from the optimal ones.
Let us define (recall that here Q̂ = 0 and P̂ = 0) the source-to-
observation 4-tuples corresponding to measurements in Ug with sources
F = (P,Q) supported in Ug. We define
D(ĝ, φ̂, ε) = {[(Ug, g|Ug , φ|Ug , F |Ug)] ; (g, φ, F ) are smooth solutions
of (10) with F = (P,Q), F ∈ C∞0 (Wg;B
K),(15)
J+g (supp (F )) ∩ J
−
g (supp (F )) ⊂Wg, N
(16)(F ) < ε, N (16)ĝ (g) < ε}.
Above, the sources F are considered as sections of the bundle BK , where
BK is a vector bundle on M that is the product bundle of the bundle
symmetric (2, 0)-tensors and the trivial vector bundle with the fiber
RK . Above, [(Ug, g, φ, F )] denotes equivalence class of all Lorenztian
manifolds (U ′, g′) and functions φ′ = (φ′ℓ)
L
ℓ=1 and the tensors F
′ defined
on C∞-smooth manifold U ′, such that there is C∞-smooth diffeomor-
phism Ψ : U ′ → Ug satisfying Ψ∗g′ = g, Ψ∗φ′ℓ = φℓ and Ψ∗F = F .
Note that as [(Uĝ, ĝ, φ̂, 0)] is the intersection of all collectionsD(ĝ, φ̂, ε),
ε > 0, we see that the collection D(ĝ, φ̂, ε) determines the isometry type
of (Uĝ, ĝ).
Our goal is to prove the following result:
Theorem 1.4. Let (Mj , ĝj), j = 1, 2 be two open, C
∞-smooth, glob-
ally hyperbolic Lorentzian manifolds and φ̂(j), j = 1, 2 be background
values of the scalar fields on these manifolds, and let Sℓ be the adaptive
source functions satisfying (12) and Assumption S, and assume that
background source fields vanish, P̂ (j) = 0 and Q̂(j) = 0.
Let µĝj : [−1, 1]→Mj be freely falling observers on (Mj , ĝj) and Uĝj
be the open sets defined by formula (2), and p̂±j = µĝj(s±).
Assume that there is a C17-isometry Ψ0 : (Uĝ1 , ĝ1) → (Uĝ2, ĝ2). We
identify these isometric sets and denote
Û = Uĝ1 = Uĝ2 , ĝ|Û = ĝ1|Uĝ1 = ĝ2|Uĝ2 .
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Let ε > 0 and assume that source-to-observation 4-tuples D(ĝj, φ̂(j), ε)
for the manifolds (Mj, ĝj) and fields φ̂
(j) satisfy
D(ĝ1, φ̂
(1), ε) = D(ĝ2, φ̂
(2), ε).(16)
Then there is a diffeomorphism Ψ : IM1,ĝ1(p̂
−
1 , p̂
+
1 ) → IM2,ĝ2(p̂
−
2 , p̂
+
2 ),
and the metric Ψ∗ĝ2 is conformal to ĝ1 in IM1,ĝ1(p̂
−
1 , p̂
+
1 ).
Note that above we have assumed that the adaptive source functions
Sℓ are the same on (M1, ĝ1) and (M2, ĝ2).
Recall that above IM1,ĝ1(p̂
−
1 , p̂
+
1 ) = I
+
M1,ĝ1
(p̂−1 ) ∩ I
−
M1,ĝ1
(p̂+1 ).
The measurements in Theorem 1.4 provides a subset of all possible
sources (F1,F2) for equations (7). Thus, as we see later, using Theorem
1.4 we can prove the following result where we assume that we have
information on measurements with a larger class of sources than was
used in Theorem 1.4:
Theorem 1.5. Assume that (M, ĝ) is a globally hyperbolic manifold,
and that in the open set Uĝ the Condition A is valid. Assume that we
given the set Dalt(ĝ, φ̂, ε) of the the equivalence classes [(Ug, g|Ug , φ|Ug ,F|Ug)]
where g and φ and F = (F1,F2) satisfy the equations (7), the con-
servation law ∇gj (T
jk(g, φ) + F jk1 ) = 0, the sources F1 and F2 are
supported in Ug, and satisfy N (15)(F) < ε and N
(15)
ĝ (g) < ε. Then
these data determine the conformal type of ĝ in IM,ĝ(p̂
−, p̂+).
The above result means that if the manifold (M0, ĝ) is unknown, then
the source-to-observation pairs corresponding to freely falling sources
which are near the freely falling observer µĝ and the measurements
of the metric tensor and the scalar fields in a neighborhood Uĝ of µĝ,
determine the metric tensor up to conformal transformation in the set
IM0,ĝ(p̂
−, p̂+).
We want to point out that by the main theorem, if we have two non-
isometric space times, a generic measurement gives different results on
these manifolds. In particular, this implies that the perfect space-time
cloaking, see [25, 61], with a smooth metric in a globally hyperbolic
universe is not possible.
Also, one can ask if one can make an approximative image of the
space-time knowing only one measurement. In general, in many inverse
problems several measurements can be packed together to one measure-
ment. For instance, for the wave equation with a time-independent
simple metric this is done in [35]. Similarly, Theorem 1.4 and its proof
make it possible to do approximate reconstructions in a suitable class
of manifolds with only one measurement. We will discuss this in detail
in forthcoming articles.
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Using Theorem 1.4 we will show that the metric tensor can be de-
termined in the domain which can be connected to a measurement set
with light-like geodesics through vacuum.
Below, we consider the case when Q̂ and P̂ are non-zero, and we
define
Dmod(ĝ, φ̂, ε) = {[(Ug, g|Ug , φ|Ug , F |Ug)] ; (g, φ, F ) are smooth solutions,
of (10) with F = (P − P̂ , Q− Q̂), F ∈ C∞0 (Wg;B
K),
J+g (supp (F )) ∩ J
−
g (supp (F )) ⊂Wg, N
(16)(F ) < ε, N (16)ĝ (g) < ε}.
Next we consider the case when Q̂(j) and P̂ (j) are not assumed to be
zero, see Fig. 4.
Corollary 1.6. Assume that Mj, ĝj, φ̂
(j), j = 1, 2 and Ψ0 are as in
Theorem 1.4 and (16) is not assumed to be valid. Assume that also that
for j = 1, 2 there are sets Wj ⊂ Mj such that φ̂(j), Q̂(j) and P̂ (j) are
zero (and thus the metric tensors ĝj have vanishing Ricci curvature) in
Wj and that Iĝj(p̂
−
j , p̂
+
j ) ⊂ Wj ∪ Uĝ. If
Dmod(ĝ(1), φ̂(1), ε) = Dmod(ĝ(2), φ̂(2), ε)
then the metric Ψ∗ĝ2 is isometric to ĝ1 in Iĝ1(p̂
−
1 , p̂
+
1 ).
In the setting of Corollary 1.6 the setW is such I(p̂−, p̂+)∩(M\W ) ⊂
U . This means that if we restrict to the domain I(p̂−, p̂+) then we have
Vacuum Einstein equations in the unknown domain I(p̂−, p̂+) \ U and
have matter only in the domain U where we implement our measure-
ment (c.f. a space ship going around in a system of black holes). This
could be considered as an "Inverse problem for the vacuum Einstein
equations".
Example 3: Consider a black hole modeled by a Schwarzschild metric
in (R3 \ {0}) × R with the event horizon ∂B(R) × R, B(R) = {y ∈
R3 : |y| = R}, and add to the stress energy tensor the (small) effect
caused by the "space ship" doing the measurements. By Theorem 1.4
the measurements in U = (R3 \B(r))× R with any r > R determines
uniquely the metric outside the event horizon, that is, in W = (R3 \
B(R)) × R. Physically a more interesting example could be obtained
by considering several black holes or by adding matter to the system.
We note the techniques used to prove Theorem 1.4 are suitable for
studying other equations, e.g. Einstein-Maxwell system, where strong
electromagnetic waves and the gravitational field have an interaction.
However, we do not study these equations in this paper.
DETERMINATION OF SPACE-TIME 21
PSfrag replacements
Wĝ
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Figure 4. A schematic figure where the space-time is
represented as the 2-dimensional set R1+1 on the setting
in Corollary 1.6. The set Jĝ(p̂
−, p̂+), i.e., the diamond
with the black boundary, is contained in the union of the
blue set Uĝ and the set W . The set W is in the figure
the area outside of the green curves. The sources are
controlled in the set Uĝ \W and the set W consists of
vacuum.
2. Proofs for inverse problem for light observation sets
2.1. Notations and definitions. A smooth n-dimensional manifold
with smooth Lorentzian, type (1, n − 1) metric g has a causal struc-
ture, if there is a globally defined smooth vector field Xc such that
g(Xc(y), Xc(y)) < 0 for all y ∈ M . We say that a piecewise smooth
path α(t) is time-like if g(α˙(t), α˙(t)) < 0 for almost every t. Also, a
piecewise smooth path α(t) is causal (or non-space-like) if α˙(t) 6= 0 and
g(α˙(t), α˙(t)) ≤ 0 for almost every t.
By [11], a globally hyperbolic manifold, as defined in the introduc-
tion, satisfies the strong causality condition:
For every z ∈M and every neighborhood V ⊂M of z there is(17)
a neighborhood V ′ ⊂M of z that if x, y ∈ V ′ and α ⊂M is
a causal path connecting x to y then α ⊂ V .
Recall that g+ is a Riemannian metric determined by a Lorentzian
metric g on M . In the following, for open V ⊂ M , denote TV =
{(x, ξ) ∈ TM : x ∈ V } and Sg
+
V = {(x, ξ) ∈ TM ; x ∈ V, ‖ξ‖g+ = 1}.
The metric g+ onM induces a Sasaki metric on TM which we denote
by g+, too.
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In the next sections, g will be fixed and we denote U = Ug, J
±
g (x) =
J±(x), etc. Let us next define the earliest observation functions on a
geodesic γg,z,η, (z, η) ∈ Uz0,η0 . If V ⊂ TU and W = π(V ) ⊂ U are such
that µg,z,η∩W 6= ∅, we define sz,η(W ) = inf{s ∈ [−1, 1]; µg,z,η(s)∩W}
and
Ez,η(V ) = {(x, ξ) ∈ cl (V ); x = µg,z,η(sz,η(π(V )))},(18)
ez,η(V ) = π(Ez,η(V )),
ez,η(W ) = {x ∈ cl (W ); x = µg,z,η(sz,η(W ))},
where cl (V ) denotes the closure of V . Moreover, we denote Ez,η(q) =
Ez,η(OU(q)), Pz,η(q) = ez,η(OU(q)).
Finally, ♭ : TM → T ∗M is the lowering index operator by the metric
tensor (aj ∂
∂xj
)♭ = gjka
jdxk and ♯ : T ∗M → TM its inverse.
2.2. Determination of the conformal class of the metric.
Lemma 2.1. Let z ∈M . Then there is a neighborhood V of z so that
(i) If the geodesics γy,η([0, s]) ⊂ V and γy,η′([0, s
′]) ⊂ V , s, s′ > 0
satisfy γy,η(s) = γy,η′(s
′), then η = cη′ and s′ = cs with some c > 0.
(ii) For any y ∈ V , η ∈ TyM \ 0 there is s > 0 such that γx,η(s) 6∈ V .
Proof. The property (i) follows from [71, Prop. 5.7]. Making s > 0
so small that V ⊂ Bg+(z, ρ) with a sufficiently small ρ, the claim (ii)
from [71, Lem. 14.13]. 
Let q−, q+ ∈ M . As M is globally hyperbolic, the set J(q−, q+) =
J−(q+) ∩ J+(q−) is compact.
Let us consider points x, y ∈ M . If x < y, we define the time
separation function τ(x, y) ∈ [0,∞) from x to y to be the supremum
of the lengths
L(α) =
∫ 1
0
√
−g(α˙(s), α˙(s)) ds
of the piecewise smooth causal paths α : [0, 1] → M from x to y. If
the condition x < y does not hold, we define τ(x, y) = 0. We note that
τ(x, y) satisfies the reverse triangle inequality
τ(x, y) + τ(y, z) ≤ τ(x, z) for x ≤ y ≤ z.(19)
As M is globally hyperbolic, the time separation function (x, y) 7→
τ(x, y) is continuous in M ×M by [71, Lem. 14.21].
Let us consider points x, y ∈M , x < y. As the set J(x, y) it compact,
by [71, Prop. 14.19] the points x and y can be connected by a causal
geodesic whose length is τ(x, y). In particular, this implies that if y can
be connected to x with a causal path which is not a light-like geodesic
then τ(x, y) > 0, see [71, Prop. 10.46].
The above facts can be combined as follows: consider a path which
is the union of the future going light-like geodesics γx1,θ1([0, t1]) ⊂ M
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and γx2,θ2([0, t2]) ⊂ M , where x2 = γx1,θ1(t1) and t1, t2 > 0. Let ζ =
γ˙x1,θ1(t1) and x3 = γx2,θ2(t2). Then, if there are no c > 0 such that
ζ = cθ2, the union of these geodesic is not a light-like geodesics and
thus τ(x1, x3) > 0. In particular, then there exists a time-like geodesic
from x1 to x3. In the following we call this kind of argument for a
union of light-like geodesics a short-cut argument.
When (x, ξ) is a light-like vector, we define T (x, ξ) to be the length
of the maximal interval on which γx,ξ : [0, T (x, ξ))→M is defined.
When (x, ξ+) is a future pointing light-like vector, and (x, ξ−) is a
past pointing light-like vector, we define the modified cut locus func-
tions, c.f. [6, Def. 9.32], ρ(x, ξ±) = ρg(x, ξ±),
ρ(x, ξ+) = sup{s ∈ [0, T (x, ξ)) : τ(x, γx,ξ+(s)) = 0},(20)
ρ(x, ξ−) = sup{s ∈ [0, T (x, ξ)) : τ(γx,ξ−(s), x) = 0}.
The point γx,ξ(s)|s=ρ(x,ξ) is called the cut point on the geodesic γx,ξ.
Below, we say that s = ρ(x, ξ) is a cut value on γx,ξ([0, a]).
By [6, Thm. 9.33], the function ρ(x, ξ) is lower semi-continuous on
a globally hyperbolic Lorentzian manifold (M, g). We note that by [6,
Thm. 9.15], a cut point γx,ξ(s)|s=ρ(x,ξ) is either a conjugate point or
a null cut point, that is, an intersection point of two light geodesics
starting from the point x. Note that by [6, Cor. 10.73] the infimum of
the null cut points is smaller or equal to the first null conjugate point.
Let p± = µg(s±). By [71, Lem. 14.3], the set I(p
−, p+) = I−(p+) ∩
I+(p−) is open. We need the following first observation time function
f+µ .
Recall that by formula (1), p± = µg(s±) satisfy p
± ∈ I∓(µg,z,η(s±2))
for all z, η ∈ Uz0,η0 .
Definition 2.2. Let µ = µg,z,η, z, η ∈ Uz0,η0. For x ∈ J
−(p+) \ I−(p−)
we define f+µ (x) ∈ [−1, 1] by setting
h+(s) = τ(x, µ(s)), A
+
µ (x) = {s ∈ (−1, 1) : h+(s) > 0} ∪ {1},
f+µ (x) = inf A
+
µ (x).
Similarly, for x ∈ J+(p−) \ I+(p+) we define f−µ (x) ∈ [−1, 1] by setting
h−(s) = τ(µ(s), x), A
−
µ (x) = {s ∈ (−1, 1) : h−(s) > 0} ∪ {−1},
f−µ (x) = supA
−
µ (x).
We need the following simple properties of these functions.
Lemma 2.3. Let µ = µz,η, z, η ∈ Uz0,η0, and x ∈ J
−(p+) \ I−(p−).
Then
(i) The function s 7→ τ(µ(s), x) is non-decreasing on the interval s ∈
[−1, 1] and strictly increasing on s ∈ [f+µ (x), 1].
(ii) It holds that s−2 < f
+
µ (x) < s+2.
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(iii) Let y = µ(f+µ (x)). Then τ(x, y) = 0. Also, if x 6∈ µ, there is a
light-like geodesic γ([0, s]) in M from x to y with no conjugate points
on γ([0, s)).
(iv) The map f+µ : J
−(p+) \ I−(p−)→ (−1, 1) is continuous.
(v) For q ∈ J−(p+)\I−(p−) the map F : Uz0,η0 → R; F (z, η) = f
+
µ(z,η)(q)
is continuous.
Note that above we consider also a single point path as a light-like
geodesic.
Proof. (i) As µ is a time like-path, we have τ(µ(s), µ(s′)) > 0 for
s < s′. When x ≤ µ(s) and s < s′, the reverse triangle inequality (19)
yields that τ(x, µ(s)) < τ(x, µ(s′)). As τ(x, µ(t)) = 0 for t ≤ f+µ (x), (i)
follows.
(ii) Recall that p± ∈ I∓(µ(s±2)) by (1). As x ∈ I
−(p+), we see that
τ(x, µ(s+2)) > 0 . Due to the global hyperbolicity, τ is continuous in
M ×M , see [71, Lem. 14.21]. Therefore, h+(s) = τ(x, µ(s)) > 0 for
some s < s+2 and we see that s+ = f
+
µ (x) < s+2.
Assume next that f+µ (x) ≤ s−2. Since then h+ is strictly increasing,
we have h+(s) = τ(x, µ(s)) > 0 for all s ∈ (s+2, 1]. Let sj > s−2 be
such that sj → s−2 as j → ∞ and h+(sj) > 0, so that x < µ(sj). As
J+(x) ∩ J−(p+) is closed, then x ≤ q− = µ(s−2) < p−. This is not
possible since x ∈ J−(p+) \ I−(p−). Thus (ii) is proven.
(iii) Let s+x = f
+
µ (x) and s
+
j < s
+
x be such that s
+
j → s
+
x as j → ∞.
Then, τ(x, µ(s+j )) = 0 and by continuity of τ , τ(x, y) = 0. On the
other hand, let s+j ∈ A+(x) be such that s
+
j → s
+
x as j → ∞. Then
x ≤ µ(s+j ), and by closedness of J
+(x) (see [71, Lem. 14.22]), x ≤ y =
µ(s+x ). As x 6∈ µ, x < y and by [71, Lem. 10.51] there is a light-like
geodesic from x to y with no conjugate points before y. This proves
(iii).
(iv) Assume that xj → x in J−(p+) \ I−(p−) as j → ∞. Let sj =
f+µ (xj) and s = f
+
µ (x). As τ is continuous, for any ε > 0 we have
limj→∞ τ(xj , µ(s+ ε)) = τ(x, µ(s+ ε)) > 0 and thus for j large enough
xj < µ(s+ ε). Thus limj→∞ sj ≤ s. Assume next that lim infj→∞ sj =
s˜ < s and denote ε = τ(µ(s˜), µ(s)) > 0. Then lim infj→∞ τ(xj , µ(s)) ≥
ε, and as τ is continuous in M ×M , we obtain τ(x, µ(s)) ≥ ε, which is
not possible as s = f+µ (x). Hence sj → s as j →∞. This proves (iv).
(v) Observe that as J+(q) is a closed set, F (z, η) is equal to the small-
est value s ∈ [−1, 1] such that µz,η(s) ∈ J+(q). Let (zj, ηj)→ (z, η) in
(TM, g+) as j → ∞ and sj = F (zj , ηj) and s = lim infj→∞ sj. As the
map (z, η, s) 7→ µz,η(s) is continuous, we see that for a suitable subse-
quence µz,η(s) = limk→∞ µzjk ,ηjk (sjk) ∈ J
+(q) and hence F (z, η) ≤ s =
lim infj→∞ F (zj , ηj). This shows that F is lower-semicontinuous.
On the other hand, let s = F (z, η). As µz,η is a time-like geodesic,
we see that for any ε ∈ (0, 1 − s) we have τ(q, µz,η(s + ε)) > 0. As τ
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and the map (z, η, s) 7→ µz,η(s) are continuous, we see that there is j0
such that if j > j0 then τ(q, µzj ,ηj (s+ε)) > 0. Hence, F (zj, ηj) ≤ s+ε.
Thus lim supj→∞ F (zj , ηj) ≤ s + ε, and as ε > 0 can be chosen to be
arbitrarily small, we have lim supj→∞ F (zj, ηj) ≤ s = F (z, η). Thus F
is also upper-semicontinuous that proves (v). 
Similarly, under the assumptions of Lemma 2.3, we see that if x′ ∈
I+(p−) \ J+(p+) then the function s 7→ τ(µ(s), x′) is non-increasing
on the interval s ∈ [−1, 1] and strictly decreasing on [−1, f−µ (x)]. In
addition, for s− = f
−
µ (x) we have τ(µ(s−), x
′) = 0 and if x 6∈ µ, there
is a light-like geodesic from µ(s−) to x′. Moreover, f−µ : J
+(p−) \
I+(p+)→ R is continuous.
In the following, let us consider the light observation set OU : q 7→
OU(q) as a map OU : I−(p+) \ J−(p−)→ P (L+U).
Let q ∈ I−(p+) \J−(p−) and µ = µz,η, (z, η) ∈ Uz0,η0 . By Lemma 2.3
(iii), Z = OU(q) ⊂ P (TU) is non-empty.
First, let us consider the case when q ∈ M \ µ. Then there is a
sequence sj ∈ A−(q), sj → f
+
µ (q) as j → ∞, and ζj ∈ S
g+
zj
M , zj =
µ(sj), such that (zj , ζj) ∈ OU(q). Then zj converge in the metric of
(M, g+) to z0 = µ(f
+
µ (q)) as j → ∞. As the set J
+(q) ∩ J−(p+) is
closed, we see that q ≤ z0. Moreover, we see as above that τ(q, z0) =
limj→∞ τ(q, µ(sj)) = 0. Hence there is a light-like geodesic γq,θ([0, l])
from q to z0. Second, in the case when q ∈ µ we see that L+q M ⊂ OU(q)
and z0 = µ(f
+
µ (q)) = q. These cases show that for any q ∈ M there
are z0 = µ(f
+
µ (q)) and ζ0 ∈ L
+
z0M such that (z0, ζ0) ∈ OU(q). Also,
z0 ∈ PU (q).
Definition 2.4. Let µ = µz,η, (z, η) ∈ Uz0,η0 and q ∈ I
−(p+) \ J−(p−).
We define the set of the earliest observations, c.f. (18),
EU(q) =
⋃
(z,η)∈Uz0,η0
Ez,η(q),
and the map eU : J(p
−, p+)→ P(U) given by eU(q) =
⋃
(z,η)∈Uz0,η0
ez,η(q),
where ez,η(q) = ez,η(PU (q)).
Above we have seen that z0 = µ(f
+
µ (q)) ∈ PU(q) ⊂ π(OU(q)) satisfies
τ(q, z0) = 0 and on the other hand, τ(q, γq,ξ(s)) > 0 for s < ρ(q, ξ).
Using these, we see that
E(q) = {γ˙q,ξ(s) ∈ Ug; 0 ≤ s ≤ ρ(q, ξ), ξ ∈ L
+
q M}.(21)
Below, denote T (I−(x)) = {(x, ξ) ∈ TM0; x ∈ I
−(x0)}.
Lemma 2.5. Assume that we are given (U, g), U = Ug, x0 ∈ U ,
and a set F ⊂ U satisfying eU(q0) ∩ I−(x0) ⊂ F ⊂ PU(q0) for some
q0 ∈ I−(p+)\J−(p−). These data determine the set EU(q0)∩T (I−(x0)).
If we are given the above data for all x0 ∈ U , we can determine EU(q0).
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Proof. Given F , we can find eU(q0)∩I−(x0) by taking union of points
that can be represented as ez,η(F ) ∈ I−(x0) with some (z, η) ∈ Uz0,η0 .
Thus we may assume that we are given eU(q0) ∩ I−(x0).
Below, let y = eU(q0) ∩ I−(x0) be such that y ∈ I−(x0).
Consider a vector θ ∈ L−yM such that (y, θ) ∈ EU(q0). If r > 0
is so small that y˜ = γy,θ(−r) ∈ Ug, a short cut argument shows that
γy,θ([−r, 0]) is the only causal geodesic in U connecting y˜ and y. More-
over, there is (z˜, η˜) ∈ Uz0,η0 such that for µ˜ = µz˜,η˜ we have y˜ ∈ µ˜.
Moreover, as y˜ ∈ U , using the reverse triangle inequality we see that
then y˜ = π(Ez˜,η˜(q0)) ∈ eU(q0). Clearly, y˜ ∈ I−(x0).
On the other hand, if there exists θ1 ∈ L−y M such that for some
r > 0 we have γy,θ1([−r, 0]) ⊂ U and y˜1 = γy,θ1(−r) is such that
y˜1 ∈ µ˜1 ∩ (eU(q0) ∩ I−(x0)) for some (z˜1, η˜1) ∈ Uz0,η0 and µ˜1 = µz˜1,η˜1 , a
short cut argument shows that then we must have (y, θ1) ∈ O(q0). This
shows that knowing eU(q0)∩I
−(x0) we can determine EU(q)∩T (I
−(x0)).
Finally, we observe that if we can find EU(q) ∩ T (I−(x0)) for all
x0 ∈ U , by taking union of these sets we find EU(q). 
Lemma 2.6. Let q1, q2 ∈ I−(p+) \ J−(p−) be such that ez,η(OU (q1)) =
ez,η(OU(q2)) where (z, η) ∈ Uz0,η0.
If ez,η(OU(q1)) has a neighborhood V ⊂M such that
EU(q1) ∩ TV = EU(q2) ∩ TV,
then q1 = q2.
In particular, if q1, q2 ∈ I−(p+) \ J−(p−) are such that OU (q1) =
OU(q2), then q1 = q2.
The above lemma can be also stated as follows: a germ of the set
OU(q) near ez,η(OU(q)) determine q ∈ I−(p+) \ J−(p−) uniquely.
Proof. Let µ = µg,z,η and Z := EU(q1) ∩ TV = EU(q2) ∩ TV .
Let us assume that q1 6= q2. Let (y,−ζ) ∈ Ez,η(Z). Then f+µ (q1) =
f+µ (q2) and y = µ(f
+
µ (q1)). Let s1, s2 ≥ 0 be such that q1 = γy,ζ(s1)
and q2 = γy,ζ(s2). Without loss of generality, we can assume that
s1 < s2. Let θj = −γ˙y,ζ(sj) ∈ L+qjM , j = 1, 2, and let consider a vector
θ′2 ∈ L
+
q2
M satisfying θ′2 6= θ2 and ‖θ
′
2‖g+ = ‖θ2‖g+ . We assume that
θ′2 is so close to θ2 in the Sasaki metric of (TM, g
+) and that s′2 < s2
is so close to s2 that y
′ = γq2,θ′2(s
′
2) ∈ V. Moreover, as the function
(x, ξ) 7→ ρ(x, ξ) is lower semicontinuous, and ρ(q2, θ2) ≥ s2 we can
assume that θ′2 and s
′
2 are so close to θ
′
2 and s
′
2, correspondingly, that
that ρ(q2, θ
′
2) > s
′
2.
Let us define ζ ′ = −γq2,θ′2(s
′
2) ∈ L
−
y′M . Then (y
′,−ζ ′) ∈ Z =
OU(q2)∩TV , and q2 = γy′,ζ′(s′2). As then (y
′,−ζ ′) ∈ Z = OU (q1)∩TV ,
too, we see that there is s′1 ≥ 0 such that
q1 = γy′,ζ′(s
′
1).
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Then s′1 < s
′
2, as otherwise the union of γq2,θ2([0, s2−s1]) and γy′,ζ′([s
′
2, s
′
1]),
oriented in the opposite direction, would be a closed causal path.
Let us consider a path which is the union of the light-like geodesics
γq2,θ′2([0, s
′
2− s
′
1]) and γq1,θ1([0, s1]). As θ
′
2 6= θ2, this path is not a light-
like geodesics and using a short-cut argument we see that τ(q2, y) > 0.
Hence f+µ (q2) < f
+
µ (q1) which is a contradiction with the fact that
EU(q1) ∩ TV = EU(q2) ∩ TV , proving that q1 = q2.
Finally, consider the case when q1 ∈ µ and EU(q1) ∩ TV = EU(q2) ∩
TV . Let (q1, ξ) ∈ EU(q1). Then, if q2 6= q1, we have (q1, ξ) ∈ EU(q2) and
thus there is s > 0 so that q2 = γq1,ξ(−s). When s˜ > 0 is sufficiently
small, we see that (x˜, ξ˜) = (γq1,ξ(−s˜), γ˙q1,ξ(−s˜)) ∈ EU(q2) ∩ TV but
γq1,ξ(−s˜) < q1 and thus (x˜, ξ˜) 6∈ EU(q1)∩ TV that is is a contradiction.
Hence q1 = q2.
The last claim follows from the fact that if OU(q1) = OU (q2) then
EU(q1)∩TV1 = EU(q2)∩TV1 for some neighborhood V1 ⊂ U of ez,η(OU(q1)).

Lemma 2.7. Let K ⊂ M be a compact set. Then there is R1 > 0
such that if γy,θ([0, l]) ⊂ K is a light-like geodesic with ‖θ‖g+ = 1, then
l ≤ R1. In the case when K = J(p−, p+), with q−, q+ ∈ M we have
γy,θ(t) 6∈ J(q
−, q+) for t > R1.
The proof of this lemma is standard, but we include it for the con-
venience of the reader.
Proof. Assume that there are no such R1. Then there are geodesics
γyj ,θj([0, lj]) ⊂ K, j ∈ Z+ such that ‖θj‖g+ = 1 and lj →∞ as j →∞.
Let us choose a subsequence (yj, θj) which converges to some point
(y, θ) in (TM, g+). As θj are light-like, also θ is light-like.
Then, we observe that for all R0 > 0 the functions t 7→ γyj ,θj(s),
converge in C1([0, R0];M) to s 7→ γy,θ(t), as j →∞. As γyj ,θj([0, lj ]) ⊂
K for all j, we see that γy,θ([0, R0]) ⊂ K for all R0 > 0. Let zn =
γy,θ(n), n ∈ Z+. As K is compact, we see that there is a subsequence
znk which converges to a point z as nk → ∞. Let now V ⊂ M be a
small convex neighborhood of z such that each geodesic starting from
V exits the set V (cf. Lemma 2.1). Let V ′ ⊂ M be a neighborhood
of z so that the strong causality condition (17) is satisfied for V and
V ′. Then we see that there is k0 such that if k ≥ k0 then znk ∈ V
′,
implying that γy,θ([nk0,∞)) ⊂ V . This is a contradiction and thus the
claimed R1 > 0 exists.
Finally, in the case when K = J(q−, q+), q−, q+ ∈ M we see that
if q(s) = γy,θ(s) ∈ K for some s > R1, then for all s˜ ∈ [0, s] we have
q(s˜) ≤ q(s) ≤ q+ and q− ≤ q(0) ≤ q(s˜). Thus q(s˜) ∈ K for all s˜ ∈ [0, s].
As t > R1, this is not possible by the above reasoning, and thus the
last assertion follows. 
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Assume next that yj = γq,ηj(sj) and ζj = γ˙q,ηj(sj), where q ∈ M ,
ηj ∈ L+q M , ‖ηj‖g+ = 1, and tj > 0, are such that (yj, ζj) → (y, ζ) in
TM as j →∞. There exists p ∈M such that p ∈ I+(y). Then for suf-
ficiently large j we have yj ∈ J(q, p) and we see that by Lemma 2.7, sj
are uniformly bounded. Thus there exist subsequences sjk and ηjk sat-
isfying sjk → t and ηjk → η as k →∞. Then (y, ζ) = (γq,η(s), γ˙q,η(s)).
This shows that the light observation set OU(q) is a closed subset TU .
Let S be the collection of relatively closed sets K in Ug that intersect
all geodesics γz,η, (z, η) ∈ Uz0,η0 precisely once. We endow S with
the topology τe that is the weakest topology for which all maps ez,η,
K 7→ ez,η(K), parametrized by (z, η) ∈ Uz0,η0 , are continuous. Note
that PU (q) ∈ S for all q ∈ I−(p+)\J−(p−) by formula (1). We use below
the continuous map F : S→
∏
(z,η)∈Uz0,η0
R = RUz0,η0 that is defined for
Z ∈ S by setting F (Z) = (sz,η)(z,η)∈Uz0,η0 where µz,η(sz,η) ∈ π(Z).
Lemma 2.8. Let V ⊂ I−(p+) \ J−(p−) be relatively compact open set
Then the map
eU : V → S
defines a homeomorphism eU : V → eU(V ).
Proof. Let µ = µg,z,η. First we note that as the map x 7→ f+µ (x)
is continuous in I−(p+) \ J−(p−) for all µ = µ(z, η), the map eU is
continuous.
Let us next show that the relative topology on eU(J(p
−, p+)) deter-
mined by (S, τe) is a Hausdorff topology.
If (eU(J(p
−, p+)), τe) is not Hausdorff space then there are q1, q2 ∈
J(p−, p+), q1 6= q2 such that f
+
µ(z,η)(q1) = f
+
µ(z,η)(q2) for all (z, η) ∈ Uz0,η0
and there is (x, ζ1) ∈ EU(q1) \ EU(q2). By Lemma 2.6 , we have either
that the set EU(q1) \ EU(q2) or EU(q1) \ EU(q2) is non-empty. Next,
consider the case where EU(q1) \ EU(q2) 6= ∅.
Let t > 0 be so small that γx1,ζ1([−t, 0]) ⊂ Ug and γx1,ζ1([−t, 0])
is the only light-like geodesic from x1 to x
′
1 = γx1,ζ1(−t), see Lemma
2.1 (i). Let ζ ′1 = γ˙x1,ζ1(−t). Then (x
′
1, ζ
′
1) ∈ EU(q1) and τ(x
′
1, x1) =
0. Let µk(s) = µ(zk, ηk; s), k = 1, 2 be such that x1 = µ1(s1) and
x′1 = µ2(s2). Then f
+
µk
(q2) = f
+
µk
(q1) = sk for k = 1, 2 implies that
τ(q2, x1) = τ(q2, x
′
1) = 0. As τ(x
′
1, x1) = 0, this implies by a short cut
argument that the union of a light-like geodesic γ˜ from q2 to x
′
1 and
γx1,ζ1([−t, 0]) from x
′
1 to x1 is a light-like geodesic and there is s2 such
that γx1,ζ1(−s2) = q2. As τ(q2, x1) = 0 we see that γx1,ζ1([−s2, 0]) is
a longest possible curve between its end points and thus we have to
have (x1, ζ1) ∈ EU(q2). This contradiction shows that τe induces on
EU(J(p−, p+)) a Hausdorff topology.
The claim follows then from the general fact that a continuous bi-
jective map from a compact Hausdorff space onto a Hausdorff space is
a homeomorphism. 
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In the next lemma we consider coordinates associated with light
observations, see Fig. 5.
Lemma 2.9. Let q0 ∈ I−(p+) \ J−(p−). Then there is a neighborhood
W ⊂M of q0 and time-like paths µzj ,ηj ((−1, 1)) ⊂ Ug, (zj , ηj) ∈ Uz0,η0,
j = 1, 2, . . . , n, such that if Y j(q) ∈ R are determined by the equations
µj(Y
j(q)) = ezj ,ηj(OU (q)), or equivalently, Y
j(q) = f+µj (q),
then Y (q) = (Y j(q))nj=1 define coordinates Y : W → R
n which are
compatible with the differentiable structure of M . Moreover, if (z˜, η˜) ∈
Uz0,η0 is given, the points (zj, ηj) ∈ Uz0,η0, j = 1, 2, . . . , n can be chosen
in an arbitrary open neighborhood of (z˜, η˜).
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Figure 5. A schematic figure where the space-time is
represented as the 3-dimensional set R2+1. The red
curves are paths µzj ,ηj = µ(zj, ηj). In a neighborhood of a
point q0 ∈ I−(p̂+)\I−(p̂−) we can choose (zj , ηj) ∈ Uz0,η0 ,
j = 1, 2, 3, 4 such that q 7→ (f+µ(zj ,ηj)(q))
4
j=1 defines coor-
dinates near q0. In the figure, light lines are light-like
geodesics and x = µzj ,ηj (f
+
µ(zj ,ηj)
(q)).
Proof. Let q0 ∈ I
−(p+)\J−(p−), (y0, ξ0) ∈ Eµ(OU (q0)), and γy0,−ξ0([0, t0])
be a light-like geodesic from y0 to q0. Let ϑ0 = −γ˙y0,−ξ0(t0). As
γq0,ϑ0([0, t0]) is a longest causal curve between its end points (note
that it needs to be unique), for any t1 ∈ (0, t0) (see [71, Thm. 10.51]
or [39, Prop 4.5.12]) there are no conjugate points on the geodesic
γq0,ϑ0([0, t1]). Let Vr = Vr(q0, t1ϑ0) ⊂ TM be the r-neighborhood
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of (q0, t1ϑ0) in the Sasaki metric of (TM, g
+). We see by using [71,
Prop. 10.10] that, for all 0 < t1 < t0, there is r1 = r1(t1) > 0 such
that the exponential map Φ : (x, ζ) 7→ (x, γx,ζ(1)) is a diffeomorphism
Φ : Vr1 → Φ(Vr1) ⊂M ×M .
In the following, let t1 < t0 be so close to t0 and r2 ∈ (0, r1(t1)) be
so small that for all (x, ξ) ∈ Vr2 we have γx,ξ(1) ∈ Ug.
Next we show that there is r3 ∈ (0, r2) such that, if (x, ξ) ∈ L+M ∩
Vr3 , then the geodesic γx,ξ([0, 1]) is the unique causal curve between
its endpoints x and y = γx,ξ(1) ∈ U . To show this, assume that there
are no such r3. Then there is a sequence rj → 0, points (xj , ξj) ∈
Vrj ∩ L
+M , and ζj ∈ TxjM , ζj 6= ξj so that γxj,ζj ([0, 1]) is some
other causal geodesic between the points γxj ,ξj(0) and γxj ,ξj(1) hav-
ing at least the same length as γxj ,ξj([0, 1]). Note that γxj ,ξj(0) → q0
and γxj,ξj (1)→ γq0,ϑ0(t1) as j →∞. Then, the sequence (xj , ζj) has a
subsequence which converges to some point (q0, ζ) in the Sasaki metric,
see Lemma 2.7. If ζ = t1ϑ0, we see that there the map Φ is not a local
diffeomorphism near the point (q0, t1ϑ0) which is not possible. On the
other hand, if ζ 6= t1ϑ0, we see using a short cut argument for the
union of the geodesics γq0,ζ([0, 1]) and γq0,ϑ0([t1, t0]), that the geodesic
γq0,ϑ0([0, t0]) is not a longest causal curve between its end points q0 and
y0. This is in contradiction with the earlier assumptions, and thus we
see that the claimed r3 > 0 exists.
For (x, y) ∈ Φ(Vr4), r4 = r3/2 we denote (x, ζx,y) = Φ
−1(x, y). If
ζ = ζx,y ∈ L+M , then the light-like geodesic γx,ζ([0, 1]) is the unique
causal curve between x and y. Note that for ε > 0 small enough, e.g.,
ε = r4, also the geodesic γx,ζ([0, 1 + ε]) with endpoints in Φ(Vr3) is
the unique causal curve between its end points and then by [71, Thm.
10.51] or [39, Prop 4.5.12]) there are no conjugate points on the geodesic
γx,ζ([0, 1]).
Let us next fix t1 < t0 and r3 as above, and consider t1ϑ1 ∈ L
+
q0M ∩
Vr3 , ‖ϑ1‖g+ = ‖ϑ0‖g+, ϑ1 6= ϑ0, and y1 = γq0,ϑ1(t1) ∈ Ug. Let (x, η) ∈
Uz0,η0 be such the y1 ∈ µz,η. Then µ˙z,η and θ1 = γ˙q0,ϑ1(t1) are both
light-like vectors in Ty1M and hence g(µ˙z,η(0), θ1) 6= 0.
Let us recall that the energy of a piecewise smooth curve α : [0, l]→
M is defined by
E(α) =
1
2
∫ l
0
g(α˙(t), α˙(t)) dt.
Then the energy of the geodesic γx,ζ([0, 1]), ζ = ζx,y connecting the
points x and y is equal to g(ζx,y, ζx,y), and thus is a C
∞ smooth function
in (x, y) ∈ Φ(Vr).
Next, let X ∈ Tq0M , and z(s) = γq0,X(s), s ∈ [−s0, s0], s0 > 0.
Let T : R → R be a smooth function so that T (0) = f+µz,η(q0). Let
γs(t) = γz(s),ζ(s)(t), where (z(s), ζ(s)) = Φ
−1(z(s), µz,η(T (s))). Denote
also θ(s) = γ˙z(s),ζ(s)(1) ∈ Tµz,η(T (s))M .
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Using [71, Prop. 10.39] for the first variation of the energy of the
geodesics γs(t), we see that
d
ds
E(γs) = g(θ(s), µ˙z,η(T (s)))T
′(s)− g(γ˙q0,X(s), ζ(s)).
Thus, E(γs) = 0 for all s ∈ [−s0, s0] if and only if
T ′(s) =
g(γ˙q0,X(s), ζ(s))
g(θ(s), µ˙z,η(T (s)))
(22)
=
g(γ˙q0,X(s), ζ(s))
g(γ˙z(s),ζ(s)(1), µ˙z,η(T (s)))
∣∣∣∣
(z(s),ζ(s))=Φ−1(z(s),µz,η(T (s)))
for all s ∈ [−s0, s0]. Now the equation (22) can be considered as an
ordinary differential equation for T (s), which has a unique solution with
initial data T (0) = f+µz,η(q0) on the interval s ∈ [−s0, s0] when s0 > 0
is sufficiently small. Let us denote the solution by T1(s). Using in the
above T (s) = T1(s), we see that E(γs) = 0, implying ζ(s) ∈ L
+
z(s)M .
Thus, when |s| is small enough (z(s), µz,η(T (s))) ∈ Φ(Vr3) and the
light-like geodesic γz(s),ζ(s)([0, 1]) is a longest geodesic between z(s) and
µz,η(T (s)). Hence, for s0 > 0 small enough T = T1(s), s ∈ [−s0, s0] is
the solution of the equation
µz,η(T ) = ez,η(OU(z(s))),
that is, T1(s) = f
+
µz,η(z(s)). In particular, we see that for s = 0,
0 =
d
ds
E(γs)|s=0 = g(θ1, µ˙z,η(0))T
′
1(0)− g(X, ϑ1), i.e. T
′
1(0) =
g(X, ϑ1)
g(θ1, µ˙z,η(0))
.
Let us now denote Y 1(z(s)) := T1(s). Above T
′
1(0) = g(gradg Y
1|q0, X)
where X = z˙(0). Thus, by varying the vector X ∈ Tq0M in the above
construction, we see that q0 has a neighborhood W in M , Y
1 : W → R
is well defined function and
gradg Y
1|q0 := g
jk∂Y
1(x)
∂xj
∂
∂xk
= c1ϑ1,
c1 =
1
g(θ1, µ˙z,η(0))
, ϑ1 = ϑ
j
1
∂
∂xj
.
Now, choose such ϑj ∈ L+q0M , ‖ϑj‖g+ = ‖ϑ0‖g+ and tj < t0 so close
to t0, j = 2, 3, . . . , n, such that (q0, tjϑj) ∈ Vr3 and ϑ1, ϑ2, . . . , ϑn are
linearly independent. Then yj = γq0,ϑj(tj) ∈ Ug and there are no
conjugate points on the geodesic γq0,ϑj ([0, tj+ ε]) with some ε > 0. Let
(zj , ηj) ∈ Uz0,η0 , j = 2, 3, . . . , n and µj = µg,zj,ηj be a smooth timelike
curve going through the point yj = µj(0). Again, g(µ˙j(f
+
µj
(q0)), θj) 6= 0,
θj = γ˙q0,ϑj(tj). Finally, let Y
j(z) be such that
µj(Y
j(z)) = ezj ,ηj (OU(z)), j = 2, 3, . . . n.
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Since the vectors gradgYj|q0 = cjϑj , j = 1, 2, . . . , n, cj 6= 0 are linearly
independent, the function Y : W → Rn, Y (z) = (Y 1(z), Y 2(z), . . . , Y n(z))
gives coordinates near q0.
Finally, we note that as (y0, ξ0) was in above an arbitrary point
of Eµ(OU(q0)), we see easily that in the above construction (zj , ηj) ∈
Uz0,η0, j = 1, 2, . . . , n, can be chosen in an arbitrary open neighborhood
of (z˜, η˜). 
Let W ⊂ V be a neighborhood of q0 and Y : W → Rn be local
coordinates considered in Lemma 2.9. Let us consider the metric g =
(EU)∗g which makes EU : (W, g) → (EU(W ), g) an isometry. Next we
show that we can determine the conformal class of g.
Let (z, ζ) ∈ TM and define
Γ(z, ζ) = {EU(q
′) ∈ EU(W ); (z, ζ) ∈ EU(q
′)}.
Then Γ(z, ζ) = EU(γz,ζ((−∞, 0]) ∩W ), that is, Γ(z, ζ) is the image of
a geodesic γz,ζ((−∞, 0]) on EU(W ). Thus when EU(W ) is given, we
can find in the Y -coordinates all light-like geodesics in EU(W ) that go
through a specified point EU(q). Consider the tangent space TQ(EU(W ))
of the manifold EU(W ) at Q = EU(q). Then EU(W ) determines an open
subset of the light cone (with respect to the metric g) in TQ(EU(W )).
As the light cone is a quadratic surface in TQ(EU(W )), we can determine
the whole light cone in TQ(EU(W )) in local coordinates. Thus we can
determine all light-like vectors in the tangent space at the point EU(q),
where q ∈ W is arbitrary. By [6, Thm. 2.3], these collections of light-
like vectors determine uniquely the conformal class of the tensor g in
EU(W ). This proves Theorem 1.2. 
2.3. Geometric preparations for analytic results. Next we prove
some auxiliary geometrical results needed later in the analysis Einstein
equations.
As the modified cut locus function ρ(x, ξ) on (M, g) is lower semi-
continuous, there is ρ0 > 0, depending on (M, g) and p
+, p−, such that
ρ(x, ξ) ≥ ρ0 for all x ∈ Jg(p−, p+) and ξ ∈ L+x (M, g) with ‖ξ‖g+ = 1.
Below, let R1 > 0 be given in Lemma 2.7. On the setting of the lemma,
see Fig. 6.
Lemma 2.10. Denote µg,z0,η0 = µ. There are ϑ0, κ0, κ1, κ2, κ3 ∈ (0, ρ0)
such that for all y ∈ µ([s−, s+]), y = µ(r1) with r1 ∈ [s−, s+], ζ ∈ L+yM ,
‖ζ‖g+ = 1 and (x, ξ) ∈ L
+M satisfying dg+((y, ζ), (x, ξ)) ≤ ϑ0 we have
x ∈ J(µ(−1), µ(+1)) and the following holds:
(i) If t > R1 and t < T (x, ξ), then γx,ξ(t) 6∈ J
−(µ(s+2)). More-
over, if 0 < t ≤ R1 and γy,ζ(t) ∈ J−(µ(s+2)), then γx,ξ([0, t + κ0]) ⊂
I−(µg(s+3)). Finally, if 0 < t ≤ 10κ1, then γx,ξ(t) ∈ Ug.
(ii) Let t0 ∈ [κ1, 6κ1] and t2(x, ξ, t0) := ρ(γx,ξ(t0), γ˙x,ξ(t0)) ∈ (0,∞].
If ρ(y, ζ) ≥ R1 + κ0, then t2(x, ξ, t0) + t0 > R1. If ρ(y, ζ) ≤ R1 + κ0,
then t2(x, ξ, t0) + t0 ≥ ρ(y, ζ) + 3κ2.
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(iii) Let t1 = ρ(y, ζ). Assume that t2 ∈ [0, T (y, ζ)) is such that t2 −
t1 ≥ κ2 and p2 = γy,ζ(t2) ∈ J−(µ(s+2)). Then r2 = f−µ (p2) satisfies
r2 − r1 > 3κ3.
Moreover, let p3 = γx,ξ(t2). Then either p3 6∈ J−(µ(s+1)) or r3 =
f−µ (p3) satisfies r3 − r1 > 2κ3.
(iv) Above, κ1 > 0 can be chosen so that
γµ(s′),ξ([0, 4κ1]) ∩ J
+(µ(s′′)) = ∅(23)
when s− ≤ s
′ < s′′ ≤ s+, ξ ∈ L
+
µ(s′)M0.
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Figure 6. A schematic figure where the space-time is
represented as the 2-dimensional set R1+1. The figure
shows the situation in Lemma 2.10. The point y = µ̂(r1)
is on the time-like geodesic µ̂ shown as a black line. The
black diamond is the set Jĝ(p̂
−, p̂+). The point y is the
starting point of the light-like geodesic γy,ξ and (x, ζ) is
a light-like direction close to (y, ξ). The geodesics γy,ξ
and γx,ζ are shown as red curves and the blue points
on them are the first cut-point on γy,ξ([0,∞)), that is,
p1 = γy,ξ(t1), t1 = ρ(y, ξ) and the first cut point on
γx,ζ([0,∞)). The green points are γy,ξ(t0) and γx,ζ(t0)
and the first cut point q1 = γy,ξ(tc) on γy,ξ([t0,∞)) and
the first cut point on γx,ζ([t0,∞)). In Lemma 2.10, t0 +
tc ≥ t1 + 2κ2. The black point p2 = γy,ξ(t2) is such
that t2 ≥ t1 + κ2. Note that if z = µ̂(r2) is such that
r2 = f
−
µ̂ (p2), then r2 − r1 > 3κ3.
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Proof. Below we denote µ = µg,z0,η0. We start with the claim (iv).
(iv) We observe that if κ1 > 0 is small enough (v) follows from the
definition of the Fermi type coordinates. Below we assume that κ1 is
so small that (iv) is valid.
Next we prove (i)-(iii).
(i) ϑ0, κ0, and κ1 can be chosen using the compactness of the sets
J(p−, µ(s+j)), j ≤ 3 and S = {(y, ζ) ∈ L+M ; y ∈ µg([s−, s+]), ‖ζ‖g+ =
1}.
(ii) Let us fix κ0 > 0. As ρ(x, ξ) is lower semi-continuous, we see
that if ϑ0 > 0 is chosen first enough, the first claim in (ii) holds.
To show the second claim in (ii), assume that the opposite holds.
Then there are (yn, ζn) ∈ L+(µ([s−, s+]), ‖ζn‖g+ = 1, and t
n
0 ≥ κ1, n ∈
Z+ such that limn→∞(t2(y
n, ζn, tn0 )+ t
n
0 ) = limn→∞ ρ(y
n, ζn). As ρ(x, ζ)
is lower semi-continuous, we see that for some subsequences of (yn, ζn)
and tn0 have limits (y, ζ) and t0 such that t2(y, ζ, t0)+ t0 = ρ(y, ζ). This
is not possible and hence (ii) is proven.
(iii) Denote p+2 = µ(s+2). Let T+(x, ζ) = sup{t ≥ 0 ; γx,ζ(t) ∈
J−(p+2)} and
K = {(r, ξ); r ∈ [s−, s+], ξ ∈ L
+
µ(r)M0, ‖ξ‖g+ = 1},
K0 = {(r, ξ) ∈ K; ρ(µ(r), ξ) + κ2 ≤ T+(µ(r), ξ)}, K1 = K \K0.
Then the map L : G0 = {(r, ξ, t) ∈ K × R+; t ≤ T+(µ(r), ξ)} → R,
L(r, ξ, t) = f−µ (γµ(r),ξ(t))− r
is continuous. Also, we define a map H : K → R,
H(r, ξ) =
{
L(r, ξ, ρ(µ(r), ξ) + κ2), for (r, ξ) ∈ K0,
3, for (r, ξ) ∈ K1.
Note that if (r, ξ) ∈ K0 then
L(r, ξ, ρ(µ(r), ξ) + κ2) = f
−
µ (P (r, ξ))− r ≤ 2,
where P (r, ξ) = γµ(r),ξ(ρ(µ(r), ξ) + κ2) ∈ J
−(p+2). Above, ρ(x, ξ) is
lower semi-continuous and T+(x, ξ) is upper semi-continuous on the set
L+(J(p−, p+2)) and thus setsK0 andG0 are closed. Moreover, as ρ(x, ξ)
is lower semi-continuous and the function t 7→ L(r, ξ, t) is increasing,
we see that H : K → R is a lower semi-continuous function.
For (r, ξ) ∈ K0, we see that τ(q, γq,ξ(ρ(q, ξ) + κ2)) > 0, where q =
µ(r). Hence H is strictly positive. If K0 = ∅, it is obvious that the
claim is valid as the condition p2 ∈ J−(p+2) never holds. Assume next
that K0 6= ∅. Then H obtains it minimum ε1 := H(r0, ξ0) ∈ (0, 3) at
some point (r0, ξ0) ∈ K0. As t 7→ L(r, ξ, t) is increasing, the first claim
follows by choosing κ3 < ε1/3.
As f−µ : J(µ(−1), µ(1)) → R is continuous and J(µ(−1), µ(1)) is
compact, this function is uniformly continuous. Thus there exists δ0 >
0 such that if dg+(x1, x2) < δ, then |f
−
µ (x1)− f
−
µ (x2)| < κ3.
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Let
B0 = {(y
′, ζ ′, t′1, x
′, ξ′, t′2); (r
′, ζ ′, t′1) ∈ G0, y
′ = µ(r′),
(x′, ξ′) ∈ L+M, dg+((y
′, ζ ′), (x′, ξ′)) ≤ ϑ0, |t
′
1 − t
′
2| ≤ κ0},
where G0 is the closed set defined above. The set B0 is compact and by
claim (i) for (y′, ζ ′, t′1, x
′, ξ′, t′2) ∈ B0 we have γx′,ξ′(t
′
2) ∈ J(µ(−1), µ(+1)).
Thus by using Lipschitz continuity of exponential map in T (J(µ(−1), µ(+1))),
we see that there is L0 > 0 such that for (y
′, ζ ′, t′1, x
′, ξ′, t′2) ∈ B0 we
have
|dg+(γy′,ζ′(t
′
1), γx′,ξ′(t
′
2))| ≤ L0(dg+((y
′, ζ ′), (x′, ξ′)) + |t′1 − t
′
2|),(24)
and moreover, there are L1, L2 > 0 such that
|t(γy′,ζ′(t
′
1))− t(γx′,ξ′(t
′
2))| ≤ L1(dg+((y
′, ζ ′), (x′, ξ′)) + |t′1 − t
′
2|),
∂
∂s
t(γx′,ξ′(s))|s=t′1 ≥ L2(25)
where t : M → R is the smooth time function on M used to introduce
the identification M = R×N .
Let δ1 = distg+(J(µ(s−1), µ(s+1),M \ J(µ(s−2), µ(s+2)). Let us now
assume that ϑ0 < min(δ0, δ1)/L0.
Then we see that if γy,ζ(t2) 6∈ J−(µ(s−2)), then γx,ξ(t2) 6∈ J−(µ(s−1)).
On the other hand, if p2 = γy,ζ(t2) ∈ J−(µ(s−2)), then f−µ (p2) > r1+3κ3
and we see that p3 = γx,ξ(t2) satisfies f
−
µ (p3) > r1+3κ3−κ3 = r1+2κ3.

Note that for proving the unique solvability of the inverse problem
we need to consider two manifolds, (M (1), ĝ(1)) and (M (2), ĝ(2)) with
same data. For these manifolds, we can choose R1, ϑ0, κj so that they
are same for the both manifolds.
Proof. (of Corollary 1.3) By our assumptions, Ψ : (V1, g
(1)) →
(V1, g
(2)) is conformal, the Ricci curvature of g(j)) is zero in Wj , and
Vj ⊂Wj ∪Uj , Ψ(U1 \W1) = U2 \W2. Moreover, any point x ∈ V1∩W1
can be connected to some point y ∈ U1 ∩W1 with a light-like geodesic
γx,ξ([0, l]) ⊂ V1 ∩W1. As Ψ : V1 → V2 and Ψ : U1 → U2 are bijections
and Ψ(U1 \ W1) = U2 \ W2, we have Ψ(V1 ∩ W1) = V2 ∩ W2. This
implies that any point Ψ(x) ∈ V2 ∩W2 can be connected to the point
Ψ(y) ∈ U2 ∩W2 with a light-like geodesic Ψ(γx,ξ([0, l])) ⊂ V2 ∩W2.
By the above there is f : V1 → R such that g(1) = e2fΨ∗g(2) on V1.
To simplify notations we denote ĝ = g(1) and g = Ψ∗g(2). Next consider
how function f : V1 → R can be constructed when ĝ and g are given in
U1 and ĝjk = e
2fgjk corresponds to the vacuum, i.e., its Ricci curvature
vanishes in a setW1. By [77, formula (2.73)], the Ricci tensors Ricjk(g)
of g and Ricjk(ĝ) of ĝ satisfy in W1
0 = Ricjk(ĝ) = Ricjk(g)jk − 2∇j∇kf + 2(∇jf)(∇kf)
−(gpq∇p∇qf + 2g
pq(∇pf)(∇qf))gjk
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where ∇ = ∇g. For scalar curvature this yield
0 = e2f ĝjkRicjk(ĝ) = g
jkRicjk(g)− 3g
jk∇j∇kf.
Combining these, we obtain
2∇j∇kf − 2(∇jf)(∇kf) + 2g
pq(∇pf)(∇qf)gjk = Ricjk(g)−
1
3
gpqRicpq(g)gjk.
Let us next use local coordinate neighborhood that cover the geodesic
γ(t) = (γj(t))4j=1. The above equation gives a system of second order
ordinary differential equations which can be solved along the light-like
geodesics γ(t) in W1 starting from Uĝ. Indeed, we can take a contrac-
tion of the above equations with γ˙j(t) and obtain, on each piece of
the geodesic that belongs in one coordinate neighborhood, an ordinary
differential equation for [(∇kf)(γ(t))]
n
k=1. Since by our assumption any
point x ∈ V1 ∩W1 can be connected to y ∈ U1 ∩W1 with a light-like
geodesic that is a subset of V1 ∩W1, we can use the above system of
the second order ordinary differential equations and the fact that we
know f in U1 to determine f(x). This proves the claim. 
3. Analysis of Einstein equations in wave coordinates
3.1. Notations. Let X be a manifold of dimension n and Λ ⊂ T ∗X \
{0} be a Lagrangian submanifold. Let φ(x, θ), θ ∈ RN be a non-
degenerate phase function that locally parametrizes Λ. We say that a
distribution u ∈ D′(X) is a Lagrangian distribution associated with Λ
and denote u ∈ Im(X ; Λ), if it can locally be represented as
u(x) =
∫
RN
eiφ(x,θ)a(x, θ) dθ,
where a(x, θ) ∈ Sm+n/4−N/2(X ;RN \ 0), see [28, 42, 65].
In particular, when S ⊂ X be a submanifold, its conormal bun-
dle N∗S = {(x, ξ) ∈ T ∗X \ {0}; x ∈ S, ξ ⊥ TxS} is a Lagrangian
submanifold.
Let us next consider the case when X = Rn and let (x1, x2, . . . , xn) =
(x′, x′′, x′′′) be the Euclidean coordinates with x′ = (x1, . . . , xd1), x
′′ =
(xd1+1, . . . , xd1+d2), x
′′′ = (xd1+d2+1, . . . , xn). If S1 = {x
′ = 0} ⊂ Rn,
Λ1 = N
∗S1 and u ∈ Im(X ; Λ1), then
u(x) =
∫
Rd1
eix
′·θ′a(x, θ′) dθ′, a(x, θ′) ∈ Sµ(X ;Rd1 \ 0)
where µ = m− d1/2 + n/4.
Next we recall the definition of Ip,l(X ; Λ1,Λ2), the space of the dis-
tributions u in D′(X) associated to two cleanly intersecting Lagrangian
manifolds Λ1,Λ2 ⊂ T ∗X \ {0}, see [28, 65]. Let us start on the case
when X = Rn.
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Let S1, S2 ⊂ Rn be the linear subspaces of codimensions d1 and
d1 + d2, respectively, and S2 ⊂ S1, given by S1 = {x′ = 0}, S2 =
{x′ = x′′ = 0}. Let us denote Λ1 = N∗S1, Λ2 = N∗S2. Then u ∈
Ip,l(Rn;N∗S1, N∗S2) if and only if
u(x) =
∫
Rd1+d2
ei(x
′·θ′+x′′·θ′′)a(x, θ′, θ′′) dθ′dθ′′,
where a(x, θ′, θ′′) belongs to the product type symbol class Sµ
′,µ′′(Rn; (Rd1\
0) × Rd2) that is the space of function a ∈ C∞(Rn × Rd1 × Rd2) that
satisfy
|∂γx∂
α
θ′∂
β
θ′′a(x, θ
′, θ′′)| ≤ CαβγK(1 + |θ
′|+ |θ′′|)µ−|α|(1 + |θ′′|)µ
′−|β|(26)
for all x ∈ K, multi-indexes α, β, γ, and compact sets K ⊂ Rn. Above,
µ = p+ l − d1/2 + n/4 and µ
′ = −l − d2/2.
When X is a manifold of dimension n and Λ1,Λ2 ⊂ T ∗X \ {0}
are two cleanly intersecting Lagrangian manifolds, we define the class
Ip,l(M ; Λ1,Λ2) ⊂ D′(X) to consist of locally finite sums of functions
u = Au0, where u0 ∈ Ip,l(Rn;N∗S1, N∗S2) and S1, S2 ⊂ Rn are the
linear subspace of codimensions d1 and d1 + d2, respectively, such that
S2 ⊂ S1, and A is a Fourier integral operator of order zero with a
canonical relation Σ for which Σ ◦ (N∗S1)′ ⊂ Λ′1 and Σ ◦ (N
∗S2)
′ ⊂ Λ′2.
Here, Λ′ = {(x,−ξ) ∈ T ∗X ; (x, ξ) ∈ Λ}.
In most cases, below X = M . We denote then Ip(M ; Λ1) = I
p(Λ1)
and Ip,l(M ; Λ1,Λ2) = Ip,l(Λ1,Λ2), etc. Also, I(Λ1) = ∪p∈RIp(Λ1) etc.
By [28, 65], microlocally away from Λ2 and Λ1,
Ip,l(Λ1,Λ2) ⊂ I
p+l(Λ1 \ Λ2) and I
p,l(Λ1,Λ2) ⊂ I
p(Λ2 \ Λ1),(27)
correspondingly. Thus the principal symbol of u ∈ Ip,l(Λ0,Λ1) is well
defined on Λ0 \ Λ1 and Λ1 \ Λ0.
Below, when Λj = N
∗Sj, j = 1, 2 are conormal bundles of smooth
cleanly intersecting submanifolds Sj ⊂ M of codimension dj, where
dim (M) = n, we use the traditional notations,
Iµ(S1) = I
µ+1/2−n/4(N∗S1), I
µ1,µ2(S1, S2) = I
p,l(N∗S1, N
∗S2),(28)
where p = µ1 + µ2 + d1/2 − n/4 and l = −µ2 − d2/2, and call such
distributions the conormal distributions associated to S1 or product
type conormal distributions associated to S1 and S2. We note that
Iµ(X ;S1) ⊂ L
p
loc(X) for µ < −d1(p− 1)/p, 1 ≤ p <∞, see [28].
By [65], see also [52], a classical pseudodifferential operator P of real
principal type and orderm onM has a parametrix Q ∈ Ip,l(∆′T ∗M ,ΛP ),
p = 1
2
− m, l = −1
2
, where ∆T ∗M = N
∗({(x, x); x ∈ M}) and ΛP ⊂
T ∗M × T ∗M is the Lagrangian manifold associated to the canonical
relation of the operator P , that is,
ΛP = {(x, ξ, y,−η); (x, ξ) ∈ Char (P ), (y, η) ∈ Θx,ξ},
where Θx,ξ ⊂ T ∗M is the bicharacteristic of P containing (x, ξ).
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For the wave operator g on the globally hyperbolic manifold (M, g)
Char (g) is the set of light-like vectors with respect to g, and (y, η) ∈
Θx,ξ if and only if there is t ∈ R such that (y, a) = (γ
g
x,b(t), γ˙
g
x,b(t))
where γgx,b is a light-like geodesic with resect to the metric g with the
initial data (x, b) ∈ TM , a = η♭, b = ξ♭. For P = g + B0 + Bj∂j ,
where B0 and Bj are tensors, we denote ΛP = Λg. When (M, g)
is globally hyperbolic manifold, the operator P has a causal inverse
operator, see e.g. [5, Thm. 3.2.11]. We denote it by P−1 and by [65],
we have P−1 ∈ I−3/2,−1/2(∆′T ∗M ,Λg). We will repeatedly use the fact
(see [28, Prop. 2.1]) that if F ∈ Ip(Λ0) and Λ0 intersects Char(P )
transversally so that all bicharacterestics of P intersect Λ0 only finitely
many times, then (g + B
0 + Bj∂j)
−1F ∈ Ip−3/2,−1/2(Λ0,Λ1) where
Λ′1 = Λg ◦ Λ
′
0 is called the flowout from Λ0 on Char(P ), that is,
Λ1 = {(x,−ξ); (x, ξ, y,−η) ∈ Λg, (y, η) ∈ Λ0}.
3.1.1. Notations used to consider Einstein equations. For Einstein equa-
tion, we will consider a smooth background metric ĝ on M and the
smooth metric g˜ for which ĝ < g˜ and (M, g˜) is globally hyperbolic. We
also use the notations defined in Section 1.3.4. In particular, we identify
M = R×N and consider the metric tensor g on M0 = (−∞, t0)×N ,
t0 > 0 that coincide with ĝ in (−∞, 0)× N . Recall also that we con-
sider a freely falling observer µ̂ = µĝ : [−1, 1]→M0 for which µ̂(s−) =
p̂− ∈ (0, t0) × N . We denote the cut locus function on (M0, ĝ) by
ρ(x, ξ) = ρĝ(x, ξ), denote L
+
xM0 = L
+
x (M0, ĝ) and L
+M0 = L
+(M0, ĝ),
and denote by Û = Uĝ the neighborhood of the geodesic µ̂ = µĝ, and
denote by γ̂x,ξ(t) the geodesics of (M0, ĝ). To simplify notations, we
study below the case when P̂ = 0 and Q̂ = 0, that corresponds to the
setting of Theorem 1.4.
3.2. Direct problem. Let we consider the solutions (g, φ) of the equa-
tions (10) with source F = (P,Q). To consider their existence, let us
write them in the form
(g, φ) = (ĝ, φ̂) + u, where u = ((Gjk)
4
j,k=1, (Φℓ)
L
ℓ=1).(29)
Next we formulate an appropriate equation for u and review the exis-
tence and uniqueness results for it.
Let us assume that F is small enough in the norm C5b (M0) and that
it is supported in a compact set K = Jg˜(p̂−) ∩ [0, t0]×N ⊂ M1. Then
using the fact that ∂jg
nm = −gna(∂jgab)gbm we can write the equations
(10) for u appearing in (29) in the form
Pg(u)(u) = Rĝ(x, u(x), ∂u(x))F, x ∈M0,(30)
supp (u) ⊂ K,
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where
Pg(u)(u) := g
jk(x; u)∂j∂ku(x) +H(x, u(x), ∂u(x)),(31)
(gjk(x; u))4j,k=1 = ((ĝjk(x) +Gjk(x))
4
j,k=1)
−1,
and (x, v, w) 7→ H(x, v, w) is a smooth function which is a second
order polynomial in w with coefficients being smooth functions of v
and derivatives of ĝ and Rĝ(x, u(x), ∂u(x))F , when represented in local
coordinates, is a first order linear differential operator in F , i.e., at the
point x it depends linearly on F (x) and ∂F (x), which coefficients are
smooth functions depending on u(x), ∂u(x), and derivatives of ĝ.
Below we endow N with the Riemannian metric h := ι∗g˜ inherited
from the embedding ι : N → {0} × N ⊂ M and use it to define the
Sobolev spaces Hs(N).
Let s0 ≥ 5 be an odd integer. Below we will consider the solutions
u = (g, φ) as sections of the bundle BL on M0 and the sources F =
(Q,P ) as sections of the bundle BK on M0. We will consider these
functions as elements of section valued Sobolev spaces Hs(M0;BL) and
Hs(M0;BK) etc. Below, we omit the bundle BK in these notations and
denote just Hs(M0;BL) = Hs(M0) etc. We use the same convention
for the spaces
Es =
s⋂
j=0
Cj([0, t0];H
s−j(N)), s ∈ N.
Note that Es ⊂ Cp([0, t0]× N)) when 0 ≤ p < s − 2. Using standard
techniques for quasi-linear equations developed e.g. in [46] or [38], or
[80, Section 9] (for details, see Appendix C), we see that when F is
supported in the compact set K and ‖F‖Es0 < c0, then there exists a
unique function u satisfying equation (30) on M0 with the source F
and
‖u‖Es0−1 ≤ C1‖F‖Es0 .(32)
For convenience of the reader we give the proofs of these facts in
Appendixes A and C.
3.3. Asymptotic expansion for non-linear wave equation. Let
us consider a small parameter ε > 0 and the sources P = εp and
Q′ = (Qℓ)
K−1
ℓ=1 = εq
′, QK = εz (cf. Assumption S, (ii)), and denote
q = (q′, z). This corresponds to the source F = εf = (εp, εq′, εz) in
(30). Below, we always assume that p and q are supported in K and
p,q ∈ Es, where s ≥ 13 is an odd integer. We consider the solution
u = uε of (30) and write it in the form
uε(x) =
4∑
j=1
εjwj(x) + wres(x, ε).(33)
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To obtain equations for wj, we use the representation for the ĝ-reduced
Ricci tensor given in the Appendix A, see (154) to write an analogous
representation for the ĝ-reduced Einstein tensor, see (153) or (156), and
substitute the expansion (33) in to the equation (30). This, Assumption
S and equation (12) imply that wj, j = 1, 2, 3, 4 are given in term of
sources of H1 = H1(ĝ, f), H2 = H2(ĝ, f, w1), H3 = H3(ĝ, f, w1, w2),
and H4 = H4(ĝ, f, w1, w2, w3) that satisfy
wj = (gj, φj) = QĝH
j , j = 1, 2, 3, 4, where
H1 = Rĝ(x, 0, 0)f,
H2 = (G2, 0) +A
(2)
2 (w
1, ∂w1; f, ∂f),
G2 = 2ĝ
jpw1pqĝ
qk∂j∂kw
1,
H3 = (G3, 0) +A
(3)
2 (w
1, ∂w1, w2, ∂w2; f, ∂f) +(34)
+A(3)3 (w
1, ∂w1; f, ∂f),
G3 = −6ĝ
jlw1liĝ
ipw1pqĝ
qk∂j∂kw
1 +
+3ĝjp(w2)pqĝ
qk∂j∂kw
1 + 3ĝjpw1pqĝ
qk∂k∂jw
2
where f 7→ Rĝ(x, 0, 0)f is a first order linear differential operator ap-
pearing in (30), and
H4 = (G4, 0) +A
(4)
2 (w
1, ∂w1, w2, ∂w2, w3, ∂w3; f, ∂f)
+A(4)3 (w
1, ∂w1, w2, ∂w2; f, ∂f) +A(4)4 (w
1, ∂w1; f, ∂f),
G4 = 24ĝ
jsw1srĝ
rlw1liĝ
ipw1pqĝ
qk∂k∂jw
1 +
−18ĝjlw1liĝ
ipw2pqĝ
qk∂k∂jw
1 − 12ĝjlw1liĝ
ipw1pqĝ
qk∂k∂jw
2 +
+3ĝjpw3pqĝ
qk∂k∂jw
1 + 3ĝjpw1pqĝ
qk∂k∂jw
3 +(35)
+6ĝjpw2pqĝ
qk∂k∂jw
2.
Here, we have used the notation wj = ((wj)pq)
4
p,q=1, ((w
j)ℓ)
L
ℓ=1) with
((wj)pq)
4
p,q=1 being the g-component of w
j and ((wj)ℓ)
L
ℓ=1 being the φ-
component of wj. Moreover, Qĝ = (ĝ + V (x,D))
−1 is the causal
inverse of the operator ĝ +V (x,D) where V (x,D) is a first order dif-
ferential operator with coefficients depending on ĝ and its derivatives,
R(x,D) is a first order linear differential operator with coefficients de-
pending on ĝ and its derivatives, and A(α)m , α = 2, 3, 4 denotes a mul-
tilinear operators of order m having at a point x the representation
(A(α)m (v
1, ∂v1, v2, ∂v2, v3, ∂v3; f, ∂f))(x)(36)
=
∑(
a
(α)
abcijkP1P2P3pqnℓ1ℓ2
(x) (v1a(x))
i(v2b (x))
j(v3c (x))
k·
·P1(∂v
1(x))P2(∂v
2(x))P3(∂v
3(x))(fp(x))
ℓ1(∂nfq(x))
ℓ2
)
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where (v1a(x))
i denotes the i-th power of a-th component of v1(x), etc,
and the sum is taken over the indexes a, b, c, p, q, n, integers i, j, k, ℓ1, ℓ2,
and the homogeneous monomials Pd(y) = y
βd, βd = (b1, b2, . . . , b4(10+L)) ∈
N
4(10+L), d = 1, 2, 3 having orders |βd|, correspondingly, that satisfy
ℓ1 + ℓ2 ≤ 1,(37)
i+ 2j + 3k + |β1|+ 2|β2|+ 3|β3|+ ℓ1 + ℓ2 = α,(38)
i+ j + k + |β1|+ |β2|+ |β3|+ ℓ1 + ℓ2 = m, and(39)
if ℓ1 = 0 and ℓ2 = 0 then |β1|+ |β2|+ |β3| ≤ 2.(40)
Here, condition (37) means that A(α)m is an affine function of f and its
first derivative, condition (38) implies that the term A(α)m produces a
term of order O(εα) when vj = wj, condition (39) that A(α)m is multi-
linear of order m, and condition (40) means that for x 6∈ supp (f) the
non-vanishing terms in A(α)m (v1, ∂v1, v2, ∂v2, v3, ∂v3; f, ∂f) contain only
terms where the total power of derivatives of v1, v2, and v3 is at most
two. We note that the inequalities (37)-(40) follow from Assumption S
and equation (12).
By [13, App. III, Thm. 3.7], or alternatively, the proof of [38, Lemma
2.6] adapted for manifolds, for details, see (176) and (177) in the Ap-
pendix C, the estimate ‖QĝH‖Es1 ≤ Cs1‖H‖Es1 holds for all H that
are supported in K = K0, having the form (5) and satisfy H ∈ E
s1 ,
s1 ∈ Z+. Note that we are interested only on the local solvability of
the Einstein equations and that singularities can appear on sufficiently
large time intervals, see [18].
Recall that s ≥ 13 is an odd integer and f ∈ Es+1. By defining
wj via the above equations with f ∈ Es+1 we obtain wj ∈ Es+2−2j ,
for j = 1, 2, 3, 4. Thus, by using Taylor’s expansion of the coefficients
in the equation (30) we see that the approximate 4th order expansion
uappε = εw
1 + ε2w2 + ε3w3 + ε4w4 satisfies an equation of the form
Pg(uappε )(u
app
ε )=R(x, u
app
ε (x), ∂u
app
ε (x))(εf)+H
res( · , ε), x ∈M0,(41)
supp (uappε ) ⊂ K,
such that
‖Hres( · , ε)‖Es−8 ≤ c1ε
5.
Using the Lipschitz continuity of the solution of the equation (41), see
Appendix C, we see that there are c1, c2 > 0 such that for all 0 < ε < c1
the function wres(x, ε) = uε(x)− uappε (x) satisfies
‖uε − u
app
ε ‖Es−8 ≤ c2ε
5.
Thus wj = ∂jεuε|ε=0 ∈ E
s−8, j = 1, 2, 3, 4.
3.4. Linearized conservation law and divergence condition.
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3.4.1. Linearized Einstein equation. We will below consider sources
Q′ = (Qℓ)
K−1
ℓ=1 = εq
′, QK = εz and P = εp. We denote q = (q
′, z).
To analyze the linearized waves, we denote w1 = u(1). We see that
u(1) satisfies the linear equation
ĝu
(1) + V (x, ∂x)u
(1) = h,(42)
where v 7→ V (x, ∂x)v is a linear first order partial differential operator
with coefficients depending on the derivatives of ĝ and, h = H(x;p,q),
where
H(x;p,q) =
(
p
0
)
+
(
M(1)(x)q
′(x)
M(2)(x)q
′(x)
)
+
+
(
L(1)(x) z(x)
L(2)(x) z(x)
)
+
(
N j(1)(x) ĝ
lk∇̂l(pjk + zĝjk)
N j(2)(x) ĝ
lk∇̂l(pjk + zĝjk)
)
,(43)
where M(k) = M(k)(φ̂(x), ∇̂φ̂(x), ĝ(x)), L(k) = L(k)(φ̂(x), ∇̂φ̂(x), ĝ(x)),
and N j(k) = N
j
(k)(φ̂(x), ∇̂φ̂(x), ĝ(x)) are, in local coordinates, matrices
whose elements are smooth functions of φ̂(x), ∇̂φ̂(x), and ĝ(x). Later
we use the fact that by the form of the equation (10), M(1) = 0, N
j
(1) =
0, and L(1) = ĝ. We see using Assumption S (iii) that the union of
the image spaces of the matrices M(2)(x) and L(2)(x), and N
j
(2)(x),
j = 1, 2, 3, 4, span the space RL for all x ∈ Û .
3.4.2. The linearized conservation law for sources. Assume that Y ⊂
M0 is a 2-dimensional space-like submanifold and consider local co-
ordinates defined in V ⊂ M0. Moreover, assume that in these local
coordinates Y ∩ V ⊂ {x ∈ R4; xjbj = 0, x
jb′j = 0}, where b
′
j are some
constants and let p ∈ In−3/2(Y ), n ≤ n0 = −15, be defined by
pjk(x
1, x2, x3, x4) = Re
∫
R2
ei(θ1bm+θ2b
′
m)x
m
cjk(x, θ1, θ2) dθ1dθ2.(44)
Here, we assume that cjk(x, θ), θ = (θ1, θ2) are classical symbols and
we denote their principal symbols by σp(pjk)(x, θ). When x ∈ Y
and ξ = (θ1bm + θ2b
′
m)dx
m so that (x, ξ) ∈ N∗Y , we denote the
value of the principal symbol σp(p) at (x, θ1, θ2) by c˜
(a)
jk (x, ξ), that is,
c˜
(a)
jk (x, ξ) = σp(pjk)(x, θ1, θ2), and say that it is the principal symbol
of pjk at (x, ξ), associated to the local X-coordinates and the phase
function φ(x, θ1, θ2) = (θ1bm + θ2b
′
m)x
m. The above defined principal
symbols can be defined invariantly, see [34].
We assume that also q′, z ∈ In−3/2(Y ) have
representations (44) with classical symbols. Let us denote the princi-
pal symbols of p,q′, z ∈ In−3/2(Y ) by c˜(a)(x, ξ), d˜1(x, ξ), d˜
(a)
2 (x, ξ), cor-
respondingly and let c˜(b) and d˜
(b)
2 (x, ξ) denote the sub-principal symbols
of p and z, correspondingly, at (x, ξ) ∈ N∗Y .
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We will below consider what happens when (pjk+zĝjk) ∈ In−3/2(Y )
satisfies
ĝlk∇ĝl (p
(a)
jk + zĝjk) ∈ I
n−3/2(Y ), j = 1, 2, 3, 4.(45)
When (45) is valid, we say that the leading order of singularity of the
wave satisfies the linearized conservation law. This corresponds to the
assumption that the principal symbol of the sum of divergence of the
first two terms appearing in the stress energy tensor on the right hand
side of (10) vanishes.
When (45) is valid, we have
ĝlkξl(c˜
(a)
kj (x, ξ) + ĝkj(x)d˜
(a)
2 (x, ξ)) = 0, for j ≤ 4 and ξ ∈ N
∗
xY .(46)
We say that this is the linearized conservation law for principal symbols.
3.4.3. A divergence condition for linearized solutions. Above, we have
considered the ĝ-reduced Einstein equations. As discussed in the Ap-
pendix A, if we pull back a solution of the Einstein equation via a
(ĝ, g)-wave map, the metric tensor will satisfy the ĝ-reduced Einstein
equations. Roughly speaking, this means that we are in fact consider-
ing the metric tensor g in special coordinates associated to the metric
ĝ. Next we recall some well known consequences of this.
Assume now that (g, φ) satisfy equations (10). By Assumption S
(iv), the conservation law (11) is valid. As discussed in Appendix A.5,
the conservation law (11) and the ĝ-reduced Einstein equations (10)
imply that the harmonicity functions Γj = gnmΓjnm satisfy
gnmΓjnm = g
nmΓ̂jnm.(47)
Next we discuss the implications of this for the metric component of
the solution of the linearized Einstein equation.
Let us next do calculations in local coordinates of M0 and denote
∂k =
∂
∂xk
. Direct calculations show that hjk = gjk
√
−det(g) satisfies
∂kh
kq = −Γqknh
nk. Then (47) implies that
∂kh
kq = −Γ̂qknh
nk.(48)
We call (48) the harmonicity condition for metric g.
Assume now that gε and φε satisfy (10) with sources P = εp and Q =
εq where ε > 0 is a small parameter. We define hjkε = g
jk
ε
√
−det(gε)
and denote g˙jk = ∂ε(gε)jk|ε=0, g˙jk = ∂ε(gε)jk|ε=0, and h˙jk = ∂εhjkε |ε=0.
The equation (48) yields then1
∂kh˙
kq = −Γ̂qknh˙
nk.(49)
1The treatment on this de Donder-type gauge condition is known in folklore of
the field. For a similar gauge condition to (49) in harmonic coordinates, see [60,
pages 6 and 250], or [57, formulas 107.5, 108.7, 108.8], or [39, p. 229-230].
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A direct computation shows that
h˙ab = (−det(ĝ))1/2κab,
where κab = g˙ab − 1
2
ĝabĝqpg˙
pq. Thus (49) gives
∂a((−det(ĝ))
1/2κab) = −Γ̂bac(−det(ĝ))
1/2κac(50)
that implies ∂aκ
ab + κnbΓ̂aan + κ
anΓ̂ban = 0, or equivalently,
∇̂aκ
ab = 0.(51)
We call (51) the linearized divergence condition for g. Writing this for
g˙, we obtain
−ĝan∂ag˙nj +
1
2
ĝpq∂j g˙pq = m
pq
j g˙pq(52)
where mj depend on ĝpq and its derivatives. On similar conditions for
the polarization tensor, see [74, form. (9.58) and example 9.5.a, p. 416].
3.4.4. Properties of the principal symbols of the waves. Let K ⊂M0 be
a light-like submanifold of dimension 3. We use below local coordinates
X : V → R4 defined in a neighborhood V of a point x0 ∈ M0. We use
the Euclidian coordinates x = (xk)4k=1 on X(V ). We assume these
coordinates are such that in V the submanifold K is given by K ∩V ⊂
{x ∈ R4; bkxk = 0}, where bk ∈ R are constants. Assume that the
solution u(1) = (g˙, φ˙) of the linear wave equation (42) with the right
hand side vanishing in V is such that g˙jk ∈ Iµ(K) with a suitable
µ ∈ R. Let us write g˙jk as an oscillatory integral using a phase function
ϕ(x, θ) = bkx
kθ, and a symbol ajk(x, θ) ∈ Sµ(R4,R),
g˙pq(x
1, x2, x3, x4) = Re
∫
R
ei(θbmx
m)apq(x, θ) dθ.(53)
We assume that ajk(x, θ) is a classical symbol and denote its (positively
homogeneous) principal symbol by σp(g˙pq)(x, θ). When x ∈ K and
ξ = θbkdx
k so that (x, ξ) ∈ N∗K, we denote the value of σp(g˙pq) at
(x, θ) by a˜jk(x, ξ), that is, a˜jk(x, ξ) = σp(g˙pq)(x, θ) and say that it is the
principal symbol of g˙pq at (x, ξ), associated to the local X-coordinates
and the phase function φ(x, θ) = θbmx
m.
Then, if g˙jk satisfies the divergence condition (52), its principal sym-
bol a˜jk(x, θ) satisfies
−ĝmn(x)ξmvnj +
1
2
ξj(ĝ
pq(x)vpq) = 0, vpq = a˜pq(x, ξ),(54)
where j = 1, 2, 3, 4 and ξ = θbkdx
k ∈ N∗xK. If (54) holds, we say
that the divergence condition for the symbol is satisfied for a˜(x, ξ) at
(x, ξ) ∈ N∗K.
3.5. Pieces of spherical waves satisfying linear wave equation.
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3.5.1. Solutions which are singular on hypersurfaces. Next we consider
a piece of spherical wave whose singular support is concentrated near
a geodesic.
PSfrag replacements
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Figure 7. A schematic figure where in the 3-
dimensional Euclidean space R3 we describe the route
of the piece of the spherical wave that propagates near
the geodesic γx0,ζ0((0,∞)). The geodesic is the black line
in the figure. The spherical wave is the solution u1 that
is singular on the surface K(x0, ζ0; t0, s0) ⊂ R1+3 that is
a subset of a light cone centered at x′ = γx0,ζ0(t0). When
P : R1+3 → R3 is the projection to the space compo-
nent, P (t, y) = y, the figure shows P (K(x1, ξ1; t0, s0))
and the points y0 = P (x0) and y
′ = P (x′). The
piece of spherical wave is sent from the surface Σ =
P (Y (x0, ζ0; t0, s0)), (the surface with red boundary) at
time T = t(γx0,ζ0(2t0)). It starts to propagate and at a
later time T1 > T its singular support is the surface Σ1
shown in the figure in green.
We define the 3-submanifold K(x0, ζ0; t0, s0) ⊂ M0 associated to
(x0, ζ0) ∈ L
+(M0, ĝ), x0 ∈ Uĝ and parameters t0, s0 ∈ R+ as
K(x0, ζ0; t0, s0) = {γx′,η(t) ∈M0; η ∈ W, t ∈ (0,∞)}.(55)
where (x′, ζ ′) = (γx0,ζ0(t0), γ˙x0,ζ0(t0)) and W ⊂ L
+
x′(M0, ĝ) is a neigh-
borhood of ζ ′ consisting of vectors η ∈ L+x′(M0, ĝ) that satisfy
‖η − ζ ′‖ĝ+ < s0,
where ĝ+ is the Riemannian metric corresponding to the Lorentzian
metric ĝ. Note that K(x0, ζ0; t0, s0) ⊂ L
+
ĝ (x
′)∪L−ĝ (x
′)∪{x′} is a subset
of the light cone starting from x′ = γx0,ξ0(t0) and that it is singular near
the point x′. Moreover,
⋂
s0>0
K(x0, ζ0; t0, s0) = γx0,ζ0((−t0,∞)) ∩M0.
Let S = {x ∈ M0; t(x) = t(γx0,ζ0(2t0))} be a Cauchy surface which
intersects γx0,ζ0(R) transversally at the point γx0,ξ0(2t0). When t0 > 0
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is small enough, Y (x0, ζ0; t0, s0) = S ∩ K(x0, ζ0; t0, s0) is a smooth 2-
surface that is a subset of Uĝ.
Let Λ(x0, ζ0; t0, s0) be the lagranginan manifold that is the flowout
from N∗Y (x0, ζ0; t0, s0) ∩N∗K(x0, ζ0; t0, s0) on Char(ĝ) in the future
direction.
Note that if Ks is the smooth 3-dimensional manifold that is subset
of K(x0, ζ0; t0, s0), then N
∗Ks ⊂ Λ(x0, ζ0; t0, s0).
Lemma 3.1. Let n ≤ n0 = −15 be an integer, t0, s0 > 0, Y =
Y (x0, ζ0; t0, s0), K = K(x0, ζ0; t0, s0), and Λ1 = Λ(x0, ζ0; t0, s0). As-
sume that h = (h1,h2) ∈ I
n−3/2(Y ), is a BL-valued conormal distri-
bution that is supported in a neighborhood V ⊂ M0 of γx0,ζ0 ∩ Y =
{γx0,ζ0(2t0)} and has a R
10+L-valued classical symbol. Denote the prin-
cipal symbol of h by h˜(x, ξ) = (h˜k(x, ξ))
10+L
k=1 . Assume that the symbol
of h vanishes near the light-like directions in N∗Y \N∗K.
Let u(1) = (g˙, φ˙) be a solution of the linear wave equation (42) with
the source h. Then u(1), considered as a vector valued lagrangian dis-
tribution on the set M0 \ Y , satisfies u(1) ∈ In−1/2(M0 \ Y ; Λ1), and its
principal symbol a˜(y, η) = (a˜1(y, η), a˜2(y, η)) at (y, η) ∈ Λ1 is given by
a˜(y, η) =
10+L∑
k=1
Rkj (y, η, x, ξ)h˜k(x, ξ),(56)
where the pairs (x, ξ) and (y, η) are on the same bicharacteristics of ĝ,
and x < y, that is, ((x, ξ), (y, η)) ∈ Λ′ĝ, and in addition, (x, ξ) ∈ N
∗Y .
Moreover, the matrix (Rkj (y, η, x, ξ))
10+L
j,k=1 is invertible.
We call the solution u(1) a piece of spherical wave that is associated
to the submanifold K(x0, ζ0; t0, s0). Below, we will consider interaction
of spherical waves u(1) ∈ In−1/2(M0 \ Y ; Λ1). The interaction terms
involve several derivatives, and thus these solutions need to be smooth
enough. This is why we chose above n0 = −15.
Proof.2 By [65], the parametrix of the scalar wave equation satisfies
(ĝ + v(x,D))
−1 ∈ I−3/2,−1/2(∆′T ∗M0 ,Λĝ), where v(x,D) is a 1st order
differential operator, ∆T ∗M0 is the conormal bundle of the diagonal of
M0 ×M0 and Λĝ is the flow-out of the canonical relation of ĝ.
Let x = (x1, x′) ∈ R4 denote local coordinates of R4 and ∂1 =
∂
∂x1
.
By [42, Prop. 26.1.3] there are elliptic Fourier integral operators Φ1
and Φ0, of order 1 and 0, having the same canonical relation so that
ĝ = Φ1∂1Φ
−1
0 . Thus an operator matrix A = (Ajk)
10+L
j,k=1 with Ajk =
ĝδjk + B
p
jk∇p + Cjk can be written as A = Φ1A˜Φ
−1
0 , A˜ = (A˜jk)
10+L
j,k=1
with A˜jk = ∂1δjk + R˜jk, R˜jk = Φ0(B
p
jk∇p + Cjk)Φ
−1
1 .
2We note that Nils Dencker’s results for the polarization sets, see [21] are closely
related to this result.
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Furthermore, Φ1 and Φ0 have the same canonical relation and we
conclude that R˜ is zeroth order pseudodifferential operator. Thus the
parametrix for A is
A−1 = Φ0(∂1I + R˜)
−1Φ−11 ,
where (∂1I + R˜)
−1 ∼
∑∞
j=0(∂1I)
−1(R˜(∂1I)
−1)j. Here ∼ denotes an asy-
mptotic sum. This implies for also the matrix valued wave operator,
ĝI + V (x,D), when V (x,D) is the 1st order differential operator,
that (ĝI + V (x,D))
−1 ∈ I−3/2,−1/2(∆′T ∗M0,Λĝ). By [28, Prop. 2.1],
this yields that u(1) ∈ In−1/2(Λ1) and the formula (56) where R =
(Rkj (y, η, x, ξ))
10+L
j,k=1 is related to the symbol of (ĝI+V (x,D))
−1 on Λĝ.
Making a similar consideration for the adjoint of the (ĝI+V (x,D))
−1,
i.e., considering the propagation of singularities using reversed causal-
ity, we see that the matrix R is invertible.

Let Sny,η be the space of the elements in B
L
y satisfying the divergence
condition for the symbols (54) at (y, η).
Lemma 3.2. Let n ≤ n0, t0, s0 > 0, Y = Y (x0, ζ0; t0, s0), K =
K(x0, ζ0; t0, s0), and Λ1 = Λ(x0, ζ0; t0, s0). Let us consider p,q
′, z ∈
In−3/2(Y ) that have classical symbols with principal symbols c˜(a)(x, ξ),
d˜1(x, ξ), d˜
(a)
2 (x, ξ), correspondingly, at (x, ξ) ∈ N
∗Y . Moreover, as-
sume that the principal symbols of p and z satisfy the linearized con-
servation law for the principal symbols, that is, (46), at a light-like
co-vector (x, ξ) ∈ N∗Y .
Let (y, η) ∈ T ∗M0, y 6∈ Y be a light-like co-vector such that (x, ξ) ∈
Θy,η ∩ N∗Y . Then the principal symbol a˜(y, η) = (a˜1(y, η), a˜2(y, η)) of
the wave u(1) ∈ In−1/2(M0 \ Y ; Λ1), defined in Lemma 3.1, varies in
Sy,η. Moreover, by varying p,q
′, z so that the linearized conservation
law (46) for principal symbols is satisfied, the principal symbol a˜(y, η)
at (y, η) achieves all values in the (L+ 6) dimensional space Sy,η.
Below, we denote f ∈ IS
n−3/2(Y (x0, ζ0; t0, s0)) when
f = (p,q), q = (q′, z)(57)
and p,q′, z ∈ In−3/2(Y (x0, ζ0; t0, s0)) and the principal symbols of p
and z satisfy the linearized conservation law for principal symbols, that
is, equation (46).
Proof. Let us use local coordinates X : V → R4 where V ⊂ M0 is
a neighborhood of x. In these coordinates, let c˜(b)(x, ξ) and d˜
(b)
2 (x, ξ)
denote the sub-principal symbols of p and z, respectively, at (x, ξ) ∈
N∗Y . Moreover, let c˜
(c)
j (x, ξ) =
∂
∂xj
c˜
(a)
j (x, ξ) and d˜
(c)
j (x, ξ) =
∂
∂xj
d˜
(a)
2 (x, ξ),
j = 1, 2, 3, 4 be the x-derivatives of the principal symbols and let us
denote c˜(c)(x, ξ) = (c˜
(c)
j (x, ξ))
4
j=1 and d˜
(c)(x, ξ) = (d˜
(c)
j (x, ξ))
4
j=1.
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Let h = (h1,h2) = H(x;p,q) be defined by (43), where we recall
that M(1) = 0, N
j
(1) = 0, and L(1) = ĝ. Then h ∈ I
n−3/2(Y ) has the
principal symbol h˜(x, ξ) = (h˜1(x, ξ), h˜2(x, ξ)) at (x, ξ), given by(
h˜1(x, ξ)
h˜2(x, ξ)
)
=
(
(c˜(a) + ĝd˜
(a)
2 )(x, ξ)
K(2)(x, ξ)(c˜
(a) + ĝd˜
(a)
2 )(x, ξ)
)
+
(
0
M(2)(x)d˜1(x, ξ)
)
+
(
0
J(2)(x, ξ)(c˜
(c) + ĝd˜(c))(x, ξ)
)
+
(
0
L(2)(x)d˜
(a)
2 (x, ξ)
)
+(58)
+
(
0
N j(2)(x) ĝ
lkξl(c˜
(b)
1 + ĝd˜
(b)
2 )jk(x, ξ)
)
,
where K(2)(x, ξ)(c˜
(a) + ĝd˜
(a)
2 )(x, ξ) and J(2)(x, ξ)(c˜
(c) + ĝd˜
(c)
2 )(x, ξ) is re-
lated to the sub-principal symbol of the term ĝlk∇ĝl (pjk+zĝjk). Observe
that the map (c
(b)
jk ) 7→ (ĝ
lkξlc
(b)
jk )
4
j=1, defined as Symm(R
4×4) → R4, is
surjective. Denote m˜(a) = (c˜(a) + ĝd˜
(a)
2 )(x, ξ), m˜
(b) = (c˜(b) + ĝd˜
(b)
2 )(x, ξ),
and m˜(c) = (c˜(c) + ĝd˜(c))(x, ξ). As noted above, by Assumption S (iii),
the union of the image spaces of the matrices M(2)(x) and L(2)(x), and
N j(2)(x), j = 1, 2, 3, 4, span the space R
L for all x ∈ Û . Hence the map
A : (m˜(a), m˜(b), m˜(c), d˜1, d˜
(a)
2 )|(x,ξ) 7→ (h˜1(x, ξ), h˜2(x, ξ)),
given by (58), considered as a map A : Y = (Symm(R4×4))1+1+4 ×
R
K × R → Symm(R4×4) × RL, is surjective. Let X be the set of el-
ements (m˜(a)(x, ξ), m˜(b)(x, ξ), m˜(c)(x, ξ), d˜1(x, ξ), d˜
(a)
2 (x, ξ)) ∈ Y where
m˜(a)(x, ξ) = (c˜(a)+ĝd˜
(a)
2 )(x, ξ) is such that the pair (c˜
(a)(x, ξ), d˜
(a)
2 (x, ξ))
satisfies the linearized conservation law for principal symbols, see (46).
Then X has codimension 4 in Y , we see that the image A(X ) has co-
dimension less or equal to 4, that is, it has at least dimension (L+ 6).
Let (h1,h2) be a source with the principal symbol h˜(x, ξ) that corre-
sponds to functions (p,q). When (P,Q) = (εp, εq) and ε > 0 is small
enough, it follows from Assumption S (iv), that the ĝ-reduced Einstein
equations (10) have a solution (gε, φε) that satisfies the conservation
law (11) and thus gε satisfies the harmonicity condition (47). Hence
g˙ = ∂εgε|ε=0 satisfies the linearized divergence condition (52). Observe
that the metric component of the solution u(1) of the linearized Einstein
equation corresponding to the functions (p,q) is equal to g˙. Thus the
principal symbol a˜1(y, η) of u
(1) at (y, η) satisfies the divergence con-
dition for the symbols (54), that is, four linear conditions, and also
satisfies a˜1(y, η) ∈ Sy,η.
By Lemma 3.1 the R : h˜(x, ξ) 7→ a˜(y, η) maps a subspace of R10+L
whose has codimension 4 onto some subspace of R10+L whose codimen-
sion is 4.
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The above imply that the map R ◦A, that maps the principal and
sub-principal symbols (m˜(a)(x, ξ), m˜(b)(x, ξ), m˜(c)(x, ξ), d˜1(x, ξ), d˜
(a)
2 (x, ξ))
to the principal symbol a˜(y, η) of the solution u(1) at (y, η), is such that
R ◦A maps X onto a subspace of R10+L which codimension is at most
4 and is a subspace of Sy,η. As Sy,η has codimension 4, we see that
R ◦A(X ) coincides with Sy,η and has thus dimension (L+ 6). 
3.6. Interaction of non-linear waves. Next we consider interaction
of four Ck-smooth waves on a (1 + 3) dimensional manifold having
conormal singularities, where k ∈ Z+ is sufficiently large. Interaction
of such waves produces a "corner point" in the space time. On the
related microlocal tools to consider scattering by corners, see [86, 87].
Earlier related interaction of three waves has been studied by Melrose
and Ritter [66, 67] and Rauch and Reed, [76] for a non-linear hyperbolic
equations in R1+2 where the non-linearity appears in the lower order
terms.
3.6.1. Interaction of non-linear waves on a general manifold. Next, we
introduce a vector of four ε variables denoted by ~ε = (ε1, ε2, ε3, ε4) ∈
R4+. Let s0, t0 > 0 and consider the solution u~ε = (g~ε− ĝ, φ~ε− φ̂) where
g~ε and φ~ε solve the equations (10) with (P,Q) = f~ε being
f~ε :=
4∑
j=1
εjfj , fj ∈ IS
n−3/2(Y (xj , ζj; t0, s0)),(59)
see (57), where (xj , ζj) are light-like vectors with xj ∈ Û . Moreover, we
assume that for some 0 < r1 < r0 and s− + r1 < s1 < s+ the sources
satisfy
supp (fj) ∩ J
+
ĝ (supp (fk)) = ∅, for all j 6= k,(60)
supp (fj) ⊂ Iĝ(µĝ(s1 − r1), µĝ(s1)), for all j = 1, 2, 3, 4,
where r0 is the parameter introduced after (14) to define Wĝ = Wĝ(r0).
The first condition implies that the supports of the sources are causally
independent.
The sources fj give raise for BL-section valued solutions of the lin-
earized wave equations, denoted
uj := u
(1)
j = QR fj ∈ I(Λ(x
(j)
0 , ζ
(j)
0 ; t0, s0)),
where R is a first order differential operator depending on ĝ and Q =
Qĝ = (ĝ+V (x,D))
−1 is the causal inverse of the wave equation where
V (x,D) is a first order differential operator.
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In the following we use the notations
∂1~εu~ε|~ε=0 := ∂ε1u~ε|~ε=0,
∂2~εu~ε|~ε=0 := ∂ε1∂ε2u~ε|~ε=0,
∂3~εu~ε|~ε=0 := ∂ε1∂ε2∂ε3u~ε|~ε=0,
∂4~εu~ε|~ε=0 := ∂ε1∂ε2∂ε3∂ε4u~ε|~ε=0.
PSfrag replacements
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Figure 8. A schematic figure where the space-time is
represented as the 2-dimensional set R1+1. The four
light-like geodesics γxj ,ξj([0,∞)), j = 1, 2, 3, 4 starting
at the blue points xj intersect at q before the first cut
points of γxj ,ξj([t0,∞)), denoted by the golden points.
We send pieces of spherical waves from the black points
γxj ,ξj(t0) that propagate near these geodesics and pro-
duce an artificial point source at the point q.
Next we denote the waves produced by the ℓ-th order interaction by
M(ℓ) := ∂ℓ~εu~ε|~ε=0, ℓ ∈ {1, 2, 3, 4}
in Û , see Fig. 8. Below, Bβj , j, β ∈ Z+ are differential operators having
in local coordinates the form
Bβj : (vp)
10+L
p=1 7→ (b
r,(j,β)
p (x)∂
~k(β,j)
x vr(x))
10+L
p=1 , and(61)
Sβj = Q or S
β
j = I,
where the coefficients b
r,(j,β)
p (x) depend on the derivatives of ĝjk.
DETERMINATION OF SPACE-TIME 51
Computing εj derivatives of the equations (36) with the sources f~ε,
and taking into account the condition (60), we obtain
M(1) = u1,(62)
M(2) =
∑
σ∈Σ(2)
∑
β∈J2
Q(Bβ2uσ(2) · B
β
1uσ(1)),
M(3) =
∑
σ∈Σ(3)
∑
β∈J3
Q(Bβ3uσ(3) · C
β
1S
β
1 (B
β
2uσ(2) · B
β
1uσ(1))),
M(4) = QF (4), F (4) =
∑
σ∈Σ(4)
∑
β∈J4
(G(4),βσ + G˜
(4),β
σ ),
where Σ(ℓ) is the set of permutations, that is, bijections σ : {1, 2, . . . , ℓ} →
{1, 2, . . . , ℓ}, and J2, J3, J4 ⊂ Z+ are finite sets. Moreover, the oper-
ators Cβj are of the same form as the operators B
β
j . The orders k
β
j =
ord(Bβj ) of the differential operators B
β
j and the orders ℓ
β
j = ord(C
β
j )
satisfy kβ1 + k
β
2 ≤ 2 and k
β
3 + ℓ
β
1 ≤ 2. Moreover,
G(4),βσ = B
β
4uσ(4) · C
β
2S
β
2 (B
β
3uσ(3) · C
β
1S
β
1 (B
β
2uσ(2) · B
β
1uσ(1)))(63)
M(4),βσ = QG
(4),β
σ ,
where the orders of the differential operators satisfy kβ4 + ℓ
β
2 ≤ 2, k
β
3 +
ℓβ1 ≤ 2, k
β
2 + k
β
1 ≤ 2, and finally
G˜(4),βσ = C
β
2 S
β
2 (B
β
4uσ(4) · B
β
3uσ(3)) · C
β
1S
β
1 (B
β
2uσ(2) · B
β
1uσ(1)),(64)
M˜(4),βσ = QG˜
(4),β
σ ,
where ℓβ1 + ℓ
β
2 ≤ 2, k
β
4 + k
β
3 ≤ 2, k
β
2 + k
β
1 ≤ 2. Note that due to the
conditions (60), for ℓ = 2, 3, 4,M(ℓ),βσ and M˜
(ℓ),β
σ do not contain terms
that involve sources fj , for example, using (36) we obtain the formula
M(2) = Q
(
B1(u1)f2 +B2(u2)f1 +K(u1, u2)
)
,
where the terms B1(u1)f2 and B2(u2)f2 vanish due to (60) and K is a
bilinear operator.
We make also the observation that when ~Sβ = (Q,Q), the terms
M(4),βσ and M˜
(4),β
σ can be written in the form
M(4),βσ = Q(A[uσ(4),Q(A[uσ(3),Q(A[uσ(2), uσ(1)])]),(65)
M˜(4),βσ = Q(A[Q(A[uσ(4), uσ(3)]),Q(A[uσ(2), uσ(1)])])(66)
where A[V,W ] is a generic notation (i.e., its exact form can vary even
inside the formula) for a 2nd order multilinear operator in V and W
having the form
A[V,W ] =
∑
|α|+|γ|≤2
aαγ(x)(∂
α
xV (x)) · (∂
γ
xW (x)).(67)
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We use in particular two such bilinear forms that are given for V =
(vjk, φ), and W = (w
jk, φ′), by
A1[V,W ] = −ĝ
jbvabĝ
ak∂j∂kwpq, A2[V,W ] = A1[W,V ].(68)
By considering the terms that we obtain by substituting formulas
(34) in (35), we see that the case when the quadratic forms A appearing
in the formulas (65) and (66) have second order derivatives, that is,
when the terms with |γ| = 2 or |α| = 2 in (67) are non-zero, can
happen only when A is either the bilinear form A1 or A2.
3.6.2. On the singular support of the non-linear interaction of three
waves. Below, we use for a pair (x, ξ) ∈ L+M0 the notation
(x(h), ξ(h)) = (γx,ξ(h), γ˙x,ξ(h)).(69)
Let us next consider four light-like future pointing directions (xj , ξj),
j = 1, 2, 3, 4, and use below the notation
(~x, ~ξ) = ((xj , ξj))
4
j=1.
We will consider the case when we send pieces of spherical waves prop-
agating on surfaces K(xj , ξj; t0, s0), t0, s0 > 0, cf. (55), and these waves
interact. Let us use for (xj , ξj) the notation (69) and assume that
xk(t0) 6∈ K(xj , ξj; t0, s0) for k 6= j, see Fig. 9.
Next we consider the 3-interactions of the waves, see Fig. 9 on
analogous considerations in (1 + 2) dimensional Lorentz space. For
1 < j1 < j2 < j3 ≤ 4, let Kjp = K(xjp , ξjp; t0, s0), p = 1, 2, 3. We define
X (j1, j2, j3; t0, s0) =
⋃
z∈Kj1∩Kj2∩Kj3
(NzKj1 +NzKj2 +NzKj3) ∩ L
+
z M0.(70)
Note that K123 = K1 ∩ K2 ∩ K3 is a space like curve and N
∗
zK123 =
N∗zK1 + N
∗
zK2 + N
∗
zK3. Moreover, we define Y(j1, j2, j3; t0, s0) to be
the set of all y ∈ M0 such that there are z ∈ Kj1 ∩ Kj2 ∩ Kj3, ζ ∈
X (j1, j2, j3; t0, s0), and t ≥ 0 such that γz,ζ(t) = y. We use below the
3-interaction sets (See Figs. 10 and 11)
Y((~x, ~ξ); t0, s0) =
⋃
1≤j1<j2<j3≤4
Y(j1, j2, j3; t0, s0),(71)
Y((~x, ~ξ); t0) =
⋂
s0>0
Y((~x, ~ξ); t0, s0) ⊂M0,
X ((~x, ~ξ); t0, s0) =
⋃
1≤j1<j2<j3≤4
X (j1, j2, j3; t0, s0),
X ((~x, ~ξ); t0) =
⋂
s0>0
X ((~x, ~ξ); t0, s0) ⊂ TM0.
For instance in Minkowski space, when three plane waves (which sin-
gular supports are hyper-planes) collide, the intersections of the hy-
perplanes is a 1-dimensional space-like line K123 in the 4-dimensional
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space-time. This corresponds to a point moving continuously in time.
Roughly speaking, the point seem to move at a higher speed than light
(i.e. it appears like a tachyonic point-like object) and produces a shock
wave type of singularity that moves on the set Y((~x, ~ξ); t0, s0) in the
space-time.
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x0
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Figure 9. A schematic figure where the space-time is
represented as the 3-dimensional set R2+1. In the figure
3 pieces or plane waves have singularities on strips of
hyperplanes (in fact planes) K1, K2, K3, colored by light
blue, red, and black. These planes have intersections,
and in the figure the sets K12 = K1∩K2, K23 = K2∩K3,
and K13 = K1 ∩K3 are shown as dashed lines with dark
blue, magenta, and brown colors. These dashed lines
intersect at a point {q} = K123 = K1 ∩K2 ∩K3.
3.6.3. Gaussian beams. Our aim is to consider interactions of 4 waves
to produce a new source, and to this end we use test sources that
produce gaussian beams.
Let y ∈ Û and η ∈ TyM be a future pointing light-like vector. We
choose a complex function p ∈ C∞(M0) such that Im p(x) ≥ 0 and
Im p(x) vanishes only at y, p(y) = 0, d(Re p)|y = η♯, d(Im p)|y = 0
and the Hessian of Im p at y is positive definite. To simplify notations,
we use below also complex sources and waves. The physical linearized
waves can be obtained by taking the real part of the corresponding
complex wave. We use a large parameter τ and define a test source
Fτ (x) = τ
−1 exp(iτp(x))h(x)(72)
where h is section on sym(Ω2M)× RL supported in a small neighbor-
hood W of y. The construction of p(x) and Fτ is discussed later.
We consider both the usual causal solutions and the solutions for
which time is reversed, that is, we use the anti-causal parametrix Q∗ =
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Wĝ
µz,η
Figure 10. In the section 3.6.2 we consider four collid-
ing pieces of spherical waves. In the figure we consider
the Minkowski space R1+3 and the figure corresponds to
a "time-slice" {T1} × R3. We assume that the spheri-
cal waves are sent so far away that the waves look like
pieces of plane waves. The plane waves uj ∈ I(Kj),
j = 1, 2, 3, 4, are conormal distributions that are solu-
tions of the linear wave equation and their singular sup-
ports are the sets Kj , that are pieces of 3-dimensional
planes in the space-time. The sets Kj are not shown in
the figure. The 2-wave interaction wave M(2) is singular
on the set ∪j 6=kKj ∩ Kj. There are 6 intersection sets
Kj ∩ Kj that are shown as black line segments. Note
that these lines have 4 intersection points, that is, the
vertical and the horizontal black lines do not intersect
in {T1} × R3. The four intersection points of the black
lines are the sets ({T1} × R3) ∩ (Kj ∩Kj ∩Kn). These
points correspond to points moving in time (i.e., they
are curves in the space-time) that produce singularities
of the 3-interaction waveM(3). The points seem to move
faster than the speed of the light (similarly, as a shadow
of a far away object may seem to move faster than the
speed of the light). Such point sources produce "shock
waves", and due to this, M(3) is singular on the sets
Y((~x, ~ξ), t0, s0) defined in formulas (65)-(66). The set
({T1}×R3)∩Y((~x, ~ξ), t0, s0) is the union of the four blue
cones shown in the figure.
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Jĝ(p̂
−, p̂+)
Wĝ
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Figure 11. The same situation that was described in
Fig. 9 is shown at a later time, that is, the figure shows
the time-slice {T2} × R3 with T2 > T1, when the param-
eter s0 is quite large. The four pieces of the spherical
waves have now collided and produced a point source in
the space-time at a point q ∈ K1 ∩K2 ∩K3 ∩K4, that
produces the singularities of the 4-interaction waveM(4).
In the figure T1 < t < T2, where q has the time coordi-
nate t. The four cones in the figure, shown with solid
blue and green curves and dashed blue and yellow curves
are the intersection of the time-slice {T2} × R
3 and the
set Y((~x, ~ξ), t0, s0). Inside the cones the red sphere is the
set L+(q)∩ ({T2}×R3) that corresponds to the spherical
wave produced by the point source at q.
Q∗ĝ instead of the usual causal parametrix Q = (ĝ +V (x,D))
−1. The
wave uτ = Q
∗Fτ . It satisfies by [75]
‖uτ − u
N
τ ‖Ck(J(p−,p+)) ≤ CNτ
−nN,k(73)
where nN,k →∞ as N →∞ and uNτ is a formal Gaussian beam [75] of
order N having the form
uNτ (x) = exp(iτϕ(x))
(
N∑
n=0
Un(x)τ
−n
)
,(74)
where ϕ(x) = A(x) + iB(x) and A(x) and B(x) are real functions,
B(x) ≥ 0, and B(x) vanishes only on γy,η(R) ∩ J
−
ĝ (W ), and for z =
γy,η(t), and ζ = γ˙
♭
y,η(t), t < 0 we have dA|z = ζ , dB|z = 0, and
the Hessian of B at z restricted to the orthocomplement of ζ (with
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Figure 12. The same situation that was described in
Fig. 11, that is, the figure shows in the time-slice {T2}×
R3 the singularities produced by four colliding spherical
waves, when the parameter s0 is very small. In this case
the truncated cones degenerate to circles.
respect to ĝ+) is positive definite. Above, functions h and Un can be
chosen to be smooth and supported in any neighborhood V of y and
any neighborhood of γy,η((−∞, 0]).
The source function Fτ can be constructed in local coordinates us-
ing the asymptotic representation of the gaussian beam, namely, by
considering first
F (series)τ (x) = cτ
−1/2
∫
R
e−τs
2
φ(s)fτ (x; s)ds,
where fτ (x; s) = ĝ(H(s− x0)uτ (x)), φ ∈ C∞0 (R) has value 1 in some
neighborhood of zero, and H(s) is the Heaviside function, and writing
e−iτp(x)F (series)τ (x) = e
−iτp(x)F (1)(x)τ−1 + e−iτp(x)F (2)(x)τ−2 +O(τ−3).
Then, Fτ can be defined by Fτ = F
(1)(x)τ−1. Indeed, we see that

−1
ĝ F
(series)
τ = τ
−1Φτ (x) uτ(x),
Φτ (x) = cτ
1/2
∫
R
e−τs
2
φ(s)H(s− x0)ds
=
{
O(τ−N), for x0 < 0,
1 +O(τ−N), for x0 > 0.
Moreover, by writing ĝ = ĝ
jk∂j∂k + Γ̂
j∂j , Γ̂
j = ĝpqΓ̂jpq we see that
fτ (x; s) = ĝ
00uτ (x)δ
′(s− x0)
−2
3∑
j=1
ĝj0(∂juτ(x)) δ(s− x
0)− Γ̂0uτ(x) δ(x
0 − s).
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Let us use normal coordinates centered at the point y so that Γj(0) = 0
and ĝjk(0) is the Minkowski metric. Then we define p(x) = (x0)2+ϕ(x)
and see that the leading order term of F
(series)
τ is given by
Fτ = cτ
−1/2e−τp(x)
(
2x0φ(x0)U0(x) + 2i(∂0ϕ(x))U0(x)φ(x
0)
)
,
where ∂0ϕ|y does not vanish.
3.6.4. Indicator function for singularities produced by interactions. Let
y ∈ U and η ∈ Tx0M be a future pointing light-like vector. We will
next make a test to see if (y, η♭) ∈WF (M(ℓ)) with ℓ ≤ 4.
Using the functions M(ℓ) defined in (62) with the pieces of plane
waves uj ∈ I(Λ(xj , ξj; t0, s0)), j ≤ 4, and the source Fτ in (72), we
define indicator functions
Θ(ℓ)τ = 〈Fτ ,M
(ℓ)〉L2(U), ℓ = 1, 2, 3, 4,(75)
We can write Θ
(ℓ)
τ is a sum of terms T
(ℓ),β
τ,σ and T˜
(ℓ),β
τ,σ , where β ∈ Z+ are
just numbers indexing terms, and σ : {1, 2, . . . , ℓ} → {1, 2, . . . , ℓ} is in
the set of permutations of ℓ indexes,
Θ(ℓ)τ =
∑
β∈Jℓ
∑
σ∈Σ(ℓ)
(T (ℓ),βτ,σ + T˜
(ℓ),β
τ,σ ).
To define the terms T
(ℓ),β
τ,σ and T˜
(ℓ),β
τ,σ appearing above, we use generic
notations where we drop the index β, that is, we denote Bj = B
β
j and
Sj = S
β
j . Then T
(2),β
τ,σ are terms of the form
T (2),βτ,σ = 〈Fτ ,Q(B2uσ(2) · B1uσ(1))〉L2(M0)(76)
= 〈Q∗Fτ ,B2uσ(2) · B1uσ(1)〉L2(M0)
= 〈uτ ,B2uσ(2) · B1uσ(1)〉L2(M0),
and T˜
(2),β
τ,σ = 0. Moreover, T
(3),β
τ are of the form
T (3),βτ,σ = 〈Fτ ,Q(B3uσ(3) · C1S1(B2uσ(2) · B1uσ(1)))〉L2(M0)(77)
= 〈uτ ,B3uσ(3) · C1S1(B2uσ(2) · B1uσ(1))〉L2(M0),
and T˜
(3),β
τ,σ = 0. When we consider the 4th order interaction terms T
(4),β
τ,σ
we change our notations by commuting Sj and Cj and using Leibniz
rule. For instance, if C1 is a first order operator, we write
Cβ1S
β
1 (B
β
2u2 · B
β
1u1) = [C
β
1 , S
β
1 ](B
β
2u2 · B
β
1u1) +
+S1((C
β
1B
β
2u2) · B
β
1u1) + S1(B
β
2u2 · ((C
β
1B
β
1u1)).
Using this we can eliminate the operators Cβj and increase the order of
the differential operators Bβj and allow S
β
j also be a commutator of Q
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and Cβj , that is, below we allow B
β
j and S
β
j to be of the form
Bβj : (vp)
10+L
p=1 7→ (b
r,(j,β)
p (x)∂
~k(β,j)
x vr(x))
10+L
p=1 , and(78)
Sβj = Q or S
β
j = I, or S
β
j = [Q, a(x)D
α],
where |~k(β)| =
∑4
j=1 k(β, j) ≤ 6. To simplify notations, we also enu-
merate again the obtained terms with the indexes β, that is, we con-
sider β as an index running over a non-specified finite set. To simplify
notations, we sometimes drop the super-index β below. With these
notations,
T (4),βτ,σ = 〈Fτ ,Q(B4uσ(4) ·S2(B3uσ(3) ·S1(B2uσ(2) · B1uσ(1))))〉L2(M0)
= 〈Q∗Fτ ,B4uσ(4) ·S2(B3uσ(3) ·S1(B2uσ(2) · B1uσ(1)))〉L2(M0)(79)
= 〈(B4uσ(4)) · uτ , S2(B3uσ(3) ·S1(B2uσ(2) · B1uσ(1)))〉L2(M0)
= 〈(B3uσ(3)) ·S
∗
2((B4uσ(4)) · u
τ), S1(B2uσ(2) · B1uσ(1))〉L2(M0)
and
T˜ (4),βτ,σ = 〈Fτ ,Q(S2(B4uσ(4) · B3uσ(3)) ·S1(B2uσ(2) · B1uσ(1)))〉L2(M0)
= 〈Q∗Fτ , S2(B4uσ(4) · B3uσ(3)) ·S1(B2uσ(2) · B1uσ(1))〉L2(M0)(80)
= 〈S2(B4uσ(4) · B3uσ(3)) · uτ , S1(B2uσ(2) · B1uσ(1))〉L2(M0).
When σ is the identity, we will omit it in our notations and denote
T
(4),β
τ = T
(4),β
τ,id , etc.
In particular, the term 〈Fτ ,Q(A2[u4,Q(A2[u3,Q(A2[u2, u1])])])〉, where
we recall that A2[v, w] = ĝ
npĝmqvnm∂p∂qwjk, can be written as a sum
of terms of the type T
(4),β
τ,σ , we obtain one term that will later cause
the leading order asymptotics. This term corresponds to σ = Id and
the indexes k1 = 6, k2 = k3 = k2 = 0, and we enumerate this term to
correspond β = β1 := 1 (we define these indexes used later)
~Sβ1 = (Q,Q) and k
β1
1 = 6, k
β1
2 = k
β1
3 = k
β1
2 = 0.(81)
3.6.5. Properties of indicator functions on a general manifold. To con-
sider the properties of the indicator functions related to the sources
fj ∈ I(Y (xj , ξj; t0, s0)), considered as sections of the bundle BK , where
(xj , ξj) ∈ L
+M0, xj ∈ Û , j ≤ 4, and the source Fτ determined by
(y, η) ∈ L+M0, y ∈ Û we denote in the following (x5, ξ5) = (y, η) and
continue to use the notation (~x, ~ξ) = ((xj , ξj))
4
j=1.
Definition 3.3. We say that the geodesics corresponding to (~x, ~ξ) =
((xj , ξj))
4
j=1 intersect and the intersection takes place at the point q if
there is q ∈ M0 such that for all j = 1, 2, 3, 4, there are tj ∈ (0, tj),
tj = ρ(xj , ξj) such that q = γxj,ξj (tj). In this case that such q exists
and is of the form q = γx5,ξ5(t5), t5 < 0, we say that (x5, ξ5) comes
from the 4-intersection of rays corresponding to (~x, ~ξ) = ((xj, ξj))
4
j=1.
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Also, we say that q is the intersection point corresponding to (~x, ~ξ) and
(x5, ξ5).
Let Λ+q be the lagrangian manifold
Λ+q = {(x, ξ) ∈ T
∗M0; x = γq,ζ(t), ξ
♯ = γ˙q,ζ(t), ζ ∈ L
+
q M0, t > 0}
Note that the projection of Λ+q on M0 is the light cone L
+
ĝ (q) \ {q}.
Below we say that a function F (z) is a meromorphic function of
the variables z ∈ Rm if F (z) = P (z)/Q(z) where P (z) and Q(z) are
real-analytic functions and Q(z) does not vanish identically. Next we
consider (~x, ~ξ) = ((xj , ξj))
4
j=1 and ϑ0, t0 > 0 that satisfy (see Fig. 13)
(i) xj ∈ Û , ξj ∈ L
+
xj
M0, xj 6∈ J
+
ĝ (xk), for j, k ≤ 4, j 6= k,(82)
(ii) For all j, k ≤ 4, dĝ+((xj , ξj), (xk, ξk)) < ϑ0,
(iii) There is y ∈ µ̂ such that for all j ≤ 4, dĝ+(y, xj) < ϑ0,
(iv) For j, k ≤ 4, j 6= k, we have xj(t0) 6∈ γxk,ξk(R+).
Above, (xj(h), ξj(h)) are defined in (69). We also consider a point
x6 ∈ Uĝ that satisfies for (~x, ~ξ) and t0 satisfies the condition
For all j ≤ 4, xcutj = γxj(t0),ξj(t0)(tj) 6∈ J
−
ĝ (x6),(83)
where tj := ρ(xj(t0), ξj(t0)).
Then, we denote V((~x, ~ξ), t0) = M0 \
4⋃
j=1
J+ĝ (γxj(t0),ξj(t0)(tj)).
Observe that V((~x, ~ξ), t0) is an open neighborhood of J
−
ĝ (x6).
The condition (83) implies that when we consider the past of x6, then
no geodesics γxj(t0),ξj(t0) has conjugate or cut points. Note that two such
geodesics γxj(t0),ξj(t0)([0,∞)) can intersect only once in V((~x,
~ξ), t0).
In the proposition below we will consider four spherical waves uj ∈
In−1/2(Λ(xj , ξj; t0, s0)), j = 1, 2, 3, 4, where the order n is low enough,
that is n ≤ −n1. A suitable value of n1 is n1 = 12, and the reason
for this is that we need to consider fourth order interaction terms and
each interaction involves two derivativs.
Proposition 3.4. Let (~x, ~ξ) = ((xj, ξj))
4
j=1 be future pointing light-like
vectors and x6 ∈ Uĝ satisfing (82)-(83). Let x5 ∈ V((~x, ~ξ), t0) ∩Uĝ and
(x5, ξ5) be a future pointing light-like vector such that x5 6∈ γxj ,ξj(R) for
j ≤ 4, t0 > 0, and x5 6∈ Y = Y(((xj, ξj))4j=1; t0), see (55) and (70).
There exists n1 ∈ Z+ such that the following holds: When s0 > 0 is
small enough, the function Θ
(ℓ)
τ , see (75), corresponding to the linear
waves uj ∈ I
n−1/2(Λ(xj, ξj; t0, s0)), j ≤ 4, defined in Lemma 3.1 with
n ≤ −n1, and the source Fτ satisfies the following:
(i) If (x5, ξ5) does not come from the 4-intersection of rays correspond-
ing to (~x, ~ξ), we have |Θ(4)τ | ≤ CNτ−N for all N > 0.
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Figure 13. A schematic figure where the space-time is
represented as the 2-dimensional set R1+1. The figure
shows the configuration in formulas (82) and (83). The
points x1 and x2, marked with red dots, are the points
from where we send light-like geodesics γxj ,ξj([t0,∞)),
j = 1, 2. The geodesics γxj,ξj ([t0,∞)), j = 3, 4 are not
in the figure. We assume the these geodesics intersect
at point q that is shown as a red point. The geodesics
γxj ,ξj([t0,∞)) have cut points and the first cut points pj
are shown as golden points. The point x6 ∈ Uĝ is such
that no cut points pj of geodesics are in the causal past
J−(x6) of the point x6 shown with red lines. Observa-
tions are done at the point x5 ∈ J
−(x6) ∩ Uĝ. The set
J−(x6) has a neighborhood V = V((~x, ~ξ), t0) that is the
complement of the set
⋃4
j=1 J
+(pj). The boundary of V
is shown with green lines. The the black "diamond" is
again the set Jĝ(p̂
−, p̂+) and the black line is the geodesic
µ̂. The domain inside the blue curve is the set Uĝ where
the sources are supported and the observations are done.
(ii) if (x5, ξ5) comes from the 4-intersection of rays corresponding to
(~x, ~ξ) and q is the corresponding intersection point, q = γxj ,ξj(tj), then
Θ(4)τ ∼
∞∑
k=m
skτ
−k(84)
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as τ →∞ where m = −4n+2. Here we use ∼ to denote that the terms
have the same asymptotics up an error O(τ−N) for all N > 0.
Moreover, let bj = (γ˙xj ,ξj(tj))
♭ and b = (bj)
5
j=1 ∈ (T
∗
qM0)
5, wj be the
principal symbols of the waves uj at (q, bj), and w = (wj)
5
j=1. Then
there is a real-analytic function G(b,w) such that the leading order
term in (84) satisfies
sm = G(b,w).(85)
Proof. Below, to simplify notations, we denote Kj = K(xj , ξj; t0, s0)
and K123 = K1 ∩ K2 ∩ K3 and K124 = K1 ∩ K2 ∩ K4, etc. We will
denote Λj = Λ(xj, ξ : j; t0, s0) to consider also the singularities of Kj
related to conjugate points.
Below we will consider separately the case when the following linear
independency condition,
(LI) Assume if that J ⊂ {1, 2, 3, 4} and y ∈ J−(x6) are such that
for all j ∈ J we have γxj,ξj (t
′
j) = y with some t
′
j ≥ 0, then the vectors
γ˙xj ,ξj(t
′
j), j ∈ J are linearly independent.
is valid and the case when (LI) is not valid.
Let us first consider the case when (LI) is valid.
By the definition of tj, if the intersection γx5,ξ5(R−)∩(∩
4
j=1γxj,ξj ((0, tj)))
is non-empty, it can contain only one point. In the case that such a
point exists, we denote it by q. When q exists, the intersection of Kj
at this point are transversal and we see that when s0 is small enough,
the set ∩4j=1Kj consists only of the point q. Next we consider so small
s0 that this is true.
We consider two local coordinates Z : W0 → R4 and Y : W1 → R4
such that W0,W1 ⊂ V((~x, ~ξ), t0), see definition after (83). We assume
that local coordinates are such that Kj ∩W0 = {x ∈ W0; Zj(x) = 0}
and Kj ∩ W1 = {x ∈ W1; Y
j(x) = 0} for j = 1, 2, 3, 4. In the Fig.
14, W0 is a neighborhood of z and W1 is the neighborhood of y. We
note that the origin 0 = (0, 0, 0, 0) ∈ R4 does not necessarily belong to
the set Z(W0) or the set Y (W1), for instance in the case when the four
geodesic γxj ,ξj do not intersect. However, this is the case when the four
geodesic intersect at the point q, we need to consider the case when W0
and W1 are neighborhoods of 0. Note that W0 and W1 do not contain
any cut points of the geodesic γxj ,ξj([t0,∞).
We will denote zj = Zj(x). We assume that Y : W1 → R4 are similar
coordinates and denote yj = Y j(x). We also denote below dyj = dY j
and dzj = dZj. Let Φ0 ∈ C∞0 (W0) and Φ1 ∈ C
∞
0 (W1).
Let us next considering the map Q∗ : C∞0 (W1)→ C
∞(W0). By [65],
Q∗ ∈ I(W1 × W0; ∆′TM0,Λĝ) is an operator with a classical symbol
and its canonical relation Λ′Q∗ is associated to a union of two inter-
secting lagrangian manifolds, Λ′Q∗ = Λ
′
ĝ ∪ ∆TM0 , intersecting cleanly
[65]. Let ε2 > ε1 > 0 and Bε1,ε2 be a pseudodifferential operator on
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M0 which is microlocally smoothing operator (i.e., the full symbol van-
ishes in local coordinates) outside in the ε2-neighborhood V2 ⊂ T ∗M0
of the set of the light like covectors L∗M0 and for which (I −Bε1,ε2) is
microlocally smoothing operator in the ε1-neighborhood V2 of L∗M0.
The neighborhoods here are defined with respect to the Sasaki metric
of (T ∗M0, ĝ
+) and ε2, ε1 are chosen later in the proof. Let us decom-
pose the operator Q∗ = Q∗1 + Q
∗
2 where Q
∗
1 = Q
∗(I − Bε1,ε2) and
Q∗2 = Q
∗Bε1,ε2. As ΛQ∗ = Λĝ ∪ ∆
′
TM0
, we see that then there is a
neighborhoodW2 =W2(ε2) of L∗M0×L∗M0 ⊂ (T ∗M0)2 such that the
Schwartz kernel Q∗2(r, y) of the operator Q
∗
2 satisfies
WF(Q∗2) ⊂ W2.(86)
Moreover, ΛQ∗1 ⊂ ∆
′
TM0
implying that Q∗1 is a pseudodifferential op-
erator with a classical symbol, Q∗1 ∈ I(W1 × W0; ∆
′
TM0
), and Q∗2 ∈
I(W1 ×W0; ∆
′
TM0
,Λĝ) is a Fourier integral operator (FIO) associated
to two cleanly intersecting lagrangian manifolds, similarly to Q∗.
In the case when p = 1 we can write Q∗p as
(Q∗1v)(z) =
∫
R4+4
eiψ1(z,y,ξ)q1(z, y, ξ)v(y) dydξ,(87)
where
ψ1(z, y, ξ) = (y − z) · ξ, for (z, y, ξ) ∈ W1 ×W0 × R
4,(88)
and a classical symbol q1(z, y, ξ) ∈ S−2(W1 × W0;R4), having a real
valued principal symbol
q˜1(z, y, ξ) =
χ(z, ξ)
gz(ξ, ξ)
where χ(z, ξ) ∈ C∞ is a cut-off function vanishing in a neighborhood
of the set where gz(ξ, ξ) = 0. Note that then Q1−Q
∗
1 ∈ Ψ
−3(W1×W0).
Furthermore, let us decompose Q∗1 = Q
∗
1,1 + Q
∗
1,2 corresponding to
the decomposition q1(z, y, ξ) = q1,1(z, y, ξ) + q1,2(z, y, ξ) of the symbol,
where
q1,1(z, y, ξ) = q1(z, y, ξ)ψR(ξ), q1,2(z, y, ξ) = q1(z, y, ξ)(1− ψR(ξ)),(89)
where ψR ∈ C
∞
0 (R
4) is a cut-off function that is equal to one in a ball
B(R) of radius R specified below.
Next we start to consider the terms T
(4),β
τ and T˜
(4),β
τ of the type (79)
and (80). In these terms, we can represent the gaussian beam uτ (z) in
W1 in the form
uτ (y) = e
iτϕ(y)a5(y, τ)(90)
where the function ϕ is a complex phase function having non-negative
imaginary part such that Imϕ, defined on W1, vanishes exactly on the
geodesic γx5,ξ5 ∩W1. Note that γx5,ξ5 ∩W1 may be empty. Moreover,
a5 ∈ S0clas(W1;R) is a classical symbol.
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Also, for y = γx5,ξ5(t) ∈ W1 we have that dϕ(y) = cγ˙x5,ξ5(t)
♭, with
c ∈ R \ {0}, is light-like.
We consider first the asymptotics of terms T
(4),β
τ and T˜
(4),β
τ of the
type (79) and (80) where S1 = S2 = Q and, symbols aj(z, θj), j ≤ 3
and aj(y, θj), j ∈ {4, 5} are scalar valued symbols written in the Z and
Y coordinates, B1,B2,B3 are multiplication operators with Φ0, and
B4 is a multiplication operators with Φ1 and consider section-valued
symbols and general operators later.
Let us consider functions Uj ∈ Ipj (Kj), j = 1, 2, 3, supported in W0
and U4 ∈ I(K4), supported in W1, having classical symbols,
Uj(x) =
∫
R
eiθjx
j
aj(x, θj)dθj, aj ∈ S
pj
clas(Wk(j);R),(91)
for all j = 1, 2, 3, 4 (Note that here the phase function is θjx
j = θ1x
1
for j = 1 etc, that is, there is no summing over index j). We may
assume that aj(x, θj) vanish near θj = 0.
As x5 ∈ V((~x, ~ξ), t0) ∩ Uĝ and W0,W1 ⊂ V((~x, ~ξ), t0), we see that
an example of functions (91) are Uj(z) = Φk(j)(z)uj(z), j = 1, 2, 3, 4,
where uj(z) are the pieces of the spherical waves. Here and below,
k(j) = 0 for j = 1, 2, 3 and k(4) = 1 and we also denote k(5) = 1. Note
that pj = n correspond to the case when Uj ∈ In(Kj) = In−1/2(N∗Kj).
Denote Λj = N
∗Kj and Λjk = N
∗(Kj ∩Kk). By [28, Lem. 1.2 and
1.3], the pointwise product U2 ·U1 ∈ I(Λ1,Λ12) + I(Λ2,Λ12) and thus
by [28, Prop. 2.2], Q(U2 ·U1) ∈ I(Λ1,Λ12) + I(Λ2,Λ12) and it can be
written as
Q(U2 ·U1) =
∫
R2
ei(θ1z
1+θ2z2)c1(z, θ1, θ2)dθ1dθ2.(92)
Note that here c1(z, θ1, θ2) is sum of product type symbols, see (26).
As N∗(K1 ∩ K2) \ (N∗K1 ∪ N∗K2) consist of vectors which are non-
characteristic for the wave operator, that is, the wave operator is elliptic
in a neighborhood of this subset of the cotangent bundle, the principal
symbol c˜1 of c1 on N
∗(K1 ∩K2) \ (N∗K1 ∪N∗K2) is given by
c˜1(z, θ1, θ2) ∼ s(z, θ1, θ2)a1(z, θ1)a2(z, θ2),(93)
s(z, θ1, θ2) = 1/g(θ1b
(1) + θ2b
(2), θ1b
(1) + θ2b
(2)) = 1/(2g(θ1b
(1), θ2b
(2))).
Note that s(z, θ1, θ2) is a smooth function on N
∗(K1 ∩K2) \ (N∗K1 ∪
N∗K2) and homogeneous of order (−2) in θ = (θ1, θ2). Here, we use
∼ to denote that the symbols have the same principal symbol. Let us
next make computations in the case when aj(z, θj) ∈ C∞(R4 × R) is
positively homogeneous for |θj | > 1, that is, we have aj(z, s) = a
′
j(z)s
pj ,
where pj ∈ N and |s| > 1. We consider T
(4),β
τ =
∑2
p=1 T
(4),β
τ,p where T
(4),β
τ,p
is defined as T
(4),β
τ by replacing the term Q∗(U4 · uτ) by Q∗p(U4 · uτ).
Let us now consider the case p = 2 and choose the parameters ε1 and
ε2 that determine the decomposition Q
∗ = Q∗1 +Q
∗
2. First, we observe
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that for p = 2 we can write using Z and Y coordinates
T
(4),β
τ,2 = τ
4
∫
R12
eiτΨ2(z,y,θ)c1(z, τθ1, τθ2)·(94)
· a3(z, τθ3)Q
∗
2(z, y)a4(y, τθ4)a5(y, τ) dθ1dθ2dθ3dθ4dydz,
Ψ2(z, y, θ) = θ1z
1 + θ2z
2 + θ3z
3 + θ4y
4 + ϕ(y).
Denote θ = (θ1, θ2, θ3, θ4) ∈ R
4. Consider the case when (z, y, θ)
is a critical point of Ψ2 satisfying Imϕ(y) = 0. Then we have θ
′ =
(θ1, θ2, θ3) = 0 and z
′ = (z1, z2, z3) = 0, y4 = 0, dyϕ(y) = (0, 0, 0,−θ4),
implying that y ∈ K4 and (y, dyϕ(y)) ∈ N∗K4. Since Imϕ(y) = 0, we
have that y = γx5,ξ5(t0) with some t0 ∈ R−. As we have γ˙x5,ξ5(t0)
♭ =
dyϕ(y) ∈ N∗yK4, we obtain γx5,ξ5([t0, 0]) ⊂ K4. However, this is not
possible by our assumption x5 6∈ ∪4j=1K(xj , ξj; s0) when s0 is small
enough. Thus the phase function Ψ2(z, y, θ) has no critical points sat-
isfying Imϕ(y) = 0.
When the orders pj of the symbols aj are small enough, the integrals
in the θ variable in (94) are convergent in the classical sense. Next
we use properties of wave front set to compute the asymptotics of an
oscillatory integrals and to this end we introduce the function
Q˜∗2(z, y, θ) = Q
∗
2(z, y),(95)
that is, consider Q∗2(z, y) as a constant function in θ. Below, denote
ψ4(y, θ4) = θ4y
4 and r = dϕ(y). Note that then dθ4ψ4 = y
4 and
dyψ4 = (0, 0, 0, θ4). Then in W1 ×W0 × R4
dz,y,θΨ2 = (θ1, θ2, θ3, 0; r + dyψ4(y, θ4), z
1, z2, z3, dθ4ψ4(y, θ4))
= (θ1, θ2, θ3, 0; dϕ(y) + (0, 0, 0, θ4), z
1, z2, z3, y4)
and we see that if ((z, y, θ), dz,y,θΨ2) ∈ WF(Q˜∗2) and Imϕ(y) = 0, we
have (z1, z2, z3) = 0, y4 = dθ4ψ4(y, θ4) = 0 and y ∈ γx5,ξ5. Thus
z ∈ K123 and y ∈ γx5,ξ5 ∩K4.
Let us use the following notations
z ∈ K123, ωθ := (θ1, θ2, θ2, 0) =
3∑
j=1
θjdz
j ∈ T ∗zM0,(96)
y ∈ K4 ∩ γx5,ξ5 , (y, w) := (y, dyψ4(y, θ4)) ∈ N
∗K4,
r = dϕ(y) = rjdy
j ∈ T ∗yM0, κ := r + w.
Then, y and θ4 satisfy y
4 = dθ4ψ4(y, θ4) = 0 and w = (0, 0, 0, θ4).
Note that by definition of the Y coordinates w is a light-like covector.
By definition of the Z coordinates, ωθ ∈ N∗K1 + N∗K2 + N∗K3 =
N∗K123.
Let us first consider what happens if κ = r+w = dϕ(y)+(0, 0, 0, θ4)
is light-like. In this case, all vectors κ, w, and r are light-like and satisfy
κ = r + w. This is possible only if r ‖ w, i.e., r and w are parallel,
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see [81, Cor. 1.1.5]. Thus r + w is light-like if and only if r and w are
parallel.
Consider next the case when (x, y, θ) ∈ W1 ×W0 × R4 is such that
((x, y, θ), dz,y,θΨ2) ∈ WF(Q˜∗2) and Imϕ(y) = 0. Using the above no-
tations (96), we obtain dz,y,θΨ2 = (ωθ, r + w; (0, 0, 0, dθ4ψ4(y, θ4))) =
(ωθ, dϕ(y) + (0, 0, 0, θ4); (0, 0, 0, y
4)), where y4 = dθ4ψ4(y, θ4) = 0, and
thus we have
((z, ωθ), (y, r + w)) ∈WF(Q
∗
2) = ΛQ∗2 .
PSfrag replacements
(x1, ξ1)
(x2, ξ2)
(x3, ξ3)
(x4, ξ4)
(x5, ξ5)
z
y
r
w
ωθ
Figure 14. A schematic figure where the space-time is
represented as the 3-dimensional set R1+1. In the figure
we consider the case A1 where three geodesics intersect at
z and the waves propagating near these geodesics interact
and create a wave that hits the fourth geodesic at the
point y, the produced singularities are detected by the
gaussian beam source at the point x5. Note that z and y
can be conjugate points on the geodesic connecting them.
In the case A2 the points y and z are the same.
As ΛQ∗2 ⊂ Λĝ∪∆
′
TM0
, this implies that one of the following conditions
are valid:
(A1) ((z, ωθ), (y, r + w)) ∈ Λĝ,
or
(A2) ((z, ωθ), (y, r + w)) ∈ ∆
′
TM0
.
Let γ0 be the geodesic with γ0(0) = z, γ˙0(0) = ω
♯
θ. Then (A1) and (A2)
are equivalent to the following conditions:
(A1) There is t0 ∈ R such that (γ0(t0), γ˙0(t0)♭) = (y, κ) and,
the vector κ is light-like,
or
(A2) z = y and κ = −ωθ.
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Consider next the case when (A1) is valid. As κ is light-like, r and
w are parallel. Then, as (γx5,ξ5(t1), γ˙x5,ξ5(t1)
♭) = (y, r) we see that γ0
is a continuation of the geodesic γx5,ξ5 , that is, for some t2 we have
(γx5,ξ5(t2), γ˙x5,ξ5(t2)) = (z, ωθ) ∈ N
∗K123. This implies that x5 ∈ Y
that is not possible by our assumptions. Hence (A1) is not possible.
Consider next the case when (A2) is valid. If we then would also
have that r ‖ w then r is parallel to κ = −ωθ ∈ N∗K123, and as
(γx5,ξ5(t1), γ˙x5,ξ5(t1)
♭) = (y, r) we would have x5 ∈ Y . As this is not
possible by our assumptions, we see that r and w are not parallel. This
implies that ωθ = −κ is not light-like.
For any given (~x, ~ξ) and (x5, ξ5) there exists ε2 > 0 so that ({(y, ωθ)}×
T ∗M) ∩W2(ε2) = ∅, see (86), and thus
({(y, ωθ)} × T
∗M) ∩WF(Q∗2)
′ = ∅.(97)
Next we assume that ε2 > 0 and also ε1 ∈ (0, ε2) are chosen so that (97)
is valid. Then there are no (z, y, θ) such that ((z, y, θ), dΨ2(z, y, θ)) ∈
WF(Q∗2) and Imϕ(y) = 0. Thus by Corollary 1.4 in [20] or [75, Lem.
4.1] yields T
(4),β
τ,2 = O(τ
−N) for all N > 0. Alternatively, one can use
the complex version of [22, Prop. 1.3.2], obtained using combining the
proof of [22, Prop. 1.3.2] and the method of stationary phase with a
complex phase, see [40, Thm. 7.7.17].
Thus to analyze the asymptotics of T
(4),β
τ we need to consider only
T
(4),β
τ,1 . Next, we analyze the case when U4 is a conormal distribution
and has the form (91).
Let us thus consider the case p = 1. Now
U4(y) · uτ(y) =
∫
R1
eiθ4y
4+iτϕ(y)a4(y, θ4)a5(y, τ) dθ4.(98)
Denoting by ψ1(z, t, ξ) = (y − z) · ξ the phase function of the pseudo-
differential operator Q∗1 we obtain by (87)
(Q∗1(U4 · uτ))(z) =
∫
R9
ei(ψ1(z,y,ξ)+θ4y
4+τϕ(y))q1(z, y, ξ)·
· a4(y, θ4)a5(y, τ) dθ4 dydξ.(99)
Then T
(4),β
τ,1 = T
(4),β
τ,1,1 + T
(4),β
τ,1,2 , cf. (89), where
T
(4),β
τ,1,k =
∫
R16
ei(θ1z
1+θ2z2+θ3z3+ψ1(z,y,ξ)+θ4y4+τϕ(y))c1(z, θ1, θ2)·(100)
· a3(z, θ3)q1,k(z, y, ξ)a4(y, θ4)a5(y, τ) dθ1dθ2dθ3dθ4dydzdξ,
or
T
(4),β
τ,1,k = τ
8
∫
R16
eiτ(θ1z
1+θ2z2+θ3z3+ψ1(z,y,ξ)+θ4y4+ϕ(y))c1(z, τθ1, τθ2)·(101)
· a3(z, τθ3)q1,k(z, y, τξ)a4(y, τθ4)a5(y, τ) dθ1dθ2dθ3dθ4dydzdξ.
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Let (z, θ, y, ξ) be a critical point of the phase function
Ψ3(z, θ, y, ξ) = θ1z
1 + θ2z
2 + θ3z
3 + (y − z) · ξ + θ4y
4 + ϕ(y).(102)
Then
∂θjΨ3 = 0, j = 1, 2, 3 yield z ∈ K123,(103)
∂θ4Ψ3 = 0 yields y ∈ K4,
∂zΨ3 = 0 yields ξ = ωθ,
∂ξΨ3 = 0 yields y = z,
∂yΨ3 = 0 yields ξ = −∂yϕ(y)− w.
The critical points we need to consider for the asymptotics satisfy also
(104)
Imϕ(y) = 0, so that y ∈ γx5,ξ5, Im dϕ(y) = 0, Re dϕ(y) ∈ L
∗,+
y M0.
Next we analyze the terms T
(4),β
τ,1,k starting with k = 2. Observe that
the 3rd and 5th equations in (103) imply that at the critical points
ξ = (∂y1ϕ(y), ∂y2ϕ(y), ∂y3ϕ(y), 0). Thus the critical points are bounded
in the ξ variable. Let us now fix the parameter R determining ψR(ξ) in
(89) so that ξ-components of the critical points are in a ball B(R) ⊂ R4.
Using the identity eΨ3 = |ξ|−2(∇z − ωθ)2eΨ3 where ωθ = (θ1, θ1, θ1, 0)
we can include the operator |ξ|−2(∇z − ωθ)2 in the integral (101) with
k = 2 and integrate by parts. Doing this two times we can show
that this oscillatory integral (101) with k = 2 becomes an integral of
a Lebesgue-integrable function. Then, by using method of stationary
phase and the fact that ψR(ξ) vanishes at all critical points of Ψ3 where
ImΨ3 vanishes, we see that T
(4),β
τ,1,2 = O(τ
−n) for all n > 0.
Above, we have shown that the term T
(4),β
τ,1,1 has the same asymptotics
as T
(4),β
τ . Next we analyze this term. Let (z, θ, y, ξ) be a critical point
of Ψ3(z, θ, y, ξ) such that y satisfies (104). Let us next use the same
notations (96) which we used above. Then (103) and (104) imply
z = y ∈ γx5,ξ5 ∩
4⋂
j=1
Kj, ξ = ωθ = −r − w.(105)
Note that in this case all the four geodesics γxj ,ξj intersect at the point
q and by our assumptions, r = dϕ(y) is such a co-vector that in the Y -
coordinates r = (rj)
4
j=1 with rj 6= 0 for all j = 1, 2, 3, 4. In particular,
this shows that the existence of the critical point of Ψ3(z, θ, y, ξ) implies
that there exists an intersection point of γx5,ξ5 and
⋂4
j=1Kj . Equations
(105) imply also that
r =
4∑
j=1
rjdy
j = −ωθ − w = −
3∑
j=1
θjdz
j − θ4dy
4.
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To consider the case when y = z, let us assume for a while that
that W0 = W1 and that the Y -coordinates and Z-coordinates coincide,
that is, Y (x) = Z(x). Then the covectors dzj = dZj and dyj = dY j
coincide for j = 1, 2, 3, 4. Then we have
rj = −θj , i.e., θ := θjdz
j = −r = rjdy
j ∈ T ∗yM0.(106)
Let us apply the method of stationary phase to T
(4),β
τ,1,1 as τ → ∞.
Note that as c1(z, θ1, θ2) is a product type symbol, we need to use the
fact θ1 6= 0 and θ2 6= 0 for the critical points as we have by (106) and
the fact that r = dϕ(y)|y 6∈ N
∗K234 ∪N
∗K134 as x5 6∈ Y and assuming
that s0 is small enough.
In local Y and Z coordinates where z = y = (0, 0, 0, 0) we can use
the method of stationary phase, similarly to proofs of [33, Thm. 1.11
and 3.4], to compute the asymptotics of (101) with k = 1. Let us
explain this computation in detail. To this end, let us start with some
preparatory considerations.
Let φ1(z, y, θ, ξ) be a smooth bounded function in C
∞(W0 ×W1 ×
R4 × R4) that is homogeneous of degree zero in the (θ, ξ) variables in
the set {|(θ, ξ)| > R0} with some R0 > 0. Assume that φ1(z, y, θ, ξ)
is equal to one in a conic neighborhood, with respect to (θ, ξ), of the
points where some of the θj or ξk variable is zero. Note that in this
set the positively homogeneous functions aj(z, θj/|θj |) may be non-
smooth. Let Σ ⊂ W0 ×W1 × R
4 × R4 be a conic neighborhood of the
critical points of the phase function Ψ3(y, z, θ, ξ). Also, assume that
the function φ1(y, z, θ, ξ) vanishes in the intersection of Σ and the set
{|(θ, ξ)| > R0}. Let
Ψ(τ)(z, y, θ, ξ) = θ1z
1 + θ2z
2 + θ3z
3 + ψ1(z, y, ξ) + θ4y
4 + τϕ(y)
be the phase function appearing in (100). Note that Σ contains the
critical points of Ψ(τ) for all τ > 0. Let
Lτ =
φ1(z, y, τ
−1θ, τ−1ξ)
|dz,y,θ,ξΨ(τ)(z, y, θ, ξ)|2
(dz,y,θ,ξΨ(τ)(z, y, θ, ξ))· dz,y,θ,ξ,
so that
Lτ exp(Ψ(τ)) = φ1(z, y, τ
−1θ, τ−1ξ) exp(Ψ(τ)).(107)
Note that if Imϕ(y) = 0, then y ∈ γx5,ξ5 and hence dϕ(y) does not
vanish and that when τ is large enough, the function Ψ(τ) has no crit-
ical points in the support of φ1. Using these we see that γx5,ξ5 ∩W1
has a neighborhood V1 ⊂ W1 where |dϕ(y)| > C0 > 0 and there are
C1, C2, C3 > 0 so that if τ > C1, y ∈ V1, and (z, y, θ, ξ) ∈ supp (φ1)
then
|dz,y,θ,ξΨ(τ)(z, y, θ, ξ)|
−1 ≤
C2
τ − C3
.(108)
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After these preparatory steps, we are ready to compute the asymp-
totics of T
(4),β
τ,1,1 . To this end, we first transform the integrals in (101) to
an integral of a Lebesgue integrable function by using integration by
parts of |ξ|−2(∇z−ωθ)2 as explained above. Then we decompose T
(4),β
τ,1,1
into three terms T
(4),β
τ,1,1 = I1 + I2 + I3. To obtain the first term I1 we
include the factor (1 − φ1(z, y, θ, ξ)) in the integral (101) with k = 1.
The integral I1 can then be computed using the method of stationary
phase similarly to the proof of [33, Thm. 3.4]. Let χ1 ∈ C∞(W1) be
a function that is supported in V1 and vanishes on γx5,ξ5. The terms
I2 and I3 are obtained by including the factor φ1(z, y, τ
−1θ, τ−1ξ)χ1(y)
and φ1(z, y, τ
−1θ, τ−1ξ)(1− χ1(y)) in the integral (100) with k = 1, re-
spectively. (Equivalently, the terms I2 and I3 are obtained by including
the factor φ1(z, y, θ, ξ)χ1(y) and φ1(z, y, θ, ξ)(1− χ1(y)) in the integral
(101) with k = 1, respectively.) Using integration by parts in integral
(100) and inequalities (107) and (108), we see that that I2 = O(τ
−N)
for all N > 0. Moreover, the fact that Imϕ(y) > c1 > 0 in W1 ∩ V1
implies that I3 = O(τ
−N) for all N > 0.
Combining the above we obtain the asymptotics
T (4),βτ ∼ τ
4+4−16/2−2+ρ−2
∞∑
k=0
ckτ
−k = τ−4+ρ
∞∑
k=0
ckτ
−k,(109)
c0 = h(z
(0))c1(0,−r1,−r2)a˜3(0,−r3)q˜1(0, 0,−(r1, r2, r3, 0))a˜4(0,−r4)a˜5(0, 1),
where ρ =
∑5
j=1 pj and a˜j is the principal symbol of aj etc. The factor
h(z(0)) is non-vanishing and is determined by the determinant of the
Hessian of the phase function ϕ at q. A direct computation shows that
det(Hessz,y,θ,ξΨ3(z
(0), y(0), θ(0), ξ(0)) = 1. Above, (z(0), y(0), θ(0), ξ(0)) is
the critical point satisfying (103) and (104), where in the local coordi-
nates (z(0), y(0)) = (0, 0) and h(z(0)) is constant times powers of values
of the cut-off functions Φ0 and Φ1 at zero. Recall that we considered
above the case when Bj are multiplication operators with these cut-off
functions. The term ck depends on the derivatives of the symbols aj
and q1 of order less or equal to 2k at the critical point. If Ψ3(z, θ, y, ξ)
has no critical points, that is, q is not an intersection point, we obtain
the asymptotics T
(4),β
τ,1,1 = O(τ
−N) for all N > 0.
For future reference we note that if we use the method of stationary
phase in the last integral of (101) only in the integrals with respect
to z and ξ, yielding that at the critical point we have y = z and
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ξ = ωβ(θ) = (θ1, θ2, θ3, 0), we see that T
(4),β
τ,1,1 can be written as
T
(4),β
τ,1,1 = cτ
4
∫
R8
ei(θ1y
1+θ2y2+θ3y3+θ4y4)+iτϕ(y)c1(y, θ1, θ2)·(110)
· a3(y, θ3)q1,1(y, y, ωβ(θ))a4(y, θ4)a5(y, τ) dθ1dθ2dθ3dθ4dy
= cτ 8
∫
R8
eiτ(θ1y
1+θ2y2+θ3y3+θ4y4+ϕ(y))c1(y, τθ1, τθ2)·
· a3(y, τθ3)q1,1(y, y, τωβ(θ))a4(y, τθ4)a5(y, τ) dθ1dθ2dθ3dθ4dy.
Next, we consider the terms T˜
(4),β
τ of the type (80). Such term is
an integral of the product of uτ and two other factors Q(U2 ·U1) and
Q(U4 ·U3). As the last two factors can be written in the form (92), one
can see using the method of stationary phase that T˜
(4),β
τ has similar
asymptotics to T
(4),β
τ as τ → ∞, with the leading order coefficient
c˜0 = h˜(z
(0))c˜1(0,−r1,−r2)c˜2(0,−r3,−r4) where c˜2 is given as in (93)
with symbols a˜3 and a˜4, and moreover, h˜(z
(0)) is a constant times
powers of values of the cut-off functions Φ0 and Φ1 at zero.
This proves the claim in the special case where uj are conormal
distributions supported in the coordinate neighborhoods Wk(j), aj are
positively homogeneous scalar valued symbols, Sj = Q, and Bj are
multiplication functions with smooth cut-off functions.
By using a suitable partition of unity and summing the results of
the above computations, similar results to the above follows when aj
are general classical symbols that are B-valued and the waves uj are
supported on J+ĝ (supp (fj)). Also, Sj can be replaced by operators of
type (78) and Bj can replaced by differential operator without other
essential changes expect that the highest order power of τ changes.
Then, in the asymptotics of terms T
(4),β
τ the function h(z(0)) in (109)
is a section in dual bundle (BL)
4. The coefficients of h(z(0)) in local
coordinates are polynomials of ĝjk, ĝjk, φ̂ℓ, and their derivatives at z
(0).
Similar representation is obtained for the asymptotics of terms T˜
(4),β
τ .
As we integrated by parts two times the operator (∇z−ωθ)2 and the
total order of of Bj is less or equal to 6, we see that it is enough to
assume above that the symbols aj(z, θj) are of order (−12) or less. The
leading order asymptotics come from the term where the sum of orders
of Bj is 6 and pj = n for j = 1, 2, 3, 4, p5 = 0 so that m = −4−ρ+6 =
4n + 2. We also see that the terms containing permutation σ = σβ of
the indexes of the spherical waves can be analyzed analogously. This
proves (84).
Making the above computations explicitly, we obtain an explicit for-
mula for the leading order coefficient sm in (84) in terms of b and w,
multiplied with the power (−1/2) of the determinant of the Hessian of
the phase function Ψ3 at the critical point q in the Z-coordinates de-
termined by (~x, ~ξ) and (x5, ξ5). This show that sm coincides with some
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real-analytic function G(b,w) multiplied by a non-vanishing function
R(p, (~x, ~ξ), (x5, ξ5)), corresponding to the power of the Hessian, that
depends on the phase function ϕ in the Z coordinates. This proves the
claim in the case when the linear independency condition (LI) is valid.
Next, consider the case when the linear independency condition
(LI) is not valid. Again, by the definition of tj, if the intersection
γx5,ξ5(R−) ∩ (∩
4
j=1γxj ,ξj ((0, tj))) is non-empty, it can contain only one
point. In the case that such a point exists, we denote it by q.
When (LI) is not valid, we have that the linear space span(bj ; j =
1, 2, 3, 4) ⊂ T ∗qM0 has dimension 3 or less. We use the facts that for
w ∈ I(Λ1,Λ2) we have WF(w) ⊂ Λ1 ∪ Λ2 and the fact, see [22, Thm.
1.3.6]
WF(v ·w) ⊂WF(v) ∪WF(w) ∪ {(x, ξ + η); (x, ξ) ∈WF(v), (x, η) ∈WF(w)}.
Let us next consider the terms corresponding to the permutation σ =
Id. The above facts imply that G˜(4),β in (62) satisfies
WF(G˜(4),β) ∩ T ∗qM0 ⊂ Zs0 := Xs0 ∪
⋃
1≤j≤4
N∗Kj ∪
⋃
1≤j<k≤4
N∗Kjk,
where Xs0 = X ((~x, ~ξ); t0, s0). Also, for
w123 = B
β
3u3 · C
β
1S
β
1 (B
β
2u2 · B
β
1u1),
appearing in (63), we have WF(w123) ⊂ Zs0 and thus using Hörman-
der’s theorem [42, Thm. 26.1.1], we see that WF(Sβ2 (w123)) ⊂ Λ
(3),
where Λ(3) is the flowout of Zs0 in the canonical relation of Q. Then
π(Λ(3)) ⊂ Ys0 ∪
⋃
1≤j≤4
Kj ∪
⋃
1≤j<k≤4
Kjk,
where Ys0 = Y((~x, ~ξ); t0, s0) and π : T
∗M0 → M0 is the projection to
the base point.
Observe that E = span(bj ; j = 1, 2, 3, 4) ⊂ T ∗qM0 has dimension 3
or less, Λ(3) ∩ T ∗qM0 ⊂ E and WF(u4) ∩ T
∗
qM0 ⊂ E. Thus, G
(4),β =
Bβ4u4 ·C
β
2S
β
2 (w123) satisfies WF(G
(4),β)∩T ∗qM0 ⊂ E. Now, E ⊂ Zs0. By
our assumption, (q, b5) 6∈ X ((~x, ~ξ); t0), and thus, cf. (62), we see that
〈uτ ,Q(
∑
β≤n1
G(4),β + G˜(4),β)〉 = O(τ−N)
for all N > 0 when s0 is small enough. The terms where the permu-
tation σ is not the identity can be analyzed similarly. This proves the
claim in the case when the linear independency condition (LI) is not
valid. 
Proposition 3.5. Let the assumptions of Proposition 3.4 be valid.
Moreover, assume that (x5, ξ5) comes from the 4-intersection of rays
corresponding to (~x, ~ξ) and q is the corresponding intersection point.
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Then the point x5 has a neighborhood V so that M4 in V satisfies
M4|V ∈ I(V ; Λ+q ).
Proof. Let us fix (xj , ξj), j ≤ 4, s0, and the waves uj ∈ I(Kj), j ≤ 4.
Let us consider the same condition (LI) that was used in the proof
of Prop. 3.4. First we observe that if (LI) is not valid, we see using the
proof of Prop. 3.4, (see the end of the proof where the case when (LI)
is not valid is considered) thatM(4) is C∞ smooth in V\(Y∪
⋃4
j=1Kj).
Thus to prove the claim of the proposition we can assume that (LI) is
valid.
Let us decompose F (4), given by (62) and (63)-(64) as F (4) = F (4)1 +
F (4)2 where F
(4)
p is defined similarly to F (4) in (62) and (63)-(64) by
modifying these formulas so that the operator Sβ1 is replaced by S
β
1,p,
where Sβ1,p = Qp, when S
β
1 = Q, and S
β
1,p = (2 − p)I, when S
β
1 = I.
Here, the operators Qp are defined as above using the parameters ε2
and ε1 defined below.
Using formulae (62), (91), (92), and (99) we see that near near q in
the Y coordinates M(4)1 = QF
(4)
1 can be calculated using that
F (4)1 (y) =
∫
R4
eiy
jθjb(y, θ) dθ,(111)
where Kj in local coordinates is given by {yj = 0} and b(y, θ) is a
finite sum of terms that are products of some of the following terms:
at most one product type symbol cl(y, θj, θk) ∈ S(W0;R × (R \ {0}))
(they appear in the terms (79)-(80) where the Sβj operators are Q and
do not appear if these operators are the identity), and one ore more
term which is either the symbols aj(y, θj) ∈ Sn(W0;R), or the functions
q1(y, y, ωβ(θ)), cf. (110), where ωβ(θ) is equal to some of the vectors
(θ1, θ2, θ3, 0), (θ1, θ2, 0, θ4), (θ1, 0, θ3, θ4), or (0, θ1, θ3, θ4), depending on
the permutation σ.
Let us consider next the source Fτ is determined by the functions
(p, h) in (72). Then using the method of stationary phase gives the
asymptotics, c.f. (110),
〈uτ ,F
(4)
1 〉∼τ
8
∫
R8
eiτ(ϕ(y)+y
jθj)(a5(y, τ), b(y, τθ))Ĝdθdy ∼
∞∑
k=m
sk(p, h)τ
−k
where Ĝ is a Riemannian metric of the fiber of BL at y, that is iso-
morphic to R10+L, and the critical point of the phase function is y = 0
and θ = −dϕ(0). As we saw above, we have that when ε2 > 0 is small
enough then for p = 2 we have 〈uτ ,F
(4)
p 〉 = O(τ−N) for all N > 0.
Let us choose sufficiently small ε3 > 0 and choose a function χ(θ) ∈
C∞(R4) that vanishes in a ε3-neighborhood (in the ĝ
+ metric) of Aq,
Aq := N
∗
qK123 ∪N
∗
qK134 ∪N
∗
qK124 ∪N
∗
qK234(112)
and is equal to 1 outside the (2ε3)-neighborhood of this set.
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Let φ ∈ C∞0 (W1) be a function that is one near q. Also, let
b0(y, θ) = φ(y)χ(θ)b(y, θ)
be a classical symbol, p =
∑4
j=1 pj , and let F
(4),0(y) ∈ Ip−4(q) be the
conormal distribution that is given by the formula (111) with b(y, θ)
being replaced by b0(y, θ).
When ε3 is small enough (depending on the point x5), we see that
Fτ is determined by functions (p, h) and the corresponding gaussian
beams uτ propagating on the geodesic γx5,ξ5(R) such that the geodesic
passes through x5 ∈ V , we have
〈uτ ,F
(4),0〉 ∼
∞∑
k=m
sk(p, h)τ
−k,
that is, we have 〈uτ ,F (4),0〉 − 〈uτ ,F (4)〉 = O(τ−N for all N . When
γx5,ξ5(R) does not pass through q, we have that 〈uτ ,F
(4)〉 and 〈uτ ,F (4),0〉
are both of order O(τ−N) for all N > 0.
Let V ⊂ V((~x, ~ξ), t0) \
⋃4
j=1 γxj ,ξj([0,∞)), see (83), be an open set.
By varying the source Fτ , defined in (72), we see, by multiplying the
solution with a smooth cut of function and using Corollary 1.4 in [20]
in local coordinates, or [64], we see that the functionM4−QF (4),0 has
no wave front set in T ∗(V ) and it is thus C∞-smooth function in V .
As by [28], Q : Ip−4({q}) → Ip−4−3/2,−1/2(N∗({q}),Λ+q ), the above
implies that
M4|V \Y ∈ I
p−4−3/2(V \ Y ; Λ+q ),(113)
where Y = Y((~x, ~ξ), t0, s0). When x5 if fixed, choosing s0 to be small
enough, we obtain the claim. 
Next we will show that the function G is not identically vanishing.
3.6.6. WKB computations and the indicator functions in the Minkowski
space. To show that the function (85) is not identically vanishing, we
will consider waves in Minkowski space.
In this section ĝjk = diag (−1, 1, 1, 1) denotes the metric in the stan-
dard coordinates of the Minkowski space R4. Below we call the prin-
cipal symbols of the linearized waves the polarizations to emphasize
their physical meaning. To show that G(b,w) is non-vanishing, recall
that w = (wj)
5
j=1 where for j ≤ 4 the polarizations wj = (vj , v
′
j), rep-
resented as a pair of metric and scalar field polarizations, the metric
part of the polarization vj has to satisfy 4 linear conditions. Because
of this, below we study the case when all polarizations of the matter
fields at q vanish, that is, v′j = 0 for all j, and vj satisfies 4 conditions.
In this case, in Minkowski space the function G(v, 0,b) can be analyzed
by assuming that there are no matter fields, which we do next. Later
we return to the case of general polarizations. Next, we denote the
g-components amplitudes by vj = v
(j).
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Instead of the indicator function Θ(4)(v, 0,b) given in (84) para-
metrized by (v, 0,b) we will consider the function parametrized by
the variables (v,b), where b = (b(j))5j=1, b
(j) ∈ R4, are as before but
v = (v(j))5j=1 are the amplitudes of the linear waves taking values in
symmetric 4×4 matrices. In addition, we assume that the waves uj(x),
j = 1, 2, 3, 4, solving the linear wave equation in the Minkowski space,
are of the form
uj(x) = v
(j)
(
b(j)p x
p
)a
+
, ta+ = |t|
aH(t),
where b
(j)
p dxp, p = 1, 2, 3, 4 are four linearly independent light-like co-
vectors of R4, a > 0 and v(j) are constant 4 × 4 matrices. We also
assume that b(5) is not in the linear span of any three vectors b(j),
j = 1, 2, 3, 4. In the following, we denote b(j) · x := b(j)p xp.
Let us next consider the wave produced by interaction of two plane
wave type solutions in the Minkowski space.
Next, we will consider an operator Q0, which is an algebraic inverse
of ĝ in Minkowski space, that we will define for certain products
of Heaviside functions and polynomials. Let b(1) = (1, p1, p2, p3) and
b(2) = (1, q1, q2, q3) be light like vectors. We use the notations
va1,a2(x; b(1), b(2)) = (b(1) · x)a1+ · (b
(2) · x)a2+
and define
Q0(v
a1,a2(x; b(1), b(2))) =
1
2(a1 + 1)(a2 + 1) ĝ(b(1), b(2))
va1+1,a2+1(x; b(1), b(2)).
Then ĝ(Q0(v
a1,a2(x; b(1), b(2)))) = va1,a2(x; b(1), b(2)). Note that the
function va1,a2(x; b(1), b(2)) is a product of two plane waves and it is
supported in the causal future of the space-like set K12. This implies
that
Q0(v
a1,a2(x; b(1), b(2))) = Q(va1,a2(x; b(1), b(2)))
where Q is the causal inverse of the wave operator  in the Minkowski
space.
Similarly to the above we denote
va,0τ (x; b
(4), b(5)) = u4(x) u
τ
0(x), u4(x) = (b
(4) · x)a+, u
τ
0(x) = e
iτ b(5)·x.
Thenĝ(v
a,0
τ (x; b
(4), b(5))) = 2a ĝ(b(4), b(5))iτ va−1,0τ (x; b
(4), b(5)) and hence
we define
(114)
Q0(v
a,0
τ (x; b
(4), b(5))) =
1
2i(a + 1) ĝ(b(4), b(5))τ
va+1,0τ (x; b
(4), b(5)).
Later, we will consider the relation between Q0 and the causal inverse
Q.
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Next we prove that the indicator function G(v,b) in (85) does not
vanish identically by showing that it coincides with the formal indicator
function G(m)(v,b), which is a real-analytic function that does not
vanish identically
Below, let x = (x0, x1, x3, x4) be the standard coordintes in the
Minkowski space and let z = (zj)4j=1 be light-like coordinates z
j =
b(z) · x. We denote x = X(z) and z = Z(x). Also, let P be a vector
such that b(5) · x = P · z.
Let h ∈ C∞0 (R
4) be a function that has value 1 in a neigbhorhood of
x = 0, T0 > 1 be such that supp (h) is contained in the set {x; x0 < T0}.
Let χ = χ(x0) ∈ C∞(R) be zero for x0 > T0+1 and one for x
0 < T0.
We define the (Minkowski) indicator function (c.f. (85))
G(m)(v,b) = lim
τ→∞
τm(
∑
β≤n1
∑
σ∈Σ(4)
T (m),βτ,σ + T˜
(m),β
τ,σ ),
where the super-index (m) refers to the word "Minkowski". Above,
σ : {1, 2, 3, 4} → {1, 2, 3, 4} runs over all permutations of indexes of
the waves uj, where b = (b
(1), b(2), . . . , b(5)) and T
(m),β
τ,σ and T˜
(m),β
τ,σ are
counterparts of the functions T
(4),β
τ and T˜
(4),β
τ , see (79)-(80), obtained
by replacing the pieces of the spherical waves and the gaussian beam by
plane waves by replacing the parametrix Q with a formal parametrix
Q0 and including in the obtained formula a smooth cut off function
h ∈ C∞0 (M) which is one near the intersection point of the waves, and
permutating indexes, that is,
T (m),βτ,σ = 〈S
0
2(u
τ · B4uσ(4)), h · B3uσ(3) ·S
0
1(B2uσ(2) · B1uσ(1))〉L2(R4),(115)
T˜ (m),βτ,σ = 〈u
τ , h ·S02(B4uσ(4) · B3uσ(3)) ·S
0
1(B2uσ(2) · B1uσ(1))〉L2(R4),(116)
where uj = v(j)(b
(j) · x)a+, j = 1, 2, 3, 4 and
uτ (x) = χ(x0)v(5) exp(iτb
(5) · x).
Moreover, Bj = Bj,β and finally, S0j = S
0
j,β ∈ {Q0, I}. We note that
here that the algebraic inverse Q0 is used to replace both the causal
parametrix Q and the anti-causal parametrix Q∗, and the commutator
terms do not appear at all.
Let us now consider the orders of the differential operators appearing
above. The orders kj = ord(B
β
j ) of the differential operators B
β
j , defined
in (78), depend on ~S0β = (S
0
1,β, S
0
2,β) as follows: When β is such that
~S0β = (Q0,Q0), for the terms T
(m),β
τ,σ we have
k1 + k2 + k3 + k4 ≤ 6, k3 + k4 ≤ 4, k4 ≤ 2(117)
and for the terms T˜
(m),β
τ,σ we have
k1 + k2 + k3 + k4 ≤ 6, k1 + k2 ≤ 4, k3 + k4 ≤ 4.(118)
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When β is such that ~S0β = (I, Q0) we have for terms T
(m),β
τ,σ
k1 + k2 + k3 + k4 ≤ 4, k4 ≤ 2,(119)
and for terms T˜
(m),β
τ,σ we have
k1 + k2 + k3 + k4 ≤ 4, k1 + k2 ≤ 2.(120)
When β is such that ~S0β = (Q0, I), both for the terms T
(m),β
τ,σ and
T˜
(m),β
τ,σ we have
k1 + k2 + k3 + k4 ≤ 4, k3 + k4 ≤ 2.(121)
Finally, when β is such that ~S0β = (I, I), for the terms T
(m),β
τ,σ and T˜
(m),β
τ,σ
we have k1 + k2 + k3 + k4 ≤ 2.
Lemma 3.6. When b(j), j = 1, 2, 3, 4 are linearly independent light-
like co-vectors and light-like co-vector b(5) is not in the linear span of
any three vectors b(j), j = 1, 2, 3, 4 we have G(w,b) = G(m)(v,b) when
w(j) = (v(j), 0) ∈ R
10 × RL.
Proof. Let us start by considering the relation ofQ0 with the causal
inverse Q in (114). Let
wτ,0 = Q0(v
a,0
τ ( · ; b
(4), b(5)))
=
∫
R
eiθ4z
4+iτP ·za4(z, θ4)dθ4,
wτ = Q
∗(J),
J = u4 · (χ · u
τ
0),
where
J(z) = χ(X0(z))wτ,0
=
∫
R
eiθ4z
4+iτP ·z(τb1(z, θ4) + b2(z, θ4))a5(z, τ)dθ4,
where a5(z, τ) = 1. Then
(wτ − χwτ,0) = J1, for x ∈ R
4,
J1 = [, χ]wτ,0
=
∫
R
eiθ4z
4+iτP ·z(τb3(z, θ4) + b4(z, θ4))dθ4,
where b3(z, θ4) and b4(z, θ4) are supported in the domain T0 < X
0(z) <
T0 + 1 and wτ − χwτ,0 is supported in domain X0(z) < T0 + 1 . Thus
wτ = χwτ,0 +Q
∗J1.
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Here, we can write
J1(z) = u
(1)
4 (z)u
τ,(1)(z) + u
(2)
4 (z)u
τ,(2)(z), where(122)
u
(1)
4 (z) =
∫
R
eiθ4z
4
b3(z, θ4)dθ4,
uτ,(1)(z) = τuτ (z),
u
(2)
4 (z) =
∫
R
eiθ4z
4
b4(z, θ4)dθ4,
uτ,(2)(z) = uτ(z).
Let us now substitute this in to the above microlocal computations
done in the proof of Prop. 3.4.
Recall that b(j), j = 1, 2, 3, 4, are four linearly independent co-
vectors. This means that a condition analogous to (LI) in the proof
of Prop. 3.4 is satisfied, and that b(5) is not in the space spanned by
any of three of the co-vectors b(j), j = 1, 2, 3, 4. Also, observe that hy-
perplanes Kj = {x ∈ R4; b(j) · x = 0} intersect at origin of R4. Thus,
we see that the arguments in the proof of Prop. 3.4 are valid mutatis
mutandis if the phase function of the gaussian beam ϕ(x) is replaced
by the phase function of the plane wave, b(5) · x, and the geodesic γx5,ξ5 ,
on which the gaussian beam propagates, is replaced by the whole space
R4. In particular, as b(5) is not in the space spanned by any of three of
those co-vectors, the case (A1) in the proof of Prop. 3.4 cannot occur.
In particular, we see that the leading order asymptotics of the terms
T βτ,σ and T˜
β
τ,σ does not change as these asymptotics are obtained using
the method of stationary phase for the integral (110) and the other
analogous integrals at the critical point z = 0. In other words, we
can replace the gaussian beam by a plane wave in our considerations
similar to those in the proof of Prop. 3.4.
Using (122) and the fact that b3(z, θ4) and b4(z, θ4) vanish near z = 0,
we see that if u4 and u
τ are replaced by u
(j)
4 and u
τ,(j), respectively,
where j ∈ {1, 2} and we can do similar computations based on the
method of stationary phase as are done in the proof of Proposition
3.4. Then both terms T βτ,σ and T˜
β
τ,σ have asymptotics O(τ
−N) for all
N > 0 as τ → ∞. In other words, in the proof of Prop. 3.4 the
term wτ = Q
∗(u4u
τ ) can be replaced by χwτ,0 without changing the
leading order asymptotics. This shows that G(w,b) = G(m)(v,b),
where w(j) = (v(j), 0) ∈ R10 × RL. 
Proposition 3.7. Let X be the set of (b, v(2), v(3), v(4)), where b is a 5-
tuple of light-like covectors b = (b(1), b(2), b(3), b(4), b(5)) and v(j) ∈ R10,
j = 2, 3, 4 are the polarizations that satisfy the equation (54) with re-
spect to b(j), i.e., the divergence condition for the principal symbols.
Also, let a ∈ Z+ be large enough. Then for (b, v(2), v(3), v(4)) in a
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generic (i.e. open and dense) subset of X there exist linearly indepen-
dent vectors v
(5)
q , q = 1, 2, 3, 4, 5, 6, so that if v(5) ∈ span({v
(5)
p ; p =
1, 2, 3, 4, 5, 6}) is non-zero, then there exists a vector v(1) for which
the pair (b(1), v(1)) satisfies the equation (54) and G(m)(v,b) 6= 0 with
v = (v(1), v(2), v(3), v(4), v(5)).
Proof. To show that the coefficient G(m)(v,b) of the leading order
term in the asymptotics is non-zero, we consider a special case when
the direction vectors of the intersecting plane waves in the Minkowski
space are the linearly independent light-like vectors of the form
b(5) = (1, 1, 0, 0), b(j) = (1, 1−
1
2
ρ2j , ρj +O(ρ
3
j), ρ
3
j ), j = 1, 2, 3, 4,
where ρj > 0 are small parameters for which
‖b(5) − b(j)‖(R4,ĝ+) = ρj(1 + o(ρj)), j = 1, 2, 3, 4.(123)
With an appropriate choice of O(ρ3k) above, the vectors b
(k), k ≤ 5 are
light-like and
ĝ(b(5), b(j)) = −1 + (1−
1
2
ρ2j ) = −
1
2
ρ2j ,
ĝ(b(k), b(j)) = −
1
2
ρ2k −
1
2
ρ2j +O(ρkρj).
Below, we denote ωkj = ĝ(b
(k), b(j)). We consider the case when the
orders of ρj are (Note here the "unordered" numbering 4-2-3-1)
ρ4 = ρ
100
2 , ρ2 = ρ
100
3 , and ρ3 = ρ
100
1 .(124)
Note that when ρ1 is small enough, b
(5) is not a linear combination of
any three vectors b(j), j = 1, 2, 3, 4.
The coefficient G(m) of the leading order asymptotics is computed
by analyzing the leading order terms of all 4th order interaction terms,
similar to those given in (115) and (116). We will start by analysing
the most important terms T
(m),β
τ of the type (115) when β is such that
~Sβ = (Q0,Q0). When kj = k
β
j is the order of Bj , and we denote
~kβ = (k
β
1 , k
β
1 , k
β
3 , k
β
4 ), we see that
T (m),βτ = 〈Q0(B4u4 · u
τ), h · B3u3 ·Q0(B2u2 · B1u1)〉(125)
= C
Pβ
ω45τ
1
ω12
〈va−k4+1,0τ ( · ; b
(4), b(5)), h · u3 · v
a−k2+1,a−k1+1( · ; b(2), b(1))〉
= C
Pβ
ω45τ
1
ω12
∫
R4
(b(4) · x)a−k4+1+ e
iτ(b(5) ·x)h(x)(b(3) · x)a−k3+ ·
· (b(2) · x)a−k2+1+ (b
(1) · x)a−k1+1+ dx,
where P = Pβ is a polarization factor involving the coefficients of Bj ,
the directions b(j), and the polarization v(j). Moreover, C = Ca is a
generic constant depending on a and β but not on b(j) or v(j).
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We will analyze the polarization factors later, but as a sidetrack, let
us already now explain the nature of the polarization term when β = β1,
see (81). Observe that this term appear only when we analyze the term
〈Fτ ,Q(A[u4,Q(A[u3,Q(A[u2, u1])])])〉 where all operatorsA[v, w] are of
the type A2[v, w] = ĝ
npĝmqvnm∂p∂qwjk, cf. (65) and (66). Due to this,
we have the polarization factor
Pβ1 = (v
rs
(4)b
(1)
r b
(1)
s )(v
pq
(3)b
(1)
p b
(1)
q )(v
nm
(2) b
(1)
n b
(1)
m )D,(126)
where vnm(ℓ) = ĝ
nj ĝmkv
(ℓ)
jk and
D = ĝnj ĝmkv
nm
(5) v
jk
(1).(127)
We will postpone the analysis of the polarization factors Pβ in T
(m),β
τ
with β 6= β1 later.
Let us now return back to the computation (125). We next use in
R4 the coordinates y = (y1, y2, y3, y4)t where yj = b
(j)
k x
k, i.e., and let
A ∈ R4×4 be the matrix for which y = A−1x. Let p = (A−1)tb(5). In
the y-coordinates, b(j) = dyj for j ≤ 4 and b(5) =
∑4
j=1 pjdy
j and
pj = ĝ(b
(5), dyj) = ĝ(b(5), b(j)) = ωj5 = −
1
2
ρ2j .
Then b(5) · x = p · y. We use the notation pj = ωj5 = −
1
2
ρ2j , that is, we
denote the same object with several symbols, to clarify the steps we do
in the computations.
Then det(A) = 8ρ−31 ρ
−2
2 ρ
−1
3 (1 +O(ρ1)) and
T (m),βτ =
CPβ
ω45τ
det(A)
ω12
∫
(R+)4
eiτp·yh(Ay)ya−k4+14 y
a−k3
3 y
a−k2+1
2 y
a−k1+1
1 dy.
Using repeated integration by parts we see that
(128)
T (m),βτ = Cdet(A)Pβ
(iτ)−(12+4a−|
~kβ |)(1 +O(τ−1))
ρ
2(a−k4+1+2)
4 ρ
2(a−k3+1)
3 ρ
2(a−k2+2)
2 ρ
2(a−k1+1+2)
1
.
Note that here and below O(τ−1) may depend also on ρj , that is, we
have |O(τ−1)| ≤ C(ρ1, ρ2, ρ3, ρ4)τ−1.
To show that G(m)(v,b) is non-vanishing we need to estimate Pβ1
from below. In doing this we encounter the difficulty that Pβ1 can
go to zero, and moreover, simple computations show that as the pairs
(b(j), v(j)) satisfies the divergence condtion (54) we have vns(r)b
(j)
n b
(j)
s =
O(ρr+ρj). However, to show that G(m)(v,b) is non-vanishing for some
v we consider a particular choice of polarizations v(r), namely
v
(r)
mk = b
(r)
m b
(r)
k , for r = 2, 3, 4, but not for r = 1, 5(129)
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so that for r = 2, 3, 4, we have
ĝnmb(r)n v
(r)
mk = 0, ĝ
mkv
(r)
mk = 0, ĝ
nmb(r)n v
(r)
mk −
1
2
(ĝmkv
(r)
mk)b
(r)
k = 0.
Note that for this choice of v(r) the linearized divergence conditions
hold. Moreover, for this choice of v(r) we see that for ρj ≤ ρ
100
r
vns(r)b
(j)
n b
(j)
s = ĝ(b
(r), b(j)) ĝ(b(r), b(j)) = ρ4r +O(ρ
5
r).(130)
In particular, when β = β1, so that kβ1 = (6, 0, 0, 0) and the polar-
izations are given by (129), we have
Pβ1 = (D +O(ρ1))ρ
4
1· ρ
4
1· ρ
4
1,
where D is the inner product of v(1) and v(5) given in (127). Then the
term T
(m),β1
τ , which later turns out to have the strongest asymptotics
in our considerations, has the asymptotics
T (m),β1τ = Lτ , where(131)
Lτ = Cdet(A)(iτ)
−(6+4a)(1 +O(τ−1))~ρ−2(~a+
~1)ρ−44 ρ
−2
2 ρ
0
3ρ
20
1 D,
where ~ρ = (ρ1, ρ2, ρ3, ρ4), ~a = (a, a, a, a), and ~1 = (1, 1, 1, 1). To
compare different terms, we express ρj in powers of ρ1 as explained
in formula (124), that is, we write ρn44 ρ
n2
2 ρ
n3
3 ρ
n1
1 = ρ
m
1 with m =
1003n4 + 100
2n2 + 100n3 + n1. In particular, we will below write
Lτ = Cβ1(~ρ) τ
n0(1 +O(τ−1)) as τ →∞ for each fixed ~ε, and
Cβ1(~ε) = c
′
β1
ρm01 (1 + o(ρ1)) as ρ1 → 0.
Below we will show that c′β1 does not vanish for generic (~x,
~ξ) and
(x5, ξ5) and polarizations v. We will consider below β 6= β1 and show
that also these terms have the asymptotics
T (m),βτ = Cβ(~ρ) τ
n(1 +O(τ−1)) as τ →∞ for each fixed ~ε, and
Cβ(~ε) = c
′
β ρ
m
1 (1 + o(ρ1)) as ρ1 → 0.
When we have that either n ≤ n0 and m < m0, or n < n0, we say that
T
(m),β
τ has weaker asymptotics than T
(m),β1
τ and denote T
(m),β
τ ≺ Lτ .
As we consider here the asymptotic of five small parameters τ−1 and
εi, i = 1, 2, 3, 4, and compare in which order we make them tend to
0, let us explain the above ordering in detail. Above, we have cho-
sen the order: first τ−1, then ε4, ε2, ε3 and finally, ε1. In correspon-
dence with this choice we can introduce an ordering on all monomials
cτ−cτ εn44 ε
n3
3 ε
n2
2 ε
n1
1 . Namely, we say that
C ′τ−n
′
τ ε
n′4
4 ε
n′3
3 ε
n′2
2 ε
n′1
1 ≺ Cτ
−nτ εn44 ε
n3
3 ε
n2
2 ε
n1
1(132)
if C 6= 0 and one of the following holds
(i) if nτ < n
′
τ ;
(ii) if nτ = n
′
τ but n4 < n
′
4;
(iii) if nτ = n
′
τ and n4 = n
′
4 but n2 < n
′
2;
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(iv) if nτ = n
′
τ and n4 = n
′
4, n2 = n
′
2 but n3 < n
′
3;
(v) if nτ = n
′
τ and n4 = n
′
4, n3 = n
′
3, n2 = n
′
2 but n1 < n
′
1.
Note that this ordering is not a partial ordering.
Then, we can analyze terms T
(m),β
τ,σ and T˜
(m),β
τ,σ in the formula for
Θ(4)τ = Θ
(4)
τ,~ε =
∑
β∈Jℓ
∑
σ∈Σ(ℓ)
(
T (m),βτ,σ + T˜
(m),β
τ,σ
)
.(133)
Note that here the terms, in which the permutation σ is either the
identical permutation id or the permutation σ0 = (2, 1, 3, 4), are the
same.
Remark 3.3. We can find the leading order asymptotics of the
strongest terms in the decomposition (133) using the following algo-
rithm. First, let us multiply Θ
(4)
τ,~ε by τ
n̂τ , where n̂τ = minβ nτ (β).
Taking then τ → ∞ will give non-zero contribution from only those
terms T
(m),β
τ,σ and T˜
(m),β
τ,σ where nτ (β) = n̂τ . This corresponds to step
(i) above. Multiplying next by ε−n̂44 , where n̂4 = minβ n4(β) under the
condition that nτ (β) = n̂τ and taking ε4 → 0 corresponds to selecting
terms T
(m),β
τ,σ with nτ (β) = n̂τ and n4(β) = n̂4 and terms T˜
(m),β
τ,σ with
n˜τ (β) = n̂τ and n˜4(β) = n̂4. This corresponds to step (ii). Continu-
ing this process we obtain a scalar value that gives the leading order
asymptotics of the strongest terms in the decomposition (133).
The next results tells what are the strongest terms in (133).
Proposition 3.8. In (133), the strongest term are T
(m),β1
τ = T
(m),β1
τ,id
and T
(m),β1
τ,σ0 in the sense that for all (β, σ) 66∈ {(β1, id), (β1, σ0)} we have
T
(m),β
τ,σ ≺ T
(m),β1
τ,id .
Proof. When ~Sβ = (S1, S2) = (Q0,Q0), similar computations to
the above ones yield
T˜ (m),βτ = 〈u
τ , h ·Q0(B4u4 · B3u3) ·Q0(B2u2 · B1u1)〉
= Cdet(A)Pβ
(iτ)−(12+4a−|
~kβ |)(1 +O(τ−1))
ρ
2(a−k4+2)
4 ρ
2(a−k3+1+2)
3 ρ
2(a−k2+2)
2 ρ
2(a−k1+1+2)
1
.
Let us next consider the case when ~Sβ = (S1, S2) = (I,Q0). Again,
the computations similar to the above ones show that
T (m),βτ = 〈Q0(u
τ · B4u4), h · B3u3 · I(B2u2 · B1u1)〉
= i CPβdet(A)
(iτ)−(10+4a−|
~kβ |)(1 +O(τ−1))
ρ
2(a−k4+1+2)
4 ρ
2(a−k3+1)
3 ρ
2(a−k2+1)
2 ρ
2(a−k1+1)
1
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and
T˜ (m),βτ = 〈u
τ , h ·Q0(B4u4 · B3 u3) · I(B2 u2 · B1 u1)〉
= PβCdet(A)
(iτ)−(10+4a−|
~kβ |)(1 +O(τ−1))
ρ
2(a−k4+2)
4 ρ
2(a−k3+1+2)
3 ρ
2(a−k2+1)
2 ρ
2(a−k1+1)
1
.
When ~Sβ = (S1, S2) = (Q0, I) we have T˜
(m),β
τ = T
(m),β
τ and
T (m),βτ = 〈I(u
τ · B4u4), h · B3u3 ·Q0(B2u2 · B1u1)〉,
= iPβ det(A)C
(iτ)−(10+4a−|
~kβ |)(1− O(τ−1))
ρ
2(a−k4+1)
4 ρ
2(a−k3+1)
3 ρ
2(a−k2+2)
2 ρ
2(a−k1+1+2)
1
,
and finally when ~Sβ = (S1, S2) = (I, I)
T˜ (m),βτ = 〈u
τ , h · I(B4u4 · B3u3) · I(B2u2 · B1u1)〉
= PβCadet(A)
(iτ)−(8+4a−|
~kβ |)(1 +O(τ−1))
ρ
2(a−k4+1)
4 ρ
2(a−k3+1)
3 ρ
2(a−k2+1)
2 ρ
2(a−k1+1)
1
.
Next we consider all β such that ~Sβ = (Q0,Q0) but β 6= β1. Then
T˜ (m),βτ = Cdet(A)(iτ)
−(6+4a)(1 +O(τ−1))~ρ−2(~a+
~1)+2~kβρ−24 ρ
−2
2 ρ
−4
3 ρ
−4
1 · Pβ
where ~kβ is as in (117). Note that for β = β1 we have Pβ1 = (D +
O(ρ1))ρ
4
1· ρ
4
1· ρ
4
1 while β 6= β1 we just use an estimate Pβ = O(1). Then
we see that T˜
(m),β
τ ≺ Lτ .
When β is such that ~Sβ = (Q0, I), we see that
T (m),βτ = Cdet(A)(iτ)
−(10+4a−|~kβ |)(1 +O(τ−1))~ρ−2(~a+
~1)+2~kβρ04ρ
−2
2 ρ
0
3ρ
−4
1 Pβ,
T˜ (m),βτ = Cdet(A)(iτ)
−(10+4a−|~kβ |)(1 +O(τ−1))~ρ−2(~a+
~1)+2~kβρ−24 ρ
0
2ρ
−4
3 ρ
0
1Pβ
where Pβ = O(1) and ~kβ is as in (121) and hence T
(m),β
τ ≺ Lτ and
T˜
(m),β
τ ≺ Lτ .
When β is such that ~Sβ = (I,Q0) or ~S
β = (I, I), using inequalities of
the type (119) and (120) in appropriate cases, we see that T
(m),β
τ ≺ Lτ
and T˜
(m),β
τ ≺ Lτ .
The above shows that all terms T
(m),β
τ and T˜
(m),β
τ with maximal
allowed k.s have asymptotics with the same power of τ but their ~ρ
asymptotics vary, and when the asymptotic orders of ρj are given as
explained in after (124), there is only one term, namely Lτ = T
(m),β1
τ ,
that has the strongest order asymptotics given in (131).
Next we analyze the effect of the permutation σ : {1, 2, 3, 4} →
{1, 2, 3, 4} of the indexes j of the waves uj. We assume below that the
permutation σ is not the identity map.
Recall that in the computation (125) there appears a term ω−145 ∼
ρ−24 . As this term does not appear in the computations of the terms
T˜
(m),β
τ,σ , we see that T˜
(m),β
τ,σ ≺ Lτ . Similarly, if σ is such that σ(4) 6= 4,
DETERMINATION OF SPACE-TIME 83
the term ω−145 does not appear in the computation of T
(m),β
τ,σ and hence
T
(m),β1
τ,σ ≺ Lτ . Next we consider the permutations for which σ(4) = 4.
Next we consider σ that is either σ = (3, 2, 1, 4) or σ = (2, 3, 1, 4).
These terms are very similar and thus we analyze the case when σ =
(3, 2, 1, 4). First we consider the case when β = β2 is such that ~S
β2 =
(Q0,Q0), ~kβ2 = (2, 0, 4, 0) This term appears in the analysis of the term
A(1)[uσ(4),Q(A
(2)[uσ(3),Q(A
(3)[uσ(2), uσ(1)])])] when (A
(1), A(2), A(3)) =
(A2, A1, A2), see (68). By a permutation of the indexes in (125) we
obtain the formula
T (m),β2τ,σ = c
′
1det(A)(iτ)
−(6+4a)(1 +O(τ−1))~ρ−2(~a+
~1)(134)
· (ω45ω32)
−1ρ
2(k4−1)
4 ρ
2k3
1 ρ
2(k2−1)
2 ρ
2(k1−1)
3 Pβ2,
P˜β2 = (v
pq
(4)b
(1)
p b
(1)
q )(v
rs
(3)b
(1)
r b
(1)
s )(v
nm
(2) b
(3)
n b
(3)
m )D.
Hence, in the case when we use the polarizations (129), we obtain
T (m),β2τ,σ = c1(iτ)
−(6+4a)(1 +O(τ−1))~ρ−2(~a+
~1)ρ−44 ρ
−2
2 ρ
0+4
3 ρ
6+8
1 D.
Comparing the power of ρ3 in the above expression, we see that in this
case T
(m),β2
τ,σ ≺ Lτ . When σ = (3, 2, 1, 4), we see in a straightforward
way also for other β for which ~Sβ = (Q0,Q0), that T
(m),β
τ,σ ≺ Lτ .
When σ = (1, 3, 2, 4), we see that for all β with |~kβ| = 6,
T (m),βτ,σ = Cdet(A)(iτ)
−(6+4a)(1 +O(
1
τ
))~ρ−2(~a−
~k+~1)ω−145 ω
−1
13 ρ
−2
4 ρ
0
2ρ
−2
3 ρ
−2
1 Pβ
= Cdet(A)(iτ)−(6+4a)(1 +O(
1
τ
))~ρ−2(~a−
~k+~1)ρ−44 ρ
0
2ρ
−2
3 ρ
−4
1 Pβ .
Here, Pβ = O(1). Thus when σ = (1, 3, 2, 4), by comparing the powers
of ρ2 we see that T
(m),β
τ,σ ≺ Lτ . The same holds in the case when
|~kβ| < 6. The case when σ = (3, 1, 2, 4) is similar to σ = (1, 3, 2, 4).
This proves Proposition 3.8 
Summarizing; we have analyzed the terms T
(m),β
τ,σ corresponding to
any β and all σ except σ = σ0 = (2, 1, 3, 4). Clearly, the sum
∑
β T
(m),β
τ,σ0
is equal to the sum
∑
β T
(m),β
τ,id . Thus, when the asymptotic orders of
ρj are given in (124) and the polarizations satisfy (129), we have
G(m)(v,b) = lim
τ→∞
∑
β,σ
T
(m),β
τ,σ
(iτ)(6+4a)
= lim
τ→∞
2T
(m),β1
τ (1 +O(ρ1))
(iτ)(6+4a)
= 2c1det(A)(1 +O(ρ1)) ~ρ
−2(~a+~1)ρ−44 ρ
−2
2 ρ
0
3ρ
20
1 D.(135)
Notice that here ρj depend only on b
(k), k = 1, 2, 3, 4, 5.
Let Y = sym(R4×4) and consider the quadratic form B : (v, w) 7→
ĝnj ĝmkv
nmwjk as a inner product in Y . Then D = B(v(5), v(1)).
Let L(b(j)) denote the subspace of dimension 6 of the symmetric
matrices v ∈ Y that satisfy equation (54) with covector b(j).
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Let L be the real analytic manifold consisting of η = (b, v, V (1), V (5)),
where b = (b(1), b(2), b(3), b(4), b(5)) is a sequence of light-like vectors
and v = (v(2), v(3), v(4)) satisfy v(j) ∈ L(b
(j)) for all j = 2, 3, 4, and
V (1) = (v
(1)
p )6p=1 be basis of L(b
(1)) and V (5) = (v
(5)
p )6p=1 be vectors in Y
such that B(v
(5)
p , v
(1)
q ) = δpq for p ≤ q.
We define for η ∈ L
κ(η) := det
(
G(m)(v(p,q),b)
)6
p,q=1
, where v(p,q) = (v
(1)
p , v
(2), v(3), v(4), v(5)q ).
Then κ(η) is a real-analytic function on L.
Let us next consider linearly independent light-like vectors, b̂ =
(̂b(1), b̂(2), b̂(3), b̂(4), b̂(5)) satisfying (123) with ~ρ given in (124) with some
small ρ1 > 0 and let the polarizations v̂ = (v̂
(2), v̂(3), v̂(4)) be such that
v̂(j) ∈ L(b(j)), j = 2, 3, 4, are those given by (129), and V̂ (1) = (v̂(1)p )6p=1
be a basis of L(b(1)). Let V̂ (5) = (v̂
(5)
p )6p=1 be vectors in Y such that
B(v̂
(5)
p , v̂
(1)
q ) = δpq for p ≤ q. When ρ1 > 0 is small enough, formula
(135) yields that κ(η̂) 6= 0 for η̂ = (b̂, v̂, V̂ (1), V̂ (5)). As κ(η) is a real-
analytic function on L, we see that κ(η) is non-vanishing on a generic
subset of the component of L containing η̂. Note that for any b there
is η = (b, v, V (1), V (5)) that is in this component.
Consider next η = (b, v, V (1), V (5)) that is in the component of L
containing η̂. As v(5) 7→ G(m)(v,b) is linear and thus κ(η) can be
considered as an alternative 6-multilinear form of V (5). Thus if v˜(5) =∑6
p=1 apv
(5)
p 6= 0 is such that G(m)(v(1), v, v˜(5),b) = 0 for all v(1) ∈
L(b(1)), we see that κ(η) = 0. As the image of a open and dense set in
the projection (b, v, V (1), V (5)) 7→ (b, v) is open and dense, we conclude
that for an open and dense set of pairs (b, v) there is V (5) so that for all
v˜(5) ∈ span(V (5)) there is v(1) ∈ L(b(1)) such that G(m)(v(1), v, v˜(5),b) 6=
0. 
4. Observations in normal coordinates
4.1. Detection of singularities. Above we have considered the sin-
gularities of the metric g in the wave gauge coordinates, that is, we have
used the coordinates of manifold M0 where the metric g solves the ĝ-
reduced Einstein equations. As the wave gauge coordinates may also
be non-smooth, we do not know if the observed singularities are caused
by the metric or the coordinates. Because of this, we next consider the
metric in normal coordinates.
Let (g~ε, φ~ε) be the solution of the ĝ-reduced Einstein equation (10)
with the source f~ε given in (59). We emphasize that g
~ε is the metric in
the ĝ-wave gauge coordinates.
Let (z, η) ∈ U(z0,η0)(ĥ) and denote by µ~ε([−1, 1]) = µg~ε,z,η([−1, 1]) the
freely falling observers, i.e. time-like geodesic, on (M0, g
~ε) having the
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same initial data as µĝ,z,η, see Sect. 1.1. When r˜ ∈ (−1, 1], we call the
family µ~ε([−1, r˜]), where ~ε = (εj)4j=1, εj ≥ 0 the observation geodesics
and note that ~ε may be here the zero-vector. For given (z, η), let
us choose (Zj(−1))4j=1 to be linearly independent vectors at µĝ,z,η(−1)
such that Z1(−1) = µ˙ĝ,z,η(−1). For s ∈ [−1, 1], let Zj,~ε(s) be the
parallel translation of Zj(−1) along µ~ε. Also, assume that µ~ε([−1, 1]) ⊂
U~ε for |~ε| small enough and denote p~ε = µ~ε(r˜) where r˜ < 1.
Let then Ψ~ε denote normal coordinates of (M0, g
~ε) defined using the
center p~ε and the frame Zj,~ε, j = 1, 2, 3, 4. Below, we denote µ0 = µ~ε|~ε=0
and Zj,0 = Zj,~ε|~ε=0.We say that these normal coordinates are associated
to the observation geodesics µ~ε, see Fig. 15.
Next we consider the metric g~ε in the normal coordinates and study
when ∂4~ε (Ψ~ε)∗g
~ε|~ε=0 is smooth. Below, we denote g~ε = g~ε and U~ε = Ug~ε .
Recall that Û = Uĝ. In the next Lemma, we consider observations in
normal coordinates, see Fig. 15.
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Figure 15. A schematic figure where the space-time is
represented as the 3-dimensional set R1+2. The future
light cone L+ĝ (q) corresponding to the point q is shown as
a red cone. The green curve is the geodesic µ0 = µĝ,z,η.
This geodesic intersect the future light cone L+ĝ (q) at
the point x. The black vectors are the frame (Zj) that
is obtained using parallel translation along the geodesic
µ0. Near the intersection point x we use the normal
coordinates centered at x and associated to the frame
obtained via parallel translation.
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Lemma 4.1. Let u~ε = (g~ε, φ~ε) be the solution of the reduced Einstein
equations (10) with the source f~ε given in (59), and µ~ε([−1, r˜]), −1 <
r˜ < 1 be the observation geodesics in U~ε. Let us consider at the point
p~ε = µ~ε(r˜) the frame Zj,~ε = Zj,~ε(r˜) and let Ψ~ε : W~ε → Ψ~ε(W~ε) ⊂ R4
be the normal coordinates centered at p~ε and associated to the frame
(Zj,~ε)
4
j=1. Denote W = W0.
Let S ⊂ Û be a smooth 3-dimensional surface such that p0 = p~ε|~ε=0 ∈
S and
g(α) = ∂α~ε g
~ε|~ε=0, φ
(α)
ℓ = ∂
α
~ε φ
~ε
ℓ|~ε=0, for |α| ≤ 4, α ∈ {0, 1}
4,
and assume that g(α) and φ
(α)
l are in C
∞(W ) for |α| ≤ 3 and g(α0)pq |W ∈
Im0(W ∩ S) and φ(α0)l |W ∈ I
m0(W ∩ S) for α0 = (1, 1, 1, 1).
(i) Assume that S∩W is empty. Then ∂4~ε ((Ψ~ε)∗g~ε)|~ε=0 and ∂
4
~ε ((Ψ~ε)∗φ
~ε
ℓ)|~ε=0
are C∞-smooth in Ψ0(W ).
(ii) Assume that µ0([−1, 1]) intersets S transversally at p0. Consider
the conditions
(a) There is a 2-contravariant tensor field v that is a smooth section
of TW ⊗ TW such that v(x) ∈ TxS ⊗ TxS for x ∈ S and the principal
symbol of 〈v, g(α0)〉 ∈ Im0(W ;W ∩ S) is non-vanishing at p0.
(b) The principal symbol of φ
(α0)
ℓ is non-vanishing at p0 for some ℓ =
1, 2, . . . , L.
If (a) or (b) holds, then either ∂4~ε ((Ψ~ε)∗g~ε)|~ε=0 or ∂
4
~ε ((Ψ~ε)∗φ
~ε
ℓ)|~ε=0 is
not C∞-smooth in Ψ0(W ).
Proof. (i) Using the metric g~ε in the ĝ-wave gauge coordinates we
can compute the Ψ~ε-coordinates and thus find (Ψ~ε)∗g~ε. As g
(α), and
thus ∂α~ε Ψ~ε|~ε=0 for |α| ≤ 3 and g
(α0) and ∂α0~ε Ψ~ε|~ε=0 are smooth in Ψ0(W ),
we see that ∂4~ε (Ψ~ε)∗g~ε|~ε=0 is smooth in Ψ0(W ). This proves (i).
(ii) Let g~ε denote the metric in the ĝ wave gauge coordinates on M0.
Denote γ~ε(t) = µ~ε(t + r˜). Let X : W0 → V0 ⊂ R4, X(y) = (Xj(y))4j=1
be such local coordinates in W0 that X(p0) = 0 and X(S ∩ W0) =
{(x1, x2, x3, x4) ∈ V0; x
1 = 0} and y(t) = X(γ0(t)) = (t, 0, 0, 0). Note
that the coordinates X are independent of ~ε.
Let Ŷj(t) be ĝ-parallel vector fields on γ0(t) such that Ŷj(0) = ∂/∂X
j
are the coordinate vector fields corresponding to the coordinatesX. Let
bkj ∈ R be such that Ŷj(0) = b
k
jZ0,k(r˜) and define Y
~ε
j (t) = b
k
jZ~ε,k(t+ r˜).
To do computations in local coordinates, let us denote
g˜(α) = ∂α~ε (X∗g
~ε)|~ε=0, φ˜
(α)
ℓ = ∂
α
~ε (X∗φ
~ε
ℓ)|~ε=0, for |α| ≤ 4, α ∈ {0, 1}
4.
We note that as the X-coordinates are independent of ~ε, we have
∂α~ε (X∗g
~ε)|~ε=0 = X∗(∂α~ε (g
~ε)|~ε=0). In the local X coordinates, let v(x) =
vpq(x) ∂
∂xp
∂
∂xq
be such that vpq(x) = 0 if (p, q) 6∈ {2, 3, 4}2 and x ∈
X(S ∩W0).
DETERMINATION OF SPACE-TIME 87
Let R~ε be the curvature tensor of g~ε and define the functions
h~εmk(t) = g
~ε(R~ε(γ˙~ε(t), Y
~ε
m(t))γ˙~ε(t), Y
~ε
k (t)),
Jv(t) = ∂
4
~ε (v̂
mq h~εmq(t))|~ε=0,
where v̂mq = vmq(0) ∈ R4×4. Here we can consider v̂mq as a constant
matrix or alternatively, a tensor field whose representation in the X
coordinates is given by a constant matrix.
Observe that Jv(t) is a function defined on the geodesic γ0(t), t ∈ I
that is parametrized along arc length and thus it has a coordinate in-
variant definition. As all ~ε derivatives of order 3 or less of g~ε are smooth,
we see that if ∂4~ε ((Ψ~ε)∗g~ε)|~ε=0 would be smooth near 0 ∈ R
4, then
also ∂4~ε ((Ψ~ε)∗R
~ε)|~ε=0 and ∂
4
~ε ((Ψ~ε)∗γ˙~ε)|~ε=0 and ∂
4
~ε ((Ψ~ε)∗Y
~ε
k )|~ε=0 would
be smooth, and thus also the function Jv(t) would be smooth near
t = 0. Hence, to show that the ∂4~ε -derivatives of the metric tensor in
the normal coordinates are not smooth, it is enough to show that for
some values of v̂mq the function Jv(t) is non-smooth at t = 0.
The curvature tensor and thus h~εmk can be written in the X coor-
diantes as a sum of terms which are products of the x-derivatives of
g~ε up to order 2, its inverse matrix g
−1
~ε , evaluated at γ~ε(t), and the
vector fields γ˙~ε(t) and Y
~ε
k (t). When we apply the product rule in the
differentation and the chain rule (when we compute e.g. ∂~ε(g
jk
~ε (γ
~ε(t))),
the first derivative ∂ε1 operates either to ∂
β
xg~ε, with |β| ≤ 2, or γ˙~ε(t),
or Y ~εk (t), or due to chain rule, it produces the x-derivatives of ĝ mul-
tiplied by ∂ε1γ~ε(t). As in W all ε-derivatives of the metric tensor g~ε
up to order 3 are smooth, we see that all other ε-derivatives, namely
∂εj , j = 2, 3, 4 have to operate on the same term on which the ∂ε1
derivative operated or otherwise, the produced term is C∞-smooth in
the X-coordinates. Thus we need to consider only terms where all four
ε-derivatives operate on the same term.
Below, Γ~ε are the connection coefficients corresponding to g~ε. We
will work in the X coordinates and denote R˜(x) = ∂4~εX∗(R~ε)(x)|~ε=0,
and Γ˜jnk and γ˜
j are the analogous 4th order ε-derivatives, and denote
g˜ = g˜(α0). For simplicity we also denote X∗ĝ and X∗φ̂l by ĝ and φ̂l,
respectively.
We analyze the functions of t ∈ I = (−t1, t1), e.g., a(t), where t1 > 0
is small. We say that a(t) is of order n if a( · ) ∈ In({0}).
When a(t) solves an ordinary differential equation (ODE) of the type
∂ta(t) +K(t)a(t) = b(t), a(0) = a0 where K(t), b(t) ∈ In({0}), we say
that a(t) solves an ODE involving K(t). When n < −1, this implies,
due to [28] and bootstrap arguments, that then a ∈ In−1({0}), i.e., a
is one order smoother than b and K.
When t0 is small enough, S ⊂ M0 intersects γ0 = γ~ε|~ε=0 only
at the point p0, and the intersection there is transversal. Then, we
see that the restrictions of conormal distributions in I(M0;S) on γ0
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are conormal distributions associated to the submanifold {p0} ⊂ γ0.
Thus by the assumptions of the theorem, (∂βx g˜jk)(γ(t)) ∈ I
m0+β1({0})
when β = (β1, β2, β3, β4). As ĝ and φ̂l are C
∞-smooth in W0 and
the geodesic γ0 intersects S transversally, we see that (γ˜(t), ∂tγ˜(t)) =
∂4~ε (γ
~ε(t), ∂tγ
~ε(t))|~ε=0 and Y˜k = ∂4~εY
~ε
k |~ε=0 in the X-coordinates are so-
lutions of ODEs (the latter one obtained by differentiating, with re-
spect to ~ε, the equation ∇~ε
γ˙~ε
Y ~εk = 0) with coefficients depending on the
Christoffel symbols, i.e., on the derivatives ∂4~ε (∂jg
~ε
pq)|~ε=0 ∈ I
m0+1({0}).
Thus (γ˜(t), ∂tγ˜(t)) and Y˜k are in Im0({0}).
As the curvature R~ε depends on the 2nd order derivatives of the
metric, the above analysis shows that R˜|γ0(t) ∈ I
m0+2({0}). Thus in
the X coordinates ∂4~ε (h
~ε
mk(t))|~ε=0 ∈ I
m0+2({0}) can be written as
∂4~ε (h
~ε
mk(t))|~ε=0 = ĝ(R˜(γ˙0(t), Ŷm(t))γ˙0(t), Ŷk(t)) + smoother terms
= ĝkqR˜
q
11m + smoother terms
= ĝqk(
∂
∂x1
Γ˜q1m −
∂
∂xm
Γ˜q11) + smoother terms
=
1
2
( ∂
∂x1
(
∂g˜km
∂x1
+
∂g˜k1
∂xm
−
∂g˜1m
∂xk
)
−
∂
∂xm
(
∂g˜k1
∂x1
+
∂g˜k1
∂x1
−
∂g˜11
∂xk
)
)
+ smoother terms,
where all "smoother terms" are in Im0+1({0}).
Later, we will use the fact that ∂/∂x1 raises the order of the singu-
larity by one.
Consider next the case (a). Assume next that for given (k,m) ∈
{2, 3, 4}2, the principal symbol of g˜(α0)km is non-vanishing at 0 = X(p0).
Let v be such a tensor field that vmk(0) = vkm(0) 6= 0 and vin(0) = 0
when (i, n) 6∈ {(k,m), (m, k)}. Then the above yields (in the formula
below, we do not sum over k,m)
Jv(t) = ekmv
km∂4~ε (h
~ε
mk(t))|~ε=0 =
ekm
2
v̂km
( ∂
∂x1
∂g˜km
∂x1
)
+ smoother terms,
where ekm = 2 − δkm. Thus the principal symbol of Jv(t) in I
m0({0})
is non-vanishing and Jv(t) is not a smooth function. Thus in this case
∂4~ε ((Ψ~ε)∗g~ε)|~ε=0 is not smooth.
Next, we consider the case (b). Assume that there is ℓ such that the
principal symbol of the field φ˜ℓ is non-vanishing. As ∂tγ˜(t)) ∈ Im0({0}),
we see that γ˜(t)) ∈ Im0+1({0}), Then as φ~εℓ are scalar fields,
jℓ(t) = ∂
4
~ε
(
φ~εℓ(γ~ε(t)))
)∣∣∣
~ε=0
(136)
= φ˜ℓ(γ̂(t)) + γ˜
j(t)
∂φ̂ℓ
∂xj
(γ̂(t)) + smoother terms,
DETERMINATION OF SPACE-TIME 89
where jℓ ∈ Im0({0}) and the smoother terms are in Im0+1({0}). Again,
if both ∂4~ε ((Ψ~ε)∗g~ε)|~ε=0 and ∂
4
~ε ((Ψ~ε)∗φ
~ε
ℓ)|~ε=0 are smooth, we see that jℓ(t)
is smooth, too. Thus to show the claim it is enough to show that jℓ(t)
is not smooth at t = 0.
In (136), ∂1φ˜ℓ has the order (m0 + 1). As we saw above, γ˜(t) and
∂tγ˜(t) have the order m0. Thus jℓ(t) is not smooth which proves the
claim. 
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Figure 16. A schematic figure where the space-time is
represented as the 3-dimensional set R1+2. The light-
like geodesic emanating from the point q is shown as
a red curve. The point q is the intersection of light-
like geodesics corresponding to the starting points and
directions (~x, ~ξ) = ((xj , ξj))
4
j=1. A light like geodesic
starting from q passes through the point y and has the
direction η at y. The black points are the first conjugate
points on the geodesics γxj(t0),ξj(t0)([0,∞)), j = 1, 2, 3, 4,
and γq,ζ([0,∞)). The figure shows the case when the
interaction condition (I) is satisfied for y ∈ Û with light-
like vectors (~x, ~ξ).
Next we use the above result to detect singularities in normal coordi-
nates. We will consider the condition that an intersection point q exists
and the light cone of q intersects y: We say that the interaction condi-
tion (I) is satisfied for y ∈ Û with light-like vectors (~x, ~ξ) = ((xj , ξj))4j=1
and t0 ≥ 0, if
(I) There exists q ∈
⋂4
j=1 γ̂xj(t0),ξj(t0)((0, tj)), tj = ρ(xj(t0), ξj(t0)),
ζ ∈ L+q (M0, ĝ) and t ≥ 0 such that y = γ̂q,ζ(t).
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where (xj(h), ξj(h)) are given in (69) and the function ρ is defined in
(20), see Fig. 16. When (I) holds, we sometimes say that it holds for y
with parameters q, ζ , t, t0, and η = ∂tγ̂q,ζ(t).
Let Wj(s) = Wj(s; xj, ξj) be the s-neighborhood of (xj , ξj) in TM0
in the Sasaki metric corresponding to ĝ+.
As earlier, let µ~ε([−1, 1]) be a family of observation geodesics in
(U~ε, g~ε), determined by a geodesic µ0([−1, 1]) ⊂ Uĝ of (M0, ĝ) and Ψ~ε :
W~ε = Bg+
~ε
(p~ε, R1) → R4 be the normal coordinates at the point p~ε =
µ~ε(r˜), −1 ≤ r˜ < 1 associated to the frame (Zj,~ε(r˜))4j=1 obtained by the
parallel translation along the geodesic µ~ε.
Next we investigate when some solution u~ε corresponding to (~x, ~ξ)
has observable singularities in the normal coordinates Ψ~ε determined
by the observation geodesics µ~ε([−1, 1]), that have the center y = µ~ε(r˜)
and the frame obtained by parallel translation along µ~ε([−1, 1]). Be-
low, we denote µ~ε = µ0 when ~ε = ~0 and say that Ψ~ε are the normal
coordinates associated to µ~ε([−1, 1]) and y.
Using such normal coordinates, we define that point y ∈ Û , satisfy
the singularity detection condition (D) with light-like directions (~x, ~ξ)
and t0, ŝ > 0 if
(D) For any s, s0 ∈ (0, ŝ) there are (x′j , ξ
′
j) ∈ Wj(s; xj , ξj), j =
1, 2, 3, 4, and fj ∈ IS
n−3/2(Y ((x′j, ξ
′
j); t0, s0)), see (57) and (59), and a
family of observation geodesics µ~ε([−1, 1]) with y = µ0(r˜), such that
when u~ε of is the solution of (10) with the source f~ε =
∑4
j=1 εjfj and
Ψ~ε are the the normal coordinates corresponding to the center µ~ε(r˜)
and the frame obtained by parallel translation along µ~ε([−1, 1]), then
the function ∂4~ε ((Ψ~ε)∗u~ε)|~ε=0 is not C
∞-smooth in any neighborhood of
0 = Ψ0(y).
Below we use the Y((~x, ~ξ); t0, ŝ) set defined in (71).
Lemma 4.2. Let (~x, ~ξ), and tj with j = 1, 2, 3, 4, t0 > 0, and x6 ∈ Û
satisfy (82)-(83). Let t0, ŝ > 0 and assume that y ∈ V((~x, ~ξ), t0) ∩ Uĝ
satisfies y 6∈ Y((~x, ~ξ); t0, ŝ) ∪
⋃4
j=1 γxj ,ξj(R). Then
(i) If y does not satisfy condition (I) with (~x, ~ξ) and t0 then y does
not satisfy the condition (D) with (~x, ~ξ) and t0, ŝ > 0.
(ii) Assume y ∈ Û satisfies the condition (I) with (~x, ~ξ) and t0 and
parameters q, ζ, and 0 < t < ρ(q, ζ). Then y satisfies condition (D)
with (~x, ~ξ), t0, and any sufficiently small ŝ > 0.
Proof. (i) If y 6∈ Y((~x, ~ξ); t0, ŝ) ∪
⋃4
j=1 γxj ,ξj(R), the same condition
holds also for (~x′, ~ξ′) close to (~x, ~ξ). Thus Prop. 3.4, Prop. 3.5, and
Lemma 4.1 imply that (i) holds.
DETERMINATION OF SPACE-TIME 91
(ii) Let µ~ε([−1, 1]) be a family of observation geodesics such that
y = µ0(r˜) and Ψ~ε be the normal coordinates associated to µ~ε([−1, 1])
and y.
Let R1 > 0 be such that Bĝ+(y, R1) ⊂ V((~x, ~ξ), t0)∩ Û , see (83). Our
aim is next to show that there is a source f~ε so that ∂
4
~ε ((Ψ~ε)∗u~ε)|~ε=0 is
not C∞-smooth in Bĝ+(y, R1) for any R1 > 0. By making R1 smaller if
necessary, we see that when ŝ > 0 is small enough, we have that if p is a
cut point of γxj ,ξj([t0,∞)) for some j ≤ 4, then Bĝ+(y, R1)∩J
+
ĝ (p) = ∅
and Bĝ+(y, R1) ∩ Y((~x, ~ξ); t0, ŝ) ∪
⋃4
j=1 γxj ,ξj(R) = ∅.
Let η = ∂tγ̂q,ζ(t) and denote (y, η) = (x5, ξ5). Let tj ∈ R be such
that γ̂xj ,ξj(tj) = q and denote bj = ∂tγ̂xj ,ξj(tj), j = 1, 2, 3, 4, 5. Note
that then b5 = ζ , x5 = y, and t5 = t.
By Propositions 3.4 and 3.7, arbitrarily near to bj ∈ L+q M0 there are
b′j ∈ L
+
q M0 and polarizations v
(j) ∈ R10+L, j = 2, 3, 4, i.e., principal
symbols at (q, b′j), and linearly independent polarizations v
(5)
p ∈ R10+L,
p = 1, 2, 3, 4, 5, 6, and v
(1)
r ∈ R10+L, r = 1, 2, 3, 4, 5, 6, having the fol-
lowing properties:
(a) All j ≤ 4, v(j), j = 2, 3, 4, and v(1)r , r = 1, 2, . . . , 6 are such
that their metric components (i.e., g-components of (g, φ)) satisfy the
divergence conditions for the symbols (54) with the covector ξ being b′j
and b′1, respectively.
(b) If v(5) ∈ X5 = span({v
(5)
p ; p = 1, 2, 3, . . . , 6}) \ {0} then there
exists a vector v(1) ∈ X1 = span({v
(1)
r ; r = 1, 2, 3, . . . , 6}) such that for
v = (v(1), v(2), v(3), v(4), v(5)) and b′ = (b′j)
5
j=1 we have G(v,b
′) 6= 0.
Let s ∈ (0, ŝ) and x′j = γ̂q,b′j(−tj) and ξ
′
j = ∂tγ̂q,b′j(−tj), j =
1, 2, . . . , 4, and ξ′5 = ∂tγ̂q,b′5(t5). As the function ρ is lower semi-
continuous, we can assume that the b′j are above chosen to be so close to
bj that tj > ρ(q, b
′
j), (x
′
j , ξ
′
j) ∈ Wj(s; xj , ξj) and x
′
5 ∈ V((~x, ~ξ), t0) ∩ Uĝ,
see (83). We denote (~x′, ~ξ′) = ((x′j , ξ
′
j))
4
j=1.
As ρ(q, ζ) > t, and the function ρ is lower semi-continuous, we can
also assume that b′5 is so close to ζ that ρ(q, b
′
5) > t and x
′
5 ∈ Bĝ+(y, R1).
By assuming that V ⊂ Bĝ+(y, R1) is a sufficiently small neighborhood
of x′5, we have that S := L
+
ĝ (q) ∩ V is a smooth 3-submanifold.
Next, consider the parametrix Q∗ĝ corresponding to the linear wave
equation with a reversed causality and the gaussian beam uτ = Q
∗
ĝFτ ,
produced by a source Fτ and function h given in (72). When h(x
′
5) = w
and w is the principal symbol (i.e. the polarization) of uτ at (q, b
′
5),
we can use the techniques of [44, 75], see also [4, 43] to obtain an
analogous result to Lemma 3.2 for the propagation of singularities along
the geodesic γ̂q,b′5([0,−t5]), and see that w = (R(5))
∗w, where R(5) is a
bijective linear map similar to map R(5)(q, b
′
5; x
′
5, ξ
′
5) considered in the
formula (56), that is obtained by solving a system of linear ordinary
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differential equations along the geodesic connecting q to x′5. Let us also
denote R(1) = R(q, b
′
1; x
′
1, ξ
′
1) and recall that the map R(1) is bijective,
too.
Consider next b′ and w(2), w(3), w(4) as parameters and let
W5 = {(R(1))
−1w(1), (R∗(5))
−1w(5)) ; w(5) ∈ X5, w
(1) ∈ X1,
and G(w,b′) 6= 0 for w = (w(1), w(2), w(3), w(4), w(5))}.
Let W5 = π2(W5) ∪ {0}, where π2 : (w1, w5) 7→ w1. When w
(5) ∈ W5
is non-zero, there is w(1) ∈ X1 such that (w(1), w(5)) ∈ W5. Then,
by Lemma 3.2, there are fj ∈ IS
n−3/2(Y ((x′j, ξ
′
j); t0, s0)) that have the
principal symbols w(j) = R(q, b′j ; x
′
j, ξ
′
j)
−1w(j) at (x′j , ξ
′
j), j ≤ 4. More-
over, let u~ε = (g
~ε, φ~ε) be the solution corresponding to f~ε =
∑4
j=1 εjfj
and uτ = Q
∗
ĝFτ is a past propagating gaussian beam sent in the di-
rection (x′5,−ξ
′
5), defined in (72) with functions Fτ and h(x) such that
h(x′5) = w
(5). Then we see for M(4) = ∂4~εu~ε|~ε=0 that the inner product
〈Fτ ,M(4)〉L2(Û) is not of the order O(τ
−N) for all N > 0. Next, let
us continue w(5) from the point x′5 to a smooth section of B
L. Then
the above implies that the function x 7→ 〈w(5)(x),M(4)(x)〉BL is not
smooth in any neighborhood of x′5.
Roughly speaking, this means that in the wave gauge coordinates
M(4) has wave front set at (x′5, ξ
′
5) with a polarization that is not per-
pendicular to w(5).
Let us consider a family of observation geodesics µ′~ε([0, 1]) such that
p~ε = µ
′
~ε(r˜) satisfies p0 = x
′
5 and that for some r−, r+ ∈ (−1, 1) satisfying
r− < r˜ < r+, the curve γ̂(r) = µ0(r), r ∈ [r−, r+], is a causal geodesic
that intersects S only at x′5, the intersection is transversal, and γ̂ ⊂ V .
Let Ψ~ε be the normal coordinates at p~ε associated to the observation
geodesics µ′~ε([−1, 1]) centered at the point µ
′
~ε(r˜).
Let X = symm(Tx′5M0 ⊗ Tx′5M0) + R
L be the linear space of di-
mension (10 + L). By the property (b) above, W5 ⊂ X is a linear
subspace containing X5 that has dimension 6 and the dimension of
V5 = symm(Tx′5S ⊗ Tx′5S) +R
L ⊂ X is (6 +L). Thus the dimension of
V5 ∩W5 is at least two. In particular, it contains a non-zero vector.
Next, let w(5) ∈ (W5 ∩ V5) \ {0} and w
(1) ∈ (R(1))
−1X1 be such that
(w(1), w(5)) ∈ W5. By Lemma 4.1, we then see that ∂4~ε ((Ψ~ε)∗u~ε)|~ε=0
is not C∞-smooth in any neighborhood of Ψ0(x
′
5). This means that
there are sources fj ∈ IS
n−3/2(Y ((x′j , ξ
′
j); t0, s0)) with polarizations
(w(1), w(2), w(3), w(4)) that cause singularities in ∂4~ε ((Ψ~ε)∗u~ε)|~ε=0 near
Ψ0(x
′
5), that is, the singularities that one can observe in the normal
coordinates. As R1 is arbitrarily small so that x
′
5 can be assumed to be
in an arbitrary neighborhood of y, we see using the above and the nor-
mal coordinates associated a family of observation geodesics µ~ε([−1, 1])
and y = µ0(r˜) that condition (D) is valid for y. This proves (ii). 
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Above we considered the solution u~ε and a source f~ε satisyfing the
conditions (60) in the wave guide coordinates. However, we do not
know the wave guide coordinates in the set (Ug, g) and thus thus we do
not know which element of the data set D(ĝ, φ̂, ε), see (15), corresponds
to the source f~ε. This problem is solved in the following lemma.
PSfrag replacements
Û
Σ Jĝ(p̂
−, p̂+)
Figure 17. A schematic figure where the space-time is
represented as the 3-dimensional set R1+1. The figure
shows the objects used in the proof of Lemma 4.3. Figure
displays the subsets of (M0, ĝ). The green diamond in the
figure is the set V where the source is supported. The
dashed line shows the set from which all causal curves
intersect the surface Σ ⊂ Û .
Lemma 4.3. Assume that we are given D(ĝ, φ̂, ε) where ε > 0 is small
enough. Let 0 < r3 < r2 < r1, where r1 is the parameter used to define
Wg and s− + r1 < s1 < s+. When ε1, ε2 > 0 are small enough the
following holds:
(i) Assume that we are given (U ′, g′, φ′, F ′) such that the equivalence
class [(U ′, g′, φ′, F ′)] is in D(ĝ, φ̂, ε), and moreover, we have N (16)ĝ (g
′) <
ε1, N (16)(F ′) < ε1, and
K ′ ⊂ Ig′(µg′(s1 − r2), µg′(s1)) where K
′ = supp (F ′).(137)
Then we can determine a source F ∈ C∞0 (Wĝ) such that (U
′, g′, φ′, F ′) ∈
[(Ug, g|Ug , φ|Ug , F |Ug)], where (g, φ) is the solution of the ĝ-reduced Ein-
stein equations (10) with the source F .
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(ii) Let K ⊂ Û be a compact set such that
K ⊂ Iĝ(µĝ(s1 − r3), µĝ(s1)).(138)
When F ∈ C∞0 (Wĝ) satisfies supp (F ) ⊂ K and N
(16)(F ) < ε2, we
can find the element [(Ug, g|Ug , φ|Ug , F |Ug)] in D(ĝ, φ̂, ε), where (g, φ)
is the solution of the ĝ-reduced Einstein equations (10) with the source
F . Moreover, we can find (Ψµ)∗g and (Ψµ)∗φ where Ψµ are normal
coordinates associated to a given geodesic µ = µg,z,η([−1, 1]) ⊂ Ug, that
is, these normal coordinates are centered at the end point of µ and are
associated to the frame obtained by parallel translation along µ.
Proof. (i) As [(U ′, g′, φ′, F ′)] ∈ D(ĝ, φ̂, ε), there exists a source F on
M0 and a solution (g, φ) of the ĝ-reduced Einstein equations (10) on
M0 with the source F such that (Ug, g|Ug , φ|Ug , F |Ug) ∈ [(U
′, g′, φ′, F ′)].
By definition, (Ug, g|Ug , φ|Ug , F |Ug) ∈ [(U
′, g′, φ′, F ′)]. This implies
that there exists a diffeomorphic isometry f : (U ′, g′) → (Ug, g). Let
us next denote the causal domain in (U ′, g′) by I+g′ (p
′) and I−g′ (p
′) etc.,
where p′ ∈ U ′. Let V ′ = Ig′(µg′(s1−r2), µg′(s1)) and denote V = f(V ′),
see Fig. 17. For clarity, we denote the causal domains in (M, g) by
I+g (p) and I
−
g (p), etc., where p ∈M .
Let Σ′ ⊂ U ′ be a smooth space-like 3-dimensional surface such that
J+g′ (K
′)∩Σ′ = ∅ and for all x ∈ cl(V ′) any non-extendable past-directed
causal curve in (U ′, g′) starting from x intersects Σ′. Then the space-
like surface Σ = f(Σ′) ⊂ Û is such that (J−g′ (Σ
′), g′) is isometric to
(J−Ug,g(Σ), g) and also to (J
−
ĝ (Σ), ĝ). Next we identify these sets as well
Σ′ and Σ. Then the restriction f1 = f |J−
g′
(V ′)∩J+
g′
(Σ), that is, the isometry
f1 : (J
−
g′ (V
′)∩ J+g′ (Σ), g
′)→ (J−g (V )∩ J
+
g (Σ), g), is the identity map in
a neighborhood of Σ.
Assume next that ε1 and r2 are so small that f(J
−
g′ (V
′) ∩ J+g′ (Σ)) ⊂
Û . Considering the particular case when (U ′, g′, φ′, F ′) is equal to
(Ug, g, φ, F ) and f1 is the identity map, we see using the harmonicity
condition (155) that f1 is also a (g
′, ĝ)-wave map f1 : J
−
g′ (V
′)∩J+g′ (Σ)→
Û that is an identity map near Σ. Thus, as the given data contain the
pairs (U ′, g′) and (Û , ĝ) and we have fixed above the surface Σ, we can
determine f1 by solving a Cauchy problem for the wave map equation.
Hence, we can find F = (f1)∗F
′ in f1(J
−
g′ (V
′)∩ J+g′ (Σ)). As F vanishes
outside this this set, we can find F in Û by extending the obtained
function by zero. This proves (i).
(ii) Assume that ε2 ∈ (0, ε) is so small that the Einstein equation
(10) have solution (g, φ) for all F ∈ H, where
H = {F ∈ C∞0 (Wĝ); K = supp (F ) satisfies (138) and N
(16)
ĝ (F ) < ε2}.
When ε2 > 0 and r3 > 0 are small enough, for any F ∈ H is such that
the unique solution (g, φ) and F satisfy N (16)ĝ (g) < ε1 and (137). Then,
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there is a unique equivalence class [(Ug, g|Ug, φ|Ug , F |Ug)] ∈ D(ĝ, φ̂, ε)
and thus the map M : H → D(ĝ, φ̂, ε) is injective. Observe that for
given [(Ug, g|Ug , φ|Ug , F |Ug)] ∈ D(ĝ, φ̂, ε) we can verify if it belongs in
H. By (i) we can construct the inverse of the map M : H → M(H),
and thus we can construct also the mapM : H→M(H). Hence, when
F ∈ H, we can determine [(Ug, g|Ug , φ|Ug , F |Ug)] and represent g and φ
in the normal coordinates given in the claim. This yields (ii). 
By Lemma 4.3, for the smooth sources f~ε satisfying conditions (60)
and |~ε| small enough we can find (Ψ~ε)∗u~ε where Ψ~ε are the normal
coordinates associated to an observation geodesic on (M0, g~ε), where
u~ε = (g~ε, φ~ε). The non-smooth sources F , given on Û e.g. in the Fermi
coordinates of (Û , ĝ), for which N (16)(F ) < ε, can clearly been ap-
proximated by smooth sources. Thus when (~x, ~ξ) and the observation
geodesic µ0([−1, 1]) are given as well as the data set D(ĝ, φ̂, ε), for
the sources f~ε with fj ∈ IS
n−3/2(Y ((x′j, ξ
′
j); t0, s0)), where (−n) is large
enough and (x′j, ξ
′
j) ∈ W(s; xj , ξj), we can compute the derivatives
∂4~ε ((Ψ~ε)∗u~ε)|~ε=0. Hence, using the observation geodesics µ~ε([−1, 1]) and
µ0(r˜) = y we can check if the condition (D) is valid for y with the given
(~x, ~ξ), s0 and t0 or not.
5. Determination of light observation sets for Einstein
equations
In this section we use only the metric ĝ and denote often ĝ = g,
γ̂ = γ, U = Uĝ, etc. Below, let cl(A) denote the closure of the set A.
Our next aim is to handle the technical problem that in the set
Y((~x, ~ξ)), see (71) we have not analyzed if we observe singularities or
not. To/aim this end, we define next the sets Sreg((~x, ~ξ), t0) of points
near which we observe singularities in a 3-dimensional set.
Definition 5.1. Let (~x, ~ξ) = ((xj , ξj))
4
j=1 be a collection of light-like
vectors with xj ∈ Ug and t0 > 0. We define to S((~x, ~ξ), t0) be the set of
those y ∈ Ug that satisfies the property (D) with (~x, ~ξ) and t0 and some
ŝ > 0.
Moreover, let Sreg((~x, ~ξ), t0) be the set of the points y0 ∈ S((~x, ~ξ), t0)
having a neighborhoodW ⊂ Ug such that the intersectionW∩S((~x, ~ξ), t0)
is a non-empty smooth 3-dimensional submanifold. We denote
Scl(~x, ~ξ), t0) = cl (Sreg((~x, ~ξ), t0)) ∩ Ug.
Note that the data D(ĝ, φ̂, ε) determines the sets Scl((~x, ~ξ), t0). Our
goal is to show that Scl((~x, ~ξ), t0) coincides with the intersection of
the light cone L+g (q) and Ug where q is the intersection point of the
geodesics corresponding to (~x, ~ξ), see Fig. 15 and 16.
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Let us next motivate the analysis we do below: We will consider
how to create an artificial point source using interaction of spherical
waves propagating along light-like geodesics γxj ,ξj (R+) where (~x,
~ξ) =
((xj , ξj))
4
j=1 are perturbations of a light-like (y, ζ), y ∈ µ̂. We will
use the fact that for all q ∈ J(p−, p+) \ µ̂ there is a light-like geodesic
γy,ζ([0, t]) from y = µ̂(f
−
µ̂ (q)) to q with t ≤ ρ(y, ζ). We will next show
that when we choose (xj , ξj) to be suitable perturbations of ∂tγ̂y,ζ(t0),
t0 > 0, it is possible that all geodesics γ̂xj,ξj (R+) intersect at q before
their first cut points, that is, γ̂xj ,ξj(rj) = q, rj < ρ(xj , ξj). We note that
we can not analyze the interaction of the waves if the geodesics inter-
sect after the cut points as then the spherical waves can have caustics.
Such interactions of wave caustics can, in principle, cause propagating
singularities. Thus the sets Scl((~x, ~ξ), t0) contain singularities propa-
gating along the light cone L+g (q) and in addition that they may contain
singularities produced by caustics that we do not know how to analyze
(that could be called "messy waves"). Fortunately, near an open and
dense set of geodesics µz,η the nice singularities propagating along the
light cone L+g (q) arrive before the "messy waves". This is the reason
why we consider below the first observed singularities on geodesics µz,η.
Let us now return to the rigorous analysis.
Below in this section we fix t0 to have the value t0 = 4κ1, cf. Lemma
2.10. Recall the notation that
(x(t0), ξ(t0)) = (γx,ξ(t0), γ˙x,ξ(t0)),
(~x(t0), ~ξ(t0)) = ((xj(t0), ξj(t0)))
4
j=1.
Lemma 5.2. Let ϑ > 0 be arbitrary, q ∈ J(p−, p+) \ µ̂ and let y =
µ̂(f−µ̂ (q)) and ζ ∈ L
+
yM0, ‖ζ‖g+ = 1 be such that γy,ζ([0, r1]), r1 >
t0 = 4κ1 is a longest causal (in fact, light-like) geodesic connecting y
to q. Then there exists a set G of 4-tuples of light-like vectors (~x, ~ξ) =
((xj , ξj))
4
j=1 such that the points xj(t0) = γxj ,ξj (t0) and the directions
ξj(t0) = γ˙xj ,ξj(t0) have the following properties:
(i) xj ∈ Ug, xj 6∈ J+(xk) for j 6= k,
(ii) dg+((xl, ξl), (y, ζ)) < ϑ for l ≤ 4,
(iii) q = γxj ,ξj (rj) and ρ(xj(t0), ξj(t0)) + t0 > rj,
(iv) when (~x, ~ξ) run through the set G, the directions (γ˙xj,ξj (rj))
4
j=1
form an open set in (L+q M0)
4.
In addition, G contains elements (~x, ~ξ) for which (x1, ξ1) = (y, ζ).
Proof. Let η = γ˙y,ζ(r1) ∈ L+q M0. Let us choose light-like directions
ηj ∈ TqM0, j = 1, 2, 3, 4, close to η so that ηj and ηk are not parallel
for j 6= k. In particular, it is possible (but not necessary) that η1 = η.
Let t : M → R be a time-function on M that can be used to identify
M and R×N . Moreover, let us choose T ∈ (t(y), t(γy,ζ(r0 − t0))) and
for j = 1, 2, 3, 4, let sj > 0 be such that t(γq,ηj(−sj)) = T . Choosing
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first T to be sufficiently close t(y) and then all ηj, j = 1, 2, 3, 4 to be
sufficiently close to η and defining xj = γq,ηj(−sj) and ξj = γ˙q,ηj(−sj)
we obtain the pairs (xj , ξj) satisfying the properties stated in the claim.
As vectors ηj can be varied in sufficiently small open sets so that the
properties stated in claim stay valid, we obtain that claim concerning
the open set of light-like directions.
The last claim follows from the fact that η1 may be equal to η and
T = t(y). 
Next we analyze the set Scl((~x, ~ξ), t0) = cl (Sreg((~x, ~ξ), t0)). We recall
that the set eU(q) is the points on µz,η on which the light cone L+g (q)
is observed at the earliest time, see Def. 2.4.
Lemma 5.3. Let (~x, ~ξ), and tj = ρ(xj(t0), ξj(t0)) with j = 1, 2, 3, 4,
t0 = 4κ1, and x6 ∈ Ug and satisfy (82)-(83) and assume that ϑ0 in
(82) and Lemma 2.10 is so small that for all j ≤ 4, xj ∈ Ig(µg(s −
r1), µg(s)) = I
+
g (µg(s − r1)) ∩ I
−
g (µg(s)) with some s ∈ (s− + r1, s+),
where r1 appears in Lemma 4.3. Let V((~x, ~ξ), t0) be the set defined in
(83) and consider y ∈ V((~x, ~ξ), t0) ∩ Ug. Then
(i) Recall that if y = γq,ζ(t) with t ≤ ρ(q, ζ), then y ∈ eU(q). Assume
that y satisfies the condition (I) with (~x, ~ξ) and t0 with parameters
q, ζ, and t such that 0 ≤ t ≤ ρ(q, ζ), that is, y ∈ eU (q). Then y ∈
Scl((~x, ~ξ), t0).
(ii) Assume y does not satisfy condition (I) with (~x, ~ξ) and t0. Then y
has a neighborhood that does not intersect Sreg((~x, ~ξ), t0). In particular,
y 6∈ Scl((~x, ~ξ), t0).
(iii) If Scl((~x, ~ξ), t0)∩V((~x, ~ξ), t0) 6= ∅ then the geodesics correspond-
ing to (~x, ~ξ) = ((xj , ξj))
4
j=1 intersect (see Def. 3.3) and there is a unique
point q ∈ V((~x, ~ξ), t0) where the the intersection takes place.
The point q considered in Lemma 5.3 (iii) is the earliest point in
the set ∩4j=1γxj ,ξj([t0,∞)) and we denote it by q = Q((~x,
~ξ), t0). If
such intersection point does not exists, we define Q((~x, ~ξ), t0) to be the
empty set.
Proof. (i) Clearly, if t = 0 so that q ∈ Ug, we have q ∈ Scl((~x, ~ξ), t0).
Assume next that 0 < t < ρ(q, ζ). Let r2 > 0 and V (y, r2) be
the set of points y′ ∈ Bg+(y, r2) such that there exists a family of
observation geodesics µ~ε([−1, 1]) and y′ = µ~ε(r˜) satisfying condition
(D). Let Γ = expgq(X ((~x, ~ξ), t0), see (71), be the set of points on the light
cone on which singularities caused by 3-interactions may appear. Then
the closure of L+g (q)\Γ is L
+
g (q). As t < ρ(q, ζ), we see that when r2 > 0
is small enough, Bg+(y, r2) ∩ L
+
g (q) is a smooth 3-submanifold having
non-empty intersection with any neighborhood of y and Bg+(y, r2)∩ Γ
is a submanifold of dimension 2. Moreover, we see using Lemma 4.2
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that for r2 > 0 small enough that Bg+(y, r2) ∩ (L
+
g (q) \ Γ) ⊂ V (y, r2)
and V (y, r2) ⊂ L+g (q). Thus (L
+
g (q) \ Γ) ∩ Ug ⊂ Sreg ⊂ L
+
g (q) ∩ Ug,
where the complement of Γ in L+g (q) is dense in L
+
g (q). The claim (i)
follows from this in the case when t < ρ(q, ζ).
Assume next that y = γq,ζ(t) where ζ is light-like vector and t =
ρ(q, ζ). Let tj < t be such that tj → t as j →∞. Then the tj < ρ(q, ζ)
and the above yields yj = γq,ζ(tj) ∈ Scl((~x, ~ξ), t0). As yj → y as j →∞
we see that y ∈ Scl((~x, ~ξ), t0). This proves (i).
(ii) It follows from the assumption that either there are no intersec-
tion point q or that y 6∈ L+g (q). If y 6∈ A = Γ ∪
⋃4
j=1 γxj ,ξj ([t0,∞)), it
follows from Lemma 4.2 that y has a neighborhood V that does not in-
tersect the set S((~x, ~ξ), t0). If y ∈ A, we see, using the fact that y does
not satisfy condition (I) with (~x, ~ξ) and t0, that y has a neighborhood V
such that V \ A does not intersect S((~x, ~ξ), t0). The Hausdorff dimen-
sion of the set A∩V is less or equal to 2. Thus V ∩Sreg((~x, ~ξ), t0) = ∅.
This proves (ii).
(iii) Using the conditions posed for (~x, ~ξ), t0 and tj with j = 1, 2, 3, 4,
and x6 we see that geodesics γxj ,ξj([t0,∞) can intersect only once in
V((~x, ~ξ), t0). Moreover, if there is no such intersection, the above shows
that Scl((~x, ~ξ), t0) ∩ V((~x, ~ξ), t0) = ∅, which proves the claim (iii). 
Recall that D(ĝ, φ̂, ε) determines the sets Scl((~x, ~ξ), t0). Below, de-
note
Sclz,η((~x, ~ξ), t0) = ez,η(S
cl((~x, ~ξ), t0)),
(see (18) and Def. 5.1).
Next we summarize the above results in a form that is convenient
below.
Lemma 5.4. Let (~x, ~ξ), and tj = ρ(xj(t0), ξj(t0)) with j = 1, 2, 3, 4,
t0 = 4κ1, and x6 ∈ Ug and conditions (82)-(83) are some satisfied with
some sufficiently small ϑ0.
Let (z, η) ∈ Uz0,η0. Then we have
(i) If Q((~x, ~ξ), t0) = ∅ or Q((~x, ~ξ), t0) 6∈ J−(x6) then
Sclz,η((~x, ~ξ), t0) ∩ J
−(x6) = ∅,(139)
(ii) If Q((~x, ~ξ), t0) 6= ∅ and q = Q((~x, ~ξ), t0) ∈ J−(x6) then
Sclz,η((~x, ~ξ), t0) ∩ J
−(x6) =
{
{yz,η}, if yz,η ∈ J−(x6),
∅, if yz,η 6∈ J−(x6),
(140)
where yz,η = µz,η(f
+
µ(z,η)(q)), i.e., ez,η(q) = {yz,η}.
Note that this lemma combined with Theorem 1.2 prove Theorem
1.4 in the case when there are no cut points on the manifold (M, g).
Later we consider general manifolds with cut points.
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Proof. The claim (i) follows by applying Lemma 5.3 (ii) for all
points y ∈ J−(x6) ∩ Ug.
Let us next consider the claim (ii). Denote V = V((~x, ~ξ), t0). Let
q = Q((~x, ~ξ), t0). Then q ∈ J−(x6) ⊂ V.
Let y ∈ Ug∩V. If y 6∈ Lg(q), Lemma 5.3 yields y 6∈ Scl((~x, ~ξ), t0). On
the other hand, if y ∈ eU(q), Lemma 5.3 yields that y ∈ Scl((~x, ~ξ), t0).
Thus eU(q) ∩ V ⊂ Scl((~x, ~ξ), t0) ⊂ Lg(q) yielding
ez,η(q) ∩ V = ez,η(S
cl((~x, ~ξ), t0)) ∩ V.(141)
If yz,η ∈ J−(x6) then J−(x6) ⊂ V implies that ez,η(q) ∩ V = {yz,η}.
On the other hand, if yz,η 6∈ J−(x6), then ez,η(F ) ∩ J−(x6) = ez,η(q) ∩
J−(x6) = ∅. This yields (ii). 
Below, let t0 = 4κ1, cf. Lemma 2.10 and Kt0 ⊂ Û be the set of
points x = γy,ζ(r) where y = µ̂(s), s ∈ [s−, s+], ζ ∈ L+y M0 satisfies
g+(ζ, ζ) = 1 and r ∈ [0, 2t0). Recall that Uz0,η0 = Uz0,η0(ĥ) was defined
using the parameter ĥ. We see that if t′0 > 0 and ĥ
′ ∈ (0, ĥ) are small
enough and (z, η) ∈ Uz0,η0(ĥ
′), then the longest geodesic from x ∈ Kt′0
to the point ez,η(x) is contained in Ug, and hence we can determine
the point ez,η(x) for such x and (z, η). Let us replace the parameters
ĥ and t0 by ĥ
′ and t′0, correspondingly in our considerations below.
Then we may assume that in addition to the data given in the original
formulation of the problem, we are given also the set eU(Kt0). Next we
do this.
For technical reasons, we will next replace U by V = U ∩I−(p̂+) and
consider the sets eV (q), q ∈ J+(p̂−) ∩ I−(p̂+).
Next we consider step-by-step construction of the set eV (J
+(p̂−) ∩
I−(p̂+)) by constructing eV (J
+(y) ∩ I−(p̂+)) with y = µ̂(s) and de-
creasing s in small steps. The difficulty we encounter here is that we
do not know how the spherical waves propagating along geodesics in-
teract after the geodesics have a cut point.
Our aim is construct sets Zk = eV (I−(p̂+) ∩ J+(yk)) \ eV (I−(p̂+) ∩
J+(yk−1)), with Z0 = ∅ and yk = µ̂(sk), sk < sk−1, s0, . . . , sK ∈ [s−, s+]
with sK = s− and s0 being close to s+. The union of Zk, k = 1, 2, . . . , K
is the set eV (J
+(p̂−) ∩ I−(p̂+)). The idea of this construction is to
choose sj so that when Zk−1 is constructed we obtain the sets Zk as
a union of sets eV (γy,ζ([0, r(y, ζ)))) where y ∈ µ̂([sk, sk−1)), ζ is light-
like, and r(y, ζ) is chosen so that the geodesic γy,ζ([t0, r(y, ζ))) does
not contain cut points and does not intersect J+(yk−1) but still lies in
I−(p̂+).
The construction is the following:
Let below κ1, κ2, κ3 be constants given in Lemma 2.10. Let s0 ∈
[s−, s+] be so close to s+ that J
+(µ̂(s0)) ∩ I−(p̂+) ⊂ Kt0 . Then the
given data determines eV (J
+(µ̂(s0))∩I−(p̂+)). Moreover, let sk < sk−1,
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s0, . . . , sK ∈ [s−, s+] be such that sj+1 > sj − κ3 and sK = s−, and
denote yk = µ̂(sk), see Fig. 18 for the points y1 and y2.
Above, eV (J
+(µ̂(s0))∩ I−(p̂+)) was determined from the data. Next
we use induction: We consider s1 ∈ (s−, s+) and assume we are given
eV (J
+(y1) ∩ I
−(p̂+)) with y1 = µ̂(s1). Let us then consider s2 ∈ (s1 −
κ3, s1). Our next aim is to find the light observation points eV (J
+(y2)∩
I−(p̂+)) with y2 = µ̂(s2). To this end we need to make the following
definitions (see Fig. 18, 19, and 20).
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Figure 18. A schematic figure where the space-time
is represented as the 2-dimensional set R1+1. In sec-
tion 5 we consider geodesic γy2,ζ2([0,∞)) sent from y2 =
µ̂(s2). We consider two cases corresponding to geodesics
γy2,ζ2([0,∞)) and γy′2,ζ′2([0,∞)). For t0 > 0, the first cut
point p2, denoted by a golden point in the figure, of the
geodesic γy2,ζ2([t0,∞)) is either outside the set Jg(p̂
−, p̂+)
or is in the set J+(y1), denoted by the green boundary,
where y1 = µ̂(s1). At the point p˜ = µz,η((S(y, ζ, z, η, s1)))
we observe the first time on the geodesic µz,η∩I−(p̂) that
the geodesic γy2,ζ2([0,∞)) has entered in the set J
+(y1).
The red curve is µz,η
Let
m(z, η) = sup{s ≤ 1; µz,η(s) ∈ I
−(p̂+)}, (z, η) ∈ Uz0,η0 .(142)
Note that we can determine m(z, η) using Ug.
Definition 5.5. Let s− ≤ s2 < s1 ≤ s+ satisfy s1 < s2 + κ3, let
s ∈ [s2, s1), yj = µ̂(sj), j = 1, 2, y = µ̂(s) and ζ ∈ L+y U , ‖ζ‖g+ =
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Figure 19. A schematic figure where the space-time is
represented as the 2-dimensional set R1+1. We consider
the geodesics emanating from a point x(r) = γ(y′2,ζ′2)(r),
When r is smallest value for which x(r) ∈ J+(y1), a
light-like geodesic (black line segment) emanating from
x(r) is observed at the point p˜ ∈ µz,η ∩ I−(p̂+). Then
p˜ = µz,η(S(y, ζ, z, η, s1)). When r is small enough so that
x(r) 6∈ J+(y1), the light-geodesics (red line segments) can
be observed on µz,η in the set J
−(p˜). Moreover, when r
is such that x(r) ∈ J+(y1), the light-geodesics can be
observed at µz,η in the set J
+(p˜). The golden point is
the cut point on γy′2,ζ′2([t0,∞)) and the singularities on
the light-like geodesics starting before this point (brown
line segments) can be analyzed, but after the cut point
the singularities on the light-like geodesics (magenta line
segments) are not analyzed in this paper.
1. Moreover, recall that here g = ĝ and let (z, η) ∈ Wz0,η0 and µ =
µ(z, η) = µ(g, z, η) = µg,z,η and recall that µ̂ = µ(g, z0, η0).
When γy,ζ(R+) intersects J
+(µ̂(s1)) ∩ I−(p̂+) we define
S(y, ζ, z, η, s1) = min(m(z, η), f
+
µ(z,η)(q0)),(143)
where q0 = γy,ζ(r0) and r0 > 0 is the smallest r ≥ 0 such that γy,ζ(r) ∈
J+(µ̂(s1)). In the case when γy,ζ(R+) does not intersect J
+(µ̂(s1)) ∩
I−(p̂+), we define S(y, ζ, z, η, s1) = m(z, η).
In other words, if S(y, ζ, z, η, s1) < m(z, η), then it is the first time
when γy,ζ(t) is observed on µ(z, η) to enter the set J
+(µ̂(s1))∩ I−(p̂+).
Definition 5.6. Let s ∈ [s2, s1), y = µ̂(s) and ζ ∈ L+y U , ‖ζ‖g+ = 1.
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For ϑ ∈ (0, ϑ0), let R
(0)
ϑ (y, ζ) be the set of (~x,
~ξ) = ((xj , ξj))
4
j=1 such
that
(i) (xj , ξj) ∈ L+Ug, j = 1, 2, 3, 4,
(ii) (x1, ξ1) = (y, ζ) and (xk, ξk), k = 2, 3, 4 are in ϑ-neighborhood
of (y, ζ) in (TM0, g
+) and xl 6∈ J+g (xj) for j, l = 1, 2, 3, 4,
Also, we define Rϑ(y, ζ, z, η, s1) to be the set of 4-tuples compati-
ble with earlier observations near µz,η, that is, the set Rϑ(y, ζ, z, η, s1)
consist of all such (~x, ~ξ) ∈ R(0)ϑ (y, ζ) for which we have
(iii) there is an open neighborhood W0 ⊂ Uz0,η0 of (z, η) such that
Sclz1,η1((~x, ~ξ), t0) ∈ ez1,η1(J
+(y1) ∩ I
−(p̂+)), for all (z1, η1) ∈ W0,
and
Sclz1,η1((~x, ~ξ), t0) ∈ I
−(p̂+), for all (z1, η1) ∈ W0.
We denoteR(0)(y, ζ) = R(0)ϑ0 (y, ζ) andR(y, ζ, z, η, s1) = Rϑ0(y, ζ, z, η, s1).
Below, let κ4 = min(κ2, κ0) cf. Lemma 2.10. Let R0(y, ζ, s1) ∈
[0,∞] be the smallest value for which q0 = γy,ζ(r0) ∈ ∂J+(µ̂(s1)),
or R0(y, ζ, s1) = ∞ if no such value of r exists. By Lemma 2.10 (iv),
γy,ζ([0, t0]) does not intersect J
+(y1) ∩ I
−(p̂+). Thus, if γy,ζ([0,∞))
intersects J+(y1) ∩ I−(p̂+) if and only if γy,ζ([t0,∞)) intersects it.
Lemma 5.7. Assume that y = µ̂(s), y1 = µ̂(s1) with −1 < s1 − κ3 ≤
s < s1 < s
+, ζ ∈ L+yM , ‖ζ‖g+ = 1. Then for all δ > 0 there is
ϑ1(y, ζ, s1, δ) > 0 such that if 0 < ϑ < ϑ1(y, ζ, s1, δ) and (~x, ~ξ) ∈
R(0)ϑ (y, ζ) and for some j = 1, 2, 3, 4, we have tj = ρ(xj(t0), ξj(t0)) <
T (xj(t0), ξj(t0)), then the cut point pj = γxj(t0),ξj(t0)(tj) of the geodesics
γxj(t0),ξj(t0)([0,∞)) satisfies either
(i) pj 6∈ J−(p̂+),
or
(ii) it holds that r0 = R0(y, ζ, s1) < ∞, q0 = γy,ζ(r0) satisfies q0 ∈
J−(µ̂(s+2)) and r1 = r0 + κ4 < t0 + ρ(y(t0), ζ(t0)) and q1 = γy,ζ(r1)
satisfy q1 ∈ I
−(µ̂(s+3)), cf. (1) and text above it, and f
+
µ(z,η)(pj) >
f+µ(z,η)(q1)− δ.
Proof. We start with a Lipschitz estimate that we will need be-
low. Consider r > 0 such that γy,ζ(r) ∈ J−(µ̂(s+3)) and let (~x, ~ξ) ∈
R(0)(y, ζ). Using the Lipschitz estimate (24) for the geodesic flow
in J(µ̂(−1), µ̂(1)), we see that there are L0 = L0(y, ζ, r) > 0 and
ϑ2(y, ζ, r) > 0 such that if 0 < ϑ < ϑ2(y, ζ, r) and dg+((xj , ξj), (y, ζ)) <
ϑ then
dg+(γxj ,ξj(r), γy,ζ(r)) < L0ϑ.(144)
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Next, let t2 = ρ(y, ζ), t3 = ρ(y(t0), ζ(t0))+ t0, and (~x, ~ξ) ∈ R(0)(y, ζ).
Let q2 = γy,ζ(t2) and q3 = γy,ζ(t3). By Lemma 2.10 (i)-(ii), we see that if
t2 ≥ R1+κ0 then ρ(xj(t0), ξj(t0))+t0 > R1 and hence pj 6∈ J−(µ̂(s+2)).
Thus it is enough to consider the case when t2 < R1 + κ0
We see using Lemma 2.10 (ii) that t3 ≥ t2 + 3κ2. Note that q3 =
γy(t0),ζ(t0)(ρ(y(t0), ζ(t0))) is the first cut point on γy(t0),ζ(t0)([0,∞)). If
this cut point satisfies q3 ∈ J−(µ̂(s+2)), then by Lemma 2.10 (iii),
we have f−µ̂ (q3) > f
−
µ̂ (q2) + 3κ3 ≥ s2 + 3κ3, implying q3 ∈ I
+(y1) as
s1 < s2 + 2κ3. Thus the first cut point q3 on γy(t0),ζ(t0)([0,∞)) satisfies
(see Fig. 18)
q3 ∈ I
+(y1) or q3 6∈ J
−(µ̂(s+2)).(145)
Below, we consider two cases separately:
In case (a): q3 6∈ J−(µ̂(s+2)).
In case (b): q3 ∈ J−(µ̂(s+2)).
Assume next the alternative (b) is valid.
Then by (145) we have q3 ∈ I
+(y1) and hence γy,ζ([0,∞)) intersects
J+(y1) ∩ J−(µ̂(s+2)). There exists the smallest number r0 > 0 such
that γy,ζ(r0) ∈ ∂J+(y1). We define q0 = γy,ζ(r0) ∈ ∂J+(y1). Note that
then q0 ∈ J−(µ̂(s+2)).
Let r1 = r0 + κ4. Then by Lemma 2.10 (i), we have q1 = γy,ζ(r1) ∈
I−(µ̂(s+3)).
Using Lemma 2.10 (iii) for the point q0, we see that as f
−
µ̂ (q0) = s1 <
s+2κ3, we have r0 < ρ(y, ζ)+ κ2. On the other hand, by Lemma 2.10
(ii), ρ(xj(t0), ξj(t0))+t0 > ρ(y, ζ)+3κ2, and hence ρ(xj(t0), ξj(t0))+t0 >
r0 + 2κ2 ≥ r1 + κ2.
Let S∗ = f+µ(z,η)(q1) and δ > 0. As the functions (x, ξ) 7→ γx,ξ(r1)
and q 7→ f+µ(z,η)(q) are continuous and f
+
µ(z,η)(q1) > S
∗ − δ, we see that
when there is ϑ1(y, ζ, s1, r1, δ) such that if 0 < ϑ < ϑ1(y, ζ, s1, r1, δ)
then q′j = γxj ,ξj(r1) satisfies f
+
µ(z,η)(q
′
j) > S
∗ − δ. As q′j < pj, we have
f+µ(z,η)(pj) > S
∗ − δ.
Let us next consider the case when the alternative (a) is valid, that
is, q3 6∈ J−(µ̂(s+2)).
Let r4 = r4(y, ζ, s2) > 0 be the smallest number such that γy,ζ(r4) ∈
∂J−(µ̂(s+2)) and define q4 = γy,ζ(r4). Then using this and the defini-
tion of q4, we have t3 = ρ(y(t0), ζ(t0)) + t0 > r4. As (x, ξ) 7→ ρ(x, ξ) is
a lower-semicontinuous function, there exists ϑ3(y, ζ, s1) > 0 such that
if 0 < ϑ < ϑ3(y, ζ, s1) then ρ(xj(t0), ξj(t0)) + t0 > r4.
Observe that q4 6∈ J(µ̂(s−2), p̂
+) = J+(µ̂(s−2)) ∩ J
−(p̂+) and thus
h2 := dg+(q4, J(µ̂(s−2), p̂
+)) > 0. Using (144) we see that there exists
ϑ1(y, ζ, s1) ∈ (0, ϑ3(y, ζ, s1)) such that if 0 < ϑ < ϑ1(y, ζ, s1) and
(~x, ~ξ) ∈ R(0)ϑ (y, ζ), then xj ∈ J
+(µ̂(s−2)) and
dg+(γxj ,ξj(r4), q4) <
1
2
h2,
104 YAROSLAV KURYLEV, MATTI LASSAS, GUNTHER UHLMANN
and hence
dg+(γxj,ξj (r4), J(µ̂(s−2)), p̂
+)) >
1
2
h2.
Assume next that 0 < ϑ < ϑ1(y, ζ, r4). Then, as xj ∈ J+(µ̂(s−2)),
we have γxj ,ξj(r4) ∈ J
+(µ̂(s−2)) and hence γxj ,ξj(r4) 6∈ J
−(p̂+). Then
ρ(xj(t0), ξj(t0)) + t0 > r4 and γxj ,ξj(r4) 6∈ J
−(p̂+) imply that pj =
γxj(t0),ξj(t0)(ρ(xj(t0), ξj(t0))) 6∈ J
−(p̂+). This proves the claim. 
Next our aim is show that we can determine the function S(y, ζ, z, η, s1).
To this end we have to take care of the difficulty that the geodesic γy,ζ
can exit Ug, later return to it and intersects the geodesic µ̂ or a geodesic
µz,η. This happen for instance in the Lorentzian manifold R×S3. First
we consider the case when the geodesic γy,ζ does not intersect e.g. a
geodesic µz,η.
Lemma 5.8. Let s− ≤ s2 ≤ s < s1 ≤ s+ satisfy s1 < s2 + κ3, let
yj = µ̂(sj), j = 1, 2, y = µ̂(s) and ζ ∈ L+y U , ‖ζ‖g+ = 1. Assume that
(z, η) ∈ Uz0,η0 is such that γy,ζ([t0,∞)) does not intersect µz,η([−1, 1]).
There is ϑ3(y, ζ, s1, z, η) > 0 such that if 0 < ϑ < ϑ3(y, ζ, s1, z, η)
and (~x, ~ξ) ∈ R(0)ϑ (y, ζ) the following holds:
If ρ(xj(t0), ξj(t0)) < T (xj(t0), ξj(t0)) for some j = 1, 2, 3, 4, then the
cut point pj = γxj(t0),ξj(t0)(ρ(xj(t0), ξj(t0))) satisfies either pj 6∈ J
−(p̂+)
or f+µ(z,η)(pj) > S(y, ζ, z, η, s1).
Proof. We denote below S = S(y, ζ, z, η, s1). The fact that γy,ζ([t0,∞))
does not intersect µz,η([−1, 1]) implies that when ϑ > 0 is small enough,
we have that (~x, ~ξ) ∈ R(0)ϑ (y, ζ) that γxj ,ξj([t0,∞)) does not intersect
µz,η([−1, 1]). Assume next that ϑ is so small that this is valid.
Using a short-cut argument that if t2 > t1 then for all j = 1, 2, 3, 4,
f+µ(z,η)(γxj,ξj (t2)) > f
+
µ(z,η)(γxj ,ξj(t1)).(146)
Assume that ρ(xj(t0), ξj(t0)) < T (xj(t0), ξj(t0)) for some j = 1, 2, 3, 4.
We can assume that pj ∈ J−(p̂+) as otherwise the claim is proven.
By Lemma 5.7 (ii), then r0 = R(y, ζ, s1) <∞, γy,ζ([t0,∞)) intersects
J+(y1) ∩ I−(µ̂(s+2))), and q0 = γy,ζ(r0) ∈ ∂J+(y1). Let r1 = r0 + κ4
so that q1 = γy,ζ(r1) ∈ I−(µ̂(s+3)). Using (146) we see the S1 =
f+µ(z,η)(q1) > S, and define δ = (S1 − S)/2 > 0. By Lemma 5.7,
when 0 < ϑ < ϑ1(y, ζ, s1, δ), we have ρ(xj(t0), ξj(t0)) + t0 > r1 and
f+µ(z,η)(pj) > S1 − δ > S. 
Definition 5.9. Let T (y, ζ, z, η, s1) be the infimum of s ∈ [−1, m(z, η)]
for which for every ϑ ∈ (0, ϑ0) there exists (~x, ~ξ) ∈ Rϑ(y, ζ, z, η, s1)
such that µz,η(s) = ez,η(Scl((~x, ~ξ), t0)) if such values of s exist, and
otherwise, let T (y, ζ, z, η, s1) = m(z, η).
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Figure 20. A schematic figure where the space-time is
represented as the 2-dimensional set R1+1. In section 5
we consider geodesics γxj,ξj ([0,∞)), j = 1, 2, 3, 4, that
all intersect for the first time at a point q. In the fig-
ure we consider only geodesics γxj ,ξj ([0,∞)), j = 1, 2.
When we consider geodesics γxj ,ξj([t0,∞)), j = 1, 2 with
t0 > 0, they may have cut points at x
cut
j = γxj,ξj (tj).
In the figure γxj ,ξj([0, tj)) are colored by black and the
geodesics γxj ,ξj ([tj,∞)) are colored by green. In the fig-
ure the geodesics intersect at the point q before the cut
point and for the second time at p after the cut point.
We can analyze the singularities caused by the spheri-
cal waves that interact at q but not the interaction of
waves after the cut points of the geodesics. It may be
that e.g. the intersection at p causes new singularities to
appear and we observe those in Û . As we cannot iana-
lyze these singularities, we consider these singularities as
"messy waves". However, the "nice" singularities caused
by the interaction at q propagate along the future light
cone of the point q arrive to Û so that on a dense and
open subset of geodesics µg,z,η these "nice" singularities
are observed before the "messy waves". Due to this we
consider the first singularities observed on geodesics
µg,z,η.
Lemma 5.10. Let s− ≤ s2 ≤ s < s1 ≤ s+ satisfy s1 < s2 + κ3,
let yj = µ̂(sj), j = 1, 2, y = µ̂(s) and ζ ∈ L+y U , ‖ζ‖g+ = 1, and
(z, η) ∈ Uz0,η0.
Then
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(i) We always have T (y, ζ, z, η, s1) ≥ S(y, ζ, z, η, s1).
(ii) Assume that (z, η) ∈ Uz0,η0 is such that γy,ζ([t0,∞)) does not
intersect µz,η([−1, 1]). Then T (y, ζ, z, η, s1) = S(y, ζ, z, η, s1).
(iii) For all (z, η) ∈ Uz0,η0 we have
S(y, ζ, z, η, s1) = min(m(z, η), lim inf
(z1,η1)→(z,η)
T (y, ζ, z1, η1, s1)).
Proof. In the proof we continue to use the notations given in Def.
5.6 and denote T = T (y, ζ, z, η, s1). The objects used in the proof are
shown in Figs. 19 and 20.
(i) Let s+1 < S(y, ζ, z, η, s1) and x6 = µz,η(s
+
1 ). Note that as then
s+1 < m(z, η). As µz,η(m(z, η)) ∈ J
−(p̂+), we have x6 ≪ p̂
+.
Let δ ∈ (0, S(y, ζ, z, η, s1) − s
+
1 ). Assume that (~x,
~ξ) ∈ R(0)ϑ (y, ζ)
with some 0 < ϑ < ϑ1(y, ζ, s1, r1, δ), where ϑ1(y, ζ, s1, r1, δ) is defined
in Lemma 5.7.
Assume that for some j = 1, 2, 3, 4 it holds that ρ(xj(t0), ξj(t0)) <
T (xj(t0), ξj(t0)) and consider the cut point pj = γxj(t0),ξj(t0)(ρ(xj(t0), ξj(t0))).
By Lemma 5.7, pj either satisfies pj 6∈ J−(p̂+), or alternatively, r0 =
R(y, ζ, s1) < ∞ and q0 = γy,ζ(r0) ∈ ∂J
+(y1) and for r1 = r0 + κ4 we
have q1 = γy,ζ(r1) ∈ I−(µ̂(s+3)) and
f+µ(z,η)(q1) ≥ f
+
µ(z,η)(q0) = S(y, ζ, z, η, s1)
and
f+µ(z,η)(pj) ≥ f
+
µ(z,η)(q1)− δ ≥ S(y, ζ, z, η, s1)− δ > s
+
1 .
Notice that in the latter case f+µ(z,η)(pj) > s
+
1 .
Thus in all cases the cut points pj of geodesics γxj(t0),ξj(t0) satisfy
pj 6∈ J−(x6). Assume below that ϑ is so small enough that the above
holds.
Next, assume that the geodesics corresponding to (~x, ~ξ) ∈ R(0)ϑ (y, ζ)
intersect at some point q ∈ J−(x6). Then ez,η(q) ∩ J
−(x6) = {µz,η(s˜)}
with s˜ = f+µ(z,η(q) ≤ s
+
1 . Hence Lemma 5.4 yields that S
cl
z,η((~x, ~ξ), t0)∩
J−(x6) is equal to {µz,η(s˜)}. However, for all q′ ∈ γy,ζ ∩ (J+(y1) ∩
I−(p̂+)), we have ez,η(q
′) = {µz,η(s′)} with s′ ≥ S(y, ζ, z, η, s1). As
s˜ ≤ s+1 < S(y, ζ, z, η, s1), we see that the condition (iii) in Def. 5.6 can
not be satisfied for (~x, ~ξ) and hence (~x, ~ξ) 6∈ Rϑ(y, ζ, z, η, s1).
Assume next that (~x, ~ξ) ∈ Rϑ(y, ζ, z, η, s1). The above yields that
either the geodesics corresponding to (~x, ~ξ) do not intersect, that is,
Q((~x, ~ξ), t0) = ∅ or the intersection point q = Q((~x, ~ξ), t0) is not in
J−(x6). Then we see using Lemma 5.4 that Scl((~x, ~ξ), t0)∩J−(x6) = ∅.
As Scl((~x, ~ξ), t0) is closed, we have either ez,η(Scl((~x, ~ξ), t0)) = ∅ or
µz,η(s
+
1 ) = x6 ≪ ez,η(S
cl((~x, ~ξ), t0)). By definition of T , this gives
that T ≥ s+1 . As above s
+
1 < S(y, ζ, z, η, s1) was arbitrary, this yields
T ≥ S(y, ζ, z, η, s1).
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(ii) Denote below S = S(y, ζ, z, η, s1). If S = m(z, η) and the claim
holds trivially. Thus, let us assume below that S < m(z, η). By defini-
tion (143), this implies that r0 = R(y, ζ, s1) < ∞ and q0 = γy,ζ(r0) ∈
∂J+(y1) is such that f
+
µ(z,η)(q0) = S.
By Lemma 5.8, if ρ(xj(t0), ξj(t0)) < T (xj(t0), ξj(t0)) for some j =
1, 2, 3, 4, and ϑ is small enough, the cut point pj = γxj(t0),ξj(t0)(ρ(xj(t0), ξj(t0)))
satisfies either pj 6∈ J−(p̂+) or f
+
µ(z,η)(pj) > S.
As S < m(z, η) and above holds for all j ∈ {1, 2, 3, 4}, we see that
there is s∗ ∈ (S,m(z, η)) such that pj = γxj(t0),ξj(t0)(ρ(xj(t0), ξj(t0))) 6∈
J−(µ(s∗)). We observe that then (~x(t0), ~ξ(t0)) satisfies conditions
(82)-(83) with x6 = µ(s∗) and q0 ∈ I−(x6).
Let s′ ∈ (S, s∗). Note that then µz,µ(s
′) ∈ I−(x6). As f
+
µ(z,η)(q0) =
S, the functions (z1, η1) 7→ f
+
µ(z1,η1)
(q0) and (z1, η1) 7→ µz1,η1(s
′) are
continuous, we see that (z, η) has a neighborhood W1 ⊂ Uz0,η0 such
that for all (z1, η1) ∈ W1 we have f
+
µ(z1,η1)
(q0) < s
′ and µz1,η1(s
′) ⊂
I−(x6). In particular then ez1,η1(q0) = {µz1,η1(f
+
µ(z1,η1)
(q0))} ⊂ I
−(x6).
Then by Lemma 5.4, Sclz′1,η′1((~x,
~ξ), t0)) ∩ J−(x6) coincides with the
set ez′1,η′1(q0) ∩ J
−(x6) for all (z
′
1, η
′
1) ∈ Uz0,η0. This and the above
imply that Sclz1,η1(((~x, ~ξ), t0) = ez1,η1(q0) when (z1, η1) ∈ W1. As q0 ∈
J+(y1) ∩ I−(p̂+), we have (~x, ~ξ) = ((xj , ξj))4j=1 ∈ Rϑ(y, ζ, z, η, s1).
The above shows that there is (~x, ~ξ) ∈ Rϑ(y, ζ, z, η, s1) such that
the geodesics corresponding to (~x, ~ξ) intersect in q0 and µz,η(s) =
Sclz,η(((~x(t0), ~ξ(t0)), t0) with s = S = f
+
µ(z,η)(q0).
Hence T (y, ζ, z, η, s1) ≤ S = S(y, ζ, z, η, s1) and the claim (ii) follows
from (i).
(iii) Using standard results of differential topology, we see that there
is an open and dense set W ⊂ Uz0,η0 such that if (z, η) ∈ W then
µz,η([−1, 1]) does not intersect γy,ζ([t0,∞)).
Let q0 = γy,ζ(r0) ∈ ∂J+(y1) be the point defined in the proof of
(ii). By Lemma 2.3 (v), the function (z, η) 7→ f+z,η(q0) is continuous
and as M0 \ I−(p̂+) is closed, similarly to the first part of the proof
of Lemma 2.3 (v), we see that the function (z, η) 7→ m(z, η) is lower-
semicontinuous. As S(y, ζ, z, η, s1) = min(m(z, η), f
+
z,η(q0)) the claim
(iii) follows easily from (ii). 
Next we reconstruct eV (q) when q runs over a geodesic segment.
Lemma 5.11. Let s− ≤ s2 ≤ s < s1 ≤ s+ satisfy s1 < s2 + κ3, let
yj = µ̂(sj), j = 1, 2, y = µ̂(s), and ζ ∈ L+y U , ‖ζ‖g+ = 1. When
we are given the data set D(ĝ, φ̂, ε), we can determine the collection
{eV (q); q ∈ (γy,ζ([t0,∞))∩ I−(p̂+)) \ J+(y1)}, where V = U ∩ I−(p̂+).
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Proof. In the proof, we consider y, ζ, s1, and t0 as fixed parameters
and do not always indicate the dependency on the other parameters on
those.
Let us denote by W = W(y, ζ) ⊂ Uz0,η0 the open and dense set of
those (z, η) ∈ Uz0,η0 for which µz,η([−1, 1]) ∩ γy,ζ([t0,∞)) = ∅.
Next, let (z, η) ∈ W and denote S = S(y, ζ, z, η, s1). Let 0 < ϑ <
ϑ3(y, ζ, s1, z, η) and consider (~x, ~ξ) ∈ R
(0)
ϑ (y, ζ).
We define x′ = x′(z, η) := µz,η(S(y, ζ, z, η, s1)). Then x
′ ∈ ∂J+(q0),
x′ ∈ J−(p̂+).
As 0 < ϑ < ϑ3(y, ζ, s1, z, η), using Lemma 5.8 we see that if ρ(xj(t0), ξj(t0)) <
T (xj(t0), ξj(t0)) for some j = 1, 2, 3, 4, then pj = γxj(t0),ξj(t0)(ρ(xj(t0), ξj(t0)))
either satisfies pj 6∈ J−(p̂+) or f
+
µ(z,η)(pj) > S. In both cases the cut
points pj of geodesics γxj(t0),ξj(t0) satisfy pj 6∈ J
−(x′).
Recall that for (~x, ~ξ) we denote the first intersection point of the
geodesics γxj ,ξj by q = Q(~x,
~ξ) if such intersection point exists and
otherwise we define Q(~x, ~ξ) = ∅.
With the above definitions all cut points satisfy pj 6∈ J−(x′) for all
j ≤ 4. By definition of x′ and Lemma 5.4, we see using x′ as the
point x6, that if the geodesic corresponding to (~x, ~ξ) intersect at some
point q = Q(~x, ~ξ) ≪ x′ we have Sclz,η((~x, ~ξ), t0) = ez,η(q) ≪ x′, and
otherwise, Sclz,η((~x, ~ξ), t0) ∩ I
−(x′) = ∅.
Consider next a general (z, η) ∈ Uz0,η0, that is, we do not anymore re-
quire that (z, η) ∈ W(y, η). We say that a sequence ((~x(ℓ), ~ξ(ℓ)))∞ℓ=1 is a
Az,η(y, ζ) sequence and denote ((~x(ℓ), ~ξ(ℓ)))∞ℓ=1 ∈ Az,η(y, ζ), if (~x
(ℓ), ~ξ(ℓ)) ∈
R(0)ϑ(ℓ)(y, ζ) with ϑ(ℓ) = 1/ℓ and there is ℓ0 > 0 such that either there is
p ∈ µz,η such that for all ℓ ≥ ℓ0
Sclz,η((~x
(ℓ), ~ξ(ℓ)), t0) ∩ I
−(x′(z, η)) = {p}
or alternatively, for all ℓ ≥ ℓ0
Sclz,η((~x
(ℓ), ~ξ(ℓ)), t0) ∩ I
−(x′(z, η)) = ∅.
Note that as x′(z, η) = µz,η(S(y, ζ, z, η, s1)) ≤ p̂+, we have I−(x′(z, η)) ⊂
I−(p̂+) and we can therefore have
Sclz,η((~x
(ℓ), ~ξ(ℓ)), t0) ∩ I
−(x′(z, η))
= Sclz,η((~x
(ℓ), ~ξ(ℓ)), t0) ∩ µz,η((−1, S(y, ζ, z, η, s1))).
We denote then
pz,η(((~x
(ℓ), ~ξ(ℓ)))∞ℓ=1) = S
cl
z,η((~x
(ℓ1), ~ξ(ℓ1)), t0) ∩ I
−(x′(z, η))
where ℓ1 above is chosen so that the right hand side does not change if
ℓ1 is replaced with any larger value. Note that we can use any ℓ1 ≥ ℓ0.
Note that here pz,η(((~x
(ℓ), ~ξ(ℓ)))∞ℓ=1) is in fact a set-valued function; its
value can either be one point, or an empty set.
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We say also that ((~x(ℓ), ~ξ(ℓ)))∞ℓ=1 is a A(y, ζ) sequence if there is open
and dense set W ′ ⊂ Uz0,η0 and a non-empty open set W
′
0 ⊂ W
′ such
that ((~x(ℓ), ~ξ(ℓ)))∞ℓ=1 is a Az,η(y, ζ) sequence for all (z, η) ∈ W
′ and the
set pz,η(((~x
(ℓ), ~ξ(ℓ)))∞ℓ=1) is non-empty for all (z, η) ∈ W
′
0.
Next, let us denote the A(y, ζ) sequences by X = ((~x(ℓ), ~ξ(ℓ)))∞ℓ=1.
Observe thatD(ĝ, φ̂, ε) determines the points x′(z, η), the setsA(y, ζ),
and pz,η(X ) for X ∈ A(y, ζ).
Let (z, η) ∈ W and consider aAz,η(y, ζ) sequence X = ((~x(ℓ), ~ξ(ℓ)))∞ℓ=1.
Below, we use x6 = x
′(z, η). We consider two cases separately:
Case (a): Assume that for all ℓ large enough the geodesics corre-
sponding to (~x(ℓ), ~ξ(ℓ)) intersect at a point qℓ ∈ (I−(p̂+)∩I−(x′(z, η)))\
J+(y1). As ez,η(qℓ)≪ x6, Lemma 5.4 implies ez,η(qℓ) = S
cl
z,η((~x
(ℓ), ~ξ(ℓ)), t0)
for ℓ is large enough. By definition of X we have ez,η(qℓ) = pz,η(X ) for
all ℓ large enough. Recall that when ez,η(qℓ) is given for all (z, η) ∈ W ′0
we can determine by Lemma 2.6 the point qℓ uniquely. Thus we see
that the points qℓ have to coincide when ℓ is large enough. Next we
denote the point qℓ, when ℓ is large enough, by q.
Case (b): Assume that there are arbitrarily large ℓ such that the
intersection point qℓ of the geodesics corresponding to (~x
(ℓ), ~ξ(ℓ)) is not
in (I−(p̂+) ∩ I−(x′(z, η))) \ J+(y1) or it does not exists. Then, when
ℓ is large enough, then the set Sclz,η(~x
(ℓ), ~ξ(ℓ)), t0) does not intersect
I−(p̂+) ∩ I−(x′(z, η)).
By definition, for all X = ((~x(ℓ), ~ξ(ℓ)))∞ℓ=1 ∈ A(y, ζ) there is a non-
empty open set W ′0 such that for large enough ℓ the intersection of
Sclz,η(~x(ℓ), ~ξ(ℓ)), t0) and I−(p̂+)∩I−(x′(z, η)) is non-empty for all (z, η) ∈
W ′0. Thus, as W
′
0 ∩ W is non-empty, we see that the case (b) is not
possible. Thus for all X ∈ A(y, ζ) the case (a) has to hold and we have
a well-defined intersection point q = Q(~x(ℓ), ~ξ(ℓ)) where the geodesics
corresponding to (~x(ℓ), ~ξ(ℓ)) intersect when ℓ is large enough. Below
we denote it by Q(X ) = q. This point has to be on the geodesic
γy,η, and by the above considerations, we see that it has to in the
set γy,ζ([t0,∞)) ∩ (I−(p̂+) \ J+(y1)). On the other hand, by Lemma
5.2, for all q ∈ γy,ζ([t0,∞)) ∩ (I
−(p̂+) \ J+(y1)) and all ϑ > 0 there
is (~x, ~ξ) ∈ Rϑ(y, ζ) such that the geodesics corresponding to (~x, ~ξ)
intersect at q. As q ∈ I−(p̂+), we see that there is an open setW ′0 ⊂ W
such that for all (z, η) ∈ W ′0 we have µz,η((−1, m(z, η)))∩L
+
g (q) 6= ∅ and
thus f+µ(z,η)(q) < m(z, η). Combining these observations we conclude
that the set {Q(X ); X ∈ A(y, ζ)} coincides with the set γy,ζ([t0,∞))∩
(I−(p̂+) \ J+(y1)).
When W ′ is equal to the set W we have
pz,η(X ) ∩ (I
−(p̂+) ∩ I−(x′(z, η))) =(147)
ez,η(Q(X )) ∩ (I
−(p̂+) ∩ I−(x′(z, η))) for all (z, η) ∈ W ′.
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Note that then the equation (147) is valid in particular when W ′ =
W. Unfortunately, we have not above determined the set W and thus
can not assumed it to be known. However, for any open and dense set
W ′ the intersection of W ′ ∩W is an open and dense subset of W and
thus
{pz,η(X ); (z, η) ∈ W
′ ∩W} =
⋃
(z,η)∈W ′∩W
µz,η((−1, m(z, η))) ∩ eV (q)
is a dense subset of eV (q) ∩ I−(p̂+). Hence for all open and dense sets
W ′,
eV (q) ∩ I
−(p̂+) ⊂ cl({pz,η(X ); (y, η) ∈ W
′}) ∩ I−(p̂+)
and the equality holds when W ′ is the set W. Using this we see that
if we take the intersection of the all sets cl({pz,η(X ); (y, η) ∈ W ′}) ∩
I−(p̂+) where W ′ ⊂ Uz0,η0 is an open and dense subset, we obtain the
set eV (q) for q = Q(X ), where V = Ug ∩ I
−(p̂+).
Doing this construction for all for X ∈ A(y, ζ), we determine the set
eV ((γy,ζ([t0,∞)) ∩ I−(p̂+)) \ J+(y1)). 
The above shows that the given data D(ĝ, φ̂, ε) determine the collec-
tion {eV (q); q ∈ γy,ζ([t0,∞))∩ (I−(p̂+) \ J+(y1))} for all y = µ̂(s) and
ζ ∈ L+y M0, ‖ζ‖g+ = 1, where s ∈ [s1 − κ3, s1). Taking the union of all
such collections and eV (J
+(µ̂(s1)) ∩ I−(p̂+)) and eV (Kt0 ∩ J
+(µ̂(s))),
we obtain the set eV (J
+(µ̂(s)) ∩ I−(p̂+)). Iterating this construction
for s2, s3, . . . , sK , with sk+1 ∈ (sk−κ3, sk), we can find eV (I(µ̂(s′), p̂+))
for all s− < s
′ < s+.
Let now for s− < s
′ < s′′ < s+. Observe that eV (q) ∈ eV (J
+(µ̂(s))∩
I−(p̂+)) satisfies eV (q) ∈ eV (I(µ̂(s′), µ̂(s′′))) if and only if ez0,η0(q) ≪
µ̂(s′′). Thus we can find the sets eV (I(µ̂(s
′), µ̂(s′′))) for all s− < s
′ <
s′′ < s+.
By Theorem 1.2 we can reconstruct the manifold I(µ̂(s′), µ̂(s′′)) for
all s− < s
′ < s′′ < s+. Glueing these constructions together we obtain
I(p̂−, p̂+) and the conformal structure on it. This proves Theorem 1.4.

Proof. (of Thm. 1.5) As noted in Appendix B, by assuming that
Condition A is valid and by making the parameter ĥ determining Ug
smaller, there are adaptive source function, or S-functions, given in the
formula (170) in Appendix B with L ≥ 5 and K = L · (L!) + 1. for
which the Assumption S is valid. Next we consider these S-functions.
Let us denote by (g′, φ′) the solutions of (7) with some sources
(F1,F2) supported compactly in Ug′. We want to find out when the ob-
servations (Ug′ , g
′|Ug′ , φ
′|Ug′ ,F1,F2), representing an equivalence class
in Dalt(ĝ, φ̂, ε) that satisfy the conservation law ∇gj (T
jk(g, φ)+F jk1 ) =
0, are equivalent to the observations of some solution (g, φ) of the model
(10) when the S-functions are given by the formula (170) in Appendix
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B. To do this, assume that we are given the restrictions of ĝ and the
solution of (7), denoted g′, φ′ in Ug′ and (F1,F2). Then we can compute
R′ := F1,
Sℓ = (F2)ℓ, ℓ = 1, 2, . . . , L,
Z ′ :=
L∑
ℓ=1
Sℓφ
′
ℓ
and find P ′ := R′ − Z ′g′. After we have found these functions, we test
if equations (165) and (166) in the Appendix B hold for g = g′, φ = φ′,
P = P ′, Z = Z ′, R = R′, QL+1 = Z and some functions (Qℓ)
L
ℓ=1 that
are compactly supported in Ug = Ug′. If this is the case the functions
g, φ in Ug and (P,Q), supported in Ug, are restrictions of the solutions
of (10) with the S-functions given by the formula (170) in Appendix B
with some P and Q.
Clearly, all solutions (10) with the S-functions (170) correspond to
the solutions of (7) with some (F1,F2),
Summarizing, for a given (Ug′ , g
′|Ug′ , φ
′|Ug′ ,F1,F2) that represents
an equivalence class in Dalt(ĝ, φ̂, ε) and satisfies the conservation law
∇gj (T
jk(g, φ) + F jk1 ) = 0, we can find out if there exists an element
(Ug′ , g
′|Ug′ , φ
′|Ug′ , F ) ∈ D(ĝ, φ̂, ε) with some F supported in Ug′, and if
so, we can find this element. Hence, when we are given the collection
Dalt(ĝ, φ̂, ε), we can choose from it all elements that correspond to some
element of D(ĝ, φ̂, ε), and thus we can find D(ĝ, φ̂, ε). The claim follows
then from Theorem 1.4. 
Proof. (of Corollary 1.6) In the above proof of Theorem 1.4, we used
the assumption that Q̂ = 0 and P̂ = 0 to obtain equations (62). In
the setting of Cor. 1.6 where the background source fields Q̂ and P̂
are not zero, we need to assume in the computations related to sources
(59) that there are neighborhoods Vj of the geodesics γj that satisfy
supp (fj) ⊂ Vj , the linearized waves uj = Qĝfj satisfy singsupp(uj) ⊂
Vj, and Vi ∩ Vj ∩ (supp (Q̂) ∪ supp (P̂ )) = ∅ for i 6= j. To this end,
we have first consider measurements for the linearized waves and check
for given (~x, ~ξ) that no two geodesic γxj,ξj (R+) do intersect at Uĝ and
restrict all considerations for such (~x, ~ξ). Notice that such (~x, ~ξ) form
an open and dense set in (TUĝ)
4. If then the width ŝ of the used
spherical waves is chosen to be small enough, we see that condition
Vi ∩ Vj ∩ (supp (Q̂) ∪ supp (P̂ )) = ∅ is satisfied.
The above restriction causes only minor modifications in the above
proof and thus, mutatis mutandis, we see that we can determine the
conformal type of the metric in all relatively compact subsets Iĝ(µ̂(s
′), µ̂(s′′))\
(supp (Q̂) ∪ supp (P̂ )), s− < s′ < s′′ < s+, of Iĝ(p̂−, p̂+) \ (supp (Q̂) ∪
supp (P̂ )). By glueing these manifolds and Uĝ together, we find the
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conformal type of the metric in Iĝ(p̂
−, p̂+). After this the claim follows
from Corollary 1.3.

5.1. A discussion on an application for a dark matter related
example. The determination of the conformal class of the Lorentzian
metric considered above can be done also for a model that is related
to dark matter and energy [73]. We note that by reconstructing the
conformal class of the metric tensor g in area of space that contain dark
matter but not usual "observable matter" tells how the "dark matter"
would change the path of light rays that would travel in this area, even
the path of light rays on which we can not do direct measurements.
Let us consider a model where the fields φℓ, ℓ ≤ L−1 can be observed
and correspond to "usual" matter. The field φL could correspond to
"dark" matter. We write φ = (φ′, φL), where φ
′ = (φℓ)
L−1
ℓ=1 and Q =
(Q′, QL), where Q
′ = (Qℓ)
L−1
ℓ=1 .
Moreover, we assume that in the model (10) the adaptive source
functions Sℓ(φ,∇
gφ,Q,∇gQ,P,∇gP, g) are such that
Sℓ(φ,∇
gφ,Q,∇gQ,P,∇gP, g) = S˜ℓ(φ
′,∇gφ′, Q′,∇gQ′, P,∇gP, g),(148)
for ℓ ≤ L− 1,
SL(φ,∇
gφ,Q,∇gQ,P,∇gP, g) = 0.
We consider the model (10) assuming that QL = 0 and that we can
observe only the g and φ′ components of the waves in Ug. Moreover,
we assume that the Assumption B is valid with permutations σ for
which L 6∈ {σ(j); j = 1, 2, 3, 4, 5}. Analyzing the wave equation in the
ĝ wave map coordinates, we see that the φL component of linearized
waves (g˙, φ˙) satisfies
(ĝjk∂j∂k − ĝ
pqΓ̂jpq∂j +m)φ˙L = −(g˙
jk∂j∂k + g˙
pqΓ̂jpq∂j)φ̂L.(149)
Thus, using the notations introduced earlier in the paper, we consider
(~x, ~ξ) such that γxj,ξj ([t0,∞)) intersect at a point q and that there is
a light-like geodesic from q to the point y ∈ Uĝ. Assume that Kj ⊂
L+ĝ (xj) are such that γxj ,ξj([t0,∞)) ⊂ Kj and consider linearized waves
u˙(j) = (g˙(j), φ˙(j)) ∈ I(Kj), j = 1, 2, 3, 4. We showed earlier that in
a generic case the interaction of the waves at q can be observed in
normal coordinates at y at least in two polarizations, that is, in two
components of u˙(j). If we do not observe the φL component of the
waves, then the interaction of the waves can be observed in normal
coordinates at y at least in one polarization. We also showed that
there are some principal symbols of the waves u˙(j) at q that produce
such observable singularities and these principal symbols are such that
the φ-components of the principal symbols are zero. In particular, the
φL-component the principal symbols of u˙
(j) is zero at (q, η) ∈ N∗Kj .
As the linearized equation (149) contains no derivatives of g˙, we see
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then that the φL-component the principal symbols of u˙
(j) is zero also
at (xj , ξ
♭
j) that is on the same bicharacteristic as (q, η). A linearized
wave u˙(j) with such principal symbol can be produced with sources Q
for which QL = 0, that is, without source terms in the "dark" matter
component. Because of the above considerations, we see that with a
slight modification of the proof, we can find the conformal type of the
metric.
Appendix A: Reduced Einstein equation
In this section we review known results on Einstein equations and
wave maps.
A.1. Summary of the used notations. Let us recall some defini-
tions given in Introduction, in the Subsection 1.3.4. Let (M, ĝ) be a
C∞-smooth globally hyperbolic Lorentzian manifold and g˜ be a C∞-
smooth globally hyperbolic metric on M such that ĝ < g˜.
Recall that there is an isometry Φ : (M, g˜) → (R × N, h˜), where
N is a 3-dimensional manifold and the metric h˜ can be written as
h˜ = −β(t, y)dt2 + h(t, y) where β : R × N → (0,∞) is a smooth
function and h(t, · ) is a Riemannian metric on N depending smoothly
on t ∈ R. As in the main text identify these isometric manifolds and
denote M = R×N . Also, for t ∈ R, recall that M(t) = (−∞, t)×N .
We use parameters t1 > t0 > 0 and denote Mj = M(tj), j ∈ {0, 1}. We
use the time-like geodesic µ̂ = µĝ, µĝ : [−1, 1] → M0 on (M0, ĝ) and
the set Kj := J
+
g˜ (p̂
−)∩Mj with p̂− = µ̂(s−) ∈ (0, t0)×N , s− ∈ (−1, 1)
and recall that J+g˜ (p̂
−) ∩Mj is compact and there exists ε0 > 0 such
that if ‖g − ĝ‖C0b (M1;ĝ+) < ε0, then g|K1 < g˜|K1, and in particular, we
have J+g (p) ∩M1 ⊂ K1 for all p ∈ K1.
Let us use local coordinates on M1 and denote by ∇k = ∇Xk the
covariant derivative with respect to the metric g to the direction Xk =
∂
∂xp
and by ∇̂k = ∇̂Xk the covariant derivative with respect to the
metric ĝ to the direction Xk.
A.2. Reduced Ricci and Einstein tensors. Following [26] we recall
that
Ricµν(g) = Ric
(h)
µν (g) +
1
2
(gµq
∂Γq
∂xν
+ gνq
∂Γq
∂xµ
)(150)
where Γq = gmnΓqmn,
Ric(h)µν (g) = −
1
2
gpq
∂2gµν
∂xp∂xq
+ Pµν ,(151)
Pµν = g
abgpsΓ
p
µbΓ
s
νa +
1
2
(
∂gµν
∂xa
Γa + gνlΓ
l
abg
aqgbd
∂gqd
∂xµ
+ gµlΓ
l
abg
aqgbd
∂gqd
∂xν
).
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Note that Pµν is a polynomial of gjk and g
jk and first derivatives of gjk.
The harmonic Einstein tensor is
Ein
(h)
jk (g) = Ric
(h)
jk (g)−
1
2
gpqRic(h)pq (g) gjk.(152)
The harmonic Einstein tensor is extensively used to study Einstein
equations in local coordinates where one can use the Minkowski space
R4 as the background space. To do global constructions with a back-
ground space (M, ĝ) one uses the reduced Einstein tensor. The ĝ-
reduced Einstein tensor Einĝ(g) and the ĝ-reduced Ricci tensor Ricĝ(g)
are given by
(Einĝ(g))pq = (Ricĝ(g))pq −
1
2
(gjk(Ricĝg)jk)gpq,(153)
(Ricĝ(g))pq = Ricpqg −
1
2
(gpn∇̂qF̂
n + gqn∇̂pF̂
n)(154)
where F̂ n are the harmonicity functions given by
F̂ n = Γn − Γ̂n, where Γn = gjkΓnjk, Γ̂
n = gjkΓ̂njk,(155)
where Γnjk and Γ̂
n
jk are the Christoffel symbols for g and ĝ, correspond-
ingly. Note that Γ̂n depends also on gjk. As Γnjk − Γ̂
n
jk is the difference
of two connection coefficients, it is a tensor. Thus F̂ n is tensor (actu-
ally, a vector field), implying that both (Ricĝ(g))jk and (Einĝ(g))jk are
2-covariant tensors. Observe that the ĝ-reduced Einstein tensor is sum
of the harmonic Einstein tensor and a term that is a zeroth order in g,
(Einĝ(g))µν = Ein
(h)
µν (g) +
1
2
(gµq
∂Γ̂q
∂xν
+ gνq
∂Γ̂q
∂xµ
).(156)
A.3. Wave maps and reduced Einstein equations. Let us con-
sider the manifold M1 = (−∞, t1) × N with a Cm-smooth metric g′,
m ≥ 8, which is a perturbation of the metric ĝ and satisfies the Einstein
equation
Ein(g′) = T ′ on M1,(157)
or equivalently,
Ric(g′) = ρ′, ρ′jk = T
′
jk −
1
2
((g′)nmT ′nm)g
′
jk on M1.
Assume also that g′ = ĝ in the domain A, where A = M1 \ K1 and
‖g′ − ĝ‖C2b (M1,ĝ+) < ε0, so that (M1, g
′) is globally hyperbolic. Note
that then T ′ = T̂ in the set A and that the metric g′ coincides with ĝ
in particular in the set M− = R− ×N
We recall next the considerations of [13]. Let us consider the Cauchy
problem for the wave map f : (M1, g
′)→ (M, ĝ), namely
g′,ĝf = 0 in M1,(158)
f = Id, in R− ×N,(159)
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where M1 = (−∞, t1)×N ⊂M . In (158), g′,ĝf = g′ · ∇̂2f is the wave
map operator, where ∇̂ is the covariant derivative of a map (M1, g′)→
(M, ĝ), see [13, formula (7.32)]. In local coordinates X : V → R4
of V ⊂ M1, denoted X(z) = (x
j(z))4j=1 and Y : W → R
4 of W ⊂
M , denoted Y (z) = (yA(z))4A=1, the wave map f : M1 → M has
representation Y (f(X−1(x))) = (fA(x))4A=1 and the wave map operator
in equation (158) is given by
(g′,ĝf)
A(x) = (g′)jk(x)
( ∂
∂xj
∂
∂xk
fA(x)− Γ′njk(x)
∂
∂xn
fA(x)(160)
+Γ̂ABC(f(x))
∂
∂xj
fB(x)
∂
∂xk
fC(x)
)
where Γ̂ABC denotes the Christoffel symbols of metric ĝ and Γ
′j
kl are the
Christoffel symbols of metric g′. When (158) is satisfied, we say that f
is wave map with respect to the pair (g′, ĝ). The important property of
the wave maps is that, if f is wave map with respect to the pair (g′, ĝ)
and g = f∗g
′ then, as follows from (160), the identity map Id : x 7→ x is
a wave map with respect to the pair (g, ĝ) and, the wave map equation
for the identity map is equivalent to (cf. [13, p. 162])
Γn = Γ̂n, where Γn = gjkΓnjk, Γ̂
n = gjkΓ̂njk(161)
where the Christoffel symbols Γ̂njk of the metric ĝ are smooth functions.
As g = g′ outside a compact set K1 ⊂ (0, t1) × N , we see that this
Cauchy problem is equivalent to the same equation restricted to the set
(−∞, t1) × B0, where B0 ⊂ N is such an open relatively compact set
that K1 ⊂ (0, t1]×B0 with the boundary condition f = Id on (0, t1]×
∂B0. Then using results of [38], that can be applied for equations on
manifold as is done in Appendix C, and combined with the Sobolev
embedding theorem, we see3 that there is ε1 > 0 such that if ‖g′ −
ĝ‖Cm
b
(M1;ĝ+) < ε1, then there is a map f : M1 → M satisfying the
Cauchy problem (158)-(159) and the solution depends continuously, in
Cm−5b ([0, t1]×N, g
+), on the metric g′. Moreover, by the uniqueness of
the wave map, we have f |M1\K1 = id so that f(K1) ∩M0 ⊂ K0.
As the inverse function of the wave map f depends continuously, in
Cm−5b ([0, t1]×N, g
+), on the metric g′ we can also assume that ε1 is so
small that M0 ⊂ f(M1).
Denote next g := f∗g
′, T := f∗T
′, and ρ := f∗ρ
′ and define ρ̂ =
T̂ − 1
2
(Tr T̂ )ĝ. Then g is Cm−6-smooth and the equation (157) implies
Ein(g) = T on M0.(162)
3See also: Thm. 4.2 in App. III of of [13], and its proof for the estimates for the
time on which the solution exists.
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As f is a wave map, g satisfies (161) and thus by the definition of the
reduced Einstein tensor, (153), we have
Einpq(g) = (Einĝ(g))pq on M0.
This and (162) yield the ĝ-reduced Einstein equation
(Einĝ(g))pq = Tpq on M0.(163)
This equation is useful for our considerations as it is a quasilinear,
hyperbolic equation on M0. Recall that g coincides with ĝ in M0 \ K0.
The unique solvability of this Cauchy problem is studied in e.g. [13,
Thm. 4.6 and 4.13] and [38] and in Appendix C below.
A.4. Relation of the reduced Einstein equations and for the
original Einstein equation. The metric g which solves the ĝ-reduced
Einstein equation Einĝ(g) = T is a solution of the original Einstein
equation Ein(g) = T if the harmonicity functions F̂ n vanish identically.
Next we recall the result that the harmonicity functions vanish on M0
when
(Einĝ(g))jk = Tjk, on M0,(164)
∇pT
pq = 0, on M0,
g = ĝ, on M0 \ K0.
To see this, let us denote Einjk(g) = Sjk, S
jk = gjngkmSnm, and T
jk =
gjngkmTnm. Following the standard arguments, see [13], we see from
(153) that in local coordinates
Sjk − (Einĝ(g))jk =
1
2
(gjn∇̂kF̂
n + gkn∇̂jF̂
n − gjk∇̂nF̂
n).
Using equations (164), the Bianchi identity ∇pSpq = 0, and the basic
property of Lorentzian connection, ∇kgnm = 0, we obtain
0 = 2∇p(S
pq − T pq)
= ∇p(g
qk∇̂kF
p + gpm∇̂mF̂
q − gpq∇̂nF̂
n)
= gpm∇p∇̂mF̂
q + (gqk∇p∇̂kF̂
p − gqp∇p∇̂nF̂
n)
= gpm∇p∇̂mF̂
q +W q(F̂ )
where F̂ = (F̂ q)4q=1 and the operator
W : (F̂ q)4q=1 7→ (g
qk(∇p∇̂kF̂
p −∇k∇̂pF̂
p))4q=1
is a linear first order differential operator which coefficients are poly-
nomial functions of ĝjk, ĝ
jk, gjk, g
jk and their first derivatives.
Thus the harmonicity functions F̂ q satisfy on M0 the hyperbolic
initial value problem
gpm∇p∇̂mF̂
q +W q(F̂ ) = 0, on M0,
F̂ q = 0, on M0 \ K0,
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and as this initial Cauchy problem is uniquely solved by [13, Thm. 4.6
and 4.13] or [38], we see that F̂ q = 0 on M0. Thus equations (164)
yield that Einstein equation Ein(g) = T holds on M0.
Appendix B: An example satisfying Assumption S
Next we give an example of functions Sℓ(φ,∇φ,Q′,∇gP,QK ,∇QK , g)
in the model (10) for which Assumption S is valid.
Let L ≥ 5, g be a C2-smooth metric and φ = (φℓ)Lℓ=1 be C
2-smooth
functions on Û ⊂ M . Let us fix a symmetric (0,2)-tensor P and a
scalar function Z that are C2-smooth and compactly supported in Û .
Let [Pjk(x)]
4
j,k=1 be the coefficients of P in local coordinates.
To obtain adaptive source functions satisfying the assumption S, let
us start implications of the conservation law (11). To this end, consider
C2-smooth functions Sℓ(x) on Û . The conservation law (11) gives for
all j = 1, 2, 3, 4 equations (see [13, Sect. 6.4.1])
0 =
1
2
∇gp(g
pkTjk)
=
L∑
ℓ=1
(gpk∇gp∂kφℓ) ∂jφℓ − (mℓφℓ∂pφℓ)δ
p
j +
1
2
∇gp(g
pkgjkSℓφℓ + g
pkPjk)
=
L∑
ℓ=1
(gpk∇gp∂kφℓ −mℓφℓ) ∂jφℓ +
1
2
∇gp(g
pkgjkSℓφℓ + g
pkPjk)
=
L∑
ℓ=1
Sℓ ∂jφℓ +
1
2
∇gp(g
pkgjkSℓφℓ) +
1
2
gpk∇gpPjk
=
(
L∑
ℓ=1
Sℓ ∂jφℓ
)
+
1
2
∂j
(
L∑
ℓ=1
Sℓφℓ
)
+
1
2
gpk∇gpPjk.
Recall that Sℓ should satisfy
L∑
ℓ=1
Sℓφℓ = Z.(165)
Then, the conservation law (11) holds if we have
L∑
ℓ=1
Sℓ ∂jφℓ = −
1
2
gpk∇gpRjk, Rjk = (Pjk + gjkZ),(166)
for j = 1, 2, 3, 4.
Equations (165) and (166) give together five point-wise equations for
the functions S1, . . . , SL.
Next we denote the set of permutations σ : {1, 2, . . . , L} → {1, 2, . . . , L}
by Σ(L). Next we assume Condition A, that is, that at any x ∈ cl(Û)
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there is a permutation σ : {1, 2, . . . , L} → {1, 2, . . . , L} such that the
5× 5 matrix (Bσjk(φ̂(x),∇φ̂(x)))j,k≤5 is invertible, where
(Bσjk(φ(x),∇φ(x)))j,k≤5 =
(
( ∂jφσ(ℓ)(x))j≤4, ℓ≤5
(φσ(ℓ)(x))ℓ≤5
)
.
Let Vσ ⊂ cl(Û) be the set where (Bσjk(φ̂(x),∇φ̂(x)))j,k≤5 is invertible.
Below, let us use K = L · (L!) + 1 and identify the set index set
{1, 2, . . . , K − 1} with the the set Σ(L)× {1, 2, . . . , L}. We consider a
RK valued function Q(x) = (Q′(x), QK(x)), where
Q′ = (Qσ,ℓ)ℓ∈{1,2,...,L}, σ∈Σ(L).
Note that we have introduced the following renumbering: identify the
set index set {1, 2, . . . , K˜ − 1} with the the set Σ(L) × {1, 2, . . . , L}
using a bijective map j 7→ (σ(j), lj).
Also, below Rjk = Pjk + gjkZ and we set
QK = Z.(167)
Our next aim is to consider first a fixed permutation σ and point x ∈
Vσ, and construct scalar functions Sσ,ℓ(Q
′, QK , R, g, φ), ℓ = 1, 2, . . . , L
that satisfy
5∑
ℓ=1
Sσ,ℓ(Q
′, QK , R, g, φ) ∂jφσ(ℓ) = −
1
2
gpk∇gpRjk −
L∑
ℓ=6
Qσ,ℓ ∂jφσ(ℓ),(168)
5∑
ℓ=1
Sσ,ℓ(Q
′, QK , R, g, φ)φσ(ℓ) = QK −
L∑
ℓ=6
Qσ,ℓφσ(ℓ).(169)
Recall that for x ∈ Vσ the matrix Bσ(φ,∇φ) = (Bσjk(φ(x),∇φ(x)))
5
j,k=1
is invertible.
Let (Yσ(φ,∇φ))(x) = (Bσ(φ,∇φ))−1 for x ∈ Vσ, and zero for x 6∈ Vσ.
Then we define Sσ,ℓ = Sσ,ℓ(Q
′, QK , R, g, φ), ℓ = 1, 2, . . . , L, to be
(Sσ,ℓ)ℓ≤5 = Y (φ,∇φ)
(
(−1
2
gpk∇gpRjk −
∑L
ℓ=6Qσ,ℓ ∂jφσ(ℓ))j≤4
QK −
∑L
ℓ=6Qσ,ℓφσ(ℓ)
)
(170)
= Y (φ,∇φ)
(
(−1
2
gpk∇gpRjk
QK
)
+Qσ,ℓ,
(Sσ,ℓ)ℓ≥6 = (Qσ,ℓ)ℓ≥6.
Observe that Qσ˜,ℓ, with σ˜ 6= σ, do not appear in the formula (170).
Above, Z and P were fixed. Let us now choose Q′ to be arbitrary
C1-functions. Recall that Rjk = Pjk + gjkZ. Then, we see that if we
denote (note that we later will change the meaning of symbols Sℓ)
QK = Z,
Sσ,ℓ = Sσ,ℓ(φ,∇φ,Q
′, QK ,∇QK ,∇
gP, g),
DETERMINATION OF SPACE-TIME 119
we see that the equations (165) and (166) are satisfied in x ∈ Vσ when
functions Sℓ are replaced by Sσ,ℓ. Moreover, we see that the derivative
of Sσ = (Sσ,ℓ)Lℓ=1 with respect to (Q
′, QK , R), that is,
DQ′,QK ,RSσ(φ̂, ∇̂φ̂, Q
′, QK , R, ĝ) : R
K+4 → RL(171)
is surjective.
Let us next combine the above constructions that were done for a
single σ. Let ψσ ∈ C∞(cl(Û)) be the partition of unity such that
supp (ψσ) ⊂ Vσ and
∑
σ∈Σ(L) ψσ(x) = 1 in cl(Û).
We define
Sℓ(φ,∇φ,Q
′, QK ,∇QK ,∇
gP, g) =∑
σ∈Σ(L)
ψσ(x)Sσ,ℓ(φ,∇φ,Q
′, QK ,∇QK ,∇
gP, g),
Let us next denote
QK = Z,
Sℓ = Sℓ(φ,∇φ,Q
′, QK ,∇QK ,∇
gP, g).
Then we see, using the partition of unity, that the functions Sℓ satisfy
the equations (165) and (166) for all x ∈ Û .
Using the fact that Qσ˜,ℓ, with σ˜ 6= σ, do not appear in the formula
(170) and that derivatives (171) are surjective, we see that in the de-
rivative of S = (Sℓ)Lℓ=1, c.f. Assumption S, with respect to (Q
′, QK , R),
that is,
DQ′,QK ,RS(φ̂, ∇̂φ̂, Q
′, QK , R, ĝ) : R
K+4 → RL
is surjective4 at all x ∈cl(Uĝ). Hence (iii) in the Assumption S is valid.
Appendix C: Stability and existence of the direct problem.
Let us start by explaining how we can choose a C∞-smooth metric
g˜ such that ĝ < g˜ and (M, g˜) is globally hyperbolic: When v(x) the
eigenvector corresponding to the negative eigenvalue of ĝ(x), we can
choose a smooth, strictly positive function η : M → R+ such that
4We make the following note related the case considered in the main part of
the paper when Q,P,R ∈ Im(Y ), where Y is 2-dimensional sufrace, and we need
to use the principal symbol r of R as an independent variable: Let us consider
also a point x0 ∈ M0 and η be a light-like covector choose coordinates so that
g = diag (−1, 1, 1, 1) and η = (1, 1, 0, 0). When c = (ck)4k=1 ∈ R
4 and P jk =
Cjk(x · η)a+, where C
jk is such a symmetric matrix that C11 = c1, C
12 = C21 = 1
2
c2,
C13 = C31 = c3, and C
14 = C41 = c4 and other C
jk are zeros. Then we have
∇gj (C
jk(x · η)a+) = ηjP
jk = (C1k + C2k)(x · η)a−1+ = ck(x · η)
a−1
+ .
As we can always choose coordinates that ĝ and η have at a given point the above
forms, we can obtain arbitrary vector r, as principal symbol of R, by considering
Q′, QL+1, P ∈ Im(Y ), where Y is 2-submanifold, with principal symbols of p˜ and
z˜ satisfing equations corresponding to equations ĝjk∇̂j(pkn + zĝkn) ∈ Im(Y ), and
the sub-principal symbols of pkn and z vary arbitrarily.
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g˜′ := ĝ − ηv ⊗ v < g˜. Then (M, g˜′) is globally hyperbolic, g˜′ is smooth
and ĝ < g˜′. Thus we can replace g˜ by the smooth metric g˜′ having the
same properties that are required for g˜.
Let us now return to consider existence and stability of the solutions
of the Einstein-scalar field equations. Let t = t(x) be local time so
that there is a diffeomorphism Ψ : M → R× N , Ψ(x) = (t(x), Y (x)),
and S(T ) = {x ∈ M0; t(x) = T}, T ∈ R are Cauchy surfaces. Let
t0 > 0. Next we identify M and R×N via the map Ψ and just denote
M = R×N . Let us denote M(t) = (−∞, t)×N , and M0 = M(t0). By
[5, Cor. A.5.4] the set K = J+g˜ (p̂
−) ∩M0, where p̂0 ∈ M0, is compact.
Let N1, N2 ⊂ N be such open relatively compact sets with smooth
boundary that N1 ⊂ N2 and Y (J
+
g˜ (p̂
0) ∩M0) ⊂ N1.
To simplify citations to existing literature, let us define N˜ to be a
compact manifold without boundary such that N2 can be considered
as a subset of N˜ . Using a construction based on a suitable partition
of unity, the Hopf double of the manifold N2, and the Seeley exten-
sion of the metric tensor, we can endow M˜ = (−∞, t0) × N˜ with
a smooth Lorentzian metric ĝe (index e is for "extended") so that
{t} × N˜ are Cauchy surfaces of N˜ and that ĝ and ĝe coincide in the
set Ψ−1((−∞, t0)×N1) that contains the set J
+
ĝ (p̂
0)∩M0. We extend
the metric g˜ to a (possibly non-smooth) globally hyperbolic metric g˜e
on M˜0 = (−∞, t0)× N˜) such that ĝe < g˜e.
To simplify notations below we denote ĝe = ĝ and g˜e = g˜ on the
whole M˜0. Our aim is to prove the estimate (32).
Let us denote by t = t(x) the local time. Recall that when (g, φ)
is a solution of the scalar field-Einstein equation, we denote u = (g −
ĝ, φ − φ̂). We will consider the equation for u, and to emphasize that
the metric depends on u, we denote g = g(u) and assume below that
both the metric g is dominated by g˜, that is, g < g˜. We use the
pairs u(t) = (u(t, · ), ∂tu(t, · )) ∈ H
1(N˜) × L2(N˜) and the notations
v(t) = (v(t), ∂tv(t)) etc. Let us consider a generalization of the system
(30) of the form
g(u)u+ V (x,D)u+H(u, ∂u) = R(x, u, ∂u)F +K, x ∈ M˜0,(172)
supp (u) ⊂ K,
where g(u) is the Lorentzian Laplace operator operating on the sec-
tions of the bundle BL on M0 and supp (F ) ∪ supp (K) ⊂ K. Note
that above u = (g − ĝ, φ − φ̂) and g(u) = g. Also, F 7→ R(x, u, ∂u)F
is a linear first order differential operator which coefficients at x are
depending smoothly on u(x), ∂ju(x) and the derivatives of (ĝ, φ̂) at x
and
V (x,D) = V j(x)∂j + V (x)
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is a linear first order differential operator which coefficients at x are de-
pending smoothly on the derivatives of (ĝ, φ̂) at x, and finally, H(u, ∂u)
is a polynomial of u(x) and ∂ju(x) which coefficients at x are depending
smoothly on the derivatives of (ĝ, φ̂) such that ∂αv ∂
β
wH(v, w)|v=0,w=0 = 0
for |α|+ |β| ≤ 1. By [80, Lemma 9.7], the equation (172) has at most
one solution with given C2-smooth source functions F and K. Next
we consider the existence of u and its dependency on F and K.
Below we use notations, c.f. (30) and (41)
R(u, F ) = R(x, u(x), ∂u(x))F (x), H(u) = H(u(x), ∂u(x)).
Note that u = 0, i.e., g = ĝ and φ = φ̂ satisfies (172) with F = 0
and K = 0. Let us use the same notations as in [38] cf. also [46,
section 16], to consider quasilinear wave equation on [0, t0] × N˜ . Let
H(s)(N˜) = Hs(N˜)×Hs−1(N˜) and
Z = H(1)(N˜), Y = H(k+1)(N˜), X = H(k)(N˜).
The norms on these space are defined invariantly using the smooth
Riemannian metric h = ĝ|{0}×N˜ on N˜ . Note that H
(s)(N˜) are in
fact the Sobolev spaces of sections on the bundle π : BK → N˜ , where
BK denotes also the pull back bundle of BK on M˜ in the map id :
{0} × N˜ → M˜0, or on the bundle π : BL → N˜ . Below, ∇h denotes the
standard connection of the bundle BK or BL associated to the metric
h.
Let k ≥ 4 be an even integer. By definition of H and R we see that
there are 0 < r0 < 1 and L1, L2 > 0, all depending on ĝ, φ̂, K, and t0,
such that if 0 < r ≤ r0 and
‖v‖C([0,t0];H(k+1)(N˜)) ≤ r, ‖v
′‖C([0,t0];H(k+1)(N˜)) ≤ r,(173)
‖F‖C([0,t0];H(k+1)(N˜)) ≤ r
2, ‖K‖C([0,t0];H(k+1)(N˜)) ≤ r
2
‖F ′‖C([0,t0];H(k+1)(N˜)) ≤ r
2, ‖K ′‖C([0,t0];H(k+1)(N˜)) ≤ r
2
then
‖g(· ; v)−1‖C([0,t0];Hs(N˜)) ≤ L1,(174)
‖H(v)‖C([0,t0];Hs−1(N˜)) ≤ L2r
2, ‖H(v′)‖C([0,t0];Hs−1(N˜)) ≤ L2r
2,
‖H(v)−H(v′)‖C([0,t0];Hs−1(N˜)) ≤ L2r ‖v − v
′‖C([0,t0];H(s)(N˜)),
‖R(v′, F ′)‖C([0,t0];Hs−1(N˜)) ≤ L2r
2, ‖R(v, F )‖C([0,t0];Hs−1(N˜)) ≤ L2r
2,
‖R(v, F )−R(v′, F ′)‖C([0,t0];Hs−1(N˜))
≤ L2r ‖v− v
′‖C([0,t0];H(s)(N˜)) + L2‖F − F
′‖C([0,t0];Hs+1(N˜))∩C1([0,t0];Hs(N˜)),
for all s ∈ [1, k + 1].
Next we write (172) as a first order system. To this end, let A(t,v) :
H(s)(N˜) → H(s−1)(N˜) be the operator A(t,v) = A0(t,v) + A1(t,v)
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where in local coordinates and in the local trivialization of the bundle
BL
A0(t,v) = −
(
0 I
1
g00(v)
∑3
j,k=1 g
jk(v) ∂
∂xj
∂
∂xk
1
g00(v)
∑3
m=1 g
0m(v) ∂
∂xm
)
with gjk(v) = gjk(t, · ; v) is a function on N˜ and
A1(t,v) =
−1
g00(v)
(
0 0∑3
j=1B
j(v) ∂
∂xj
B0(v)
)
where Bj(v) depend on v(t, x) and its first derivatives, and the connec-
tion coefficients (the Christoffel symbols) corresponding to g(v). We
denote S = (F,K) and
fS(t,v) = (f
1
S(t,v), f
2
S(t,v)) ∈ H
(k)(N˜), where
f 1S(t,v) = 0, f
2
S(t,v) = R(v, F )(t, · )−H(v)(t, · ) +K(t, · ).
Note that when (173) are satisfied with r < r0, inequalities (174)
imply that there exists C2 > 0 so that
‖fS(t,v)‖Y + ‖fS′(t,v
′)‖Y ≤ C2r
2,(175)
‖fS(t,v)− fS(t,v
′)‖Y ≤ C2r ‖v − v
′‖C([0,t0];Y ).
Let Uv(t, s) be the wave propagator corresponding to metric g(v),
that is, Uv(t, s) : h 7→ w, where w(t) = (w(t), ∂tw(t)) solves
(g(v) + V (x,D))w = 0 for (t, y) ∈ [s, t0]× N˜ , with w(s, y) = h.
Let S = (∇∗h∇h+1)
k/2 : Y → Z be an isomorphism. As k is an even in-
teger, we see using multiplication estimates for Sobolev spaces, see e.g.
[38, Sec. 3.2, point (2)], that there exists c1 > 0 (depending on r0, L1,
and L2) so thatA(t,v)S−SA(t,v) = C(t,v), where ‖C(t,v)‖Y→Z ≤ c1
for all v satisfying (173). This yields that the property (A2) in [38]
holds, namely that SA(t,v)S−1 = A(t,v) + B(t,v) where B(t,v) ex-
tends to a bounded operator in Z for which ‖B(t,v)‖Z→Z ≤ c1 for all v
satisfying (173). Alternatively, to see the mapping properties of B(t,v)
we could use the fact that B(t,v) is a zeroth order pseudodifferential
operator with Hk-symbol.
Thus the proof of [38, Lemma 2.6] shows that there is a constant
C3 > 0 so that
‖Uv(t, s)‖Z→Z ≤ C3 and ‖U
v(t, s)‖Y→Y ≤ C3(176)
for 0 ≤ s < t ≤ t0. By interpolation of estimates (176), we see also
that
‖Uv(t, s)‖X→X ≤ C3,(177)
for 0 ≤ s < t ≤ t0.
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Let us next modify the reasoning given in [46]: let r1 ∈ (0, r0) be a
parameter which value will be chosen later, C1 > 0 and E be the space
of functions u ∈ C([0, t0];X) for which
‖u(t)‖Y ≤ r1 and(178)
‖u(t1)− u(t2)‖X ≤ C1|t1 − t2|(179)
for all t, t1, t2 ∈ [0, t0]. The set E is endowed by the metric of C([0, t0];X).
We note that by [46, Lemma 7.3], a convex Y -bounded, Y -closed set
is closed also in X. Similarly, functions G : [0, t0]→ X satisfying (179)
form a closed subspace of C([0, t0];X). Thus E ⊂ X is a closed set
implying that E is a complete metric space.
Let
W =
{(F,K) ∈ C([0, t0];H
k+1(N˜))2; sup
t∈[0,t0]
‖F (t)‖Hk+1(N˜) + ‖K(t)‖Hk+1(N˜) < r1}.
Following [46, p. 44], we see that the solution of equation (172) with
the source S ∈ W is found as a fixed point, if it exists, of the map
ΦS : E → C([0, t0]; Y ) where ΦS(v) = u is given by
u(t) =
∫ t
0
Uv(t, t˜)fS(t˜,v) dt˜, 0 ≤ t ≤ t0.
Below, we denote uv = ΦS(v).
As ΦS0(0) = 0 where S0 = (0, 0), we see using the above and the
inequality ‖ · ‖X ≤ ‖ · ‖Y that the function uv satifies
‖uv‖C([0,t0];Y ) ≤ C3C2t0r
2
1,
‖uv(t2)− u
v(t1)‖X ≤ C3C2r
2
1|t2 − t1|, t1, t2 ∈ [0, t0].
When r1 > 0 is so small that C3C2(1 + t0) < r
−1
1 and C3C2r
2
1 < C1
we see that ‖ΦS(v)‖C([0,t0];Y ) < r1 and ‖ΦS(v)‖C0,1([0,t0];X) < C1. Hence
ΦS(E) ⊂ E and we can consider ΦS as a map ΦS : E → E.
As k > 1 + 3
2
, it follows from Sobolev embedding theorem that X =
H(k)(N˜) ⊂ C1(N˜)2. This yields that by [46, Thm. 3], for the original
reference, see Theorems III-IV in [45],
‖(Uv(t, s)− Uv
′
(t, s))h‖X
≤ C3
(
sup
t′∈[0,t]
‖A(t′,v)−A(t′,v′)‖Y→X‖U
v(t′, 0)h‖Y
)
≤ C23‖v − v
′‖C([0,t0];X)‖h‖Y .
Thus,
‖Uv(t, s)fS(s,v)− U
v′(t, s)fS(s,v
′)‖X
≤ ‖(Uv(t, s)− Uv
′
(t, s))fS(s,v)‖X + ‖U
v′(t, s)(fS(s,v)− fS(s,v
′))‖X
≤ (1 + C3)
2C2r
2
1‖v − v
′‖C([0,t0];X).
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This implies that
‖ΦS(v)− ΦS(v
′)‖C([0,t0];X) ≤ t0(1 + C3)
2C2r
2
1‖v − v
′‖C([0,t0];X)).
Assume next that r1 > 0 is so small that we have also
t0(1 + C3)
2C2r
2
1 <
1
2
.
cf. Thm. I in [38] (or (9.15) and (10.3)-(10.5) in [46]). For S ∈ W
this implies that ΦS : E → E is a contraction with a contraction
constant CL ≤
1
2
, and thus ΦS has a unique fixed point u in the space
E ⊂ C0,1([0, t0];X).
Moreover, elementary considerations related to fixed point of the
map ΦS show that u in C([0, t0];X) depends in E ⊂ C([0, t0];X)
Lipschitz-continuously on S ∈ W ⊂ C([0, t0];H
k+1(N˜))2. Indeed, if
‖S − S ′‖C([0,t0];Hk+1)2 < ε, we see that
‖fS(t,v)− fS′(t,v)‖Y ≤ C2ε, t ∈ [0, t0],(180)
and when (175) and (176) are satisfied with r = r1, we have
‖ΦS(v)− ΦS′(v
′)‖C([0,t0];Y ) ≤ C3C2t0r
2
1.
Hence
‖ΦS(v)− ΦS′(v)‖C([0,t0];Y ) ≤ t0C3C2ε.
This and standard estimates for fixed points, yield that when ε is small
enough the fixed point u′ of the map ΦS′ : E → E corresponding to the
source S ′ and the fixed point u of the map ΦS : E → E corresponding
to the source S satisfy
‖u− u′‖C([0,t0];X) ≤
1
1− CL
t0C3C2ε.(181)
Thus the solution u depends in C([0, t0];X) Lipschitz continuously on
S ∈ C([0, t0];Hk+1(N˜))2 (see also [46, Sect. 16], and [80]). In fact, for
analogous systems it is possible to show that u is in C([0, t0]; Y ), but
one can not obtain Lipschitz or Hölder stability for u in the Y -norm,
see [46], Remark 7.2.
Finally, we note that the fixed point u of ΦS can be found as a limit
u = limn→∞ un in C([0, t0];X), where u0 = 0 and un = ΦS(un−1).
Denote un = (gn−ĝ, φn−φ̂). We see that if supp (un−1) ⊂ Jĝ(supp (S))
then also supp (gn−1 − ĝ) ⊂ Jĝ(supp (S)). Hence for all x ∈ M0 \
Jĝ(supp (S)) we see that J−gn−1(x) ∩ Jĝ(supp (S)) = ∅. Then, using the
definition of the map ΦS we see that supp (un) ⊂ Jĝ(supp (S)). Using
induction we see that this holds for all n and hence we see that the
solution u satisfies
supp (u) ⊂ Jĝ(supp (S)).(182)
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Appendix D: An inverse problem for a non-linear wave equa-
tion. In this appendix we explain how a problem for a scalar wave
equation can be solved with the same techniques that we used for the
Einstein equations.
Let (Mj, gj), j = 1, 2 be two globally hyperbolic (1 + 3) dimensional
Lorentzian manifolds represented using global smooth time functions
as Mj = R × Nj, µj = µj([−1, 1]) ⊂ Mj be a time-like geodesic and
Uj ⊂ Mj be open, relatively compact neighborhood of µj([s−, s+]),
−1 < s− < s+ < 1. Let M
0
j = (−∞, T0) × Nj where T0 > 0 is such
that Uj ⊂M0j . Consider the non-linear wave equation
gju(x) + aj(x) u(x)
2 = f(x) on M0j ,
supp (u) ⊂ J+gj (supp (f)),(183)
where supp (f) ⊂ Uj,
gu = −
4∑
p,q=1
det(−g(x))−1/2
∂
∂xp
(
(−det(g(x))1/2gpq(x)
∂
∂xq
u(x)
)
,
det(g) = det((gpq(x))
4
p,q=1), f ∈ C
6
0(Uj) is a controllable source, and
aj is a non-vanishing C
∞-smooth function. Our goal is to prove the
following result:
Theorem 5.12. Let (Mj, gj), j = 1, 2 be two open, smooth, glob-
ally hyperbolic Lorentzian manifolds of dimension (1 + 3). Let p+j =
µj(s+), p
−
j = µj(s−) ∈ Mj the points of a time-like geodesic µj =
µj([−1, 1]) ⊂ Mj, −1 < s− < s+ < 1, and let Uj ⊂ Mj be an
open relatively compact neighborhood of µj([s−, s+]) given in (2). Let
aj : Mj → R, j = 1, 2 be C∞-smooth functions that are non-zero on
Mj.
Let LUj , j = 1, 2 be measurement operators defined in an open set
Wj ⊂ C60(Uj) containing the zero function by setting
LUj : f 7→ u|Uj , f ∈ C
6
0 (Uj),(184)
where u satisfies the wave equation (183) on (M0j , gj).
Assume that there is a diffeomorphic isometry Φ : U1 → U2 so that
Φ(p−1 ) = p
−
2 and Φ(p
+
1 ) = p
+
2 and the measurement maps satisfy
((Φ−1)∗ ◦ LU1 ◦ Φ
∗)f = LU2f
for all f ∈ W where W is some neighborhood of the zero function in
C60(U2).
Then there is a diffeomorphism Ψ : I(p−1 , p
+
1 ) → I(p
−
2 , p
+
2 ), and the
metric Ψ∗g2 is conformal to g1 in I(p
−
1 , p
+
1 ) ⊂M1, that is, there is β(x)
such that g1(x) = β(x)(Ψ
∗g2)(x) in I(p
−
1 , p
+
1 ).
We note that the smoothness assumptions assumed above on the
functions a and the source f are not optimal. The proof, presented be-
low, is based on using the interaction of singular waves. The techniques
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used can be modified used to study different non-linearities, such as the
equations ĝu+ a(x)u
3 = f , ĝu+ a(x)u
2
t = f , or g(x,u(x))u = f , but
these considerations are outside the scope of this paper.
Theorem 5.12 can be applicable for example in the mathematical
analysis of non-destructive testing or imaging in non-linear medium e.g,
in imaging the non-linearity of the acoustic material parameter inside
a given body when it is under large, time-varying, possibly periodic,
changes of the external pressure and at the same time the body is
probed with small-amplitude fields. Such acoustic measurements are
analogous to the recently developed Ultrasound Elastography imaging
technique where the interaction of the elastic shear and pressure waves
is used for medical imaging, see e.g. [37, 62, 63, 72]. There, the slowly
progressing shear wave is imaged using a pressure wave and the image
of the shear wave inside the body is used to determine approximately
the material parameters. In other words, the changes which the elastic
wave causes in the medium are imaged using the interaction of the
s-wave and p-wave components of the elastic wave.
Let us also consider some implications of theorem 5.12 for inverse
problems for a non-linear equation involving a time-independent metric
g(t, y) = −dt2 +
3∑
α,β=1
hαβ(y)dy
αdyβ, (t, y) ∈ R×N.(185)
The metric (185) corresponds to the hyperbolic operator ∂2t−∆h, with a
time-independent Riemannian metric h = (hαβ(y))
3
α,β=1, y ∈ N , where
N is a 3-dimensional manifold and
∆hu(y, t) =
3∑
α,β=1
∂
∂yα
(
hαβ(y)
∂
∂yβ
u(t, y)
)
.
Corollary 5.13. Let (Mj, gj), Mj = R × Nj, j = 1, 2 be two open,
smooth, globally hyperbolic Lorentzian manifolds of dimension (1 + 3).
Assume that gj is the product metric of the type (185), gj = −dt2 +
hj(y), j = 1, 2. Let p
+
j = µj(s+), p
−
j = µj(s−) ∈ (0, T0)× Nj be points
of a time-like geodesic µj = µj([−1, 1]) ⊂ Mj, −1 < s− < s+ < 1, and
to fix the time variable, assume that µj(s−) ∈ {1} ×Nj.
Let Uj ⊂ (0, T0)× Nj be an open relatively compact neighborhood of
µj([s−, s+]) given in (2). Let aj : Mj → R, j = 1, 2 be C∞-smooth
functions that are non-zero on Mj and x = (t, y) ∈ R×N .
For j = 1, 2, consider the non-linear wave equations
(
∂2
∂t2
−∆hj)u(t, y) + aj(y, t)(u(t, y))
2 = f(t, y) on (0, T0)×Nj ,
supp (u) ⊂ J+gj(supp (f)),(186)
where f ∈ C60 (Uj), j = 1, 2. Let LUj : f 7→ u|Uj be the measurement
operator (184) for the wave equation (186) with the Riemannian metric
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hj(x) and the coefficient aj(x, t) for j = 1, 2, defined in some C
6
0(Uj)
neighborhood of the zero function.
Assume that there is a diffeomorphism Φ : U1 → U2 of the form
Φ(t, y) = (t, φ(y)) so that
((Φ−1)∗ ◦ LU1 ◦ Φ
∗)f = LU2f
for all f ∈ W where W is some neighborhood of the zero function in
C60(U2).
Then there is a diffeomorphism Ψ : I+(p−1 ) ∩ I
−(p+1 ) → I
+(p−2 ) ∩
I−(p+2 ) of the form Ψ(t, y) = (ψ(y), t), the metric Ψ
∗g2 is isometric to
g1 in I
+(p−1 ) ∩ I
−(p+1 ), and a1(t, y) = a2(t, ψ(y)) in I
+(p−1 ) ∩ I
−(p+1 ).
Next we consider the proofs.
Proof. (of Theorem 5.12). We will explain how the proof of The-
orem 1.4 for the Einstein equation needs to be modified to obtain the
similar result for the non-linear wave equation.
Let (M, ĝ) be a smooth globally hyperbolic Lorentzian manifold that
we represent using a global smooth time function asM = (−∞,∞)×N ,
and consider M0 = (−∞, T )×N ⊂M . Assume that the set U , where
the sources are supported and where we observe the waves, satisfies
U ⊂ [0, T ]×N .
The results of section 3.2 concerning the direct problem for Einstein
equations can be modified for the wave equation
ĝu+ au
2 = f, in M0 = (−∞, T )×N,(187)
u|(−∞,0)×N = 0,
where a = a(x) is a smooth, non-vanishing function. Here we denote
the metric by ĝ to emphasize the fact that it is independent on the
solution u. Below, let Q be the causal inverse operator of ĝ.
When f in C0([0, t0];H
6
0 (B)) ∩ C
1
0([0, t0];H
5
0 (B)) is small enough,
we see by using [80, Prop. 9.17] and [38, Thm. III], see also (181)
in Appendix C, that the equation (187) has a unique solution u ∈
C0([0, t0];H
5(N)) ∩ C10([0, t0];H
4(N)). Moreover, we can consider the
case when f = εf0 where ε > 0 is small. Then, we can write
u = εw1 + ε
2w2 + ε
3w3 + ε
4w4 + Eε
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where wj and the reminder term Eε satisfy
w1 = Qf,
w2 = −Q(aw1w1),
w3 = −2Q(aw1w2)
= 2Q(aw1Q(aw1w1)),
w4 = −Q(aw2w2)− 2Q(aw1w3)
= −Q(aQ(aw1w1)Q(aw1w1))
+4Q(aw1Q(aw1w2))
= −Q(aQ(aw1w1)Q(aw1w1))
−4Q(aw1Q(aw1Q(aw1w1))),
‖Eε‖C([0,t0];H40 (N))∩C1([0,t0];H30 (N)) ≤ Cε
5.
If we consider sources f~ε(x) =
∑4
j=1 εjf(j)(x), ~ε = (ε1, ε2, ε3, ε4), and
the corresponding solution u~ε of (187), we see that
M(4) = ∂4~εu~ε|~ε=0
= ∂ε1∂ε2∂ε3∂ε4u~ε|~ε=0
= −
∑
σ∈Σ(4)
(
Q(aQ(a u(σ(1)) u(σ(2)))Q(a u(σ(3)) u(σ(4))))(188)
+4Q(a u(σ(1))Q(a u(σ(2))Q(a u(σ(3)) u(σ(4)))))
)
,
where u(j) = Qf(j) and Σ(ℓ) is the set of permutations of the set
{1, 2, 3, . . . , ℓ}.
The results of Lemma 3.1 can be replaced by the results of [28,
Prop. 2.1] as follows. Using the same notations as in Lemma 3.1, let
Y = Y (x0, ζ0; t0, s0), K = K(x0, ζ0; t0, s0), and Λ1 = Λ(x0, ζ0; t0, s0),
and consider a source f ∈ In−3/2(Y ). Then u = Qf satisfies u|M0\Y ∈
In−1/2(M0 \ Y ; Λ1). Assume that (x, ξ), (y, η) ∈ L+M are on the same
bicharacteristics of ĝ, and x < y, that is, ((x, ξ), (y, η)) ∈ Λ′ĝ. More-
over, assume that (x, ξ) ∈ N∗Y . Let b˜(x, ξ) be the principal symbol
of f at (x, ξ) and a˜(y, η) be the principal symbol of u at (y, η). Then
a˜(y, η) depends linearly on f˜(x, ξ) and a˜(y, η) vanishes if and only if
f˜(x, ξ) vanishes.
Analogously to the Einstein equations, we consider the indicator
function
Θ(4)τ = 〈Fτ ,M
(4)〉L2(U),(189)
where M(4) is given by (188) with u(j) = Qf(j), j = 1, 2, 3, 4, where
f(j) ∈ I
n−3/2(Y (xj , ξj; t0, s0)), n ≤ −n1, and Fτ is the source producing
a gaussian beam Q∗Fτ that propagates to the past along the geodesic
γx5,ξ5(R−), see (72).
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Similar results to the ones given in Proposition 3.4 are valid. Let us
consider next the case when (x5, ξ5) comes from the 4-intersection of
rays corresponding to (~x, ~ξ) = ((xj, ξj))
4
j=1 and q is the corresponding
intersection point, that is, q = γxj,ξj (tj) for all j = 1, 2, 3, 4, 5. Then
Θ(4)τ ∼
∞∑
k=m
skτ
−k(190)
as τ → ∞ where m = −4n + 4. Moreover, let bj = (γ˙xj ,ξj(tj))
♭ and
b = (bj)
5
j=1 ∈ (T
∗
qM0)
5, wj be the principal symbols of the waves u(j) at
(q, bj), and w = (wj)
5
j=1. Then we see as in Proposition 3.4 that there
is a real-analytic function G(b,w) such that the leading order term in
(84) satisfies
sm = G(b,w).(191)
The proof of Prop. 3.7 dealing with Einstein equations needs signif-
icant changes and we need to prove the following:
Proposition 5.14. The function G(b,w) given in (191) for the non-
linear wave equation is a non-identically vanishing real-analytic func-
tion.
Proof. Let us use the notations introduced in Prop. 3.7.
As for the Einstein equations, we consider light-like vectors
b5 = (1, 1, 0, 0), bj = (1, 1−
1
2
ρ2j , ρj +O(ρ
3
j), ρ
3
j), j = 1, 2, 3, 4,
in the Minkowski space R1+3, endowed with the standard metric g =
diag (−1, 1, 1, 1), where the terms O(ρ3k) are such that the vectors bj ,
j ≤ 5, are light-like. Then
g(b5, bj) = −
1
2
ρ2j , g(bk, bj) = −
1
2
ρ2k −
1
2
ρ2j +O(ρkρj).
Below, we denote ωkj = g(bk, bj). Note that if ρj < ρ
4
k, we have ωkj =
−1
2
ρ2k +O(ρ
3
k).
For the wave equation, we use different parameters ρj than for the
Einstein equations, and define (so, we use here the "unordered" num-
bering 4-2-1-3)
ρ4 = ρ
100
2 , ρ2 = ρ
100
1 , and ρ1 = ρ
100
3 .(192)
Below in this proof, we denote ~ρ→ 0 when ρ3 → 0 and ρ4, ρ2, and ρ1
are defined using ρ3 as in (192).
Let us next consider in Minkowski space the coordinates (xj)4j=1 such
that Kj = {xj = 0} are light-like hyperplanes and the waves uj = u(j)
that satisfy in the Minkowski space uj = 0 and can be written as
uj(x) =
∫
R
eix
jθaj(x, θ) dθ, aj(x, θ
′) ∈ Sn(R4;R \ 0), j ≤ 4,
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and
uτ (x) = χ(x0)w(5) exp(iτb
(5) · x).
Note that the singular supports of the waves uj, j = 1, 2, 3, 4, intersect
then at the point ∩4j=1Kj = {0}. Analogously to the definition (85) we
considered for Einstein equations, we define the (Minkowski) indicator
function
G(m)(v,b) = lim
τ→∞
τm(
∑
β≤n1
∑
σ∈Σ(4)
T (m),βτ,σ + T˜
(m),β
τ,σ ),
where
T (m),βτ,σ = 〈Q0(u
τ ·αuσ(4)), h ·αuσ(3) ·Q0(αuσ(2) · uσ(1))〉,
T˜ (m),βτ,σ = 〈u
τ , hαQ0(αuσ(4) · uσ(3)) ·Q0(αuσ(2) · uσ(1))〉.
As for Einstein equations, we see that when α is equal to the value
of the function a(t, y) at the intersection point q = 0 of the waves, we
have G(m)(v,b) = G(v,b).
Similarly to the Lemma 3.4 we analyze next the functions
Θ(m)τ =
∑
β∈Jℓ
∑
σ∈Σ(4)
(T (m),,βτ,σ + T˜
(m),β
τ,σ ).
Here (m) refers to "Minkowski". We denote T
(m),β
τ = T
(m),β
τ,id and
T˜
(m),β
τ = T˜
(m),β
τ,id .
Let us first consider the case when the permutation σ = id. Then,
as in the proof of Prop. 3.7, in the case when ~Sβ = (Q0, Q0), we have
T (m),βτ
= C1det(A)· (iτ)
m(1 +O(
1
τ
))~ρ 2~n(ω45ω12)
−1ρ−44 ρ
−4
2 ρ
−4
1 ρ
2
3· P
= C2det(A)· (iτ)
m(1 +O(
1
τ
))~ρ 2~nρ−4−24 ρ
−4
2 ρ
−4−2
1 ρ
−2
3 · P
where P is the product of the principal symbols of the waves uj at
zero, ~ρ 2~n = ρ2n1 ρ
2n
2 ρ
2n
3 ρ
2n
4 , and C1 and C2 are non-vanishing. Similarly,
a direct computation yields
T˜ (m),βτ
= C1det(A)· (iτ)
n(1 +O(
1
τ
))~ρ 2~n(ω43ω21)
−1ρ−44 ρ
−4
2 ρ
−4
1 ρ
−4
3 · P
= C2det(A)· (iτ)
m(1 +O(
1
τ
))~ρ 2~nρ−44 ρ
−4
2 ρ
−4−2
1 ρ
−4−2
3 · P,
where again, P is the product of the principal symbols of the waves uj
at zero and C1 and C2 are non-vanishing.
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Considering formula (188), we see that for the wave equation we do
not need to consider the terms that for the Einstein equations corre-
spond to the cases when ~Sβ = (Q0, I), ~S
β = (I, Q0), or ~S
β = (I, I) as
the corresponding terms do not appear in formula (188).
Let us now consider permutations σ of the indexes (1, 2, 3, 4) and
compare the terms
L(m),βσ = lim
τ→∞
τmT (m),βτ,σ ,
L˜(m),βσ = lim
τ→∞
τmT˜ (m),βτ,σ .
Due to the presence of ω45ω12 in the above computations, we observe
that all the terms L˜
(m),β
τ,σ /L
(m),β
τ,id → 0 as ~ρ → 0, see (192). Also, if
σ 6= (1, 2, 3, 4) and σ 6= σ01 = (2, 1, 3, 4), we see that L˜
(m),β
τ,σ /L
(m),β
τ,id → 0
as ~ρ → 0. Also, we observe that L(m),βτ,σ1 = L
(m),β
τ,id . Thus we see that
the equal terms L
(m),β
τ,σ1 = L
(m),β
τ,id that give the largest contributions as
~ρ→ 0 and that when P 6= 0 the sum
S(~ρ,P) =
∑
σ∈Σ(4)
(L(m),βτ,σ + L˜
(m),β
τ,σ )
is non-zero when ρ3 > 0 is small enough and ρ4, ρ2, and ρ1 are defined
using ρ3 as in (192). As the indicator function is real-analytic, this
shows that the indicator function in non-vanishing in a generic set. 
We need also to change the the singularity detection condition (D)
with light-like directions (~x, ~ξ) as follows: We define that point y ∈ Û ,
satisfies the singularity detection condition (D′) with light-like direc-
tions (~x, ~ξ) and t0, ŝ > 0 if
(D′) For any s, s0 ∈ (0, ŝ) there are (x
′
j , ξ
′
j) ∈ Wj(s; xj, ξj), j =
1, 2, 3, 4, and f(j) ∈ IS
n−3/2(Y ((x′j, ξ
′
j); t0, s0)), and such that if u~ε of is
the solution of (187) with the source f~ε =
∑4
j=1 εjf(j), then the function
∂4~εu~ε|~ε=0 is not C
∞-smooth in any neighborhood of y.
When condition (D) is replace by (D′), the considerations in the
Sections 4 and 5 show that we can recover the conformal class of the
metric. This proves Theorem 5.12. 
Proof. (of Corollary 5.13). Let us denoteWj = I
+(p−j )∩I
−(p+j ) ⊂Mj .
By Theorem 5.12, there is a map Ψ : W1 →W2 such that the product
type metrics g1 = −dt2+h1(y) and g2 = −dt2+h2(y) are conformal. At
the vector field V = ∂/∂x0 satisfies ∇gjV = 0, for given µ1(s) = x0 =
(y0, t0), s ∈ [s−, s+] we can consider all smooth paths a : [0, 1] → W1
that satisfy a(0) = x0 = (y0, t0) and g1(a˙(s), V ) = 0. The set of the end
points of such paths is equal to the set W1 ∩ ({t0} ×N1). Considering
all such paths on W1 and the analogous paths on W2, we see that
Ψ : W1 ∩ ({t0} ×N1) → W2 ∩ ({t0} ×N2) is a diffeomorphism. Hence
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Ψ : W1 → W2 has the form Ψ(t, y) = (t, ψ˜(y, t)). This means that we
can determine uniquely the foliation given by the t-coordinate. As the
metric tensors g1 and g2 are conformal and their (0, 0)-components in
the (t, y) coordinates satisfy (g1)00 = −1 and (g2)00 = −1, we conclude
that g1 and g2 are isometric. Moreover, as g1 and g2 are independent
of t, we see that there is a diffeomorphism Ψ : W1 → W2 of the form
Ψ(t, y) = (t, ψ(y)) such that g1 = Ψ
∗g2. Note also that if π2 : (t, y) 7→ y,
then h1 = ψ
∗h2 on π2(W1). Thus, we can assume next that the metric
tensors g1 and g2 are isometric and identify the setsW1 andW2 denoting
W = W1 = W2.
As the linearized waves u(j) = Qf(j) depend only on the metric g,
using the proof of Theorem 5.12 we see that the indicator functions
G(b,w) for (U1, g1, a1) and (U1, g1, a1) coincide for all b and w. This
implies that a1(t, y)
3 = a2(t, y)
3 for all (t, y) ∈ W . Hence a1(t, y) =
a2(t, y) for all (t, y) ∈ W . 
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