For modeling complex systems, it is natural to reduce the system into subsystems and model each subsystem. The approach taken in this paper is that it is desired that a model should be consistent with the modeling methodology. Further it is important to explicitly represent the inaccuracies of the model as part of the model.
Introduction
A modeling framework involves choices. This paper presents and motivates the choices made in this uncertain hierarchical modeling framework. The motivation for choosing hierarchical modeling is that not all components of a system are equally significant and this should be reflected in the model. In the case of a car, the ashtray is a less significant component than the engine. If a hierarchical model is not used then all the system equations are written at the same level, and it may be difficult to immediately distinguish the dominant dynamics of the system from the trivial dynamics. The hierarchy hopefully provides a quick and efficient method for identifying the significance of dynamics and doing model reduction as desired.
The second choice made is doing uncertain modeling. For a real system, finding an exact model is impossible and characterizing the inexactness is critical for making guarantees on system performance. In the case of a resistor, there is uncertainty on the exact value of the resistance and the parasitics. When a model is reduced, the reduced dynamics must be covered'with uncertainty. This may be useful when cruder models with uncertainty are sufficient for a particular application which may lead to reduced computation.
The next choice made is a tree structured hierarchy.
The motivation for a tree structure is that a complicated system is naturally decomposed into an interconnection of simpler, more tractable subsystems and each subsystem can be similarly reduced. This self similarity leads to a tree structure. For example, modeling all the facets of a car is quite a task, but a more natural approach is to break up the car into more tractable components and model them individually. So rather than modeling the entire car, a car is an interconnection of an engine, transmission, exhaust system, cooling system, suspension, etc and each of the components is modeled separately. A benefit of the tree structure is the connection with the object oriented philosophy. The tree defines how the components interact with each other. Which simplifies future modifications, because if a system is modified only the modified components needs to be remodeled, and the other component models will remain intact. So in the car example, if the engine is replaced with a different model, the entire system doesn't have to be remodeled. The old engine model is replaced by the model of the new engine.
Another choice that is made is that the model will be constructed, implemented and used on a computer. As a result, the data structures should be convenient and tractable for computer implementation as opposed to writing them out by hand. The reason for this choice is that as more complicated systems have more and more detailed models and are to be analyzed or simulated it is intractable to do them any other way.
The proposed framework is defined by a hierarchical tree structure of the components, an interconnection structure of the components, and a fundamental data type for a component. Throughout this paper, an inductor is used to demonstrate the features of the framework. An inductor is a simple example, but is necessary to make the presentation tractable. 
Implicit LFT Systems
An implicit LFT system is described by 0 = (A + M ) w as shown in Figure 2 , where w contains all the system variables ie. there is no distinction between inputs and outputs. Implicit LFT systems are a generalization of the behavioral framework proposed by Willems [9] . Figure 2 : Implicit LFT system Any LFT system can be converted into an implicit LFT system. In first principles modeling, like F = Ma, neither F o r a is assumed to be an input or an output. Once either F or a is defined, both are defined. This is natural within the implicit LFT form but doesn't fit and makes interconnections difficult within the LFT form.
C D
For tree structured hierarchical models, at the interconnections there isn't a notion of signal Aow. The interconnection variables become internal variables to the system rather than inputs or outputs. So it is more natural to not make the distinction between inputs and outputs in modeling.
Interconnection of Implicit LFT Systems
Within the implicit LFT framework, the interconnection of systems is simple. The implicit description of a system describes the equations a system must satisfy (0 = (Ai * Mi)wi where Mi = 21 ). so if two systems are connected then they still satisfy the same equations, and in addition the interconnection must be defined (Tlwl + T2w2 = 0 ) which defines the intersection of behaviors [9] . So the implicit LFT model of the inter- 
Integral Quadratic Constraints
The implicit LFT framework also allows our model to include integral quadratic constraints (IQCs) [5] . IQCs are inequalities involving a quadratic form in signal space:
where 1T* is an LTI operator. IQCs can be used to de- 
Component Modeling
Consider the ideal inductor shown in Figure 3 
Problem 1: Uncertainty
The solution to the first problem is easily addressed in the LFT framework. For the inductor example in Figure 3 , the modeled equations should be replaced by 
Problem2 Interconnection Compatibility
LFTs provide a flexible modeling framework for incorporating uncertainty descriptions, but the input-output assumption is not desirable for the modeling of interconnected systems. It is not a priori known which variables should be treated as inputs and which should be treated as outputs [9] .
To address the second problem, systems will be rep- 
Generality
For the fundamental components in this modeling system, the model must be general enough to describe any situation which may occur. The model should have some information about the component, so that each component isn't just an arbitrary operator. The information is contained in the nominal value of the component. 
Once we have our model and are ready to do analysis, synthesis, or simulation any assumptions can be made about our uncertainty like AL is a real parameter, a bounded operator, etc, but this is after the modeling process and a part of the identification process.
We want to make the weakest possible assumptions about our inductor ( L , k ) , so that wide variety of uncertainty assumptions can be made at the analysis level. L and k are assumed to be a non-commuting indeterminates (NCIs), ie. it could be an arbitrary nonlinear, time-varying operator. For a real inductor, it's nominal value is of use in describing it's operation. For modeling, L := Lo+AL and k := l+A,, where AL and A, are NCIs and LO is a "place holder" for the nominal inductance. LO is used to describe the ideal model of an inductor. NCI's act as "place holders" for uncertainty descriptions. It is important to note that by setting L := LO + AL we have not committed to anything. This can be undone by defining QL := -LO + ALnevl. The LO term is added because the nominal value is presumably useful in describing the operation of the system.
Model Modifications
Part of the modeling process is the addition on new components (like adding parasitics to the model of a inductor). It is desired that the current model can be refined to arrive at a new model rather than discarding the model and starting over. As a result the model must interconnection errors and act as "place holders" for d e have "place holders" for defining new interconnections. If scribing future interconnections. It is difficult to motivate these "place holders" do not exist then it is possible that this partition of the system variables, but this partition at an interconnection an incorrect equation may result should be clear after the hierarchy and interconnection as shown in Figure 5 . Figure 5a would lead to the con-structure of the system is defined.
The special structure of A * M is described by: i i Figure 5b then il = i2 + is. These two constraints lead to is = 0 which may be incorrect.
In the circuit case, these "place holders" would correspond to error currents for each node and error voltages for each branch connecting nodes. These are needed to describe all the possible interconnection of circuits. When we do the analysis these error place holders must be resolved. They can be set to 0, ie. no additional current into a node, they can be considered external noise terms and constrained according to IQCs, or used to cover unmodeled dynamics.
Component Data Type
A component is chosen to be modeled by an implicit LFT system (Figure 2) with special structure. The implicit LFT structure is chosen because it provides a powerful framework for describing uncertainty plus it is natural for interconnecting systems. The system variables w are partitioned as: is that s is not an operator because an initial condition must be specified.
The component model of a "real" inductor is shown in Figure 6 . The implicit LFT model is given by (using 
Hierarchy of Components
The hierarchical structure of a system modeled using this framework is a tree (Figure 7) . At Crosstalk is used to model secondary interactions between components like magnetic interconnection of disjoint inductors, gravitational interaction of masses, two disjoint flexible structures linked by air, etc. The structure of the model of the system is a web (Figure 9 ) rather than a tree, but the web has an underlying tree structure from the hierarchy as shown in Figure 7 . The solid lines in 
Component Refinement
The process of component refinement is an improvement of the model of a component. A more accurate nominal model of the system (without uncertainty, noise, etc) can be parametrized. As a result, the uncertainty description of the system doesn't have to be as conservative.
Component refinement involves interconnecting a component to more "parasitic" subcomponents or describing crosstalk interaction between components, which models previously undescribed phenomenon. The proposed hierarchical modeling framework was designed with this option in mind. The idea being that a model can describe new phenomenon without having to start over. This is the purpose of the latent error variables I,.
As a model is refined new latent manifest variables are created for components. In the circuit case these are the new interconnection variables, the voltages associated with new nodes, the error terms for new nodes and branches, and refinements of old error terms.
In the process of refining the components of a model (arriving at a more detailed model) there is an implicit reduction of the uncertainty necessary to describe the system dynamics because the uncertainty is still represented by an NCI. As more phenomenon are modeled, the inaccuracy of the model is reduced.
Model Reduction

