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Abstract
A closure procedure for the hierarchy of moment equations related to linear systems of ordinary differen-
tial equations with a random parametric excitation is introduced. A generalization of Pringsheim’s theorem
for continued fractions is used in a proof of the procedure convergence. The boundary function method for
singular perturbation problems is applied to obtain asymptotic expansions for the moments of the solutions
of such systems.
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1. Introduction
Consider the linear system of differential equations governed by the following equation in RN :
dx
dt
= Ax + ξ(t)Cx, t > 0, (1)
where A, C are N × N deterministic matrices and ξ(t) is a random process of the form
ξ(t) = β cos(θ + γ t + αw(t)). (2)
Here w(t) is a standard Wiener process, θ is a uniformly distributed on [0,2π] random variable
independent of w(t) and α, β , γ are deterministic parameters. Recently, the two-dimensional
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[7–9,12,14,17,18]). Using the well-known properties of the Wiener process and the Euler repre-
sentation of the cosine one can easily show that the process ξ(t) has zero mean and the correlation
function
E
[
ξ(t)ξ(s)
]= β2
2
cosγ (t − s) exp
{
−α
2|t − s|
2
}
. (3)
The practical interest to this model is explained by the fact that by suitable choice of the para-
meters α, β and γ the spectral density of the correlation function gives a good approximation
to the well-known Dryden and von Karman spectral densities of wind turbulence [12]. Note that
all trajectories of the process (2) are bounded by β and for this reason the process is sometimes
referred to as a bounded noise model [9,18].
The moments of the solution to Eq. (1) have been a topic of considerable interest. Unfortu-
nately, it is not possible to find a closed set of deterministic equations for them. In fact, taking
the mathematical expectation to both parts of Eq. (1) we obtain the following infinite hierarchy
of equations for the mean value E[x(t)]:
dE[x(t)]
dt
= AE[x(t)]+ CE[ξ(t)x(t)],
dE[ξ(t1)x(t)]
dt
= AE[ξ(t1)x(t)]+ CE[ξ(t1)ξ(t)x(t)],
dE[ξ(tk) · · · ξ(t1)x(t)]
dt
= AE[ξ(tk) · · · ξ(t1)x(t)]+ CE[ξ(tk) · · · ξ(t1)ξ(t)x(t)],
k = 2,3, . . . .
Several procedures of closure the hierarchies were proposed (see, e.g., [1,11]) but their mathe-
matical justification is still mainly an open question.
In this paper we propose a new effective method of closure the hierarchy in which the form (2)
of the excitation plays an important role. It is shown that the Laplace transforms of the moments
for Eq. (1) with excitation (2) can be represented as the matrix continued fractions. Using a
generalization of the well-known theorem of Pringsheim for continued fractions we prove the
convergence of the matrix continued fractions. This implies rapid convergence of the appropriate
procedure of closure for the moment hierarchies. If the random excitation in (1) is fast, i.e. the
parameter α is large, this procedure leads to singularly perturbed systems. We use the boundary
function method for singular perturbation problems [13,16] to obtain asymptotic expansions for
the moments.
2. Hierarchy for the mean
Consider first the mean value E[x(t)] of the solution to Eq. (1) with excitation (2) and non-
random initial value x(0). This solution is a functional of the Wiener process and therefore we
shall write x(t) = x(t;w(s)), where s  t . Using the Cameron–Martin formula for the density
of the Wiener measure under translation [5,19] we deduce that for all nonrandom λ,
E
[
exp
{
iλw(t)
}
x
(
t;w(s))]= exp{−λ2t
2
}
E
[
x
(
t;w(s) + iλs)]. (4)
This relation plays a decisive role in our investigation.
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cos
(
θ + γ t + αw(t))= exp{iθ + iγ t + iαw(t)} + exp{−iθ − iγ t − iαw(t)}
2
,
we use (4) to obtain
dE[x(t)]
dt
= AE[x(t)]+ β
2
exp
{−α2t
2
+ iγ t
}
CE
[
eiθx
(
t;w(s) + iαs)]
+ β
2
exp
{−α2t
2
− iγ t
}
CE
[
e−iθ x
(
t;w(s) − iαs)],
dE[e±ikθ x(t;w(s) ± ikαs)]
dt
= AE[e±ikθ x(t;w(s) ± ikαs)]
+ β
2
C exp
{−α2t
2
∓ kα2t + iγ t
}
E
[
e±ikθ+iθ x
(
t;w(s) ± ikαs + iαs)]
+ β
2
C exp
{−α2t
2
± kα2t − iγ t
}
E
[
e±ikθ−iθ x
(
t;w(s) ± ikαs − iαs)],
k = 1,2,3, . . . . (5)
Let
yk(t) := 12k exp
{
ikγ − k
2α2t
2
}
E
[
eikθx
(
t;w(s) + ikαs)],
zk(t) := 12k exp
{
−ikγ − k
2α2t
2
}
E
[
e−ikθ x
(
t;w(s) − ikαs)], k = 1,2,3, . . . .
Then Eqs. (5) lead to the following infinite hierarchy of linear differential equations for the mean
E[x(t)]:
dE[x(t)]
dt
= AE[x(t)]+ βC(y1(t) + z1(t)),
dy1
dt
=
(
−α
2
2
+ iγ
)
y1 + Ay1 + βCy2 + β4 CE
[
x(t)
]
,
dz1
dt
=
(
−α
2
2
− iγ
)
z1 + Az1 + βCz2 + β4 CE
[
x(t)
]
,
dyk
dt
=
(
−k
2α2
2
+ ikγ
)
yk + Ayk + βCyk+1 + β4 Cyk−1,
dzk
dt
=
(
−k
2α2
2
− ikγ
)
zk + Azk + βCzk+1 + β4 Czk−1, k = 2,3, . . . ,
E
[
x(0)
]= x(0), yk(0) = zk(0) = 0, k = 1,2,3, . . . . (6)
Note that for the excitation (2) without phase θ the same argument gives the previous hierarchy
but with different initial conditions, namely yk(0) = zk(0) = x(0)/2k , k = 1,2,3, . . . . If the
excitation (2) is Ornstein–Uhlenbeck process, a similar hierarchy was obtained earlier in [2].
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equations for yn and zn. After applying this procedure we obtain the following closed chain of
linear differential equations:
df (n)
dt
= Af (n) + βC(y(n)1 + z(n)1 ),
dy
(n)
1
dt
=
(
−α
2
2
+ iγ
)
y
(n)
1 + Ay(n)1 + βCy(n)2 +
β
4
Cf (n),
dz
(n)
1
dt
=
(
−α
2
2
− iγ
)
z
(n)
1 + Az(n)1 + βCz(n)2 +
β
4
Cf (n),
dy
(n)
k
dt
=
(
−k
2α2
2
+ ikγ
)
y
(n)
k + Ay(n)k + βCy(n)k+1 +
β
4
Cy
(n)
k−1,
dz
(n)
k
dt
=
(
−k
2α2
2
− ikγ
)
z
(n)
k + Az(n)k + βCz(n)k+1 +
β
4
Cz
(n)
k−1, k = 2,3, . . . , n − 1,
dy
(n)
n
dt
=
(
−n
2α2
2
+ inγ
)
y(n)n + Ay(n)n +
β
4
Cy
(n)
n−1,
dz
(n)
n
dt
=
(
−n
2α2
2
− inγ
)
z(n)n + Az(n)n +
β
4
Cz
(n)
n−1,
f (n)(0) = x(0), y(n)k (0) = z(n)k (0) = 0, k = 1,2,3, . . . , n. (7)
We prove that this closure procedure is rapidly convergent. In what follows we use the Euclidean
norm for vectors and induced norm for matrices. The main result of the paper is
Theorem 1. The solution f (n)(t) of the closed chain (7) converges for all t > 0 to the mean
E[x(t)] and
∣∣E[x(t)]− f (n)(t)∣∣< c(8β‖C‖)2n+2|x(0)|
(n!(n + 1)!)2α4n+2 (8)
with constant c > 0 independent of n.
Proof. Applying the Laplace transform to (7) we obtain the following chain of algebraic equa-
tions:
(pI − A)fˆ (n)(p) = βC[yˆ(n)1 (p) + zˆ(n)1 (p)]+ x(0),[(
p + α
2
2
− iγ
)
I − A
]
yˆ
(n)
1 (p) = βC
[
yˆ
(n)
2 (p) +
1
4
fˆ (n)(p)
]
,
[(
p + α
2
2
+ iγ
)
I − A
]
zˆ
(n)
1 (p) = βC
[
zˆ
(n)
2 (p) +
1
4
fˆ (n)(p)
]
,
[(
p + k
2α2
2
− ikγ
)
I − A
]
yˆ
(n)
k (p) = βC
[
yˆ
(n)
k+1(p) +
1
4
yˆ
(n)
k−1(p)
]
,
[(
p + k
2α2 + ikγ
)
I − A
]
zˆ
(n)
k (p) = βC
[
zˆ
(n)
k+1(p) +
1
zˆ
(n)
k−1(p)
]
, k = 2,3, . . . , n − 1,2 4
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p + n
2α2
2
− inγ
)
I − A
]
yˆ(n)n (p) = βC
1
4
yˆ
(n)
n−1(p),[(
p + n
2α2
2
+ inγ
)
I − A
]
zˆ(n)n (p) = βC
1
4
zˆ
(n)
n−1(p), (9)
where the hat denotes the Laplace transform.
Denote
uˆ
(n)
k =
(
yˆ
(n)
k
zˆ
(n)
k
)
, T1 = (C C), T2 =
(
C
C
)
, Q =
(
C O
O C
)
,
Qk(p) =
(
(p + k2α22 − ikγ )I − A, O
O, (p + k2α22 + ikγ )I − A
)
,
where I and O stand for N × N identity matrix and zero matrix, respectively. Suppose that
Rep := σ > ‖A‖. Then the matrix pI − A is invertible and
∥∥(pI − A)−1∥∥ 1|p| − ‖A‖ . (10)
Analogously for such p the matrices(
p + k
2α2
2
± ikγ
)
I − A
are invertible, and∥∥∥∥
((
p + k
2α2
2
± ikγ
)
I − A
)−1∥∥∥∥ 1
σ + k2α22 − ‖A‖
, k = 1,2,3, . . . .
As a result the matrices Qk(p) are also invertible, and∥∥Q−1k (p)∥∥ 2
σ + k2α22 − ‖A‖
<
4
k2α2
, k = 1,2,3, . . . . (11)
With the new notation we can rewrite the chain (9) in the form
fˆ (n)(p) = β(pI − A)−1T1uˆ(n)1 (p) + (pI − A)−1x(0),
uˆ
(n)
1 (p) = βQ−11 (p)Quˆ(n)2 (p) +
1
4
βQ−11 (p)T2fˆ
(n)(p),
uˆ
(n)
k (p) = βQ−1k (p)Quˆ(n)k+1(p) +
1
4
βQ−1k (p)Quˆ
(n)
k−1(p), k = 2,3, . . . , n − 1,
uˆ(n)n (p) =
1
4
βQ−1n (p)Quˆ
(n)
n−1(p). (12)
It is assumed that parameter σ , σ > ‖A‖, satisfies the following inequalities:
β2
4
∥∥(pI − A)−1T1∥∥∥∥Q−11 (p)T2∥∥ 14 ,
β2 ∥∥Q−1k (p)Q∥∥∥∥Q−1k+1(p)Q∥∥ 1 , k = 1,2,3, . . . . (13)4 4
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uˆ
(n)
n−1(p) =
1
4
β
(
I1 − β
2
4
Qn−1(p)QQ−1n (p)Q
)−1
Q−1n−1(p)Quˆ
(n)
n−2(p),
where I1 denotes 2N × 2N identity matrix. Continuation of this process leads to the following
formula:
fˆ (n)(p)
=
(
I − β
2
4
(pI − A)−1T1
(
I1 − β
2
4
Q1Q
(
I1 − β
2
4
Q−12 Q
(
I1 − · · ·
− β
2
4
Q−1n−1QQ
−1
n Q
)−1
Q−1n−2Q
)−1
· · ·Q−12 Q
)−1
Q−11 T2
)−1
(pI − A)−1x(0).
(14)
Note that under conditions (13) the right part of (14) is well defined [6]. Therefore the conver-
gence of f (n)(t) is reduced to the convergence of the matrix continued fraction(
I − β
2
4
(pI − A)−1T1
(
I1 − β
2
4
Q1Q
(
I1 − β
2
4
Q−12 Q(I1 − · · ·)−1Q−13 Q
)−1
× Q−12 Q
)−1
Q−11 T2
)−1
(pI − A)−1x(0), (15)
because fˆ (n) is its (n + 1)th convergent. To investigate this question we use a generalization [6]
of the well-known theorem of Pringsheim [10,15]. According to [6], the fraction above converges
if the inequalities (13) and the condition
n∏
k=1
β2
∥∥QQ−1k (p)∥∥∥∥QQ−1k+1(p)∥∥→ 0 as n → ∞ (16)
are fulfilled. Under these conditions the matrix continued fraction (15) converges to some limit
u(p) and
∣∣fˆ (n)(p) − u(p)∣∣ β2|x(0)|
4
∥∥(pI − A)−1∥∥∥∥(pI − A)−1T1∥∥∥∥Q−11 (p)T2∥∥
×
n∏
k=1
β2
∥∥Q−1k (p)Q∥∥∥∥Q−1k+1(p)Q∥∥. (17)
Let us show that conditions (13), (16) are fulfilled in our case. Indeed, according to (10), (11) we
have the following estimates for the left parts of the inequalities (13):
β2
4
∥∥(pI − A)−1T1∥∥∥∥Q−11 (p)T2∥∥< 4β2‖C‖2(|p| − ‖A‖)α2 ,
β2
4
∥∥Q−1k (p)Q∥∥∥∥Q−1k+1(p)Q∥∥ 4β2‖C‖2
(σ + k2α22 − ‖A‖)(σ + (k+1)
2α2
2 − ‖A‖)
<
16β2‖C‖2
2 4 . (18)(k(k + 1)) α
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follows from the inequality
n∏
k=1
β2
∥∥QQ−1k (p)∥∥∥∥QQ−1k+1(p)∥∥< (8β‖C‖)2n(n!(n + 1)!)2α4n → 0 as n → ∞.
Therefore the estimates (17), (18) imply
∣∣fˆ (n)(p) − u(p)∣∣< (8β‖C‖)2n+2|x(0)|
16(|p| − ‖A‖)2(n!(n + 1)!α2n+1)2 . (19)
Using the inverse Laplace transform we conclude that f (n)(t) converges to some limit and it
remains to verify that this limit is E[x(t)]. For this it is sufficient to rewrite the infinite hierarchy
(5) as the linear differential equation in an appropriate Banach space and one can easily verify
that it has a unique solution. From (19) and the inverse Laplace transform formula we easily
obtain the estimate (8), where
c = 1
32π
eσt
∞∫
−∞
dy
(
√
σ 2 + y2 − ‖A‖)2 . (20)
This completes the proof. 
3. Asymptotic expansions
Let ε be a small parameter and α = ε−1, i.e. the random excitation is fast. Then the closed
hierarchy (7) has the form
df (n)
dt
= Af (n) + βC(y(n)1 + z(n)1 ),
ε2
dy
(n)
1
dt
=
(
−1
2
+ iε2γ
)
y
(n)
1 + ε2Ay(n)1 + ε2βCy(n)2 + ε2
β
4
Cf (n),
ε2
dz
(n)
1
dt
=
(
−1
2
− iε2γ
)
z
(n)
1 + ε2Az(n)1 + ε2βCz(n)2 + ε2
β
4
Cf (n),
ε2
dy
(n)
k
dt
=
(
−k
2
2
+ ikε2γ
)
y
(n)
k + ε2Ay(n)k + ε2βCy(n)k+1 + ε2
β
4
Cy
(n)
k−1,
ε2
dz
(n)
k
dt
=
(
−k
2
2
− ikε2γ
)
z
(n)
k + ε2Az(n)k + ε2βCz(n)k+1 + ε2
β
4
Cz
(n)
k−1,
k = 2,3, . . . , n − 1,
ε2
dy
(n)
n
dt
=
(
−n
2
2
+ inε2γ
)
y(n)n + ε2Ay(n)n + ε2
β
4
Cy
(n)
n−1,
ε2
dz
(n)
n
dt
=
(
−n
2
2
− inε2γ
)
z(n)n + ε2Az(n)n + ε2
β
4
Cz
(n)
n−1,
f (n)(0) = x(0), y(n)k (0) = z(n)k (0) = 0, k = 1,2,3, . . . , n. (21)
Therefore, we obtain the system of linear differential equations with small parameter ε2 in the
derivatives. The asymptotic expansions in powers of ε2 for the solution f (n) can be constructed
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expansions as the sum of regular parts and boundary layer parts
f (n)(t) ∼
∞∑
m=0
ε2mgm(t) +
∞∑
m=0
ε2mum(τ),
y
(n)
k (t) ∼
∞∑
m=0
ε2mφkm(t) +
∞∑
m=0
ε2mukm(τ),
z
(n)
k (t) ∼
∞∑
m=0
ε2mψkm(t) +
∞∑
m=0
ε2mvkm(τ), τ = tε−2.
Using the well-known procedure [13,16] we deduce, after some algebra that the functions g0(t),
g1(t) satisfy the equations
dg0(t)
dt
= Ag0, dg1(t)
dt
= Ag1 + C2g0, g0(0) = x(0), g1(0) = 0,
but the boundary layer functions u0(τ ), u1(τ ) vanish. According to (8), (20) it leads to the fol-
lowing expansion for E[x(t)]:
E
[
x(t)
]= g0(t) + ε2g1(t) + O(ε4) as ε → 0. (22)
Now let α = β = ε−1, i.e. the random excitation is fast and large. On the basis of (8), (20) we can
use again the closed hierarchy (7) to find asymptotic expansions for E[x(t)]. But (7) is again a
system of linear differential equations with small parameter ε2 in the derivatives. One can easily
verify that the boundary function method is also applicable in this case. Using the method we
obtain after some algebra that
Ex(t) = ζ0(t) + ε2ζ1(t) + ε2η(τ) + O
(
ε4
)
as ε → 0, (23)
where the functions ζ0(t), ζ1(t), η(τ) satisfy the equations
dζ0(t)
dt
= Aζ0 + C2ζ0, dζ1(t)
dt
= Aζ1 + C2ζ1 + 2C
[
AC − CA − 7
8
C3
]
ζ0,
ζ0(0) = x(0), ζ1(0) = 2C2x(0), η(τ ) = −2e−τ/2C2x(0), τ = tε−2.
4. Higher order moments
The previous results can be extended to higher order moments using the procedure from [3,4].
According to the procedure we consider the binominal coefficient b(N,q) = (N+q−1
p
)
and the
vector x[q](t) ∈ Rb(N,q) of all qth forms of the components of the vector x(t):
x[q](t) = col(x1(t)q,μq1x1(t)q−1x2(t), . . . , xN(t)q),
where parameters μji are chosen so as to obtain |x[q](t)| = |x(t)|q .
Under (1) the vector x[q](t) satisfies the equation
dx[q]
dt
= A[q]x[q] + ξ(t)C[q]x[q],
where the matrices A[q], C[q] are determined from the matrices A, C in the unique way [3,4].
Therefore, substituting A[q], C[q] for A, C one can extend the results for the mean value
E[x(t)] to the moments E[x[q](t)].
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