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Abstract 
 
Chemical structure and bonding are key features and concepts in chemical systems 
which are used in deriving structure–property relationships, and hence in predicting 
physical and chemical properties of compounds. Even though the contemporary high 
standards in determination, using both theoretical methods and experimental techniques, 
questions of chemical bonds as well as their evolution along a reaction pathway are still 
highly controversial. This paper presents a working methodology to determine the 
structure and chemical reactivity based on the quantum chemical topology analysis. 
QTAIM and ELF frameworks, based on the topological analysis of the electron density 
and the electron localization function, respectively, have been used. We have selected 
two examples studied by the present approach, to show its potential: (i) QTAIM study 
on the α-Ag2WO4, for the simulation of Ag nucleation and formation on α-Ag2WO4 
provoked in this crystal by the electron-beam irradiation. (ii) An ELF and Thom´s 
catastrophe theory study for the reaction pathway associated with the decomposition of 
stable planar hypercoordinate carbon species, CN3Mg3+. 
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Chemistry is the science of substances: their structure, their properties, and the 
reactions that change them into other substances, as Linus Pauling wrote [1]. The 
understanding of formation and breaking of chemical bonds of any molecule forms the 
basis of molecular reactivity, and the reach of this mechanistic achievement depends on 
knowing the nature of the chemical bonds in the molecules. As very recently 
Ruedenberg et al. quoted [2] : “Covalent bond formation is a fundamental chemical 
reaction. Yet, its physical origin has remained obscure to most chemists. Most general 
chemistry textbooks either avoid the subject or advance incorrect explanations”. 
The “classical” concepts of bonding analysis, based on molecular orbitals (MO) [3], 
valence bond theory (VB) [4,5], MO-related natural bond orbitals (NBO) approach [6], 
Woodward–Hoffmann rules [7], Fukui’s frontier molecular orbital (FMO) theory [8], or 
Marcus theory [9] have enormously contributed to the current understanding of 
fundamental chemical reactions. However, they are seriously challenged because their 
origin and nature are still subject to much discussion and scientific inquiry [10]. As 
Coulson insists. “I believe that chemical bond is not so simple as some people seem to 
think” [11]. 
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1. Chemical structure (bond) and reactivity  
 
The concept of chemical bond (CB) has been deeply anchored in the mind of 
chemists and in consequence it has been used to rationalize important characteristics of 
many chemical compounds such as the structure, stability, spectroscopy, and chemical 
reactivity. Generally speaking, CB is a matter of favorable arrangement of nuclei and 
electrons in a molecule as a complex building. Thus, visualizing chemical bonds in 
molecules could be considered the holy grail of chemical community to understand at 
the most fundamental level how atoms bond to form molecules [12-16]. Despite nearly 
two centuries of its introduction, “what is a chemical bond?” still remains a critical 
question for chemical community because of the lack of a unique definition of the term 
as well as unclear understanding of their physical nature [17]. This fact has generated a 
large and strong discussion on this research field while different methods for their 
validation are still under development [18-42]. As it was remarked by Jacobsen [43]: 
“Note that the nature of the chemical bond has changed since Pauling published the last 
edition of his authoritative and defining monograph [44], but the approach to the subject 
has evolved, and it now seems that the chemical bond is better described as a noumenon 
rather than as a phenomenon” [45, 46]. 
The essence of the chemical reactivity is to determine the evolution of the CBs 
in a given chemical process, i.e. how the making and breaking processes are taking 
place as the reaction proceeds. But, it is one of the most challenging problem due to the 
complexity of the electronic structure in the transient regime of forming or breaking 
CBs. Unfortunately, there is no physical observable corresponding to the CB and their 
rearrangement along a given chemical reaction; such concepts therefore cannot be 
unambiguously defined in pure quantum theory. However, qualitative concepts are of 
essential importance for practical chemistry. For that reason, a large number of 
competing techniques have been developed for extracting them from quantum chemical 
calculations. 
From a quantum perspective, molecules are defined by a full specification of 
quantum numbers for the correlated electron and nuclear motion. Determining 
molecular structure and changes that occur during a chemical reaction, including the 
structures of transition states (TSs) are critical challenges in chemical physics. In the 
course of a chemical reaction, the making and the breaking of bonds is regulated by the 
correlated motion of electrons and nuclei. To gain a complete understanding of a 
  
 5
chemical reaction it is necessary to determine the structural changes that occur to the 
reacting molecules. In this sense, chemical reactions are often described in terms of the 
motion of atoms of the reacting molecules on a potential energy surface (PES) to form 
the product molecules [47,48]. Theoretical studies about reaction mechanisms are 
usually limited to the determination of the energetic paths that connect reactants, 
transition states, and products on these PESs [49,50], while chemical concepts, such as 
the reaction rate and the reaction barrier have been calculated by means of transition 
state theory [51]. In this sense, Truhlar et al. have presented an overview of the current 
status of the theory of chemical kinetics and mechanisms for complex processes [52]. 
These procedures are hugely successful and they can be considered as an energetics-
driven approach to computational theoretical and chemistry. Then, this research field 
constitutes a central application of quantum chemistry to the study of stationary points 
of PESs [53] and the pathways connecting them. The shape of an adiabatic PES is 
conventionally regarded as a function of the nuclear skeleton, ignoring the wealth of 
information that can be provided by the total electronic charge density distribution ρ(r). 
The driving force for the nuclear motion is the potential, which arises from 
electronic motion. Chemical processes are determined by nuclear motions, which occur 
on timescales reaching into the domain of femtosecond (1 fs = 10-15 s) [54], while 
electronic motion can occur on much faster, attosecond timescales (1 as = 10-18 s). From 
an experimental point of view, recent progress of techniques that, similar to ultrafast 
electron diffraction [55], or x-ray diffraction [56], have the potential to be taken to the 
time domain and follow chemical reactions on their natural time scale using ultrafast 
spectroscopy to gain a detailed understanding of chemical reactions (including their 
transition structures, TSs). It promises to be a revolutionary way to increase reaction 
efficiencies and enhance the reaction products. Crossed molecular beam experiments at 
femto-scale [57] to atto-scale [58,59] use ultrafast pulsed lasers which permit the 
monitoring of the reacting molecular species on a sub-picosecond scale; then, reaction 
mechanisms can then be inferred from the details of the dynamics as the reaction 
proceeds from reactants to products. In addition, in the last few years, it has become 
possible to image chemical reactivity at the single-molecule and-particle level with 
fluorescence microscopy; however in order to image a chemical process, it needs to be 
associated with a change in fluorescent output that is detectable. This innovative 
research line has been reviewed by Blum and Cordes [60,61]. 
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2. Topological analysis 
 
Following the Hohenberg–Kohn theorem (HKT) [62] to represent and describe 
molecules and their corresponding chemical reactivity, the electron density corresponds 
to an appropriate choice because it is a local function defined within the exact many 
body theory, and it is also an experimentally accessible scalar field. As Martín-Pendás 
et al. [63] remark: “The best known approach is based on choosing the electron density, 
ρ(r), as basic variable. This is the simplest invariant scalar that can be constructed from 
orbitals, and the joint use of the theorems of Hohenberg and Kohn [62] and Mezey [64] 
guarantees that such a scalar must carry chemical information both globally and 
locally.” The global point of view has crystallized in what we know today as conceptual 
density functional theory [65], which has provided a sound physical foundation to 
electronegativity and electronegativity equalization, frontier orbital theory, etc. The 
local image, in turn, evolved independently, giving rise to topological theories of the 
chemical bond [66]. These powerful approaches work in synergy with the relief that a 
theory based on an experimentally available magnitude [67] incites in non-theoreticians. 
The topological theory of molecular structure derives part of its validity from HKT, 
which posits that all ground-state molecular properties are a consequence of the charge 
density, a scalar field denoted here as ρ(r) [62]. HKT guarantees that all the molecular 
information is encoded in the electron density, however to obtain a physical description 
of chemical systems, additional postulates area mandatory for extracting observable 
information in terms of atomic contributions [68]. In this context, the seminal works of 
Collard and Hall [69], Johnson [70], and Smith [71] to form a topological theory of 
molecular structure need to be cited. For a distribution of electronic charge associated 
with a nuclear configuration X the topological properties can be condensed into the 
number of different types of critical points of q(r, X), that is, where the associated 
gradient vector Δq(r, X) vanishes. In seventies, Bader’s brilliant research program 
eventually established topological analysis of charge density as one of the most 
effective tools of modern computational chemistry [72-74]. The mathematical 
foundations as well as the available computational results were reviewed 
comprehensively [75-77]. 
In particular, the works of Richard F. W. Bader [66,75-79] provide precise 
mathematical definitions for CB and molecular structure and numerous studies were 
conducted in order to connect this approach with traditional concepts in chemistry [80]. 
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As Professor Gatti [81] writes: “Quantum theory of atoms in molecules (QTAIM) uses 
the total electron density as the information from which to (re)formulate chemical 
concepts [66]. It provides a bridge between chemistry and quantum mechanics and 
shows that there is no need to invoke any arbitrary reference densities since all 
chemistry is already hidden in ρ(r). QTAIM goes far beyond a simple topological study 
of a scalar field. It rather provides a full consistent quantum mechanical framework for 
the definition of the atoms or group of atoms in a molecule or crystal and for the 
treatment of the mechanics of their interaction”. QTAIM starts from a particular 
division of real space into atomic basins. Given the appropriate operator density, any 
quantum mechanical observable can be integrated within the atomic basins, giving rise 
to the partition of properties into additive atomic contributions. The QTAIM features, 
such as the bounded atoms separated by the zero flux surfaces of the gradient of ρ(r), the 
critical points and the lines of maximum density between nuclei (the bond path) [82] 
yield a crystal structure description at the level of the bonding details [83]. In the 
majority of cases, bond paths and associated bond critical points occur between pairs of 
atoms that could be typically associated through chemical bonds and molecular 
interactions. Otero de la Roza and Luaña [84] have discussed the rigorous 
characterization of the electron density Laplacian of crystals in terms of its topological 
properties, as well as these authors have also presented a program for real-space 
analysis of quantum chemical interactions in solids [85]. Very recently, Shahbazian and 
Goli [86-88] have reviewed the QTAIM framework, providing some computational 
examples with particular emphasis on origins and applications, while Martín-Pendás et 
al. [89] have proved that QTAIM is a versatile tool to be applied to molecules in their 
electronic excited states, expanding the knowledge that the molecular orbital framework 
provides about electronic rearrangements. 
 In this context, the electronic structure of a molecule is described in real space 
terms using topological analysis. Beyond the well-known approach of the QTAIM, 
which relies on the properties of the electron density ρ(r) when atoms interact, 
topological analysis of different scalar functions can be employed, such as the electron 
localization function (ELF) method [90-93]. Originally, ELF can be developed based on 
the conditional pair density [90] or can be derived from the kinetic energy density [94]. 
In the latter context, ELF is seen as the scaled difference between the positive kinetic 
energy density and the von Weizsäcker term [95], whereby the scaling function is the 
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kinetic energy density of the homogeneous electron gas (Thomas-Fermi term) [96, 97]. 
In addition, other topological analysis of scalar functions have been also developed such 
as the source function [98], the momentum density [99], the electron pair density [100], 
the nuclear potential energy field [101], the virial field [102], the Laplacian of charge 
density [66,103-105], and the electron localizability indicator [106]. Da Silva and 
Corminboeuf [107] have introduced the density overlap regions indicator as a scalar 
field, which reveals both covalent and non-covalent interactions in the same value range 
and it has been exploited to visualize and quantify the concept of electronic 
compactness in supramolecular chemistry. In fact, topological analysis of various scalar 
fields, different to electron density, is now used in computational chemistry, such as the 
scalar field derived from the molecular electrostatic potential;[108] even the 
mathematical framework of topological analysis has been applied by Mezey on the 
study of potential energy hypersurfaces [109, 110]. 
 In recent years, weak intermolecular interactions, involving van der Waals 
interactions, hydrogen bonds, halogen bonds and both attractive and repulsive steric 
interactions, have attracted considerable interest due to the fact that non covalent 
interactions (NCIs) play a central role in many areas of science, ranging from 
biochemistry to condensed matter [111-119]. Recently, Yang et al. [120-122] have 
proposed the reduced density gradients as a new scalar function based on the electron 
density ρ(r) and its derivatives to map and analyze noncovalent interactions, identifying 
interactions in a chemical system, whereas the interest in studying simultaneously 
strong and weak interactions has led to applications of combined ELF/NCI analysis 
[123-125]. Very recently, this method has been extended and applied for plotting and 
analysis of NCIs to periodic (solid-state) electron densities [126], whereas a combined 
QTAIM and NCI analysis in solids has shown to provide a deeper insight into the nature 
of interactions in solids [127]. Also, this combination has been extended to study 
complex enzymatic reaction paths involving large biological systems treated at the 
QM/MM level [124, 128]. 
All these methods have been widely generalized to develop the so-called 
Quantum Chemical Topology (QCT) [129, 130]. QCT has been successfully employed 
for the analysis of chemical bond as well as to provide a further understanding of the 
chemical reactivity [131-138]. Likewise, Nasertayoob and Shahbazian [68] have 
presented an account on the mathematical foundations of the topological analysis of the 
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electronic charge densities while Martín-Pendás et al. have presented an outlook on the 
use of quantum chemical topology techniques in crystallography [63]. 
 
The pictures of a molecule as drawn by the QTAIM and ELF analysis are 
complementary. Thus, the QTAIM analysis is based on the topology of the electron 
density ρ(r), whereas the ELF analysis is based on the topology of the electron 
localization function using the conditional probability for the same spin pairs which is 
closely related to the local excess of kinetic energy due to the Pauli repulsion [90, 139]. 
With QTAIM 3D, space of a molecule is partitioned into disjoint atomic basins, while 
with ELF the space is partitioned into ‘localization basins’ such as core basins, lone pair 
basins and bonding regions [139-145]. The QTAIM analysis provides the atomic basin 
population (an indicator of the net charge transfer) [142, 144, 145], the Laplacian value 
of the electron density, and the local energy density at the Bond critical point (BCP) 
[78, 142-149]. On the other hand, in the ELF analysis, the populations of the various 
basins give rise to a statistical analysis of the bonds, such as, bonding or non-bonding, 
bond order and bond polarity [135, 140-145,150,151]. 
 
3. CatastropheTheory 
 
According to the HKT, all the molecular information is encoded in the electron 
density; nevertheless a physical description of chemical systems requires additional 
postulates for extracting observable information in terms of atomic contributions. Thus, 
the QTAIM introduced by Bader provides a quantum topological partitioning of the 
molecular space into chemically transferable molecular fragments for which the energy 
and all other measurable properties can be precisely defined [79]. In this way, the 
introduction of chemical concepts such as bond path enables the description of the 
evolution of the electronic structure along a reaction path and therefore reaction 
mechanisms can be studied from the redistribution of the electron density along the 
reaction path connecting the stationary points. Following the evolution of the electron 
density for a given chemical process Bader and co-workers pioneered the study of the 
structural change based on the electron density using Thom’s theory of elementary 
catastrophes (CT) [66, 152]. However, the applicability of QTAIM to the study of 
reaction mechanisms was found to be limited in intramolecular processes because there 
are no topological changes in the charge density gradient field when a diatom 
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dissociates. Thus, to further increase the applicability of the Thom´s CT in chemical 
systems Silvi et al. [153] have developed the Bonding Evolution Theory (BET) as a 
generalization of Bader’s work and to other scalar fields as ELF [153, 154]. A number 
of reaction types have been investigated using BET including reactions of cycloaddition 
[155,156], cyclization [157-159], electron transfer [160], inversion substitution [161], 
electronic fluxes during Diels-Alder reactions [156], involving metal compounds [162-
165] and inorganic reactions involving Mo complexes [166, 167] while Morales-
Bayuelo has analyzed the electronic reorganization in the thermal isomerization reaction 
of trans-3,4-dimethylcyclobutene [168]. Nizovtsev [169] has also studied the activation 
of C-H bond in CH4 by Pd atom as well as electronic rearrangements during the 
Inversion of Lead Phthalocyanine [170] from a BET perspective to establish electron 
density redistribution in the course of structural rearrangements. Different examples 
where BET has been successfully applied to rationalize chemical reactivity have been 
reviewed comprehensively [155, 158, 171]. 
On the other hand, it is important to remark that an important feature of BET is 
the ability to observe the flow of the electron density as the reaction proceeds, that is, 
BET gives access to the natural time scale of the chemical process. So, a recent study 
[172] of the degenerate Cope rearrangement of semibullvalene has shown good 
agreement with those results where time-dependent quantum simulations have been 
performed [173, 174]. Thus, BET is capable to adequately predict the order, direction, 
and synchronicity of electron fluxes, providing rather valuable information when 
studying reaction mechanisms at elementary level. 
On the other hand, Silvi et al. [123] have developed a cross ELF/NCI analysis to 
offer an alternative look of chemical mechanisms for prototypical organic reactions, 
while we have combined QTAIM and NCI index to describe the molecular mechanism 
for the NH3 + LiH → LiNH2 + H2 reaction [125]. In this study we have performed for 
the first time the topological analysis of the NCI taking account not only its sinks but 
also the saddle points for the construction of bifurcation trees. In addition we have 
shown that the NCI analysis can be considered as a global approach to QTAIM adding 
the following features: (i) changes in the NCI are not catastrophic, (ii) more interactions 
can be found, (iii) foresee interactions: the soft profile of NCI enables to predict the 
appearance of density critical points and (iv) characterization of delocalized 
interactions: the use of surfaces beyond critical points enables to identify delocalized 
interactions, such as the ones involved in TSs. 
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Alternatively, Domingo et al. have analyzed the changes and evolution of ELF 
topology along the reaction pathways, avoiding the use of CT, to describe a wide range 
of organic reactions such the [5 + 2] vs. [4 + 2] cyclization mediated by Lewis acid in 
the quinone system [175], ionic Diels-Alder reactions [176], hetero Diels-Alder 
reactions [177], cycloaddition reactions [178], non-polar, polar and ionic organic 
reactions involving the participation of C=C double bonds [179], Friedel-Crafts 
reactions [175], and  C–C bond formation in organic reactions involving cationic 
species [180]. In addition, Gérard and Chatigner [181] have studied the electronic 
displacements along the reaction path for the [4 + 2]/[3 + 2] cycloadditions of 3-
nitroindole with substituted alkenes by means of the topological analysis of ELF while 
Dobado et al. [182] have analyzed the electronic structure along the progress of the N, 
P, and As Ylides and Aza- and Arsa-Wittig reactions through electron density with 
QTAIM and ELF. Morales-Bayuelo [168] has presented a topological analysis of the 
ELF along the most favorable outward pathway to characterize the electronic 
reorganization in the thermal isomerization reaction of trans-3,4-dimethylcyclobutene. 
Vallejos et al. [183] have analyzed the effect of the nature of the boron moiety upon the 
reactivity and the selectivity of a series of vinylboron compounds in the Diels-Alder 
reaction with cyclopentadiene by means of DFT methods and the QTAIM approach. 
The seminal works of Martín-Pendás et al. present the application of the Bader’s 
topological analysis and the Thom’s theory in ionic crystals [184-186]. Later, Gibbs et 
al. [187-189] applied Bader’s theory to characterize the high-pressure silica polymorphs 
as function of the nature of Si-O bond. It is well known that the compression of a solid 
induced by an increase of external pressure alleviates the electron−electron repulsion, so 
that the electrons will leave their bonding configuration and will populate the interstitial 
regions [190, 191]. Silvi et al. [192] have analyzed bonding changes along solid-solid 
phase transitions using ELF approach, and very recently Recio et al. [193] have 
analyzed by means of  first principles calculations and topological analysis of ELF the 
α-Cristobalite to Stishovite Transition path in SiO2. Different authors, such as Prencipe 
and Nestola [194], and Merli et al. [195-197], employ the Bader’s topological analysis 
of the electron density, coupled with Thom’s catastrophe theory, which has been used to 
characterize the pressure-induced transformations in mineral phases. On the other hand, 
Merliet al. [195] have emphasized the relation among the topological features of the 
electron density distribution, the structural stability of a molecular system and the 
breaking/formation of chemical bonds. Very recently, Vegas et al. [198] have carried 
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out a topological analysis of ELF of the (H3C)3-Si-O-Si-(CH3)3, molecule, as a model of 
the so-called ionic solids, such as in the skeletons of aluminate and silicate polyanions, 
while Kozlova et al.[199] have studied the evolution of chemical bonding and electron 
density rearrangements during D3h → D3d reaction in monolayered TiS2 by means of 
QTAIM and ELF procedures. 
 
4. Working examples 
 
In this study we present a working methodology to determine the structure and chemical 
reactivity based on the QCT analysis. QTAIM and ELF frameworks, based on the 
topological analysis of the electron density and the electron localization function, 
respectively, have been used. We have selected two examples studied by the present 
approach, to enhance its potential: (i) QTAIM study on the α-Ag2WO4, for the 
simulation of Ag nucleation and formation on α-Ag2WO4 provoked in this crystal by the 
electron-beam irradiation. (ii) An ELF and Thom´s catastrophe theory study for the 
reaction pathway associated with the decomposition of stable planar hypercoordinate 
carbon species, CN3Mg3+. 
 
i) α-Ag2WO4 as an example 
The motivation for our investigation essentially arises from the recent discovery 
of real-time in situ nucleation and growth of Ag filaments on α-Ag2WO4 crystals driven 
by an accelerated electron beam from an electronic microscope under high vacuum 
[200]. This is the first example of such studies in scientific literature which has become 
a trending topic in current research because it is a novel example of dynamic single 
crystals where electron irradiation induces macroscopic motility and represent not only 
a visually appealing demonstration of their potential for bactericide and 
photoluminescent applications [201, 202], but it also provides a unique opportunity to 
explore the mechanistic link between collective atomic processes and their 
consequences at a macroscopic level. This phenomenon has an electron-driven nature 
and the key difference in our approach is the use of an electron beam of TEM for 
growing Ag nanoparticles rather than for optical or electromagnetic erasing as it is the 
case in the plasmon effect. Not content with merely making these observations, we want 
to know the driving force and origin of this phenomenon.  
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Because the formation of metallic Ag after the electron irradiation of α-Ag2WO4 
is a quantum phenomenon, we performed quantum mechanical calculations to 
understand the structural and electronic modifications of α-Ag2WO4 that were observed 
experimentally [203]. In the calculations, electrons were introduced one by one up to 
ten in the orthorhombic unit cell of α-Ag2WO4 and a distribution of these extra electrons 
takes place by means of a simultaneously geometry optimization on both the lattice 
parameters and the atomic positions. First-principles total-energy calculations were 
carried out within the periodic DFT framework using the VASP program [204, 205]. 
The Kohn-Sham equations have been solved by means of the Perdew, Burke, and 
Ernzerhof exchange-correlation functional, and the electron-ion interaction described by 
the projector-augmented-wave pseudopotentials [206, 207]. Due to the well-known 
limitations of standard DFT in describing the electronic structure of “strongly-
correlated” compounds, a correction to the PBE wavefunctions are adopted (PBE+U) 
with the inclusion of a repulsive on-site Coulomb interaction (U) following the recipe of 
Dudarev et al. [208]. The value of the Hubbard parameter was tested, and a value of U = 
6 eV for the Ag element was used to take into account orbital dependence (applied to 
the d states of silver) of the Coulomb and exchange interactions. The plane-wave 
expansion was truncated at a cut-off energy of 400 eV and the Brillouin zones have 
been sampled through Monkhorst-Pack special k-points grids that assure geometrical 
and energetic convergence for the Ag2WO4 structures considered in this work. 
A graphical representation of α-Ag2WO4 using polyhedra is presented in Fig. 1 to 
show [WO6] and [AgOx] (x = 2, 4, 6 and 7) as the building blocks of this material, 
generating three different packing zones well delimited, core, shell1 and shell2. 
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Figure 1. Bulk structure of α-Ag2WO4 in terms of its constituent polyhedra, WO6 and 
AgOx(x = 2, 4, 6, and 7), identifying three different packing zones. 
 
The change of lattice constants (a, b, and c) as a function of the number of added 
electrons are presented in Fig. 2. 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Variation of cell parameters as a function of the number of electrons added. 
 
Table 1 presents the calculated values of the surface energy for (001), (100), 
(010), (011), (101) and (110) facets of α-Ag2WO4. The surface (100) is the most stable 
facet, with the higher percentage of the relaxing process. If charged α-Ag2WO4 structure 
is focused on the plane (100) compared to the equilibrium geometry, it can be seen an 
approaching of Ag4 and Ag5 centers (from 4.0 Å to 3.26 Å) when the system is charged 
in the vicinity of Ag6 atoms. In addition, Ag6-O distance increases from 2.34 Å to 2.54 
Å showing that this situation favors an accumulation of Ag atoms along the most stable 
(100) surface. Therefore, the DFT calculations indicate that the absorption of electrons 
leads to the disordered structure that facilitates Ag nucleation. 
 
Table 1. Number of Ag2WO4 units, area, surface energy and the relaxing percentage for 
(100), (001), (010), (011), (101) and (110) surfaces of α-Ag2WO4. All surfaces are O-
terminated. 
  n Area (m2) Esurf (J·m-2) Relax (%) 
[100] 8 71.9 0.11 87.1 
[001] 12 137.3 0.61 57.4 
Number of electrons
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[010] 8 64.8 1.68 56.2 
[011] 10 151.8 2.01 24.4 
[101] 9 154.9 1.60 37.7 
[110] 10 96.8 1.58 38.3 
 
In Table 2, the values of the bond distances of Ag-O and W-O in [AgO2], 
[AgO4], and [WO6] clusters are shown as a function of electrons added. An analysis and 
a comparison of the geometries for a neutral (N = 0) and charged (N = 10) structures 
shows a pronounced increase in the corresponding Ag-O distances with the addition of 
electrons. In the [AgO2] cluster, the Ag-O distance increases from 2.15 to 2.81 Å. In the 
[AgO4] cluster, two different distances are observed: one pair exhibits a similar 
behaviour to that of the bonds in the [AgO2] cluster and has an O-Ag-O angle of 
approximately 170°; the other pair has an O-Ag-O angle of approximately 108° and a 
longer Ag-O distance, which indicates that the atoms detach as the electrons are added. 
In fact, when N = 10, the first pair of O atoms form an O-Ag-O angle of approximately 
178°, whereas the angle of the second pair is reduced to approximately 90°, as shown in 
Figure 3.  
 
Table 2. Values of Ag-O and W-O bond distances in the [AgO2], [AgO4], and [WO6] 
clusters, in Å, as a function of the number of electrons added. The multiplicity of the 
bond is placed in parenthesis.  
N [AgO2] [AgO4] [WO6] 
(2) (2) (2) (3) (1) (2) 
0 2.15 2.23 2.44 1.83 2.06 2.11 
1 2.22 2.26 2.50 1.84 2.06 2.11 
2 2.32 2.32 2.55 1.84 2.05 2.12 
3 2.46 2.43 2.57 1.83 2.05 2.15 
4 2.59 2.54 2.61 1.83 2.05 2.16 
5 2.67 2.62 2.69 1.82 2.04 2.17 
6 2.66 2.57 2.77 1.83 2.04 2.17 
7 2.69 2.63 2.77 1.83 2.05 2.18 
8 2.77 2.68 2.85 1.82 2.04 2.18 
9 2.79 2.67 2.89 1.83 2.05 2.18 
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10 2.81 2.75 2.91 1.82 2.06 2.18 
 
In the two types of [WO6] clusters, we find that the W-O distances 
corresponding to the W2 and W3 atoms remain almost unaltered, whereas the distance 
of the W-O bond corresponding to W1 decreases smoothly with the addition of 
electrons. These results show that during electron irradiation, electronic and structural 
disorder was introduced into the material¸ thus illustrating the fundamental role of 
cluster concepts in the formation and growth of Ag filaments. 
 
 
Figure 3. Geometry of neutral (N = 0) and charged (N = 10) structures, focused on 
distances and angle variations on [AgO2] and [AgO4] clusters. 
 
Finding zero flux surfaces between two atoms allows the charge of each atom to 
be calculated. In Table 3, the charge density of the Ag and W centres of the [AgO2], 
[AgO4], and [WO6] clusters is presented as a function of the number of electrons added. 
Atomic charges were calculated using integrations of the charge density of the atomic 
basins, Ω, and subtracting the nuclear charge, Z, of the corresponding atom as follows. 
 
q(Ω)=ZΩ – N (Ω) with  N (Ω) = ρ Ω( )Ω∫ dr  (1) 
a
c
b
N = 0
Ag5
170.5o
107.4o
W3
W2
Ag4
168.5o
108.4o
Ag6
179.8o
Ag3
N = 10
Ag5
Ag4
178.2o
175.4o
91.8o
90.3o
Ag6
179.0o
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The average bond distances of Ag-Ag as a function of the number of electrons 
added are reported in Table 4, and the Laplacian of electron density contours on the 
(100) plane for the neutral (N = 0) structure and charged (N = 10) structures are 
depicted in Figure 4. 
 
Table 3.  Charge density of the Ag and W centres in [AgO2], [AgO4], and [WO6] 
clusters as a function of the number of electrons added. q(Ω) represents the number of 
valence electrons minus the calculated charge density.  
 
N e [WO6] (W1) [AgO4] (Ag4/Ag5) [AgO2] (Ag6) 
0 2.818 0.653 0.665 
1 2.794 0.596 0.566 
2 2.772 0.526 0.453 
3 2.700 0.425 0.331 
4 2.679 0.354 0.204 
5 2.611 0.233 0.086 
6 2.584 0.196 0.060 
7 2.545 0.176 0.032 
8 2.508 0.100 -0.119 
9 2.476 0.072 -0.143 
10 2.455 0.069 -0.159 
 
Table 4. Average Ag-Ag distances (in Å) as a function of the number of electrons 
added. 
N Ag6-Ag4/Ag5 Ag4-Ag5 
0 3.35 3.36 
1 3.24 3.00 
2 3.22 2.92 
3 3.20 2.83 
4 3.19 2.75 
5 3.18 2.68 
6 3.21 2.71 
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7 3.22 2.70 
8 3.22 2.66 
9 3.25 2.67 
Figure 4. Laplacian of electron density contours on the (100) plane for a neutral (N = 0) 
structure and a charged (N = 10) structure. 
 
An analysis of the results presented in Figure 4 reveals that the Laplacian of the 
electron density distribution is enhanced between Ag4 and Ag5 at the same time that the 
Ag4-Ag5 contact distance is shortened when the number of added electrons is increased 
from N = 0 to N = 10. In addition, there is an electronic charge density enlargement in 
the vicinity of Ag6 atoms on going from N=0 to N=10. 
An analysis of the results presented in Table 4 reveals that the Ag6 atoms of the 
[AgO2] clusters are the atoms most prone to reduction. At N = 7, the Ag6 atoms are 
practically reduced, whereas the Ag4/Ag5 centres require at least 10 electrons to reach 
the same state. This behaviour implies the existence of two different paths to obtain 
metallic Ag, which are associated with the [AgO2] and [AgO4] clusters. In the case of W 
atoms that form [WO6] clusters, W1 atoms behave differently than W2 and W3 atoms, 
and a minor decrease in electron density relative to that of Ag centres is observed (a 
decrease of 0.2 units at N = 10). Therefore, the extra electron density added to the 
material is transferred from one cluster to another through the lattice network, and the 
Ag-formation process involves both adjacent [AgO2] and [AgO4] clusters and, to a 
minor extent, [WO6] clusters. During electron irradiation, electronic and structural 
N = 0 N = 10
Ag5
Ag4
Ag6
W3
W2
Ag5
Ag4 Ag5
Ag4
Ag6
W3
W2
Ag5
Ag4
2 a.u.
-3 a. u.
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disorder is introduced into the material, indicating the fundamental role that cluster 
concepts play in the formation and growth of Ag filaments. 
 
The values of the Laplacian, ∇2ρbcp, and the charge density, ρbcp, at the (3,-1) 
bond critical points (BCP) for Ag-O bonds in the [AgO2] and [AgO4] clusters diminish 
as the number of electrons is increased, as shown in Figure 5. The effect of adding 
electrons to the material produces striking differences in the values of the charge density 
at the (3,-1) BCP and its Laplacian, indicating that these bonds become weaker in 
favour of the formation of metallic Ag from both the [AgO2] and [AgO4] clusters. 
 
 
Figure 5. Charge density at the (3,-1) BCPs and its Laplacian in Ag-O bonds for 
[AgO2] and [AgO4] clusters as a function of the number of electrons added, N.  
 
ii) CN3Mg3+ decomposition 
 
The planar hypercoordinate carbon species, including penta-, hexa- and hepta- 
coordinate carbon, have been recently studied by several research groups [209-212]. 
However, for some D7h, D6h and C2v planar hypercoordinate species it has been proved 
that they were experimentally unviable [213, 214]. Due to these results, the theoretical 
chemists have been prompted to find stable planar carbon species to facilitate 
experimental confirmation, and some hypercoordinate planar carbon species have been 
proposed to be viable due to their predicted thermodynamic stability [215-218]. To 
explore the importance of kinetic stability, very recently Wu et al. have published a 
paper in which the stability of CN3Mg3+ has been studied [219]. In particular, they have 
shown that a D3h isomer with a planar hexacoordinate carbon in the center is kinetically 
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stable, whereas those isomers energetically more favourable are kinetically unstable. 
They reported a barrier of 46.75 kcal/mol for the ring-opening process at the 
CCSD(T)/aug-cc-pVTZ//MP2/aug-cc-pVTZ level, and hence the kinetic stability of 
planar D3h CN3Mg3+ would own its existence in the gas phase synthesis. 
To gain a deeper insight in the description of the D3h CN3Mg3+ opening process, 
we have performed the joint use of electron localization function ELF and CT by means 
of TopMod package [220], considering a cubical grid of step size smaller than 0.05 
bohr. In this framework, the reaction mechanism can be rationalized in terms of 
chemical events (bond forming or breaking processes, creation and annihilation of 
electron pairs) that drive the chemical rearrangement. This analysis allows us to 
understand the electronic structure and related properties of the reactants as the reaction 
takes place, providing a further understanding of the chemical reactivity. Starting from 
the TS, the reaction path has been traced following the intrinsic reaction coordinate 
(IRC) [221, 222], using a Rx in mass-weighted step of 0.05 amu1/2 bohr until reaching 
the minimum.  
The TS and the two associated minima calculations and the IRC path tracing 
have been done at the MP2/aug-cc-pVTZ level of theory, using Gaussian 09 code [223]. 
In such a way, we have obtained a barrier height of 55.0 kcal/mol, in reasonable 
agreement with the predicted kinetic stability of planar CN3Mg3+ [219]. 
For each point along the IRC path, the wave function and the ELF analysis has 
been performed both at the B3LYP/6-31G(d,p) and MP2/aug-cc-pVTZ levels. A 
comparison between the results obtained at the two theoretical levels is reported in what 
follows. 
 The energy profile along the IRC path is reported in Figure 6, and the geometries 
of the stationary points found are shown in Figure 7 together with the atom numbering. 
As can be seen, the TS accounts for the ring opening, and the IRC ends up in a 
stationary point very close in energy to the TS. Wu et al reported a more stable product 
species for this process after a change in its electronic state from singlet to triplet. 
However, such electronic state change falls outside the scope of the present work, and 
we have only characterized the singlet-state ring opening. 
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Figure 6. Energy profile for the opening of planar D3h CN3Mg3+ (left side), calculated 
by means of the IRC method. Structural stability domains at MP2/aug-cc-pVTZ level 
are indicated. 
 
 
 
 
 
 
Planar D3h CN3Mg3+ TS Open CN3Mg3+ isomer 
 
Figure 7. MP2/aug-cc-pVTZ geometries of the indicated stationary points. The 
depicted bonds indicate bonding interactions, see below. 
 
At the planar D3h isomer, nineteen basins can be found at the B3LYP/6-31G(d,p) 
level, corresponding to the seven core basins, nine disynaptic basins (accounting for the 
three C-N and the six N-Mg bonds), and three monosynaptic basins associated with the 
Mg atoms. At the MP2/aug-cc-pVTZ level, only sixteen basins are found: the three 
C
N1
N2
N3
Mg1
Mg2 Mg3
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monosynaptic basins previously described as associated with the Mg atoms cannot be 
found. In Figure 8 the ELF localization domains found for this stationary point at the 
MP2/aug-cc-pVTZ level are depicted at different η isosurface values, while the ELF 
localization domains found at the B3LYP/6-31G(d,p) level are reported as supporting 
information. 
 
η=0.990 
 
η=0.901 
 
η=0.878 
 
η=0.866 
 
η=0.124 
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Figure 8. ELF localization domains for the planar D3h isomer, at different η isosurface 
values, MP2 results. The color code is as follows: green, disynaptic basins; red, 
monosynaptic basins; purple, core basins. 
 
Following the snapshots reported in Figure 8 it can be seen that at an ELF 
isosurface value as high as 0.99 the core basins of the seven atoms can already be 
viewed. These basins stand for the internal core electrons. Reducing the η isosurface 
value to 0.901 the disynaptic basins corresponding to the N-Mg bonding interactions 
appear first, followed by the disynaptic basins corresponding to the C-N bonds. The 
core basins corresponding to Mg atoms change its shape, increasing it at a η isosurface 
value of 0.866, due to the 2s electrons. Finally, the monosynaptic basins associated with 
the magnesium atoms appear at a η isosurface value as low as 0.124 at B3LYP level (see 
Supporting Information), while they do not appear at any η isosurface value when the 
MP2 level of theory is used. This fact, together with the very low population (0.02 
electrons) of these monosynaptic basins, leads us to think that they are spurious, and we 
have not considered them in the following discussion. 
An interesting point is that the disynaptic basins corresponding to the N-Mg 
bonding interactions are not located in the line connecting the N and Mg atoms, so that 
the N-Mg bonds cannot be described as standard σ bonds; instead they have an “out-of-
line” π character. This result is in nice agreement with the Wu et al. study [219]: by 
using NBO analysis, they describe the molecule as possessing aromaticity with π MOs 
delocalized on the whole molecule and extending outside the straight N-Mg lines. 
Another interesting point is that no disynaptic basins have been found between the C 
and the Mg atoms. Therefore, from an ELF standpoint if no electron pairing takes place 
between C and Mg, it should be concluded that there is no covalent bond between them, 
and the interactions might be mainly ionic. This again is in agreement with the NBO 
analysis of Wu et al., who report a negligible Wiberg bond order between C and Mg, 
suggesting that the interactions between them are not covalent. 
When moving along the IRC, the topology of the system changes by changing 
the number and/or nature of the ELF localization domains. The consecutive points of 
the IRC that own the same number and nature of ELF basins constitute a structural 
stability domain (SSD), and hence a chemical process can be described by analyzing the 
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different SSDs found in the way from reactants to products. For the opening of the 
planar D3h CN3Mg3+ process three SSDs have been found, and they are indicated in 
Figure 6. Without taking into account the spurious monosynaptic basins associated with 
Mg atoms, the difference between the results obtained at the two calculation levels 
(compare Figure 6 with Figure 1S in Supporting Information) is the value of the 
reaction coordinate at which the turning points between consecutive SSD’s appear. At 
the MP2 level, the SSD-I to SSD-II turning point takes place at s ≈ -9.43 amu1/2bohr 
while the turning point between SSD-II and SSD-III can be found at s ≈ -4.56 
amu1/2bohr. At the B3LYP level the first turning point is found at a slightly earlier stage 
of the process (s ≈ -10.07 amu1/2bohr), and the second catastrophe is also earlier (s ≈ -
6.67 amu1/2bohr). 
The series of SSDs found can be viewed as a sequence of chemical events taking 
place in the CN3Mg3+ opening. This has been sketched in Scheme 1, depicted from the 
perspective of the ELF analysis, in which full lines and ellipses represent disynaptic and 
monosynaptic basins, respectively. 
 
 
 
 
Scheme 1. Representation of the opening of planar D3h CN3Mg3+ from the ELF 
perspective. 
 
The first catastrophe, between SSD-I and SSD-II, accounts for the 
transformation of the N1-Mg1 bonding interaction into a monosynaptic basin on the N1 
atom. Then a new monosynaptic basin appears on the Mg1 atom and in this way SSD-
III is reached. 
Snapshots of the ELF basins for some selected points along the IRC, 
representing the different SSDs found, are depicted in Figure 9 for the MP2 results. An 
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equivalent figure accounting with the B3LYP results is reported in Supporting 
Information. In both figures we have chosen an isosurface value of 0.866 because the 
different basins found can be observed, except the spurious monosynaptic basins 
associated with the Mg atoms as obtained at the B3LYP level. 
 
 
 (a) 
 
(b) (c) 
 
Figure 9. Snapshots of the ELF localization domains (η=0.866 isosurface) for selected 
points along the IRC, as calculated at the MP2/aug-cc-pVTZ level: (a) Planar D3h 
CN3Mg3+, belonging to SSD-I, (b) point at s ≈ -6.357 amu1/2bohr belonging to SSD-II, 
(c) open CN3Mg3+ species, belonging to SSD-III. 
 
 As can be seen both in Figure 9 and Figure 3S, at SSD-II the bonding basin 
V(Mg1, N1) changes its nature into a monosynaptic (red) basin on N1, while at SSD-III 
a monosynaptic basin appears on Mg1. 
The evolution of some basin populations along the IRC path are reported in 
Figure 10 for the MP2 results, and in Supporting Information for the B3LYP results. 
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Figure 10. Population evolution of some basins as calculated at the MP2/aug-cc-pVTZ 
level along the IRC path. Dashed lines separate the structural stability domains found, 
which are indicated. 
 
 As can be seen in Figure 10, along the SSD-I the population of the V(N1,Mg1) 
disynaptic basin lowers from 2.93 to 2.68, due to the breaking of the N1-Mg1 bond as 
the process advances. Then the turning point between SSD-I and SSD-II is found and 
the basin changes its disynaptic nature, becoming monosynaptic and associated to N1. 
Along SSD-II the population of this monosynaptic basin grows up to achieve a value of 
2.94 in its last point. The position of the basin also changes approaching to N1, and the 
larger electronegativity of the N atom explains the electron population increasing of this 
basin. In any case, the population of the V(N1) basin goes down from 2.94 at SSD-II to 
2.58 at the end of SSD-III. Concomitantly, the population of V(Mg1) monosynaptic 
basin, increases from 0.27 at the beginning of SSD-III to 0.69 at the end of SSD-III. 
On the other hand, the population of V(N3,Mg1) remains more or less constant 
(oscillating between 2.91 and 2.95) along SSD-I. Then it slightly diminishes along SSD-
II (to 2.81) and it grows up from 2.81 to 3.58 along of SSD-III. However, at s ≈ 1.27 
amu1/2bohr, a sudden lowering of its population is detected from 3.14 to 2.86. In fact, at 
this point of the IRC, sudden changes more or less significant are detected in the 
populations of several basins due to internal rearrangement of the electron distribution 
since the molecule looses its planarity as the reaction proceeds. In particular, the 
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population diminishes on the basins related with Mg1 and increases on some disynaptic 
basins mainly related with N1. Therefore, the population of the V(Mg1) basin 
diminishes from 0.62 to 0.17, and the population of the V(N2,Mg3) also goes slightly 
down. On the other hand, the populations of the V(C,N1) and V(N1,Mg2) grow up, as it 
is also sensed in the V(N2,Mg2) and V(N3,Mg3) basins (data not shown in Figure 10). 
This electron redistribution can also be related with the changes on electrostatic charges 
on the atoms in the molecule, that take place in these IRC points. These electrostatic 
changes can mainly be sensed on Mg1, whose positive charge increases from +0.89 to 
+1.02, and on N1, whose negative charge also increases from -0.69 to -0.80. At B3LYP 
level, such sudden variations on the basins population take place at earlier stages, see 
Figure 4S. At the MP2 level, an opposite sudden change in some basin populations is 
found at s ≈ 5.902 amu1/2bohr. This second sudden change is not observed at the B3LYP 
level. 
The population of the V(N1,Mg2) disynaptic bonding basin lowers as the 
reaction proceeds until a minimum is reached around s ≈ -5.721 amu1/2bohr, within 
SSD-II, and at the same time the population of the V(C,N1) disynaptic basin increases 
until a maximum is reached at the same point along the IRC. From this point onwards, 
the population of V(C,N1) diminishes (except for the changes seen by the last part of 
SSD-III). At the same time, the population of the bonding V(C,N3) disynaptic basin 
grows up. Taking the entire data, a migration of the electron density can be sensed from 
the left (N1-Mg1 bond first, N1 after, and N1-Mg2 bond) to the right (Mg1 and C-N3 
bond) side of the molecule as the reaction takes place, as expected because of the 
accumulation of electron density on the Mg1 atom and its surroundings. 
 The description of the basins population evolution along the IRC at the B3LYP 
level is quite similar, as can be seen in Figure 4S. The main difference, as already 
indicated, is sensed late along SSD-III, in the points where sudden changes are found. 
 
5. Conclusions and outlook 
 
In science and then in physics and chemistry, two faces are mandatory to support 
any theory, i.e. a mathematical formalism disclosing the basic entities of the theory and 
their mathematical relationships, and concepts to interpret the theory. However, the 
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connection between the mathematical formalism of a theory and its interpretation is 
always subtle. 
To guide us towards an understanding of many scientific phenomena, simple 
concepts are necessary, even they are incomplete initially. An illustration of this fact, 
the chemical bond and their reorganization are one of the successful concepts in 
chemistry in interpreting and predicting many chemical phenomena related to structure 
and chemical reactivity, respectively. Both concepts provide a qualitative description to 
understand the nature of molecular electronic structure and predict the molecular 
reactivity. However, they have not clear physical nature and deep definition. To 
circumvent this difficulty, the preceding examples, from collaborative work and many 
other studies in the literature, show the benefits of a joint experimental and theoretical 
approach to problems. 
Here we show how the theory, based on the quantum chemical topology 
analysis, provides a general set of reasons why these concepts and models can be 
thought to occur. It is composed of a mathematical formalism and a “chemical 
interpretation” that introduces the glue linking the formalism and chemical concepts 
previously defined in the chemical discourse of structure and chemical reactivity. As 
Einstein remarked: ‘‘It can scarcely be denied that the supreme goal of all theory is to 
make the irreducible basic elements as simple and as few as possible without having to 
surrender the adequate representation of a single datum of experience.’’ [224] 
Using the present procedure we can model bonding patterns in solid state 
structure and molecules, as well as the molecular mechanisms of chemical reactions. 
Very recently, Contreras-García [225] have provided guides to visualize and to define in 
an unequivocal manner chemically interesting regions: atoms, bonding and lone pairs, 
etc. with the identification of bonding paths and non covalent interactions by means of 
topological analysis of scalar functions based on the electron density. To capture this 
aim, two different examples have been selected: (i) The Ag nucleation and formation on 
α-Ag2WO4 provoked by the electron-beam irradiation, has been investigated by means 
of a QTAIM study, (ii) the decomposition of stable planar hypercoordinate carbon 
species, CN3Mg3+, has been analyzed by the joint use of ELF plus CT. 
We believe that our representation can be used in student courses and in current 
textbooks. We also believe that our theoretical findings can serve as a general guideline 
for the study and analysis of the chemical structure and reaction mechanisms. It is an 
ultimate example of a cross-disciplinary field, bringing together experimental and 
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expertise from physical, organic, inorganic, and mechanistic chemistry, materials 
engineering, and catalysis. One of the major reasons was that it gave, for the first time, a 
common platform for theoreticians and experimentalists together, who were otherwise 
entrenched in their very different points of view; on the other, gave a common language 
to speak about the very same quantities (e.g. the topological analysis of the static 
electron density) and to compare theory and experiment without prejudice. The future is 
bright to unravel complex chemical processes. 
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Highlights 
 
A quantum chemical topology analysis is reported. ELF and QTAIM have been 
employed. 
 
We have modeled bonding patterns in solid state and molecules. 
 
We performed the QTAIM analysis on the α-Ag2WO4 for the simulation of Ag 
nucleation. 
 
We performed a BET study for the decomposition of the planar carbon species, 
CN3Mg3+. 
 
 
