In this paper, two models are set up in order to forecast hourly water demands up to 24 h ahead and are contrasted with each other. The first model (hereinafter referred to as the Patt model) is based on the representation of the periodic patterns that typically characterize water demands, such as seasonal and weekly patterns of daily water demands and daily patterns of hourly water demands.
INTRODUCTION
Short-term water demand forecasting is a useful tool for water distribution system management. In fact, an accurate prediction of water demand of a network, or a part of it, can support network devices scheduling or real time control, such as pumping stations or valves. In the last decades, several models have been proposed for short-term water 
; Ghiassi et al. ).
Most of these models use as inputs only previously observed water demands (e.g. in the previous 24 h or in the previous week), whereas in some cases other exogenous variables such as climatic factors are also taken into account. It is worth noting that these exogenous factors, when referred to the forecast period, should be forecast as well. However, in most of the models developed in the past, the weather data referred 
The seasonal periodic component, Q d,s m , is modelled using a Fourier series:
with a f and b f Fourier coefficients, a 0 the mean value of the seasonal cycle and f is the number of harmonics considered.
The Fourier coefficients are determined as follows:
where Q d,obs m are the observed average daily water demands.
The weekly pattern is considered through the term Δ d i,j , which represents a correction factor taking into account that different days of the week are typically characterized by different average daily water demands, and is determined as:
where Q where Φ 1 is a parameter calibrated on the basis of the observed deviations:
The second module, named hourly module (HM), provides the forecast of the hourly water demands for k hours ahead (with k ¼ 1,2,…,24). The forecast value is given by the sum of the forecast average daily water demand Q d,for m , a daily periodic correction Δ h n,i,j and a persistence component ε tþk :
The first term of the sum, Q d,for m , represents the output of the DM. The correction component based on the daily pattern is computed as:
where Q h n,i,j represents the mean value of the average hourly water demands observed in the n-th hour (n ¼ 1,…,24, is the hour of the day) of the day i in season j and Q d i,j is the mean value of the average daily water demands observed on day i in season j. The short-term persistence ε tþk is correlated to the deviations occurring 1 h and 24 h earlier so that it is modelled as:
where t is the forecasting instant, k the lag time and ψ tþkÀ1 and ψ tþkÀ24 regression coefficients. This coefficients are variable depending on the hour of the day and are calibrated using observed errors ε obs t :
ANN model ANN is a computational processing technique inspired by biological neural networks. The ANN-based model is defined as a data-driven model since it is able to receive, analyse and manipulate information using mathematical functions. Many different ANNs can be defined; one of the most common is the multilayer perceptron, which organizes the neurons in layers: the network receives the input data via the input layer, transfers the information to one or more hidden layers using different transformation functions and finally provides the final signals in an output layer. In this paper a three-layer feed-forward ANN featuring one single hidden layer has been used.
A transformation is performed between every layer using pre-defined functions and weights and biases. The inputs, stored into a vector p, are multiplied by a weight matrix W1 and then added to a bias vector b1 computing a vector called n1 which is then transformed in the hidden layer by a log-sigmoidal function:
where n1 i is the i-th component of the n1 vector and a1 i is the i-th component of the a1 vector. Vector a1 is multiplied by the weights' matrix W2 and then added to the bias vector b2 in order to obtain a vector n2 which is transformed into the final output vector by a pure linear function in the final layer:
where n2 i is the i-th component of the n2 vector and a2 i is the i-th component of the a2 outputs vector.
The ANN-based model applied in this paper is aimed at forecasting hourly water demands up to 24 h ahead. The model is thus set up in order to receive as input the water demands observed in the last 24 h and to provide, as outputs, the forecast water demands for the next 24 h. The number of hidden neurons is set equal to 10 and is fixed 
CASE STUDIES
The two models are applied to the hourly water demand time series of three different case studies in order to compare their results in terms of forecasting accuracy. It is worth noting that, for all three case studies, the water demand considered represents the system total demand, inclusive of users' water demand and leakages. Thus, the 
ANALYSIS OF RESULTS
The forecasting accuracy is analysed as a function of the time horizon, therefore considering separately the forecasts for 1, 2 up to 24 h ahead, using the Nash-Sutcliff index NS, defined as:
where nd is the number of observed data, that is the number Figure 7) . On the whole, the increasing data variability leads to a decrease in the forecasting accuracy, and in particular, the Patt model shows a remarkable loss in accuracy from the calibration to the validation phase for CS2 and CS3. In fact, as the time series become more variable and less influenced by periodicities, the information provided by the patterns, on which the Patt model is based, become less useful to forecast future demands, and thus the pattern-based forecasting approach becomes less effective than a pure data-driven approach.
CONCLUSIONS
In this paper two short-term water demand forecasting models based on different forecasting techniques, are compared. The models are applied to the water demand time in the case study where the number of users is around 20.
Concluding, when applied to parts of network/districts including a large number of users, the pattern-based model tends to be more efficient than the ANN-based one. For smaller districts, with a lower number of users and an increasing variability in water demands, the pattern-based model tends to be outperformed by the ANN-based model since it is less influenced by patterns.
