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概要
　　
近年，音声認識の性能は深層学習の導入により著しく改善した．それとともに，多種多様
な音声認識サービスが展開されてきている．しかし，音声認識技術には未解決の課題が残っ
ている．例えば，雑音が混入すると認識性能が著しく低下したり，ラフな話し言葉を認識で
きなかったりする場合が多く存在している．このように認識性能が変動するという制約の下
で，いかにしてユーザが体感する品質であるQoE（Quality of Experience）を保証するかが重
要になってくる．音声認識サービスにおけるQoE評価尺度として様々なものが考えられるが，
その中でも認識性能は特に重要である．認識性能保証ができると，認識サービスの更なる普
及につながる．
一般に QoE保証は，主に QoE設計と QoE監視からなる．QoE設計とは，想定している条
件下で目標とする QoEが得られるようにサービスやシステムを構成することである．また，
QoE監視とは，提供したサービスやシステムが保証したQoEを達成しているかどうかをモニ
タリングすることである．これによって，早期に問題を発見し，さらにその原因を調査して
対策を講じることができるようになる．このようなQoE保証を実現するための重要な要素技
術はQoE測定である．音声認識におけるQoE測定，すなわち認識性能の測定のための最も確
実な方法は，サービスを運用する現場で認識実験を行うことである．しかし，人的，時間的
コストが極めて大きく，また専門的な知識や技術を要するという問題がある．特に，QoE監
視の場合は正解の発話内容が未知であるので，認識性能を測定するためには正解の発話内容
を人手で書き起こす必要があるが，これは非現実的である．
この問題を解決するためには，実際に認識を行うことなく，効率的に認識性能を推定する
手法が必要不可欠である. 音声認識性能は雑音の混入やユーザの発話スタイル（方言，意図，
感情などによって特徴付けられる音声の抑揚，大きさ，リズムの変化など）によって大きく
変動する．本論文ではまず，雑音環境下の認識性能の変動に注目し，様々な雑音抑圧手法と
認識タスクに適用できる雑音下音声認識の性能推定手法の確立を目的とし，リファレンス音
声（すなわち雑音が重畳していないクリーンな音声）を利用できる場合と利用できない場合
のそれぞれに対する手法を提案する．ここで，前者はQoE設計，後者は主にQoE監視での利
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用を想定している．実験により，これらの提案手法は様々な雑音，雑音抑圧手法，および認
識タスクに適用できることを確認した．
次に，ユーザの発話スタイルによる認識性能の変動に注目し，様々な発話スタイルを含む
音声の認識性能推定法を提案する．提案手法ではこのような発話スタイルの違いを表す音響
特徴量を用いて認識性能を推定する．提案手法により，発話スタイルの問題によって認識で
きなかった状況を早期発見し，話者適応などの対策を講じることが可能となる．提案手法の
有効性を検証するため実験を行った．結果，真の認識性能と提案手法を用いて推定した認識
性能には強い相関があることを確認した．
2
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第1章 序論
1.1 研究背景と目的
近年，音声認識の性能は深層学習の導入により著しく改善した [1]．それとともに，空港や
駅に設置する音声案内サービスや，携帯やタブレットなどの端末で使う音声検索サービスな
ど，多種多様な音声認識サービスが展開されてきている．しかし，音声認識技術には未解決
の課題が残っている．例えば，雑音が混入すると認識性能が著しく低下したり，ラフな話し
言葉を認識できなかったりする場合が多く存在している．このように認識性能が変動すると
いう制約の下で，いかにしてユーザが体感する品質であるQoE（Quality of Experience）を保
証するかが重要になってくる．音声認識サービスにおけるQoE評価尺度として様々なものが
考えられる．例えば，インターフェースの良さ，応答速度，認識性能などがある．その中で
認識性能は音声認識サービスを提供する前提条件として特に重要である．認識性能保証がで
きると，認識サービスの更なる普及につながる．
一般に QoE保証は，主に QoE設計と QoE監視からなる [2]．QoE設計とは，想定してい
る条件下で目標とするQoEが得られるようにサービスやシステムを構成することである．例
えば，駅に設置する認識システムの場合に，その環境の周囲雑音を除去するために最も優れ
た雑音抑圧手法を選択することなどが該当する．また，QoE監視というのは提供したサービ
スやシステムが保証したQoEを達成しているかどうかをモニタリングすることである．これ
によって，早期に問題を発見し，またその原因を調査して対策を講じることができるように
なる．例えば，駅の認識システムにおいて認識性能の測定を行い，十分な認識性能が得られ
ていないことが分かった場合，まずその原因を調査する．そして，雑音抑圧手法の性能不足
が原因であるなら，雑音抑圧手法のパラメータ調整などにより認識性能の改善を図る．また，
もしユーザの発話スタイル（方言，意図，感情などによって特徴付けられる音声の抑揚，大
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きさ，リズムの変化など）によって認識性能が低下したのであれば，話者適応を行うことに
より認識性能を改善することも考えられる．
このようなQoE保証を実現するための重要な要素技術はQoE測定である．音声認識におけ
るQoE測定，すなわち認識性能の測定のための最も確実な方法は，サービスを運用する現場
で認識実験を行うことである．しかし，人的，時間的コストが極めて大きく，また専門的な
知識や技術を要するという問題がある．例えば，QoE設計の場合は様々な構成の認識システ
ムの性能比較を行うため，大規模な認識実験を行うことが必要である．また，QoE監視の場
合は正解の発話内容が未知であるので，認識性能を測定するためには正解の発話内容を人手
で書き起こす必要があるが，これは非現実的である．
この問題を解決するためには，実際に認識実験を行うことなく，音声認識性能を推定する
手法が必要不可欠である．音声認識の性能は雑音の混入やユーザの発話スタイルによって大
きく変動する．本研究ではまず，雑音の混入による認識性能の変動に注目する．従来，音響
特徴量などから認識性能を推定する手法が提案されている [3]～[5]．これらの手法では，様々
な雑音条件，あるいは残響条件の下で認識性能を推定できる．これらの手法の最大の利点は，
計算負荷の高い音声認識を実行する必要がないので，低計算負荷かつ短時間で認識性能を推
定できることである．さらに，本研究では扱わないが，少量の疑似音声（音声の長時間平均
特性を有する合成信号）を用いれば，推定に必要なデータ量を大幅に削減することができる
[4]．
しかし，これらの手法には認識システムの構成を変更した場合に認識性能を正しく推定で
きないという問題がある．例えば，雑音環境に応じて雑音抑圧手法を変更した場合や，サー
ビス内容に応じて認識タスク（認識対象語彙や言語的制約によって定まる）を変更した場合
に対応できない．この問題を解決するために，認識システムの構成の一部の変更を考慮した
手法が提案された [6]～[9]ものの，その変更の範囲は限定的であった．そこで，本研究では，
様々な雑音抑圧手法と認識タスクに適用できる雑音下音声認識の性能推定手法の確立を目的
とし，リファレンス音声（すなわち雑音が重畳していないクリーンな音声）を利用できる場
合と利用できない場合のそれぞれに対する手法を提案する．ここで，前者はQoE設計，後者
は主に QoE監視での利用を想定している．
次に，ユーザの発話スタイルによる認識性能の変動に注目する．この問題を解決するため
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に，認識結果に対し付与された信頼度を用いて，確率的に誤りタイプ分類を行って認識性能
を推定する手法が提案されている [12]．この手法では，認識性能は認識結果文中の各単語を
正解または 3種類の不正解（不正解，挿入，欠落）に確率的に分類して認識率を推定する．こ
の手法により，周囲の雑音環境やシステムの構成に依存することなく，認識性能を推定でき
ると考えられる．しかし，この手法は音声認識を実際に行う必要があるため，計算負荷が高
いという問題がある．そこで，本研究では，様々な発話スタイルを含む自然発話音声の認識
性能推定法を提案する．提案手法では発話スタイルの違いを表す音響特徴量を用いて，認識
を行うことなく認識性能を推定する．この手法により，発話スタイルの問題で認識できなかっ
た状況を早期発見し，話者適応などの対策を講じることが可能となる．
1.2 論文の構成
本論文の構成は，以下に示す通りである．第 2章ではリファレンス音声を用いた雑音下音
声認識の性能推定手法，第 3章ではリファレンス音声を必要としない雑音下音声認識の性能
推定手法をそれぞれ提案し，その有効性を検証する．第 4章では様々な発話スタイルを含む
自然発話音声の認識性能を推定する手法を提案し，その有効性を検証する．最後に，第 5章
で本研究の結論をまとめ，今後の展望を提示する．
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第2章 リファレンス音声を用いた雑音下音声認
識の性能推定手法の提案
2.1 はじめに
一般に雑音環境において発話された音声を正しく認識することは困難であり，雑音の特性
や認識システムの構成によって認識性能は大きく変動する．したがって，雑音下音声認識の
QoE設計を行う際に，様々な構成の認識システムの性能比較を行うために大規模な認識実験
を行う必要がある．しかし，人的，時間的コストが極めて大きく，また専門的な知識や技術
を要するという問題がある．この問題を解決するために，本章では音声ひずみと残留雑音の
特性を考慮した雑音下音声認識の性能推定法を提案する．提案手法における推定式は，一度
学習すれば，再学習を行うことなく様々な雑音，雑音抑圧手法，および認識タスクに適用可
能である．
以下，2.2節と 2.3節では本章における前提条件の設定と従来手法についてそれぞれ述べる．
そして，2.4節では提案手法について詳しく述べる．最後に，2.5節では実験条件の詳細につ
いて説明し，提案手法の有効性を検証する．
2.2 前提条件の設定
雑音下において目標とする認識性能を得るためには，認識システムの構成の最適化が必要
である．認識システムの標準的な構成を図 2.1に示す．まず，入力音声に対する前処理として
信号処理を行う．信号処理部における雑音対策として，雑音抑圧がある．様々な特性の雑音
に一律に適用できる雑音抑圧手法は存在しないので，対象とする雑音環境に最も適した雑音
抑圧手法を選定する必要がある．次に，音響特徴量を抽出する．雑音に頑健である様々な特
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図 2.1: 音声認識システムの構成
徴量が提案されており [13]，同様に最も適したものを選択する必要がある．これを音声認識
エンジンの入力として与え，認識を行う．
認識には音響モデル，単語辞書と言語モデルを用いる．音響モデルは音声特徴を表現する
確率モデルである．これを雑音環境に適応させるための様々な手法が提案されており [14]～
[17]，雑音抑圧手法の代替として利用されることがある．また，単語辞書と言語モデルは認識
タスクを定義する．これらはサービスの内容に応じて変更される．このように，音声認識シ
ステムの構成は様々に変更され得る．従って，このような変更に対応できる性能推定手法が
必要である．しかし，現時点では全てを同時に解決することは困難である．
そこで本研究では，認識システムの構成要素のうち以下の二つに焦点を当てる．一つは雑
音抑圧手法である．これは比較的容易な雑音対策としてよく使われている．しかし，最適な
雑音抑圧手法を選択するのは難しく，認識実験などの試行錯誤を要する．この問題の解決は
急務である．もう一つは認識対象語彙や文法的制約により定義される認識タスクである．こ
れはサービスの内容によって異なることから，変更の頻度が高いと考えられる．
次に認識性能の推定に用いる音声データについて述べる．最も適した音声データは，音声
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認識サービスの提供現場でユーザがサービスを利用中に話した音声である．しかし，これを
収集することはコストが極めて高い．そこで，従来，音声認識実験においては，サービスを
提供する現場で雑音データのみを収録し，計算機上で別途用意した一定量のクリーン音声と
加算することにより雑音重畳音声を作成していた．本研究においても同様の方法で雑音重畳
音声を作成し，認識性能推定に用いることとする．このことにより，クリーン音声をリファ
レンス音声として利用できるようになるので，音声ひずみなどの特徴量を正確に算出するこ
とが可能となる．
最後に，本研究は加法性雑音のみを対象とする．また，未知の（音響モデルの学習時に存
在しなかった）雑音抑圧手法の利用等を想定し，クリーン音声を用いて学習した音響モデル
のみを用いる．
2.3 従来手法
2.3.1 音響特徴量から認識性能を推定する手法
従来，音響特徴量から認識性能を推定する手法が提案されている [3]～[5]．これらの手法で
は，まずリファレンス音声（クリーン音声）と劣化音声（雑音が重畳している音声や雑音抑
圧後の音声）から音声ひずみの大きさを求める．そして，そのひずみの大きさと認識性能の
関係式（以下では推定式と呼ぶ）をあらかじめ実験的に求めておき，対象とする雑音環境で
求めた音声ひずみの大きさをその推定式に代入することにより認識性能を推定する．文献 [3]
では雑音環境下でひずみ尺度を用いて認識性能を推定する手法が提案された．文献 [4]では音
声ひずみの大きさから，雑音抑圧手法を用いた場合の認識性能を推定する手法が提案された．
また，文献 [5]では音声ひずみと残響指標を用いて雑音及び残響下の音声認識性能を推定する
手法が提案された．
これらの手法は実際に認識実験を行うことなく，認識性能を推定することが可能であるが，
認識システムの構成の変更を考慮していなかった．この問題の解決を図ろうとする一連の研
究について，以下に詳しく述べる．
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図 2.2: PESQスコアの算出過程
2.3.2 PESQを用いて認識性能を推定する手法とその一連の改良
文献 [4]では，ひずみ尺度として ITU-T（International Telecommunication Union - Telecommu-
nication Standardization Sector）勧告 P. 862の PESQ（Perceptual Evaluation of Speech Quality）
[18]を用い，雑音下音声認識の性能を推定する手法が提案され，その有効性が示された．
この手法に用いたひずみ尺度である PESQスコアの算出過程を図 2.2に示す．まず，知覚
モデルを用いて，原信号と劣化信号をセルと呼ばれる時間，バークスペクトル領域の区画に
マッピングする．そして，セル間のひずみをバークスペクトルひずみのラウドネスとして算
出し，認知モデルを用いて主観MOS（Mean Opinion Score）の推定値（PESQスコア）を得
る．PESQスコアは 0.5～4.5の値を取り，値が大きくなると音声ひずみは小さくなる．ITU-T
では主に音声スペクトルのひずみに着目した客観品質評価モデルの性能を比較検討し，コー
デックなどにより劣化した音声の主観品質を人間の聴覚心理特性を考慮して求める客観品質
評価法として PESQを標準化した．また，PESQは原音声を必要とするフルリファレンス法で
あり，サービス中のネットワークでは使用できない.
文献 [4]手法の推定式を以下に示す．
y = f(x) =
a
1 + e−bx+c
(2.1)
ここで，yは認識性能（認識率），xは PESQスコアである．推定式の一例を図 2.3に示す. 図
の中には係数 a，b，cのそれぞれの意味を示している. aはクリーン音声に対する認識性能，
bは認識性能の低下の急峻さ，cは音声ひずみに対する頑健性を表す．これらの係数は，様々
な雑音を対象として PESQスコアと認識性能を求め，これらの関係を最小二乗法を用いて最
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図 2.3: 推定式 (2.1)の一例
適近似することにより決定する．また，文献 [4]では高精度で認識性能を推定できるものの，
個々の雑音抑圧手法に最適化した推定式を用いる必要があるという問題が述べられた．
この手法を様々な雑音抑圧手法に適用できるようにするため，一連の改良が行われた．雑
音抑圧音声の主観総合音声品質を評価するためには，主観音声品質と主観雑音品質の両方を
用いる必要があることが示されている [19]．このことから，雑音抑圧音声の認識性能も音声
ひずみと残留雑音の特性の両方を見ることにより推定できると考えられる．そこで，文献 [6]
では，音声ひずみを表す PESQに加えて，残留雑音の特性を表す雑音抑圧後の音声の SNR
（signal-to-noise ratio）が導入された．この手法の推定式を以下に示す．
y = f(x1，x2) = a
1 + e−b1x1−b2x2+c
(2.2)
ここで，x1は PESQスコア，x2は雑音抑圧後の音声の SNRである．a，b1，b2，cは係数で
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あり，様々な雑音と雑音抑圧手法を対象として PESQスコア，雑音抑圧後の SNR，及び認識
性能を求め，これらの関係を最適近似することにより決定する．
また，文献 [4]の手法を様々な認識タスクに適用できるようにするため，以下の改良が行わ
れた．音響特徴量では認識タスクの複雑さを表すことはできないので，式 (2.1)の係数 a，b，
cは認識タスクの複雑さ（難しさ）の影響を強くうけることに着目し，係数 a，b，cを認識タ
スクの複雑さの関数とする手法が考案された [7]．
y = f(x，α) = ga(α)
1 + e−gb(α)x+gc(α)
(2.3)
ここで，xは PESQスコア，αは認識タスクの複雑さを表す尺度の SMR（square mean root）
パープレキシティである [20]．式の中の各係数は，様々な雑音と認識タスクを対象としてPESQ
スコア，SMRパープレキシティ，及び認識性能を求め，これらの関係を最適近似することに
より決定する．
文献 [6]と文献 [7]の手法により，様々な雑音抑圧手法と認識タスクに個別に適用できるよ
うになった．本研究では，更に，様々な雑音抑圧手法と認識タスクに同時に適用できるよう
にするために，式 (2.2)と式 (2.3)を統合した手法を提案する．また，文献 [6]と文献 [7]の手
法の適用範囲は，音声波形を出力するタイプの雑音抑圧手法に限られており，音声認識の特
徴量を直接出力するタイプの雑音抑圧手法に適用できないという問題がある．これは PESQ
スコアを計算するために，音声波形を必要とするからである．提案手法はこの問題について
も解決する.
2.4 提案手法
2.4.1 概要
提案手法の流れを図 2.4に示す．まず，原音声（雑音が重畳していない音声）と劣化音声
（雑音が重畳している音声，あるいは雑音抑圧後の音声）を入力とし，劣化音声のひずみの大
きさを計算する．そして，そのひずみの大きさと認識タスクの複雑さを推定式に代入するこ
とにより認識性能を推定する．本手法に用いるひずみ尺度，認識タスクの複雑さを表す尺度，
及び推定式について以下で詳しく説明する．
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図 2.4: リファレンス音声を用いた雑音下音声認識の性能推定法の流れ
2.4.2 ひずみ尺度
従来手法 [6]は音声波形を出力するタイプの雑音抑圧手法に限られているという問題点があ
る. この問題点を解決するために，提案手法は，従来手法 [6]で用いられている PESQと雑音
抑圧後の SNRの代わりに，音声区間のケプストラム距離（Cepstral Distance: CD）と非音声
区間のCDを用いる．本研究では，0次を含むメルケプストラム係数（Mel-Frequency Cepstral
Coefficients: MFCC）を用いて，CDを計算する．MFCCは音声認識の特徴量として広く使わ
れているものであり，音響特徴量を出力するタイプの雑音抑圧手法にはMFCCを出力するも
のが多く存在している．音声区間の CDは次式で計算する．
CDs =
1
NMs
∑
m∈Ms
{
1
K + 1
K∑
k=0
|cd(k;m)− cr(k;m)|2
}
(2.4)
ここで，mはフレームのインデックス，kはケプストラムのインデックス，K はケプストラ
ムの次元，cd(k;m)と cr(k;m)は雑音抑圧音声とリファレンス音声のMFCCである．また，
Msは音声フレームのインデックスの集合，NMs はMsの要素数である．ここで，距離尺度
には最もシンプルであるユークリッド距離を用いている．非音声区間の CDについても同様
に計算する（Msが非音声区間のフレームのインデックスの集合Mnに置き換わる）.
PESQは音声の客観品質尺度であり，音声のスペクトルひずみに基づいて音声品質を評価す
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る．音声区間のCDは主に音声のスペクトルひずみを表すので，PESQの代わりに用いること
にした．一方，非音声区間の CDは主に雑音のスペクトルひずみを表すが，ケプストラムの 0
次を含むのでひずみの大きさは雑音のパワーが支配的である．よって，同様に雑音のパワー
が支配的である雑音抑圧後の SNRの代わりに用いることにした．
2.4.3 認識タスクの複雑さを表す尺度
認識タスクの複雑さを表す尺度として，語彙サイズや，パープレキシティなどがある．文
献 [7]では，SMRパープレキシティを用いることにより，様々な認識タスクに対して認識性
能を推定できることが示された．よって，本研究では認識タスクの複雑さを表す尺度として
SMRパープレキシティを用いる．また，一般に広く用いられている言語モデルは単語ベース
で作られているため，音素ではなく，単語のパープレキシティを対象とする.
SMRパープレキシティについて以下に述べる．SMRパープレキシティは各単語の出現確
率の逆数を単語パープレキシティとしたとき，単語パープレキシティの平方根の相加平均を
二乗したものである [20]．SMRパープレキシティは次式を用いて求める．
α =
{
1
n+ 1
(√
1
P (w1| < s >) +
√
1
P (w1|w2) + · · ·+
√
1
P (< e >|w1 · · ·wn)
)}2
(2.5)
ここで，P ( | )は単語出現確率，w1, w2, …, wn は単語，nは単語数である．記号 < s >と
< e >はそれぞれ文章の開始或いは終了を表している．この尺度は，従来のパープレキシティ
では文の長さと分岐の数の偏差が十分に正規化されていないため，正確にタスクの複雑さを
表すことができないという欠点を克服した．SMRパープレキシティは使用されている語彙サ
イズと言語モデルの両方によって変化する．SMRパープレキシティの値が大きければ大きい
ほど，認識タスクは難しくなる．
2.4.4 推定式
提案手法の推定式を以下に示す．
y = f(x1, x2, α) =
ga(α)
1 + e−gb1 (α)x1−gb2 (α)x2+gc(α)
(2.6)
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ここで，x1は音声区間の CD，x2は非音声区間の CDである．
式 (2.6)における αの関数の形を決定するために，式 (2.2)の推定式における x1と x2をそ
れぞれ音声区間のCDと非音声区間のCDとして，異なる SMRパープレキシティを持つ 10種
類の認識タスクのそれぞれに対する専用の推定式を学習した．学習には，4種類の雑音，7段
階の SNR，5種類の雑音抑圧手法を用いた. 実験条件については次節で詳しく説明する．次に，
各推定式の係数 a，b1，b2，cと αの関係を調査した. 各推定式の係数 a，b1，b2，cと αの関
係を図 2.5に示す．図中の同じ色の点は 1つの認識タスクで求めた SMRパープレキシティと
その認識タスクに対する推定式の各係数の値である. 様々な関数を用いて各係数と αの関係
を近似した結果，べき関数を用いた場合に良く近似できることが分かった．ここで，図中の
実線は各係数と αの関係べき関数で近似したものである．よって，各関数の形として以下を
用いることにする．
ga(α) = p1 · αq1 + r1
gb1(α) = p2 · αq2 + r2
gb2(α) = p3 · αq3 + r3
gc(α) = p4 · αq4 + r4 (2.7)
ここで，p1～p4，q1～q4，r1～r4は係数である．文献 [20]では，認識誤り率は語彙サイズ（カ
テゴリー数，パープレキシティ）の平方根に比例するという経験則 [21]があり，認識性能と
SMRパープレキシティの関係はその経験則と合致することが述べられている．よって，係数
aと SMRパープレキシティの関係をべき関数で表すことは妥当であると考えられる．なお，
式の中の各係数 p1～p4，q1～q4，r1～r4は様々な雑音，雑音抑圧手法，および認識タスクを
対象として音声区間のCDと非音声区間のCD，SMRパープレキシティ，認識性能を求め，こ
れらの関係を最適近似することにより決定する．この推定式は，一度学習すれば，以降は変
更を加えることなく様々な雑音，雑音抑圧手法，および認識タスクに適用できる．
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図 2.5: 係数 a，b1，b2，cと SMRパープレキシティの関係
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2.5 提案手法の有効性の評価
2.5.1 実験概要
本節では，まず実験条件について述べる. そして，提案した特徴量である音声区間の CDと
非音声区間の CDの有効性を検証する. 最後に，クローズドテストと 10フォルドのクロスバ
リデーションテストを行って提案手法の有効性を検証する.
2.5.2 実験条件
提案手法の有効性を検証するために，以下に示すように，雑音抑圧を行わない場合と 4種
類の雑音抑圧手法を用いる場合を考える．
• NON（雑音抑圧を行わない場合)
• MMSE（Minimum Mean Square Error Short-Time Spectral Amplitude Estimator法）[22]
• WF（Wiener Filtering法）[23]
• AFE（Advanced Front-End， ETSI ES 202 050 v1.1.5）[24]
• SPLICE（Stereo based Piecewise Linear Compensation for Environments法）[25]
ここで，MMSE法とWF法は音声波形を出力する雑音抑圧手法であり，AFEと SPLICE法は
音声認識の特徴量であるMFCCを直接出力する雑音抑圧手法である．AFE法は音声認識シス
テムのフロントエンドとして標準化されている特徴量抽出法であり，2段階のウィーナーフィ
ルタが使われている．これらの手法は，雑音抑圧手法を開発する際のベースライン手法とし
て，或いは元になる手法としてよく用いられている．
本実験では，孤立単語認識，記述文法認識，大語彙連続音声認識の単語正解精度を推定す
る．各々の認識タスクの詳細は以下の通りである．これらの音声でーたのサンプリングレー
トは 16kHzであり，全ての音声データの音量を統一している．本実験条件では，未知語は存
在しない，あるいは未知語率は極めて小さいので，未知語が認識性能に及ぼす影響を考慮し
ない．
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孤立単語認識タスク 音声データとして，東北大－松下単語音声データベース [26]に収録さ
れているものを用いた．これは鉄道駅名の 3200語を読み上げたものである．本実験では，語
彙サイズを 50，100，200，400，800，1600，3200とすることにより，7種類の認識タスクを
設定した．
記述文法認識タスク 音声データとして，AURORA-2J[27]と全く同じ 1～7桁の数字列を読
み上げたものを用いた．ただし，AURORA-2Jとは異なり，サンプリング周波数は 16kHzで
ある．単語（数字）の数は読みの違いを含めて 11であり，これらを任意回数繰り返すという
記述文法を作成した．
大語彙連続音声認識タスク 音声データは，新聞記事読み上げ音声コーパス（JNAS）[28]のテ
ストセット 100文（男性話者）であり，語彙サイズ 5000（MID）と語彙サイズ 20000（LARGE）
の 2種類を用いた．言語モデルとしては，IPAの「日本語ディクテーション基本ソフトウェア
1999年度版」[29]に含まれている 3-gramモデルのうち，語彙サイズ 5000，20000の 2種類
を用いた．テストセットと言語モデルを組合せることにより 2種類の認識タスクを設定した．
各認識タスクの SMRパープレキシティを表 2.1に示しておく．ここで，αの値が 3200か
ら 33975まで大きな開きがあるが，この範囲内には実用上意味がある認識タスクを設定する
ことは難しい．
雑音データは，電子協騒音データベース [30]の雑音を Test A（car1，hall1，train2，lift2）と
Test B（factory1，road2，crowd，lift1）に分けて，それぞれの音声データに 20，15，10，5，
0，−5dBの SNRで重畳した．これらの雑音重畳音声データを認識するための音響モデルは，
IPAの「日本語ディクテーション基本ソフトウェア 1999年度版」[29]に含まれているモノフォ
ン性別非依存モデル（16混合分布HMM）である．音声データはすべて 16kHz，16bitである．
特徴量として，12次元のMFCC，その一次差分（ΔMFCC）．及び対数パワーの一次差分（Δ
LogPow）を用いる．つまり，各フレームの特徴量ベクトルは 25（=12+12+1）次元である．
本実験では，認識性能を単語正解精度 (%Acc)で表す．%Accの算出式を以下に示す．
%Acc =
H − I
N
(2.8)
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表 2.1: 各認識タスクの SMRパープレキシティ（α）
Task α
TMW 50 words 50
　　　　 100 words 100
　　　　 200 words 200
　　　　 400 words 400
　　　　 800 words 800
　　　　 1600 words 1600
　　　　 3200 words 3200
AURORA-2J Connected digits 11
JNAS 20000 LARGE 33975
　　　　 5000 MID 40588
ここで，H，I，N はそれぞれ正しく認識された単語数，誤認識（誤って挿入）された単語数，
と単語の総数を表す．
推定した認識性能と真の認識性能の関係を示すために，評価尺度として，相関係数 Rと
RMSE（Root Mean Square Error）を用いる．まず，相関係数Rの算出式を以下に示す．
R =
N∑
n=1
(xn − x)(yn − y)√√√√ N∑
n=1
(xn − x)2
N∑
n=1
(yn − y)2
(2.9)
ここで，式中の xnと xはそれぞれ真の単語正解精度とその平均値，ynと yはそれぞれ推定
した単語正解精度とその平均値，N は雑音条件 (雑音，SNR，雑音抑圧手法の組み合わせ)の
数である．相関係数は，1が最も良く，0が最も悪いことを示す．次に，RMSEの算出式を以
下に示す．
RMSE =
√√√√ 1
N
N∑
n=1
(xn − yn)2 (2.10)
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RMSEは真の単語正解精度と推定単語正解精度の二乗平均平方根誤差であり，値が小さいほ
ど推定誤差が小さく，精度良く推定できていることを示す．
2.5.3 特徴量の有効性の検証
本項では，音声区間の CDと非音声区間の CDの有効性を検証する．そのために，まず以
下のひずみ尺度の比較を行う．
• 　 PESQ：推定式として式 (2.1)を用いる．
• 　 PESQと雑音抑圧後の音声の SNR（以下は output SNRと呼ぶ）：推定式として式 (2.2)
を用いる．
• 　音声区間の CDと非音声区間の CD（以下は Two CDsと呼ぶ）：推定式として式 (2.2)
を用いるが，x1と x2はそれぞれ音声区間の CDと非音声区間の CDを用いる．
本実験では，雑音抑圧手法が認識性能に及ぼす影響のみを観測したいので，一つのタスク（語
彙サイズ 800の孤立単語認識）のみを用いる．また，PESQを用いる手法では雑音抑圧後の音
声波形を必要とするため，推定式の学習と評価には音声波形を出力するタイプの雑音抑圧手
法である NON，MMSE，WFを用いる．
推定式の学習と評価について述べる．雑音セット Test Aに含まれている 4種類の雑音を重
畳した音声データとそれらを雑音抑圧した音声データ（計 125通りの雑音条件）を用いて，雑
音条件毎に音声区間の CD，非音声区間の CD，および認識性能を求める．そして，算出した
音声区間の CD，非音声区間の CD，および認識性能を用いて推定式の係数を最小二乗法で決
定する．最後に，雑音セット Test Bに含まれている 4種類の雑音を重畳した音声データとそ
れらを雑音抑圧した音声データ（計 125通りの雑音条件）を用いて，雑音条件毎に音声区間
の CDと非音声区間の CDを求め，学習した推定式に代入することにより，認識性能を推定
する．
真の認識性能と各ひずみ尺度を用いて推定した認識性能の関係を図 2.6に示す．図の横軸は
推定した認識性能，縦軸は真の認識性能である．ここで，マーカの色は雑音抑圧手法の違い
を表す．個々の点は，雑音（4種類）と入力 SNR（6通り）の組およびクリーン音声に対応す
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表 2.2: 10個の認識タスクに対して求めた RMSE
XXXXXXXXXXXXFeature set
SMR-perplexity
11 50 100 200 400 800 1600 3200 33975 40588 average
PESQ 8.93 8.85 8.88 8.41 8.59 8.64 9.96 11.27 13.62 13.87 10.10
PESQ and output SNR 7.61 6.69 6.65 5.82 4.67 4.94 5.15 6.25 8.77 9.43 6.59
Two CDs 5.17 5.43 4.16 4.34 3.70 3.81 4.26 5.18 5.64 5.62 4.73
る．また，図の右下に真の認識性能と推定した認識性能の相関係数RとRMSEを示している．
図 2.6(a)から，PESQでは真の認識性能と推定した認識性能の間にばらつきがあることが分か
る．これは雑音抑圧手法の違いが原因である．一方，図 2.6(b)から，PESQと output SNRを
用いることにより，雑音抑圧手法の違いに依存することなく，認識性能を推定できることが
分かる．さらに図 2.6(c)から，提案したひずみ尺度である Two CDsは，PESQと output SNR
を用いる従来手法 [6]と同等な精度で認識性能を推定することが可能であることが分かる．こ
れは，音声区間と非音声区間の CDがそれぞれ PESQと output SNRの代替として機能してい
ることを意味している．さらに，全ての認識タスクのそれぞれに対して，同じ実験を行った．
その結果を表 3.1に示す．表 3.1から，提案したひずみ尺度である Two CDsは有効であるこ
とを確認できる．
次に，提案したひずみ尺度である Two CDsの有効性を全ての雑音抑圧手法を用いて検証す
る．特徴量を出力するタイプの雑音抑圧手法である SPLICEとAFEを加えて，NON，MMSE
とWFを含む 5種類の雑音抑圧手法を用いて上と同様の実験を提案特徴量に対して行った．こ
こで，認識タスクは語彙サイズ 800の孤立単語認識のみを用いる．推定式として式 (2.2)を用
いるが，x1と x2はそれぞれ提案したひずみ尺度である音声区間の CDと非音声区間の CDを
用いる．提案した特徴量を用いて推定した認識性能と真の認識性能の関係を図 2.7に示す．図
2.6(c)の結果と比べると，雑音抑圧手法の種類の増加にもかかわらず同等な精度で認識性能を
推定することが可能であることが分かる．
以上の結果から，音声区間の CDと非音声区間の CDを用いることで，MFCCを直接出力
するタイプの雑音抑圧手法に適用可能になり，また従来手法の PESQと output SNRを用いて
推定した結果と比べ，ほぼ同じ精度で認識性能を推定することが可能であることが分かった．
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図 2.6: 真の認識性能と各ひずみ尺度を用いて推定した認識性能の関係
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図 2.7: 真の認識性能と Two CDsを用いて推定した認識性能の関係
2.5.4 提案手法の有効性の検証
本実験では，様々な雑音抑圧手法と認識タスクに対して提案手法の有効性を検証する．こ
のため，まず，以下の手法の比較により，SMRパープレキシティの導入の有効性を検証する．
• 　 Two CDs：推定式として式 (2.2)を用いるが，x1と x2はそれぞれ音声区間の CDと
非音声区間の CDを用いる．
• 　 Proposed method：推定式として 2.4.4節で提案した式 (2.6)と (2.7)を用いる．
本実験では全ての雑音抑圧手法と認識タスクを用いて推定式を学習し，同じデータに対する
認識性能を推定する．推定式 (2.2)を学習した結果，次式のように定まった．
y =
88.71
1 + e0.77x1+0.71x2−12.12
(2.11)
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また，推定式 (2.6)，(2.7)を学習した結果，次式のように定まった．
y =
ga(α)
1 + e−gb1 (α)x1−gb2 (α)x2+gc(α)
(2.12)
ga(α) = −7.08 · α0.13 + 110.22 (2.13)
gb1(α) = 0.03 · α0.28 − 0.83 (2.14)
gb2(α) = 0.48 · α−0.12 − 1.23 (2.15)
gc(α) = 0.62 · α0.20 − 16.17 (2.16)
図 2.8にそれぞれの手法の真の認識性能と推定した認識性能の関係を示す．図の中の 1つの
点は 1種類の雑音抑圧手法と 1種類の雑音条件および 1種類の認識タスクを用いて求めた結
果を表す．図 2.8(a)から Two CDsではばらつきが多く，全く推定できていないことを確認で
きる．これは式 (2.2)の推定式では認識タスクの違いを吸収できないことを意味している．一
方，図 2.8(b)から，提案手法である式 (2.6)，(2.7)を用いることにより，認識タスクの違いに
よらずに，認識性能を推定できることが確認できる．提案手法の RMSEは 5.18であり，認識
タスクを一つに固定した場合（図 2.7）の RMSEである 4.18とほぼ同等な精度で認識性能を
推定できることを示した．
最後に，雑音抑圧手法と認識タスクの両方がオープンな条件で提案手法の有効性を検証す
る．そのため，10フォルドのクロスバリデーションテストにより，認識性能推定実験を行う．
10個のうちの 1個のテストセットには，5種類の認識タスクと 1種類の雑音抑圧手法が含まれ
ている．そのテストセットに対する学習セットは残りの 5種類の認識タスクと 4種類の雑音
抑圧手法が含まれている．ここで，10種類の認識タスクは α = 11，100，400，1600，33975
と α = 50，200，800，3200，40588の 2つに分けられる．
図2.9は提案手法による推定結果の例である．ここで，テストセットの雑音抑圧手法はMMSE，
認識タスクは α = 50，200，800，3200，40588である．図中のマーカの色は SMRパープレ
キシティの違いを表す．個々の点は，雑音（4種類）と入力 SNR（6通り）の組およびクリー
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図 2.8: 真の認識性能と各推定式を用いて推定した認識性能の関係
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図 2.9: 真の認識性能と提案手法を用いて推定した認識性能の関係
ン音声に対応する．図から真の認識性能と推定した認識性能の関係にばらつきが少ないこと
が分かる．各テストセットに対して求めた真の認識性能と推定した認識性能の相関係数Rと
RMSEを表 2.3に示す．一番左の列と一番上の行は，それぞれのテストセットにおける認識タ
スクと雑音抑圧手法を示している．表 2.3から，10個のテストセットの RMSEにはほとんど
差がないことが分かり，平均した相関係数Rは 0.98，RMSEは 5.71である．これを図 2.8(b)
に示しているクローズドテストの RMSEである 5.18と比較すると，ほぼ同等な精度で認識性
能を推定できていることが分かる．
以上の結果から，提案手法は認識タスクと雑音抑圧手法の違いに依存することなく，高い
精度で認識性能を推定できることが示された．
最後に，クロスバリデーションを行って得られた 10個の推定式における式 (2.7)の係数 p1
～p4，q1～q4，r1～r4を表 2.4に示す．また，表 2.4の中の Train setの説明を表 2.5に示す．更
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表 2.3: 10個のテストセットの相関係数R（左）と RMSE（右）
``````````````````````SMR-perplexity
Noise reduction algorithm
NON MMSE WF AFE SPLICE Avg.
α = 11, 100, 400, 1600, 33975 0.98 / 6.20 0.99 / 5.18 0.98 / 6.16 0.98 / 5.51 0.98 / 6.06 0.98/
α = 50, 200, 800, 3200, 40588 0.99 / 6.16 0.99 / 4.46 0.98 / 7.10 0.99 / 5.07 0.98 / 5.18 5.71
に，10個の推定式における式 (2.7)のべき関数を図 2.10，2.11，2.12，2.13に示す. これらの
図から各学習セットで求めた推定式はおおむね類似していることが分かる．ただし，αが大き
い場合，差が大きくなっていることが分かる．これは，学習データの SMRパープレキシティ
のバリエーションの少なさに起因すると考えられる．
2.6 おわりに
本章では，リファレンス音声を用いて求めた音声区間の CDと非音声区間の CD，および
SMRパープレキシティを用いた雑音下音声認識の性能推定法を提案した．まず提案したひず
み尺度の有効性を検証するために実験を行った．実験の結果から，従来提案されたひずみ尺
度である PESQと雑音抑圧後の SNRを用いて推定した結果と比べ，ほぼ同じ精度で認識性能
を推定できることが分かった．さらに，提案した音声区間の CDと非音声区間の CDを用い
ることによって，従来手法では適用できない特徴量MFCCを直接出力するタイプの雑音抑圧
手法に対して適用可能になった．そして，提案手法の有効性を検証するために実験を行った．
実験の結果，クローズドテストの場合，提案手法の RMSEは 5.18であり，認識タスクを一つ
に固定した場合の RMSEである 4.18とほぼ同等な精度で認識性能を推定できることが分かっ
た．さらに，10フォルドのクロスバリデーションテストを行った結果，提案手法の RMSEは
5.71であり，クローズドテストと比べ，ほぼ同等な精度で認識性能を推定できていることが
分かった．以上の結果から，提案手法は認識タスクと雑音抑圧手法の違いに依存することな
く，高い精度で認識性能を推定できることが示された．
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表 2.4: 10個の推定式における係数 p，q，r
a b1 b2 c
Train set p1 q1 r1 p2 q2 r2 p3 q3 r3 p4 q4 r4
1 -1.44 0.27 102.35 0.001 0.60 -0.66 0.60 -0.34 -1.06 0.01 0.63 -13.91
2 -1.11 0.29 101.81 0.0001 0.87 -0.63 -16.65 0.001 15.76 0.02 0.55 -14.66
3 -1.31 0.28 102.15 0.001 0.62 -0.66 -17.68 0.002 16.95 0.01 0.60 -13.90
4 -0.79 0.32 100.57 0.0003 0.72 -0.64 -15.36 0.001 14.48 0.04 0.46 -14.61
5 -2.02 0.24 103.22 0.0001 0.87 -0.65 -29.35 0.001 28.47 0.01 0.63 -14.46
6 -1.52 0.26 102.14 0.03 0.30 -0.79 -3.54 0.01 2.76 1.27 0.13 -16.55
7 -0.65 0.34 100.34 0.01 0.41 -0.75 -0.0002 0.64 -0.98 -9.44 -0.13 -9.55
8 -1.82 0.25 103.15 0.19 0.10 -0.97 -7.03 0.002 6.18 0.30 0.26 -15.11
9 -0.46 0.38 99.41 0.02 0.34 -0.81 -0.01 0.36 -0.90 -12.16 -0.36 -12.26
10 -3.27 0.21 105.50 0.01 0.41 -0.79 -2.73 0.01 1.98 0.24 0.25 -15.23
表 2.5: 各学習セットの説明
Train set Task Noise reduction algorithm
1 α = 11, 100, 400, 1600, 33975 MMSE, WF, AFE, SPLICE
2 α = 11, 100, 400, 1600, 33975 NON, WF, AFE, SPLICE
3 α = 11, 100, 400, 1600, 33975 NON, MMSE, AFE, SPLICE
4 α = 11, 100, 400, 1600, 33975 NON, MMSE, WF, SPLICE
5 α = 11, 100, 400, 1600, 33975 NON, MMSE, WF, AFE
6 α = 50, 200, 800, 3200, 40588 MMSE, WF, AFE, SPLICE
7 α = 50, 200, 800, 3200, 40588 NON, WF, AFE, SPLICE
8 α = 50, 200, 800, 3200, 40588 NON, MMSE, AFE, SPLICE
9 α = 50, 200, 800, 3200, 40588 NON, MMSE, WF, SPLICE
10 α = 50, 200, 800, 3200, 40588 NON, MMSE, WF, AFE
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図 2.10: クロスバリデーションの 10個の推定式における式 (2.7)のべき関数 ga(α)
26











   	  

g b
1( α
)
SMR perplexity (α)


	








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図 2.12: クロスバリデーションの 10個の推定式における式 (2.7)のべき関数 gb2(α)
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図 2.13: クロスバリデーションの 10個の推定式における式 (2.7)のべき関数 gc(α)
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第3章 リファレンス音声を必要としない雑音下
音声認識の性能推定手法の提案
3.1 はじめに
2章ではQoE設計のため，リファレンス音声を用いて求めた音響特徴量から様々な雑音，雑
音抑圧手法，及び認識タスクに適用できる雑音下認識性能推定法を提案した．それに対して，
本章では，QoE監視の場合にも利用できるようにするため，リファレンス音声を利用できな
いという制限の下での雑音下認識性能推定法を提案する．
以下，3.2節と 3.3節ではそれぞれの前提条件の設定と従来手法について述べる．そして，
3.4節では提案手法について詳しく述べる．最後に，3.5節では実験条件の詳細について説明
し，提案手法の有効性を検証する．
3.2 前提条件の設定
本章の前提条件の設定は基本的に 2.1節と同じである．すなわち，雑音下音声認識の性能を
推定すること，及び認識システムの構成は固定ではなく，雑音抑圧手法と認識タスクの変更
に対応できるようにすることを想定する．唯一の異なる点は推定に用いる音声データである．
2.1節ではクリーン音声をリファレンス音声として用いることができるとしているが，QoE監
視においては，クリーン音声を入手することは原理的にできない．従って，本章ではリファ
レンス音声を用いないという条件を設定する．
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3.3 従来手法
リファレンス音声を利用しないという前提条件の設定に適合する手法について述べる．従
来，実際に認識を行って得られた認識結果に対して音響尤度に基づく信頼度を付与する手法
[31]が提案されている．この信頼度から認識性能を推定することが可能であると考えられる．
例えば，認識結果に対し付与された信頼度を用いて，確率的に誤りタイプ分類を行って認識
性能を推定する手法が提案されている [12]．この手法では，認識性能は認識結果文中の各単
語を正解または 3種類の不正解（不正解，挿入，欠落）に確率的に分類して認識率を推定す
る．この手法により周囲の雑音環境やシステムの構成に依存することなく，認識性能を推定
できる可能性がある．しかし，この手法は音声認識を実際に行う必要があるため，計算負荷
が高いという問題がある．また，推定した SNRを用いて雑音下音声認識の性能を推定する手
法が提案されている [10]．この手法は認識を行うことなく認識性能を推定できるが，システ
ムの構成が固定と想定しているため，様々な雑音抑圧手法や認識タスクに適用できない．
3.4 提案手法
本研究では次の 2つのアプローチを想定する．1つはノンリファレンス音響特徴量（リファ
レンス音声を必要としない特徴量）を用いて，2章で提案した音声区間の CDと非音声区間の
CDを推定し，2章で提案した推定式を用いて認識性能を推定するものである．もう 1つは，
ノンリファレンス音響特徴量を用いて，直接認識性能を推定するものである．本研究ではま
ず後者を考え，雑音下音声認識の性能を推定する手法を提案する．
提案手法の処理フローを図 3.1に示す．提案手法では，まず符号化音声のノンリファレン
ス型客観品質評価法である ITU-T勧告 P. 563[32]の内部で使用されている，43種類のノンリ
ファレンス音響特徴量を抽出する．ここで，抽出される特徴量には，発話者の声道特性，背
景 SNR，無音長などがある．これらの特徴量については，付録Aで詳しく説明する．雑音抑
圧音声のノンリファレンス型客観総合品質評価法 [19]では，P.563の内部で使われている 43
種類の特徴量を用いて主観音声品質と主観雑音品質をそれぞれ推定した後に主観総合品質を
求められることが示されている．よって，これらの特徴量は 2.4.2節で述べた音声ひずみと残
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図 3.1: リファレンス音声を必要としない雑音下音声認識の性能推定法の流れ
留雑音の特性を表現していると考えられる．よって，これらの特徴量を用いて認識性能を推
定することを試みる．さらに，認識タスクの複雑さを表す SMRパープレキシティ[20]の平方
根値を特徴量に追加する．SMRパープレキシティを用いることにより，認識性能のタスク依
存性を解消することが可能になると考えられる [7]．
最後に SVR（support vector regression）[33]を用いて認識性能を推定する．SVRの学習は，
雑音，雑音抑圧手法，及び認識タスクの様々な組合せに対して求めた特徴量と認識率のペア
データを用いて行う．一度学習すれば，以降は変更を加えることなく，未知の条件に対して
適用可能であると期待できる．
3.5 提案手法の有効性の検証
3.5.1 実験条件
本節の実験条件は基本的に 2.5.2節と同様である．まず，実験に用いる音声データと認識シ
ステムの構成について述べる．音声データとして，東北大－松下単語音声データベース [26]，
AURORA-2J[27]，および新聞記事読み上げ音声コーパス（JNAS）[28]を用い，10種類の認
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識タスクを設定する．
ここで，各認識タスクの SMRパープレキシティは 11，50，100，200，400，800，1600，
3200，33975，40588である．また，雑音データとして，雑音データは，電子協騒音データベー
ス [30]の雑音を Test A（car1，hall1，train2，lift2）と Test B（factory1，road2，crowd，lift1）
に分けて，それぞれの音声データに 20，15，10，5，0，−5dBの SNRで重畳した．これらの
雑音重畳音声データを認識するための音響モデルは，IPAの「日本語ディクテーション基本
ソフトウェア 1999年度版」[29]に含まれているモノフォン性別非依存モデル（16混合分布）
である．音声データはすべて 16kHz，16bitである．特徴量として，12次元のMFCC，その一
次差分（ΔMFCC）．及び対数パワーの一次差分（Δ LogPow）を用いる．つまり，各フレー
ムの特徴量ベクトルは 25（=12+12+1）次元である．また，本実験では，音声認識のフロント
エンドとして用いる雑音抑圧手法として，2章の音声波形を出力するタイプの 3種類の雑音抑
圧手法（NON，MMSE，WF）を用いる．
次に，ノンリファレンスひずみ特徴量の算出について述べる．P. 563は電話帯域の音声を対
象としているため，まず上記の雑音重畳音声データ，及び雑音抑圧音声データを 8kHzにダウ
ンサンプリングする．そして，東北大－松下単語音声データベースと AURORA-2Jに対して
同一話者の 5発話を一つに連結して特徴量を算出する．最後に各連結単語から求めた特徴量
を連結単語の総数で平均する．
最後に SVR[33]について述べる．SVRにはマージン最大化という特徴があり，汎化能力が
高いとされる．ここで，汎化能力とは学習データだけではなく，未知のデータに対するフィッ
ト能力のことを指す．本研究では，SVRの学習と認識性能の推定に LIBSVM[34] を用いる
（epsilon-SVR，radial basis function: RBFを使用）．ここで，コストパラメータと RBFカーネ
ルのパラメータは，学習データのみを用いたクロスバリデーションにおけるグリッドサーチ
を行い推定誤差が最小になるように設定する．
3.5.2 ノンリファレンス特徴量の有効性の検証
本節では，特徴量に P. 563のノンリファレンス特徴量を用いることの有効性を検証する．
本実験では，雑音抑圧手法が認識性能に及ぼす影響のみを観測したいので，一つのタスク
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表 3.1: 10個の認識タスクに対して求めた RMSE
XXXXXXXXXXXXFeature
SMR-perplexity
11 50 100 200 400 800 1600 3200 33975 40588 average
43種類の特徴量 6.57 5.88 5.98 5.52 5.72 4.37 6.29 7.82 5.96 5.43 5.95
（語彙サイズ 800の孤立単語認識）のみを用いる．SVRの学習には Test Aの 4種類の雑音を
重畳した音声データとそれらを雑音抑圧した音声データ（計 125通りの雑音条件）を用いる．
単語正解精度の推定には同じデータを用いる．特徴量としては，43種類のノンリファレンス
特徴量のみを用いる（SMRパープレキシティは用いない）．
真の認識性能と各ひずみ尺度を用いて推定した認識性能の関係を図 3.2に示す．図の横軸は
推定した認識性能，縦軸は真の認識性能である．ここで，マーカの色は雑音抑圧手法の違い
を表す．個々の点は，雑音（4種類）と入力 SNR（6通り）の組およびクリーン音声に対応す
る．また，図の右下に真の認識性能と推定した認識性能の相関係数RとRMSEを示している．
図から，提案手法の RMSEは 4.37であり，2.5.3節に述べたリファレンス音声を用いた提案
手法（図 2.6(c)）の RMSEである 3.81と同等な精度で認識性能を推定することが可能である
ことが分かる．さらに，10種類の認識タスクのそれぞれに対して，同じ実験を行った．その
結果を表 3.1に示す．表 3.1から，平均 RMSEは 5.95であり，2.5.3節の提案手法表を用いた
場合の RMSE 4.73（表 2.2）とほぼ同じ精度で認識性能を推定できていることが分かる．よっ
て，P. 563のノンリファレンスひずみ特徴量は有効であると言える．今後はこの 43種類の特
徴量の中から具体的に認識性能の推定に貢献している特徴量を特定する必要がある．
3.5.3 SMRパープレキシティの有効性の検証
本実験では，様々な雑音抑圧手法と認識タスクに対して提案手法の有効性を検証する．こ
のため，43種類のノンリファレンス特徴量のみを用いる場合，及び 43種類のノンリファレン
ス特徴量と SMRパープレキシティ（平方根なし）を用いる場合の 2通りを用いて全ての認識
タスクと雑音抑圧手法に対して認識性能を推定する．本実験では全ての雑音抑圧手法と認識
タスクを用いて推定式を学習し，同じデータに対する認識性能を推定する．
図 3.3にそれぞれの手法の真の認識性能と推定した認識性能の関係を示す．図の中の 1つの
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図 3.2: 真の認識性能と推定した認識性能の関係（語彙サイズ 800）
点は 1種類の雑音抑圧手法と 1種類の雑音条件および 1種類の認識タスクを用いて求めた結
果を表す．図 3.3(a)から，43種類のノンリファレンス音響特徴量を用いた場合ばらつきが大
きく，全く推定できていないことを確認できる．これは，P.563の内部で使われている 43種
類の特徴量では認識タスクの違いを吸収できないことを意味している．一方，図 3.3(b)から，
43種類の特徴量と SMRパープレキシティを用いることにより，認識タスクの違いを吸収で
きるようになったことが分かる．
更に，SMRパープレキシティの平方根を取ることについて検討を行う．2.4.4節で述べたよ
うに，文献 [20]では，認識誤り率は語彙サイズ（カテゴリー数，パープレキシティ）の平方
根に比例するという経験則 [21]があり，認識性能と SMRパープレキシティの関係はその経
験則と合致することが述べられている．よって，43種類の特徴量と SMRパープレキシティ
の平方根を用いて，上の同様の実験を行った．推定した認識性能と真の認識性能を図 3.4に示
す．43種類の特徴量と SMRパープレキシティの平方根を用いることにより，推定精度が更に
良くなったことが確認できる．また，図から，用いている雑音抑圧手法の数が異なるものの，
提案手法の RMSEは 5.26であり，2.5.4節のリファレンス音声を用いた提案手法（図 2.8(b)）
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(a) 43種類のノンリファレンス音響特徴量を用いた場合
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(b) 43種類のノンリファレンス音響特徴量と SMRパープレキシティの
平方根を用いた場合
図 3.3: 真の認識性能と各推定式を用いて推定した認識性能の関係
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図 3.4: 43種類のノンリファレンス音響特徴量と SMRパープレキシティ（平方根）を用いた
場合
の RMSEである 5.18とほぼ同等な精度で認識性能を推定できることを示した．したがって、
SMRパープレキシティが有効であり，平方根を用いることが重要であることを確認された．
最後に，雑音抑圧手法と認識タスクの両方がオープンな条件で提案手法の有効性を検証す
る．そのため，6フォルドのクロスバリデーションテストにより，認識性能推定実験を行う．
6個のうちの 1個のテストセットには，5種類の認識タスクと 1種類の雑音抑圧手法が含まれ
ている．そのテストセットに対する学習セットは残りの 5種類の認識タスクと 2種類の雑音
抑圧手法が含まれている．ここで，10種類の認識タスクは α = 11，100，400，1600，33975
と α = 50，200，800，3200，40588の 2つに分けられる．
図 3.5は提案手法による推定結果の例である．ここで，テストセットの雑音抑圧手法はWF，
認識タスクは α = 11，100，400，1600，33975である．図中のマーカの色は SMRパープレ
キシティの違いを表す．個々の点は，雑音（4種類）と入力 SNR（6通り）の組およびクリー
ン音声に対応する．図から真の認識性能と推定した認識性能の関係にばらつきが少ないこと
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図 3.5: 真の認識性能と提案手法を用いて推定した認識性能の関係（クロスバリデーションの
結果の一例）
が分かる．各テストセットに対して求めた真の認識性能と推定した認識性能の相関係数Rと
RMSEを表 3.2に示す．一番左の列と一番上の行は，それぞれのテストセットにおける認識タ
スクと雑音抑圧手法を示している．表 3.2から，6個のテストセットのRMSEにはほとんど差
がないことが分かり，平均した相関係数Rは 0.98，RMSEは 6.69である．これを図 3.4に示
しているクローズドテストの RMSEは 5.26と比較すると，ほぼ同等な精度で認識性能を推定
できていることが分かる．
以上の結果から，提案手法は認識タスクと雑音抑圧手法の違いに依存することなく，高い
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表 3.2: 6個のテストセットの相関係数R（左）と RMSE（右）
``````````````````````SMR-perplexity
Noise reduction algorithm
NON MMSE WF average
α = 11, 100, 400, 1600, 33975 0.98 / 6.76 0.99 / 6.95 0.98 / 5.66 0.98/
α = 50, 200, 800, 3200, 40588 0.98 / 6.93 0.99 / 6.83 0.98 / 7.02 6.69
精度で認識性能を推定できることが示された．
3.6 おわりに
本章では，ノンリファレンス型客観品質評価法である ITU-T勧告 P.563の内部で使われてい
る 43種類の特徴量を抽出し，それらの特徴量を用いた雑音下音声認識の性能推定法を提案し
た．本章の前提条件の設定は 2章と同じであるが，リファレンス音声を利用できない場合と想
定した．まずは提案した特徴量の有効性を検証するために実験を行った．実験の結果，提案手
法の平均 RMSEは 5.95であり，2.5.3節の提案手法表を用いた場合の RMSE 4.73（表 2.2）と
ほぼ同じ精度で認識性能を推定できていることが分かった．よって，P. 563のノンリファレン
スひずみ特徴量は有効であると言える．そして，SMRパープレキシティの導入の有効性を検
証するために実験を行った．実験の結果，SMRパープレキシティを用いることにより，認識タ
スクの違いを吸収できるようになったことが分かった．更に，SMRパープレキシティの平方
根を取ることについて検討を行った．43種類の特徴量と SMRパープレキシティの平方根を用
いることにより，推定精度が更に良くなったことが確認できる．したがって、SMRパープレ
キシティが有効であり，平方根を用いることが重要であることを確認された．最後に，6フォ
ルドのクロスバリデーションテストの場合，提案手法の平均した相関係数Rは 0.98，RMSE
は 6.69であり，リファレンス音声を利用できる場合とほぼ同じ精度で認識性能を推定できる
ことが分かった．以上の結果から，提案手法は認識タスクと雑音抑圧手法の違いに依存する
ことなく，リファレンス音声を利用できる場合とほぼ同じ精度で認識性能を推定できること
が示された．
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第4章 様々な発話スタイルを含む自然発話音声
の認識性能推定手法の提案
4.1 はじめに
2章と 3章では，雑音の混入による認識性能の変動に注目し，実際に認識を行うことなく，
音響特徴量を用いて様々な雑音，雑音抑圧手法，および認識タスクに適用できる認識性能推
定法を提案した．それに対して，本章では，ユーザの発話スタイルによる認識性能の変動に
注目し，様々な発話スタイル（方言，意図，感情などによって特徴付けられる音声の抑揚，大
きさ，リズムの変化など）を含む自然発話音声の認識性能推定法を提案する．提案手法では
このような発話スタイルの違いを表す音響特徴量を用いて，認識性能を推定する．
まず 4.2節では，本章の前提条件の設定と従来手法について述べる．そして，4.3節では，
提案手法について詳しく述べる．最後に，4.4節では実験条件について述べ，提案手法の有効
性を検証する．
4.2 前提条件の設定と従来手法
音声認識の性能は，様々な発話スタイルによって大きく変動する．本章ではこのような変
動に対する認識性能推定法を取り扱う．まず，問題を簡単化するために，周囲雑音は極めて
小さく，また認識システムの構成は固定であると仮定する．次に，推定に用いる音声データ
について述べる．2章，3章では一定量の音声データを推定に用いていたが，本章では一発話
の音声データを推定に用いる．これは，推定した認識性能が低いときに，その原因を自動的
に識別し，解決策（「ゆっくり話してください」などのアドバイス）を分かりやすくユーザに
提示することによって，音声認識サービスのユーザビリティを改善するという将来的な展開
を想定しているからである．
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3.2節で述べたように，リファレンス音声を利用しないという条件に適合する手法として，
例えば，小川らの手法 [12]が提案されている．この手法では，認識性能は認識結果文中の各
単語を正解または 3種類の不正解（不正解，挿入，欠落）に確率的に分類して認識率を推定
する．この手法は一発話に対する認識性能を推定することが可能である．しかし，この手法
は音声認識を実際に行う必要があるため，計算負荷が高くて，計算能力が低い端末上で実行
できないという問題がある．また，推定した SNRを用いて雑音下音声認識の性能を推定する
手法が提案されている [10]．この手法は認識を行うことなく，認識性能を推定できるが，様々
な発話スタイルを含む自然発話音声を対象として考慮していない．本研究では，3章の提案手
法と同様に発話スタイルの違いを表す特徴量を用いて認識性能を推定するというアプローチ
を採用する．
4.3 提案手法
提案手法の処理フローを図 4.1に示す．提案手法では，まずユーザの発話音声のみからノン
リファレンス音響特徴量を抽出する．そして SVR[33]により認識性能を推定する．提案手法
においては認識性能の定義とノンリファレンス音響特徴量が重要となるので，以下で詳しく
述べる．
4.3.1 認識性能の定義
一般に認識性能とは，一定量の音声データを集め，それぞれの音声を認識して算出した認
識率を指す．それに対して本章では，前提条件の設定に従って，認識性能は一発話における
認識率を用いる．また，認識性能を表す尺度として単語正解率を用いることにする．
%Corr =
H
N
(4.1)
ここで，Hは正しく認識した形態素（単語）の数，N は発話に含まれる形態素の総数である．
しかし，この定義にはN が小さいとき，単語正解率の分解能が低いという欠点がある．例え
ば，一つの形態素しか含んでいない発話の場合，単語正解率は 0か 100のどちらかとなる．こ
のことは認識性能の推定に影響を及ぼすと考えられるので，実験により検証する．
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図 4.1: ノンリファレンス音響特徴量を用いた様々な発話スタイルを含む自然発話音声の認識
性能推定法の流れ
4.3.2 ノンリファレンス音響特徴量
自然発話音声には発話スタイルという観点からのリファレンス音声は存在しないので，ノン
リファレンス音響特徴量（リファレンス音声を必要としない特徴量）を使用する．本研究では，
ノンリファレンス音響特徴量として，openSMILE（Open-Source Speech andMusic Interpretation
by Large-space Extractor）[36]における INTERSPEECH 2009 Emotion Challenge feature set[37]
を用いる．この特徴量セットは感情認識に広く使われているものである．感情音声は典型的
な自然発話音声であり，多様な発話スタイルを含むため，この特徴量は発話スタイルの違い
を表すと期待できる．
この特徴量セットには 384個の音響特徴量が含まれている．各特徴量は，表 4.1と表 4.2に
示す 16種類の descriptorとその一次差分，および 12種類の functionalの組み合わせとして表
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表 4.1: 特徴量セットに含まれている 32（＝ 16 × 2）種類の descriptor[37]
Low-level Description
descriptor
RMSenergy Root-mean-square signal frame energy
MFCC Mel-frequency cepstral coefficients 1-12
pcm zcr Zero-crossing rate of time signal (frame-based)
voiceProb Voicing probability computed from the ACF
F0 Fundamental frequency computed from the cepstrum
(a first-order delta coefficient of the above features)
される．これらの特徴量は，信号フレームエネルギー，1～12次のMFCC，ゼロ交差率，有
音確率，基本周波数の統計量を表している [37]．
4.4 提案手法の有効性の評価
4.4.1 実験条件
提案手法の有効性を検証するために，自然発話音声の認識性能を推定する実験を行う．
本実験には Julius日本語ディクテーションキット [35]を用いた．音声認識のための特徴量と
しては，12次元のMFCCとそのΔ係数，及び 1次元のΔ対数パワーの計 25次元を用いる．音
響モデルは，ASJ-JNASデータベースのクリーン音声で学習された，性別非依存のDNN-HMM
（Deep Neural Network-Hidden Markov Model）である．ここで，HMMは Triphoneであり，状
態毎の出力確率がDNNによって与えられる．言語モデルは現代日本語書き言葉均衡コーパス
で学習された単語 Trigramモデルである．
提案手法では，SVRの学習と認識性能の推定にはLIBSVM[34]を用いる（epsilon-SVR, RBF
を使用）．SVRの学習は，個々の音声データに対するノンリファレンス音響特徴量と単語正解
率のペアデータを用いて行う．ここで，SVRを使用するにあたり設定しなければならないパ
ラメータはコストパラメータと RBFカーネルのパラメータの 2つである．これらのパラメー
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表 4.2: 特徴量セットに含まれている 12種類の functional[37]
Functional Description
max Maximum value of the contour
min Minimum value of the contour
range max-min
maxPos Absolute position of the maximum value (in frames)
minPos Absolute position of the minimum value (in frames)
amean Arithmetic mean of the contour
linregc1 Slope (m) of a linear approximation of the contour
linregc2 Offset (t) of a linear approximation of the contour
linregerrQ Quadratic error computed as the difference between the
linear approximation and the actual contour
stddev Standard deviation of the values in the contour
skewness Skewness (third-order moment)
kurtosis Kurtosis (fourth-order moment)
タは問題に合わせて最適な値に設定する必要がある．本研究ではグリッドサーチによりそれ
ぞれのパラメータを規則的かつ網羅的に少しずつ動かして計算を行い，最終的に評価データ
に対する推定誤差が最小になるように設定する．
4.4.2 様々な発話スタイルを含む音声データ
本実験では，オンラインゲーム音声チャットコーパス [38]に収録された演技音声データを
用いた．この音声データは女性 2名と男性 2名による計 2,656発話からなる．音声データのサ
ンプリングレートは 16 kHzである．各音声データは 8種類の感情（恐れ，驚き，悲しみ，嫌
悪，怒り，期待，喜び，受容）と 4種類の強度（普通，弱，中，強）により特徴付けられてお
り，多様な発話スタイルが含まれていると言える．各音声データに対して発話内容の書き起
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図 4.2: 単語正解率のヒストグラム
こしテキストが用意されている．なお，未知語率は 0.03%であり，本実験では未知語が認識
性能推定に及ぼす影響を考慮しない．
まず，各音声データに対する単語正解率のヒストグラムを図 4.2に示す．ここで，横軸は各
音声データに対する単語正解率，縦軸は音声データ数を示している．この図から，各音声デー
タに対する単語正解率が全体的に低いことが分かる．平均単語正解率は 35.42%であった．次
に，各音声データに含まれる形態素数のヒストグラムを図 4.3に示す．横軸は各音声データに
含まれる形態素数，縦軸は音声データ数を示している．この図から，各音声データに含まれ
る形態素数は総じて少ないことが分かる．平均形態素数は 5.49であった．
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図 4.3: 形態素数のヒストグラム
4.4.3 実験結果
提案手法の有効性を検証するために，10セットの音声データを用意した．各セットは n個
以上の形態素を含む音声データからなる（n = 1，2，...，10）．これは 4.2.1節で述べたように，
一発話に含まれる形態素数が認識性能推定にどの程度影響を及ぼすかを調べるためである．本
実験では，各音声データセットを 4つのグループに分け，話者オープンのクロスバリデーショ
ンテストを行う．各グループには一人の話者の音声データが含まれている．3つのグループの
音声データを用いて学習し，それ以外の一つのグループの音声データを用いて評価する．
各音声データセットに対する推定単語正解率と真の単語正解率の相関係数Rと RMSEを表
4.3に示す．ここで，表中の Rと RMSEはクロスバリデーションによって得られた 4つの結
果の平均である．表より，nが大きいときほど，推定誤差が小さいことが分かる．n = 10の
とき，RMSEは 11.55であった．nが小さいときに，RMSEが大きくなるのは，単語正解率の
分解能が低いことが原因であると考えられる．
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表 4.3: 各音声データセットの相関係数Rと RMSE
Minimum number of morphemes R RMSE
in speech data set (n)
n=1 0.59 24.54
n=2 0.52 24.56
n=3 0.54 23.38
n=4 0.59 21.11
n=5 0.58 20.19
n=6 0.60 19.12
n=7 0.62 18.04
n=8 0.71 15.76
n=9 0.77 13.77
n=10 0.84 11.55
n = 10のときの推定単語正解率と真の単語正解率の関係を図 4.4と図 4.5に示す．ここで，
図 4.4の (a)～(b)と図 4.5の (a)～(b)はクロスバリデーションによって得られた各話者の結果
である．図から，Rと RMSEはそれぞれ 0.83～0.85，10.90～11.88であり，提案手法は 4人
の話者に対し，いずれも同等の精度で推定できることを確認した．
4.5 おわりに
本章では，INTERSPEECH 2009 Emotion Challenge feature setを用いた様々な発話スタイル
を含む自然発話音声の認識性能推定法を提案した．提案手法の有効性を検証するために実験を
行った．その結果，一発話に含まれている形態素数が 10以上の場合，提案した特徴量を用い
て推定した認識性能と真の認識性能の相関係数は 0.84であり，強い相関があることが分かっ
た．従って，提案手法で認識性能を推定するためには長い発話のみを用いて学習する必要が
あることを確認した．しかし，RMSEは 11.55であるため，今後は提案手法の改良が必要と
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図 4.4: 女性話者 2名の音声データを用いて求めた真の単語正解率と推定した単語正解率の関
係
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(a)Male 1
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図 4.5: 男性話者 2名の音声データを用いて求めた真の単語正解率と推定した単語正解率の関
係
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考えられる．
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第5章 結論
本論文では，音声認識サービスにおけるQoE保証という観点から，認識性能を簡便に調査
することを目的に，実際に認識を行うことなく，認識性能を推定する技術について述べた．
2章にでは，リファレンス音声を用いて求めた音声区間の CDと非音声区間の CD，および
SMRパープレキシティを用いた雑音下音声認識の性能推定法を提案した．まず提案したひず
み尺度の有効性を検証するために実験を行った．実験の結果から，従来提案されたひずみ尺
度である PESQと雑音抑圧後の SNRを用いて推定した結果と比べ，ほぼ同じ精度で認識性能
を推定できることが分かった．さらに，提案した音声区間の CDと非音声区間の CDを用い
ることによって，従来手法では適用できない特徴量MFCCを直接出力するタイプの雑音抑圧
手法に対して適用可能になった．そして，提案手法の有効性を検証するために実験を行った．
実験の結果，クローズドテストの場合，提案手法の RMSEは 5.18であり，認識タスクを一つ
に固定した場合の RMSEである 4.18とほぼ同等な精度で認識性能を推定できることが分かっ
た．さらに，10フォルドのクロスバリデーションテストを行った結果，提案手法の RMSEは
5.71であり，クローズドテストと比べ，ほぼ同等な精度で認識性能を推定できていることが
分かった．以上の結果から，提案手法は認識タスクと雑音抑圧手法の違いに依存することな
く，高い精度で認識性能を推定できることが示された．
そして，3章では，ノンリファレンス型客観品質評価法である ITU-T勧告 P.563の内部で使
われている 43種類の特徴量を抽出し，それらの特徴量を用いた雑音下音声認識の性能推定法
を提案した．本章の前提条件の設定は 2章と同じであるが，リファレンス音声を利用できない
場合と想定した．まずは提案した特徴量の有効性を検証するために実験を行った．実験の結
果，提案手法の平均 RMSEは 5.95であり，2.5.3節の提案手法表を用いた場合の RMSE 4.73
（表 2.2）とほぼ同じ精度で認識性能を推定できていることが分かった．よって，P. 563のノ
ンリファレンスひずみ特徴量は有効であると言える．そして，SMRパープレキシティの導入
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の有効性を検証するために実験を行った．実験の結果，SMRパープレキシティを用いること
により，認識タスクの違いを吸収できるようになったことが分かった．更に，SMRパープレ
キシティの平方根を取ることについて検討を行った．43種類の特徴量と SMRパープレキシ
ティの平方根を用いることにより，推定精度が更に良くなったことが確認できる．したがっ
て、SMRパープレキシティが有効であり，平方根を用いることが重要であることを確認され
た．最後に，6フォルドのクロスバリデーションテストの場合，提案手法の平均した相関係数
Rは 0.98，RMSEは 6.69であり，リファレンス音声を利用できる場合とほぼ同じ精度で認識
性能を推定できることが分かった．以上の結果から，提案手法は認識タスクと雑音抑圧手法
の違いに依存することなく，リファレンス音声を利用できる場合とほぼ同じ精度で認識性能
を推定できることが示された．
最後に，4章で INTERSPEECH 2009 Emotion Challenge feature setを用いた様々な発話スタ
イルを含む自然発話音声認識の性能推定法を提案した．一般に認識性能とは，一定量の音声
データを集め，それぞれの音声を認識して算出した認識率を指すが，本章では，推定の前提
条件の設定に従って，認識性能は一発話における認識率を用いた．提案手法の有効性を検証
するために実験を行った．その結果，一発話に含まれている形態素数が 10以上の場合，提案
した特徴量を用いて推定した認識性能と真の認識性能の相関係数は 0.84，強い相関があるこ
とが分かった．しかし，RMSEは 11.55であるため，今後では提案手法の改良が必要と考え
られる．
これらの提案手法により，QoE設計やQoE監視がより容易に実行できるようになると考え
られる．また，音声認識サービスのユーザビリティを改善するという将来的な技術展開に資
すると期待できる．今後は，推定精度の向上のため，用いられた SVRの代わりに多層構造の
ニューラルネットワーク（Deep Neural Network: DNN）を用いて認識性能の推定手法を開発
する必要がある．
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付録A: ITU-T勧告P.563
音声そのものの品質を評価する手法に，電話系の総合品質値であるMOSの推定値を得る
ための技術勧告である ITU-T P. 563標準がある. P. 563では，まず劣化音声より音声生成モデ
ルを用いて原音声を推定する. 劣化量は劣化音声とこの推定原音声との差として求められ，そ
の特徴が音質に与える影響が異なる種別にクラス分けされている．原音声の推定は，まず基
本周波数が抽出され，処理フレームがこの基本周期に同期され，フレーム単位で LPC（linear
predictive coding）係数を算出する. LPC係数より歪み度や尖度などの高次モーメントを算出
し，フレーム間のスペクトル変化の様子が算出される. また，音声信号成分が算出された LPC
係数より LPC合成される. 次に，推定原音声と劣化音声の二っの信号を同期し，その差分信
号に聴覚モデルを適用する. このときに利用する聴覚モデルは音声に与える劣化の程度に合わ
せて異なるクラスで処理をしている. 最終的に，これらの分類が音質に与える程度を特徴量と
して主観MOSとの回帰関数によって推定MOS値を得る.
本稿では，次表に示した P. 563標準でMOS予測に利用する 43種類の音響特徴量を用いる.
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表 A.1: ITU-T勧告 P.563の内部に使われている 43種類の音響特徴量
1 fPitchAverage Average of the pitch frequency
2 fSpeechLevel Speech level
3 fSpeechSectionLevelVar Level variations between sentences
4 fMuteLength Duration of muted signal parts
5 fHiFreqVar Descriptor for variations of high frequencies
6 fNoiseLevel Noise level
7 fSnr Signal to noise ratio
8 fSpectralClarity Spectral clarity indicator
9 fArtAverage Level variations between sentences
10 fConsistentArtTracker Indicator for validity of estimated vocal tract
11 fFinalVtpAverage Averaged section size of the last vocal tract tube
12 fPitchCrossCorrelOffset Average of peak to mean difference of cross
power of 2 consecutive voiced frames
13 fPitchCrossPower Average of peak to mean ratio of cross power of 2
consecutive voiced frames
14 fVtpMaxTubeSection Maximum section size of the first VTP tube
15 fVtpPeakTracker Average of maximum VTP section sizes
16 fVtpVadOverlap Ratio of total voiced signal length over the total
length of speech sections
17 fLocalBGNoise Average of VTP back section sizes
18 LocalMeanDistSamp Percentage of samples that were classified as local
background noise
19 LocalBGNoiseMean Mean energy of frames that were classified as local
background noise
20 LocalBGNoiseLog Indicator for the number of occurrences of sever
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local background noise
21 GlobalBGNoise Percentage of samples that were classified as global
background noise
22 UBeeps Number of detected tones/beeps
23 UBeepsMean Average of energy sum of all frames containing tones/beeps
24 UnBeepsMeanDistSamp Average sum of samples that contain beeps
25 Robotisation Average of energy sum of all repeated frames
26 FrameRepeats Number of repeated frames occurrences
27 FrameRepeatsMean Average of energy sum of all repeated frames
28 UnnaturalSilenceMean Indicator for silenced signal parts
29 SharpDeclines Counter for sharp declines
30 BasicVoiceQualityAsym Aggregation of the asymmetric frame disturbances
31 BasicVoiceQuality Basic voice quality indicator
32 fCepADev Absolute standard deviation of the cepstrum
33 fCepSkew Skewness of the cepstrum
34 fCepCurt Curtosis of the cepstrum
35 fLPCCurt Curtosis of the LPCs
36 fLPCSkew Skewness of the LPCs
37 fEstSegSNR Estimated segmental signal to noise ratio
38 fLPCSkewAbsfLPCSkewAbs Absolute Skewness of the LPCs
39 fEstBGNoise Estimated background noise level
40 fSpecLevelDev Mean spectral level deviation
41 fRelNoiseFloor　 Estimated background noise level
42 fSpecLevelRange Mean spectral level range
43 fSpeechInterruptions Indicator for interruptions
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