Planning is an important part of computational model verification and validation (V&V) and the requisite planning document is vital for effectively executing the plan. The document provides a means of communicating intent to the typically large group of people, from program management to analysts to test engineers, who must work together to complete the validation activities. This report provides guidelines for writing a validation plan. It describes the components of such a plan and includes important references and resources. While the initial target audience is the DART Full System Model teams in the nuclear weapons program, the guidelines are generally applicable to other modeling efforts. Our goal in writing this document is to provide a framework for consistency in validation plans across weapon systems, different types of models, and different scenarios. Specific details contained in any given validation plan will vary according to application requirements and available resources.
FIGURES

Figure 1 This figure is a very simple illustration of the relationship between V&V, UQ, and QMU. UQ is a tool that is used to perform V&V and QMU. The evidence gathered during the
OVERVIEW
In the mid-1990's, the United States established a policy of non-nuclear weapon testing to comply with the Comprehensive Test Ban Treaty (CTBT) [CTBTO, 1996; Clinton, 1995 Clinton, & 1996 . Pre-CTBT, the US Weapons program relied on nuclear weapon (NW) testing data to evaluate nuclear explosive performance of new designs and to calibrate nascent nuclear design codes with nuclear test data. Post-CTBT, the nuclear weapons program shifted focus from designing new weapons to one of sustaining existing warheads for the indefinite future. As a result of the CTBT and the shift in focus, NNSA initiated the science-based Stockpile Stewardship Program (SSP) to develop and apply "improved technical capabilities to assess the safety, security, and reliability of existing nuclear warheads without the use of nuclear testing" [NNSA website] through the use of integrated science-based computer simulation.
The elimination of full system nuclear weapon testing and the increased reliance on computer simulation has changed the role of testing in assuring safety, security, and reliability of existing warheads. Testing is now focused on the subsystem and sub-physics levels, with an emphasis on the support and evaluation of full and sub-physics computational models for nuclear weapon systems. The advances in computer modeling capabilities have enabled simulation to become more integral and important part of the weapon safety, security, and reliability technical basis.
To further the deployment of these capabilities, Sandia's Design through Analysis Realization Team (DART) established an effort to develop full weapon system analysis models. Validation of these Full System Models (FSMs) using experimental data is a critical component in insuring their adequacy.
Document Purpose and Scope
In order to assess Advanced Simulation & Computing (ASC) analysis code and computational model predictive credibility, Sandia has developed guidelines for developing verification and validation (V&V) plans [Trucano, et al., 2002; Pilch, et al., 2000] . The goal of verification is to determine if the equations underlying the computational model are being solved correctly. The purpose of validation is to quantify the degree to which a computational model is an accurate representation of the real world phenomena it seeks to represent. The validation process includes making reasonable comparisons between physical experiments and code calculations. Once validated, numerical models can be used to calculate design margins and quantify the uncertainty surrounding those margins. The fundamental idea behind V&V and quantification of margins and uncertainties (QMU) is that these processes will supplement current qualification activities to provide increased confidence in the weapon safety and reliability technical basis. This document presents some specific guidelines for preparing a validation plan.
The purposes of this document are to summarize some of the important points of the growing V&V literature and to provide general guidelines to Sandia's DART FSM teams. This document focuses on preparing the validation plans, not on the actual validation activities. Specifically, this document will be used by the FSM teams as a guide for FY08 validation planning for validation activities to be implemented in FY09 and beyond. There are currently 13 FSM teams working on 7 systems as follows:
Although this document was prepared specifically for the FSMs named above, we hope that the guidance is more widely applicable and assists in the validation planning activities of other systems.
The planned audience for this document consists of those who have a background in computer modeling of engineered systems but are new to model validation. The document provides a step by step process to be used for creating FSM validation plans. This document reiterates the general V&V plan guidelines presented by Trucano, et al. in SAND2002-0341, and it augments those guidelines with principles that have been developed since that time. In addition, it includes elements that are often included in validation plans but that are not explicitly recorded in existing guidance and elements that, in our practical experience, are discussed in the planning phases but sometimes go undocumented. The guidance presented in this document represents the minimum process that Sandia FSM validation planning efforts should follow. This document will be updated as more validation plans are created.
The Benefits of Validation
If a computational model is proven reliable under a range of operating conditions, then system performance and reliability at other points may be inferable using the model. Examples include
• other conditions of operation for which the model was not tested, including across a design space,
• other regimes of operation for which it is not possible to test (due to expense, time, lack of suitable instrumentation, or testable conditions),
• changes in a system that have undergone design changes -in this case, subsystems may need to be retested and the validation results of the system level model updated, and
• system level models validated under similar system conditions can be used to evaluate the environmental conditions for which a redesigned subsystem (internal component) should be tested.
In addition, model validation methodology can be used to
• evaluate whether the validation experiments are adequate for a specific application (e.g., design goals) and
• to assess the impact of uncertainty on the design of a validation experiment.
Validation benefits the following constituents:
• Customers -provides some idea of the quality/accuracy of the product for which they are paying and any simulation results upon which potential decisions will be based.
• Code groups and modelers -provides justification/confidence in claims of accuracy/predictivity for capabilities they are selling to customers.
• Management -can be used for resource allocation and investment decisions regarding which modeling capabilities are most lacking in accuracy/predictivity or are uncharacterized or undercharacterized in terms of validation evidence.
• Outside auditing or independent assessments -provides well documented evidence of quantitative and tangible procedures for validation.
The Relationship Between V&V, UQ, and QMU
Questions regarding the differences between V&V, uncertainty quantification (UQ), and quantification of margins and uncertainty (QMU) often arise. We provide here a very brief description of how the three are related to each other. V&V is a rigorous process for building confidence in the predictive capability of a model. UQ is one of the fundamental tools in executing the V&V process. In particular, it brings rigor to the analysis of both computational and experimental data and the comparison between the two. QMU is a process by which the predictive model is used to assess performance margins and associated uncertainties. UQ again is the tool that provides statistical rigor in the analysis of the performance requirements, the model predictions, and the comparison between the two. The evidence collected in the V&V process serves as a means of conveying the level of confidence in the QMU predictions. This relationship is illustrated in its simplest form in Figure 1 . While further discussion of the QMU process is beyond the scope of the document, we do note that it is very similar to the V&V process. Details are described in [Pilch, et al., 2006; Diegert, et al., 2007] . Furthermore, we include some reference to margins in the V&V plan guidance with the hope of providing a forum for discussion of margin assessments across the range of weapon systems.
V&V QMU UQ UQ
V&V is a Collaborative Process
Before launching into the remainder of this document, we first note a critical aspect of V&V projects. V&V is a collaborative process. It not only encourages, but requires participation from analysts, system engineers, code developers, and V&V specialists. For this reason, all parties should be engaged from the start. We strongly encourage the use of this planning process as a vehicle for that engagement. In particular, we suggest that the development of the V&V planning document include a process by which feedback and buy-in from all parties is requested, documented, and incorporated into the V&V plan. We work under the assumption that the analyst/modeler has the primary responsibility for developing the V&V plan and point out the partners we believe should be engaged at each stage.
VALIDATION PLAN STRUCTURE
The parts of a validation plan mirror the validation process. In this section, we describe the structure of a validation plan and its necessary components, methodologies, and participants. Note that while the overall structure of the validation plan will be the same for each FSM team, the details and complexity of each component will likely vary greatly. Furthermore, the completeness and maturity of each section may vary for any number of reasons. Thus, the V&V plan should be viewed as a living document that is updated as information documented in each section changes over time.
Overview of the Validation Process
Discussion of the complete validation process is outside the scope of this document; however, we provide a summary for reference. The validation process can be broken down into eight steps as follows: Step 5: Experimental design for experiments identified in Step 4.
Step 6: Perform experiments
Step 7: Update model and perform model validation for experiments performed in Step 6
Step 8: Integrate results across validation hierarchy Those steps marked with an asterisk are explicit planning activities and are discussed further in this document. The remaining steps will not be discussed, but FSM teams should be aware and mindful of them as validation plans are intended support the execution of these steps. FSM teams should seek out assistance, explanations and references from V&V experts as needed.
Plan Part 1: Application Requirements
Partners: modelers/analysts, system engineers, V&V specialists Motivation: V&V is an inherently application-driven process, and thus, V&V activities should be carried out in a manner that covers all aspects of the intended use of the model (to the extent possible). In order to provide line of sight from the various elements of the V&V plan to the application itself, it is important to document the application requirements.
Key Elements:
• Stockpiler driver (e.g., W76-1 Life Extension)
• Qualification issues (e.g., Loss of Assured Safety in Abnormal Environment)
• Scenarios of interest (e.g., Fuel Fire)
• Performance characteristics to be studied (e.g., Weak Link/Strong Link Failure Delays)
• Margin definitions and requirements
Additional Comments on QMU:
The Quantification of Margins and Uncertainties (QMU) is closely related to V&V and should be kept in mind throughout the planning process. The specifics of QMU planning and processes is outside the scope of this document; however, margin assessment inevitably falls into the category of validation requirements. Therefore, this section of the validation plan is ideal for documenting any performance requirements.
Plan Part 2: Phenomena Identification and Ranking
Partners: modelers/analysts, system engineers, code developers, V&V specialists Reference: SAND2000-3101
Motivation: Phenomena identification and ranking tie the key stockpile, qualification, or other application requirements to the key physical phenomena being modeled. This activity provides the logical link between validation activities and the application requirements. In addition, it is extremely useful for prioritizing testing, including resources for physical tests, based on the expected impact to the application.
Key Elements:
• Phenomena Identification and Ranking Table ( PIRT; see guidelines in Appendix A)
• Documentation of PIRT process (e.g., assumptions made, ranking criteria, etc.)
Additional Comments on the PIRT:
The Phenomena Identification and Ranking Table ( PIRT) includes all quantities of interest (QoI) and system response quantities (SRQ) and ranks, relative to a well-defined figure of merit, the relative importance of the physical phenomena that affect the SRQs. An initial assessment of the simulation adequacy for each of the "required" physical phenomena of interest is also included. Finally, any known requirements on the SRQs should be documented at this phase of planning.
Appendix A, included at the end of this document, gives the guidelines and descriptor definitions to be used in the PIRT. Phenomena importance and elements of simulation adequacy are ranked using "high", "medium", and "low" descriptors. Color coding adds a visual metric to the PIRT to assist in elucidating knowledge gaps that are used to prioritize V&V work. Green indicates no gap between phenomena importance and simulation element adequacy, yellow indicates a gap of one descriptor level (e.g., importance is high but adequacy is medium), and red indicates a gap of two descriptor levels (e.g., importance is high but adequacy is low). Note that PIRT rankings reflect current knowledge about the modeling and simulation structure and thus should be created with input from both the code and model developers.
Plan Part 3: Predictive Capability Maturity
Partners: modelers/analysts, system engineers, code developers, V&V specialists Reference: SAND2007-5948
Motivation: Assessing the predictive capability of the model focuses on the extent to which model components have been calibrated, validated, and exercised in the context of scenarios of interest. Comparing a current assessment with required maturity levels provides a road map for model development. Furthermore, since model development is an iterative process, assessing predictive capability should also be an iterative process and provides a means of tracking progress in model development.
Key Elements:
• Predictive Capability Maturity Model (PCMM; See guidelines in Appendix B) -initial state
• PCMM -required end state • Plan for version control of the model, including corresponding PCMM
Additional Comments on the PCMM:
The PCMM appears to be very similar to the PIRT, but the two are quite different in intent and level of granularity. The PIRT is intended to identify and prioritize gaps in knowledge about the phenomena that affect quantities of interest for the intended application. It is used to prioritize validation activities and to drive the closure of the most important knowledge gaps. In contrast, the PCMM is a neutral mechanism intended to organize, summarize, and communicate evidence of the predictive capability of a given model for a given application. That evidence is accumulated by evaluating specific modeling elements that contribute to predictive capability. We recommend negotiation between analysts and system engineers to establish the required level of predictive capability for the intended application. Given such a requirement, gaps between the current and required levels can be identified and used to prioritize investment in advancing the predictive capability of the model. As with the PIRT, color coding can be used to elucidate these gaps.
The development of a simulation capability is an iterative process. Furthermore, limited resources and aggressive timelines often result in the undesirable situation of using a model for analysis while it is still under development. The PCMM should therefore be a living document, and each instantiation should be linked to a specific version of the associated model and code used to execute the model. The underlying assumption is that development of the model is managed using some from of version control. While there are numerous systems for version control, we recommend using one that is already in use and consistent with the requirements of the customer in order to avoid unnecessary duplication. This will allow clear identification of which version of the model is used in any given analysis, and it will allow easy accessibility and reuse of that version of the model. The end goal is a means of reproducing any given analysis and the level of confidence that can be associated with that analysis. Finally, we also note that a PCMM has been found to be useful by others to convey information about the maturity of computational models [NASA, 2008] .
Plan Part 4: Verification
Partners: modelers/analysts, code developers, V&V specialists References: SAND2000-3101
Motivation: Verification is a critical and highly related activity that should be addressed in validation planning efforts. Historically, there are two components to the verification: 1) code verification and 2) solution verification. We suggest including a third component we will describe as input verification. We assume that the development and execution of software quality plans are managed by code developers, so it is the application-specific components of verification activities that receive the most extensive treatment here.
Key Elements:
• 
Additional Comments on Code Verification:
Code verification encompasses standard software quality engineering (SQE) practices. While this falls in the domain of code developers, it is a factor in simulation predictive credibility. As such, appropriate pointers and references warrant inclusion. More specifically, it is not necessary to document the SQE practices employed by code developers in the validation plan. Instead, references to documentation, such as the user's manual and SQE plan, are appropriate. In collaboration with code developers, the regression and verification test suite should be evaluated for adequacy with respect to the PIRT. Any gaps and a path forward for addressing those gaps and any commonalities with other model needs can also be included in the validation plan. To re-emphasize, this should be done in collaboration with code developers.
Additional Comments on Input Verification:
Input verification is an area that falls somewhere between code verification and solution verification. This activity is intended to get at the question of whether or not the model was constructed as intended (denoted in the following sentences as "correctly"). For example, are the material properties correct? Was the mesh generated correctly? Are boundary conditions defined correctly? Are material properties mapped to the correct part of the mesh? Any activities one might refer to as "model checking" should be included in this section.
Additional Comments on Solution Verification:
Solution verification is the responsibility of the analyst. A significant component of solution verification is a grid convergence study, which provides some basis for numerical accuracy assessment. Thus, one category of information to document in verification is candidate mesh refinement techniques, metrics to assess grid convergence for each quantity of interest, and gaps in the availability of appropriate metrics. In addition to grid convergence, solution verification can also include studying model sensitivity to code knobs (i.e., numerical parameters). A list of such parameters to which the model may be sensitive can be included here in the validation plan and prioritized relative to the PIRT and according to "expert judgment". We caution that "expert judgment" can be highly subjective and is not the preferred approach to prioritizing parameters, but its use is usually inevitable due to resource limitations. The use of "expert judgment" should be explicitly identified, and the assumptions and evidence supporting it should be well documented along with the qualifications of the expert(s) so that the expertise can withstand scrutiny. We note that it may be the case that not all parameters are studied in the end; however, we encourage the inclusion of more parameters rather than fewer in the interest of documenting priorities and assumptions.
Plan Part 5: Validation Test Suite (VALTS)
Partners: modelers/analysts, system engineers, experimentalists, V&V specialists Reference: SAND2002-0341
Motivation: The VALidation Test Suite (VALTS) is the set of physical experiments that will generate experimental data to which model predictions will be compared. The VALTS should logically tie to the PIRT. Ultimately, a full-fledged test plan will need to be developed, but in this initial planning document, the focus is on establishing the framework in which that test plan should be developed.
Key Elements:
• Illustration/description of system hierarchy • Description of each tier of phenomena to be studied • Identification of any legacy data sets • Assessment of legacy data sets (i.e., is it suitable for use in validation or only for providing some initial insights?)
• High-level description of tests to be done for each tier at each level of the system hierarchy o Quantity or quantities of interest to be measured o Hardware configuration(s) of interest o Tie to PIRT • Validation metrics (for comparing model prediction to test) Additional Comments on the Hierarchical Approach: Because FSMs are highly complex, a hierarchical approach to validation is often required. In this case, validation activities begin with an investigation of partial physics models, component, or sub-system models and then work up to the full system. Such an approach may increase the validation process efficiency, decrease the time and resources required to complete the process, and result in greater insight into the issues identified in the PIRT and PCMM. While there may be cases in which it seems that a hierarchical approach to validation is not reasonable, it is more likely the case that one will not be able to fully understand the reasons why model and experimental data agree or disagree at the system level without drilling down to the lower levels of the hierarchy.
The validation plan should explicitly state the hierarchy to be used for validation. A hierarchical approach to validation must describe the process for moving up the hierarchical levels, which may not be immediately obvious. It should also be noted that as one progresses up the hierarchical chain, the number of validation tests will likely decrease while the complexity and fidelity of the model increase. Moreover, it will be harder to confirm that the right experiment was done and done correctly, and the results will become harder to interpret.
Additional Comments on Tiered Validation:
Validation testing should be designed using the four tiered approach described in SAND2000-3101. Each tier explores a different aspect of how the physical model and the associated numerical model represent the real world:
• Tier I -Separable effects (or single phenomena).
• Tier II -Coupled effects of distinctly identified phenomena.
• Tier III -Integral phenomena, in which many coupled effects may be present.
• Tier IV -Readiness with respect to stockpile computing Note that as the tier level increases, the complexity of the experiments required for the validation activity typically also increases. Tiers I through III are directly expressed in the PIRT while Tier IV is a qualification activity for the computing associated with the stockpile driver. Validation plans will not necessarily include tests from all four tiers. If Tier IV activities will be included, it is critical to get input from the weapons designers.
The hierarchy of a FSM should not be confused with the tiered approach to validation testing. It is possible to apply the tiered approach at each level of the hierarchy. In other words, each subsystem should be evaluated to determine which tiers are applicable, and validation tests should be designed accordingly. In the case that the hierarchical model only has a single level, each tier of tests will be performed for that one level.
Additional Comments on Data:
Data is the main driver of all validation activities. The experiments required to collect the necessary data are expensive and often a limiting factor. Thus, a validation plan should be an assessment of alternative sources of data including shared data and legacy data.
The use of shared validation data for common or similar components, across multiple weapon system applications, can significantly reduce the costs associated with acquisition and analysis of data and can also help consolidate aspects of the validation process. This approach requires that those associated with multiple analysis and experimental teams work together to insure that the experiments are designed to characterize the model parameter ranges and experimental conditions required for all of the relevant systems. The use of a common approach to validation planning will greatly facilitate sharing data. The VALTS part of the validation plan should identify any possible places where data can be shared and with whom.
Often, some part of or the entire system of interest has been tested previously and that data may be available for use in upcoming validation activities. However, legacy data must be carefully evaluated before use. The experiments that produced such data may not have been designed to address the more rigorous requirements associated with model validation. The conditions of the experiments (including complete specification of boundary and initial conditions), the characterization for the important constitutive properties and their uncertainty, and the assumptions used to design the experiments and reduce the data are often not adequately documented. Even in this case, legacy data can still be useful in that the results can provide valuable qualitative insight as to the rankings associated with the PIRT, the conditions for which models should be tested, and can provide guidance for future experimental designs. The validation plan should include a list of the relevant legacy data and a plan for evaluating its usefulness in the upcoming validation activities.
Additional Commnets on Metrics:
Validation metrics are the mathematical/statistical definitions of the quantities to be compared for the assessment of the model. Examples include differences between observed and predicted temperatures in a component, or the sum of squares of differences over a several measurements. These metrics may be based on quantities that are directly measureable, or based on quantities that require post processing of the experimental data. A validation metric must give a meaningful indication of the model's predictive performance within the application context and is often specific to the application of interest. [Oberkampf, et al., 2005] Metrics are an important aspect of the VALTS as they identify and insure that important model parameters are quantified and provide a range of conditions over which to perform the experiments identified in VALTS. An emphasis on rigorous comparison insures that validation metrics are viable and useful given the realities associated with experimental work, the numerical models, and any given requirements. Decisions regarding which metrics to use should tie back to the qualification requirements and consider input from the DSW customer. Choosing validation metrics must be collaborative. The validation plan should include possible validation metrics. Note that at this time, the plan may include a specific metric or some reasonable possibilities which will be evaluated at the time that the validation activities are carried out.
Plan Part 6: Uncertainties
Partners: modelers/analysts, system engineers, experimentalists, V&V specialists Reference: Helton (1994); Oberkampf, et al. (2002) Motivation: At the heart of the validation activities is the comparison of experimental data and simulation results. Complicating this comparison is the fact that both contain uncertainties which must be quantified in order to make reasonable comparisons. Moreover, all significant uncertainties related to the FSM must be identified, characterized, reduced, or eliminated if possible. Identifying uncertainties and methods for quantifying them is part of the validation planning. At this stage, this list may not be exhaustive. It can often change during the course of the validation activities. However, it is important to make an initial list of uncertainties and how they relate to the PIRT, PCMM, and VALTS as part of the validation plan.
Key Elements:
• Model Uncertainties, Types, and Characterizations (to the extent known)
o
Additional Comments on Uncertainty Types: Two types of uncertainties are generally associated with the parameters associated with the validation of FSM. Aleatory uncertainty occurs due to random process such as unit-to-unit variability, material variability or dimensional variability and is characterized through probability density functions. Epistemic uncertainty (or incomplete knowledge) is associated with non-random effects, such as bias introduced by diagnostic calibration error, or non-physical parameters used to 'tune' models. As FSM become more complex, the ratio in the number of epistemic to aleatory parameters can increase. A validation plan must address these uncertainties.
Additional Comments on Sensitivity Studies: Quantifying uncertainties in both the experimental data and computational results usually requires one or more sensitivity studies. In the case of physical experiments, sensitivity analysis can be used to determine the effect on the data given changes in experimental conditions [ Uncertainties in data from experiments may be introduced by measurement and/or instrumentation calibration, experimental setup, and/or experimenter execution. In this case, results of sensitivity analysis are used to determine whether or not sensitivities are physically reasonable, are the result of measurement errors, or are a fault in the testing process. The experimental data needed to complete such a study is an important planning consideration.
For computational results, sensitivity analysis is particularly useful for determining the impact of simulation parameters. If a small change in a parameter results in relatively large changes to the simulation output, then the code is sensitive to choice of that parameter. This means that the parameter has to be determined very accurately in order for the code to be useful in accurately representing real world situations. In contrast, if a code is shown to be insensitive to a particular parameter, then that parameter can be chosen without a high level of accuracy. The validation plan should include the parameters to be studied and their characteristics (i.e. bounds, specification values, etc). Moreover, because sensitivity or insensitivity to a parameter can also indicate a problem with the code, the behavior of physics based parameters should be investigated to determine if similar behavior is observed experimentally.
Additional Comments on Hierarchical Uncertainty Propagation:
In a hierarchical model with more than one tier, it is often necessary to conduct a more extensive study of how the simulationrelated uncertainties are propagated through codes. The will help quantify the effect of the uncertainty and whether or not a particular uncertainty must be reduced or eliminated in order to meet specific code validation requirements. The validation plan should note what if any hierarchical UQ will need to be studied and any approaches that might be applied. For more information on this topic, see Helton (1994) . In addition, Appendix D lists several tools and resources that are available to support both sensitivity studies and uncertainty quantification.
Plan Part 7: Resource Constraints and Risk Management
Partners: modelers/analysts, system engineers, code developers, experimentalists, V&V specialists Motivation: Validation activities represent a significant undertaking and thus planning should include addressing the risks and outlining mitigation plans. The most common risks are associated with resource limitations, so we mention some of those specifically. Nonetheless, that should not preclude including any other known risks.
Key elements:
Additional Comments on Resource Constraints:
Validation is a resource intensive activity. Thus, there is always a tension between resource needs and availability. Understanding resource constraints, including available hardware and software, laboratory equipment and measurement capabilities, staff availability, and funding, is an essential part of validation planning. A good validation plan will outline available and needed resources. Note that this is also an opportunity to interact with other FSM teams in order to discuss sharing resources and funding.
APPENDIX A: PIRT GUIDELINES
Note: This information is reprinted from SAND2002-1740. Uncertain Potentially important. Importance should be explored through sensitivity study or discovery experiments and the PIRT revised.
Table 2 Guidelines for Assessing Model Adequacy
Descriptor Definition
High A mature physics-based model or correlation-based model is available that is believed to adequately represent the phenomenon over the full parameter space of the application.
Medium
Significant discovery activities have been completed. At least one candidate model form or correlation form has emerged that is believed to nominally capture the phenomenon over some portion of the application parameter space.
Low
No significant discovery activities have occurred and model form is still unknown or speculative.
Strategy
Inadequacies are addressed through an explicitly stated strategy. This may include acceptance of the inadequacy, the parallel use of alternate plausible models, the use of stylized bounding models, or other documented strategies. • All important algorithms are tested to determine the observed order of numerical convergence
APPENDIX B: PCMM GUIDELINES
• All important F&Cs are tested with rigorous benchmark solutions
• Independent peer review conducted
Solution Verification
Are numerical solution errors and human procedural errors corrupting the simulation results? 
APPENDIX C: SOME VALIDATION TOOLS AND RESOURCES
As the FSM teams prepare their validation plans, we want to make them aware of some of the tools and resources available for the implementation. We also encourage the teams to specifically name appropriate tools for the activities included in their plans.
The DAKOTA (Design Analysis Kit for Optimization and Terascale Applications) software package, developed at Sandia, is a general purpose toolkit for the integration of commercial and in-house simulation capabilities with broad classes of systems analysis tools (REF: Eldred et al).
DAKOTA can be used to support the propagation of random model parameter uncertainty through a model to provide estimates of the corresponding uncertainties in the model predictions. DAKOTA can support both first order sensitivity analysis and stratified sampling Monte Carlo analysis (eg., Latin Hypercube Sampling) on computers with parallel architectures.
JMP is a commercial graphical interface based package used to display and explore data. JMP can be used to support the design of experiments as well as to provide space filling designs (such as Latin Hypercube Sampling) for the propagation of random model parameter uncertainty though models. JMP also provides statistical analysis support for data exploration. Another commercial statistical data analysis tool for which Sandia has a site license is Minitab. It is particularly useful for sensitivity studies.
DART provides a number of tools that can be valuable in implementing V&V processes. WISDM is a database containing material properties. CUBIT and SIMBA provide a number of meshing capabilities and the ability to parameterize meshes and analysis code input decks. The APC provides simulation data management and archiving capabilities.
The V&V program uses the RMS system for archiving documentation. The NW SMU is rolling out the RPSS system for product realization.
V&V experts are available to advise and assist in both the development and implementation of V&V plans. Most reside in 1544, 8962, and 8964.
