A neural model of voluntary movement and proprioception is developed within constraints from neurophysiology and motor psychophysics. The model generates trajectories for reaching to spatial targets by shifting the equilibrium point of the joint along a direction toward the target, with appropriate compensation for load effects and obstacles.
Introduction
In recent years, neurophysiological experiments have made much progress in characterizing the role played by various neural cell types in the control of voluntary movement. These experiments have addressed issues such as the coordinate frames used in motor cortex and post-central areas (Kettner et al., 1988; Crutcher and Alexander, 1990; Caminiti et al., 1991; Scott and Kalaska, 1994) , the relation of cell activity to movement variables Chapman et al., 1984; Riehle et al., 1994; Lacquaniti et al., 1995) , preparatory activity (Alexander and Crutcher, 1990b; Crammond and Kalaska, 1989) , load sensitivity (Evarts et al., 1983; Kalaska and Hyde, 1985; Kalaska et al., 1989; Kalaska et al., 1990; Prudhomme and Kalaska, 1994) , the latencies of various responses (Evarts, 1973; Evarts, 1974; Evarts and Tanji, 1974; Burbaud et al., 1991) , and equilibrium point control (Polit and Bizzi, 1978; Bizzi et al., 1984) . While these findings are invaluable for an understanding of neural motor control, they are difficult to interpret as a unified theory without a computational model of how the relevant circuitry functions together to produce movement. What is needed is a model whose elements correspond as closely as possible to known neural cell types, whose architecture is supported by anatomical evidence, and whose functionality meets psychophysical criteria. This article describes a model which begins to address these issues in an integrated way.
Because such a wealth and diversity of data is difficult to unite within a single theory, a method of progressive functional refinement of a minimal computational model can be effective. The following section describes the model through such a step-by-step process, beginning with the most basic questions of how a trajectory for a voluntary reaching movement can be generated centrally. This is extended with proprioceptive feedback which helps to construct an accurate sense of position, and with mechanisms that compensate for effects of static and inertial loads. The resulting system can execute voluntary movements, exert forces against obstacles, maintain posture, and passively respond to external forces when in a relaxed state.
Next, the model's processing stages are interpreted in terms of known neural circuitry. In particular, cell types in areas 4 and 5 are proposed to correspond to specific model computations. Roles for subcortical regions and the cerebellum are proposed as well. Response profiles from several distinct cell types are compared with simulated model activities under various experimental paradigms. The model's performance is compared to observed movements in various scenarios, including operation with deafferented limbs. The next section provides simulations of performance in a relaxed state, load compensation, and exertion of force against an obstacle. Several predictions that the model makes regarding cell responses under novel experimental paradigms are discussed. Equations which formally express the main themes of the model are specified in Appendix A.
Model development
A postural configuration is definable as a vector whose components represent individual joint angles. For every such vector there exists a corresponding vector whose components are the lengths of the muscles acting upon each of those joints. The set of realizable values of such muscle length vectors defines a muscle space. We will use the term Present Position Vector (PPV) to refer to an internal representation of the current limb configuration using a point in such a muscle space.
If a PPV serves as a command capable of setting muscle lengths, then regardless of what representations may be used in higher motor areas, a system that produces trajectories in muscle space by changing the PPV will be capable of controlling posture and movement. For the PPV to serve as a command, it must act via the alpha motor neurons, which are the final common path for all actively produced changes in muscle force or length.
The simplest such scheme is illustrated in Figure 1 . We model muscles as spring-like elements for which alpha motor neurons adjust a variable threshold length for force development (Rack and Westbury, 1969) . The PPV command to alpha motor neurons has two components for each joint, corresponding to lengths of two opponent muscles. The difference between these opponent components of the PPV uniquely determines the joint angle at which the mass-spring system equilibrates if no external forces are present.
Goal-directed movement
Next, consider how a movement can be planned. In the context of voluntary reaching tasks, at least two kinds of planned information are computed: a target specifying signal, or Target Position Vector; and a movement initiating and sustaining signal, or GO signal (Figure 2 ). The Target Position Vector (TPV) determines the desired target location to which a reaching movement is directed, whereas the GO signal determines the selection of which arm to move and the speed at which it moves. There is evidence that these two elements of planning involve separate pathways in the brain Anderson, 1984a, Horak and Anderson, 1984b) . When a new TPV is instated while the GO signal equals zero, the movement can be primed without being released. When both TPV and GO are positive during a movement, reset of the GO signal to zero can rapidly abort the movement (Bullock and Grossberg, 1988; Horak and Anderson, 1984a) . For simplicity, the TPV will be assumed to be coded in the same muscle space as the PPV. It has elsewhere been shown (Bullock, Grossberg, and Guenther, 1993) how the TPV may be coded in 3D egocentric, or visual space, and how the necessary transformation to motor space may be learned and executed. This is described in more detail in the discussion section.
The question of how to combine TPV and GO signals to provide continuous variable-speed control of multijoint movement trajectories has been addressed by the Vector-Integration-To-Endpoint (VITE) model (Bullock and Grossberg, 1988) . This system is diagrammed in Figure 3 . The VITE model shows how a synchronous movement trajectory is generated by having a PPV stage gradually integrate the product of a scalar GO signal and a Difference Vector (DV). The DV is In this and subsequent circuit diagrams, the following conventions are used: excitatory pathways are represented with the + symbol; inhibitory pathways with a -symbol; pathways with ipsilateral excitation and contralateral inhibition with the symbol; pathways with contralateral excitation and ipsilateral inhibition with a ; non-specific modulatory pathways are represented with a dot ·; and newly added stages are highlighted with thicker contours.
calculated as the difference between the target position vector (TPV) and the present position vector (PPV). The integration proceeds until the DV (and therefore the product DV·GO) is reduced to zero and the target reached. The TPV is proposed to be computed in parietal cortex (Lacquaniti et al., 1995) and the GO signal in the basal ganglia (Horak and Anderson, 1984a; Horak and Anderson, 1984b; Passingham, 1987) . Neural loci of DV and PPV will be proposed below. Because the DV·GO signal is integrated by the PPV, it provides an internal estimate of desired movement velocity. Both the PPV and DV·GO can be used to effectively control an arm trajectory in response to changing force conditions Grossberg, 1993, Bullock et al., 1995) . In the VITE model, the TPV quickly instantiates each motor target. The GO signal need not turn on abruptly, but can more slowly grow to saturation. Bullock and Grossberg (1988) showed that key properties of the VITE trajectory formation, including its bell-shaped velocity profile (see Figure 4) , are robust in response to different GO signal shapes, including step, faster-thanlinear, linear, slower-than-linear, and sigmoidal growth patterns in time. These variations alter such finer properties as the degree of asymmetry of the velocity profile, which VITE predicted and Nagasaki (1989) confirmed. Bullock, Grossberg, and Mannes (1993) have also shown how a stereotyped GO signal could produce complex movements, such as connected script handwriting at variable sizes and speeds. The dynamics of GO growth are discussed in detail by Bullock and Grossberg (1988) . One possible implementation of sigmoidal GO dynamics is described in Appendix A.
The VITE model provides an alternative to earlier Spring-To-Endpoint models (e.g. Cooke, 1980) which suggested that goal-directed movement is generated by abruptly instating the target position in the descending equilibrium point command, and letting the spring action of the muscles bring the limb to target at a speed determined solely by the properties of the mass-spring system. The advantage of the VITE model over STE models is that it generates smooth, bellshaped velocity profiles, facilitates control over movement speed, allows coordination of multiple joints even with staggered onsets of individual joints, and enables exertion of forces against loads and obstacles without the need for "virtual targets". It also is in good agreement with numerous psychophysical phenomena such as Fitt's law and its violations, Woodworth's law, velocity profile invariance and asymmetry, changes in velocity profiles at high speeds, experiments on perturbed trajectories, and cortical physiology (see Bullock and Grossberg, 1988 , Bullock and Grossberg, 1991 , Bullock, Contreras-Vidal, and Grossberg, 1993 , Bullock et al., 1995 . These articles also model how the VITE trajectory planner can interact with spinal and cerebellar circuits and the muscle plant to maintain a movement's positional accuracy under variable force and tension conditions. In such a system, the spring-like properties of muscles that were emphasized by the STE models are supplemented by VITE continuous trajectory formation and spinocerebellar adaptation to expected and unexpected force and tension conditions.
Combining intentional and sensory information
The VITE circuit of Figure 3 uses an internal feedback loop between DV and PPV to generate a desired trajectory and send the desired position information to the muscles, but it does not receive information from the periphery which might notify the system of obstructions, loads, and errors in movement execution. Such information might arrive from various senses, including visual, vestibular, and somatosensory. The present discussion will concentrate on information from the limbs themselves.
Before considering how peripheral information might be integrated into a system that uses a trajectory generator such as VITE, it is useful to observe that the PPV population of VITE subserves two roles. One of these is its role as a descending position command to the muscles, and the other its role in the calculation of the DV ( Figure 5 ). In the absence of obstacles or other external loads, the descending position command and the actual position of the limb are identical, since the spring properties of the muscles will move the limb to reflect the descending command. 
GO signal Position Velocity
When an external object obstructs free limb movement, however, the actual limb position may not reflect the descending command. In this scenario, the descending signal may control not only the position of the limb but also the amount of force exerted against objects in contact with the limb. For example, force can be voluntarily exerted against an obstacle by coding a pattern of contractions that would, in the absence of the obstacle, put the equilibrium point of the limb past the position of the obstacle. Under these conditions, the descending PPV command no longer represents the actual position of the limb but it does code the position at which the limb would equilibrate if the obstacle were removed.
Thus, when obstacles are encountered, two types of position information need to be distinguished. The first recapitulates the definition of the PPV as an outflow movement command. It represents the position that the limb would be at if no obstacles were present. This command is henceforth called the Outflow Position Vector (OPV), because the muscles will move the limb to equal the outflow position command wherever possible.
The second role of the PPV in Figure 5 requires accurate perception of position, to ensure that the DV is properly calculated. This representation will henceforth be called the Perceived Position Vector (PPV). This change in the meaning of the PPV acknowledges that the position which is actually attained by the limb will depend both on outflow commands and environmental constraints such as obstacles. If the DV is to remain accurate whenever a force is exerted against obstacles, then the OPV and the PPV must code different patterns of activities ( Figure 6 ). Where no obstacles are present, the OPV and PPV converge once again.
Because the OPV and PPV vectors cannot be equal under all conditions, they are coded by separate neural populations. As shown in Figure 7 , the OPV can function like the Present Position Vector of the simpler VITE circuit (Figure 3 ): as an integrator of the DV·GO signal, and as a PPV muscles DV -+ FIGURE 5. In VITE, the PPV has two roles: 1) a descending command to the muscles, 2) an internal signal used to calculate the DV.
O P V P P V source of the outflow command. The Perceived Position Vector can be calculated by using a corollary discharge, or efference copy, of the OPV from which a proprioceptive error signal is subtracted. This error signal from the muscles measures the difference between the OPV commanded position and the position that the muscles actually attain. Although one might conceive of peripheral kinesthetic information arriving in various forms (including information specifying joint angles, muscle lengths, forces, or pressure), the most useful form in the context of the VITE model is information on deviations from planned muscle lengths. Such information is available in the form of spindle signals (Vallbo, 1981) and seems to be the primary source of information on limb position (Goodwin et al., 1972 , Clark et al., 1979 , McCloskey et al., 1983 , Matthews, 1988 .
To create such length error signals, the model's Outflow Position Vector is proposed to project to both alpha and gamma motor neurons ("alpha gamma coactivation" (Vallbo, 1981) ), as shown in Figure 8 . During an unobstructed movement, the intrafusal muscles (controlled through gamma motor neurons) will contract along with the extrafusal muscles (controlled through alpha motor neurons) and cause no spindle stretch. However, if the extrafusal muscles are kept from contraction by some external force, then their actual length will remain unchanged and the spindles will be stretched by the contraction of the intrafusal muscles. Since the activity in the sensory fibers innervating the spindle is approximately proportional to the stretch of the spindle, this activity can function as a "length error" feedback signal (For now only secondary spindle afferents are considered. Below, a role for the primary afferents will be proposed as well). The spindle signals are thus ideally suited to correct an efference copy of a descending OPV to construct an accurate PPV representation.
The spindle mechanism is susceptible to unloading if the descending commands are not properly designed. As long as the intrafusal muscle contracts more than the skeletal muscle, the spindle will report this deviation. However, if the skeletal muscle contracts more than the intrafusal muscle, then the spindle can become unloaded; that is, it will slack and lose sensitivity. Thus, it will no longer be useful for calculation of perceived position. During voluntary movements, unloading is prevented by alpha-gamma coactivation (Hunt and Kuffler, 1951, Vallbo, 1981) , as in Figure 8 . The section on passive response addresses the issue of how a transcortical mechanism can keep spindles loaded even during passive movement.
To see how such a control scheme works, first consider unobstructed movement. Since the spindles remain quiet, the PPV activity is identical to the OPV activity and the system is functionally equivalent to the VITE circuit of Figure 3 . That is, movement proceeds toward the target until it is reached. Next, consider movement against an obstacle. Movement proceeds as in VITE until the limb reaches the obstacle (Figure 9a ). Once contact is made, the OPV will continue to integrate the non-zero DV, and generate a force against the obstacle by moving the equilibrium point of the limb to a position past the obstacle (Figure 9b ). This will cause spindle activity proportional to the difference between the equilibrium point coded by the OPV and the actual limb position. This activity will be subtracted from an efference copy of the OPV to yield a PPV that accurately represents limb position. Since any increase in the OPV will be cancelled The descending OPV signal projects to both alpha and gamma motor neurons which control the contraction of skeletal and intrafusal muscles, respectively. If the skeletal muscle fails to contract in parallel with the intrafusals (due perhaps to external forces or obstacles), the spindle organ is stretched and signals a discrepancy between the desired and actual muscle contraction. by a corresponding increase in spindle activity, the PPV will remain constant after the arm hits the obstacle (appropriately, since the limb is stationary). The DV will also remain constant and not be reduced to zero. Therefore, integration at the OPV will continue, and force exerted against the obstacle will grow. The OPV vector can thus grow to saturation, exerting the maximum force against the obstacle that the neuromuscular system can generate. In fact, the position coded by the OPV may move past even that coded by the TPV, since the DV does not converge to zero. After the OPV begins to exert force against an obstacle, one of three things could happen. The OPV could saturate to its maximum value and remain stubbornly exerting a force against the obstacle. Alternately, a "higher control center" could decide that the movement is futile and relax the limb (how such relaxation may be controlled is discussed in the following section). Finally, the obstacle could yield. If this third possibility occurs, the spindle signal will collapse as the muscle begins to spring toward the equilibrium point coded by the OPV. The PPV will now begin to approach the OPV, possibly, as mentioned above, coding a position that is past the TPV. Thus the DV will shrink suddenly, or even reverse direction, causing the OPV population to again integrate to the endpoint coded by the TPV.
The model proposed so far can be functionally categorized as a integrator feedback controller with variable integration time constant (Ogata, 1970) ; this is shown in Figure 10 . As with any feedback controller that uses an integrator, the circuit tracks the input while filtering out high frequency components. The muscle plant could also be unlumped toward an embedded feedback controller that represents the spring properties of the skeletomuscular system. See Bullock, Contreras-Vidal, & Grossberg (1995) for such a skeletomotor control scheme. 
Passive updating of central neural variables during limb relaxation in an external force field
Voluntary movement is not, of course, the only functionality required of a motor system. There are times when the system is set to allow the limb to relax to whatever new position may be determined by external forces acting on the skeletal segments composing the limb. How are central variables updated appropriately, e.g., to enable accurate proprioception, during such passive movements? This section shows how the OPV can be used to do this. The zero-gravity case will be discussed for now, and the issue of gravity addressed in the following section.
In the context of the model, we might consider relaxation of a joint to be specified by setting the TPV target contraction values of its agonist and antagonist muscles to zero. Thus, some members of a synergy might continue to maintain a TPV posture with positive GO signal, while the configuration of others is left unspecified and subject to externally imposed movement. Consider the neural control of such a relaxed joint. During its previous control cycle, an OPV vector was instated that specifies the equilibrium angle that has been attained. Since no TPV is specified, the DV will be zero and thus no OPV change will occur. This means that the joint will hold the equilibrium position last specified, and any externally imposed movement away from this will cause a buildup of tension in the muscles antagonist to the external force ( Figure 11 ). If the external force is released, the joint will spring back to that previous equilibrium point. Furthermore, if a new target is specified when the obstacle is removed, the limb will first spring back toward the previous equilibrium point and then reverse direction and move toward the new target ( Figure 12 ).
PPV & OPV OPV P P V te n s io n FIGURE 11. When an external force moves the limb away from an initial position, the PPV will be accurate, but the OPV will remain stationary. Because the OPV controls the equilibrium point of the joint, tension will build up in the direction of the initial position, even in a relaxed state. Such behavior does not correspond to our experience of how passive movement operates under normal conditions, although it can be observed in deafferented animals (Bizzi et al., 1984) , as will be discussed below. As movement is imposed by an external force upon a relaxed joint, it should not cause tension to build up, and when released it should remain in the new, externally imposed position. Furthermore, future movements from this new position should be possible without trajectory reversals. How might this be accomplished?
One simple way to relax a limb could involve the cessation of all excitatory input to the alpha and gamma motor neurons, thus letting the muscles go flaccid and not resist any imposed movement. However, such a scheme would cause spindles to unload, since relaxed intrafusal and extrafusal muscles would never stretch the spindle organs. Under this condition, the system would lose the ability to sense the current position of the limb, since the corollary discharges would remain constant and the spindles would not signal the occurrence of movement imposed by external forces. Once voluntary movement was again desired, the limb would have difficulty establishing its current position and using that to guide trajectory generation. Such extreme relaxation may occur at times (for example, during sleep), but in most cases of attentive movement, position sense is accurate and spindles remain loaded even when a limb is relaxed.
An alternative solution is illustrated in Figure 13 . Briefly, a connection from the PPV to the OPV creates a way for spindle feedback to adjust the OPV. The result is that the equilibrium position coded by the OPV can change to reflect the externally imposed position. The Figure 13 design allows the OPV to track the neural vector of the PPV while integrating the DV. It might at first seem unclear how a single neural population is able to multiplex these two functions. The desired functionality can be most simply summarized in a differential equation that approximates the OPV equation (16) Without DV·GO activity (a relaxed state) the OPV will simply track the activity of the PPV, moving the equilibrium point of the limb toward its current position, thus passively responding to external forces.
where represents the activity of the OPV population, represents activity in the PPV, and represents the DV·GO signal. Parameters and are positive tracking and integration rates, respectively. Note that the term implies that if then increases, and if then decreases. Thus, tracks as long as . More generally, the change in the OPV over time combines tracking of the PPV with integration of DV·GO. Figure 14 shows how this functionality may be implemented by multiple cells, using more familiar adding and integrating operations. However, we will show in Appendix B how a single neural population can accomplish both of these computations.
Similarly, we can represent the dynamics of the PPV with the following equation (an approximation of equation (23) 
where is the PPV activity, is the OPV activity, and is the spindle signal. Parameter is an integration rate. Because the spindle error is where equals the actual limb position, then . Therefore, equation (2) implies that the PPV activity tracks the limb position. Figure 15 shows how in the absence of DV·GO activity , the PPV and OPV both simply track position. In the presence of both DV·GO activity and external obstacles, however, the PPV and OPV populations will no longer have the same activity pattern. The PPV will continue to accurately represent the actual position of the limb, as ensured by equation (2). The OPV, however, will move past the actual position and exert a force against the obstacle as discussed above. The OPV will not converge toward the PPV pattern because the DV·GO input will drive it toward the TPV. The OPV will thus equilibrate somewhere past the actual limb position, its activity pattern related both to the position of the limb and to the force that the limb exerts against obstacles.
How such a PPV-to-OPV pathway might facilitate a passive response to externally imposed movement may be explained through the following example. Consider the relaxed joint described above. Since no TPV is present, the DV·GO input to the OPV stage ( in equation (1)) 
u is zero and may be ignored. Now, imagine that external forces move the joint away from the equilibrium position coded by the OPV. This movement will be reflected in a new PPV vector, updated by information from the spindles. Now, since the PPV vector differs from the OPV vector, the OPV receives an input of and will track the position coded by the PPV activity . Thus, it will relax tension on the limb by shifting the neurally specified equilibrium position of the joint to that position imposed by external forces. When the external forces stop causing limb movement, the limb will remain at its new position and will make future movements from that position.
What happens when the system now attempts to make voluntary movements? First, consider the unobstructed case: since the spindle signal is zero at equilibrium (or equivalently, equal in the agonist and antagonist), then the PPV is equal to the OPV, and the PPV-to-OPV pathway can be ignored altogether. When movement is obstructed, however, both inputs to the OPV are non-zero and OPV action is a result of a trade-off between tracking and integration. In this case, the only effect of the PPV-to-OPV pathway is that the OPV is kept from integrating as far past the obstacle as it could before the addition of this pathway, and thus the force exerted by the limb against obstructions is reduced. Of course, this force can always be increased by increasing the magnitude of the GO signal. The GO signal thus functions as a control, not only of movement speed, but also of movement effort and resistance to perturbations. Another advantage of having the PPV-to-OPV pathway is that it prevents spindle unloading even during passive movements, thus retaining their sensitivity.
Examining Figure 13 , one might note the positive feedback between the OPV and the PPV. This might seem troubling, since positive feedback loops can create instability. However, the feedback between the OPV and PPV is not an excitation, which might cause activities to blow up, but rather a mutual tracking signal. That is, these two populations are continuously moving toward each other's activity, as shown in Figure 15 . One can think of the OPV and the PPV as a single integrating system, responding to internal movement volition or external perturbation. The equilibrium point of the system is such that the OPV exerts forces toward the TPV while the PPV always maintains an accurate representation of current position.
The scheme described so far enables voluntary movement and postural stability to be controlled by the same system. A target configuration, once reached through goal-directed move- η x a -( ) x ment, will be maintained against transient external perturbations as long as the GO signal remains positive. A subset of the joints may be relaxed by setting TPV components to zero while others maintain posture with some positive GO signal. Relaxed joints will not oppose external forces, though they will show some resistance to very transient perturbations. Fast voluntary movements to new postural configurations can be initiated by setting appropriate TPV values and increasing the GO signal to some subset muscle synergy. Once this new configuration is reached, it will be stable with respect to transient external perturbations as long as the GO signal remains positive. Thus, movement can be thought of as a controlled gradual transition from one stable postural configuration to another.
Static load compensation
A central concern for a motor system is the ability to accurately respond to static loads during voluntary movement and posture. The model described so far is able to deal with obstacles which act to constrain position but do not themselves exert a constant force. The perturbation caused by gravity, however, is a constant load that pulls the limb out of any non-vertical target configuration. Even with a positive GO signal, the model of Figure 13 cannot completely compensate for such load, since the limb will equilibrate at some DV which is a monotonic function of load magnitude and thus non-zero (see Figure 16 ). This motivates the introduction of load compensation mechanisms.
It may appear that one way to avoid the problem illustrated on Figure 16 would be to reduce the gain on the feedback from PPV to OPV, thus ensuring that nothing interferes with OPV integration to target. However, if this gain were reduced, one would again encounter the undesirable response to passive movement described above. The ideal system should resist perturbation by loads, but not by keeping the OPV ignorant of external effects upon the limb.
One simple way to resist perturbation by load is to increase the stiffness of the limb through strong co-contractions. These are indeed observed in vivo (Humphrey and Reed, 1983) and prior modeling work (Bullock and Grossberg, 1991) implies that stiffness control is usable without disrupting proprioception. Co-contractions, however: increase the limb's resistance to movement in all directions, thereby interfering with voluntary movements; are insufficient for full compensation; and are not energy efficient. A good load compensation scheme should generate extra forces only in the direction opposing the load, and should not in general use co-contractions. The limb attempts to compensate by integrating the DV, but is pulled downward and away from target because the OPV continues to track the PPV. The steady state is one with the OPV balanced between the TPV and PPV. Since DV is non-zero, further compensation is necessary.
Directional load compensation could be achieved through the stretch reflex, which generates feedback from muscle spindles to alpha motoneurons. Since this feedback excites only the alpha motoneurons and not the gamma motoneurons, it is a negative feedback loop: spindle activation stimulates events that reduce spindle activation. However, a simple excitatory feedback to alpha motor neurons will suffer from the same shortcoming as the system of Figure 13 ; namely, it will equilibrate at a position where the spindle feedback is some non-zero value dependent on load magnitude, and thus load is not fully compensated. Increasing the gain on the stretch reflex would reduce this equilibrium discrepancy (steady state error), but would eventually introduce oscillations into the system since a high gain in a feedback loop containing a delay will cause oscillations. In vivo, the measured gain of the stretch reflex is modest, and cannot account for the full extent of load compensation that is observed (Rack, 1981) .
Another way to generate compensatory forces against loads involves direct feedback of force information. Such information might be provided by the Golgi tendon organs, which are located in series with the skeletal muscle and respond to tension on the muscle (Gordon and Ghez, 1991) . Since at rest the total force generated by members of a joint synergy must be equal to the load, and since force information can be extracted from Golgi output, these receptors seem ideally placed to mediate load compensation. The load information could be added to the DV signal, acting as if the TPV is past the actual target position. If Golgi feedback is properly calibrated, the limb will equilibrate at the desired position. Here the problem with this scheme becomes apparent. The gain on the Golgi feedback must be large, creating a strong positive feedback loop, which could create large oscillations even with a negligible delay. Furthermore, self-calibration of this gain would be difficult, since the appropriate compensatory contraction to offset a load may be a nonlinear function of the load and may be dependent on the position of the limb. Thus we expect that Golgi tendon organs are not used in this way in load compensation, except perhaps with low gain.
An alternative source of feedback for load compensation could come from the spindles. If the descending command from the OPV to the gamma motor neurons is kept isolated from load information, then it carries a pure kinematic desired position signal. In this case, spindles notify the motor system of the deviation from a kinematic plan. Such deviation is presumably caused by loads and obstacles. If the spindle signal is integrated and added to the descending command to alpha motoneurons, then the muscles can contract in an appropriate direction until the spindle signal is zero and the load is fully compensated. Because the spindle signal is integrated until it is zero, no calibration is necessary. Also, because an increase in alpha motoneuron activity can only reduce spindle output, the spindle signal completes a negative feedback loop. This circuit is similar to the stretch reflex, but it uses an integration process and can thus operate at a higher gain without causing oscillations, since an integrator effectively filters out high-frequency components of an incoming signal. Also, it will continue to integrate the spindle error until the discrepancy between the kinematic plan and the actual limb movement is reduced to zero.
This augmentation of the model is illustrated in Figure 17 . A neural population in the pathway from OPV to the extrafusal muscles, called the Outflow Force+Position Vector (OFPV), receives the position command and adds the activities of a Static Force Vector (SFV), which is a set of cells that integrate spindle signals.
To understand how this system compensates for load, suppose that it has reached its target configuration and that the OPV and PPV are both equal to the TPV while the GO signal remains positive. Now, a weight is added to the limb which moves it downward, away from the target. The PPV will follow the limb position, causing the OPV to do some tracking while also integrat-ing the positive DV·GO signal. As mentioned above, this part of the system will equilibrate at some position below the TPV, the discrepancy dependent on the magnitude of the load versus the magnitude of the GO signal. However, the SFV population will integrate the spindle signal causing more and more contraction of the extrafusal muscles until the spindle error is reduced to zero. This means that the PPV approaches the OPV, and the VITE mechanism brings the limb to target. The system thereby reaches equilibrium with OPV and PPV equal to TPV and with some positive SFV vector (Figure 18 ).
If the weight is now removed, the limb will spring upward toward the position coded by OFPV (OPV + SFV). As the limb passes the kinematic position coded by the OPV, the spindles in the antagonist muscle will fire, thereby reducing the vector in the SFV via opponent interactions, and rapidly returning the limb back down to the target position. The SFV population thus maintains an activity vector that is appropriate to the load currently on the limb, and remains constant as long as this load remains constant. As the effective load varies with the limb configuration due to geometric effects, the SFV adjusts appropriately. This load compensation scheme also generates additional force against obstacles that constrain position. When an obstacle is encountered, the spindle signal is positive and causes SFV integration. This integration continues until saturation of the SFV vector or until the obstacle yields. The system is thus capable of exerting large forces against any causes of deviation from its kinematic plan.
Inertial load compensation
With large and heavy limbs, an important consideration is inertial loads. A limb will not immediately move when descending commands arrive at the muscles and initiate contraction, but rather will only begin moving when its rest inertia is overcome. Similarly, near the endpoint, the limb can continue to move faster than desired due to its momentum. This makes fast movements more difficult to execute, and more likely to overshoot the target and exhibit oscillations.
One way that such inertial load effects can be overcome is by feedback of velocity errors to the outflow neural command. At the beginning of movement, the actual velocity of the limb will be smaller than the desired velocity. This error can be positively fed back to the OFPV cells to provide a "launching pulse". At the end of movement, when actual velocity is too large, the error is of opposite sign, and positive feedback to the OFPV will cause a "braking pulse". In this way, execution of fast movements can be made less susceptible to the undesirable effects of inertial loads. Figure 19 illustrates how such compensation can be incorporated into the model. Until now, our discussion of spindles and gamma motor neurons only referred to secondary spindles and static gamma motor neurons. The mammalian motor system also includes primary spindles, and dynamic gamma motor neurons, whose introduction into the model is now appropriate. Primary spindle fibers receive input from both static and dynamic gamma motor neurons (Boyd, 1985) and carry a velocity error component in addition to a static position error (Vallbo, 1981) . In order for a velocity error to be computed by primary spindles, a desired velocity signal projects to the dynamic gamma motor neurons, analogous to the way a desired position signal projects to static gamma motor neurons. The DV·GO population can be used to provide such a desired velocity signal. Once a velocity error is added to the primary spindle response, it can be isolated by subtracting the pure static error carried by the secondary spindles. In the model, this computation is performed by the Inertial Force Vector (IFV). This population excites the OFPV descending command, thus providing a launching pulse which helps to overcome effects of momentum. Note that although the velocity error excites the OFPV, it creates a negative feedback loop, since larger contraction of skeletal muscles can only reduce the velocity error.
A crucial issue in such a feedback system is the delay in the signal from the spindles. This delay can be a significant fraction of the total movement time, even in non-ballistic movements such as those modeled here. If delay is large, a feedback signal can be detrimental, since it can generate oscillations. One way to avoid the problems inherent in a feedback system with delay is to introduce feedforward compensation. For example, a trained system should expect velocity errors to occur at the start of movement, and can provide compensation without waiting for error information to arrive from the spindles. This role may be subserved by a cerebellar "side-loop", which is trained to pre-empt velocity error signals.
Such cerebellar training may proceed as follows. A given movement context can be specified by DV and GO information as well as by information on current arm posture and even knowledge of objects carried in the hand. Within a given context, specific velocity errors occur consistently across trials. The cerebellum can learn to reduce these errors by providing a preemptive launching pulse appropriate to the given movement context. When such a pre-emptive pulse is accurately calibrated, no actual velocity errors are generated and no further learning is necessary. Figure 20 illustrates the placement of the cerebellum in such a pre-emptive compensation scheme. Because the cerebellar side-loop is feedforward, it can operate at high gain without (Grossberg, 1969 , Marr, 1969 , Albus, 1971 , Fujita, 1982 , Ito, 1984 , Bullock et al., 1994 . In the simulations shown below, the predictive action of the cerebellum is approximated by reducing the delay on spindle feedback and increasing the gain of velocity error feedback. This approximation is used to simulate simple flexion movements such as those normally used by physiologists to measure cell responses in cortex. Under different movement scenarios, such as passive movement or movement against an unexpected obstacle, the cerebellar compensation is presumably not available. In simulating these cases the feedback delay is re-introduced and the gain decreased.
Related models
There is a surprising lack of attempts to model the range of sensory-motor phenomena treated above. The direct ancestor of the present work was the model presented in Bullock & Grossberg (1988) , which consisted of a VITE model plus a module called the PUP, or Passive Update of Position, model. The PUP circuit used length feedback to compute the error between the output of the motor command integrator (the PPV stage in VITE) and the muscle length. This error was then used to update the motor command stage to reflect the actual limb position, but there was no provision in the model for static or dynamic load compensation. In addition to adding circuitry addressed to the latter, the present model assumes that the position error is actually computed by the spindle itself, so there is no central computation of error. Instead, there is need for central construction of a perceived position, which was assumed to be the primary input in the PUP model. Also, the present model achieves the function of a motor command integrator through interactions of two cell populations (OPV and PPV), whereas the integration operation was assumed in the earlier PUP and VITE models. There, unlike in the present case, a corollary discharge of the motor command was not needed for position perception (after a developmental calibration phase). Thus, the present model develops the changes necessary to add load compensation and to use primary sensory feedback as an error signal.
Another model related to the present one is that of Feldman and Latash (1982) . Those authors presented a mathematical framework, based on the lambda model for limb control (see Feldman, 1986) , for integrating corollary discharge information with afferent feedback to construct a position representation, with no attempt to model load compensation. The treatment was quite abstract, with only general specification of functional relations, and no differential equations that would allow modeling of dynamics. Also, the treatment made no reference to cortical cell types, and no attempt was made to parcel the required total computation among alternative types of central neurons. Instead the treatment was framed in terms of key control parameters, such as r and c, of the lambda model. Parameters r and c, respectively, correspond, but with important differences, to the PPV of the original VITE design (OPV of the current design), and to the co-contraction signal P in the FLETE model of the spinal networks that receive descending commands from motor cortical and cerebellar sites (Bullock and Grossberg, 1991; Bullock and ContrerasVidal, 1993) . A new central variable, , was introduced to the lambda model framework, as a constructed representation of joint angle, and this variable was shown to be computable within the lambda framework by a suitable combination of efference copy information and afferent feedback information. The basic equation for estimation of joint angle , namely ,
comes from a proposal that "central and reflex mechanisms of motor control specify a strict relation between static muscle torque M, passive muscle torque for , central commands r and c, and joint angle " (p. 184). Following this formulation, the central nervous system could estimate joint angle by starting a corollary discharge of motor outflow command r, and adding to it a correction factor that is a function of the degree to which the sensed torque M deviates from the amount of torque M that would be expected in the absence of an external load. However, the appropriate correction factor associated with this difference depends on the muscle stiffness, which in turn depends (at least) on the co-contraction command c. This proposal implicates Golgi tendon organs in position sense, because they are the primary candidates for torque sensations. However, Feldman and Latash also argued that a specific equilibrium point reached by a muscleload interaction (assuming constant central commands r and c) could be identified by the CNS using a total measure, l, that is some monotonic function of multisensor proprioceptive activity. They also remarked that because muscle spindle afferent activity increases at a given lambda setting (dependent on both r and c), "both spindle and tendon organ afferents answer the monotonic requirement along the IC [i.e., the proposed invariant characteristic that underlies the above equation], and formation of the afferent measure l may be considered as a 'weighting' [e.g., linear combination] of muscle afferent discharges independent of their modalities" (pp. 189-190) . Thus the work of Feldman and Latash shares our assumption that position sense corrects an estimate based on corollary discharge. However, their only formalized scheme for computing the correction factor used Golgi tendon feedback. By contrast, we have pursued an approach that focuses on spindle feedback, for several reasons. First, experimental data indicate that spindles are much more important for position sense than Golgi tendon organs. Second, we see the issue of position perception and torque generation for load compensation (not treated by Feldman and Latash) as closely linked. As noted earlier, direct use of Golgi tension feedback in load compensation creates a problematic positive feedback, which is avoided in the model that we have developed. Third, the spindle feedback signals can be used with much less preprocessing than the Golgi tendon feedback, which requires both information about co-contraction and information about expected torques in the absence of load. Finally, for position control it seems best in general to use sensors that directly measure position variables. The beautiful spindle circuitry appears to be an adaptation to guarantee accurate position error sensing over a full range of tasks and fatigue levels (Kuffler and Hunt, 1952 ). The FLETE model (Bullock and Grossberg, 1991; has suggested how much of the spinal circuitry may have evolved to ensure that higher centers can act on the world through a relatively invariant operating characteristic. However, perfect invariance is not feasible without adaptive cerebellar compensation. Therefore direct, accurate position variable sensing is to be preferred over unconscious inference from force sensations based on an assumption that the operating characteristic never changes. There is, however, no fundamental conflict between the two approaches to correcting a corollary-discharge based position estimate.
Neurophysiological and anatomical interpretation of model processing stages
A fundamental motivation behind the model described above was the need to explain the diverse array of movement related cell types found in the cerebral cortex. In fact, much of the model development was directly driven by the search for a functional interpretation of the proper-
ties of these cells. This section reviews evidence regarding the existence of distinct cell types corresponding to those distinguished in the model. Establishing such a correspondence requires a comparison of both the physiology -cell activation profiles in various contexts -and anatomy. Model processing stages are shown below to correspond well to identified cellular elements, most of which are cortical. The range of this correspondence allows one to functionally interpret cortical properties in terms of computational issues.
It has long been known that the primary motor cortex, or area 4, is directly involved in the control of voluntary movements, and recent work has done much to characterize the role that it plays (Evarts, 1974; Georgopoulos et al., 1982; Kalaska et al., 1989) . Postcentral areas, such as the primary somatosensory cortex (areas 1, 2, 3a, and 3b) and area 5, have been implicated in sensory aspects of movement (Fromm and Evarts, 1982; Chapman et al., 1984; Crammond and Kalaska, 1989; Kalaska and Hyde, 1985; Kalaska et al., 1990; Burbaud et al., 1991; Prudhomme and Kalaska, 1994) . The model addresses areas 4 and 5 most directly, and proposes how they function together to control and perceive movement. In particular, it suggests why the precentral motor commands and the postcentral kinesthetic representations need to be functionally integrated. Figure 21 and Table 1 specify a possible mapping between model computations and corresponding cortical loci. We first consider how the model accounts for the functional coupling between areas 4 and 5, and then take a closer look at the cell types in each. Consider a "priming" reaching task, wherein a monkey is trained to make a movement toward a known target light only after an experimentally controlled, external "Go" cue is presented. We distinguish this "priming" task from a "simple" reaching task -where the target and "Go" command are either the same stimulus or two stimuli that are presented simultaneously. The difference is that in the priming task the target location is known prior to the onset of the external "Go" command. The model predicts that in a priming task, shortly after the target is lit, one would observe changes in the postcentral DV. After the "Go" command is given, the GO signal switches on, and changes occur in the precentral DV·GO. This would lead to integration at the OPV stage which would, in turn, change the OFPV and result in alpha and gamma coactivation and contraction of both skeletal and intrafusal muscles, and therefore movement. The corollary discharge from OPV to PPV would cause changes during movement of the postcentral PPV representation and the reduction of both DV and DV·GO activities. When the target is reached, DV and DV·GO activity has returned to baseline while the OPV, OFPV and PPV remain at some position-dependent pattern of activities. A "simple" reaching task would produce the same results except that postcentral TPV and DV activities would not significantly precede precentral DV·GO activity. The above is consistent with observed changes in precentral and postcentral cortical cells. Direction-dependent activities in phasic cells in area 5 can be elicited in a priming task (Crammond and Kalaska, 1989, p. 459) , followed by similar direction-dependent changes in nonprimable area 4 phasic cells after the "Go" command is given (Burbaud et al., 1991) . This leads to movement-time changes in tonic cells with precentral activities preceding postcentral ones (Evarts, 1974; Kalaska and Crammond, 1992) , as one would expect with OPV integration and a corollary discharge from OPV to PPV. As the movement completes, activities in the phasic cells decay to baseline while the tonic cells in both area 4 (Kettner et al., 1988) and 5 (Kalaska et al., 1990 ) remain at a position-dependent pattern of activities.
Next consider passively imposed movements. As a relaxed limb is moved by an external force, one observes activities in area 3a, a target of spindle projections (Oscarsson and Rosen, 1963; Phillips et al., 1971) . This is followed by activity in area 5 which is known to receive projections from 3a (Jones et al., 1978) . This is then followed by changes in area 4 cells (Evarts, 1973) . The time sequence observed is consistent with the idea that spindle error signals cause changes in the PPV as the arm is moved away from the equilibrium point coded by the OPV, followed by changes in OPV as it tracks the PPV pattern. 
IFV
If a brief perturbation is imposed upon an arm that is not relaxed but rather holds some position, then one would expect primarily phasic changes in postcentral cells as the DV codes a transient deviation and the PPV tracks the momentary change in the position of the limb which then returns to the target configuration. One would also expect some phasic changes in precentral cells as the DV·GO stage codes the transient deviation and the OPV and OFPV momentarily instantiate a new equilibrium point to counteract the perturbation. In fact, the model predicts that phasic cells in motor cortex that are tuned to one direction of voluntary movement would be tuned to the opposite direction of external perturbations to posture. This has been observed in a study by Evarts and Tanji (1974) , who trained monkeys to respond to a red light by pulling a handle toward themselves and to a green light by pushing it away. The movement was to be made only after an external "Go" command was given, in this case, a brief perturbation of the handle toward or away from the monkey. It was observed that the activity of motor cortex cells which were tuned to pushing movements was decreased by a perturbation away from the monkey and increased by one towards it. This is consistent with the notion of a DV·GO computation in motor cortex. If the instruction was to push, then the DV should code a movement away from the monkey. This activity should be increased by a perturbation that further increases the discrepancy between target and hand position, in this case, a perturbation toward the monkey. This DV signal is passed to the DV·GO computation in the motor cortex, producing precisely the pattern of results reported by Evarts and Tanji (1974) , as shown in Figure 22 .
The model is also consistent with studies of the trajectories generated by deafferented animals. Consider the paradigm of Bizzi et al. (1984) , where monkeys were trained to make extension or flexion movements to a target, and their non-visually guided movements observed under perturbation both with deafferented and intact animals. When the arm of a deafferented animal was passively displaced to the target position right before the external "Go" command was given, it was observed that the arm first sprang back toward the initial position and only then proceeded to return to the target. This is precisely the U-shaped trajectory discussed above (shown in Figure  12 ), which is generated by the deafferented model as shown in Figure 23b . Furthermore, the point toward which the arm sprang was dependent upon the time delay between the "Go" command onset and the release of the arm. The later that the arm was released, the smaller was the amplitude of the U-shaped trajectory that was observed. This is consistent with the notion of a slowly integrating equilibrium point which moves toward the target position, as suggested by Bizzi et al. (1984) and modeled by Bullock and Grossberg (1988) . Finally, the model proposes reasons for the reciprocal connectivity between areas 4 and 5 (Pandya and Kuypers, 1969 , Jones et al., 1978 , Strick and Kim, 1978 , Zarzecki et al., 1978 , Johnson et al., 1993 . Most notably, adequate function requires corollary discharges of OPV to PPV, DV projections to DV·GO, and PPV projections to OPV.
Pre-central cell types
We now compare the properties of model cells with specific cortical cell types, starting with the precentral cortex. The model presently represents agonist and antagonist commands around a single joint with a pair of model cells. These provide a lumped description of the distributed activity pattern of many cortical cells, each with a preferred direction in muscle space and a broad tuning around that direction. This representation can be unlumped into a more realistic distributed code. Bullock and Grossberg (1988) and Bullock, Grossberg, and Guenther (1993) model aspects of such a distributed code for directionally tuned cortical cells. Kalaska et al. (1989) have classified movement-related cells in area 4 into two main classes: tonic and phasic cells. Tonic cells show activities related to the position of the arm (Kettner et al., 1988) and changes in activity related to the direction and amplitude of movement (Georgopoulos et al., 1982) . Phasic cells show activities related to the direction (Georgopoulos et al., 1982) and speed (Schwartz, 1992; Schwartz, 1993) of movement. Each class subdivides further. Tonic cells include both position-related tonic cells with moderate degrees of load sensitivity and position-and-direction-related phasic-tonic cells with high load sensitivity. Phasic cells subdivide into phasic response-time (RT) cells, active before movement onset and related to direction, and phasic movement-time (MT) cells, active during the movement and related to both direction and speed. A similar classification was proposed by Fromm, Wise, & Evarts (1984) . Prototypical responses of these cell types during a voluntary reaching task are shown in Figure 24 (a-d). Phasic response-time cells have the characteristics of a launching pulse. They exhibit a large, brief burst of activity which falls silent at about the time that the arm begins to move. Thus they seem analogous to IFV cells carrying velocity error information. Because their activity happens well before movement initiation, it is likely that they receive a cerebellar pre-emptive input, perhaps in addition to feedback from the spindles. In simple movements such as those studied by Kalaska et al. (1989) it is reasonable to suggest that pre-emptive compensation may be available.
The phasic movement-time cells seem particularly suited for a role such as the DV·GO; that is, a desired, or outflow, tangential velocity command. Not only does a population vector of their activities form a good predictor of movement velocity (Schwartz, 1993) , but their activities decline over time as the movement reaches its endpoint , as do the activities of the components of a DV·GO vector (see Figure 24e) . The majority of these cells are not primable and only respond during the actual movement (Evarts and Tanji, 1974) . Finally, these cells show little sensitivity to the direction of load . We therefore suggest that these non-primable, direction-and-speed-specific phasic MT cells in area 4 correspond to the model's DV·GO computation of desired velocity.
Tonic cells in area 4 show responses that can be described as a vector product of a preferred limb position and the actual position (Kettner et al., 1988) . Thus the activity pattern constructs a population vector representing the position of the arm (Caminiti et al., 1991) . As would be expected from cells that code such a vector space, changes in their activities correspond to movement directions independent of starting position. Such a vector space is precisely what is required for an OPV representation of the limb equilibrium position. Area 4 phasic-tonic cells correspond to the OFPV population in the model. First, they exhibit a phasic burst similar to that of phasic RT cells, which is true for OFPV cells due to input from the IFV. Second, they exhibit a tonic activity related to position, which is true for OFPV cells due to input from the OPV. Third, they are highly load-sensitive, as are OFPV cells due to input from the SFV. Figure 24 shows simulated responses of pre-central cells alongside actual recordings taken from motor cortex. See Appendix A for details on the simulations. The model would predict that the phasic component of these cells would be greatest during fast movements, and decrease with decreasing speed. This is consistent with results reported by Fromm et al. (1984) .
We now consider three important aspects of the correspondence between the responses of motor cortical tonic cells and the response of the OPV in our model. First, tonic cells show moderate load sensitivity. This agrees with the fact that the OPV will move slightly past the actual limb position if a load counteracts the voluntary movement. Further compensation is achieved by the OFPV cells which receive the OPV activities plus additional input from the SFV and IFV. The OFPV cells have properties like the phasic-tonic cells, which show much greater load sensitivity and exhibit a phasic component quite similar to the phasic RT response. The position and load-dependence of these cells has been described as approximately additive by Kalaska et al. and the preferred direction and the load axis are usually observed to be opposite , just as in an OFPV population. Figure 25 shows how the model can account for the observed gradient of load sensitivity among tonic and phasic-tonic cells. In general, as one moves rostrally from the central sulcus, there is a decrease of load-sensitivity (Kalaska, personal communication) .
Second, the responses of many tonic cells appear to reach their final level of activity before the phasic MT activity returns to baseline, whereas OPV activities change until DV·GO activity returns to zero. This may be due to a process of recruitment among motor cortical cells where small pyramidal cells get recruited for force generation before large pyramidal cells (Evarts et al., 1983) , analogous to the alpha motor neuron size principle. Thus, where a muscle axis is represented as a single component of the OPV, in cortex this component may be carried by a population of cells with varying thresholds. Such a distributed scheme helps to overcome the low dynamic range of single neurons. An analogous distributed representation has been used to model how alpha motoneuron populations help to realize the size principle of motor recruitment (Bullock and Grossberg, 1991; Bullock et al., 1995) .
Finally, the descending command has been modeled as being coded in muscle contraction coordinates, whereas motor cortical activity has in the last fifteen years often been interpreted as operating in spatial coordinates. Mussa-Ivaldi (1988) has shown that the observed cell responses are consistent with both a spatial and a muscle code, and recent experiments seem to support the latter position (Caminiti et al., 1991; Scott and Kalaska, 1994) . Thus the proposal that motor cor- tical cells code a limb equilibrium point in muscle-contraction coordinates is consistent with available neurophysiological evidence. Evidence for SFV-like cells in motor cortex is lacking. The role they play in the model may be hypothesized to be subserved by postcentral, spinal, or subcortical neurons. However, it should be noted that such cells would have responses related almost exclusively to load, and largely unrelated to movement parameters. Thus, if they do exist in motor cortex, they may be discarded in most studies of cell responses which concentrate on cells with a clear relation to movement.
Post-central cell types
Next consider the post-central cortex, specifically area 5 (see Figure 26) . In contrast to cells in area 4, tonic cells in area 5 do not show significant modulation of activity with different load conditions (Kalaska and Hyde, 1985; Kalaska et al., 1990 ) and appear to relate more to the limb position. As such, they may correspond to the PPV population in our model, as in Figure 21 . Input to area 5 comes from a variety of sources, notably including area 4 and somatosensory areas (Jones et al., 1978) . In the context of the model, the projection from area 4 may be thought of as the corollary discharge of OPV to PPV and the projection from somatosensory cortex as the calibrated spindle error signal. Kalaska and Hyde (1985; page 201) suggest that "area 5 receives central and peripheral inputs which both vary substantially with the level of muscle force output, but combines them in such a way as to reduce the force-dependent discharge component, and so produce a signal related to the more 'spatial' aspects of motor behavior". This is analogous to combining an efference copy of force-dependent OPV activity with calibrated force-dependent spindle error signals. Area 5 tonic cells are thus proposed to correspond to the PPV perception of current limb position, which is the conclusion reached by Kalaska et al. (1990) . In fact, those authors found that individual area 5 cells have minor load sensitivity, due perhaps to input from area 4 and load-sensitive areas 3a, 2, and the "2/5 border region", but that the random distribution of load-preference axes causes this load sensitivity to disappear in the population vector.
Area 5 phasic cells on the other hand, correspond well to the model difference vector (DV). First, their activities vary with the direction of a movement (Kalaska et al., 1990) , and were observed during the preparatory interval before a "Go" command was given as well as during movement (Crammond and Kalaska, 1989) . Second, their response appears to be proportional to peak velocity (Chapman et al., 1984) , which is consistent with the suggestion that they project to speed-coding DV·GO cells in the motor cortex. Third, they appear largely load-insensitive, at least when their population vector is considered (Kalaska et al., 1990; Prudhomme and Kalaska, 1994) . Finally, after the external "Go" command is given, their activities decay as the limb reaches the target (Kalaska et al., 1990, Figure 6B) .
A study by Burbaud, Doegle, Gross, & Bioulac (1991) classified area 5 cells according to the latency of their response with respect to movement onset. Cells in the posterior area 5 activated mostly prior to movement onset ("early" cells), while cells in anterior area 5 activated mostly after movement began ("late" cells). According to Kalaska et al. (1990) tonic cells were mostly late cells, whereas phasic cells were about half early and half late. This suggests that the phasic early cells in posterior area 5 correspond to a DV computation, while tonic late cells in anterior area 5 correspond to the PPV. Late phasic cells do not necessarily map to an element of the current model, but may be coding a perceived velocity which could be useful for augmenting the PPV computation. Evidence of connectivity further corroborates these interpretations, as noted below.
Several observed cell types that are involved in movement control are not addressed by the model. One example are the "reversal" cells found in area 5 (Kalaska et al., 1990) . These cells show a brief phasic burst during the reaction time of movement in one direction, and a tonic (g) DV activity, delay task growth in activity during movement in the opposite direction. We do not propose a hypothesis of the functional significance of these cells. Table 2 summarizes evidence for some of the connectivity proposed by the model.
Evidence of connectivity
Detailed circuitry of intracortical connections is difficult to establish experimentally. In fact, even the distinction between major areas is often somewhat difficult to make. For example, Jones, Coulter, & Hendry (1978) report that anatomically, the borders of area 4 are difficult to distinguish from areas 6 and 3a. A similar difficulty is encountered in delineating area 5 from area 2. In fact some authors treat the border region between these as a separate area (Fromm and Evarts, 1982) , while others find it necessary to break area 5 into two independent regions, the anterior and posterior regions (Chapman et al., 1984; Kalaska et al., 1990; Burbaud et al., 1991) . In light of these difficulties, only gross intra-areal connectivity can be established.
However, known connectivity is supportive of model architecture. Projections from area 4 to area 5 are well supported both by anatomical techniques (Pandya and Kuypers, 1969; Jones et al., 1978) and physiological methods (Evarts, 1974) . The notion of corollary discharges is well supported by various behavioral experiments (von Holst and Mittelstaedt, 1950) . The projection of spindle error information to area 5 is supported by the presence of spindle projections to SI regions (Oscarsson and Rosen, 1963; Phillips et al., 1971) which have been interpreted to signal misalignment between actual and desired movement (Fromm and Evarts, 1982) . Anterior area 5, corresponding to the PPV, receives a major cortical input from area 2 (Jones et al., 1978) . Anterior area 5 is also found to project back to area 4 (Strick and Kim, 1978; Zarzecki et al., 1978; Jones et al., 1978; Johnson et al., 1993) supporting the notion of a PPV-to-OPV feedback pathway. Posterior area 5, which we interpret as a DV-like population, projects to area 6 (Jones
Model connection
Corresponding pathway References spindle -SI spindle to SI Oscarsson and Rosen, 1963 , Phillips et al., 1971 , Prudhomme and Kalaska, 1994 SI -PPV SI to area 5 Jones et al., 1978 OPV -PPV area 4 to area 5 Pandya and Kuypers, 1969 , Evarts, 1974 , Jones et al., 1978 , Brooks, 1986 PPV -OPV anterior area 5 to area 4 Jones et al., 1978 , Strick and Kim, 1978 , Zarzecki et al., 1978 , Johnson et al., 1993 DV -DV·GO area 5 to area 4 posterior area 5 to area 6 Strick and Kim, 1978 , Zarzecki et al., 1978 , Johnson et al., 1993 Jones et al., 1978 OPV -gamma MNs area 4 to gamma MNs Pandya and Kuypers, 1969, Brooks, 1986 OFPV -alpha MNs area 4 to alpha MNs Pandya and Kuypers, 1969, Brooks, 1986 TABLE 2. Evidence for some of the connectivity mentioned in the model. et al., 1978) which is known to be involved in motor planning (Alexander and Crutcher, 1990b; Passingham, 1993) and projects to area 4 (Pandya and Kuypers, 1969) .
Are movement parameters coded by cortical cells?
Recently, Fetz (1992) questioned the long held assumption that movement parameters are explicitly represented by cortical cell types. Several kinds of reasons led to his skepticism, among them the fact that many studies of cortical coding only analyze cells which represent an interpretable movement parameter, yet the many cells which do not can be a significant percentage of the total cell count. He also suggests that the contribution of many such rejected cells makes sense only within a network of cell interactions that are not describable in terms of variables like force and position. Table 3 reprints his summary of the kinds of responses observed during a ramp-andhold force targeting task performed by the wrist. The responses are from "pre-motoneuronal" cells in the cortex (CM), red nucleus (RM), and afferent fiber cells in the cervical dorsal root ganglia (DRG), and from the motor units themselves. Pre-motoneuronal cells are defined as those which project directly (monosynaptically) to the motor neurons, and DRG activity reflects muscle events. Thus all should be easy to interpret in relation to muscle force and length variables. However, Fetz (1992) argued that even this "easiest case" is uninterpretable in terms of neuronal coding of recognizable motor parameters.
In addition, Fetz (1992) pointed out that the function of movement control seems to be distributed in many places in cortex, including pre-motor, motor, and somatosensory cortices, with similar kinds of cells in each. He also mentions that cells seem to change their coding properties depending on the conditions of the task.
The present modelling work allows us to respond to Fetz's concerns without rejecting the assumption that cortical representations control identifiable movement parameters. First, the fact that function is distributed among different cortical regions does not imply that the regions are in any way redundant. The present model rationalizes tonic and phasic representations in pre-central and post-central regions, and why they should be so heavily interconnected. Second, in the context of the model, it is not surprising that a cell which shows a strong correlation to muscle activity under conditions of external load should show a better correlation to position when the load is removed. This result need not suggest that cells change their coding properties with different response conditions (Fetz, 1992) , but rather that the evolved network design allows load compensation activity to be superimposed upon a positional code without loss of function, as is the case with an OFPV cell. The key task for theory is to show that in some cases such superposition can be tolerated, because of the place of the cell in the overall network, whereas in other places, purely kinematic cells are required. We predict that as models become more inclusive and therefore more competent to deal with the many problems of sensory motor control, they will remove the residual mysteries, without forcing abandonment of the idea that most cell types do multiplex at most a few types of movement parameters, to which their activity is monotonically related. For example, from the perspective of the model, the cell responses summarized in Table 3 now appear to be quite expectable. Consider the apparent anomaly that only 2% of cortical premotoneuronal cells are of the purely phasic type. In our theory, this makes sense, because the single major purely phasic cortical cells -the DV·GO population -are also kinematic movement coding cells, which do not code muscle forces, and are at least two synapses away from the alpha motor neurons. The 48% of cortical pre-motoneuronal cells that are phasic-tonic can be interpreted as the OFPV population, and the 28% that are tonic can be interpreted in terms of the OPV and SFV populations. Here it is important to note that the theory allows that some of the SFV and OPV populations project directly to alpha motor neurons, without passing through the OFPV stage. This would be advantageous to help prevent saturation of OFPV neurons, without wasting the savings achieved by having some of the OPV and SFV activity multiplexed in cortex. Even the relative proportions (48% vs. 28%) make sense: The OFPV population, which receives the SFV and IFV inputs, must be significantly larger because it serves for both static and inertial load compensations. By contrast, the OPV is more concerned with the baseline alpha-gamma coactivation that ensures sufficient muscle tone for basic joint positioning and keeps spindles loaded.
Since the model suggests that the cerebellum is involved in providing launching pulses, it is also no surprise to find 20% of red nucleus cells to be phasic. In our interpretation (see also Martin and Ghez, 1991; and Bullock, Contreras-Vidal, and Grossberg, 1993) , these phasic cells are not kinematic. Instead they are coding required force pulses, and unlike the DV·GO cells, they can therefore project mono-synaptically to motoneurons. Once again, though, it is more efficient and probably affords greater precision, to also route part of the signal through otherwise underutilized IFV and OFPV cells.
The DRG cells represent activities in peripheral afferent pathways with monosynaptic effects on motoneurons. Though it is beyond the scope of this paper to give a detailed account of these activities, it is of special interest to note that 27% of DRG cells show a pure phasic response without a tonic component. Within the model, the most likely source of this response is the proposed projection from the DV·GO population to dynamic gamma-motoneurons, because the only fiber likely to show a pure phasic response in a ramp and hold task is the Ia, and its discharge rate would actually show a decline unless the spindle-unloading effect of the phasic RM input to alpha MNs were counteracted by a phasic activation of the gamma-dynamic motoneurons. Theoretical considerations force the prediction that the RM phasic response does not directly activate the gamma-dynamic motoneurons, because that would create a positive feedback in the cerebellar learning loop -if it is correct to assume that the error signal carried by the Ia pathway serves as teaching signal in that loop.
The two major categories not yet addressed from Fetz's table are the 39% decrementing motor units, and the 27% unmodulated RM cells. Actually, both names are slightly misleading. The "decrementing" cells actually show an initial large discharge which then fades during the later phase of the ramp and hold task. The "unmodulated" RM cells actually show an increment in activity during the ramp and hold. However, this increment is independent of whether the wrist flexors or extensors are responsible for the ramp and hold.
The decrementing category indicates that even if central cells with monosynaptic projections to motoneurons increase their activity, some of their target motoneurons may show a jump followed by a decrement. This can happen due to inhibitory spinal feedbacks, e.g., from Renshaw cells that respond to later-recruited alpha-motoneurons. This result is consistent with the idea of force coding by a motor unit population, because smooth force production through the size principle of motoneuron recruitment requires that as larger motor units are recruited, previously recruited units should reduce their firing rate to avoid the large quantal increments of force that would otherwise result from the recruitment.
Finally, the unmodulated category indicates that a percentage of RM cells are co-contraction cells, which have also been observed in motor cortex by Humphrey and Reed (1983) , who provided a functional account of the circumstances leading to variations in the level of observed cocontraction. In all, we conclude that a sufficiently comprehensive theory of both the challenges faced by the sensory-motor system and of the networks that have evolved to meet those challenges, provides a basis for interpreting single cell responses without abandoning the idea that cells code for the kinds of variables isolated by the theories of kinematics and kinetics. Furthermore, any redundancy observed in the motor system can be seen as an part of the phylogenetic heritage that has adaptive advantages (see Bullock and Grossberg, 1990; and Kennedy, 1990) .
Simulations of passive movement, load compensation, and movement against an obstacle
This section briefly illustrates the model's performance under passive movement, load compensation, and movement against an obstacle. As discussed above, all of these simulations do not include the high-gain velocity error feedback used to approximate how a feedforward trans-cerebellar path would generate the phasic RT burst.
Passive movement is simulated by setting the GO signal and the TPV components to zero, and displacing the limb by imposing a position upon it. This is illustrated in Figure 27 . The exertion of force against an obstacle is shown in Figure 29 . This was simulated by setting the target to a point of flexion past the position of an obstacle. When the force exerted against it (generated by an increase in OFPV activity) exceeded a threshold, the obstacle yielded to allow free movement. Note that the limb overshoots the target when the obstacle yields, but quickly returns to the target.
Predictions
The model makes predictions as to the kinds of results that are to be expected from new experiments. Such predictions will both help to test the model and to extend and refine it. Novel cell response properties are predicted below using variants of familiar experimental paradigms.
First, results analogous to those of Evarts and Tanji (1974) in the motor cortex are to be expected from recordings in postcentral cortex. Specifically, posterior area 5 phasic cells should exhibit similar responses to the direction of the perturbing "Go" command as do area 4 cells stud- ied by those authors. When an instruction to push is given, phasic area 5 cells tuned to the direction away from the monkey should immediately become active. Then, a perturbation toward the monkey should further increase the activity of these cells, while a perturbation away should decrease it. After this transient perturbation occurs and movement begins, the activity of the phasic cells tuned toward pushing should decay in all cases. Second, the model predicts that phasic RT responses and the phasic component of phasictonic responses in motor cortex should change significantly in decerebellate monkeys. If the phasic pulse remains at all, it should be of much lower amplitude and delayed in time by at least 20 milliseconds. Such a delayed phasic pulse may be caused by the remaining low-gain feedback compensation provided directly from the spindles, but with some significant delay. Third, the model predicts specific cell activity profiles in both area 4 and 5 when the standard voluntary reaching paradigm used by Kalaska and others is modified in the following way: A monkey is trained to make reaching movements with a lever to one of eight targets; but only when an external "Go" command is given after some delay. Recordings are taken from areas 4 and 5. Halfway through the movement, the lever is obstructed until the monkey generates some small level of force, at which point the obstruction yields. The model predicts the following: 1. The population vector of phasic cells in posterior area 5 which show strong activity during the delay period should first decay in magnitude until the obstacle is reached and then show a plateau of activity while the obstruction prevents movement. After the obstacle yields the activities of these cells should decay to baseline. 2. The population vector of phasic MT cells in area 4 which do not show increased activity during the delay period should also decay once movement starts, then stop decaying during obstruction, then decay again after the obstacle yields. 3. The population vector of tonic cells in anterior area 5 should change during movement, freeze while the obstruction occurs, and then continue to change after yielding, always correlating with the actual limb configuration. 4. The population vector of tonic cells and phasic-tonic cells in area 4 should change during movement, and continue to change in the same direction when the movement is obstructed. If one applies the Kettner et al. (1988) vector product operation to the activities of those cells which in the unobstructed case specify position, the resulting vector should specify a position past the actual and in the direction of the target. After yielding, this vector should return to coding the actual position. The amount by which a cell's activity exceeds its activity during a similar unobstructed position should be greater for cells with greater load sensitivity. See Figure 29 for a qualitative prediction of the activity profiles in areas 4 and 5 during such an obstruction paradigm. Because the simulations do not include a distributed code such as that which exists in the cortex, simulated responses should not be expected to correspond strictly to cell activity profiles. They should rather be compared to the qualitative features of the neural population vector computed for each distinct cell class.
Discussion
Response properties of various neural cell types can be discovered through careful experiments, but only an integrated computational model of how these cells function together to produce movement can tie these properties into a meaningful whole. The model described above is motivated by an attempt to bridge physiological data with behavioral aspects of movement. The model computational stages that provide this bridge are each introduced to address specific functional requirements. The result is a model system that is competent to perform the movements addressed, and which provides a functional interpretation of corresponding physiology and anatomy of the primate motor control system.
A key theme of the present model is that both positional and directional information need to be represented at multiple cell populations in order to implement different stages in the control of a primable, variable-speed movement that may be subjected to variable forces, including obstacles. Some of these computations are more closely linked to the outflow planning, or kinematic, properties of movement control. Others are sensitive to the forces and tensions, or dynamics, of movement realization. The model makes explicit how these computations may be combined to achieve kinematic goals within a world governed by Newtonian dynamics.
Several features of the model simplify known properties of the motor control system. First, model computations involve populations with pairs of "neurons", each corresponding to one member of an agonist-antagonist pair, while biological populations usually distribute function over a more continuous array of cells. This level of detail is chosen because it seems sufficient for understanding the broad functional roles played by different cell classes. For example, regardless of whether a DV is coded by two or a hundred cells, it should produce a population vector that can be directionally primed, that decays as the movement reaches the target, and that responds to perturbations away from the target with a larger magnitude of activity. In the context of our model, two distinct distributed schemes seem relevant. One is the population vector described for directional tuning in motor and sensorimotor cortex (Georgopoulos et al., 1982) that is appropriate for phasic DV-like computations. Models of such a representation are described in Bullock and Grossberg (1988) , Bullock, Grossberg, and Guenther (1993) and Georgopoulos, Taira, & Lukashin (1993) . Another is a recruitment scheme analogous to the alpha motor neuron size principle (Bullock and Grossberg, 1991) . Evidence suggests that a similar recruitment scheme occurs in motor cortex (Evarts et al., 1983) . This is appropriate for tonic representations such as the OPV and OFPV. These refinements also are not required to simulate the results discussed herein.
A related issue concerns the question of coordinate spaces. Does the motor cortical system code movements in a spatial coordinate system, in one based upon patterns of muscle contraction, or both but at different levels of organization? Mussa-Ivaldi (1988) has shown that study of cell responses alone cannot resolve this issue since many kinds of coordinate systems can be expected to produce the same observed neural results. Some experimental manipulations suggest that the motor cortex uses muscle coordinates to code movement (Scott and Kalaska, 1994, Caminiti et al., 1991) but others show evidence of spatial coordinates (Alexander and Crutcher, 1990a) . Meanwhile, similar studies in area 5 suggest that the coordinate system used there is a spatial one (Lacquaniti et al., 1995) . The model presented here is insensitive to this issue, since a VITE trajectory generation scheme can be used to generate a sequence of equilibrium points in spatial coordinates which are then translated into motor coordinates downstream, or a sequence of spatial DVs which are then transformed into motor DVs and integrated in muscle-space. Bullock, Grossberg, & Guenther (1993) have developed a model of the latter type in order to explain behavioral and neural data about motor-equivalent reaching, including how accurate reaches can be made with novel tools, changes in motor plant parameters, shifted visual feedback, and absence of visual cues, and how the appropriate spatio-motor transformations can be learned through an action-perception cycle. The present model can be easily embedded into that of Bullock, Grossberg, & Guenther (1993) . Figure 30 illustrates how such embedding might be accomplished. Kinematic trajectory planning takes place in spatial coordinates, possibly in postcentral areas (Lacquaniti et al., 1995) and is transformed into motor coordinates through computational maps. These maps can be learned through an action-perception cycle (Gaudiano and Grossberg, 1991, Bullock, Grossberg, and Guenther, 1993) . In parallel, appropriate static and inertial compensation can be learned by a cerebellar side-loop using spatial information on the motor plan, spindle error signals, and multimodal information on movement context to train the transformational map. This side loop is calibrated to provide both an appropriate launching pulse to overcome rest inertia and an appropriate load-compensating force to the OFPV to overcome expected static load effects. For example, appropriate SFV and IFV compensation may be learned to reduce both static load and inertial effects of wielding a familiar tool.
Another potential extension to the model involves using dynamic spindle information to augment the computation of the PPV. A perception of position computed with both static and dynamic information is more resistant to inaccuracies caused by delays than is one based purely on static information. The introduction of such a mechanism to the above model helps to explain many kinds of psychophysical phenomena, such as illusory limb motion (Goodwin et al., 1972 , Craske, 1977 , Lackner and Levine, 1978 , Gilhodes et al., 1986 , reaching inaccuracies under muscle tendon vibration Cooke, 1981, Capaday and Cooke, 1983) , and separate senses of position and velocity (McCloskey, 1973 , Horch et al., 1975 , Clark et al., 1985 , Sittig et al., 1985 . This proposal will be developed in forthcoming papers.
Appendix A. Model equations
Limb dynamics are modeled using the following equation: (4) where is the position of a muscle i and is the position of the antagonist muscle j. The position is measured in contraction coordinates (inverse of length) and for simplicity ranges from 0 to 1. The index i equals 1 for the flexor muscle and 2 for the extensor (index j refers to the antagonist of i). Therefore, a position represents an almost fully extended joint.
The parameter V is the joint viscosity and I is the moment of inertia, which for the limb shown in Figure 1 is equal to (where length and mass refer to the forearm segment and the protrusion from the pivot to the elbow tip is considered as having negligible length). External forces are represented by which should be positive if the force assist movement in the ith direction and negative if it opposes.
The muscle function gives the force generated by a muscle given some muscle contractile activity and the position. For simplicity, geometric effects due to moment arm, muscle yielding, and nonlinearities of force generation, are ignored, yielding the equation where is the length of the muscle, is the contraction level, and is the muscle's resting length. The function is defined as . We define and (using simplified neural coordinates) to get the resulting muscle force function .
The contraction activity is governed by
where represents alpha motor neuron activity and represents the slow contraction rate. The simplifications used here are discussed further by .
Spindle activity is interpreted as an error signal in positional coordinates. This ignores some features of spindle response modeled in more detail by (Schaafsma et al., 1991) and spindle recruitment with load (Burke et al., 1978) . This is done for simplicity of presentation.
Considering the circuit of Figure 8 , note that the position error is large when the static gamma motor neuron command codes a desired muscle length shorter than the actual length. This means that intrafusal fibers are contracted more than the skeletal muscle and the spindle organ is stretched. Using the coordinate system of muscle contraction space, the positional error is modeled as: ,
where is the descending command to the static gamma motor neurons. Secondary spindle activity is modeled using the equation ,
where the parameter represents the sensitivity of the static nuclear bag and nuclear chain fibers, which compose the secondary spindle response (Boyd, 1985) .
Dynamic error is computed in a similar way, 
and primary spindle activity as (10) where parameter represents the sensitivity of the dynamic nuclear bag fibers, which contribute to the primary spindle response in addition to the static nuclear bag and nuclear chain fibers (Boyd, 1985) . When the responses of the spindles are used as feedback to cortical centers, a delay of time units is applied.
Calculation of the Difference Vector is done through vector subtraction ,
where is a component of the Target Position Vector, is a component of the Perceived Position Vector (see below) and is a baseline activation for DV cells. The difference vector is multiplied by the GO signal g to yield the DV·GO vector (12) where is the baseline activation of DV·GO cells.
As discussed above, the GO signal which multiplies the DV vector is not a simple step input but a sigmoidal function in time. This function is implemented by a slow integration of a step input by two tracking cells in series. The resulting GO signal profile yields DV·GO profiles comparable to phasic MT cell profiles, and is described by the following set of equations:
where is the input GO signal from higher centers, C is the saturation potential of the GO tracking cells, and is the GO integration rate. The GO tracking cells are reset to zero whenever the input GO signal is zero.
The dynamics of the Outflow Position Vector population are governed by the following equation:
where is a component of the OPV and is a component of the PPV. The parameter controls the gain on the PPV-to-OPV connection, and is an integration rate scaling factor.
The Outflow Force+Position Vector is calculated as the sum of the OPV, the SFV, and the IFV (17) where represents the OFPV. The Inertial Force Vector is calculated as (18) where specifies the gain of the velocity error feedback, and is a small threshold. The Static Force Vector is governed by (19) where parameter controls the inhibition of the SFV (by antagonist spindles and by the opposing SFV component). The parameter h controls the strength and speed of load compensation. 
and if , then . 
The case of the opponent is analogous. In both cases above, the OPV activation tracks the PPV activation at a rate , while integrating the DV·GO signals at a rate proportional to . The difference between equations (24) and (25) and equation (1) is that the OPV activities are bounded between 0 and 1 by a nonlinear saturation.
Appendix C. Computation of perceived position
This section shows that equation (23) 
