1 Background 2 An important task of macromolecular structure determination by cryo-electron 3 microscopy (cryo-EM) is the identification of single particles in micrographs (particle 4 picking). Currently, particle picking is laborious, time consuming, and potentially biased 5 due to the need of human intervention to initialize the particle picking. The results 6 typically include many false positives and negatives. Adjusting the parameters to 7 eliminate false positives often excludes true particles in certain orientations. The 8 supervised machine learning (e.g. deep learning) methods for particle picking often 9 need a large training dataset, which requires extensive manual annotation. Other 10 reference-dependent methods rely on low-resolution templates for particle detection, 11 matching and picking, and therefore, are not fully automated. These issues motivate 12 us to develop a fully automated, unbiased framework for particle picking.
-6 - The dashed boxes represent three stages of the approach: pre-processing, particle clustering, 116 and particle detection and picking. A solid box denotes an analysis step. 117 selected as a main step of the contrast transfer function (CTF) based on the image 144 quality evolution of the single particle cryo-EM and 3D reconstruction tool of 145 viruses [26] . 146 Different cryo-EM images have different intensity value ranges. In order to unify the 147 range values, we renormalize the micrograph by setting the background mean to zero 148 and background variance to one. In this normalization, the pixel values become the Z-149 score, i.e., the number of sigma's above noise level as shown in Equation (1) [27] :
where is the mean of the intensity pixel values, and is the standard deviation. For 152 instance, for an image consisting of 50 frames, we used the image averaging and 153 normalization function in EMAN2 [25] to average the 50 frames, resulting in a 154 converted cryo-EM image for further processing and analysis as shown in Figure 2 . 
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For better demonstrating the effects of the preprocessing steps, we zoom-in one 209 particle image from different datasets. Figure 5 (a) and (i) show two original particle 210 images from two different datasets. Figure 5 contrast and are more isolated from the background than the ones in Figure 5 (a) and 217 (b), which will make it easier for clustering algorithms to identify them.
Figure 5 -Illustration of effects of the cryo-EM image analysis on a zoom-in selected particle 219 region using two different examples from two datasets. (a) An original zoom-in selected particle 220 region in the micrograph image in Apoferritin dataset, (b) The normalized single particle image 221 region, (c) The single particle region after applying the contrast enhancement correction (CEC), 222 (d) The single particle region after applying the histogram equalization, (e) The single particle 223 region after applying image resonation with Wiener filtering, (f) The single particle region after 224 applying the contrast-limited adaptive histogram equalization, (g) The single particle region 225 after applying image guided filtering, (h) The single particle region after applying morphological 226 image operation, (i) An original zoom-in selected particle region in a micrograph image in the 227 KLH dataset before the preprocessing steps, (j) The selected particle region in a micrograph 228 image in the KLH dataset after normalization, (k) The selected particle region in a micrograph 229 image in the KLH dataset after applying the contrast enhancement correction (CEC), (l) The 230 selected particle region in a micrograph image in the KLH dataset after applying the histogram 231 equalization, (m) The selected particle region in a micrograph image in the KLH dataset after 232 applying image resonation with Wiener filtering, (n) The selected particle region in a micrograph 233 image in the KLH dataset applying the contrast-limited adaptive histogram equalization, (o) The 234 selected particle region in a micrograph image in the KLH dataset after applying image guided 235 filtering, (p) The selected particle region in a micrograph image in the KLH dataset after applying 236 morphological image operation. 237
Step3: Global Cryo-EM Contrast Enhancement

238
Due to the low-dose micrograph imaging mod on a large defocuses particles area, Figure 5 (c) and (k)), the particle object regions have more contrast with the 246 background.
247
Step 4: Cryo-EM Noise Suppressing 248 Due to the small electron doses and low contrast between protein and solvent, cryo-249 EM images tend to be rather noisy [30] . Image restoration is applied to denoise single 250 particle cryo-EM images [31] . Based on the prior knowledge of the degradation 251 process, the image restoration recovers and improves the quality of an image by 252 identifying the type of noise and then removing it. Since the cryo-EM images are often 253 corrupted by typically gaussian noise, the Weiner filter is chosen to model the noise.
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The Wiener filter is applied to remove additive noise and invert the blurring in cryo-EM 255 images [32] . It minimizes the overall mean square error in the process of inverse 256 filtering and noise smoothing. The Wiener filter in the Fourier domain can be expressed 257 as in Equation (3).
258
( 1 , 2 ) = * ( 1 , 2 )
( 1 , 2 ) | ( 1 , 2 )| 2 ( 1 , 2 )+ ( 1 , 2 )
(3) 259 where are respectively the power spectra of the original image 260 and the additive noise, and ( 1 , 2 ) is the blurring filter. Figure 5 (e) and (m) show two 261 different zoom-in particles after applying noise suppressing based image restoration 262 using Wiener filtering. We can notice that, in both cases, some background noise is 263 removed, and the structure of the particle object appears more distinctly than the 264 particle object in the previous step ( Figure 5 (a)-(d)).
265
Step 5: Local Particles Contrast Enhancement in cryo-EM 266 In general, particle picking process depends basically on the quality of the particles in 267 the cryo-EM. Since there are too many low-quality particle shapes in the cryo-EM (m)).
288
Step 6: Particle Edges Enhancement in cryo-EM 289 In order to localize each particle object in the cryo-EM image, particle edges 290 enhancement is proposed to isolate the particle shapes in the cryo-EM image. Edge-291 preserving smoothing technique is used to locally smooth and enhance the particle 292 edges in order to localize different particles in any cryo-EM. output at a pixel is expressed as a weighted average as shown in Equation (5) [33]:
where and are pixel indices. The filter kernel is a function of the guidance cryo-
303
EM image and independent of as in Equation (6) [33]:
where is the output image after the image guidance filtering and is the input image 306 after the image guidance filtering. A MATLAB function "imguidedfilter" is used to 307 implement the guided filtering. It performs the edge-preserving smoothing of the cryo-308 EM image in order to reduce the noise while keeping the particle edges. is improved. Compared to the same particle in the previous step ( Figure 5 (f) and (n)), 312 particle edges appear more smoothly and some dark spots around the particle object 313 become smoother and brighter while particle object edges become darker. In addition, 314 the particle edges are more connected and have higher contrast than the background.
315
Step 7: Particle Shape Localization in cryo-EM 316 The last step of the pre-processing stage is the particle object localization and isolation 317 step. In this step, we use a morphological image processing [29] , which is a collection 318 of non-linear operations related to the shape or morphology of features in an image.
319
Logical operations are applied to make particle regions similar to each other and 320 different from the background regions. We apply an opening dilation operation followed 321 by erosion with the same structuring element as shown in Equation (7) [29]:
where is the original cryo-EM image and is the structure element. Figure 5 (h) and 325 (p) show two different zoom-in particles after applying shape localization using 326 morphological image operation (image closing with a structural element ). The 327 particle object is significantly improved and more isolated from the background. Also, 328 the particle object structure is fully connected and has a higher contrast. The particle 329 background is smother, compared to the particle background in the previous step It is noticed that the particles are most stably grouped in Cluster 1. Generally, the 366 particles of the different images of the same protein can be best identified in the same 367 specific cluster by the ICB method according to our experiments. However, the 368 particles are not most stably grouped in the same cluster by k-means and FCM 369 algorithms due to their random initialization of cluster centers. Figure 7 and 8 show the 370 clustering results of the same cryo-EM images using k-means and FCM respectively. It is noticed that the particles are located in different clusters. For instance, the particles Algorithm 2 Image Cleaning and Non-Circular Object Removal input: /*cluster cryo-EM image */ return: /*cleaned cluster image */ ← ( ) /* apply image opening on the cluster image to enlarge small blobs*/ ←
( 1 ) /* label each object in the cluster image which returns a label matrix that contains 8-connected object in the cluster */ for i=1 to do /* for each object in the clustered image*/ ← ( ( )) /* get each particle where is the total number of objects in the cluster cryo-EM*/ ← ( ( ( )) ) /*remove all the connected components that are smaller than the p pixels*/ = ( ). /*mark and get the actual index numbers and the centroid of each object */ end for ← ( ) /*extract the number of object (particles)*/ ← /*label each object (particle)*/ for =1 to do /* for each object (particles) */ do size filtering and roundness filtering ← [ . ] /* compute areas*/ ← [ . ] /* compute perimeters */ ← ^2/((4 × × )) /*compute circularities of each blub (particle)*/ ← 50000 /*find objects that is "round", circularities value*/ ← < 3 & < ℎ ℎ get actual index numbers instead of a logical vector ← produce new binary image with only the small, round objects in it ← ( ) /*remove the object that has not a fully connected edge*/ end for getting a new binary image Figure 9 shows the cryo-EM image cluster cleaning results (particles clustering) before 402 and after image cleaning step. Step 2: Top View (Circular) Particle Detection and Picking in Cryo-EM 435 Since the regular shape of the protein particle in the test cryo-EM dataset is a common 436 shapecircle (top view), a Circular Hough Transform (CHT) is used to detect particles in cluster images. For another common particle shape in cryo-EM images -square, a 438 square shape detector would be needed.
403
(a) (b) (c) (d) (e) (f) (g) (h) (i) (j) (k) (l)
439
To detect each circular particle in every cryo-EM image, we apply a modified Circular 440 Hough Transform algorithm (CHT) as follows.
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Algorithm 3 Circular Hough Transformation (CHT)
Input: /*cleaned cluster image */ return: number of circular particles center ( , ) of each circular particle, radius of each one. calculate the minimum and maximum values of intensity in the image do image clustering to find the edges of particles for i=1 to each edge point do draw a circle with center ( , ) of the edge point and of the circular radius. increment all coordinates ( , ) such that the perimeter of the circle passes through in the accumulator. find one or several maxima in the accumulator. end for map the parameters ( , , ) of the maxima back to the original image, where , and is the center of the maxima.
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The detection algorithm returns the center and radius of each particle as is shown in (Figure 10(d) ). ( 1 ) /* label each object in the cluster image */ for i=1 to do /* for each object in the clustered image*/ ← ( ) /* measure properties of particle region*/ Areas ← [props. Area /* compute all the shape measurements and the pixel value measurements as well*/ ← min [ ( )] /*extract the smallest rectangle containing the region (particles region) ← < /*keep particles that is particle size less that the minimum object size*/ end for for =1 to ( ) do /* for each particle object*/ [ , ] ← ( ) /*extract the centroid is the horizontal coordinate (or x-coordinate) and vertical coordinate (or y-coordinate) */ draw all bounding box for a discontinuous region end for 509 The results of the second particle shapes detection is shown in Figure 12 . We can 510 notice that some additional objects are attached to the original square particles in additional to some overlapped particles, which are also selected as shown in the final 512 detected results in Figure 12 To overcome this problem, we design another postprocessing algorithm that has three 518 main steps. The first step is applied to remove the small attached objects by blurred 519 (smooth) each particle. Each particle convolves with a kernel (averaging filter) by using averaging filter kernel 50x50. The main particles smoothing (averaging) can be 521 defined in Equation (9) where ( , ) is defined as each particle sub image, is the smoothing (averaging) 524 kernel, and are the particle sub image dimensions. In the second step, after the 525 small attached object are removed for each particle, we use the Feret diameter 526 measures approach [37] to measure and correct the particle object dimensions. New 527 perfect particle shapes are generated based on the maximum and the minimum Feret box is drawn based on the dimension of new particle object shapes.
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Algorithm 6 Perfect Square Particles Shape Detection input: /*cleaned cluster image with perfect square shapes*/ ← 5 × 5 return: number of square particles boundary box dimensions of each particle L ← bwlabel(I c1 ) /* label each square object in the cluster image */ for =1 to each blub (particle object) do I object ← state(L(k)) /* get each particle where is the total number of objects in the cluster cryo-EM*/ Figure 13 shows an example of the perfect square particle shapes detection using 537 Feret object diameter. Figure 13 (a) shows the square particle shapes in the image 538 after the shapes are smoothed and blurred. Figure 13(b) shows the new boundary box 539 of each particle based on the Feret diameter measures. Figure 13(c) shows the perfect 540 square particle shapes based on the Feret object diameter measurement.
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(e) (f) Figure 13 -Perfect square (side view) particle shape detection using the Feret object diameter 543 using (KLH dataset). (a) Square particle image after shapes smoothing and blurring, (b) 544 Boundary boxes (each particle) based on Feret object diameter measurement, (c) Perfect 545 square particle shapes that are generated based on the new boundary box dimension using 546
Feret object diameter measurement, (d) Square particle image after the outlier objects are 547 eliminated, (e) Square particle detection results (side view) based on the new Feret boundary 548 box dimension, (f) The final results of two different particle shape detection and picking (top 549 and side view) based on ICB clustering and modified CHT; and perfect square (side view) 550 particle shapes detection using Feret object diameter. 551 552 Figure 13(d) shows the square particles image after eliminating the outlier objects 553 (overlapped particles). Figure 13 Figure 14 shows some extra cases of the particle detection and picking results for both 561 cases (top and side view) using three different algorithms (ICB, k-means, and FCM). Figure 14 illustrates some cases in which AutoCryoPicker failed to detect and pick in 577 both top and side views on the KLH dataset. In the third test example (Figure 14(b) , 578 (c), and (d)), there is one top view circular particle not detected by ICB, k-means, and 579 FCM respectively. Figure 14 have the similar intensity values will be grouped into the same cluster.
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For the particles clustering stage, we use clustering accuracy and misclassification rate 624 which are defined by Equations (10) and (11) where, is the cluster image and is the ground truth image of . Finally, we use the 636 precision, recall, and F1 measure scores [38] to evaluate the particle picking results in 637 the particle picking stage. The precision, recall, and F measure are defined by 638
Equations (13), (14) and (15) 
Particle Clustering, Detection and Picking Results
643
In order to evaluate the performance of automated particle clustering and picking, we 644 generated a true reference by manually picking the particles on the images. Table 2 shows the results on the KLH dataset. AutoCryoPicker based on ICB achieves 662 a higher accuracy 91.82% than that of k-means and FCM (i.e. 87.50% and 80.83% Two different cases from each of the two datasets are illustrated in Figure 15 . 
