Robust Fits for Copula Models by Beatriz V. M. Mendes, Eduardo F. L. de Melo, Roger B. Nelsen
Robust Fits for Copula Models
B e a t r i zV .M .M e n d e s 1¤,E d u a r d oF .L .d eM e l o ¤,a n dR o g e rB .N e l s e n ¤¤
¤Federal University at Rio de Janeiro, Brazil,
¤¤Lewis & Clark College, USA
Abstract
In this paper we obtain robust estimators for copula parameters through the minimization of
weighted goodness of ¯t statistics. Di®erent weight functions emphasize di®erent regions on the
unit square and are able to handle di®erent locations of model violation. The resulting WMDEes-
timators are compared to the classical maximum likelihood estimators MLE, and to their weighted
version WMLE, an estimator obtained in two steps. The weights obtained in the ¯rst step by
the application of a high breakdown point scatter matrix estimator are used to identify atypical
points. All estimators are compared in a comprehensive simulation study. For each ²-contaminated
parametric copula family considered, we showed that there is a robust estimator improving over
the MLE and able to capture the correct strength of dependence of the data, despite the contam-
ination percentual and location, and the sample size.
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11 Introduction
The scale-invariant dependence structure of a multivariate distribution is best represented
by its copula. Given a d-dimensional data set, many suitable parametric copula families
(Joe (1997), Nelsen (2006)) are available for this task. Model estimation is usually per-
formed in the context of independent and identically distributed observations by applying
the IFM method, inference function for margins, introduced by Joe and Xu (1996), where
the maximum likelihood method is applied to obtain the marginal and copula parameters
estimates. Joe (1997) argues that we can expect the IFM method to be quite e±cient
since fully based on maximum likelihood estimation. Relative e±ciency among estimates
may be assessed either by comparing their asymptotic covariance matrices, or by compar-
ing their mean squared error from Monte Carlo simulations. The success of this estimation
procedure starts with good marginal ¯ts (see Frahm, Junker, and Schmidt, 2004), which
typically pose no di±culties and may be alternatively approached using the empirical dis-
tribution function. It remains to ¯t copulas to the d-variate data with probability integral
transformed Uniform(0;1) margins.
When all data points come from the same data generating process F,t h em a x i m u m
likelihood method typically yields good estimates (MLE), possessing the usual good sta-
tistical properties (see Genest, Ghoudi, and Rivest (1995), and Shih and Louis (1995)).
However, contaminations may occur in many ways. Atypical points generated by some
contaminating distribution F¤ may change the strength and type of association, resulting
in inaccurate estimation of joint probabilities and dependence measures. Data manipula-
tion may also result in errors. For example, in ¯nance, matching slow and fast trading high
frequency equity data may induce data columns misalignment, which would not damage
the marginal ¯ts, but could result in a completely distorted estimation of the dependence
structure. We also note that the copula sample space [0;1]d makes more di±cult the
graphical inspection of atypical points, specially when d>2. We need thus an auto-
matic robust procedure that would work well when there are, and when there are not
contaminations in the data.
There are alternatives to the maximum likelihood estimation method for copulas in the
literature. They are mainly nonparametric, see, for example, Genest, Ghoudi, and Rivest
(1995), Genest and Rivest (1993), Cap¶ eraµ a, Fougµ eres, and Genest, (1997), Fermanian and
Scaillet (2003), Tsukahara (2005), Morettin et al. (2005), among others. However, to the
best of our knowledge, no one has yet proposed robust estimates for copulas.
2Accordingly, inspired by the concept of the minimum distance estimators ¯rst pro-
posed by Wolfowitz (1953, 1957), in Section 2 we obtain robust estimates by minimizing
selected empirical copula based goodness of ¯t statistics. We start with well known statis-
tics (see An¶ e and Kharoubi, 2003) such as the Kolmogorov distance statistic K,t h e
Cramer-von Mises statistic W2, the Anderson-Darling statistic AD, and the Integrated
Anderson-Darling statistic IAD, which are then modi¯ed through the application of dif-
ferent redescending weight functions, yielding 24 types of Weighted Minimum Distance
estimators,t h eWMDE. As shown in the several simulation experiments, the newly pro-
posed statistics downweight the in°uence of contaminating points, introducing robustness.
These estimators are compared to the Weighted Maximum Likelihood estimators,t h e
WMLE, which consist in a robusti¯cation of the MLE, where points previously identi¯ed
as outliers by a high breakdown point covariance matrix estimator, are given zero weight
in a maximum likelihood optimization procedure. Many high breakdown point estimators
of multivariate location and scatter may be usedi nt h i sp r e l i m i n a r yp h a s e ,s i n c ea l lt h e s e
robust estimators typically identify and downweight some proportion of atypical points.
We opt for those implemented in the free R software. They are the Minimum Covari-
ance Determinant (MCD) estimator of Rousseeuw (1985), the robust estimator based on
projections of Stahel-Donoho (SD), (Stahel, 1981 and Donoho, 1982), and the Rocke's
constrained M-estimator based on the S-estimator (Rocke, 1996). These estimators pos-
sess the maximal breakdown for any given sample size and dimension, and are able to
identily points that are far from the main mass of points. In the second step, a parametric
copula family is ¯tted to the zero-one weighted data points. These estimates are expected
to possess good bias properties but larger variances when compared to the MLE under
the true model. Under contaminated models, we show through simulations that for the
majority of scenarios considered, they possess small bias and variance, and outperform
the MLE.
The experiments carried on in Section 3 consider ²-contaminated parametric copula
families containing varying proportions ² of contaminating points located at di®erent re-
gions of the copula support. The selected families include elliptical copulas (normal),
copulas for extreme values, either maxima or exceedances (Gumbel, Galambos, Clayton,
Husler Reiss), copula families widely used in practice (Frank, Joe, Tawn), and some other
copula families de¯ned in Joe (1997). For each parametric copula we compare the MLE,
the WMLE and the smaller mean squared error WMDE estimator. The simulation
results indicate that for each copula family there is one or a couple of robust estimates
performing very well, in the sense of small mean squared error, despite the contamination
percentage and location, and the sample size. Moreover, these estimators are typically
3the same for all copula families. In practice, identi¯cation of outliers are based on the
estimates comparisons, and inspection of the weights given by the robust covariance es-
t i m a t o r . I nS e c t i o n4w ep r o v i d ea ni l l u s t r a t i o nu s i n gr e a ld a t a ,a n di nS e c t i o n5w e
summarize and discuss the results of this paper.
2 Robust estimates for copulas
We brie°y review the de¯nition of a copula. To simplify the notation, let d = 2 although
all inference methods in the paper are intended and work for dimensions d ¸ 2. Let
(X1;X 2) be a continuous random variable (rv) in <2 with joint distribution function (cdf)
F and margins Fi, i =1 ;2. Consider the probability integral transformation of X1 and
X2 to uniformly distributed rvs on [0;1], that is, (U1;U 2)=( F1(X1);F 2(X2)). The copula
C corresponding to F i st h ej o i n tc d fo f( U1;U 2). As multivariate distributions with
Uniform(0;1) margins, copulas provide very convenient models for studying dependence
structure with tools that are scale-free.
As an alternative de¯nition, for every (x1;x 2) 2 [¡1;1]2 consider the point in [0;1]3
with coordinates (F1(x1);F 2(x2);F(x1;x 2)). This mapping from [0;1]2 to [0;1] implicitly
de¯nes a 2-dimensional copula. From Sklar's theorem (Sklar, 1959) we know that for
continuous rvs, there exists a unique 2-dimensional copula C such that for all (x1;x 2) 2
[¡1;1]2,
F(x1;x 2)=C(F1(x1);F 2(x2)): (1)
To measure monotone dependence, one may use the population version of the measure
of association known as Kendall's ¿. Kendall's ¿ does not depend upon the marginal
distributions and is given in terms of the copula by:
¿(X1;X 2)=4
Z 1
0
Z 1
0
C(u1;u 2)dC(u1;u 2) ¡ 1 : (2)
A similar expression exists for the population version of Spearmann's ½, but not for the
(Pearson) product-moment correlation coe±cient.
To measure upper tail dependence one may use the upper tail dependence coe±cient
¸U de¯ned by
¸U =l i m
®"1
PfX1 >F¡1
1 (®)jX2 >F¡1
2 (®)g ; (3)
if this limit exists, and where F¡1
i is the generalized inverse of Fi,i . e . ,F¡1
i (ui)=
supfxi jFi(xi) · uig,f o ri =1 ;2. The lower tail dependence coe±cient ¸L is de¯ned
4in a similar way. Both the upper and the lower tail dependence coe±cients ¸U and ¸L,
respectively, may be expressed using the copula corresponding to F:
¸U =l i m
u"1
¹ C(u;u)
1 ¡ u
;where ¹ C(u1;u 2)=PfU1 >u 1;U 2 >u 2g;and ¸L =l i m
u#0
C(u;u)
u
; (4)
if these limits exist. The measures ¸U 2 (0;1] (or ¸L 2 (0;1]) quantify the amount
of extremal dependence within the class of asymptotically dependent distributions. If
¸U =0( ¸L = 0) the two variables X1 and X2 are said to be asymptotically independent
in the upper (lower) tail.
As already mentioned in the Introduction, when analyzing data one typically assumes
the true copula belongs to a parametric family fCµ;µ2 £g,a n da p l i e st h eIFM method.
In what follows we assume the marginal data have been already properly estimated and
transformed to Uniform(0;1) pseudo-values, and concentrate on the investigation of ro-
bust estimators for parametric copula families.
2.1 The robust weighted minimum distance estimators (WMDE)
Let (X1;t;X 2;t);t=1 ;:::;T,b eT independent copies of (X1;X 2)w i t hj o i n tc d fF, marginal
cdf's F1 and F2, and possessing copula C.A s s u m i n gFi, i =1 ;2, are continuous, the copula
C is unique and
C(u;v)=F(F¡
1 (u);F¡
2 (v)); 0 · u;v · 1 :
The bivariate empirical distribution function is given by
FT(x;y)=
1
T
T X
t=1
IfX1;t·x;X2;t·yg; ¡1<x ;y<+1 ;
where IfAg is the indicator function of event A. Its associated marginal empirical distri-
bution functions Fi;T(x), i =1 ;2, are de¯ned by
F1;T = FT(x;+1)a n dF2;T(y)=FT(+1;y) :
Let F¡
i;T represent the generalized inverse of Fi;T,t h a ti s ,F¡
i;T(u)=s u p ft 2<: Fi;T(t) ·
u; 0 · u · 1g.T h e empirical copula function (Fermanian, Radulovi¶ c, and Wegkamp,
2004) e C is de¯ned by
e C(u;v)=FT(F¡
1;T(u);F¡
2;T(v)); 0 · u;v · 1 :
See Nelsen (2006) for an equivalent de¯nition.
5W ed e ¯ n ed i s t a n c ew i t hd i s c r e t en o r m s ,a n dthus we compute the empirical copula on
the lattice L = f(t1
T ; t2
T )g,w h e r et1 and t2 are integers, 1 · t1;t 2 · T.T h a ti s
e C(
t1
T
;
t2
T
)=FT(F¡1
1;T(
t1
T
);F¡1
2;T(
t2
T
)) 8 (
t1
T
;
t2
T
) 2L : (5)
Empirical copulas were introduced by Deheuvels (1979), and their limit properties studied
in Deheuvels (1981a, 1981b). According to Deheuvels (1979), e C converges to C as T
increases.
Copula measures of goodness of ¯t may be obtained by computing some distance
between the empirical copula e C and the parametric copula b C = Cb µ ¯tted to the data. The
WMDE estimate for µ is the solution µ¤ which minimizes over all µ in £,t h es e l e c t e d
empirical copula based goodness of ¯t statistics. The ¯rst discrete norm de¯ned on L used
is the Kolmogorov statistic K :
K =m a x
(
t1
T ;
t2
T )2L
je C(
t1
T
;
t2
T
) ¡ b C(
t1
T
;
t2
T
)j: (6)
Deheuvels (1979, 1981a, 1981b) also studied the asymptotic properties of the Cram¶ er-
Von Mises statistic W2, which is the second empirical copula-based statistic used
W2 =
T X
t1=1
T X
t2=1
[e C(
t1
T
;
t2
T
) ¡ b C(
t1
T
;
t2
T
)]2: (7)
The third empirical copula-based statistic used, ADAK, based on the Anderson-Darling
statistic (Stephens, 1974) and given in An¶ e and Kharoubi (2003), is given by
ADAK =m a x
(
t1
T ;
t2
T )2L
je C(t1
T ; t2
T ) ¡ b C(t1
T ; t2
T )j
q
[b C(t1
T ; t2
T )][1 ¡ b C(t1
T ; t2
T )]
: (8)
An¶ e and Kharoubi (2003) also considered a more global measure of discrepancy given
by the Integrated Anderson-Darling statistic, IADAK,g i v e nb y
IADAK =
T X
t1=1
T X
t2=1
[e C(t1
T ; t2
T ) ¡ b C(t1
T ; t2
T )]2
[b C(t1
T ; t2
T )][1 ¡ b C(t1
T ; t2
T )]
: (9)
The statistics (8) and (9) emphasize deviations in the tails (the corners of the unit
square) by applying a weight function to (6) and (7). The weight function is
wAK =
1
q
[b C(t1
T ; t2
T )][1 ¡ b C(t1
T ; t2
T )]
: (10)
6The role of (10) in the case of the Gumbel copula with µ = 2 is illustrated in column 1
of Figure 1, where it is shown in perspective and by contours. However, this goal may be
better achieved by multiplying (6) and (7) by the weight function w1:
w1(
t1
T
;
t2
T
)=
1
q
[t1
T + t2
T ¡ b C(t1
T ; t2
T )][1 ¡ b C(t1
T ; t2
T )]
; (11)
which emphasizes just the points in the lower left (LL) and the upper right (UR) corners
(denoted by LL+UR). As explained in Section 3, we are estimating positive dependence.
The factors [t1
T + t2
T ¡ b C(t1
T ; t2
T )] and [1 ¡ b C(t1
T ; t2
T ) ]c o r r e s p o n dt ot h ec d fi nt h e" L "s h a p e d
areas located at the LL and the UR quadrants of the unit square. The role of this weight
function is illustrated in column 2 of Figure 1, again for the Gumbel copula.
Note that when using the functions introduced in (11), points in the LR quadrant,
in the UL quadrant, as well as those points in the middle will have the same lack of
in°uence on the resulting statistic, and this may be further improved. Accordingly, we
propose in (12) the redescending weight functions w2;¢(t1
T ; t2
T ), which assign more weight
to points located in the middle and in the LL corner, the UR corner, and in both corners,
respectively:
w2;LL(t1
T ; t2
T )=
q
1 ¡ t1
T ¡ t2
T + b C(t1
T ; t2
T )
w2;UR(t1
T ; t2
T )=
q
b C(t1
T ; t2
T )
w2(t1
T ; t2
T )=
q
1 ¡ t1
T ¡ t2
T +2¤ b C(t1
T ; t2
T )
: (12)
The weight function w2;LL(x;y) represents the square root of the probability mass (as
given by C) in the rectangle [x;1] £ [y;1 ] ,a n di ti n c r e a s e sf r o m0t o1a st h ep o i n t( x;y)
moves towards (1;1). The weight function w2;UR(x;y) represents the square root of the
probability mass in the rectangle [0;x] £ [0;y], and it increases from 0 to 1 as the point
(x;y)m o v e st o w a r d s( 0 ;0). The weight function w2(¢;¢), illustrated in column 3 of Figure
1, represents the square root of the sum of the above probabilities, and and possesses the
nice property of downweighting just points located at the LR and UL corners. As we will
see in Subsection 2.2, this weight function may be considered a smoothed version of the
hard weight function used by the WMLE. These weights are more natural since they all
are in (0;1), whereas those given by (11) are all greater than 1.
Figure 1 shows the three weight functions associated to the LL+UR case. We observe
that the weight function given by (10), in column 1, is too °at in the middle and gives
much more weight to LL when compared to UR. Our ¯rst proposed weight function (11),
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Figure 1: Perspective and contours of the weight functions designed to introduce robustness in
t h ec a s eo ft h eG u m b e lc o p u l aw i t hµ =2 . Column 1 shows (10), column 2, (11), and column 3
illustrates (12).
i l l u s t r a t e di nc o l u m n2 ,i sa ni m p r o v e m e n t ,s ince it enhances almost equally both the LL
and the UR corners, and does not emphasize the LR and the UL corners. The second
weight function proposed (12), illustrated in column 3, is even more promising because it
gives equal weights to the LL and UR corners and to the middle points, just downweighting
the points in LR and UL corners. The illustrations are similar for other copula models.
We now de¯ne robust variations of the Kolmogorov and of the Cram¶ er-Von Mises
statistics based on the proposed weight functions, (11) and (12). They are
AD1 =m a x
(
t1
T ;
t2
T )2L
je C(
t1
T
;
t2
T
) ¡ b C(
t1
T
;
t2
T
)j w1(
t1
T
;
t2
T
); (13)
AD2 =m a x
(
t1
T ;
t2
T )2L
je C(
t1
T
;
t2
T
) ¡ b C(
t1
T
;
t2
T
)j w2(
t1
T
;
t2
T
); (14)
IAD1 =
T X
t1=1
T X
t2=1
[e C(
t1
T
;
t2
T
) ¡ b C(
t1
T
;
t2
T
)]2 [w1(
t1
T
;
t2
T
)]2; (15)
8and
IAD2 =
T X
t1=1
T X
t2=1
[e C(
t1
T
;
t2
T
) ¡ b C(
t1
T
;
t2
T
)]2 [w2(
t1
T
;
t2
T
)]2: (16)
According to the copula type (possessing or not possessing tail dependence) one may
consider emphasizing just the LL or the UR quadrant. Thus we consider WMDE statis-
tics, based on variations of (13), (14), (15), and (16), and designed to emphasize just
the points in one or more of the corners. They are the Lower Left tail Anderson-Darling
(LLAD1 and LLAD2), the Upper Right tail Anderson-Darling (URAD1 and URAD2),
the Lower Left tail Integrated Anderson-Darling (LLIAD1 and LLIAD2), and the Upper
Right tail Integrated Anderson-Darling (URIAD1 and URIAD2). They are all based on
weights (11) and (12). For example,
LLAD1 =m a x
(
t1
T ;
t2
T )2L
je C(t1
T ; t2
T ) ¡ b C(t1
T ; t2
T )j
q
[t1
T + t2
T ¡ b C(t1
T ; t2
T )]
(17)
and
LLIAD2 =
T X
t1=1
T X
t2=1
[e C(
t1
T
;
t2
T
) ¡ b C(
t1
T
;
t2
T
)]2 ([1 ¡
t1
T
¡
t2
T
+ b C(
t1
T
;
t2
T
)]) : (18)
The de¯nitions of the other MDE statistics designed to emphasize just the points in
a selected corner, and based on variations of (13), (14), (15), and (16) are given here.
They are the Lower Left tail Anderson-Darling (LLAD2), the Upper Right tail Anderson-
Darling (URAD1 and URAD2), the Lower Left tail Integrated Anderson-Darling (LLIAD1
and LLIAD2), and the Upper Right tail Integrated Anderson-Darling (URIAD1 and
URIAD2).
LLAD2 =m a x
(
t1
T ;
t2
T )2L
je C(
t1
T
;
t2
T
) ¡ b C(
t1
T
;
t2
T
)j:(
r
[1 ¡
t1
T
¡
t2
T
+ b C(
t1
T
;
t2
T
)]) (19)
URAD1 =m a x
(
t1
T ;
t2
T )2L
je C(t1
T ; t2
T ) ¡ b C(t1
T ; t2
T )j
q
[1 ¡ b C(t1
T ; t2
T )]
(20)
URAD2 =m a x
(
t1
T ;
t2
T )2L
je C(
t1
T
;
t2
T
) ¡ b C(
t1
T
;
t2
T
)j:(
r
[b C(
t1
T
;
t2
T
)]) (21)
9LLIAD1 =
T X
t1=1
T X
t2=1
[e C(t1
T ; t2
T ) ¡ b C(t1
T ; t2
T )]2
[t1
T + t2
T ¡ b C(t1
T ; t2
T )]
(22)
URIAD1 =
T X
t1=1
T X
t2=1
[e C(t1
T ; t2
T ) ¡ b C(t1
T ; t2
T )]2
[1 ¡ b C(t1
T ; t2
T )]
(23)
URIAD2 =
T X
t1=1
T X
t2=1
[e C(
t1
T
;
t2
T
) ¡ b C(
t1
T
;
t2
T
)]2:([b C(
t1
T
;
t2
T
)]) (24)
Still more weight may be given to the tails if we consider second degree statistics. The
second degree statistics, denoted as LLAD12, LLAD22, URAD12, URAD22, LLIAD12,
LLIAD22, URIAD12 and URIAD22, use squared weights and are de¯ned as:
LLAD12 =m a x
(
t1
T ;
t2
T )2L
je C(t1
T ; t2
T ) ¡ b C(t1
T ; t2
T )j
[t1
T + t2
T ¡ b C(t1
T ; t2
T )]
(25)
LLAD22 =m a x
(
t1
T ;
t2
T )2L
je C(
t1
T
;
t2
T
) ¡ b C(
t1
T
;
t2
T
)j:([1 ¡
t1
T
¡
t2
T
+ b C(
t1
T
;
t2
T
)]) (26)
URAD12 =m a x
(
t1
T ;
t2
T )2L
je C(t1
T ; t2
T ) ¡ b C(t1
T ; t2
T )j
1 ¡ b C(t1
T ; t2
T )]
(27)
URAD22 =m a x
(
t1
T ;
t2
T )2L
je C(
t1
T
;
t2
T
) ¡ b C(
t1
T
;
t2
T
)j:(b C(
t1
T
;
t2
T
)]) (28)
LLIAD12 =
T X
t1=1
T X
t2=1
[e C(t1
T ; t2
T ) ¡ b C(t1
T ; t2
T )]2
[t1
T + t2
T ¡ b C(t1
T ; t2
T )]2 (29)
LLIAD22 =
T X
t1=1
T X
t2=1
[e C(
t1
T
;
t2
T
) ¡ b C(
t1
T
;
t2
T
)]2:([1 ¡
t1
T
¡
t2
T
+ b C(
t1
T
;
t2
T
)]2) (30)
URIAD12 =
T X
t1=1
T X
t2=1
[e C(t1
T ; t2
T ) ¡ b C(t1
T ; t2
T )]2
[1 ¡ b C(t1
T ; t2
T )]2 (31)
URIAD22 =
T X
t1=1
T X
t2=1
[e C(
t1
T
;
t2
T
) ¡ b C(
t1
T
;
t2
T
)]2:([b C(
t1
T
;
t2
T
)]2) (32)
102.2 The robust weighted maximum likelihood estimates (WMLE)
Robust high breakdown point estimates of multivariate location and covariance matrix
are known as e±cient exploratory tools for outliers identi¯cation. We therefore introduce
here an estimation method for copulas in two steps, where points identi¯ed as atypical in
the ¯rst one, are given zero weights in a subsequent maximum likelihood procedure.
As anticipated in the Introduction, many high breakdown point estimators of multi-
variate location and scatter may be used in the preliminary phase. We chose those already
implemented in the free R software. They are the Minimum Covariance Determinant es-
timator of Rousseeuw (1985), the robust estimator based on projections of Stahel-Donoho
(Stahel, 1981 and Donoho, 1982), and the Rocke's constrained M-estimator based on the
S-estimator (Rocke, 1996).
At this ¯rst step we are not concerned with e±ciency. The goal is to identify points
which seem not to follow the dependence structure de¯ned by the majority of the points.
Identi¯cation of points is based on the Mahalanobis distances computed using robust
estimates of covariance and location, being the cuto® point the 0:975-quantile of a chi-
square random variable with 2 degrees of freedom. Points with robust distances greater
than the cuto® are identi¯ed as atypical and are given zero weight. In the second step we
obtain the maximum likelihood estimates b µ of copula parameters µ, using just those data
points assigned weights equal to one.
When one is interested in the identi¯cation of potential outliers, the robust distances
obtained in step one may be used. See application in Section 4 and discussion in Section
5.
3 Simulations
In this section we report the results from simulation experiments carried out to assess
the performance of the proposed estimators. The copula families are those implemented
in the S-Plus software. Our selection consistso f1 1c o p u l af a m i l i e sf r e q u e n t l yu s e di n
applications. They are given in Appendix 2.
All computations and data generation made use of S-Plus 7.0 functions running in
a Windows platform. The robust estimator of scatter used in the simulations was the
Donoho-Stahel projection based estimator. As explained in the help ¯le of the R package
(see Maronna and Yohai, 1995), the algorithm shows convergence to good solutions with
a modest amount of computation from a non-robust starting point. For each experiment
considered we compute the MLE,t h eWMLE,a n da l l2 4WMDE estimates, and report
their mean value and mean-squared error.
11We considered ²-contaminated models, where a proportion ² of observations were re-
placed by atypical ones generated from a contaminating distribution F¤.W es e t² equal
to 0% , 5%, and 10%, and F¤ as the bivariate normal distribution with correlation coef-
¯cient ½ =0 :00 and very small variances, acting as a point mass contamination. There
were 5 possibilities for the location of the contaminating distribution F¤: the center of
the unit square and the regions nearby the 4 corners. Contaminated data generation was
monitored such that points falling outside the unit square were discarded. Of course,
many other contamination schemes are possible. The way our experiments were designed
covered the worst possible contaminating scenarios.
Copula estimation in S-Plus is restricted to the cases of positive dependence. For the
sake of comparisons, for all copula models we set µ such that corresponding Kendall's ¿
correlation coe±cient would be equal to 0:50. Three sample sizes (50, 100, and 300) were
considered, adding up to a total of 363 experiments. The number of repetitions for each
one was 1000. In addition, we carried out experiments based on other µ values such that
¿ =0 :25 and ¿ =0 :00. These cases are either shown in the tables or commented.
We now discuss the simulation results. In the tables that follow we show the results
for small (50) and large (300) samples, since the results for moderate and large samples
are very similar. We report the mean value and the MSE for the MLE,t h eWMLE,a n d
for the 3 best (smaller MSE) WMDE estimators. We analyze in detail the results for
the Clayton and the Normal copulas, and discuss the ¯ndings for the other copula families
considered. Summary of results for all copula models are given in Table 5. The full tables
containing results from all experiments are available from the authors upon request.
Clayton copula: T a b l e s1a n d2s h o wt h er e s u l t sf o rµ =2 :00;0:667;0:00, sample sizes
of 50 and 300, ² =0 :00 and 0:10, at all contamination locations. General comments: As
expected, accuracy and precision of all estimators increase with sample size. We have here
av e r yn i c er e s u l t ,s i n c ew ea r ea b l et oc h o o s ea noverall winner, despite the sample size,
contamination location, and strength of dependence. It is the Second Degree Lower Left
Tail Integrated Anderson-Darling statistic based on weights w1,t h eLLIAD12, signed with
an asterisk (¤) in the tables. Its ¯rst degree version, the LLIAD1, occupies the second
position, and it is almost as good as the winner. Note that the Clayton copula possesses
positive ¸L. For large samples, the WMLE is almost as good as the WMDE winner,
specially when the contaminating data clearly do not follow the pattern of the majority
of data (LR and UL corners).
(i) Under no contamination: All procedures showed reasonable accuracy. The three best
WMDEestimates seem to be as good as the MLE. This is more evident as the sample size
gets larger and the strength of dependence gets smaller. There is no signi¯cant di®erence
12among the three best WMDE estimators, and winner is the LLIAD12.S e et o pb l o c ko f
Table 1.
(ii) Under 10% contamination: Again, the LLIAD12 may be chosen as the winner. There
is only one case where the LLIAD12 occupies the fourth position, when the contamination
is close to the LL corner and the sample size is small. For this experiment the ¯rst position
is occupied by the LLIAD1. It is worth noting how biased the MLE becomes when the
contamination location is the lower right or the upper left corners.
Normal copula: Table 3 shows the results for ½ =0 :7007 (¿ =0 :50) and ½ =0 :00
(¿ =0 :00), sample sizes of 50 and 300, ² =0 :00 and 0:10, at all contamination locations.
Again, the e±ciency of estimators increase with sample size.
(i) Under no contamination: The MLE is the best estimator. However, the WMDE
estimator IAD1 shows up as a good option under the set ups considered.
(ii) Under contaminations: For small samples, when the contaminating points strengthen
the true orientation of dependence (LL and UR locations), the best option is still the
MLE. Even though we can ¯nd an WMDE almost as good, we cannot elect an overall
WMDE winner. However, when the contamination location is either the LR or the UL,
the best option is the WMLE,s i n c et h eMLE is completely non sense and the WMDE
estimates are severely biased. The large samples results indicate that the MLE is the one
which bene¯ts most of the large number of observations, becoming less biased. The bias
and variability of the WMLE and WMDE also improve. Note that the Normal copula
does not possess tail dependence.
In summary, in the case of the Normal copula, if one knows there is no contaminations,
one should use the MLE. If one is not sure if there is or there is not contaminations we
would suggest: (a) for large samples and/or weak dependence the choice is the IAD1;( b)
for small samples and dependent data, one should compare the MLE and the WMLE
estimates. If they disagree on more that 10% value, the best option is the WMLE.
Frank copula:
(i) Under no contamination: the MLE is the best estimator. However, the WMDE
IAD1 showed excellent performance. Under weaker dependence (¿ =0 :25) the WMDE
estimator IAD2 may also be considered a very good alternative.
(ii) Under contaminations: For small and large samples, the MLE is an extremely biased
estimator when the contamination is in either the LR and UL corners. In these loca-
tions WMLE, URAD1 and IAD1 presented good performance. Unfortunatelly we were
not able to choose an overall winner. The practioner should always compare the MLE,
WMLE, URAD1, IAD1,a n dLLIAD1 estimates. If they disagree on more than 10%,
13the data should be checked for outliers.
Galambos copula: For the Galambos copula we were able to select an overall winner,
the WMDE estimator URAD1.
(i) Under no contamination: The MLE and the WMDE estimator URAD1 provided
similar results under all simulation experiments considered.
(ii) Under contaminations: For small and large samples the MLE is extremely biased
when the contamination is in the lower right or upper left corners. For these locations
WMLE and URAD1 present very good performance. URAD1 is also a good estimator
when the contaminated points are in the center and in the lower left corners. For weaker
dependence one may choose the URIAD1 as well as the URAD12.
14Table 1: Clayton ²-contaminated copula models: Mean and mean squared error (MSE)o ft h e
MLE, WMLE,a n dt h e3b e s tWMDE estimates from 1000 simulations.
No contamination: ² =0 :00
Sample size = 50; µ =2 :00, ¿ =0 :50
Estimator MLE WMLE LLAD1
¤LLIAD12 ADAK
Mean(MSE) 1.868(0.27) 1.973(0.50) 1.834(0.34) 1.961(0.38) 1.852(0.39)
Sample size = 300; µ =2 :00, ¿ =0 :50
Estimator MLE WMLE ¤LLIAD12 LLIAD1 LLIAD22
Mean(MSE) 1.942(0.04) 2.076(0.07) 1.991(0.05) 2.005(0.06) 2.000(0.06)
Sample size = 50; µ =0 :667, ¿ =0 :25
Estimator MLE WMLE ADAK
¤LLIAD12 LLAD1
Mean(MSE) 0.614(0.09) 0.645(0.11) 0.701(0.09) 0.665(0.09) 0.706(0.10)
Sample size = 50; µ =0 :00, ¿ =0 :00
Estimator MLE WMLE ¤LLIAD12 URAD12 LLAD22
Mean(MSE) 0.031(0.01) 0.030(0.01) 0.070(0.02) 0.073(0.02) 0.080(0.02)
Contamination: ² =0 :05 Sample size = 50; µ =2 :00, ¿ =0 :50
Contamination location : Center
Estimator MLE WMLE LLAD1
¤LLIAD12 ADAK
Mean(MSE) 1.985(0.38) 2.051(0.89) 1.822(0.35) 1.914(0.40) 1.874(0.43)
Contamination location : LL
Estimator MLE WMLE ¤LLAD1 ADAK AD1
Mean(MSE) 2.338(0.37) 2.612(0.25) 2.246(0.41) 2.261(0.48) 2.396(0.62)
Contamination location : LR
Estimator MLE WMLE AD2
¤LLIAD12 LLAD1
Mean(MSE) 0.218(3.20) 1.902(0.49) 0.650(1.87) 0.659(1.96) 0.612(1.97)
Contamination location : UR
Estimator MLE WMLE LLAD1 LLAD2
¤LLIAD12
Mean(MSE) 1.077(1.00) 1.081(1.07) 1.986(0.36) 2.072(0.45) 2.166(0.47)
Contamination location : UL
Estimator MLE WMLE AD2 AD1
¤LLIAD12
Mean(MSE) 0.218(3.20) 1.903(0.47) 0.649(1.88) 0.611(1.97) 0.656(1.97)
15Table 2: Continued: Results for Clayton ²-contaminated copula models.
Contamination ² =0 :05 Sample size = 300; µ =2 :00, ¿ =0 :50
Contamination location : Center
Estimator MLE WMLE ¤LLIAD12 LLIAD22 LLIAD1
Mean(MSE) 1.963(0.04) 2.098(0.09) 1.987(0.05) 1.991(0.06) 2.001(0.06)
Contamination location : LL
Estimator MLE WMLE LLIAD1
¤LLIAD12 LLIAD2
Mean(MSE) 2.019(0.03) 2.180(0.10) 2.137(0.08) 2.167(0.08) 2.135(0.08)
Contamination location : LR
Estimator MLE WMLE AD2 K ¤LLIAD1
Mean(MSE) 1.466(0.30) 2.062(0.07) 1.735(0.12) 1.726(0.13) 1.698(0.13)
Contamination location : UR
Estimator MLE WMLE ¤LLIAD12 LLIAD22 LLIAD2
Mean(MSE) 1.647(0.16) 1.724(0.12) 2.019(0.05) 2.018(0.06) 2.038(0.06)
Contamination location : UL
Estimator MLE WMLE AD2
¤LLIAD12 IAD2
Mean(MSE) 1.468(0.30) 2.061(0.07) 1.745(0.12) 1.708(0.13) 1.715(0.13)
Contamination ² =0 :05 Sample size = 50; µ =0 :667, ¿ =0 :25
Contamination location : Center
Estimator MLE WMLE ADAK
¤LLIAD12 LLAD1
Mean(MSE) 0.648(0.11) 0.687(0.17) 0.707(0.09) 0.659(0.10) 0.707(0.10)
Contamination location : LL
Estimator MLE WMLE 2URAD1 2URIAD2
¤LLIAD12
Mean(MSE) 1.073(0.24) 1.209(0.47) 0.012(0.43) 1.064(0.44) 1.123(0.44)
Contamination location : LR
Estimator MLE WMLE ¤LLIAD12 2LLIAD2 IADAK
Mean(MSE) 0.051(0.39) 0.308(0.32) 0.406(0.23) 0.206(0.24) 0.195(0.25)
Contamination location : UR
Estimator MLE WMLE 2LLIAD2
¤LLIAD12 LLAD2
Mean(MSE) 0.237(0.23) 0.276(0.21) 0.761(0.13) 0.808(0.13) 0.802(0.14)
Contamination location : UL
Estimator MLE WMLE 2LLIAD2 IADAK
¤LLIAD12
Mean(MSE) 0.045(0.39) 0.300(0.31) 0.192(0.25) 0.185(0.25) 0.426(0.26)
16Table 3: Normal ²-contaminated copula models: Mean and mean squared error (MSE)o ft h e
MLE, WMLE,a n dt h e3b e s tWMDE estimates from 1000 simulations.
No contamination: ² =0 :00
Sample size = 50; ½ =0 :7007, ¿ =0 :50
Estimator MLE WMLE AD1 IADAK
¤IAD1
Mean(MSE) 0.702(0.004) 0.734(0.006) 0.688(0.007) 0.696(0.007) 0.685(0.008)
Sample size = 300; ½ =0 :7007, ¿ =0 :50
Estimator MLE WMLE IADAK
¤IAD1 W
Mean(MSE) 0.700(0.001) 0.722(0.001) 0.699(0.001) 0.697(0.001) 0.699(0.001)
Sample size = 50; µ =0 :00, ¿ =0 :00
Estimator MLE WMLE ¤IAD1 W LLIAD1
Mean(MSE) 0.002(0.019) 0.006(0.024) 0.003(0.020) 0.004(0.020) -0.001(0.021)
Contamination: ² =0 :05 Sample size = 50; ½ =0 :7007, ¿ =0 :50
Contamination location : Center
Estimator MLE WMLE IAD1 IADAK ADAK
Mean(MSE) 0.726(0.004) 0.776(0.011) 0.688(0.008) 0.691(0.008) 0.691(0.009)
Contamination location : LL
Estimator MLE WMLE URIAD12 URAD1 URIAD1
Mean(MSE) 0.751(0.005) 0.805(0.015) 0.734(0.007) 0.730(0.007) 0.754(0.008)
Contamination location : LR
Estimator MLE WMLE AD2 AD1 IADAK
Mean(MSE) 0.072(0.397) 0.759(0.006) 0.400(0.093) 0.392(0.097) 0.368(0.114)
Contamination location : UR
Estimator MLE WMLE LLIAD12 LLAD1 ADAK
Mean(MSE) 0.750(0.005) 0.806(0.015) 0.727(0.007) 0.724(0.008) 0.726(0.008)
Contamination location : UL
Estimator MLE WMLE AD2 AD1 LLAD2
Mean(MSE) 0.025(0.457) 0.751(0.003) 0.421(0.082) 0.411(0.089) 0.386(0.105)
17Table 4: Continued: Normal ²-contaminated copula models: Mean and mean squared error (MSE)
of the MLE, WMLE,a n dt h e3b e s tWMDE estimates from 1000 simulations.
Contamination: ² =0 :05 Sample size = 300; ½ =0 :7007, ¿ =0 :50
Contamination location : Center
Estimator MLE WMLE IADAK
¤IAD1 IAD2
Mean(MSE) 0.704(0.001) 0.728(0.002) 0.699(0.001) 0.697(0.001) 0.697(0.001)
Contamination location : LL
Estimator MLE WMLE ¤IAD1 URIAD1 IAD2
Mean(MSE) 0.709(0.001) 0.733(0.002) 0.712(0.001) 0.709(0.001) 0.711(0.001)
Contamination location : LR
Estimator MLE WMLE URIAD12 URAD1 URIAD1
Mean(MSE) 0.536(0.028) 0.718(0.001) 0.655(0.004) 0.650(0.004) 0.649(0.004)
Contamination location : UR
Estimator MLE WMLE IADAK LLIAD1
¤IAD1
Mean(MSE) 0.709(0.001) 0.733(0.002) 0.711(0.001) 0.709(0.001) 0.713(0.001)
Contamination location : UL
Estimator MLE WMLE AD2 AD1 IAD2
Mean(MSE) 0.537(0.027) 0.719(0.001) 0.660(0.003) 0.652(0.004) 0.651(0.004)
Gumbel copula:
(i) Under no contamination: The MLE is the best estimator, but is followed closely by
the IAD1.
(i) Under contaminations: for both sample sizes and both values of ¿,t h eMLE presented
a huge bias when contaminations were located at the LR and UL corners. In these
situations the WMLE was very accurate. The AD1 showed a very nice performance,
except in the case that contamination was close to the LL corner. In this case best option
is the URAD1.
Husler Reiss copula:
(i) Under no contamination: For both sample sizes, the MLE is the best estimator.
(ii) Under contaminations: For both sample sizes the WMLE had a bad performance.
Again, when the contaminating points were located at the LR and UL corners, the MLE
presented a huge bias. In practice, we would suggest that whenever the URAD1,t h eIAD1
and the URAD12 estimates disagree from the MLE,t ou s et h eWMDE estimators. This
is also the recommendation in the case of weaker dependence, when the IAD1 should be
preferred.
Joe copula:
(i) Under no contamination: The MLE is the best estimator. However, we found the
18WMDE estimator URAD1 as a good alternative under all simulation experiments con-
sidered.
(ii) Under contaminations: For small and large samples the MLE did not show a good
performance. Better choices are the URAD1, for small samples, and URIAD12,f o rl a r g e
samples.
BB4 copula: Overall winner is LLAD1.
(i) Under no contamination: The MLE is not the best estimator. The WMLE and
LLAD1 presented best performance for both sample sizes.
(ii) Under contaminations: in general, the best options are LLAD12 and LLAD1.H o w -
ever, when the contaminating points are in the lower left corner, the MLE and WMLE
present good performance.
BB5 copula: Overall winner is URIAD12.
(i) Under no contamination: The MLE presented a good performance, but URIAD12
and IAD1 also presented a low MSE.
(ii) Under contaminations: For both sample sizes the best estimators are URIAD12 and
URAD1.T h eAD1 also showed a good performance in some experiments. The WMDE
estimators LLIAD1, LLIAD12 provided good results, specially when the contamination
i sl o c a t e di nt h eu p p e rr i g h tc o r n e r .
BB6 copula:
(i) Under no contamination: for ¿ =0 :50, the best options are the URIAD12 and
URIAD22 estimators. However, when the ¿ =0 :25, URAD1 is the winner for both
sample sizes.
(ii) Under contaminations: For small and large samples, the URAD1 and the URIAD12,
respectively, presented good performance.
Tawn copula:
(i) Under no contamination: for small samples URAD1 obtained the lowest MSE.F o r
large samples, the winner was URIAD12.
(ii) Under contaminations: For small samples, except when the contamination is in the
upper right corner, the best estimator was the URAD1. For large samples, the overall
winner is URIAD12.
Table 5 presents a summary of results for all copula models. The table gives the win-
ner(s) under no contaminations, and for the contaminated models. The results typically
do not depend on the sample size and on the strength of dependence. The e±ciency of
all estimators increase with sample size. We may say that when ¯tting copulas possess-
19ing upper tail dependence, one should use the upper right (UR) versions of the AD or
IAD estimators. The lower left (LL) versions of the same WMDE estimators should be
the preferred for copulas possessing lower tail dependence. Finally, when ¯tting elliptical
copulas or those possessing no tail dependence, one could select the WMLE or the IAD1
estimators.
Table 5: Summary of results from simulations. Winners under no contaminations and at the
contaminated models.
Copula Copula type ¸L ¸U No contamination Contamination
Small SS | Large SS Small SS | Large SS
Clayton Archimedean
p
MLE | LLIAD12 LLIAD12 or LLIAD1
Normal Elliptical MLE | IAD1 WMLE
Frank Archimedean MLE or IAD1 MLE or WMLE or IAD1 or URAD1
Galambos EV
p
MLE or URAD1 URAD1
Gumbel Archimed./EV
p
MLE or IAD1 WMLE or AD1 or URAD1
Husler-Reiss Archimedean
p
MLE IAD1 or URAD1 or URAD12
Joe Archimedean
p
MLE or URAD1 URAD1 | URIAD12
BB4 Archimax
pp
LLAD1 LLAD1
BB5 EV
p
MLE or URIAD12 URIAD12
BB6 Archimedean
p
URAD1 or URIAD12 URAD1 or URIAD12
Tawn Archimedean
p
URAD1 or URIAD12 URAD1 or URIAD12
Notation in table: SS, Sample Size.
4 Real data
In this section we apply the robust methods proposed to estimate the dependence structure
of a small data set, with only 20 points, previously used in Rousseeuw and Leroy (1987).
It is the Woodmod data set on Wood Speci¯c Gravity from the S-PLUS robustness library.
According to the data help ¯le, the columns 1 and 2, and the columns 4 and 5 both have
a small group of 4 two dimensional outliers in one of their corners. Both sets of outliers
are not visible when viewing the data along a single dimension.
We use the columns 1 and 2, which are, respectively, the number of ¯bers per square
milimeter in Springwood (coded by dividing by 1000), and the number of ¯bers per
square milimeter in Summerwood (coded by dividing by 10000). The Pearson correla-
tion coe±cient for these data is ¡0:1416. After inspecting the univariate data we de-
cided to use the empirical distribution function to obtain the pseudo Uniform(0;1) data
(u1;v 1);¢¢¢(u20;v 20). The transformed data do not show evidence of tail dependence. Our
20copula choice was the Normal. Note that the correlation coe±cient for the transformed
data with and without the 4 outliers are, respectively, ¡0:1203 and 0:7147.
According to our simulation results we should apply the WMLEmethod. For the sake
of comparisons we also computed the IAD1 and the MLE.T h eMLE estimate is ¡0:13,
computed using (u1;1¡v1);¢¢¢(u20;1¡v20). The WMLEresulted in a estimate of 0:3003,
with standard error of 0:2182. The IAD1 could not handle the 20% of contamination and
provided an under-estimated value of ¡0:007. It is interesting to note that outliers were
correctly identi¯ed using the weights provided by the robust covariance estimator.
5 Discussions
When ¯tting copula models to real data the analy s tf a c e s( a tl e a s t )t w oc r i t i c a lp r o b l e m s .
The ¯rst one is the choice of the parametric family, the second, the choice of estimation
method. Graphical inspection of the data and a mix of theoretical background and expe-
rience helps him/her solving the ¯rst problem. The second problem is usually neglected
and most practitioners just apply the maximum likelihood procedure. However, even high
quality data present a small proportion of contaminating points. In this paper we proposed
two classes of robust estimators for copulas, aiming to provide guidance when modeling
real data.
The ¯rst type of robust estimator proposed is based on the minimization of selected
goodness of ¯t statistics. Some well known \distance" based statistics are weighted to
introduce robustness, giving rise to 24 di®erent estimators. The second proposal is a two-
step procedure, where the weights returned by a robust covariance estimator are used to
identify outlying data points. To these points are assigned zero weights, and the maximum
likelihood estimates based on reduced data (WMLE) are computed in the second step. We
note that extreme atypical points are of great importance and require further investigation
in order to be labeled outliers. When the interest is the identi¯cation of potential outliers,
the robust distances obtained in step one may be used. Both methods may be extended
for estimating high dimensional data. The WMDE statistics will depend on a de¯nition
of the empirical copula for dimensions large than two.
We considered simulation experiments to assess the performance of the estimators pro-
posed under ²-contaminated copula models. We considered 11 parametric copula families,
contaminated with some proportions of gross errors. For any other copula family not con-
sidered here, the simulations experiments may be easily implemented and run relatively
fast.
The experiments indicated that some of the proposed estimators perform well despite
of the proportion of contamination. Under no-contamination we always were able to ¯nd
21a WMDE estimator as good as the MLE. At the contaminated models the robust esti-
mators proposed always presented a superior performance. The results typically do not
depend on the sample size and on the strength of dependence. The e±ciency of all estima-
tors increase with sample size. We may say that when ¯tting copulas possessing upper tail
dependence, one should use the upper right (UR) versions of the AD or IAD estimators.
The lower left (LL) versions of the same WMDE estimators should be the preferred for
copulas possessing lower tail dependence. Finally, when ¯tting elliptical copulas or those
possessing no tail dependence, one could select the WMLE or the IAD1 estimators. It
seems that copula is not determinant when ¯nding the more robust estimator, but if it
posses lower or upper tail dependence.
We should note we considered small proportions of contaminations. We do not know
how the WMDE estimators would perform under large proportions of contaminations.
In addition, the results concerning the WMLE may change with the robust covariance
estimator used. We recommend using the Donoho-Stahel estimator. Since we considered
no-contaminated scenarios, another result of this paper is the performence of the MLE
estimators for copula parameters at small and large samples.
Our procedures may be used in practice for outliers identi¯cation. Given data set
and having chosen the parametric copula family (note that we do not address the di±cult
problem of selecting the right copula for a given data), one may compute the best WMDE
estimator, as well as the WMLE and the MLE. Whenever the robust estimates di®er
substantially from the MLE, one should the robust distances provided by the WMLE to
identify outlying points. After deciding if those points are or are not outliers, the analyst
should keep either the robust or the classical estimates.
We provided an application using real data, which, actually emphasized the problem
of choosing a copula family for some dataset at hand. Theoretical considerations and
graphical inspection helped deciding which copula families to consider, and our simulations
results suggested which robust estimator to use. We also computed the MLE,f o l l o w i n g
a well known rule of thumb: \Always compare a classical and a robust ¯t".
Appendices
Appendix 1: Copula families
Normal Copula. The Gaussian or normal copula is the copula associated to the multivariate normal
distribution, and belongs to the class of elliptical copulas. It is given by
CGa
µ (u;v)=
Z Á
¡1(u)
¡1
Z Á
¡1(v)
¡1
1
2¼(1 ¡ µ2)
1=2 exp(¡
s2 ¡ 2µst+ t2
2(1 ¡ µ2)
)dsdt (33)
22where µ is simply the linear correlation coe±cient between the two random variables.
BB1 copula. 2-parameter family given in Joe (1997). It is given by
C
µ;±
BB1(u;v)=( 1+[ ( u¡µ ¡ 1)± +( v¡µ ¡ 1)±]1=±)¡1=µ (34)
where µ>0a n d± ¸ 1. The tail dependence coe±cients are given by ¸L =2 ¡1=(±µ) and ¸U =
2¡21=±. The Kimeldorf and Sampson copula (KS) is a special case of the BB1 copula when ± =1 .
Gumbel copula: The well known Gumbel copula (Gumbel, 1960) is an Extreme Value copula as
well as an Archimedean copula. It is the dependence structure corresponding to the symmetric
logistic model (see Ghoudi, Khoudraji and Rivest, 1998), and has the following form:
Cµ
Gu(u;v)=e x p
n
¡
¡
e uµ + e vµ¢1=µo
; (35)
for µ ¸ 1. The coe±cient of tail dependence is given by ¸U =2¡ 21=µ.
Galambos copula: Galambos copula (Galambos, 1975) is an Extreme Value copula:
Cµ
Gal(u;v)=uv exp([(¡logu)¡µ +( ¡logv)¡µ]¡1=µ) (36)
for µ ¸ 0. It has upper tail dependence given by ¸U =2¡ 21=µ.
Joe copula: The Joe copula (Joe, 1993) is an Archimedean copula and has the form
Cµ
Joe(u;v)=1¡ [(1 ¡ u)µ +( 1¡ v)µ ¡ (1 ¡ u)µ(1 ¡ v)µ]1=µ (37)
where µ ¸ 1. The upper tail dependence coe±cient is given by ¸U =2¡ 21=µ.
Husler Reiss copula: The Husler and Reisss copula (Husler and Reiss, 1989) is an Extreme Value
copula given by
Cµ
HR(u;v)=e x p ( ¡^ u©[
1
µ
+
1
2
µlog(
u
v
)] ¡ ^ v©[
1
µ
+
1
2
µlog(
u
v
)]) (38)
where ^ u = ¡logu,^ v = ¡logv, µ ¸ 0 and © is the cdf of a standard normal. It has upper tail
dependence is given by ¸U =2¡ 2©(1=µ).
Frank copula: The Frank copula (Frank, 1979) is an Archimedean copula given by:
Cµ
Fra(u;v)=¡µ¡1 log(
´ ¡ (1 ¡ e¡µu)(1 ¡ e¡µv)
´
) (39)
where µ>0a n d´ =1¡ e¡µ. For the Frank copula, ¸L = ¸U =0 .
Tawn copula: The Tawn copula (Tawn, 1988, 1997) is an Extreme Value and an asymmetric
extension of the Gumbel copula. An extreme value copula has the form
23C(u;v)=e x p
·
log(uv)A(
log(u)
log(uv)
)
¸
(40)
where A(t) is the dependence function. For the Tawn copula
A(t)=1¡ ¯ +( ¯ ¡ ®)t +[ ®µtµ + ¯µ(1 ¡ t)µ]1=µ (41)
where 0 · ®, ¯ · 1a n dµ ¸ 1.
BB4 copula: Cap¶ eraµ a et al. (2000) combined EV and Archimedean copula classes into a single
class called Archimax copulas. The Archimax copulas are copulas which can be represented in the
following form:
C(u;v)=Á¡1[(Á(u)+Á(v))A(
Á(u)
Á(u)+Á(v)
)] (42)
where A(t) is a valid dependence function and Á a valid Archimedean generator. Archimax copulas
reduce to Archimedean copulas for A(t) = 1 and to EV copulas for Á(t)=¡log(t). Cap¶ eraµ ae ta l .
(2000) proved that it is a valid copula for any combination of valid function Á(t)a n dA(t). BB4
copula is a example of this class of copula with: Á(t)=t¡µ¡1a n dA(t)=1¡(t¡±+(1¡t)¡±)¡1=±.
The distribution function is given by:
C
µ;±
BB4(u;v)=( v¡µ + u¡µ ¡ 1 ¡ [(u¡µ ¡ 1)¡± +( v¡µ ¡ 1)¡±]¡1=±)¡1=µ (43)
where µ ¸ 0, ±>0. The upper tail dependence coe±cient is given by ¸U =2 ¡1=±.
BB5 copula: BB5 copula (Joe, 1997), an EV copula, is a two-parameter extension of the Gumbel
copula and has the form of:
C
µ;±
BB5(u;v)=e x p ( ¡[^ uµ +^ vµ ¡ (^ u¡µ± +^ v¡µ±)¡1=±]1=µ) (44)
where ^ u = ¡logu,^ v = ¡logv, ±>0a n dµ ¸ 1.
BB6 copula: BB6 copula (Joe, 1997), an Archimedean copula, has the form of:
C
µ;±
BB6(u;v)=1¡ (1 ¡ exp(¡[(¡log(1 ¡ (1 ¡ u)µ))± +( ¡log(1 ¡ (1 ¡ v)µ))±]1=±)1=µ) (45)
where µ ¸ 1a n d± ¸ 1.
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