Accurate absolute properties have been determined for the eclipsing triple star CO And (F8+F8) based on extensive differential photometry obtained by three robotic observatories and CfA spectroscopy. The eclipsing binary star orbit is circular with a period of 3.655 days. The triple nature of this system is revealed by more than a century of timings of minimum light, and by the presence of third light in the photometric orbits. The masses of the eclipsing pair are 1.289 ± 0.007 and 1.264 ± 0.007 solar masses, and the corresponding radii are 1.727 ± 0.021 and 1.694 ± 0.017 solar radii. These stars are synchronously rotating and are near the end of their main-sequence phase, at an age of about 3.6 Gyr. The much fainter widely separated third body appears to have a mass of about 0.8 solar masses. The distance to the system is 377 ± 25 pc.
INTRODUCTION
The photometric variability of CO And (BD +46
• 281, TYC 3268-398-1; α = 01 h 11 m 24. s 83, δ = +46
• 57 49. 3, J2000.0; Sp F8+F8 V, V = 10.70-11.22) was announced by Geyer et al. (1955) from photographic measures, with the notation that it might be an eclipsing variable star. Shortly thereafter, Grigorewski (1956) measured times of four minima photographically and gave an eclipse ephemeris with a period of 11.0436 days. The Bamberg observers published their own times of eclipse (Reim 1957) and found a period of 1.827633 days. Dates of minima predicted on this basis were then measured photographically, visually, and with CCD detectors. Lacy guessed in 2002 December that the true period was probably twice this value since there was no sign of a secondary eclipse in his accurate differential photometry obtained with the URSA WebScope (Lacy 2003a) , and later CfA spectroscopic work (below) has confirmed that the true orbital period is almost exactly twice the Reim (1957) value. In 2003, Charbonneau and collaborators began monitoring selected star fields looking for transits of exoplanets similar to those of HD 209458b. One of the fields that was measured serendipitously contained CO And. The positional coincidence was discovered in 2004 December, and we were able to extract very accurate photometry of the eclipsing binary star measured by the Sleuth telescope, part of the Trans-Atlantic Exoplanet Survey (O'Donovan et al. 2004 ). The combination of photometric and spectroscopic analyses of our accurate data enables the determination of precise absolute properties of the component stars and provides strong constraints on theories of stellar evolution.
OBSERVATIONS AND REDUCTIONS

Differential Photometric Observations
Our photometric work on CO And began in 2001 and is based on observations obtained with three robotic instruments: the URSA WebScope at Kimpel Observatory (Lacy et al. 2001 ) on the campus of the University of Arkansas, the NFO WebScope at the NF/ Observatory (NFO; Grauer et al. 2008 ) near Silver City, NM, and the Sleuth telescope (O'Donovan et al. 2004) in California.
Kimpel Observatory (http://ursa.uark.edu) consists of a Meade 10 inch f/6.3 LX-200 telescope with a Santa Barbara Instruments Group ST8 CCD camera (binned 2 × 2 to produce 765 × 510 pixel images with 2.3 arcsec 2 pixels) inside a Technical Innovations Robo-Dome, and controlled automatically by an Apple Macintosh G4 computer. The observatory is located on top of Kimpel Hall on the Fayetteville campus of the University of Arkansas, with the control room directly beneath the observatory inside the building. Exposures of 60 or 120 s made through a Bessell V filter (2.0 mm of GG 495 and 3.0 mm of BG 39) were read out and downloaded by ImageGrabber (camera control software written by J. Sabby) to the control computer over a 30 s interval, then the next exposure was begun. The observing cadence was therefore about 90-150 s per observation. The variable star would sometimes be monitored continuously for 4-6 hr. CO And was observed by URSA on 104 nights during parts of nine observing seasons from 2001 December 2 to 2009 February 22. The total number of URSA observations is 5941. The frames were analyzed by a virtual measuring engine application written by Lacy that flat-fielded the images, automatically located the variable and comparison stars in the image, measured their brightnesses, subtracted the corresponding sky brightness, and corrected for the differences in airmass between the stars. Extinction coefficients were determined nightly from the comparison star measurements. They averaged 0.25 mag airmass −1 . CO And is TYC 3268-0398-1. The comparison stars were TYC 3268-0400-1 (comp; V T = 10.31, B T − V T = +1.24) as listed in the Tycho-2 Catalog; = Høg et al. 2000) , and TYC 3268-0958-1 (ck; V T = 11.38, B T − V T = +1.44). In measuring the URSA images, a square aperture with 30 arcsec sides was used. Both comparison stars are within 10 arcmin of the variable star (var). The comparison star magnitude differences (comp-ck) were constant at the level of 0.004 mag (standard deviation within a night), and 0.013 mag for the standard deviation of the nightly mean magnitude difference. The URSA differential magnitude (var-comp) of the variable star was referenced only to the magnitude of the comparison star, comp. The resulting 5941 URSA V magnitude differences (var-comp) are listed in Table 1 (without any nightly corrections) and plotted in Figures 1-3 (after the nightly corrections discussed below have been applied). The eclipse depths are 0.476 mag for the primary and 0.475 mag for the secondary. The precision of the raw variable star differential magnitudes is about 0.012 mag. Another telescope we used is the NFO WebScope, a refurbished 24 inch Group 128 Cassegrain reflector with a 2k × 2k Kodak CCD camera, located near Silver City, NM. Observations consisted of 120 s exposures through a Bessell V filter. CO . The same comparison stars as those of the URSA telescope were used. In measuring the NFO images, a square aperture with 23 arcsec sides was used. The comparison star magnitude differences (comp-ck) were constant at the level of 0.007 mag (standard deviation within a night), and 0.010 mag for the standard deviation of the nightly mean magnitude difference. The differential magnitude (var-comps) of the variable star was referenced to the magnitude corresponding to the sum of the fluxes of the comparison star, comp, and the check star, ck. The resulting 5025 V magnitude differences (var-comps) are listed in Table 2 (without nightly corrections) and plotted in Figures 1-3 (including nightly corrections; see below). The precision of the variable star differential magnitudes is about 0.010 mag.
We noticed early on during the observations that the NFO magnitudes showed a small but significant offset from night to night, on the order of a hundredth of a magnitude. The origin of the offset is a variation in responsivity across the field of view of the NFO combined with imprecise centering from night to night. These variations are a well-known effect of the optics when using wide-field imaging telescopes such as the NFO. We have removed most of this variation by using dithered exposures of open clusters to measure this variation, fitting a two-dimensional polynomial (see Selman 2004) , and subtracting the variation during initial reductions (photometric flat). The URSA observations, on the other hand, show this kind of effect to a much smaller extent. We have removed these nightly offsets before further analysis by using a procedure discussed in Section 3. The Sleuth photometry in Table 3 (9289 Sloan r magnitudes) was found to be free of these effects, though the raw data contained a number of clearly aberrant observations, which have been removed. A circular aperture of radius 30 arcsec was used in measuring differential magnitudes with Sleuth (O'Donovan et al. 2004 ).
Ephemeris
From the differential photometry of the three different telescopes, we have determined very accurate times of eclipse by using the method of Kwee & van Woerden (1956) . We list these and other times of eclipse from the literature in Table 4 . The minima now total 188. Uncertainties were taken from the literature, or were estimated for the older methods. We have adopted the usual convention that the deeper eclipse is the primary eclipse (type 1) and the other eclipse is the secondary eclipse (type 2). In the case of CO And, both eclipses are nearly the same depth, (years 2003-2009 ). The top panel shows results from the dates of primary eclipses, and the bottom panel from the dates of secondary eclipses. In both cases, the residuals are significantly positive prior to 1940, during the era of photographic eclipse timings. We believe that these positive residuals are a light travel time effect across an orbit with a third component in the system. but our differential photometry can distinguish them. The primary eclipse corresponds to the eclipse by the cooler star, which we refer to as A or c, of the hotter star, which we refer to as B or h. It turns out that A = c, the cooler star, is the more massive star (see below). We avoid referring to the stars as the primary or secondary component since this term is ambiguous in this system. When we fitted a linear ephemeris to the dates of minimum light, we found that the modern, much more accurate CCD dates gave a different ephemeris than the older minima. We therefore used only the more recent (2003) (2004) (2005) (2006) (2007) (2008) (2009) minima to determine an eclipse ephemeris to use in further analysis of our recently measured data: 453, 764.44301(17) + 3.65533601(91) , where the uncertainties in the last digits are given in parentheses. The eclipse timing residuals based on this ephemeris are shown in Figure 4 . The significantly positive mean residuals prior to year 1940 are likely due to the light travel time across an orbit with a third body. Thus, one should expect that third light might be present in the photometric analysis, which it is. 
Notes.
Method: pg = photographic; vis = visual; ccd = ccd camera; URSA = URSA WebScope (ccd, V filter); Sle = Sleuth telescope (ccd, r filter); NFO = NFO WebScope (ccd, V filter). 
Spectroscopic Observations and Orbital Solution
CO And was observed spectroscopically at the HarvardSmithsonian Center for Astrophysics (CfA) from 2004 January until 2008 December, with an echelle spectrograph and a photon-counting Reticon detector on the 1.5 m Tillinghast reflector at the F. L. Whipple Observatory, on Mount Hopkins, Arizona. A total of 30 spectra were collected in a single echelle order 45 Å wide, centered at 5188.5 Å. The main features in this window are the lines of the Mg i b triplet. The resolving power of this setup is λ/Δλ ∼ 35,000, and the signal-to-noise ratios of the spectra range from 17 to 32 per resolution element of 8.5 km s −1 . Radial velocities were obtained with the two-dimensional cross-correlation algorithm TODCOR (Zucker & Mazeh 1994) , which is designed to minimize line-blending effects. The template spectra, one for each component of the binary, were chosen from an extensive library of synthetic spectra based on model atmospheres by R. L. Kurucz (see Latham et al. 2002) . The parameters of these templates are the effective temperature (T eff ), surface gravity (log g), rotational velocity (v sin i when seen in projection), and metallicity ([m/H]). Following Torres et al. (2002) , the optimum templates were selected by running extensive grids of cross-correlations with TODCOR exploring all possible parameter combinations, and seeking to maximize the average correlation value weighted by the strength of each exposure. Due to strong degeneracies among some of the template parameters, we initially set the surface gravity to log g = 4.0 for both stars, and the metallicity to solar. The best-fitting templates have T eff = 6000 K and v sin i = 25 km s −1 for both components, and these were adopted for the velocity determinations. In Section 5, we describe further experiments to quantify the correlations mentioned above, and to fine-tune the temperature, v sin i, and metallicity determinations using other information available for the system. These parameter refinements have no effect on the velocities presented here. Our spectroscopic determinations indicate the components are very similar in all their properties. The temperature difference is formally only 70 ± 50 K (the more massive star being marginally cooler), which is considerably smaller than the 250 K step in our template grid.
In addition to the velocities, we used TODCOR to obtain the light ratio between the components at the mean wavelength of our observations, following Zucker & Mazeh (1994) . The result is L A /L B = 1.012 ± 0.025 for the ratio between the marginally cooler and more massive component (star A), and the hotter but less massive star (B). Because the stars are so similar in temperature, the ratio should be very nearly the same at other wavelengths. We have nevertheless applied a small correction to the visual band based on synthetic spectra integrated over our spectral window and over the standard Johnson V bandpass, which resulted in (L A /L B ) V = 1.016 ± 0.025. The same value holds for the Sloan r band.
As in previous work with similar spectroscopic material (see, e.g., Torres & Lacy 2009), we have used numerical simulations to assess the systematic errors in our velocities that may result from residual line blending in our narrow spectral window, or from shifts of the spectral lines in and out of this window as a function of orbital phase. Briefly, we generated synthetic composite spectra matching our observations by combining copies of the templates for each star, shifted to the appropriate velocities for each of the exposures as predicted by a preliminary orbital solution, and scaled to the observed light ratio. These synthetic observations were then processed with TODCOR in exactly the same way as the real spectra, and the resulting velocities were compared with the input shifts. The differences for CO And are typically smaller than 1 km s −1 , and change systematically with phase as lines shift in and out of the 45 Å spectral window. Because of this, they have a non-negligible effect on the absolute dimensions of the binary, so they were applied to the raw velocities as corrections. The effect on the absolute masses is 0.8%, and the impact on the orbital semimajor axis used in computing the absolute radii is a smaller 0.25%. Similar corrections for systematics were applied to the light ratio based on the same simulations, and are already included in the value reported earlier.
The stability of the zero point of the CfA velocity system was monitored by means of exposures of the dusk and dawn sky, and small run-to-run corrections were applied in the manner described by Latham (1992) . The final velocities, including these offsets as well as the corrections for systematics described previously, are listed in Table 5 along with their uncertainties. The median value for the velocity errors is 1.3 km s −1 for both stars.
With these velocity measurements we carried out a weighted spectroscopic orbital solution for CO And, which is presented in Table 6 and shown graphically in Figure 5 along with the residuals. The ephemeris was held fixed at the results from Section 2, and the orbit was assumed to be circular since tests indicated that the eccentricity is not significant.
LIGHT CURVE MODELING
In order to remove the small nightly offsets in the differential photometry, we performed preliminary fits of the URSA and NFO light curves by using the Nelson-Davis-Etzel model (Popper & Etzel 1981; Etzel 1981) as implemented in the EBOP code. The nightly residuals, which were typically less than 0.01 mag and were uncorrelated with phase, were removed from each light curve. A few anomalous NFO values were also removed at this stage. These corrections improved the residual standard deviations of the URSA data by about 19%, and those from NFO by a more significant 45%. The corrected differential photometry for CO And from the NFO, URSA, and Sleuth telescopes was analyzed with the same Nelson-Davis-Etzel light-curve model used above, as implemented in the JKTEBOP code of Southworth et al. (2007) . This model is adequate for well-detached systems such as this with small relative radii (which are approximately 0.12 for both stars in CO And). The adjustable parameters are the cooler/hotter central surface brightness ratio (J c ), the orbital inclination angle (i), the sum of the relative radii in units of the semimajor axis (r h + r c ), the radius ratio (k = r c /r h ), a phase shift, and the magnitude at quadrature. Experiments solving also for the eccentricity (e) and longitude of periastron (ω) did not yield statistically significant values of e, consistent with indications from spectroscopy, so this quantity was set to zero for the remainder of the analysis. Limb darkening was accounted for by adopting a linear law, consistent with our experience that more complicated laws do not improve the accuracy of the fits significantly with the amount and precision of the data at hand.
We have again checked on this assumption by doing numerical experiments fitting the NFO light curve data with a variety of nonlinear limb-darkening laws, including quadratic using the observed values of temperature and log g to determine the coefficients. Our results are that the fitted values of radii are 0.2% smaller when using the nonlinear coefficients, and the inclination is smaller by 0.05 degrees. The adopted errors in the radii in Table 9 are more than five times larger than these errors, so we choose to use the simpler linear limb-darkening law with these data.
The linear limb-darkening coefficient x was constrained to be the same for both stars, given their very similar properties. The gravity brightening coefficient y was set to 0.34 for both stars as determined from their temperature and surface gravity, and the calculations by Claret (1998) . The mass ratio was held fixed at the spectroscopic value of q = M A /M B = 1.0197. Third light (L 3 ) was also considered, and was found to be statistically significant for all three telescopes. We discuss this further below.
Initial solutions indicated a difficulty common in partially eclipsing systems with similar components, which is that while the sum of the radii is well constrained by the photometry, the radius ratio k is not. Solutions with rather different values of k deliver equally satisfactory fits to the data. As shown, e.g., by Popper (1984 Popper ( , 1987 , Andersen et al. (1980 Andersen et al. ( , 1991 , and others, an accurate external constraint such as that provided by the spectroscopic light ratio can serve to break the degeneracy. We have used this technique here.
Grids of JKTEBOP solutions were run for all three data sets over a range of fixed values of k between 0.98 and 1.06. For each k we determined the photometric light ratio (L c /L h ) along with all other elements, and then used the resulting relation between k and L c /L h to apply the spectroscopic constraint,
.016 ± 0.025, and determine the radius ratio. Other elements were interpolated to the same value of k. The procedure is illustrated for NFO in Figure 6 , with the URSA and Sleuth relations being similar. We propagated the uncertainty in L c /L h to k and the rest of the photometric elements, as shown by the shaded areas in the figure. The results are summarized in Table 7 for the three telescopes.
We considered three sources of uncertainty in the light-curve elements, which are also listed in the table. One (ε 1 ) is the error that comes directly from the spectroscopic constraint, propagated through to all interpolated variables. Another is a statistical component (ε 2 ) due to the observational (photometric) uncertainties. We calculated it for each parameter using the option in JKTEBOP to perform Monte Carlo simulations, which provides a more realistic assessment than the formal errors otherwise returned by the program. We carried out 500 of these simulations, each time generating independent synthetic data sets assuming Gaussian error distributions. For the third contribution to the errors (ε 3 ) we considered the interagreement between the solutions for the three telescopes (or only NFO and URSA for the wavelength-dependent parameters), and adopted half of the total range as a conservative uncertainty.
The adopted values of the light-curve elements are the weighted average of the three determinations in Table 7 (except for the passband-specific quantities J c , L 3 , and x h = x c ), where the weights were computed as usual from the inverse square of the uncertainties, given by ε = sqrt(ε 1 2 + ε 2 2 ). The final uncertainties were obtained by combining in quadrature the error of the weighted average with ε 3 . These final results and uncertainties are given in Table 8 .
As indicated earlier, the third light parameter from our fits is significant for all three telescopes, ranging from 1.4% (URSA) to 7.7% (Sleuth). At face value these suggest contamination of the light curve by another star. However, because of the large 
photometric apertures we used, and the object's relatively low galactic latitude of −15.8 deg, the chance of contamination from background sources is not negligible and must be considered before interpreting the L 3 values. The Sleuth aperture is the largest (30 radius), and within it there are no fewer than 10 faint stars listed in the USNO-B1.0 catalog (Monet et al. 2003) . Of these, the seven closest are within the URSA aperture, and only the four closest affect NFO. Adding up the light contribution of these stars we determined corrections to the measured L 3 values, which are very small for NFO (0.0024) and URSA (0.0078), and more significant for Sleuth (0.0154). Errors in these values were estimated through Monte Carlo simulations, assuming a 0.4 mag uncertainty for the photographic magnitudes of these faint sources. The corrected values of L 3 for the V and r passbands are listed in Table 8 . The stars in CO And are essentially spherical, and both eclipses are partial, with 76.9% of the light of Star B being lost at the primary eclipse, and 74.9% of the light of star A blocked at the secondary eclipse.
The limb-darkening coefficients (x) determined in our solutions are not far from the theoretical values based on model atmospheres. Our estimate for the V band, 0.588 ± 0.095, is intermediate between the values of 0.697 and 0.556 found in the tabulations by Claret (2000) and van Hamme (1993), respectively. Our determination for the Sloan r band, 0.711 ± 0.050, Flower (1996) . The error includes contributions from the temperature uncertainties as well as an additional 0.10 mag we have added in quadrature, to be conservative. We have adopted T eff (Sun) = 5780 K and M bol (Sun) = 4.732, to be consistent with the zero point of the bolometric corrections.
is slightly larger than the value 0.639 given by Claret (2000) , but perhaps still consistent given that our error estimate for this passband is strictly internal. For more extensive comparisons between theory and observation, the reader is referred to the work by Claret (2008) .
ABSOLUTE DIMENSIONS
The combination of the spectroscopic and light-curve elements yields the absolute properties of CO And, which are summarized in Table 9 . The relative errors in the masses are about 0.6%, and in the radii 1.2% or better, which are among the best obtained for eclipsing binaries. Based on the discussion in Sections 2.3 and 3, we believe these errors to be realistic, and to therefore represent the true accuracy of the measurements (not merely the formal precision).
Effective temperatures are more difficult to determine accurately. While the light curves typically constrain the temperature ratio very well, the absolute scale is considerably more uncertain. The strong correlation between temperature and metallicity in our narrow spectral window prevents us from determining T eff (and [m/H]) directly from our spectra. However, with an Table 7 . Similar grids were run for the URSA and Sleuth data. independent estimate of the temperature such as from photometry, it is possible to resolve the degeneracy and determine both quantities. We follow this procedure here.
To better quantify the spectroscopic T eff /[m/H] correlation, we reran the grids of cross-correlations in Section 2.3 for a range of metallicities between [m/H] = −1.0 and +0.5, in steps of 0.5 dex. We did this for two values of the surface gravity bracketing the final values in Table 9 (log g = 4.0 and 4.5), and then interpolated to the exact gravity for each star. Because the photometric temperatures described below correspond to the combined light, we combined the individual spectroscopic temperatures by weighting by the fractional luminosity of each star. In this way, we constructed a table of mean spectroscopic temperature as a function of metallicity. With an estimate of the mean temperature described below, the metallicity may then be read off.
External information on temperature can be obtained from color indices based on standard photometry for the combined light of CO And, together with color/temperature calibrations. Brightness measurements for the binary are available in a variety of photometric systems and are collected in Table 10 , along with color indices for which reliable calibrations exist. The Two Micron All Sky Survey (2MASS) and Carlsberg Meridian Catalog measurements were taken out of eclipse, and we assume that the Tycho-2 and two-armed spiral shock (TASS) values are relatively unaffected by the eclipses given the large number of measurements. We adopt the weighted average of the three independent measurements in the Johnson V band. The eight indices listed in Table 10 are not independent, but are still useful to give a sense of the scatter in the temperature results. For the color/temperature conversion we use three different calibrations by Ramírez & Meléndez (2005) , Casagrande et al. (2006) , and González-Hernández & Bonifacio (2009), all of which include correction terms for metallicity.
The chemical composition needed for those corrections is unknown to begin with, although it represents only a secondorder effect in the photometric T eff . Reddening is potentially a much more important effect. We have estimated the reddening for CO And in two different ways. One is based on the Strömgren indices of Hilditch & Hill (1975) listed in Table 10 , and a table of standard indices such as that of Perry & Johnston (1982) . The result is E(B − V) = 0.116. Another estimate may be obtained from dust maps such as those of Schlegel et al. (1998) , which give a total reddening along the line of sight to the binary of E(B − V) tot = 0.119. The maps of Burstein & Heiles (1982) give a nearly identical estimate of 0.118, which is probably coincidental. We adopt the average of the two, E(B − V) tot = 0.118. The fraction of this latter value that applies (Høg et al. 2000) ; (2) 2MASS (Cutri et al. 2003) ; (3) TASS (Droege et al. 2006); (4) Carlsberg Meridian Catalog (1999 -2006 ; (5) Hilditch & Hill 1975. to CO And depends on the distance to the system, which is also an unknown quantity initially. The distance is a function of the known radii, the unknown temperatures, the apparent V magnitude, bolometric corrections (which we take from Flower 1996 as a function of temperature), and the extinction A(V) = 3.1 × E(B − V). Once an estimate of the distance is obtained, we then take the average of the dust-map and Strömgren reddening values. Most of the quantities mentioned above depend on one another in complicated ways, but it is possible to iterate this procedure to solve for the reddening, the distance, the individual temperatures, and the metallicity. Reddening-corrected temperature estimates from the eight color indices and three different calibrations typically agree within 150 K. As indicated earlier, the light-curve fits provide strong information on the temperature ratio (or difference), and we use the central surface brightness ratio J c in the visual band along with Popper (1980) Table 1 to estimate ΔT eff . The procedure converges quickly, and leads to a consistent set of parameters that are listed in Table 9 . The uncertainty in the individual temperatures, metallicity, and distance are dominated by the error in the reddening. Separate estimates of the distance for each component are in excellent accord (to within 1 pc), another sign of internal consistency. The temperature difference between the components is very small (30 ± 20 K), and agrees with the rough value from spectroscopy but has less uncertainty. The final values of temperature are T A = 6140 ± 130 K and T B = 6170 ± 130 K, and the reddening is E B-V = 0.09 ± 0.03.
The small amount of third light in our photometric measurements suggests the presence of another star in the system. It is possible that this is the same object responsible for the long-term trends in the eclipse timing residuals we reported in Section 2. The velocity residuals from our spectroscopic orbit show no evidence of a trend, but this is not surprising given the short interval of our observations (less than 5 yr) compared to the timescale of the timing variations (at least 100 yr; see Figure 4 ). We also examined our spectra using an extension of TODCOR to three dimensions (Zucker et al. 1995 ), but we see no sign of a third star. This is also not unexpected given that L 3 implies a 4 mag difference relative to the binary, in the visual band.
COMPARISON WITH STELLAR MODELS
Our accurate determination of the absolute properties of CO And, including the estimated value of metallicity, which is not typically known for eclipsing binaries, allows for a stringent test of recent stellar evolution models. We begin by using the calculations from the Yonsei-Yale series (Yi et al. 2001) , with an updated convective core overshooting prescription described by Demarque et al. (2004) . The masses of the components are large enough that a small convective core is beginning to develop in their centers, and overshooting has a measurable effect.
Using the interpolating routines provided by the modelers, we computed evolutionary tracks for the exact masses we measured. These are shown in the top panel of Figure 7 in a diagram of log g versus T eff . There is a small uncertainty in the location of these tracks that comes from the observational errors in the masses; we represent this by the shaded areas in the figure. The chemical composition of the models was adjusted to provide the best match with the observations, and indicates Z = 0.0148, corresponding to [Fe/H] = −0.09. This is in good agreement with the measured metallicity of [m/H] = +0.01 ± 0.15. The age determined from the models is 3.65 Gyr, based on this diagram. The corresponding isochrone is shown with the dashed line. We note that while the errors in the absolute temperatures are relatively large compared to the separation between the tracks (130 K), the temperature difference from photometry is much better determined, and is indicated in the figure (σ [ΔT eff ]). Both our photometric estimate and our spectroscopic estimate indicate the components are nearly indistinguishable in temperature, the more massive star being marginally cooler. The models also indicate a very small difference, although an accurate estimate is made difficult by limitations in the interpolating scheme that lead to a jagged appearance of the isochrones. This is seen in the lower panels of Figure 7 , which nevertheless illustrate the good overall fit to the individual radii and effective temperatures as a function of the best-measured property, the mass.
The stars in CO And are seen to be very near the end of their main-sequence phase, just prior to leftward turn ("blue hook") that precedes the stage of their evolution across the Hertzsprung gap in which they burn hydrogen in a shell. It is precisely at their present phase that the consequences of overshooting are seen more clearly and are better tested, since it has the effect of extending the hydrogen-burning main sequence toward lower temperatures in this diagram. The implementation of overshooting in the Yonsei-Yale models, parameterized in terms of a simple multiplicative scale factor α ov to the local pressure scale height, is such that α ov ramps up gradually from zero (when there is no convective core at all) up to a maximum of α ov = 0.2 as the mass of the model increases. At the metallicity and mass of CO And, the α ov in the interpolated tracks is approximately 0.08-0.09, or about half of the maximum value. The location of the binary in Figure 7 is consistent with this value. If α ov were much smaller than this, the theoretical main sequence would retract toward hotter temperatures, leaving the stars in an unphysical position in the diagram. (Yi et al. 2001; Demarque et al. 2004) , calculated for the exact masses we measure (solid lines). The shaded areas represent the uncertainty in the location of the tracks that comes from the mass uncertainties. The best-fitting age and metallicity are 3.60 Gyr and Z = 0.0148 (corresponding to [Fe/H] = −0.09 in these models). The corresponding isochrone is shown by the dashed line. Also indicated is the observational uncertainty (σ ΔT eff ) in the temperature difference between the components, which is much smaller than the errors in the absolute temperatures. Middle: radius as a function of mass, along with isochrones for the best-fit metallicity between 3.2 Gyr and 4.0 Gyr in steps of 0.2 Gyr. The thick line corresponds to the best-fit age, and error bars are indicated by the shaded regions. Bottom: the same as above, for effective temperature vs. mass.
We examined also the match between the CO And properties and the stellar evolution models of the Victoria-Regina group (VandenBerg et al. 2006) , which use a different prescription for overshooting based on a parameterized version of the Roxburgh criterion (Roxburgh 1978 (Roxburgh , 1989 . The comparison with the corresponding isochrones is illustrated in Figure 8 . We find a very good concordance for a metallicity of [Fe/H] = −0.11, once again consistent with our spectroscopic estimate, and an age of 3.40 Gyr. The lower panels of the figure show the comparison with the radii and temperatures. The models indicate a temperature difference of 41 K (the more massive star being cooler), in excellent agreement with our estimate of 30 ± 20 K.
In order to explore the impact of convective core overshooting more quantitatively, we have made use of the Granada models by Claret (2004) , which use the same prescription as the Yonsei-Yale models and allow greater flexibility in adjusting the overshooting parameter. The metallicity that best matches the observations for these models is Z = 0.016, corresponding to [Fe/H] = −0.03. Once again this is consistent with the spectroscopically measured composition. In Figure 9 , we show the evolutionary tracks for a range of values of α ov , including calculations with no overshooting at all (top panel). The observations are clearly inconsistent with α ov = 0.00, and from the lower panels it appears that the minimum value that is able to match Figure 9 . Comparison of the observations for CO And against stellar evolution models by Claret (2004) , for the best-fit composition of Z = 0.016 (corresponding to [Fe/H] = −0.03). The different panels show the effect of changing the overshooting parameter α ov . The best-fit age from the models with α ov = 0.10 is 3.8 Gyr, and for α ov = 0.20 is 3.9 Gyr.
the observations is around α ov = 0.10, or slightly higher. This is not very different than the value used in the Yonsei-Yale models, although it is also clear by comparison with the top panel in Figure 7 that there are differences in the tracks from these two models even for similar amounts of overshooting. These differences have to do mostly with the details of the physics in each set of calculations. For example, the Yonsei-Yale models include helium diffusion, while the Granada models do not. There are also differences in the equation of state, in the radiative opacities, and in the numerical methods. In any case, we conclude that the observations point to a lower limit for α ov of about 0.10 for the Granada models, and perhaps somewhat smaller for the Yonsei-Yale models, and that they clearly exclude zero overshooting. The age of the system implied by the Granada models for α ov = 0.10 is 3.8 Gyr, and for α ov = 0.20 it is 3.9 Gyr. These are both slightly older than derived from the other models.
Additional stellar properties provided by the stellar evolution models include the absolute magnitudes in various passbands. These may be compared with the measured brightness of CO And, and used as a check on the distance reported earlier.
For this test, we selected the best-fit Yonsei-Yale isochrone discussed above. After converting the near-infrared 2MASS magnitudes in Table 10 to the ESO system of the isochrone with the transformations of Carpenter (2001), and correcting all measures for interstellar extinction, the average distance for the V, I C , J, H, and K passbands is 370 pc, very close to our previous estimate.
Finally, the stellar evolution models also allow us to make a rough estimate of the mass of the third star in CO And implied by the L 3 parameters in the light-curve fits. Using the same best-fit Yonsei-Yale isochrone from above, we find that the measured V-band and r-band third light parameters are consistent with being produced by a star of approximately 0.8 solar masses, or slightly larger. If this object is physically associated with the binary and is responsible for the light-travel time effect seen in Figure 4 , the semimajor axis of its orbit around CO And would correspond to an angular separation of 0.09 arcsec if the period is 100 yr, or 0.25 arcsec if P = 500 yr. Confirmation should be possible with high-resolution imaging techniques.
CONCLUDING REMARKS
As a result of our intensive spectroscopic and photometric monitoring, the absolute masses of CO And are now determined to 0.6% accuracy and the radii to 1.2%, and these are among the best available for any eclipsing binary. In addition, we have established the effective temperatures, as well as estimating the overall metallicity. The latter quantity has not been determined for many eclipsing binaries, and is important because it reduces the degrees of freedom in the comparison with theory. Unfortunately, the precision of [Fe/H] (and T eff to some extent) is limited in this case by poor knowledge of interstellar extinction in the direction of the star. This could perhaps be remedied with additional and more accurate absolute photometric observations. Nevertheless, the combination of M, R, T eff , and [Fe/H] provides unusually strong constraints on stellar evolution theory. Comparison with current models yields an excellent fit to the observations, and indicates the stars are near the end of their main-sequence phase, at an age of about 3.6 Gyr. Because of their position near the blue hook at the end of the main sequence, we are able to put constraints on the degree of core overshooting, which is clearly non-zero in this case.
With masses around 1.3 solar masses, CO And is an important addition to well-studied main-sequence systems in the mass interval (approximately1.1-1.7 solar masses) where convective overshooting is ramped up in evolutionary models. Only GX Gem and BW Aqr are listed by Torres & Lacy (2009) to be in a similar evolutionary state, both of them more massive than CO And.
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