In the hippocampus, gamma power modulation by the theta rhythm is interpreted as the signature of temporally coordinated inputs that reflect ongoing processing. In this issue of Neuron, Lopes-Dos-Santos et al.
(2018) develop a new methodology demonstrating that theta cycles can be viewed as individual computational units characterized by typical gamma profiles.
Linking the dynamics of neuronal systems to the computations they perform will be key to understanding the global functioning of the brain. Given the omnipresence and diversity of brain rhythms as characteristic signatures of different brain states and, it is presumed, as indicators of different functional regimes, the study of oscillations is a natural avenue to address this question. Few brain rhythms have been more extensively studied than the theta oscillation, a 6-10 Hz rhythm recorded in the local field potential of the hippocampal system during exploration and rapid eye movement (REM) sleep. Much progress has been made in understanding how the theta rhythm orchestrates neural activity using classical tools from spectral analysis that suppose theta to be a spatially homogeneous, stationary, and harmonic (sinusoidal) oscillation. However, more detailed analyses have systematically challenged this working hypothesis. The theta rhythm is in fact generated by multiple spatially segregated mechanisms throughout the hippocampal formation, requiring highly precise anatomical localization of recordings enabled by the use of silicon probes (Buzsá ki, 2002) , and can vary throughout time, displaying intense phasic bouts during REM sleep for example (Montgomery et al., 2008) . Finally, its sawtooth shape can lead to errors in phase estimation (Belluscio et al., 2012) .
Tackling this hidden complexity has been instrumental for clarifying the nesting of higher-frequency gamma oscillations (30-150 Hz) within the CA1 theta oscillation ( Figures 1A and 1B) . Indeed, although it was quickly hypothesized that multiple sub-bands of gamma oscillations existed and that their amplitude was modulated by the ongoing theta phase (phase-amplitude coupling), the literature has only recently converged on something of a consensus by applying the above-mentioned lessons learned from carefully resolved spatial analysis and phase estimation (Belluscio et al., 2012; Schomburg et al., 2014; Sirota et al., 2008) .
Currently, three gamma sub-bands are distinguished in CA1 at different theta phases (defined in the pyramidal layer): the slow-gamma (30-80 Hz) on the descending phase of the oscillation, the mid-gamma (60-120 Hz) on the peak, and, finally, the fast gamma (>100 Hz) at the trough (Schomburg et al., 2014) . The fastest band mainly reflects local CA1 spiking, partly linked to leakage of action potential waveforms. The other two correspond to the two major inputs to CA1: the direct entorhinal input (mid-gamma) and the input from the trisynaptic pathway via CA3 (slow gamma; Belluscio et al., 2012; Schomburg et al., 2014) . Moreover, these two inputs are thought to be involved in two different cognitive functions and their segregation to different theta phases would avoid interference between the two ( Figures 1C and 1D ). On the one hand, the entorhinal pathway would mainly relay information about the outside world during encoding, whereas CA3 would instead serve to retrieve previous memories. Accordingly, the relative strengths of these two gamma bands varies during encoding and retrieval phases of behavior (Schomburg et al., 2014) .
This increasingly refined view of theta, however, leaves one hypothesis unchallenged: previous studies approach all theta cycles as equal (except for Montgomery et al., 2008) . Currently, the parsing of gamma sub-bands relies on averaging over many theta cycles to extract a clear picture; however, the functioning hippocampus receives and transmits information one theta cycle at a time. Dealing with variability in neuronal-and more broadly biologicaldata is a fundamental challenge, and a common rationale is simply to average over many repetitions of a given neural process. The validity of this approach hinges on the assumption that the variability is not biologically meaningful and that the ''true'' underlying process can be captured in the mean. However, biological processes such as neural information processing often rely on this variability and the non-Gaussian distributions that are common in complex systems cannot be accounted for by using the mean. There is therefore a growing interest in the study of single-trial neural activity patterns that fully embraces the importance of biological noise. It has provided many new insights regarding such diverse questions as the mechanisms underlying working memory, decision making, or motor output (for example, Churchland et al., 2007) .
In this issue of Neuron, Lopes-DosSantos et al. (2018) apply this logic to the analysis of how gamma and theta oscillations interact in the hippocampus. Their new approach crucially treats each cycle as a unique event. This allows them to confirm and enrich our current view of the typical thetagamma interactions but also to add a new dimension-that of physiologically Previously, the definition of the relevant gamma sub-bands relied on their separation within the theta cycle. Here, LopesDos-Santos et al. (2018) instead apply independent component analysis to power spectra averaged over individual theta cycles, thus removing any theta-phase dependence. Moreover, they use a new method, ensemble empirical mode decomposition, which decomposes nonstationary signals with improved phase and frequency estimation. By using this approach, it is the theta cycle-by-cycle variance that allows them to uncover different gamma sub-bands that they name ''spectral components.'' These components can then be used as templates to study phase-amplitude coupling, the modulation of neuronal spiking, and the link with ongoing behavior. Overall, the components and the properties that they identify using new and unsupervised methods closely match our current understanding ( Figure 1D ), testifying to its robustness.
The new study also substantially enriches the current picture of gamma activity in CA1 in two ways. First, LopesDos-Santos et al. (2018) identify a novel beta band oscillation coupled to the theta oscillation. Second, they show that the mid-gamma band can in fact be split into two. They demonstrate the physiological relevance of these novel rhythms by describing for each a unique profile of anatomical, behavioral, and neural correlates. The improved sensitivity of the method can therefore discriminate between oscillations in ways that previously required interventions such as lesion studies (Bragin et al., 1995) . Since these four components map well onto the previous two-way segregation of CA3 and entorhinal inputs ( Figure 1D ), a future challenge will be to understand how different functioning modes of these regions or perhaps shifts in the properties of local integration can generate this multiplicity of rhythms.
The novel single-cycle methodology clearly demonstrates that theta cycles are characterized by varying mixtures of spectral components. Therefore, each theta cycle has an individual profile of gamma features and may serve as an individual computational unit. This would strongly support the proposal that theta oscillations may define the beginning and the end of informational packets that combine and order cell assemblies (Buzsá ki, 2002).
Lopes-Dos-Santos et al. (2018) show that only 36% of cycles display strong gamma oscillations belonging to one of the four types identified. They focus their attention on this subset of cycles and find, strikingly, that they are characterized by a unique spectral component (Lopes-Dos-Santos et al., 2018, Figure S4C ), whereas other cycles show a continuous mixture of spectral components. Therefore, when mid-gamma (entorhinal input) and slow-gamma (CA3 input) are at their strongest, they appear in mutually exclusive theta cycles. This implies a coordination of inputs from the two regions that is consistent with the systematic phase relationship between the two theta dipoles. A fascinating implication of this result is that the intra-cycle or phase segregation of inputs to CA1 may be complemented by an inter-cycle segregation.
If the theta rhythm orchestrates both intra-cycle and inter-cycle segregation of CA1 inputs, this opens a rich horizon of possible integration and plasticity rules. Experimentally, stimulation of CA3 and entorhinal inputs with temporal delays based on the hypothesis that they occur within the same theta cycle has been shown to enable heterosynaptic plasticity at both sites, and the order of the two inputs, guaranteed by their relative timings within the theta cycle, may also be crucial for certain forms of plasticity (Dudman et al., 2007) . The theta cycles with unique spectral components instead separate entorhinal and CA3 input between cycles on time intervals incompatible with these forms of dendritic integration. Therefore, plasticity that requires co-occurrence of the two inputs will occur during weak gamma cycles. In this case, the link between gamma oscillation strength and plasticity will show an inverted U-shaped curve. Thus, by linking the detailed studies of dendritic integration of CA1 pyramidal neurons with these new results, we may be able to begin to piece together the mechanistic underpinnings CA1's different computational strategies.
A clear next step is to couple this new methodology with dense recordings in the hippocampus to capture both the temporal and the spatial variability of gamma patterns that characterize individual theta cycles. Indeed, it is unlikely that recordings from the CA1 pyramidal layer can exhaust the diversity of gamma oscillations that will probably require current source density analysis to be fully disentangled (Sirota et al., 2008) . Furthermore, the picture is likely to be more complex since the CA1-CA3-entorhinal circuitry must be reanalyzed by taking into account CA2, which drastically changes our view of hippocampal connectivity (Chevaleyre and Siegelbaum, 2010) .
In summary, this paper takes an important step toward analyzing theta oscillations just as they will be received by downstream areas: cycle by cycle. Adopting this perspective suggests that in CA1 of the hippocampus, each theta cycle, defined by specific input patterns, opens a brief window to perform highly specific computations. During motor adaptation, the brain must learn to produce new muscle outputs without disrupting the intricate coordination between numerous motor areas. A new paper (Perich et al., 2018) shows how adaptation can occur in a subset of neural dimensions and avoid muddling inter-area communication.
When you dive into a swimming pool, the physics of your movement environment change abruptly and dramatically. And yet with practice, your brain compensates seamlessly and allows you to maintain precision control of your body despite the altered biomechanics. In a new paper about such motor adaptation, Perich et al. (2018) examined dorsal premotor cortex (PMd) and primary motor cortex (M1) as monkeys adapted to changes in movement environment. They found remarkable stability in how neurons' activity is coordinated, both within and between these two areas. Instead, the key change was a shift within PMd in how the internals of the pattern generator relate to the output channel.
The backdrop for these findings is a recent shift toward dynamical systems thinking about motor preparation and control (Shenoy et al., 2013) . In this view, a central function of motor cortex is to act as a generator for motor command signals. As in classic invertebrate work, this view motivates investigating how the pattern generator operates. Unlike invertebrate pattern generators, however, monkey motor cortex comprises vast numbers of neurons. Fortunately, neurons in motor cortex do not explore every possible combination of firing rates. Instead, neural activity exists on a ''lowdimensional manifold'': that is, the activity of these many neurons is locked together in a handful of combinations (''dimensions''), which fluctuate in different proportions. This permits the use of systems identification techniques, such as dimensionality reduction, which can reveal the underlying low-dimensional population structure. Many neuroscientists have therefore begun to analyze the population-level patterns instead of focusing on the activity of each neuron one at a time (Cunningham and Yu, 2014) .
One key finding that has emerged from this population-level approach is the distinction between ''output-null'' and ''output-potent'' combinations of activity (Kaufman et al., 2014) . Motor cortex contains millions of neurons that control only dozens of muscles, and even the limited repertoire of neural combinations is greater than the repertoire of muscle combinations. It follows mathematically that many different combinations of neural activity will produce the same muscle control signals. Thinking of each muscle as performing some readout of neural activity, we call those combinations of neural activity that lead to muscle activation output-potent dimensions. The complement to these output-potent dimensions is all the many combinations of neural activity that do not affect the output, which are called output-null dimensions. Although these output-null dimensions do not directly affect motor cortical output, they serve numerous important functions. They permit preparation of movements without causing unintended execution (Elsayed et al., 2016; Kaufman et al., 2014) , participate in pattern generation (Russo et al., 2018) , initialize the neural pattern generator (Churchland et al., 2012) , and accept visual information relevant to movement (Stavisky et al., 2017) . Moreover, the output-potent/output-null distinction is not restricted to muscle control, but is also relevant to how brain areas communicate with one another: in PMd (a motor area adjacent to M1 that is functionally upstream of it), only some dimensions are output-potent with respect to M1 (Kaufman et al., 2014) .
Perich et al. set out to understand how the pattern generator in motor cortex could be flexibly altered to accommodate sudden changes in biomechanics (as in the swimming pool example), and what role output-null and output-potent dimensions play in this adaptation. Instead of asking
