The positivity assumption, or the experimental treatment assignment (ETA) assumption, is important for identifiability in causal inference. Even if the positivity assumption holds, practical violations of this assumption may jeopardize the finite sample performance of the causal estimator. One of the consequences of practical violations of the positivity assumption is extreme values in the estimated propensity score (PS). A common practice to address this issue is truncating the PS estimate when constructing PS-based estimators. In this study, we propose a novel adaptive truncation method, Positivity-C-TMLE, based on the collaborative targeted maximum likelihood estimation (C-TMLE) methodology. We demonstrate the outstanding performance of our novel approach in a variety of simulations by comparing it with other commonly studied estimators. Results show that by adaptively truncating the estimated PS with a more targeted objective function, the Positivity-C-TMLE estimator achieves the best performance for both point estimation and confidence interval coverage among all estimators considered. /home/smm machine learning algorithms, and truncated at different cutpoints. Based on Bembom et al., 10 Xiao et al. 12 proposed and compared several adaptive truncation methods for marginal structural Cox models. Exclusion of problematic Ws which results in practical positivity violations (restricting the adjustment set 6 ) is another commonly used approach. 6,10 While removing such covariates might increase the bias of the causal estimator from confounding, it usually substantively reduces the variance. Sample trimming (restricting the sample 6 ), which discards classes of subjects with limited variability in the observed treatment assignment, is another well-studied approach and has been widely used, especially in the econometrics and social science literature. [13] [14] [15] [16] In this study, we focus on the truncation method to address practical positivity violations. In practice, the PS score is truncated either by a fixed range (e.g. with absolute value restricted in [0.025, 0.975]), or by a fixed percentile (e.g. with value restricted in [0.1, 0.9] percentile): Kang et al. 17 studied the impact of arbitrary cutoffs of the PS at a fixed value for multiple estimators, and the authors 9,11 investigated the bias-variance trade-off with different truncation percentiles for propensity score weighting estimators. However, it is reasonable to believe that such fixed truncation strategies may not be not efficient. As the optimal cutoff depends on the choice of the PS estimator, the choice of the causal estimator, and the observed data, it impossible to know the optimal cutpoint a priori. It is reasonable to believe that data-adaptive truncation methods would improve the finite sample performance of the causal estimator. We extend the collaborative targeted maximum likelihood estimation (C-TMLE) methodology to data-adaptive PS truncation. Developed based on targeted maximum likelihood estimation (TMLE), 18 C-TMLE inherits all the attractive properties of TMLE (e.g. doubly robustness, plug-in estimator). 19 TMLE has been widely studied and applied in a wide range of topics, including causal inference and genomics, 20 survival analysis, 21 and safety analysis. 22 Ju et al. 23 proposed scalable C-TMLE by replacing the greedy search in Gruber and van der Laan 20 with a user-supplied ordering, and applied this to highdimensional electronic healthcare data. Porter et al. 24 showed that C-TMLE is more robust than TMLE. Recently, van der Laan et al. 25 developed C-TMLE algorithms for continuous tuning parameter, with the general theorem of the asymptotic normality of the resulting C-TMLE estimators. Based on this work, the authors in literature 25,26 further proposed LASSO-C-TMLE, where the PS is estimated by LASSO controlled by C-TMLE, and Ju et al. 26 demonstrated its performance on high-dimensional electronic health dataset. We simply consider the truncation quantile as a tuning parameter, and extend the C-TMLE algorithm to select the optimal for the estimation of the causal parameter.
Introduction
Propensity score (PS), 1,2 defined as the conditional probability of treatment assignment given measured baseline covariates, plays an important role in the estimation of causal effects in observational studies. PS-based methods have been widely used and studied in the literature, including stratification/sub-classification based on the PS, 3,2 matching on the PS, 1 and weighting the observations with the PS. 4, 5 The positivity assumption, or the experimental treatment assignment (ETA) assumption, is important for the identifiability for estimating the average treatment effect (ATE). The positivity assumption requires 0 5 " G 0 ðW Þ 5 1 for W almost everywhere, where " G 0 ðW Þ is the PS (the probability to be assigned in the treatment group conditional on the pre-treatment baseline covariate vector W ). Intuitively, this assumption guarantees that there exist samples in both treatment and control group for each sub-population, so the information for the corresponding potential outcome is available. However, even if the assumption is valid for the true data generating distribution, the randomness in data generating/sampling might cause practical violation of the positivity assumption. For example, there might be few or even no observations in a certain sub-population that are exposed to treatment. This usually challenges the estimation of the treatment effect for this subpopulation. For example, it causes extreme values in the PS estimate, which jeopardizes the performance of the PS-based estimators.
Many approaches have been proposed and studied to address practical positivity violations. Petersen et al. 6 systematically reviewed several commonly used practices. One simple and practical method is truncating extreme values in the PS estimate. [7] [8] [9] Bembom et al. 10 proposed an algorithm that selects the truncation level for the inverse propensity score weighted (IPW) estimator by minimizing its estimated mean squared error (MSE). Lee et al. 11 further studied the sensitivity of a particular PS weighting estimator of ATE, with the PS estimated by four 2 Brief review of the framework for causal effect estimation
For simplicity, we model the data generating distribution with a non-parametric structural equation model (NPSEM) . Consider each observation, O i ¼ ðY i , A i , W i Þ, is independently generated from the following data generating system
where f W , f A and f Y are deterministic functions and U W , U A , U Y are background (exogenous) variables. Each observation is drawn from a data generating distribution: first generate ðU W , U A , U Y Þ, then compute W based on U W , and then determine the treatment assignment A based on ðW, U A Þ. Finally compute outcome Y based on ðA, W, U Y Þ. A is a binary indicator for treatment. Then the potential outcome (Y 1 , Y 0 ) could be obtained by intervening on the treatment A in f Y with 1 or 0
where U Y,i is the U Y for i-th observation, which implies the consistency assumption:
We consider the target parameter of the average treatment effect (ATE)
which could be interpreted as the difference between the expectations of the outcome if all the units received treatment, EðY 1 Þ, versus if all the units did not receive the treatment, EðY 0 Þ. We further assume that background variables are independent U W U A U Y , which is a sufficient condition for the conditional randomization assumption
We also need the positivity assumption, or the experimental treatment assignment (ETA) assumption This assumption means that for each subject in the target population, the probability of being assigned to the treatment/control group should be positive, given all the confounders W. We will discuss assumption 3 in more detail in section 2.1.
The importance of the positivity assumption
The positivity assumption 3 requires the probability of treatment to be bounded away from 0 and 1, given the smallest subset of observed potential confounders W that makes assumption 2 valid. Notice the propensity score needs only condition on the covariates required for the conditional randomization assumption. For instance, conditioning on instrumental variables that are predictive for A while not for ðY ð1Þ , Y ð0Þ Þ would not help correcting the bias, and are thus unnecessary. This is weaker than requiring that all subjects have had practical access to both levels of treatment.
Intuitively, if all the units in a certain sub-population were only assigned to the treatment (control) group, we would never get the information of the potential outcome corresponding to the control (treatment) group for this sub-population. This leads to the non-identifiability of the ATE of the whole population. Petersen et al. 6 studied and discussed the estimator-specific behavior of several widely used estimators when the positivity assumption is violated.
Even if the positivity assumption holds in the (unknown) true data generating distribution, it is still possible that there are practical violations (or random violations 27 ) of the positivity assumption due to randomness in the data generation. For example, consider a case where the probability that subjects in a subgroup receive the treatment is extremely low. Then only very few, or even none of such subjects in a given study sample is observed to receive the treatment, which makes it challenging to make inference for this subgroup. 9, 12 Westreich and Cole 27 illustrated the practical positivity violation by a small observational study of daily aspirin intake for prevention of myocardial infarction, where no one aged 31 to 35 years was exposed by chance. In this case, the information of the potential outcome Y 1 for such subpopulation is totally missing.
Practical violations of the positivity assumption can cause poor finite sample performance as it can result in highly influential observations. Consider the case where there is only 1 unit with W ¼ w and low PS of treatment. Then this single individual is now providing all of the information about the potential outcome Y 0 in the strata W ¼ w. For estimators that rely on the estimation of the conditional response EðYjA, WÞ, one of the potential outcomes Y a is never observed for some (a, w) and thus may require unreliable extrapolation to regions of (a, w) that are not supported by the data. a For weighting-based estimators, this individual usually gets a large weight, which leads to the high variance of the resulting causal estimator. In this study, we propose a novel algorithm that provides a stable estimation of the causal parameter when there exists extreme values in the estimated PS due to the practical violation of the positivity assumption.
Notation
We first use Q(W) to denote the marginal distribution of W; "
GðW Þ to denote the conditional expectation of A given W, EðAjWÞ, and "
QðA, WÞ to denote conditional expectation of Y given (A, W), EðYjA, WÞ. We use Q 0 , " G 0 , and " Q 0 for the corresponding part in the true data generating distribution P 0 of O i , and use Q n , " G n and " Q n to denote the corresponding estimate trained on the whole observed data.
For simplicity, we introduce two loss functions. The first one, L ð1Þ , is defined for the conditional outcome " Q 0 . One example of the loss function for the estimate " Q with outcome Y 2 ½0, 1 is
The second one, L ð2Þ , is defined for the propensity score " G 0 . One example of the loss function for the estimate " G with binary treatment indicator A is
In addition, we use^" G ðP n Þ to denote the resulting PS estimate by fitting estimator^" G (e.g. main term logistic regression) of " G 0 on the training data with a given empirical distributionP n (e.g. the empirical distribution for the training subsamples), and truncated at percentile. Notice we have " G n, ¼^" G ðP n Þ, where P n is the empirical distribution of all the observed units. We directly use empirical distribution Q n to estimate Q 0 .
Data-adaptive truncation
A consequence of PS truncation is the introduction of bias in the estimated PS, which in turn causes bias in PS-based causal estimators. 12 Thus, PS truncation requires a bias-variance trade-off: too much truncation can make estimators more stable but also introduce more bias. 9, 10 Cole and Herna´n 9 studied the bias-variance tradeoff of the PS truncation by progressively truncating the PS weights at different quantiles. However, the optimal truncation varies for different datasets, and is usually unknown. Thus, it is important to define an empirical metric to select the cutpoints for truncation in a data-adaptive manner. Ideally, the optimal cutpoints should be selected minimizing the loss function (e.g. MSE) of the resulting causal estimator. However, the true MSE is not accessible in practice. Bembom et al. 10 proposed a closed-form estimate for the expected MSE of a truncated IPW estimator. However, it is difficult to generalize this closed-form MSE estimator to TMLE.
In this study, we propose a data-adaptive method to select the quantile for truncating the PS estimate specially designed for TMLE. In section 3.1, we first describe a straightforward cross-validation (CV) selector for cutpoint selection. In section 3.3, we discuss the drawbacks of a model-free CV-selector, and present the Positivity-C-TMLE algorithm for cutpoint selection.
For simplicity, we only consider the case where the practical violation of positivity is one-sided. In other words, if we use inverse propensity score weighted (IPW) estimator, almost all the extreme weights are from the units in the control group where the estimated PSs are close to 1. In this case, we only consider the one-side truncation, which could be defined as
where q ð " G n Þ is the quantile for the empirical distribution of " G n . Notice the framework for one-side truncation could be easily extended to two-side truncation, by adaptively selecting two truncation points.
Data-adaptive truncation with cross-validation for "
G 0
One of the most straightforward methods to select the cutpoint is cross-validation. Consider the V-fold cross validation:
. Randomly split all the observed data into V groups with similar group size.
. Let B n 2 f0, 1g n , a random binary vector with length n, be a cross-validation scheme.
. Define the distribution of B n as a discrete uniform distribution over V potential values. For the v-th potential value of B n , we set the coordinates corresponding to the observations in the v-th fold to be 1, and all the others to be 0.
Let P 0 n,B n be the empirical probability distribution of the training subsample fO i : B n ðiÞ ¼ 0, 1 i ng and P 1 n,B n be the empirical probability distribution of the validation subsample fO i : B n ðiÞ ¼ 1, 1 i ng. The crossvalidation selector of is then defined as n,CV arg min
where À is the set of potential cutpoints . L ð2Þ can be any binary loss function, and in this study we used a commonly used one, the negative log-likelihood loss function in equation (2).
Data-adaptive truncation by the stability of É n
The CV-selector for " G 0 has the following drawbacks:
. The objective function of CV merely focuses on the predictive performance of " G. In other words, it does not apply any knowledge of the target parameter. . In addition, such CV procedure is ''model-free''. It selects the cutpoint independently (without regard to the causal parameter/estimator), and then plugs the resulting estimate of " G 0 into the estimator of the causal parameter. It is reasonable to believe different estimators of different causal parameters might have different optimal cutpoints. For example, the vanilla IPW estimator 4 might need more truncation (lower cutpoint in our setting), compared to the stabilized Hajek-type IPW estimator. 28b
To overcome this, it is important to consider a better empirical metric on the parameter of interest (e.g. MSE for the causal parameter). However, this is hard to achieve, as the value of the causal parameter is unknown. Bembom et al. 10 proposed a closed-form estimate for the MSE of the IPW estimatorÉ that uses the estimated PS truncated at MSEðÉ Þ ¼ VarðÉ Þ þ Bias 2 ðÉ Þ It then selects the truncation level that minimizes the estimated MSE. However, this closed-form estimate is hard to extend to more complicated estimators, like TMLE. Xiao et al. 12 extended this work by a repeated twofold cross-validation approach: the first part of the MSE estimate, VarðÉ Þ, is estimated by the variance estimate of the causal estimator. The second part, Bias 2 ðÉ Þ ¼ ðÉ n, À É 0 Þ 2 , is estimated by the following procedure:
(1) Randomly split data into two disjoint halves.
(2) Compute É n, on one of the halves with truncation level , and computeÉ on the other data.
(3) Use d Bias 2 ðÉ Þ ¼ ðÉ n, ÀÉÞ 2 to estimate Bias 2 ðÉ Þ.
Xiao et al. 12 suggested repeating the above procedure k times and taking the average of the bias estimates to stabilize the result.
Note that the authors called this procedure ''cross-validation''. To distinguish it from the conventional CV procedure mentioned in the previous section, we call it multi-view validation (MV) in our paper.
Data-adaptive truncation with collaborative targeted learning
In this section, we propose a new algorithm called Positivity-C-TMLE. It is specially designed for the TMLE estimator. We first introduce targeted minimum loss-based estimation, and then discuss this novel algorithm with details.
Brief review of targeted minimum loss-based estimation (TMLE)
Targeted minimum loss-based estimation (TMLE) is a general methodology to estimate a user-specified parameter of interest. 18 TMLE estimator is double robust, which means it is consistent as long as at least one of " G n and " Q n is consistent. In addition, TMLE estimator is efficient if both the input estimator " G n and " Q n are consistent. In this study, we consider the TMLE for estimation of ATE, with the negative likelihood as the loss function, and logistic fluctuation. Then the TMLE algorithm can be written as: Algorithm 1. Vanilla TMLE Algorithm for ATE, with negative log-likelihood loss and logistic fluctuation
(3) Fit a logistic regression: the outcome is Y i , with logitð " Q 0 n Þ as intercept, and H " G n ðA i , W i Þ as the univariate predictor, with coefficient . (4) Fluctuate the initial estimate: Given the logistic model above with fitted coefficient of H " G n , update the initial estimate by
return " Q Ã n (an n by 2 matrix).
(5) end function
Then the resulting TMLE estimator for the ATE can be written as
To construct a good input " Q 0 n and " G n for Algorithm 1, we suggest using Super Learner, a cross-validation based ensemble learning method. Super Learner could easily combine a set of individual machine learning algorithms, and has demonstrated outstanding performance in a wide range of tasks, including causal inference, [29] [30] [31] [32] [33] spatial prediction, 34 online learning, 35 and image classification. 36 We refer the interested reader to the literature on Super Learner. 37, 38 In addition to the double robustness and asymptotic efficiency mentioned above, TMLE has the following advantages:
(1) Equation (3) shows that TMLE is a plug-in estimator, which respects the global constraints of the model by mapping the targeted estimate P Ã (defined by ð " Q Ã n , Q n Þ) of P 0 into the target parameter É. Note that some other estimators (e.g. IPW) may produce estimates out of such constraints.
(2) The loss function defined in TMLE, L ð1Þ (the negative log-likelihood loss in algorithm 1), offers a metric to evaluate the goodness-of-fit of ð " G n , " Q n Þ, directly w.r.t. the parameter of interest É 0 . In this example, the loss is the negative log-likelihood in the logistic regression step of algorithm 1.
(3) Previous study shows that TMLE is more robust to (near) positivity violations compared to IPW and A-IPW. 24 
Positivity-C-TMLE
In this section, we briefly introduce the Positivity-C-TMLE algorithm, which is based on the general template of C-TMLE. 19, 23, 25 The high-level description of the C-TMLE algorithm is:
(1) Sequentially generate a sequence of TMLE candidates " Q Ã n, indexed by , each corresponding to a " G n, (here each " G n, is from the same PS estimate but truncated at different quantile ).
(2) Applying V-fold cross-validation to find the best TMLE candidate " Q Ã n, , which minimizes the CV risk for L ð2Þ loss.
The input of the C-TMLE algorithm is a user-provided initial estimate " Q 0 n for " Q 0 ¼ E 0 ðYjA, WÞ with the empirical distribution P n of the observed data O i , i ¼ 1, . . . , n. Following this template, with a user provided sequence of cutoffs ½ min , Á Á Á, max and the corresponding sequence of PS estimate " G n, , the Positivity C-TMLE searches among the cutoffs, finds the Ã that maximizes the empirical fit of TMLE using -specific clever covariate, updates the initial estimate to this TMLE, repeats this by maximizing over the remaining ½ Ã , Á Á Á, max range, and proceeds till having reach the cutoff max . This generates a sequence of TMLEs, " Q Ã n, , for all .
We then select the " Q Ã n, with CV using the L ð1Þ loss for " Q 0 : the sequence " Q Ã n, for all defines a sequence of estimators that map data P n into " Q Ã n, , so that we can run this mapping on a training sample P 0 n,B n and then evaluate its performance on the validation sample P 1 n,B n . The C-TMLE uses V-fold CV to select the best " Q Ã n, among the generated TMLEs, with respect to the cross-validated predictive performance for " Q 0 with L ð1Þ loss.
Algorithm 3 in Appendix 1 shows the details of C-TMLE algorithm for cutpoint selection. c For simplicity, C-TMLE in later sections also refers to the Positivity-C-TMLE described here.
Inference after truncation 4.1 Influence curve-based variance estimator
We briefly review the influence curve based confidence intervals for TMLE and C-TMLE. The efficient influence curve (EIC) for the ATE parameter is given by 39, 40 Based on the estimated^" Q,^" G, andÉ, the variance of a TMLE/C-TMLE/A-IPW estimator is given by
Robust variance estimator
In this section, we propose a robust CI based on the robust targeted variance estimator from literature 41, 42 for Positivity-C-TMLE estimator. Different from the variance estimator in equation (4), this variance estimator is a substitution estimator, and thus more stable when there are near practical positivity violations. 40 Recall that the expectation of the second moment of the efficient influence curve can be calculated as
Given " Q n , the second part can be estimated with
where
The first part can be decomposed as
GðW ÞÞ Given the estimate " Q n and " G n (and the corresponding H n ), each of them can be represented as the mean of a counterfactual S a ðW Þ ¼ Y a ðW Þ À " Q n ða, WÞ Â Ã 2 ÁH n ða, WÞ, a 2 f0, 1g
with i-th observed outcome
Thus we proposed the following robust variance estimation procedure:
. Create transformed observationsÕ i ¼ ðS i , A i , W i Þ, and feed it to a standard TMLE algorithm. This step outputs "Q Ã n ðA, WÞ.
as a robust estimate of E½HðA, WÞ½Y À " QðA, WÞ 2 , the first part in equation (5).
. Finally combine this with equation (6) to compute the robust variance estimate
More details of the robust variance estimation can be found in Tran. 42 
Experiment
In this section, we designed simulation studies to assess the performance (bias, variance, and MSE) of several commonly used estimators. For each estimator, we studied different methods to determine cutpoint. section 5.1 presents how data was generated for experiments. section 5.2 reviews the estimators used in the experiments. section 5.3 shows the results from the simulation, and compares the estimators with different empirical metrics for cutpoint selection. The R package ctmle 43 can be found on The Comprehensive R Archive Network.
Data generating distribution
We consider the following data generating distribution for O i ¼ ðY i , A i , W i Þ: W i is the vector of 20 baseline covariates, generated from weakly correlated multivariate normal distribution. The treatment indicator variable A i is independently generated from a Bernoulli distribution, with
Thus, the PSs would be closer to 1 with a larger value of intercept C. Figures 1 and 2 shows the histogram plots of true propensity score, and estimated propensity score (by logistic regression) for C ¼ 1, 2, with sample size N ¼ 1000.
The potential outcomes pair ðY i0 , Y i1 Þ is independently generated from a Gaussian distribution, with conditional expectations
and the variance is 1 for both Y i0 and Y i1 . In other words, the observed outcome Y i is from a normal distribution with variance 1 and expectation
Thus the true average treatment effect is 2.
Estimators
In the simulation, we compared several PS-based estimators. First, we consider the widely used inverse propensity score (IPW) estimator, or so-called Horvitz-Thompson estimator 4
IPW is a consistent estimator when " G n consistently estimates " G 0 . However, due to the inverse weighting, the IPW estimator usually has overly large variance, when there exist some weights A " G n þ ð1 À AÞð1 À " G n Þ close to zero. To stabilize the IPW estimator, the Hajek-type IPW (Hajek-IPW) 28 was proposed as
Hajek-type IPW is usually more stable compared to the plain IPW estimator. However, this stabilized IPW estimator will still be highly variable and will have a positively skewed distribution if there are very strong covariate-treatment associations. 12, 44, 45 Both of the above estimators only rely on estimation of the PS and will be inconsistent if the PS is not estimated consistently. We further compared the following double robust estimators. The Augmented-IPW (A-IPW, or DR-IPW) estimator 39 can be written as
In this study, we also consider the vanilla TMLE estimator
We consider the following estimators to estimate the causal parameter:
. Estimators with fixed truncation level: for all the estimators described above, we provided them with estimated PS truncated at different fixed percentile, from ¼ 60% quantile, to ¼ 100% quantile (no truncation), with step size 1%. . Estimators with the truncation level selected by CV: for all the estimators described above, the truncation level for the PS estimate is selected by CV with negative log-likelihood loss on " G (see details in section 3.1). . TMLE estimator with truncation level selected by MV, or for short, MV-TMLE estimator (see details in section 3.2). . Positivity-C-TMLE estimator.
For A-IPW, TMLE and C-TMLE estimators which rely on the estimation of " Q 0 , we used the estimate " Q 0 n from a main terms linear regression, with observed outcome, Y, as dependent variable, and treatment, A, along with baseline covariates W 3 , . . . , W 10 as predictor. In other words, the confounding in the initial estimate is partially controlled. For the estimation of " G 0 for all PS-based estimators, we used a main terms logistic regression with all the covariates as predictors. In other words, the PS is estimated consistently and efficiently. Thus we guarantee that the model is correctly specified, and the failure of the estimators in the simulations is from the practical violation of the positivity assumption instead of model misspecification.
For each of the following simulation settings, we generated the data from each corresponding data generating system 200 times, and report the average bias, standard error, and mean squared error of all the estimators.
Results
We use solid curves with different colors to denote the estimators with different fixed quantiles as cutpoint for truncation. For all estimators with data-adaptive truncation, we use horizontal lines to present the performance.
Mean squared error
First we study the case C ¼ 0. Figure 3 shows when the sample size is 200, small values of result in high MSE due to bias and large values of result in high MSE due to variance. The optimal cutpoint for different estimator varies. For IPW, IPW-Hajek, and A-IPW, the optimal was about ¼ 0:9. It is not surprising to see the vanilla IPW estimator is the most unstable around ¼ 1. TMLE is the most stable estimator, and it achieved optimal around ¼ 0:8. Among all estimators with cutpoint selected by CV, TMLE performed best, and its MSE was very close to the MSE of C-TMLE. CV-TMLE, MV-TMLE, and C-TMLE have similar performance.
When the sample size is 1000, the optimal cutpoint for all estimators was close to ¼ 1. Intuitively, the larger sample size makes the variance of estimators smaller, thus less truncation is necessary. When the sample size is large enough, it would be unnecessary to truncate the PS estimate. All the estimators with cutpoint selected by CV had similar performance. The C-TMLE estimator achieved the best MSE and the CV-TMLE estimator achieved the second best MSE when N ¼ 1000. For both N ¼ 200 and 1000, the C-TMLE estimator was even better than the oracles of all the competing estimators with fixed quantile: the horizontal line for C-TMLE is below all the curves.
We then set C ¼ 1 to introduce stronger practical violations of the positivity assumption. For N ¼ 200, the IPW and A-IPW estimators became more unstable. Figure 4 shows the corresponding MSEs sharply when increased from 0.85 to 1. This might be because of the unstable inverse weighting in these two estimators. Hajek-type IPW was much more stable for mild truncation, in comparison to IPW and A-IPW. TMLE was more stable and had better performance compared to the previous estimators. For estimators with adaptive cutpoint selection, TMLE achieved the best performance among all the estimators with cutpoint selected by CV. MV-TMLE and C-TMLE had the best performance among all the estimators.
When N ¼ 1000, all the estimators have similar performance with the previous case where C ¼ 0, N ¼ 1000. Due to the relatively large sample size, even the estimators with untruncated PS had satisfactory performance. However, we observe that, different from the case with N ¼ 1000 and C ¼ 0, the MSE for IPW starts increasing after ¼ 0:95 when N ¼ 1000, C ¼ 1, which indicates there are stronger violations of the positivity assumption in this case. In this setting, C-TMLE still achieved the best performance among all estimators and was better than the oracles for all estimators with fixed cutpoint. Finally we studied the case where the positivity parameter C ¼ 2. We could see from Figure 2 that there was strong practical violation of the positivity assumption, as the distribution of the PS is highly concentrated around 1. For N ¼ 200, MSEs for all estimators increased compared to the previous cases where C ¼ 0, 1. The MSEs for IPW was out of the bound of the plot when the PS was truncated with large quantile. Hajek-type IPW estimator was much more stable compared to IPW and A-IPW in this case. TMLE still had satisfactory performance among all the non-adaptive estimators, and the optimal quantile for truncation of TMLE is around ¼ 0:6. For the estimators with cutpoint selected by CV, Hajek-TMLE achieved the best performance. In this case, where there exist strong practical positivity violations, the gap between C-TMLE estimator and other estimators became larger.
Similar to the previous cases, larger sample size relieved issues from practical violations of the positivity assumption. When N ¼ 1000, the optimal quantile for TMLE truncation increased to around ¼ 0:84, while for all the other non-adaptive estimators the optimal quantile was around ¼ 0:9. The estimators with cutpoint selected by CV had similar performance, with MSE around 0.4, and MV-TMLE estimator had slightly better performance. C-TMLE estimator had the best performance among all the adaptive estimators. The oracle for TMLE with fixed cutpoint is slightly better than C-TMLE when C ¼ 2, N ¼ 1000, but such optimal cutpoint is unknown in practice.
The bias-variance trade-off
We further studied the bias and variance trade-off for each estimator. Figure 6 shows the bias and the standard error (SE) for each estimator. The figure for bias shows that when the cutpoint is increased, IPW, Hajek-type IPW and A-IPW became less biased. The bias of TMLE decreased from positive to 0, and then became negative. This shows practical violations of positivity would introduce bias for TMLE when no truncation is applied to the PS estimate, even when using the true parametricmodel for PS estimation. For the SE, all the estimators with fixed cutpoint show the same pattern: all the SE increase dramatically with truncation quantile increased from 0.8 to 1.0. For all estimators with adaptive cutpoint selection, C-TMLE achieved both the smallest SE and a relatively small bias. In comparison, MV-TMLE and CV-TMLE achieved small absolute bias, but had overly large variance. Among all estimators using CV for cutpoint selection, TMLE has the best MSE (see Figure 5 ). More details can be found in Table 1 .
To further study the estimators with data-adaptive truncation selection, we also compared MSE for each estimator with the positivity parameter C increasing from 0 to 2. Figure 7 shows the trend of MSE for each estimator with the positivity parameter C increasing from 0 to 2. C-TMLE kept better performance compared to all the other estimators with cutpoint determined by CV. In addition, the gap between the MSE for C-TMLE and other estimators kept increasing. This suggests that CV is far from the optimal for the cutpoint selection.
MV-TMLE has good performance when N ¼ 200 and C is small. However, in the setting of N ¼ 200, when violations of positivity became stronger, its MSE increased dramatically after C ¼ 1.5. When the sample size N ¼ 1000, it keeps satisfactory performance. However, it is consistently weaker than C-TMLE across all C. 
Comparison of cutpoints for CV, MV-TMLE, and C-TMLE
To better understand the difference between the cutpoints selected by C-TMLE and CV, we study the mean of the quantiles selected for C-TMLE, MV-TMLE and CV. To have a better comparison, we used TMLE estimator with the cutpoint selected by CV (CV-TMLE) to compare with Positivity-C-TMLE (C-TMLE), and the cutpoint selected by MV (MV-TMLE). Figure 8 shows the absolute mean bias, SE, and MSE for CV-TMLE and C-TMLE with the positivity parameter C ¼ 2, and sample size N changing from 200 to 3000. MSE for both algorithms decreases, which is mainly due to the decreasing SE. The absolute mean bias for C-TMLE shows a decreasing trend, but not clear for CV-TMLE. This might be because CV is too sensitive to the sample size, and selected too mild truncation (too large cutpoint quantile ). In addition, it is interesting to see that the bias curves of CV-TMLE and MV-TMLE show very similar patterns.
To better understand why C-TMLE outperforms CV-TMLE, we plot the mean cutpoint selected by CV and C-TMLE. Figure 9 shows the mean quantile selected by CV and C-TMLE. In this experiment, we fixed C ¼ 1 (left) and C ¼ 2 (right), with sample size N increasing from 200 to 3000. We observe that CV is more sensitive to N in comparison to MV-TMLE and C-TMLE. The cutpoint increased dramatically from around 0.7 to 0.95, when N increased from 200 to 1000. However, C-TMLE tended to be more conservative. Even when the sample size is very large, it still only truncated at around 90%. On the other hand, comparing the two figures with C ¼ 1 and C ¼ 2, we could see that C-TMLE is much more sensitive to the positivity parameter C. In comparison, the lines for CV for C ¼ 1, 2 are more similar than the lines for C-TMLE. The cutpoint selected by MV-TMLE is not sensitive either to the sample size or the positivity parameter.
To better understand their behavior from another perspective, we fixed the sample size N and increased the positivity parameter C. Figure 10 shows that the cutpoint selected by C-TMLE is more sensitive to the positivity parameter C, as the curves for CV and MV-TMLE are flatter. This could be explained by the objective function used for CV: the commonly used negative log likelihood loss penalized the observations with:
Consider the case where the untreated observations are rare. Then for the untreated observations A i ¼ 0, but with high value of the estimated PS, " G n ðW i Þ, it would contribute À logð1 À " G n ðW i ÞÞ to the loss function. However, the performance of the estimators with inverse weighing would suffer more in comparison to the predictive performance of " G, as the inverse of a very small number, 1= " GðW i Þ, can be much larger/influential. In this sense, the C-TMLE estimator has an attractive property that it determines the cutpoint by minimizing the CV loss for the parameter of interest, instead of the nuisance estimator. It remains unknown why the cutpoint selected by MV-TMLE is not sensitive to either sample size, or the positivity parameter. Unlike CV, which is model free, MV relies on the choice of the causal estimator. Thus, it is possible that the cutpoint would be more sensitive if we switch to a less robust estimator (e.g. IPW estimator).
For C-TMLE, notice this cutpoint selection is different from the general model selection problem. Unlike the general model selection (e.g. selection of the regularization parameter for LASSO), the cutpoint selection is not closely relevant to the bias-variance trade-off, or smoothness, of " G, as it only affects the tail distribution of AjW. The negative log-likelihood would always select little truncation (high cutpoint) as the increasing of bias is faster than the decreasing of variance, as the Kullback-Leibler divergence is not sensitive to predicted probabilities close to 0/1. Even " G n, selected by CV will yield an asymptotic linear estimator, without suffering from undersmoothing. Thus it does not fit the general theorem of C-TMLE in van der Laan et al. 25 However, in the finite-sample cases, the Positivity-C-TMLE uses a more targeted criterion in comparison to CV, which leads to a better practical performance.
Confidence intervals
In this section, we study the finite sample performance of confidence intervals for double robust estimators. Table 2 shows the average coverage and length of confidence intervals. The positivity would also influence the estimation of the variance of the estimators. To better understand the behavior of the two estimators, we studied two settings. In the first setting, we used the true SE, SEðÉ n Þ, of the CV-TMLE, MV-TMLE, and C-TMLE (computed by a Monte Carlo simulation), and applied it to construct the CIs: ½É n À 1:96 Á SEðÉ n Þ, Table 2 . Coverage of CI across 200 experiments with sample size 1000 for efficient estimators, with the average relative width of CI to CV-TMLE* in parentheses. É n þ 1:96 Á SEðÉ n Þ. In the second case, we applied the estimated SE, c SEðÉ n Þ, to construct CIs ½É n À 1:96Á c SEðÉ n Þ, É n þ 1:96 Á c SEðÉ n Þ for all the estimators.
First, we observe the TMLE* had much larger variance but smaller bias compared to C-TMLE in this experiment (C ¼ 2, N ¼ 1000). The large variance of TMLE helps the coverage for its CI, if we know the true variance (which is not possible). C-TMLE selects the cutpoint by optimizing the bias-variance trade-off to the MSE of the targeted parameter, and thus introduces more bias to reduce the variance in order to achieve better MSE. This is also shown in Figure 10 , where in sample size 1000, CV would on average truncate with a larger quantile. The overly large variance causes a much wider CI, which leads to the satisfactory coverage for TMLE*, though this makes the TMLE estimator less efficient.
However, as the true variance of the estimator is unknown in practice, CIs usually rely on the estimation of the variance. We observe that the variance of CV-TMLE, MV-TMLE, and C-TMLE estimator was underestimated in our experiments. It is also interesting to observe that A-IPW had high coverage, which is due to the overestimating of its variance: according to Table 2 , the ratio for estimated SE and true SE when n ¼ 1000 is 0:97=0:51 ¼ 1:90. For all the estimators, the estimated variances were smaller than the true variances. Extreme weights in the clever covariates H(A, W) cause large variance of the influence curve, thus making it challenging to estimate the variance of the estimator. The variance estimator for the Positivity-C-TMLE estimator is less biased than the variance estimators for the CV-TMLE and MV-TMLE estimator. The ratio of the mean estimated SE to the corresponding true SE is about 0:88, 0:86, 0:71, 0:76, 0:74 for C ¼ 0, 0:5, 1, 1:5, 2, respectively. While for CV-TMLE and MV-TMLE, the ratio is much smaller. The ratio of the mean estimated SE to the corresponding true SE for the CV-TMLE estimator is about 0:82, 0:79, 0:69, 0:57, 0:51, and for the MV-TMLE estimator it is about 0:79, 0:77, 0:65, 0:64, 0:49, for C ¼ 0, 0:5, 1, 1:5, 2 respectively. This explains why CV-TMLE and MV-TMLE had worse CI coverage than C-TMLE.
We further applied the robust variance estimator for the positivity C-TMLE. The last row in Table 2 shows the coverage and relative width of CIs across 200 experiments. The results show that the robust variance estimator provided better estimation of the variance, and improved the performance of confidence intervals significantly.
Conclusion
In this study, we proposed the Positivity-C-TMLE algorithm for adaptive truncation of the PS to address the issues from practical violations of the positivity assumption. We also designed simulations to evaluate and to help understand this novel estimator. We have the following conclusions:
. It is reasonable to believe that the optimal cutpoint varies significantly for different estimators. The Positivity-C-TMLE algorithm was designed for selecting the optimal cutpoint for TMLE, which might be the key point for its outstanding performance in the simulation. . As discussed in section 5.4, the negative log-likelihood function L ð2Þ for " G is not a good objective function for selecting . Positivity-C-TMLE selects directly based on the targeted parameter, which is another important factor in its success in the simulation. . The cutpoint selected by Positivity-C-TMLE is more sensitive to the positivity parameter C than the cutpoint selected by CV. The cutpoint selected by CV is sensitive to the sample size N, but not for the positivity parameter C. The cutpoint selected by MV-TMLE is not sensitive either to N, or to C. . MV-TMLE has similar performance to C-TMLE when the sample size is large, or when practical violations are mild. However, in small samples with strong positivity violations (e.g. N ¼ 200, C ¼ 2), C-TMLE has much better performance than MV-TMLE. . For Positivity-C-TMLE, the variance is under-estimated in the simulation, especially when practical violation of the positivity assumption is strong. Though the variance estimator for Positivity-C-TMLE is less biased than the one for CV-TMLE or MV-TMLE, a more conservative variance estimator is necessary to build a more reliable confidence interval for finite-sample study. We applied the robust variance estimator 41, 42 and observed a significant improvement.
There are several potential future extensions of this study. First, we only studied the case where the propensity score is estimated by a correctly specified parametric model. In other words, the failure of the estimators in the simulations are only from the practical violations of the positivity assumption, rather than model misspecification. It is important to investigate the behavior of each adaptive truncation method when the estimator for " G 0 is
