Abstract-Artists, illustrators, photographers, and cinematographers have long used the principles of contrast and composition to guide visual attention. In this paper, we introduce geometry modification as a tool to persuasively direct visual attention. We build upon recent advances in mesh saliency to develop techniques to alter geometry to elicit greater visual attention. Eye-tracking-based user studies show that our approach successfully guides user attention in a statistically significant manner. Our approach operates directly on geometry and, therefore, produces view-independent results that can be used with existing view-dependent techniques of visual persuasion.
Ç

INTRODUCTION
M UCH progress has been made in the arts in establishing a visual narrative that guides a viewer's attention in a mild manner through a scene. In this paper, we explore how one can use techniques based on mesh processing to persuade a viewer to look at certain regions more than others. We establish a relationship between geometry modification and viewer attention. We quantify human attention by measuring the eye movements of subjects as they examine meshes altered by our technique.
Traditional art, illustration, and photography have long explored the principles of visual persuasion. Most of these principles, such as those based on camera or illumination, are view dependent. However, in an interactive medium such as 3D graphics, we believe that there is an additional need for persuading visual attention through view-independent attributes such as geometry filtering. The advantage of pursuing visual attention persuasion through geometry manipulation is that, by pushing the influence of attention deeper into the graphics pipeline, content creators can have greater flexibility in using other conventional techniques later in the graphics pipeline.
The main contributions of this paper are the following:
1. We introduce the concept of persuading visual attention through geometry modification. 2. We present a general class of mesh filters that can increase the saliency of a mesh over an arbitrary region of interest. 3. We are the first to present a view-independent method of visual attention persuasion that directly operates on meshes. 4. We examine the effectiveness of persuading visual attention through geometry using an eye-trackingbased user study.
5.
We perform a wide range of statistical analyses to show that our technique is more effective in drawing and holding the viewers' attention than prior art (the Gaussian-based enhancement method).
BACKGROUND
Artists have long used a rich collection of compositional and rendering techniques to persuade the viewers to pay greater attention to specific characters and objects in their paintings. The artist-determined visual hierarchy leads the viewer through the painting to see objects in the order of their relative importance, thereby finely controlling the communication of the message and purpose of their work. Image features such as luminance, color, and orientation are believed to guide the visual attention in low-level human vision [1] , and the role of luminance and texture contrast in attracting visual attention has been recently verified by Parkhurst and Niebur [2] . Recently, ideas inspired by the principles of visual communication based on art, perceptual psychology, and cognitive science have begun to be carefully studied in the context of visual depiction [3] . As an example, discrepant lighting can be used to emphasize and depict a user-specified detail in images [4] , as well as meshes [5] , [6] . Visual attention is a complex process that consists of an observer processing selected aspects of visual information more than others [1] . Eye movements are one of the most important but not the only means of visual selection. Many models of visual attention and saliency in an image have been evaluated by their ability to predict eye movements [7] , [8] . Several computational models of visual saliency that model human attention have been developed. Based on Koch and Ullman's [9] model of early vision, Itti et al. [10] identify regions of images that are distinct from their neighbors by applying center-surround mechanisms to different multiscale image feature maps and combine them to compute a saliency value for each pixel. There are a number of other approaches to modeling visual attention that combine local and global image features as in the work of Tsotsos et al. [11] , Milanese et al. [12] , Rosenholtz [13] , and Torralba [14] . Santella and DeCarlo [15] have studied the relationship between eye movements and image saliency to explore the effect of local detail modulation to the way viewers examine an image. Enns and Rensink [16] have shown that the salient pop-out phenomenon is not just limited to 2D image attributes but also occurs for 3D objects that differ in spatial orientation. Methods for computation of salient regions on 3D meshes have been developed by Watanabe and Belyaev [17] , Hisada et al. [18] , Lee et al. [19] , and Howlett and O'Sullivan [20] .
Saliency has been used in several 3D graphics applications, including animation compression [21] , rendering acceleration [22] , viewpoint selection [19] , [23] , shape matching [24] , and mesh simplification [19] , [20] . Perception-based methods have been used for level-of-detail simplification for 3D meshes [25] , [26] . Su et al. [27] have developed an elegant postprocessing technique to reduce the saliency of distracting regions in an image. They alter regional saliency by reducing its texture variation through the use of steerable pyramids [28] . Kim and Varshney [29] have developed a saliency-based enhancement technique to draw visual attention to a user-specified region by changing the luminance and saturation in a direct volume rendering application. In this paper, we examine how saliency alteration in 3D geometry may affect viewer attention. We thereby aim to expand the scope of visual attention persuasion techniques from luminance contrast, color contrast, and texture contrast to include changes in geometry.
OVERVIEW
Visual attention can be guided in a goal-driven fashion or by external stimuli [30] . In this work, we focus on the latter and therefore do not consider the high-level semantics of the objects or tasks at hand. Visual attention can be drawn to a specific region by simply having the selected pixels rapidly change and flash colors. Other approaches to draw attention to a region could include lighting it brightly, using high-saturation colors, and adding a high-curvature spike. Although these approaches would likely work, they should be considered coercive and obtrusive instead of being persuasive. The challenge in gently guiding visual attention is to do so in a finely nuanced style that only introduces subtle changes. In this paper, we explore visual attention persuasion by making changes only to geometry. The various stages in our approach are shown in Fig. 1 and summarized below:
Region selection. We allow the content designer to specify attentional regions in a scene by directly selecting vertices, regions, or objects. The details of this interface are covered in Section 4.
Persuasion filters. In Section 5, we discuss an approach to enhance the saliency of a region to attract greater visual attention by designing a general class of mesh filters.
Validation. Once a persuasion filter has been applied to a given region, we would like to have some objective evidence that it results in eliciting greater visual attention. Eye tracking is the most prevalent method of estimating visual attention. We have conducted an eye-tracking-based user study to verify the impact of our persuasion filters and report the results in Section 6.
Stylized rendering. Our approach of geometry filtering incorporates visual attention persuasion early in the graphics pipeline. We have empirically observed that these changes are successfully propagated to the final rendering under several illumination and rendering styles. We discuss this in Section 6.4. eliciting greater visual attention. One of the simplest and most effective ways to specify regions on a mesh is by a WYSIWYG painting interface such as the one developed by Hanrahan and Haeberli [31] . We use a similar screen-space brush in which the screen-space coordinates are projected back onto the surface by inverting the viewing transformation. This allows us to readily locate the appropriate mesh triangles and vertices in the vicinity of the brush location. The size of the brush is variable and can be modified to provide the user with coarse-to-fine control over the selected regions.
Although, initially, it seemed attractive to allow a user to paint arbitrarily shaped regions, we soon realized that this was not necessarily the best way to validate our results through user studies. The challenge here lay in attempting to isolate the effects of our persuasion filters from those arising naturally from the shape of the selected regions. Thus, if a user specifies a T -shaped region on a mesh, the confluence of two linear regions is likely to elicit greater attention due to perceptual principles other than the ones we are targeting in this paper. Therefore, we have only used simple circular or rectangular region selections. We have found it helpful to also add a spherical region selector. Fig. 2 shows some of the regions selected by our region selection tool.
PERSUASION FILTERS
Modifying the contrast of visually important features has been recently used in several contexts such as video abstraction [32] and attention-based modulation of detail for exaggerated shading [6] . Winnemö eller et al. [32] regard the luminance and color opponency as visually important features and modified their contrast for image abstraction with the assumption that the changes in these frequencies are perceptually important.
We believe that manipulating geometry by smoothing and sharpening is a basic but useful method for guiding viewer attention in a view-independent way for 3D graphics applications. However, applying this approach to a 3D mesh is not trivial and has several issues. First, we have to identify which 3D mesh property to modify by smoothing and sharpening operators just as luminance and color opponency are used in imagery. Second, we need a framework that can structure the modification of the geometry in a controlled manner.
We change the mean curvature values at the vertices around the user-specified region by using bilateral displacements [33] and the magnitudes of bilateral displacements are guided by the mesh saliency. In this section, we explain our design choices.
Bilateral Displacements
Taubin [34] introduced the Laplacian-operator-based isotropic mesh smoothing. An implicit formulation for isotropic mesh smoothing based on the analogy of geometric flow was developed by Desbrun et al. [35] . Anisotropic filtering techniques were subsequently developed by Guskov et al. [36] , Desbrun et al. [37] , Zhang and Fiume [38] , Bajaj and Xu [39] , and others. Bilateral filtering was introduced for meshes by Fleishman et al. [33] and Jones et al. [40] as a more stable alternative to anisotropic diffusion. These approaches are similar in formulation but differ in how they predict the local surface around a point.
There are a number of methods to alter the mean curvature values of a mesh. These include applying any kind of smoothing and sharpening operators explained above, displacing vertices, changing local normals, and even applying level-of-detail techniques. Among these, we would like to focus on methods that change the mean curvature values in a controlled manner.
Nealen et al. [41] captured high-frequency details at a vertex v i using the Laplacian coordinates [35] , [42] in their mesh editing framework as
Here, the vertices v j are the one-ring neighbors of a vertex v i , and w ij are determined using the cotangent weights [42] . Since d i is in the local normal direction and the length kd i k is proportional to the mean curvature around vertex v i , Laplacian-based vertex displacement offers a direct way to change the mean curvature values in the selected region of interest. However, the vertex displacement d i in (1) only operates for one-ring neighbors. We would like to guide the magnitudes of displacements by mesh saliency. Since the mesh saliency operator does not operate at one-ring neighbors but at a scale , we generalize the definition of neighbors with respect to the scale . Displacing vertices based on Fleishman et al.'s bilateral filter [33] satisfies this requirement while preserving all the benefits of Laplacian-based vertex displacement in changing mean curvatures. They smooth vertex v with a normal n as
Here, W c ðxÞ ¼ e
2 is the closeness smoothing function with parameter c that gives a greater weight to the vertices closer to the center vertex v, W f ðxÞ ¼ e
2 is the feature weight function with parameter f that penalizes a large variation in height from the local tangent plane, and Nðv; 2 c Þ is the neighborhood of v containing all vertices p such that kv À pk < 2 c . Note the similarities and differences between (1) and (2).
Saliency-Guided Attention Persuasion
Lee et al. [19] have defined the mesh saliency of a vertex v at a scale using the center-surround mechanism as SðvÞ ¼ jGðC; v; Þ À GðC; v; 2Þj;
where C denotes the mean curvature values around a vertex v and GðC; v; Þ is the Gaussian-weighted average of the mean curvature of vertices in the neighborhood Nðv; 2Þ. In fact, the center-surround mechanism used in this definition is the Difference of Gaussians ðDoGÞ function at a fine scale and a coarse scale 2. We are interested in changing the mean curvature values at the vertices around the user-specified region of interest so that those modifications result in user-desired saliency changes ÁS. For this purpose, we slightly modify the center-surround mechanism and define the center-surround operator at a vertex v using the Laplacian of the Gaussian-weighted averages as
where w 1 and w 2 indicate the positive weights of the Gaussian-weighted averages at a fine and a coarse scale, respectively. From this definition, the saliency change at a vertex v can be simply expressed as
where ÁC is defined as the curvature change map. Given a user-specified saliency change map ÁS, we can compute the curvature change map ðÁCÞ around a vertex v by solving the following system of linear equations: where the coefficients c i;j represent the difference between two Gaussian weights at scale and at scale 2 for a vertex v j in the neighborhood of the center vertex v i . Setting the two weights w 1 and w 2 to be equal results in a rankdeficient system. We have observed that the system is stable for unequal weights. This corresponds to defining the saliency function using an aggregate of DoG and a Gaussian (G) instead of just a DoG function. Specifically, we have found that using the weights w 1 ¼ 3=4 and w 2 ¼ 1=4, which corresponds to 1=4DoG þ 1=2G, results in a stable system that alleviates the rank deficiency of the coefficient matrix. We solve this system of linear equations at multiple scales i to get the curvature change map ðÁC i Þ at each scale i . The overall curvature change map is computed as the multiscale summation of ÁC i . Assuming a spherical region of interest, the resulting curvature change map has the shape of the green curve shown in Fig. 3a .
Since we are interested in emphasizing user-specified regions on meshes, we generalize the spherical region of interest by using distance fields on a mesh [43] . Given a region of interest ðROIÞ, we compute the distance field from the boundary of ROI and define the radius of the user-specified region r as the distance from the innermost point to the boundary. Let d b ðvÞ be the distance from the boundary of ROI to the vertex v. We define distðvÞ as r þ d b ðvÞ for the vertex v that is outside of ROI and r À d b ðvÞ for the vertex v that is inside of ROI. The resulting curvature change map based on this distance field is shown for a rectangular region in Fig. 1d and Fig. 3d .
We change the mean curvature values of the vertices in a mesh by using the bilateral displacements. We modify the mean curvature around a vertex v by displacing it as
where d is the displacement in the normal direction n for vertex v from the bilateral mesh filter in (2), and ÁCðxÞ is the curvature change map. We refer to this as the persuasion filter P.
In practice, we approximate the computed curvature change map by piecewise C 2 -continuous degree-4 polynomial radial functions inspired by [44] as ÁCðxÞ ¼ dðxÞ þ wðxÞ Á gððxÞ; ðxÞÞ;
otherwise;
( where dðxÞ, wðxÞ, ðxÞ, and ðxÞ are determined by
otherwise:
Our approximating function is shown by the blue curve in Fig. 3a . In our current implementation, we use 0:1 À þ 0:3. For all the examples in this paper, we have applied the persuasion filter five times to the region of interest. 3b shows the Gaussian fall-off function used for the comparisons in Section 6. The Gaussian fall-off function has been used in regional enhancement for volume illustration [45] , in attention-based modulation of detail for exaggerated shading [6] , and in stylized rendering [46] . There are several ways to define the Gaussian fall-off function. In this paper, we have used the Gaussian fall-off from the boundary of the region of interest instead of from a point to more closely match our computed curvature change map. We call the filter based on this Gaussian fall-off function the Gaussian filter. For our evaluations, we have kept the maximum change ð þ Þ of the Gaussian filter to be the same as the maximum change of the approximated curvature change map in blue in Fig. 3b , and the standard-deviation ðÞ of this function from the boundary of the region of interest is determined to make the area under its curve equal to that under the persuasion filter curve (to equalize the changes introduced by the two filters). Fig. 4 shows the application of the persuasion filter around the front part of the Golf Ball model, which results in an average saliency increase of 101.6 percent for the region. Fig. 8c further shows the enhancement by persuasion filters. Compared to the original models in Fig. 8a , the effects of applying our filters are clearly visible. The application of the persuasion filter depends on the number of vertices in the region of interest. For the lower left part of the Golf Ball model in Fig. 8, 11 .2K vertices were involved and it took 0.8 seconds. For one of the saints in Fig. 8 , 26K vertices were involved and it took 2 seconds. When one of the armadillos in Fig. 8 was selected, there were 650K vertices involved in the persuasion filtering, and it took about 15 seconds. These times were measured on a 2.93-GHz Intel(R) Core(TM)2 CPU Windows PC with 4 Gbytes of RAM.
VALIDATION AND RESULTS
As we discussed in the previous section, the geometrybased model of visual attention persuasion results in an increase in mesh saliency over the user-specified region. The real measure of success, however, is whether this actually results in eliciting greater viewer attention. To gather objective evidence of the effectiveness of our approach, we have carried out an eye-tracking-based user study and have analyzed the results in two different ways: percentage of fixation points on the region of interest and average duration of consecutive fixation points on the region of interest. The first analysis is to see if our technique attracts the viewers' gaze to the region of interest, whereas the second analysis reveals if it holds the viewers' gaze. An excellent guide to the experimental design of eye-tracking-based user studies appears in the work of Parkhurst et al. [7] .
Hypotheses
There are two hypotheses for each analysis, which result in a total of four hypotheses. Our first hypothesis (H1) is that the eye fixations increase over the region of interest by using the persuasion filter as compared to the original unaltered model. Our second hypothesis (H2) is that the eye fixations increase over the region of interest by using the persuasion filter compared to the use of a Gaussian filter. Our third hypothesis (H3) is that the average durations of eye fixations on the region of interest increases by using the persuasion filter as compared to the original unaltered model. Our fourth hypothesis (H4) is that the average duration of eye fixations on the region of interest increases by using the persuasion filter compared to a Gaussian filter. We next examine the validity of these hypotheses. We examine hypotheses H1 and H2 in Section 6.3.1 and hypotheses H3 and H4 in Section 6.3.2.
Experimental Design
Subjects. Data were collected from a total of 18 subjects participating for pay. They had normal or corrected-tonormal vision and were not familiar with the goals of this study. Subjects were told to freely view the images with no assigned goal.
Physical setup. We have used the ISCAN ETL-500 eye tracker, which can record eye movements continuously at 60 Hz. The study was carried out on a 17-inch LCD display with a resolution of 1; 280 Â 1; 024, placed at a distance of 24 inches, subtending a visual angle of approximately 31.4 degrees horizontally. The subjects had a chin rest to minimize head movements and to maintain calibration. Our experimental setup is shown in Fig. 5 .
Eye-tracker calibration. The standard calibration of ETL-500 eye tracker was performed with four corner points and one center point. However, this was not sufficiently accurate for our purposes due to nonlinearities in the eyetracker-calibrated screen space. Therefore, we used the second calibration step, which involves a more densely sampled calibration phase similar to that in [7] with 13 additional points. For this, we asked the subjects to successively look at and click on 13 points presented on the screen. This gave us an accurate correspondence between the eye-tracker space and the monitor space for that subject. After this, we tested the accuracy of the calibration by asking the subjects to look at 16 randomly selected points on the screen. Of the 21 subjects, 18 were able to successfully calibrate to within an accuracy of 30 pixels (about 0.75 degree) for each of the 16 points. We proceeded with our study using these 18 subjects.
Duration. The user study had 13 trials (images) including four irrelevant images. Each trial started with the subject seeing a blank screen with a cross at the center of the screen. The subject was asked to look at the cross before clicking the mouse to bring up the next image. This ensured that each trial started with the subject's eyes fixated at the center of the image. Each image was shown for 5 seconds. Each study took about 80 seconds. Two irrelevant images were shown at the start of the experiment to give the subject a sense of the duration.
Image ordering. There were a total of 15 images used over all the experiments. Each image set consists of one original image and four filtered images in which one of the two regions is enhanced by either a Gaussian or our persuasion filter. The images and the regions of interest were carefully chosen so that the two regions of interest in each image set have similar shape, size, and saliency values (as computed in [19] ). We have used the Golf Ball, the Romanesque Relief, and the Armadillos models shown in Fig. 8 for our study. Each user saw nine images out of these 15 images. When we ordered the images for each user, we considered differential carryover effects and the counterbalancing problem. First, we placed similar images far apart to alleviate differential carryover. At the same time, we did not place similar images in a perfectly regular manner so that a user could not predict the next image. We did this by inserting a couple of unrelated images. Alleviating differential carryover effects had the highest priority in our ordering because each user looked at three similar images (original and filtered with two different techniques). Finally, we randomized the order of regions and the order of enhancement types (Gaussian and persuasion filtered) to counterbalance overall effects.
Fixation points. We divide the data points from the eye tracker into two groups-fixation points, which correspond to a user looking at a single location, and saccade points, which correspond to fast eye movements from one fixation point to the next. We followed an approach similar to the one suggested by Stampe [47] to identify fixations and saccades. We considered data points that had a velocity greater than 15 degrees/second as saccade points and removed them. We then averaged consecutive eye locations that were within 15 pixels and classified them as a single fixation point. Some researchers have advocated discarding short (exploratory) fixations in measuring the attention of the viewer [48] . We ignored the brief fixations below the threshold of 133 ms. This corresponds to eight consecutive points in the ISCAN ETL-500 eye-tracking device. After we removed the short fixations, we weighted the contribution of each fixation point by its duration to give more weight to longer fixations. From here on, when we refer to a fixation point, we imply a duration-weighted fixation point. For every image that we used in our study, we had a specified region of desired visual attention.
Data Analysis
Percentage of Fixation Points
The results of our study can be seen in Fig. 6 , and they show the increase in fixation points on the regions selected by the user. Each grouping of bars in Fig. 6 is labeled by the object or region on which the filters were applied. Fig. 7 shows the increase in the number of fixation points on the attention area after the application of persuasion filters. In Fig. 7b , the third saint was processed with persuasion filters, and this resulted in an 87 percent increase in the percentage of fixation points on it. Table 1 shows the results of two-way ANOVA tests on the percentage of fixations with several different conditions. First, we carried out a two-way ANOVA for two conditions: filtering methods and image sets. As shown in Fig. 6 , participants fixated more on the regions of interest when they are filtered with enhancement techniques. Overall, there was a strong difference in the percentage of fixations depending on enhancement techniques, F ð2; 153Þ ¼ 30:09, p < 0:001.
Since we filtered two regions of interest for each image set, we did another analysis with filtering methods and regions for each image set. Among regions, there were no statistically significant differences ðF ð2; 48Þ ¼ 0:027 $ 0:195; p > 0:661Þ as expected. For enhancement methods, there were statistically significant differences for all the models. We also carried out a two-way ANOVA test with two enhancement methods (Gaussian and persuasion) and image sets to see if the persuasion-based enhancement is better. The result shows a significant improvement on the percentage of fixations with persuasion-based enhancement, F ð1; 102Þ ¼ 21:23, p < 0:001.
Next, we performed a pairwise t-test on the percentage of fixations before and after we apply the enhancement techniques for each model (this is the only condition in the test). Table 2 shows the results for each of the models. We found a significant difference in the percentage of desired fixations after we applied the persuasion filters for each of the models. There was a significant difference in the percentage of desired fixations for the Gaussian filters only for the Golf Ball model. When we carried out a pairwise t-test between two filtering methods (Gaussian and persuasion) for each image set, we still observed a significant difference for each case. The results in this section clearly validate that there is a significant increase of fixations on the regions of interest by the persuasion filter over the original, as well as the Gaussian-filtered meshes.
Average Duration of Consecutive Fixation Points
Toward the end of Section 6.2, we discussed why we weighted the contribution of each fixation point by its duration. However, simply weighting fixation points by their duration cannot distinguish frequent brief fixations from a single long fixation. Henderson and Hollingworth [48] advocate that fixation points correlate with attention when they are longer in duration. To show that the images enhanced by our persuasion filter actually hold viewer gaze (draw attention), we have done another analysis on the average duration of fixation points on regions of interest. Table 3 shows the result of the average duration and their standard deviation of fixation points across the subjects for each model in seconds.
Since the standard deviations are large, we assessed the statistical significance of these results through ANOVA. We carried out a two-way ANOVA on the average durations for two conditions: enhancement methods and regions. Each image set has two regions of interest for a data set (Golf Ball, Relief, and Armadillos). Overall, there was a strong difference in the average durations depending on enhancement techniques, F ð2; 153Þ ¼ 15:37, p < 0:001. Among regions, there were no statistically significant differences ðF ð2; 48Þ ¼ 0:492:735; p > 0:105Þ, as expected.
We carried out a two-way ANOVA test comparing the unaltered (original) and persuasion-enhanced meshes with the two regions. The result shows a significant improvement on the average durations with persuasionbased enhancement, F ð1; 102Þ ¼ 21:65, p < 0:001. We also carried out a two-way ANOVA test with two enhancement methods (Gaussian and persuasion) and the two regions. The result shows a significant improvement on the average durations with persuasion-based enhancement, F ð1; 102Þ ¼ 16:96, p < 0:001.
The results validate the statistically significant increase of average durations on the regions of interest by the persuasion filter over the original, as well as the Gaussianbased methods.
Stylized Rendering
We have empirically tested our models with and without the application of the persuasion filters with several illumination and rendering styles. These include the standard OpenGL lighting model and suggestive contours [49] . The results of the application of our persuasion filters are clearly discernible with each of these lighting models and illumination styles. These are shown in Fig. 9 . The reason for the successful propagation of fine geometry alterations to the final rendered image could be that the bilateral displacements allow us to preserve and enhance edges in the target attention area while smoothing them around it. These effects are perhaps most clearly visible in the suggestive contour rendering emphasizing the third saint and the closest armadillo in Fig. 9 .
Since persuasion filters are applied to the geometry before the graphics pipeline, this process is view independent. The empirical results in this section suggest that persuasion filters may also be able to elicit attention across a wide class of illumination and stylized rendering techniques. This encourages us to believe that it may be possible to combine geometry-based visual attention persuasion techniques with other visual attention persuasion techniques that are independent of geometry, such as luminance contrast, color contrast, and texture contrast.
Discussion
We believe that this work presents an exciting new direction in visual attention persuasion through geometry. At the same time, it is important to note the underlying assumptions, limitations, and distinctions from other related work.
In this paper, we have used bilateral displacements for smoothing and sharpening operations to alter the frequencies in the geometry. Therefore, if a surface is completely flat and its mean curvature is zero at every vertex, there is no enhancement by our persuasion filter since the displacement of the bilateral filter would be also zero. Also, we should note that sharpening is an inherently unstable process. We have tried to reduce these effects by using small delta values (0.1 $ 0.35) iteratively (five times) in our paper. However, the repeated application of our persuasion filter can eventually produce degenerate triangles. We are planning to incorporate remeshing [50] , [51] and subdivision operators [52] , [53] to incrementally remove degenerate triangles produced during the repeated application of our persuasion filter in the future.
Our desired saliency change map contains content at all frequencies, but our saliency operator, which has become a convolution, is band-pass. As a result, we use unequal weights w 1 and w 2 to reproduce all the frequencies of our saliency change map. Also, when we invert the saliency computation, we have only considered positive weights because we are interested in finding one assignment of the curvature change map that satisfies the saliency computation. Positive weights w 1 and w 2 emphasize the center and deemphasize the surrounding, whereas negative weights achieve the opposite. We believe that there could be an application that can benefit from deemphasizing the center and emphasizing the surrounding and plan to study the implications of the negative weights in the future.
Our technique is mainly designed to increase mesh saliency values around the selected region of interest. It could sometimes change the most salient regions in a mesh. The overall strength of such a change with respect to other salient features should be studied further. Also, we should note that, even though there is a qualitative saliency enhancement for the desired region, as in Fig. 4 , we have not quantified the change in the presence of other salient regions on the mesh.
In this paper, we have provided a technique to guide viewer attention by only altering the geometry of the mesh and not its other appearance attributes. We did this because we wished to systematically establish the role of geometry alteration in persuading visual attention. Our method directly operates on meshes and therefore is more general than prior art that only operates at the level of rendering stylization. Further, our method is view independent, and therefore, by pushing the influence of attention deeper into the graphics pipeline, it allows content creators to have greater flexibility in using other conventional techniques later in the graphics pipeline. Our initial results in this direction have raised a number of other interesting questions and issues that we hope subsequent research will be able to address. For instance, we do not yet know if geometric techniques for persuading visual attention will prove to be more or less powerful than other visual attention persuasion techniques based on, say, luminance, chrominance, or texture contrast. How do these multiple channels of visual attention persuasion interact with each other's effectiveness-do they have mutual reinforcements or cancellations?
An important assumption for us has been to consider visual attention persuasion in a task-independent setting. This is similar in spirit to the early work in image saliency that relied on determining what constitutes the "pop-out" phenomenon during the highly parallel preattentive state of the human visual system. We have attempted to limit the role of semantics in three ways: 1) we presented each image for only 5 seconds, 2) we did not give any tasks to the users when viewing images, and 3) we had users view 3D models that were composed of semantically similar objects such as multiple armadillos and multiple saints. We hope that once geometric visual attention persuasion has been firmly established in a preattentive task-independent setting, it will lead to future work on semantically based techniques for persuading visual attention using geometry alteration.
Previous work on user-guided simplifications [54] , [55] and spatially varying detail control [56] enables detail alteration based on user preferences or view dependence for rendering acceleration and for reducing visual clutter. Our work differs in its underlying motivation, as well as approach, in that we develop and validate a mechanism to guide viewer attention through geometry alteration.
Finally, we would like to mention that, although our filter as seen in Fig. 3 may appear to be similar at a first glance to the DoG filter, it is not; the classical DoG does not have a flat top.
CONCLUSIONS AND FUTURE WORK
Visual attention persuasion can be helpful in 3D graphics in several contexts-visually guiding users through complex graphics, facilitating interactions with attention-aware graphics tools and applications, and providing users with a more rewarding experience by guiding their attention to regions and objects desired by content creators. We have defined persuasion filters for meshes by inverting the center-surround saliency operator. Our user study shows that persuasion filters are able to draw greater user attention and that this condition is statistically significant. Our approach adds geometry alteration to the list of techniques at the disposal of visual persuaders.
At present, our filters are not informed by the local mesh properties. Kim and Rossignac [57] have recently developed a mesh filtering framework that can compute filter parameters based on user-specifiable mesh features. This is an interesting development that could lead to the design of persuasion filters that could be guided not just by regions but also by features. Another interesting direction to explore will be to incorporate view dependence in persuasion filtering. As mentioned earlier, in this work, we have exclusively considered the role of geometry in the context of visual attention persuasion. It will be interesting to see how other visual attention persuasion channels of color, luminance, and texture contrast interact with geometry alteration using the techniques of persuasion filters presented here. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
