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This work is devoted to the modelling of phase transition. The thermo-
dynamic model for phase transition chosen is a model with two equations
of state, each of them modelling one phase of a given fluid. The mixture
equation of state is obtained by an entropy optimization criterion. Both
equations of state are supposed to be convex and a necessary condition is
found to ensure the convexity of the mixture equation of state. Then we
investigate the Riemann problem for the Euler system with these equa-
tions of state. More precisely, we propose to take into account metastable
states, which may occur as remarked in [13]. We check that the Chapman-
Jouguet theory can be applied in our context, and that it is consistent with
the entropy growth criterion. As the characteristic Lax criterion does not
hold for this solution, an additional relation, the kinetic closure is neces-
sary. The common closure, i.e. the Chapman–Jouguet closure is proved
to be uncorrect in general in that context.
Introduction
We are interested in the study of some problems arising in the modelling of
phase transition in compressible fluids. A widely used model for phase tran-
sition [2, 1, 14, 5] is the Van–Der–Waals’one. Nevertheless the very physical
meaning of this model is questionable, because the resulting system of partial
derivative equations is not hyperbolic. Moreover according to [16], the shock
structure found in [14] does not seem to match with what experiments show.
Another approach consists in modelling each phase by an equation of state, and
in coupling them by optimizing the entropy [7, 9] to get a mixture equation
of state. As explained in [12], the convexity of internal energy is necessary to
ensure the local thermodynamic equilibrium. Whether the mixture equation of
state is convex or not will be discussed in a first part.
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f specific free energy
P pressure
ε specific internal energy
y mass fraction
α volume fraction
Table 1: Thermodynamic notations
We will then concentrate on the Euler system of partial derivative equations,
which models flow dynamics without viscosity nor thermal conduction. A fun-
damental step to approximate the solutions of the Euler system with a Godunov’
method is to solve the Riemann problem, i.e. the Cauchy problem where the
initial condition is composed of two differents constant states. If the solution of
the Riemann problem for the Euler system is easy to solve for convex equation
of state, it becomes much harder when the equation of state suffers from loss of
derivative and from local non–convexity [19, 12, 20, 21, 16, 17, 18, 11], because
the common entropy growth criterion fails to ensure the existence and unique-
ness of the solution. Based on the experiments of [13], we propose to take into
account out of thermodynamic equilibrium states, or metastable states. The
Chapman–Jouguet theory will be used [4, 6], and the compatibility between
the model of equation of state and that theory will be discussed. The entropy
growth criterion will be shown to hold. Finally we will show that the closure
usually used to close the problem [10] i.e. the Chapman–Jouguet closure leads
to a solution that does not depend continuously in general on its initial data,
and this solution will therefore be rejected.
1 Thermodynamic preliminaries
1.1 Thermodynamic with phase transition
We suppose that we have two phases of the same fluid. For the sake of simplicity,
we will consider that one phase is liquid (subscript l) and the other one is the
vapor (subscript v). For each phase, we will take the notations of Table 1. If
we consider that we have a mixture of the two phases, then the total specific
quantities are defined by
τtot = ylτl + yvτv, (1a)
εtot = ylεl + yvεv, (1b)
stot = ylsl + yvsv. (1c)
To find the thermodynamic equilibrium, the total entropy (1c) must be op-
timized. Of course, the optimization must be consistent with the following
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constraints:
conservation of total energy ylεl + yvεv = cste, (2a)
conservation of mass yl + yv = 1. (2b)
Moreover, we suppose that the two phases are locally non miscible, which means
that
ylτl + yvτv = cste. (2c)
We choose to optimize (1c) with the variables τ, ε, y for each phase. The first








Then the differential of stot must belong to the set spanned by the gradients of
the constraints; if we denote by λ1, λ2, λ3 the Lagrange multipliers associated
to the constraints (2a),(2b),(2c), we find (with the notations of 1)














If we suppose that both phases coexist, then equations (3b) and (3e) give
Tl = Tv =: T,
and equations (3c) and (3f) give
Pl = Pv =: P,
and finally, (3a) and (3d) lead to
µl(P, T ) = µv(P, T ). (4)
It is well known that there exist a temperature Tc and a pressure Pc such
that there is no more difference between the liquid and the gas above these
temperature and pressure (the fluid is said to be supercritical). If we suppose
that under these values we have












Figure 1: The thermodynamic plane (P, τ) is divided into four parts : two
parts where the single phases are stable, one part where the mixture is stable,
and one part where the fluid is supercritical
then we can apply the implicit functions theorem to (4) to prove that P is locally
a function of T
P = Psat(T ).
The limit of thermodynamic stability of the mixture is given, in the (τ, P ) plane
by the functions τv(Psat(T ), T ) and τl(Psat(T ), T ). The set of all the physical
states lying between these curves is called the saturation dome. When there is
no ambiguity, we will also denote by τv the function T 7→ τv(Psat(T ), T ) and
by τl the function T 7→ τl(Psat(T ), T ). Thus, the thermodynamic plane can
be divided into four parts (see Figure 1) : two parts in which one of the two
pure phases is stable, one part where a mixture of saturated liquid and vapor
is stable, and where the specific thermodynamic variables are defined as in (1),
and one part with the supercritical fluid.
Moreover, if we differentiate the equality µv(P, T ) = µl(P, T ) with respect




sv(T )− sl(T )
τv(T )− τl(T )
. (5)
For most of the solid–liquid phase transition (except for special cases like bis-
muth or water) and for all the liquid–gas phase transition, we have, for all
T < Tc
τv(T )− τl(T ) > 0.
This means that in the Figure 1, the phase 1 is the liquid, and the phase 2 is a
gas.
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For any phase transition, the entropy of the most compact constituent is
lower than the entropy of the other constituent. Thus in our case we have for
all T < Tc





1.2 Adimensioned thermodynamic coefficients



























γ is called the adiabatic coefficient, and Γ is the Gru¨neisen coefficient. As done
in [12], we propose to use these three thermodynamic coefficients to express all




























































Thermodynamic stability requires that ε be convex as a function of τ and s,
which leads to
g ≥ 0, γ ≥ 0, γg − Γ2 ≥ 0. (8)
1.3 The fundamental derivative













The sign of G determines whether the Hugoniot curve and the isentropes are
convex or not in the (τ, P ) plane. We will suppose in the following that G is
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positive, so that no undercompressive discontinuity nor expansion fans can exist
(see [15, 20, 21]).
1.4 Mixture equation of state
1.4.1 Parameterization of the mixture equation of state
In the following, we will denote with a subscript m all the variables relative
to the mixture equation of state. The mixture equation of state is naturally
parameterized by y, the mass fraction of the gas, and T , the temperature.
Nevertheless, in the next sections, the parameters that will intervene are mostly








yτv(T ) + (1− y)τl(T )








Theorem 1. For all points in the saturation dome, Φ is a local diffeomorphism
provided the equations of state of the liquid and of the gas are both convex.
Proof. To show that Φ is a local diffeomorphism, it is sufficient to show that
its Jacobian does not vanish. Differentiation of (9) and using the Clausius–
Clapeyron relation leads to























































































for b = g or l, which is positive provided each pure phase equation of state is
convex.
Therefore (11) is positive, because it is a convex combination of two terms
like (13). As a consequence, det (DΦ) > 0.
Thanks for the parameterization (9), we can calculate the adimensioned
coefficients defined by (6), to show that
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Theorem 2. If both equation of state are convex, and if
dPsat
dT
> 0 then the
mixture equation of state is convex too, i.e. inequalities (8) hold.
Proof. We denote by a subscript m the thermodynamic parameters relative to
the mixture equation of state.




















































(τl − τv) + y
dτv
dT




























































































































which induces γmgm = Γ
2
m. As γm ≥ 0, this means that gm ≥ 0.
Therefore, we proved that gm ≥ 0, γ ≥ 0, and that γmgm−Γ
2
m = 0, so that the
convexity of energy is ensured.
1.5 Adimensioned coefficients near a phase transition bound-
ary
In that section, we keep on denoting by the subscript m the thermodynamic
coefficients of the mixture equation of state, the coefficients with no subscript
being the one of the pure phase.
In [12] (p.121), the following identity is proved
γ − γm
γm











with b = g or l. This identity proves that isentropes are stiffer in the pure















. As in [12], we suppose that the isentropes can be




so that Γ is positive too, because Γm > 0.
1.6 Retrograde and Regular behavior
In [16], the retrogradicity r was introduced, to study the behavior of isentropes































Figure 2: The saturation dome in the (S, T ) plane. On the left, the fluid is
regular: all the isentropes (drawn as arrows) cross the saturation dome from the
pure phase to the mixture. On the right, the fluid is retrograde: the isentropes
are crossing the liquid saturation curve from the pure phase to the mixture,
whereas it is the contrary on the gas side.
We suppose now that a fluid undergoes a rarefaction isentrope : this is the
only regular transformation that a fluid can undergo. In the (S, T ) plane, this
transformation is drawn as a vertical line. As the transformation is undercom-
pressive, the temperature decreases (at least near the phase transition boundary,
because Γ > 0 and Γm > 0). If r > 0 then the isentrope crosses the saturation
curve from the pure phase to to the mixture phase (as on both of the sides of
the left Figure of Figure 2 and of the Liquid side of the right Figure of Figure 2).
In that case, the fluid is said to be regular. If r is negative, then the isentrope
crosses the saturation curve from the mixture to the pure phase, as on the gas
side of the right Figure of Figure 2.














Experiments show that the liquid saturation curve is always regular. The gas
saturation curve can be either regular or retrograde.
1.7 Validity domain of a model
To compute quickly a solution of the Riemann Problem for fluid flows, simplified
equation of state (perfect gas of stiffened gas for example) are often preferred to
tabulated ones. Nevertheless such equations of state have often only a narrow
range of validity, out of which they do not have a physical behavior (negative
energy, non convexity).
If we want to use a simplified EOS for both liquid and gas, we have to care
not only about the physical behavior of the two EOS, but also about the mixture
9




> 0 is fundamental to ensure the local convexity of energy.
Nevertheless, it is not always true as we show now on examples.
1.7.1 Two perfect gas
This model was proposed by [8, 7]. The two phases are modeled with a perfect
gas equation of state. To complete the equation of state, we suppose moreover
that Cv = 1 for each fluid. We denote by Γi the Gru¨neisen coefficient of the




























holds. The limits of the saturation dome are given by the equations
T = ε =
Psat(T )τi(T )
Γi
which gives τi(T ) =
Γi
β
. Thus, T 7→ τi(T ) is a constant function. In particular,
the critical point does not exist. If we decide for example that Γ1 < Γ2 then we
get the projections of the phase diagram in the (P, τ) plane and in the (S, T )

















if τ1 ≤ τ
Nevertheless, we remark that the most heavy phase is described by the low-
est adiabatic coefficient, which is in contradiction with what is described for
example in [22] (chapter XI). Thus, the model with two perfect gas is a good
mathematical model because the mixture equation of state can be explicitly











Figure 3: Shape of the saturation dome for two perfect gas. We note that the
fluid is always retrograde.
1.7.2 Two stiffened gas
We model the two phases of a fluid with the Stiffened gas equation of state, for




τ + q (17a)






G(P, T ) = (γCv − q













Γ = γ − 1 g =
(γ − 1)P
P + P∞
γ > 0 and g > 0 are ensured if γ > 1. In [9], the coefficients q, q′, Cv, γ, P
∞ were
calculated for the gaseous and liquid phases to fit with the saturation curves
near T = 298K. These coefficients are in Table 2. The resulting function Psat(T )
was drawn in Figure 4. For the two stiffened gas model, we cannot be sure that
the functions T 7→ sv(T )− sl(T ) and T 7→ τv(T )− τl(T ) simultaneously vanish.
Therefore, the critical point does not really exist. As we saw in the Section
1.4, we need that
dPsat
dT
> 0 to ensure the convexity of the mixture equation
of state. Thus, the model is valid only when τv(T ) − τl(T ) and sv(T ) − sl(T )
are both positive. In our example, with the coefficients of Table 2, the function






Phase γ P∞ Cv q q
′
Gas 1.025 0 1956.45 −237547. -24485.
Liquid 2.35 4.108Pa 1077.7 −755269 0.
Table 2: Thermodynamic coefficients for the liquid and gaseous phase of dode-
cane.













Figure 4: Numerical computation of the behavior of Psat(T ) for two phases
of stiffened–gas with the coefficients of Table 2. For temperatures below 970K,
T 7→ Psat(T ) increases. For T ≈ 970K, the function T 7→ sv(T )−sl(T ) vanishes
and its sign changes, whereas the function T 7→ τv(T )− τl(T ) does not vanish.
As a consequence, T 7→ Psat(T ) does not increase any more and the equation of
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Figure 5: In this Figure, we draw all the T 7→ G for y ∈ [0; 1]. The equation of
state is the one of Table 2. For low temperatures (T ≤ 715K), the fundamental
derivative is positive whereas for 715 ≤ T ≤ 970K the fundamental derivative
is negative.
1.8 Positivity of the fundamental derivative
In Section 1.4, we found some criteria to ensure the convexity of the mixture
equation of state. Nevertheless, we did not manage to find a simple criterion
that can ensure too the positivity of the fundamental derivative of the mixture
equation of state. Actually, as it is shown numerically in the Figure 5 for
the thermodynamic coefficients of the Table 2, the fundamental derivative of
the mixture equation of state can be either positive or negative, even if both
equation of states have a positive fundamental derivative. In that example, the
equation of state can be considered as valid if T ≤ 715K, where G > 0.
2 Reminds on the Chapman–Jouguet theory (see
[6] pp 142–160)
Based on the experiments of [13, 16, 17], we propose to take into account out
of thermodynamic equilibrium states for solving the Riemann problem. By
“out of equilibrium states” we mean metastable states, or overheated states,
i.e. pure fluids that have a pressure P and a specific volume τ that lie in the
saturation dome. Existence of such states is due to some phenomena such as
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capillarity for example. In [13, 16, 17] it was observed that phase transition
waves were self–similar waves, so that Rankine–Hugoniot relations hold across
them:
[
F (U) − σU
]
= 0, where σ is the velocity of the discontinuity. These









ε1 − ε0 +
1
2
(P1 + P0)(τ1 − τ0) = 0, (18c)
where M˙ is the flow rate across the wave: M˙ = ρ(u−σ). The interest of writing
the Rankine–Hugoniot relations as in (18) is that the two last equations are
purely thermodynamic. The equation (18b) describes the Rayleigh line in the
(τ, P ) plane. Equation (18c) describes the Crussard curve. The very difference
with classical shock relations is that the set of the downstream states is not
described with the same equation of state as the upstream one. For that sort of
wave, we can use the Chapman–Jouguet theory. Let us remind the main points
of that theory (see [6] or [4] for the details and the proofs)
Property 1 (Position of the initial state and the Crussard curve). Suppose












and that the reaction is exothermic
ε1(τ0, p0) < ε0(τ0, p0); (19b)
then the point A0 corresponding to the upstream state is under the Crussard
curve.
In this first property, note that (19a) is always true provided γ and Γ are
both positive (thanks for (7c)). We will find in Section 3.1 a condition to ensure
the exothermic property (19b).






then the Crussard curve is convex. Hence, the Rayleigh line (18b) and the
Crussard curve are crossing in zero or two points.
Note that the Property 2 supposes that the pressure can be differentiated
twice, which is not the case in our application, because of the local loss of









Figure 6: The Crussard curve related to an initial point (τ0, P0). The curve is
cut into three parts : the upper one is the detonation branch, the lower one is
the deflagration branch, and the middle part does not match with the negative
slope of the Rayleigh line.
for the equation of state of the downstream states, then the Crussard curve
can be schematically drawn as in Figure 6. The Crussard curve is cut into two
parts : the upper part is called the detonation branch, and the lower one is the
deflagration branch. In the middle part of the curve,
P1 − P0
τ1 − τ0
> 0. This does
not match with the negative slope of the Rayleigh line (18b).
Each part of the Crussard curve is itself cut into two parts, separated by the
tangential point of the Rayleigh line with the Crussard curve (the existence of
such tangential point can be shown under some assumption on the asymptotic
behavior of equation of state). Both branches are schematically drawn on Figure
7.
Property 3. Along the Crussard curve, the velocity |v| = |u − σ| has a local
minimum on the CJ-detonation point, and has a local maximum on the CJ-de-
flagration point. More precisely, we have
for a strong detonation : |v0| > c0 |v1| < c1,
for a weak detonation : |v0| > c0 |v1| > c1,
for a weak deflagration : |v0| < c0 |v1| < c1,
for a strong deflagration : |v0| < c0 |v1| > c1.
This last property is very important because it can allow to know the struc-















Figure 7: Zoom on the Crussard curve; on the left side, the detonation branch
(P ≥ P0) is cut into two parts by the Chapman–Jouguet point. The upper part
is the part of the strong detonations, and the lower part is called the part of
the weak detonations. On the right side, the deflagration branch (P ≤ P0) is
cut into two parts by the Chapman–Jouguet point. The upper part is the part
of the weak deflagrations, and the lower part is called the part of the strong
deflagrations.
which “family” the combustion wave belongs to. In our case, we are interested
in waves which transform a heavy phase into a lighter one. Therefore, we expect
that τ will increase, so that we will concentrate only on the deflagration branch
of the Crussard curve.
Thanks for the Property 3, we can give the structure of the Riemann Problem
in the case of strong and weak deflagrations. In both cases, from the Property
2, the deflagration wave is always subsonic relative to the liquid; for example, if
the liquid is on the left, we have M˙ > 0, and u0− c0 < σ < u0. For the position
of the wave relative to the fields of 1, we have
• if the wave is a strong deflagration then σ < u1 − c1
• if the wave is a weak deflagration then u1 − c1 < σ < u1.
In [4] (p. 230), it is shown that under the assumption that a wave is a deflagra-
tion, and that across that wave, the mass fraction of gas always increases, then
the reaction is a weak deflagration. We will suppose that we are always in that
case in the following.
The structure of the Riemann problem with weak deflagrations is drawn on
Figure 8. The problem for deflagrations is that the Lax characteristic criterion
is not satisfied (see [6] p. 154), and the Riemann problem cannot be solved only
with the classical relations across the sonic wave and the Rankine–Hugoniot
relations across the subsonic wave. There remains one indeterminate. The








Figure 8: Structure of the half Riemann problem : the state 0 is linked with
the state 0⋆ by a forerunner sonic wave (rarefaction wave or shock). Then the
state 0⋆ and the state ⋆ are linked with a deflagration wave. Eventually, there
is a contact discontinuity.
3 Application to the solution of the Riemann
problem with vaporization
3.1 Useful verifications for the use of CJ theory
In that section, we check whether the inequalities needed for applying the
Chapman–Jouguet theory hold.














the inequality (19b) holds.
Proof. According to the identity (7c), it is sufficient to have γ and Γ > 0. This
is supposed for pure fluids, and this is ensured for mixture equation of state if
dPsat
dT
> 0, so that (19a) holds.
Let us now check if the inequality (19b) is ensured. We suppose that (P, τ)
lie in the saturation dome, so that the corresponding equilibrium downstream
state is a mixture :
ε1(τ, P ) = εm(τ, P ) = ylεl(P, τl(P )) + (1 − yl)εv(P, τv(P )),
and we want to know if ε1(P, τ) − ε0(P, τ) < 0, the state 0 being of course
described by the liquid equation of state. For that, we denote by
δε(yl) = ylεl(P, τl(P )) + (1− yl)εv(P, τv(P ))− εl
(








(yl) = εl(P, τl(P ))− εv(P, τv(P ))






(P, ylτl(P ) + (1 − yl)τv(P )).
Integration of the identity dε+Pdτ = Tds across the saturation dome leads
to




(yl) =−P (τl(P )− τv(P )) + T (sl(P )− sv(P ))







P, ylτl(P ) + (1 − yl)τv(P )
) ,
which can be cast into the following form, thanks for (5) and (7f)
dδε
dyl











As P > 0, τv − τl >, and as (20), δε increases, so that δε ≤ δε(1) = 0. Thus,
(19b) holds.
Remark 1
Supposing that (τ, P ) is always in the saturation dome is not a strong assump-
tion. Indeed, as the upstream state is few compressible, its specific volume
cannot increase a lot across a sonic wave, and it is likely that a metastable liq-
uid with a specific volume equal to the one of a gas at equilibrium cannot exist,
except just near the critical point.
Remark 2









can easily be compared near the saturation
curve. Indeed, if we use (7b) with saturated variables, we find













so that we have
dδε
dT












> 0, so that the condition (20) is ensured.
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does not depend on the specific volume. Thus, equality (21)
holds for any τ , so that the condition (20) always holds.
Remark 3












Thus, if the fluid is regular then
dsv
dT




so that locally we have εm − εv < 0, and the Chapman–Jouguet theory can be
used. If the fluid is retrograde, then we find that locally εm − εv > 0 and the
Chapman–Jouguet theory may be used, but by exchanging the upstream and
the downstream state. Note that the Hugoniot curves might enter the saturation
dome only in the retrograde case.
The Chapman–Jouguet theory relies also a lot on the convexity properties
of the Crussard curve (see Property 2 of Section 2), which is ensured if the
fundamental derivative G is positive. Nevertheless, even if we suppose that
the liquid and the gas equation of state have a positive fundamental derivative,
the mixture equation of state can have a negative fundamental derivative, as it
was shown numerically in Section 1.8. This non positivity of the fundamental
derivative can lead to a wrong behavior of the Crussard curve as shown in Figure
9: the CJ points do not exist any more and all the undercompressive downstream
states are strong deflagrations. If the sign of the fundamental derivative changed
many times along the Crussard curve, we could expect to observe several CJ
points. From now, we suppose that G > 0.
3.2 Entropy growth criterion
As the particles are crossing the front from the liquid area to a mixture or pure
phase area, we have to check whether the entropy growth criterion is ensured,
i.e. if the entropy of the downstream state (gas or mixture) is greater than the
entropy of the upstream state (liquid). We first prove the following theorem.
Theorem 4. Let s = s0 a liquid isentrope that crosses the liquid saturation
curve. To any metastable point (τ0, P0) on that isentrope, we map the point
19












Figure 9: Wrong behavior of the mixture Crussard curve if the condition G > 0
is violated. We notice that the Crussard curve is concave which induces no
existence of any CJ point. For a more complicated couple of equation of state,
we could expect to observe two or three tangential points if the sign of G changed








Figure 10: Entropy growth criterion. To any point (τ0, P0) on a given isentrope
s = s0, we associate the point on the Crussard curve (τP , P0). The liquid
saturation curve is drawn on dashed lines. When τ0 is on the liquid saturation
curve, we have τP = τ0, so that sP = s0. Thus, to show that sP ≥ s0, we only
have to prove that entropy of the point P grows when τ0 increases.
(τP , P0), point of constant pressure deflagration (see Figure 10). If we suppose
that
∀(τ0, P0) γ(τ0, P0) > γ(τP , P0) (22)
then s(τP , P0) > s0.
Proof. To any point (τ0, P0) on this isentrope, we associate the point (τP , P0),
point of constant pressure deflagration (see Figure 10). For more conveniency
in the notations, we suppose that (τP , P0) is a mixture state (i.e. all the linked
quantities have m). τP is defined by the implicit equation
εm(τP , P0)− εl(τ0, P0) + P0(τP − τ0) = 0 (23)
Differentiation of (23) with respect to τP is equal to
γm
Γm
, which never vanishes,
so that according to the implicit function theorem, τP is a C
1 function of τ0
21



























Besides, as we supposed that the points (P0, τ0) belong to the same isentrope,






, so that τP is a function of


























Now, we calculate the entropy variation of the point τP when the point (P0, τ0)







































According to the hypothesis (22), γl > γm. Moreover as we have τP − τ0 > 0, s




τP (τ0, P0) = τinf ,
where τinf is the crossing point of the isentrope s = s0 with the saturation
curve. Thus lim
τ0→τinf
s(τP , P0) = s0. As a conclusion
∀τ0 ≥ τinf s(τP , P0) ≥ s0,
which ends the proof.
Remark (About the hypothesis (22))
1. We know that near the saturation curve, we have γl > γm. For actual
data, we have γl ≫ γm. So that we can suppose that any γ is greater than
any γm.
2. γl > γv just means that the liquid phase is very much less compressible
than the gas phase (see e.g. [22] chapter XI).
Given an initial point, we know that the entropy grows from the constant
pressure point to the Chapman–Jouguet point, so that if the entropy growth
criterion holds for the constant pressure deflagration point, it holds for all the
downstream states between the constant pressure deflagration point and the
Chapman–Jouguet point, i.e.
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Corollary 1. Under the same hypothesis as the Theorem 4, the entropy growth
criterion holds for all the weak deflagration points.
3.3 Behavior of the Crussard curve near the gas satura-
tion curve
In Section 1.5, the behavior of the isentropes near the saturation curves was
studied. The difference of the differential behavior of the pure phase and the
mixture equation of state induced kinks in isentropes. Now, we want to study
the behavior of the Crussard curve when it crosses the vapor saturation curve.
It is more difficult than the study of the isentrope, because the Crussard curve
does not depend only on the local variables, but also on the starting point
(τ0, P0).
3.3.1 General study








the adimensioned slope of the Crussard curve.
The first thing we will prove for the behavior of the Crussard curve near the
saturation curve, is that it can be parameterized by τ , under some conditions
Theorem 5. If all the equations of state are convex and if Γ > 0, then ζ > 0.
With the same hypothesis, the Crussard curve can be parameterized by τ , even
near the saturation curve.













Across a deflagration wave, we have ∆τ > 0 and ∆P < 0. Moreover, we proved
that Γm > 0, and we suppose that Γ > 0. The conditions γ > 0 and γm > 0 were
already supposed to ensure the convexity of the specific energy. Then ζ > 0.























which means that the Crussard curve, near a boundary, can be parameterized
by τ . As ζ > 0, the Crussard curve is a diffeomorphism of τ in each side
of the saturation curve. As the Crussard curve can locally parameterize the
Crussard curve near a boundary, we conclude that the Crussard curve is a
homeomorphism of τ .
Remark As the Crussard curve is a decreasing homeomorphism in τ , the point
of constant pressure deflagration is uniquely defined.
To be more precise on the relative behavior of the isentropes, the Crussard
curve, and the saturation curve, we will prove that
Theorem 6. The relative behavior of the isentropes and the Crussard curves,
which gives the nature of the deflagration on each side of the saturation curve
follows the alternative
• if γ > ξ then
– either ξ ≥ ζ, then the deflagration is weak on both sides of the satu-
ration curve,
– or ξ < ζ, then point C cannot be a weak deflagration simultaneously
on both sides of the saturation curve.
• if γ < ξ then
– either ξ ≤ ζ, then the deflagration is strong on both of the sides of
the saturation curve
– or ξ > ζ, then the deflgration cannot be simultaneously strong on the
mixture side, and weak on the pure phase side.














so that the discontinuity in the slope of the Crussard curve is directly linked
with the sign of Γm − Γ (we recall that Γm > 0 and that Γ has the same sign
as Γm near the saturation curves). Equation (14) induces a separation into the
following cases
• γ > ξ















Figure 11: Qualitative relative behavior of the isentrope and of the Crussard
curve when they cross the vapor saturation curve in the case 1. Arrows represent
half tangent of the Crussard curve (ζ) and of the isentrope (γ)
Suppose first that ξ − ζ ≥ 0. Then ξ − ζ ≥ ξ − ζm so that ζ ≤ ζm ≤ ξ. In
that case, as shown on the Figure 11, the relative behavior of the isentrope
and the Crussard curve show that in both sides of the saturation curve,
the downstream state is a weak deflagration (see Figure 11). In that case,
we have ζ ≤ ζm ≤ ξ ≤ γm ≤ γ.
Suppose now that ξ−ζ ≤ 0. Then we have ξ ≤ ζm ≤ ζ. The nature of the
deflagration is given by the relative position of the slope of the Crussard
curve and the Rayleigh line, so that on the point saturation curve, there
are three cases (see Figure 12):
– If the Rayleigh line has a lower slope than both of the slopes of the
Crussard curve, then the two parts match with strong deflagrations.
Thus, we have γm ≤ ζm and γ ≤ ζ (see Figure 12, case (a)).
– If the slope of the Rayleigh line is between the slopes of the Crussard
curve, then the mixture Crussard curve matches with strong defla-
grations whereas the pure phase Crussard curve matches with weak
deflagrations. In that case, we have γm ≤ ζm and γ ≥ ζ (see Figure
12, case (b)). In that case we have ξ ≤ ζm ≤ γm ≤ γ ≤ ζ.
– If the Rayleigh line has a greater slope than both of the slopes of the
Crussard curve then the point C is a weak deflagration with respect
to the pure and the mixture Crussard curve. Therefore, we have



















Figure 12: Qualitative relative behavior of the isentrope and of the Crussard
curve when they cross the vapor saturation curve, case 2. Arrows represent half








Figure 13: Qualitative relative behavior of the isentrope and of the Crussard
curve when they cross the vapor saturation curve, case 3. Arrows represent half
tangent of the Crussard curve (ζ) and of the isentrope (γ).
• γ < ξ
If γ < ξ then we also have γm < ξ. As we know that γm ≤ γ, we have
γm − ξ
γ − ξ




We suppose first that ξ−ζ ≤ 0. Then we immediately have ζ ≤ ζm. Thus,
we have γm ≤ ζm and γ ≤ ζ, so that point C matches on both sides of the
Crussard curve with strong deflagrations (see Figure 13). In that case we
have ζm ≤ ζ ≤ ξ ≤ γ ≤ γm.
We suppose now that ξ − ζ ≥ 0. Then we have ζm ≤ ζ ≤ ξ. The nature
of the deflagration is given by the relative position of the slope of the
Crussard curve and the Rayleigh line, so that three cases may happen
(see Figure 14):
– If the Rayleigh line has a lower slope than the slopes on both sides
of the Crussard curve in C, then the point C is a weak deflagration
with respect to the mixture and the pure phase Crussard curve. We
have then γ ≤ ζ and γm ≤ ζm (see Figure 14, case (a)).
– If the slope of the Rayleigh line is between the slopes on each side
of the Crussard curve, then point C is a strong deflagration for the























Figure 14: Qualitative relative behavior of the isentrope and of the Crussard
curve when they cross the vapor saturation curve, case 4. Arrows represent half
tangent of the Crussard curve (ζ) and of the isentrope (γ).
Crussard curve (see Figure 14, case (b)). In that case we have γm ≤
ζm ≤ ζ ≤ γ ≤ ξ.
– If the Rayleigh line has a lower slope than both of the slopes of
the Crussard curve then the point C is a strong deflagration with
respect to the pure and the mixture Crussard curve. Therefore, we
have γm ≥ ζm and γ ≥ ζ (see Figure 14, case (c)).
This ends the proof.
3.3.2 Ill–posedness of the Chapman–Jouguet closure
The following result comes immediately from the Theorem 6
Corollary 2. Let (P0, τ0, u0) be an initial state of liquid at thermodynamic equi-
librium, such that the isentrope Cs coming from this point enters the saturation




) is a point in Cs, we build (P
⋆, τ⋆) in the following way




) is not in the saturation dome then P ⋆ = P ⋆
0








Figure 15: Qualitative behavior of the Rayleigh line and the Crussard curve
when the Crussard curve crosses the saturation curve on a mixture Chapman–
Jouguet point. As ζm ≤ ζ, and as the Rayleigh line is tangential to the mixture
Crussard curve, we are in the case (4.c) of the proof of Theorem 6. As a
consequence, the pure phase side matches with a weak deflagrtion too, so that
there exist another Chapman–Jouguet point.




) is in the saturation dome, then it is linked with (P ⋆, τ⋆) with a
Chapman–Jouguet deflagration.
If (P ⋆, τ⋆) can reach the pure gas phase, then the curve (P ⋆, τ⋆) is discontinuous.
Proof. We suppose that the set described is continuous. As (P ⋆, τ⋆) can reach
the saturation dome, it crosses the gas saturation curve on a point (Pc, τc). As
it is a Chapman-Jouguet point, we have γm = ζm, so that we are in case 4 of
Figure 14. The case 4.(c) is excluded because the Rayleigh line is tangential with
the Crussard curve, so that the slope of the Rayleigh line is greater than the
slope of the Crussard curve in the pure phase side. Thus, the point ⋆ matches
with a weak deflagration with respect to the pure phase Crussard curve. As a
consequence, the Crussard curve has another Chapman–Jouguet point that lies
in the pure phase area (see Figure 15), so that the curve CCJ has already a
branch in the pure gas area.
Eventually, we can state the following theorem
Theorem 7. With the same hypothesis of Corollary 2, if we model the vaporiz-
ation wave by a Chapman–Jouguet deflagration, then the resulting solution of
the Riemann problem is ill–posed in the L1 sense: the solution does not depend
continuously on the initial state.
Proof. We fix a point for x < 0 in the liquid area for which the conditions of







Figure 16: In red, the wave curve of the liquid side. In blue, different wave
curves for the gas side, depending on the initial state. In the case (I), the gas
wave curve intersects the liquid one in one mixture point. In the case (II), the
gas wave curve intersects the liquid one in the two branches: one mixture and
one pure gas point. In the case (III), the gas wave curve intersects the liquid
one only on the pure phase branch.
Riemann problem is composed (from the left to the right) of a sonic wave, a
vaporization wave (if the intermediate state is metastable), a contact disconti-
nuity (across which P and u are constant), and a sonic wave in the gas side. As
it is done usually [6], to solve the Rieman problem, we intersect the wave curve
of the downstream state (sonic wave and maybe followed by a CJ vaporization)
of the left side with the wave curve of the sonic wave of the right side, in the
plane (P, u). Corollary 2 says that the wave curve of the left side is composed
of (at least) two branches (see Figure 16). So that the gas wave curve intersects
the liquid wave curve either in one mixture point (case (I)), or in two points
(case (II)), or in one pure gas point (case (III)). Existence of case (I) and
case (III) implies that we must jump from the mixture to the gas branch of
the liquid wave curve. But jumping from one branch to the other means that
we change a lot the vaporizes state (so the L1loc norm too), but by changing few
the initial state.
We finish this paper by drawing the curve CCJ described in Corollary 2 for
the models of equation of state of Section 1.
Example 1 : two perfect gas equation of state
As an example, we take the model with two perfect gas. As we said before,




In the case when the downstream state is a mixture, the equation of the









(P + P0)(τ − τ0) = 0,
which gives an expression of τ as a function of P : τ = τ0−
2 (Pτ2 − P0τ0)
Γ2(P + P0)
.






, so that we find the fol-









+ 1 = 0,








































Of course, this point can be chosen only when the mixture is stable, that
means when τCJ ≤ τ1.
• Vapor CJ–point









(P + P0)(τ − τ0) = 0.
As in [10], we first calculate the point of constant specific volume detona-
tion, i.e. the downstream state such as τ = τ0: Pτ =
Γ1
Γ2
P0. If we take

























Figure 17: Qualitative behavior of the mixture and the vapor Chapman–
Jouguet points for the model with two perfect gas. The horizontal dashed line
represents the vapor saturation curve. The increasing line (dashed line, then
solid line) is the set of the Chapman–Jouguet points for the vapor equation of
state. The other function (solid line, then dashed line) is the set of the mixture
Chapman–Jouguet points. The solid lines of the curves correspond to the part
in which they match with the equation of state used.
We remark that PCJ is a linear function of P0. If we use the equation of









As PCJ is a linear function of P0, we see that τCJ is a linear function of
τ0. The CJ–point of pure vapor can be chosen only when τCJ ≥ τ1.
The two functions τCJ , for vapor and mixture equation of state are drawn on
Figure 17, highlighting the fact that they cannot be linked continuously.
Example 2 : model with two stiffened gas
As already mentioned, the mixture equation of state cannot be computed
when we deal with the two stiffened gas model. Therefore we can only show
a numerical computation as an illustration. We chose the model of dodecane
for which coefficients lie in Table 2. We begin on the point P0 = 900000Pa
with a specific volume of τ0 = 0.0025 kg.m
−3. We compute all the states 0⋆
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Figure 18: Set of all the Chapman–Jouguet points that can be reached from a
given point. The isentrope is drawn in green, and is nearly vertical. In blue, the
set of all the Chapman Jouguet points was drawn, which shows a jump between
the mixture Chapman–Jouguet points and the pure vapor Chapman–Jouguet
point.
that can be linked with that initial point via an isentrope. If the state 0⋆ is
overheated (i.e. lie in the saturation dome), then we compute the Chapman–
Jouguet point(s) corresponding to a mixture downstream state and/or to a pure
vapor downstream state. Numerical results are on Figure 18.
Conclusion
In a first part we studied the model with two convex equation of state. In
particular, we gave a necessary and sufficient condition for the convexity of the





Then we proposed to take into account metastable states in the solution of the
Riemann problem. For that, we used the Chapman–Jouguet theory. We first
proved that this theory can be applied. We emphasized the link between the
overheat or overcooled of the metastable state and the retrograde and regular
behavior of the fluid. In a particular case, when γ/Γ does not depend on τ , the
condition of regular behavior of the fluid is necessary and sufficient to ensure
that the energy of a metastable liquid is lower than the energy of a mixture at
thermodynamic equilibrium with the same pressure and specific volume.
For the entropy growth condition, we proved that it is ensured provided
γl > γm and γl > γv.
The problem with the deflagration waves is that the Lax characteristic cri-
terion is not ensured, so that the problem is under–determinated. The only
thing that we can state with no more hypothesis is that the set of all the down-
stream states lies in an area limited on the top by the set of all the constant
pressure deflagrations, which is continuous, and on below by the set of all the
Chapman–Jouguet points, which was proved to be discontinuous thanks for a
detailed study of the behavior of the Crussard curve near the saturation curve.
As the set of all the Chapman–Jouguet points is discontinuous, the use of the
Chapman–Jouguet closure as in [10] for solving the Riemann problem leads to
a solution that does not depend continuously on its initial data in general. A
first step to find a right kinetic closure would be for example to study travel-
ling waves for relaxation model as given in [3]. As we know that liquid–vapor
phase transition is governed by a competition between relaxation phenomena
and thermal conduction, it would be more relevant (but much harder) to study
travelling waves with relaxation model and thermal conductivity.
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