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I. INTRODUCTION 
When a factorial experiment involves many factors, each 
of which is tested at several levels, economy of space and 
material may be attained by using only a fraction of all 
possible combinations of levels of the factors. The device 
for reducing the number of observations, by sacrificing in­
formation on selected interactions, is known as fractional 
replication. Fractional replication is a natural outgrowth 
of the device of confounding, by which a complete replicate 
is divided into several equally sized blocks. The higher 
the degree of fractionation, the greater is the number of 
interactions on which information is sacrificed. The general 
case of fractional replication deals with a l/sr replicate of 
the sn experiment, where s is a prime or the power of a prime. 
We shall refer to experimental plans which allow the 
estimation of all main effects of a factorial experiment as 
main-effect plans. These plans may be particularly useful 
in preliminary studies on many factors when there is good 
reason to believe that interactions among the factors are 
small. When the plan permits the estimation of all main 
effects without correlation we say it is an orthogonal main-
effect plan. 
The existing knowledge of orthogonal main-effect plans 
is considerable but not exhaustive. The plans which are now 
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available to the experimenter are relevant mainly to symmet­
rical (pure) factorial experiments when the number of levels 
of each factor is equal to a prime or the power of a prime. 
There are a great many experimental situations which involve 
factors that do not all occur at the same number of levels. 
Orthogonal main-effect plans for this type of experiment are 
not readily available to the experimenter. 
We shall investigate the problem of the construction of 
orthogonal main-effect plans for both the symmetrical and 
asymmetrical factorial experiments. 
All the main effect plans which are considered in this 
thesis permit the estimation of main effects without correla­
tion. Hence we will refer to orthogonal main-effect plans 
s imply as main-effect plans. 
Orthogonal main-effect plans are also known as orthogonal 
arrays of strength two. Any theorems in the literature con­
cerning orthogonal arrays of strength two thus have a direct 
application to the construction of orthogonal main-effect 
plans. 
By judiciously selecting a subset from the largest set 
of factors which can be accommodated in a main-effect plan 
for a symmetrical factorial experiment, we shall show that it 
is possible to extract plans (i) in which no main effect is 
confounded with a two-factor interaction and (ii) in which 
all two-factor interactions are estimable. These two types 
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of plans are known also as orthogonal arrays of strength 
three and strength four respectively. A fractional replicate 
of a symmetrical factorial experiment which permits the 
estimation of all main effects and two-factor interactions 
without correlation is also known as a two-factor interaction 
clear plan. 
When the cost of making an observation in a factorial 
experiment necessitates the use of fractional replication, 
an important aspect of the design problem is to obtain re­
liable estimates of the important effects and interactions 
with as few observations as possible. Quite often the exper­
imenter is limited in the number of observations which he 
can make and would be willing to forsake the orthogonality 
property of the estimates in order to reduce the number of 
observations to a minimum. We shall also consider the problem 
of constructing an experimental plan which permits the 
estimation of all main effects and two-factor interactions in 
a symmetrical factorial experiment with fewer observations 
than is required by a two-factor interaction clear plan. 
In the complete factorial experiment for n factors, each 
at s levels, all main effects and interactions are estimable, 
but their estimation uses all the (sn-l) degrees of freedom 
available, leaving none for the estimation of experimental 
error. In such situations one may use an estimate of exper­
imental error from previous experience or one may derive a 
valid estimate of experimental error if certain high order 
interactions are known to be negligible. The same alter­
natives for estimating the experimental error are available 
in a fractional factorial experiment. 
Throughout this thesis the treatment combinations of a 
factorial experiment will be denoted by the level at which 
each factor occurs. For example, the treatment combination 
0 1 1 2 in a four-factor experiment is that combination for 
which the first factor occurs at its first (0) level, the 
second and third factors occur at their second (1) levels, 
and the fourth factor occurs at its third (2) level. The 
control treatment is the treatment combination in which each 
factor occurs at its first level. 
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II. REVIEW OP THE LITERATURE 
The literature concerning fractional replication is a 
direct extension of the work on confounding of factorial 
experiments. Fisher (1926) first suggested the confounded 
plan. Yates (1933) explained the principles of confounding 
in detail, discussing the different types of confounding and 
setting out the appropriate methods of analysis. Later, 
Yates (1935) gave more illustrations of confounded plans and 
calculated their efficiencies relative to completely ran­
domized, randomized block and Latin square plans, noting that 
the reduction of block size due to confounding resulted, on 
the average, in "quite moderate" increases in efficiency. 
An enumeration of the confounded arrangements which are 
possible in a 2n factorial experiment was made by Barnard 
(1936). Utilizing the concept of the generalized interaction, 
she showed how these plans might be constructed. In order to 
obtain information on all comparisons, Barnard resorted to 
the technique of partial confounding. Yates (1937) gave a 
comprehensive survey of the simpler types of factorial 
designs and a description of the appropriate methods of anal­
ysis. Among the plans presented by Yates in that monograph 
were confounded plans for the 2n and 3n experiments and also 
for some 2m x 3n experiments. This was the first published 
account of confounded asymmetrical experiments, although 
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some of these plans had previously been used at Rothamsted 
Experimental Station. 
Nair (1938, 19^0) discussed a method of obtaining con­
founded arrangements for the general symmetrical sn exper­
iment. The method was made up of two systems of interchanges 
from an s-sided completely orthogonalized square and was 
valid for the general s11 experiment when s and (s-1) were 
both primes or the powers of primes. This method was illus­
trated by a detailed discussion of confounded arrangements 
for the 3n, 4" and 5n experiments. Bose and Kishen (19^0) 
utilized the principle of the generalized interaction to 
demonstrate a general method of forming confounded arrange­
ments for an sn experiment in sm blocks, each of sn~m plots, 
where s is a prime or the power of a prime. 
Fisher (1942) developed a system of confounding for 
factors, each having two levels, whereby no main effects or 
two-factor interactionswere confounded with blocks. This 
system of confounding permits the estimation of all main 
effects when up to (2n-l) factors, each at two levels are 
arranged in blocks of 2n plots. Later Fisher (1945) gen­
eralized the system of confounding to allow for the arrange­
ment of up to (sn-l)/(â-l) factors, each at s levels, in 
blocks of sn units, where s is a prime or the power of a 
prime, without confounding main effects or two-factor Inter­
actions with blocks. 
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Some confounded plans for the s-jxsg, s^xsgxs^ and 
s^xsgxs^xs^ experiments, where the number of levels of any 
factor did not exceed five were constructed by Li (1944)• 
Hypercubes of strength d were defined by Rao (194&). 
Since this concept is relevant for the construction of con­
founded plans we present the following definition. Let there 
be n factors, each, of which can take on s values. Consider 
a subset of sm treatment conbinations. This subset is called 
a hypercube of strength d and represented by (sm, n, s, d) 
if all the s^ treatment combinations corresponding to any d 
factors chosen out of n occur an equal number of times in the 
subset, Rao showed that (i) a system of confounded plans 
which accommodated a maximum number of factors and preserved 
main effects and up to d-factor interactions could be con­
structed for the symmetrical factorial experiment if a hyper­
cube of strength d existed, and (ii) hypercubes of strength 
two supplied confounded plans for some asymmetrical factorial 
experiments which were defined by Nair and Rao (194l> 1942a, 
1942b) and were later treated in detail by Nair and Rao 
(1948). Rao (1947) extended the definition of a hypercube of 
strength d to an orthogonal array of strength d. An orthog­
onal array of strength d consists of a subset of N treatment 
combinations from an sn factorial experiment with the property 
that all sd treatment combinations corresponding to any d 
factors chosen from n occur an equal number of times in the 
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subset. It is clear that i'f N is of the form sm the orthog­
onal array is a hypercube of strength d. An index of useful 
plans which can be constructed by utilizing hypercubes of 
strength d .i6 given in Table 1. It should be noted that an 
orthogonal array of strength two can be used as a main-effect 
plan for a symmetrical factorial experiment. 
Bose (19^7) formulated methods of attacking the problem 
of balancing and partial confounding for a class of symmetrical 
factorial experiments. By employing the theory of finite 
projective geometry, Bose also constructed confounded 
symmetrical plans which preserved all main effects and up 
to d-factor interactions when higher order interactions were 
absent. 
Kempthorne (1947, 1952) made a simplification and 
systemization of the technique of representing effects and 
interactions, confounding and analysis of the general sn 
factorial system. 
Although the device of fractional replication, whereby 
only one block of a confounded plan is considered, was 
formally introduced by Finney (1945)» there are some examples 
in the literature previous to that time in which only a 
fraction of all possible treatment combinations were utilized. 
Tippett (1934) presented a plan for the estimation of five 
factors, each at five levels, in only twenty-five treatment 
combinations, arranged in a completely orthogonalized square 
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Table 1. Confounded plans 
iments 
for symmetrical factorial exper-
Levels of 
factor 
a Block 
size d 
Maximum number of 
factors attainable 
s 
(prime or prime 
sn 
power) 
2 (sn-l)/(s-l) 
2 
24 
2? 
h  1 
gn-l 
i  
8 
11 
3 $ 3 I  4 10 5 
4 43 3 6 
5 53 3 6 
of aide five. Yates (1935) introduced the problem of esti­
mating the weights of small objects placed on a balance scale. 
The weighing problem is actually concerned with the estima­
tion of effects of two-level factors using as few observa­
tions as possible. Since it can be assumed that the weight 
of a set of objects is the sum of the weights of the in­
dividual objects, all interactions can be assumed to be 
absent. Hotelling (1944) constructed optimum (in the sense 
of minimum variance) plans for estimating the weights of 
(N-l) objects with N weighings on a chemical balance scale. 
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He-' proved that a necessary and sufficient condition for 
attaining an optimum weighing plan is that the design matrix 
X be a Hadamard matrix, that is, a matrix consisting of l's 
and -l's such that X'X = diagonal (N, N, N), where N is 
the number of observations. Paley (1933) proved that a 
sufficient condition that a Hadamard matrix of size N exist 
is N s 0 (mod 4 )» with the exception of N • 2 which is a 
trivial case. 
Plackett and Burman (194&) introduced a class of plans, 
called multifactorial plans, which accommodated a maximum 
number of factors and preserved only main effects for sym­
metrical factorial experiments. These multifactorial plans 
actually constitute a class of main-effect plans for sym­
metrical factorial experiments. Plackett and Burman presented 
a catalogue of main-effect plans for symmetrical factorial 
experiments in which the factors each occur at two, three, 
five or aeven levels. The Plackett-Burman plans for factors 
having two levels provide what is effectively a complete 
solution of the weighing problem when the estimates of the 
weights are required to be uncorrected., Most of these plans 
can be generated by a cyclic shifting of the elements of one 
treatment combination. When the number of observations N a 0 
(mod 4) is not of the form N a 2n the optimum experimental 
plans are known as Plackett-Burman patterns. When the number 
of observations is not equal to a multiple of four "good" 
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plans exist and have been presented by Kishen (1945)» Mood 
(1946), Bannerjee (1950) and Raghavarao (1959)» 
Plackett (194&) Introduced the notion of proportional 
frequencies of the levels and showed that the estimates of 
the main effects of a factorial experiment may be determined 
with maximum precision if the levels of any factor occur 
together in the plan with each of the levels of every other 
factor with proportional frequencies• Although the purpose 
of his investigation was not directed toward asymmetrical 
factorial experiments the use of proportional frequencies 
leads to a method of constructing plans for asymmetrical 
experiments• 
The formal relationship of fractional replication to 
confounding was illustrated by Kempthorne (1947» 1952). 
Rao (1947) utilized orthogonal arrays of strength d to 
construct (i) multifactorial plans similar to those of 
Plackett and Burman, but leading to the estimation of main 
effects and up to d-factor interactions when higher order 
interactions are absent, (ii) block designs for symmetrical 
factorial experiments involving only a subset of the treat­
ment combinations and preserving main effects and inter­
actions up to a given order when higher order interactions 
are absent, and (iii) a series of asymmetrical factorial 
plans derivable from arrays of strength two. The existence 
of block designs leads to the construction of fractionally 
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replicated symmetrical factorial experiments. A method of 
constructing fractional replicates using orthogonal arrays 
was treated by Rao (1950). Bose and Bush (1952) discussed 
the use and construction of orthogonal arrays of strength 
two and three. They have proved a difference theorem, which 
when used in conjunction with Galois fields enables the con­
struction of the arrays (18, 7, 3, 2) and (32, 9, 4» 2). 
These arrays are main-effect plans for the 3? experiment in 
18 observations and the lj.9 experiment in 32 observations, 
respectively. 
Chakravarti (1956) considered the arrangements of frac­
tional replication in asymmetrical factorial experiments. 
The main class of plans which was developed in this paper 
was constructed by combining two or more orthogonal arrays 
for different symmetrical plans, thereby enabling the esti­
mation of all main effects and all interactions for which 
each factor occurs at a different number of levels. Morrison 
(1956) introduced a procedure whereby fractional replication 
can be used in asymmetrical factorial experiments when the 
total number of observations expressed in the form an2n 4-
an_ -2n**^+... + a^2 +- blq, where the coefficients a^ are re­
duced modulo two. The procedure yields half-replicate plans 
of various asymmetrical experiments. Tukey (1959) Intro­
duced a class of highly fractionated plans for asymmetrical 
factorial experiments in which all main effects are estimable, 
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but where the estimates need not be uncorrelated. Taguchi 
(1959) constructed some main-effect plans for asymmetrical 
factorial experiments employing linear graphs for orthogonal 
arrays. Many of his plans were arranged to yield information 
on some of the interactions as well as main effects. 
The National Bureau of Standards has recently published 
three catalogues of plans for fractional factorial experi­
ments. These catalogues display plans for symmetrical fac­
tional experiments with factors at two levels (1957) and with 
factors at three levels (Connor and Zelen, 1959), and for 
asymmetrical factorial experiments with factors at two ani 
three levels (Connor and Young, i960) .  
Kempthorne (1952) examined the possibility of using 
irregular fractions of factorial experiments when the number 
of observations possible was restricted. He presented two 
plans for a 3/4 replicate of a 25 experiment, and discussed 
an appropriate method of analysis. Connor and Young ( i960)  
utilized irregular fractions of symmetrical factorial 
experiments in a method for constructing fractionally rep­
licated plans for asymmetrical experiments. 
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III. MAIN-EFFECT PLANS AND OR'irfOGONAL ARRAYS 
A. The Fisher Series of Confounded Plans 
Fisher (1945) demonstrated a system of confounding for 
(sn-l)/(s—1) factors, each at s t ^  levels, where p is a 
prime number, in blocks of sn units, such that no main effect 
or two-factor interaction is confounded with blocks. The 
technique, which utilizes a correspondence between the factors 
and subgroups of order s of an Abelian group of order sn, 
yields the treatment combinations which appear in the intra-
block subgroup and also the interactions which are confounded 
with blocks. The contents of the other blocks can then be 
written down easily. 
Since the Fisher series of confounded plans leads directly 
to main-effect plans for symmetrical factorial experiments, we 
will present a summary of the technique used to derive the 
plans. Instead of utilizing a correspondence between the 
factors and subgroups of an Abelian group we will employ a 
correspondence between the factors and a finite projective 
geometry to simplify the exposition. 
The finite projective k-dimensional geometry PG(k, p™) 
consists of the points (xQ, x^, x^) where xQ, x^, .. .xk 
are elements of the Galois field GF ( p% ), at least one being 
different from zero and where it is understood that the point 
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(yQ, 7i> . yk) is identical with (xQ, x^, x^) if for 
some element of GF(pm) say ft , the relations y^ r $ x^, 
i = 0, 1, ..., k, hold. 
This finite projective geometry is such that its points 
are a representation of the possible orthogonal sets of (pm-1) 
degrees of freedom in the (pm) +^^  factorial system. Hence 
PG(k, p^) is a geometrical representation of (k + 1) factors, 
each at p^ levels, and their generalized interactions. 
To arrange combinations of (sn-l)/(s-l) factors, each at 
s = p™ levels, in blocks of sn units, such that no main effects 
or two-factor interactions are confounded with blocks, estab­
lish a one-one correspondence between the factors and the 
elements of PG(n-l, p01). Let A]_, Ag, ..., denote the N = 
(sn-l)/(s-l) factors. Associate with these factors an 
representation of the elements of PG(n-l, p131). 
A1 A2 A3 \ As-t-l AS+2 " AN 
°*jL 2^ 1^^ 2 °^ 1 ^  2 * * * °V*2 3^ • • • (^ 1^ 2 ' * *  ^
The exponents 0, 1, 2, ... s-1 are the elements of the 
Galois field GP(p^) with addition and multiplication defined 
within the field. If m • 1 then the Galois field is the field 
of positive integers modulo p. 
Let Aj_ represent any factor and let Aj represent one of 
the (sn—l)/(s—1) factors considered in relation to A^ denote by 
tj_j, where is an element of GP(pm), the sum of the prod­
16 
ucts of the exponents of oi 2* • ••» in the expressions 
of the oi representations of Aj_ and A.. If the representations 
i i i 
of An- and A,- are ol 2...# n and o< ^^-o< ^2-respec-1 J 12 n 12 n 
n 
tively, then t.. = % irjre Choose as the elements 
1J r ml 
corresponding with Aj_ the following treatment combinations 
ti2 1;iN^ 2^til 2ti2 *** 2tiiV' •*' fcii 
(s-1) t^^ (s — 1) t^^), where the representations of the 
levels of each factor are elements of GP (p^). In the same 
manner (s-1) treatment combinations can be formed for each 
of the (sn-l)/(s-l) possible A^'s. If the control treatment 
(0, 0, ..., 0) is added to these (sn-l) treatment combinations 
we have derived sm treatment combinations. 
This technique leads to the following lemmas : 
Lemma 1: The representation of treatment combinations 
associated with the product of the oi representations of A^ 
and A^, are the products of the representations of the treat­
ment combinations associated with A^ and A^,. 
Lemma 2: The sn treatment combinations chosen by this 
method are the elements of the intrablock subgroup for the 
system of confounding. 
Lemma 3s Every interaction which is confounded with 
blocks has the property that the product of the tx representa­
tions of its terras reduces to unity. Hence every interaction 
which is confounded with blocks Is of not less than three factors. 
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These lemmas prove 
Theorem 1: There exists a system of confounding such 
that (sn-l)/(s-l) factors, each at s = pP1 levels, can be 
accommodated in blocks of sn where no main effect or two-
factor interaction is confounded with blocks. 
The following example will illustrate the technique for 
obtaining the intrablock subgroup and the interactions which 
are confounded with blocks. 
Let s s 5 and n * 2. Then (sn-l)/(s-l) e 6. Establish 
a one-one correspondence between the six factors and the <x 
representation of the elements of PG(1, £). 
A B O D E ?  
~1 =% =1=2 *1*2 ^^2 
The intrablock subgroup may be obtained by calculating 
the treatment combinations ( t^ t 2^ ... t^), (2t 1^ 2t^ ••• 
2t1^ )), (3tljL 3ti2 ... 3t^) and(i|tii 4*12 4-t^) for each 
factor as shown in Table 2, and then adding the control 
treatment 0 0 0 0 0 0. 
It should be noted that any two treatment combinations 
corresponding with different A^'s will generate the intra­
block subgroup apart from the control treatment. The gener­
ators of the interactions which are confounded with blocks 
are AB(A, BEF^, ACDEF and CD^E^F^". It is easily verified that 
the representations of each of these interactions reduce to 
unity. 
18 
Table 2. Elements of intrablock subgroup corresponding to 
the factors of a confounded 5° experiment 
A. A .  t.. Elements of i j ij 
I  
intrablock subgroup 
A  1  1 0 1 1 1 1  
B  0  2 0 2 2 2 2  
: i  m m  
E 1 
P 1 
A 0 
B  1  0  1 1 2  3  4  
c  i  0 2 2 4 1 3  
B D 2 0 jî 1 If 2 
E 3 0 4 4 3 2 1 
F 
A 1 
B  1  1 1 2 3 4 0  
C  2  2 2 4 1 3 0  
D  3  3 3 1 4 2 O  I  I I  E 4 4 4 3 2 1 0 
P 0 
A  1  
B  2  1 2 3 0 2 4  
D  c  3  2 4 1 0 4 3  
D  0 3 1 4 0 1 2 
E 2 4 3 2 0 3 1 
F 4 
A  1  
B  3  1 3 4 2 0 3  
c  4 2 1 3 4 0 1  
E  D  2  3 4 2 1 0 4  
E  0  4 2 1 3 0 2  
F 3 
H 
2 3 
B 4 1 4 0 4 
F C 0 2 3 0 3 
D 4 3 2 0 2 
E 3 4 1 0 1 
F 
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The treatment combinations which appear in any one block 
of a confounded plan for (sn-l)/(s-l) factors, each at s = p^ 
levels, in blocks of sn units comprises a fractional replicate 
of the factorial experiment. The interactions which are 
confounded with blocks in the confounded plan appear in the 
identity relationship (alias subgroup) of the highly fraction­
ated plan. Since each of these interactions are of at least 
three factors, all main effects are aliased (confounded) with 
two-factor and higher order interactions in the fractional 
replicate and therefore the main effects are not correlated 
with each other. Thus any block of a confounded plan derived 
by Fisher's technique constitutes a main-effect plan for 
(sn-l)/(s-l) factors, each at s = pi™ levels, with sn treatment 
combinations. 
B. Main-Effect Plans and Orthogonal Arrays of Strength Two 
The theorem developed by Fisher in the previous section 
was generalized by Bose (19i|7)« He proved that the maximum 
number of factors that it is possible to accommodate in a 
symmetrical factorial experiment in which each factor occurs 
at s - p^ levels and each block is of size sn, without con­
founding any d-factor or lower order interaction, is given 
by the maximum number of points that it is possible to choose 
in PG(n~l, pm) so that no d of the chosen points are conjoint. 
This is equivalent to showing that the maximum number of con­
20 
straints, k, in the orthogonal array (sn, k, s, d) is given 
by the maximum number of points that it is possible to 
choose in PG(n-l, p^) so that no d of the chosen points are 
conjoint. The orthogonal array (sn, k, s, 2) and hence a 
main-effect plan for k factors each at s levels with sn treat­
ment combinations can be represented by the points of PG(n-l, 
pm). Thus the maximum value of k is (sn-l)/(s-1)• 
We shall represent the n factors of PG(n-l, p01) by X]_, 
•••» xn and their generalized interactions by k^_X1 + 
kgXg + ...+- k^X^ where k^ (i - 1, 2, ... n) can take on any 
value of the Galois field GF(pm) and it is understood that 
the coefficient of the first factor appearing in an inter­
action is unity. The notation adopted here for the generalized 
interactions differs from the standard notation for inter­
actions as given, for example, by Kempthorne (1952), in order 
to facilitate the presentation which follows later in this 
chapter. 
We shall now illustrate the procedure for constructing 
main-effect plans and orthogonal arrays of strength two by 
constructing a main-effect plan for four factors, A, B, C and 
D, each at three levels in nine treatment combinations and 
hence the orthogonal array (9, 4» 3# 2). In this example 
s * 3, n = 2 and (sn-l)/(s-l) = if. The four factors A, B, 
C and D can be represented by two factors X^ and Xg and 
their generalized interactions X^ + Xg and X^ + 2Xg, respec­
21 
tively. The levels associated with the two factors X-^ and X2 
p  
are given by the treatment combinations of the 3 factorial 
experiment. Thus the treatment combinations which comprise 
the main-effect plan are : 
A B Ç D 
0 0 0 0 
0 1 1 2 
0 2 2 1 
1 0 1 1 
1 1 2 0 
1 2 0 2 
2 0 2 2 
2 1 0 1 
2 0 1 0 
We can determine the interactions which are members of 
the alias subgroup by choosing those interactions whose X 
representation equals 0 (mod 3)• The generators of the inter­
actions which make up the alias subgroup are ABC^ and ACD, 
The X representation of ABC2 is X^ + X^ + ZtX^-f-Xg) = 3X^-h 
3X2 = 0 (mod 3) and of ACD = X-^ + X2 + X1+2X2 = 0 (mod 3). 
We shall now develop main-effect plans which can accom­
modate up to [2 (sn-l)/(s-l) -lj factors, each at s = pm 
levels, where p is a prime, with 2sn treatment combinations. 
22 
Let UQ, u^, .. ., represent the elements of GF(p^) 
O p  p  
and let uf\f xx _ represent the squares of the U 
-L S-1 
elements of GP(pm). We shall denote the set of squared 
elements of GF(pm) by GP^(pm). It is easily verified that 
apart from the 0 element the set GF (gP) forms a cyclic 
Abelian group under multiplication. It follows from the 
cyclic property that (i) when p = 2, GF2(pm) contains each 
of the elements of GF(pm) and (ii) when p is an odd prime, 
the elements of GP^(pm) comprise a subset of (s +- l)/g 
distinct elements of GF(pm), where one element occurs once 
and (s-1)/g elements are duplicated. 
Consider one of the factors in a main-effect plan in 
which each Xj_ has s levels each occurring sn~l times in a 
total of sn treatment combinations. Let X? be a pseudo-
factor obtained by squaring the levels of X^. We now state 
the following lemmas: 
Lemma 1].: When p is an odd prime, X? + kX^ (k an element 
of GF(pm)) contains (s +l)/g distinct levels, one level 
occurring s11""^- times and (s-l)/2 levels occurring 2sn~^" times 
in sn treatment combinations. 
p  
Lemma 5: When p = 2, XjT contains each of the s levels 
s^-l times. 
Lemma 6: When p = 2, X? -t- kX^ (k / 0) contains s/2 
distinct levels each occurring 2 sn"^ times. 
Lemma 6 can be proved as follows. Let x^ range over the 
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elements of GP(p^) which represent the s levels of As 
x^ ranges over the elements of the field so does x^+k where 
k is an element of GF(p^). Also if x^+ k = Xj (mod 2) then 
xJ + k a x. (mod 2). Hence xi(x< + k) * x1x1* and x.(x. + k) = J  J -  X J J J  
x^xj. Thus whatever values of x^x^+k) are achieved they 
are achieved for at least two values of x^. We now show that 
the values of x^(x^ + k) are achieved for exactly two values 
of x^e Let y be the generator of the field and let x^ = yr 
and k = y^l, Thus x1(x1 + k) = yr(yr + yrl). Suppose that 
yr(yr+yri) « yt(yt+yri) Where yr f yt and yr+ y1*1 ? y*. 
Hence (yr)2 + yr yrl = (yfc)2 + yfcyrl 
so (yr +• y*)2 + (yr+ yt)yri = 0 
so (yr+ yt) (yr + yfc + y -1) = 0. 
This implies that either yr -f- y^ = 0 and therefore y1* = y^ 
which is a contradiction or that y1* + y^ + y1*^- • 0 and there­
fore yr+ y1*1 m yfc which is a contradiction. Hence the values 
of x^(x-L + k) are achieved for exactly two values of x^ and 
Lemma 6 is proved* 
Lemma 7; The factor represented by xf + k^Xj + ZT k -X., 
j/i J 3 
where at least one kj ^  0, contains each of the s levels 
sn_1 times. 
Lemma 8: The levels of X2-fk-jX^ 4- kgXj which occur in a 
plan with the ut level of &]Xi + a2X j, where k^, kg, a^ and 
&2 are elements of GP(pm) and a^^O are given by the values c 
2J+ 
2 
xi+ + k2xj +• c(a^x^ f &2xj ) - cut where kg +-ca2 z 0 and 
x^ ranges over the elements of GF(pm). 
Proof : When a^i + a2"^j takes on the ut level then 
a^x^ + a2Xj = and thus xj = (ut - a^x^)/^. Hence 
the levels of the factor X? + k.X. +*kpX. which occur with the i J- -L J 
level u^ of a-jX^ +- a2Xj can be represented by 
2 2 
-i- k1xi +• k2Xj s xi + k^Xj, t- kg (ufc - a^x^)/a2 
s x? + (k^ - k2a1/a2)x1 •+• (k /a2) ufc. 
Since k2 +• ca^ • 0, then c = -k2/a2. 
Thus 
2 2 
+(k^ -k2a1/a2 ) x^ 4-(k2/a2 ) ufc % •+ k^x^ +- k2Xj + c(a^x^+-
a2Xj) - cu^, and the lemma is proved. 
We say that two factors X^ and Xj are orthogonal to each 
other if each level of X j occurs the same number of times 
with every level of X^. We say that Xj_ and Xj are semi-
orthogonal to each other if (i) for p an odd prime, one level 
of Xj occurs sn~2 times and (s-l)/2 levels of Xj occur 2sn~2 
times with each level of X^ and (ii) for p = 2, s/2 
levels of Xj occur 2sn~2 times with each level of Xj_. 
It follows from lemmas 4» 6, and 8 that when p is an odd 
prime or when k^ - k2a^/a2 / 0, then a^X^ t* a2Xj is semi-
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orthogonal to X?+k1Xi+ k^X^. It follows from lemmas 5 and 
8 that when p = 2 and k]_ - k^a^/a^ = 0 then a^X^ 4- a^Xj is 
o 
orthogonal to X^+k^X^+kgX^.. Employing an argument similar 
to that used in lemma 8 we deduce that kX? t k,X. + X. and X J. I J 
2 kX^ + kgX^+ Xj are orthogonal to each other when k^ / kg. 
Lemma 8 can be generalized to include more than two 
factors as stated in the following lemma. 
Lemma 8a: The levels of X?+k.X.+ Z. k.X. which occur 
1 11 JA j j 
in a plan with the ut level of a^X^i- ZL a.X. are given by 
the values of x?+k.x.+ 2L k-x.+c(a.x. + 21 a.x.) - c u. 
j^ i 1 1 jVi 3 J ' 
where k^ + ca. - 0 for all j / i. If the a^ and the k.-. are 
« J J U 
not of such a form that k. -t-ca. s 0 for all j / i and some 
" 3 
c contained in GF(pm) then the two factors are orthogonal. 
Lemma 9? When p is a prime the complements in GP(ptn) to 
the elements in GF2(p"1 ) are the set of elements in GF2(pP1 ) 
each multiplied by an element of GF(pm) which is not an 
element of GF2(p111). If the set of elements in GF^(pm) and 
the set of complements are taken together in one set we obtain 
the elements of GF (pP1 ). 
Proof : From abstract group theory (see Birkhoff and 
MacLane (1953))- we employ a lemma which states that two right 
cosets of a subgroup are either identical or without common 
elements. Now the elements of GF^(pm) form an Abelian 
subgroup of the element of GF(pm). Hence multiplying 
each element of GF^(pm) by an element of GF(p^) which is not 
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an element of GF2 (p^) yields the complementary set to GF^(prn). 
It is clear from lemma 5 that when p - 2 the set com­
plementary to GF2(pm) is the null set. 
We can now state 
Theorem 2: There exists a main-effect plan for 
[2(sn-l)/(s-1) - ll factors, each at s s p"1 levels, with 
2sn treatment combinations. 
Proof: In order to facilitate the presentation of the 
proof of theorem 2 we shall prove the theorem for n = 2. 
First write out the orthogonal array (s2, (s2-l)/(s-l), s, 2) 
represented by the two factors X^ and X_ and their generalized 
interactions X^_ + X2, X1-h2X2, ...» X^ +- (s-l)X2. To these we 
add (s2-l)/(s-1) -1 factors represented by X2+X2, X2+X-^+-
X2, X^ + 2X1-h X2, ..., X2 + (s-l)X1+ X2. These 2(sn-l)/(s-l) 
-1 factors in sn observations represent the first half of the 
main-effect plan. 
We note from the proceeding lemmas that when p is a prime 
p 
number, X^_ + a^X2 and X^-t-k^X^+• Xg are semi-orthogonal and 
also that X2 and X2 + k^X^ +- X2 are semi-orthogonal for all a^ 
and k^ in GF(p^) except a^ = 0. All other pairs of factors 
are clearly orthogonal. If p = 2 and (k^ - a-j/a^) = 0, then 
a^X^ a^X2 and X2 + k^X^ t- X^ are orthogonal. 
We nov/ choose the second half of the plan so that the 
pairs of factors which were orthogonal in the first half are 
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also orthogonal in the second, half and pairs of factors which 
were semi-orthogonal in the first half are semi-orthogonal 
in a complementary manner in the second half. The factors in • 
the second half which correspond to the factors of the first 
half can be denoted by X^, X2, X^+Xg+b-^, X^ + 2X^4- b^, . 
Xx + (s-l)X2 + bjg_1, kX2 + X2, kX^+kjX + X2 + c±, kX2* 
2 
k2Xl + X2 + °2* * * *' + k(s-l) X1 X2 + °s 1 wiiere the 
coefficients b-^j b2> • ••» ^s —1* ^1' ^ 2* • • • > ^s —1* ^1* ®2® 
.c _ are to be determined. 
s-1 
p 
From lemma 8 we see that the levels of X^ +- X2 which 
p 
occur with the u^. level of X2 are given by the values of x^-f-u^. 
where x^ takes on the values of the elements of GF(pm). With 
out loss of generality we may let ut - uQ - 0. When p is an 
odd prime, the values of kX2 + Xg, where k is an element of 
GF(pP) but not an element of GF2(pm), which occur with the 
ut = 0 level of X2 are given by tae values of kx2. As shown 
2 P in lemma 9» kx^ complements x^. 
Thus we need only let k take on the value of an element 
in GF(pm) which is not an element of GF2(p™). If p - 2 it 
is clear from lemma 5 that k - 1. 
We now present a method for determining the constants b^, 
b g »  • • • »  ^ s — 1 ®  ^ 1 ®  ^ 2 ®  • * * *  ^ s - l ®  * * 1 '  ° 2 '  * * * *  ^ Q i* when s ;p® 
and p is an odd prime. In order that the levels of kX2 -f- X2 
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which occur with the 0 level of X-^ +• a^Xg + b^ be the com­
pliments of the levels of X2 +• Xg which occur with the 0 
levels of X1-t a^Xg, b^ must be such that the values which 
kxn - (l/a^Jx-L - b^/a^ takes when ranges over the field 
GF(pm) complements the values which x2 - (l/a^)x-^ takes. Now 
x2 - (l/a^)x-j_ consists of one element of GF(pm) occurring 
once and (s-l)/2 elements occurring twice. Let the unique 
element of GF(pm) be u^. Then x2 - (l/ai) x^ = u^ must have 
only one solution as x^ ranges over the elements of GF(pm)« 
Thus l/a? f 4^2 r 0 and hence 4%^ = - 1/a 2^. Since kx2 -
(l/a^)x^ - b^/a^ must complement x2 - (l/a^)x^ the equation 
kx^ - ( 1/a^ )x-^ - b^/a^ = u^ must also have only one solution. 
Therefore l/a| + 4k(b^/a^ -t- u^) = 0» Substituting 4u^ = 
p 
-1/a^ in this equation and solving for b^ we get 
b^ = (k - l)/4kai. (1) 
To find the levels of X2 -+• d^X^ + X^ which occur with 
the 0 levels of Xg we note that there exists an element of 
GF(pm), u2 say, such that x2 +- d^x^ • u2 has only one solution. 
Thus d^ -h 4^2 - 0 and hence 4^2® -d|. In order that the 
levels of kX2 •+ k^X^ + Xg + c± which occur with the 0 levels 
2 ? 
of X2 complement those given by Xj_ + d^x^, then kx1 +k^x1 + 
2 
c^ - u2 must have only one solution. Substituting 4u = -d^ 
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in this equation and solving for we get 
ci = ki2Ak ~ d (2) 
To find the levels of X2 + djXj_ + Xg which occur with the 
0 levels of Xj_ -h a^Xg we note that there exists an element 
of GF(p^), u^ sa- such that x2 + (d^ - l/ai)x1 = u^ has only 
one solution. Thus (d^ - 1/a^)2 + 4u^ = 0 and hence 4U3 = 
- (d± - 1/aj^)2. Since kx2 + (k^ - l/ajL)x1 -f- (c^ - b^/a^) 
must complement x2 + (d^ - l/& )x^, the equation kx2 + (k^ -
l/a^)x^ 4- (c^ - b^/a^) - u^ must also have only one solution 
as x^ ranges over the elements of GF(p^). Therefore (k^ -
l/a^)2 - 1+k [(c^ - b^/a^) - u^J = 0. Substituting 4U3 = 
p 
-(d^ - 1/a^) and equations (1) and (2)into this equation we 
get 
ki = k di* (3) 
Hence equation (2) can be rewritten as 
c± = d 2^ (k-l)/4. (4) 
Thus we determine k by choosing an element of GF(pm) 
which is not an element of GF2(pm)• By letting a^ = 1, 2, 
s-1 we can determine bj, bg, .bg_^ from equation (1). 
Then by setting dj_ s 1, 2, .s-1 we determine k^, kg, 
kg_^ from equation (3) and c-^ Cg, .c^_^ from equation (4)* 
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The procedure employed above cannot be applied when 
p : 2 since x2 + cx^ consists of s/2 elements of GF(2m), 
each occurring twice. Thus there exists no element u such 
p 
that Xj -h cx^ 5 u must have only one solution. 
We know from lemma 5 that when p = 2, then k = 1. In 
order that the levels of X2 + X^ which occur with the 0 
levels of XJL + (a^ = 1, 2, 3, ...» s-1) complement 
the levels of X2 -h Xg which occur with the 0 levels of 
2 X^ + a^Xg then the levels given by x^ -(l/a^)x^ - b^/a^ must 
p 
complement the levels given by x^ -(l/a^)x^ when x^ ranges 
over GP(2m). It is easily verified that b^ can be any one 
of the 2™*"^ elements of GF(2m) which are not given by x2 -
(l/a1)x1. 
2 In order that the levels of X, + k X + XP + c. which 
x  i l  ^  x  
occur with the 0 levels of Xg complement the levels of 
2 Xi 4- d^X^ 4- Xg which occur with the 0 levels of X^, then the 
p 
values given by Xj[ 4- kjX^ -f- c^ must complement the values 
p 
given by x^ 4- d^x-^. It can be shown that k^ - d^ and c^ can 
be any one of the 2m ^ elements of GF(2m) which are not 
2 given by the values of x^ 4- d^x^. 
2 By finding the values of Xj_ + k^X^ + Xg + which occur 
with the 0 levels of X^ +" a^X^ + b^ and complement the values 
of X2 4- d^X^+ Xg which occur with the 0 levels of X-^-f a^X^ we 
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can determine a set of and c^ which satisfy all the re­
quirements to have the second half of the plan complement 
the first half of the plan. 
When n > 2 the same procedures will yield the desired 
plans if lemma 8a is utilized in place of lemma 8. Thus the 
theorem is proved. 
The main-effect plans for 2(sn-l)/(s-1) - 1 factors each 
at s ; p"1 levels with 2sn treatment combinations are the 
orthogonal arrays (2sn, 2(sn-l)/(s-1), s, 2). Some of the 
more useful arrays of this type are : (18, 7, 3, 2), (54, 
25, 3, 2,), (32, 9, 4, 2), (L28, 4l, 4, 2), (5°, 11, 5, 2), 
(250, 47, 5, 2), (98, 15, 7, 2), (128, 17, 8, 2) and (162, 
19, 9, 2). 
Bose and Bush (1952) have constructed the arrays (18, 7# 
3, 2) and (32, 9, 4, 2) by other procedures and have shown 
that 2(sn-l)/(s-l) - 1 is the maximum number of constraints 
which arrays of this type can accommodate. 
We now present two examples of main-effect plans for 
2(sn-l)/(s-l) - 1 factors, each having s levels, with 2sn 
treatment combinations. The first example will illustrate 
the solutions which give a main-effect plan for eleven 
factors, each having five levels, with fifty treatment 
combinations. This plan is also the orthogonal array (50, 
11, 5, 2). 
The eleven factors which represent the first twenty-
five treatment combinations are denoted by X^, X2, X-^-i-X2, 
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X± + 2X2, xx + 3X2, X± + 4X2, X2 + Xg, X2 + Xx + X2, X2 -f- 2X1-f 
Xg, X2 + 3X1 + X2 and X2 + ipC1 f Xg. The corresponding 
eleven factors representing the second half of the plan are 
denoted by Xx, Xg, X^+ X^4- b^, X^+ 2X^+ b^, X± + 3X^ + b , 
Xx + lpCg +• bj^, kX2 + Xg, kX2 4- k1X1 + Xg + c1# kX2 4 kgX^ + Xg+ 
Cg, kX2 + k^X^ + Xg + c^ and kX2 + k^X^ + Xg + c^. The 
levels which occur in factors X^ and X^ are given by the 
p 
twenty-five treatment combinations in the 5 factorial exper­
iment. 
The elements of GF(5) are 0, 1, 2, 3 and 4» Hence the 
elements of GF2(5) are 0, 1, 4» 4» !• Hence from lemma 9 w© 
deduce that k = 2 or k = 3» Let us choose k » 3« Equation 
(1) becomes b^ = l/a^ and we obtain the following solutions 
for b1# bg, by and b^i 
a^  - 1, bj_ = 1 
a^ s 2, bg s 3 
a^ s 3, bj e 2 
ai = 4» b^ s 4 
Equations (3) and (4) become k^ s 3d^ and c± « 3d^, respec­
tively. Thus when 
d.£ - 1, then k^  = 3» c^  - 3 
dji • 2, then kg * 1, eg - 2 
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djL = 3» then k^ = 4» c^ * 2 
d1 s 4» then k^ = 2, = 3 
The second example will illustrate the construction of 
the plan for nine factors each at four levels with thirty-
two treatment combinations. This plan is the orthogonal 
array (32, 9» 4» 2). 
Since the levels of the factors and the coefficients of 
p 
the interactions are elements of the Galois field GF(2 ), 
we present the addition and multiplication tables for GF(22) 
in Table 3» The reader who is interested in the procedure 
Table 3* Addition and multiplication tables for GF(22) 
Addition Multiplication 
0  1  2  3  0 1 2 3  
0 0 1 2 3 0 0 0 0 0 
1 0 3 2 1 1 2 3 
2 0 l 2 3 1 
3 0 3 2 
for constructing addition and multiplication tables for 
GF(pm) should refer to Carmichael (1937) or Kempthorne (1952). 
34 
The nine factors which represent the first sixteen 
treatment combinations are denoted by X^, Xg, X^ + Xg, 
2Xg, X1 + 3X2, X2 + XG, X2 -f X1 + X2, X2+2X1 X2 
p 
and X-j_ -h 3XX 4- Xg. The corresponding nine factors represent­
ing the second half of the plan are denoted by X^, Xg, X^-f 
Xg f b1# X-L 2Xg + bg, X± -h 3Xg -h b , X2 + Xg, X2 + K^X^ + 
p p 
Xg c-j^ , X-^  + kgX^  -h Xg -/• Cg and X^  + k3Xl 2^ 3^* 
Solving for b^ so that the levels of X2 f Xg which occur 
with the 0 level of X-^-t Xg V- b^ complements the levels of 
2 Xi -f- Xg which occur with the 0 level of X-^ +Xg we find that 
b^ = 2 or b^ = 3* Similarly we find that bg = 1 or bg » 2 
and that b^ = 1 or b^ = 3. 
It is immediately apparent that in order that the levels 
of X2 -f- k^Xj •+ Xg -h c^ which occur with the 0 level of Xg be 
complements to the levels of X^ -t~ X^ *-Xg which occur with 
the 0 level of Xg then k^ = 1 and c^ - 2 or c^ s 3» Simi­
larly we find that kg -2 and Cg = 1 or Cg » 2 and that 
k^ = 3 and c^ ; 1 or c^ = 3. 
As we wish the levels of X2 + k^X^ +• Xg + c^ which 
which occur with the 0 level of X^a^Xg to be complements 
to the levels of X^-f k^X^+Xg which occur with the 0 level of 
xl^"aix2 we find that b^-f- Cg - 1 or 3 , bj^ f c^ s 1 or 2, 
3bg + Cj = 1 or 2, 3bg -f eg = 2 or 3 , 2b^ -f c^ = 1 or 3 
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and 2t>3 + ; 2 or 3. Values of b^, bg, b^, k]_# k2, and k^ 
which are consistent with all the above equations are 
b]_ : Cj_ ; 2, bg s Cg r 1 and b^ = c^ = 3. A second set of 
solutions is = c^ = 3, bg = eg = 2 and b^ s c^ - 1. These 
are the only two possible sets of solutions for this plan. 
Since the coefficients satisfy all the properties re­
quired to make the second half of the plan complement the 
first half every pair of factors is orthogonal. 
To illustrate some of these plans we present the factors 
which represent the first and second halves of the arrays (18, 
7, 3, 2) and (54, 25, 3, 2). 
The factors representing the first half of the orthogonal 
array (18, 7, 3, 2) are: 
xv x2, x1 + x2, Xx+ 2Xg, X2 + Xg, xf + X± + Xg, X2+-
2X]_ -h Xg. The factors representing the second half of this 
array are : 
X1# Xg, X1fXgf 2, X1 + 2Xg + l, 2X2 + Xg, 2X2 -f- 2X]_+ Xg + 1, 
2xf + Xx + Xg + 1. 
The factors representing the first half of the orthogonal 
array (54, 25, 3, 2) are: 
Xv Xg, X-L+Xg, Xx-h 2Xg, X3, XJL + X3, X]_ -h 2X3, Xg f X , 
Xg + 2X3, Xx+ Xg -h X , X1tXg-f2X3, X1-f 2Xg + X3, Xx+2Xg-/-2X3, 
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xf + X2, X2 + Xx + X2, X2 + 2XX + X2, X2 + X , X2 + Xx+ X3, 
X2 + 2X1 +• X3, X2 + X2 + X , X2 + X1 + X2 + X3, x2 + 2XX+ 
X2 -h Xy xf + X2 -h 2X , X^f XxtX2f 2X , X2 2X]_+X2 + 2X3. 
The factors representing the second half of this array are : 
XX, X2, X±+X2 + 2, X1 +• 2X2 -h 1, X , X1+X3+2, X^ 2X3+ 1, 
X2+X , X2 -h 2X , X1 + X2 + X3 + 2, Xx + X2 + 2X3 + 2, 
X1 + 2X2 f X3 + 1, X1 -h 2X2 + 2X^ + 1, 2X2 f Xg, 2X2 f 2X^4-
X2 + 1, 2X2 + Xx + X2 +• 1, 2X2 + Xy 2X2 + 2X± + X3 f 1, 
2X2 + X1 + X3 -t- 1, 2X2 -hX^-t X , 2X2 + 2Xi + Xg + X3 + 1, 
X i + X 2fX 3  + 1, 2 X 2  + X 2  + 2X ,  2X 2  4- 2 X X  + X 2  + 
2X3 -h 1, 2X2 + Xx + X2 + 2X + 1. 
Be Construction of Orthogonal Arrays of 
Strength Three and Four 
An experimental plan in which all main effects are con­
founded with three-factor and higher order interactions is 
an orthogonal array of strength three. The maximum number of 
constraints, k, which can be accommodated in the orthogonal 
array (s11, k, s, 3), where s - p™, is given by the maximum 
number of points that it is possible to choose in PG(n-l, p01) 
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so that no three of the chosen points are conjoint. This is 
equivalent to choosing a subset of effects and interactions 
from those represented by n factors at s levels and their 
generalized interactions such that the interaction of any 
two effects and/or interactions in the chosen subset is not 
an element of the subset» 
When s = 2 we can construct the orthogonal array (2n, 
k, 2, 3) by choosing the subset of effects and interactions 
which consists of the main effects and all odd-factor inter­
actions. Since for s = 2, the interaction of two odd-factor 
interactions is an even factor interaction, the subset con­
sisting of the n main effects and all odd-factor interactions 
is such that the interaction of any two elements of the sub­
set is not an element of the subset* The number of odd-
factor interactions contained in the set of n main effects 
and their generalized interactions when s = 2, is 2n~^- where 
a main effect is considered to be an odd-factor interaction. 
It has been shown by Rao (194?) and by Bose and Bush (1952) 
that k s 2n~^ is the maximum number of constraints that can 
be accommodated in the orthogonal array (2n, k, 2, 3)• Hence 
by choosing as factors the odd factor interactions which 
represent the factors of a main-cffect plan when s =2, we can 
construct a plan, accommodating the maximum number of factors, 
in which no main effects are confounded with two-factor 
interactions. 
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To illustrate an orthogonal array of strength three, 
we present the array (l6, 8, 2, 3). Let the eight con­
straints be represented by X^, X2, X3, X^, Xj + X2 + X^, 
Xi + X2 + X^, X1-h X3-h X^ and X2 + X^ + X^o The orthogonal 
array and hence the experimental plan on eight factors A, E, 
C, D, E, P and G for which all main effects are confounded 
with three-factor and higher order interactions is given by 
the following sixteen treatment combinations. 
A B c D E F G H 
0 0 0 0 0 0 0 0 
0 0 0 1 0 1 1 1 
0 0 1 0 1 0 1 1 
0 0 1 1 1 1 0 0 
0 1 0 0 1 1 0 1 
0 1 0 1 1 0 1 0 
0 1 1 0 0 1 1 0 
0 1 1 1 0 0 0 1 
1 0 0 0 1 1 1 0 
1 0 0 1 1 0 0 1 
1 0 1 0 0 1 0 1 
1 0 1 1 0 0 1 0 
1 1 0 0 0 0 1 1 
1 1 0 1 0 1 0 0 
1 1 1 0 1 0 0 0 
1 1 1 1 1 1 1 1 
39 
The interactions which appear in the alias subgroup 
can be immediately determined since the X representations 
of each interaction in the alias subgroup is equal to 0 
(mod 2). The generators of the interactions in the alias 
subgroup are ABCE, ABDF, ACDG and BCDH. 
We now display the effects and interactions which 
represent the constraints of the orthogonal arrays (27, 4» 
3, 3) and (81, 10, 3, 3) respectively. It is easily verified 
that the interactions of any two effects and/or interactions 
in the respective subsets are not members of the subsets. 
The four constraints in the orthogonal arrays (27, 4» 3, 3) 
can be represented by X^, Xg, X^ and X^+Xg-t-X^. The ten 
constraints of the orthogonal array (81, 10, 3, 3) can be 
represented by X^, Xg, X-^+Xg + X^, X^ + Xg + 2X^, X-^+ Xg + 
X4, X1+X2+ 2X^, Xl+2X2+X3tX^, X^+ 2XgtX^t 2X , 
X, + 2X0 t 2X0 + X. and Xn f 2X0 + 2X„ +- 2X, . 
1 ^ 3 4  1 2 3 4  
An experimental plan in which all two-factor inter­
actions are uncorrelated is known as a two-factor interaction 
clear plan and is an orthogonal array of strength four. The 
maximum number of constraints, k, which can be accommodated 
in the orthogonal array (sn, k, s, 4)» where s - p™, is the 
maximum subset of effects and interactions that it is 
possible to choose from n factors, each having s levels, 
and their generalized interactions such that the interaction 
4o 
of any three of the effects and/or interactions in this sub­
set is not an member of the subset. 
The factors and interactions Xg, X^, X^, X^, X^, 
Xi 4 Xg 4 Xj 4 Xj^, Xl + Xg + X5 -h X6 represent the eight 
constraints which can be accommodated in the orthogonal 
array (64, 8, 2, 4)• The factors and interactions X^, Xg, 
x3, xv x5, x6, X?, X1 -h Xg + x3 + x4, Xx + Xg + X^ -f- x6, 
X^ 4* X|^ 4- X^ 4" Xy and X-^ 4 Xg 4- X^ 4- X^ 4- X^ 4- X^ 4* Xy re­
present the eleven constraints which can be accommodated in 
the orthogonal array (128, 11, 2, 4)• Eight constraints is 
the maximum that the orthogonal array (64, k, 2, 4) can 
accommodate. Although it is not known if eleven constraints 
is the maximum that the orthogonal array (128, k, 2, 4) can 
accommodate, k = 11 is the largest number of constraints yet 
attained for an array of strength four, with two levels and 
of size 128. 
IV. MAIN-EFFECT PLANS AND PROPORTIONAL FREQUENCIES 
A. Condition of Proportional Frequencies 
In the complete factorial experiment the levels of a 
factor occur equally frequently with each of the levels of 
any other factor. This condition is sufficient to allow 
uncorrelated estimates of all effects and interactions. This 
condition is also sufficient to allow uncorrelated estimates 
of the main effects in a main-effect plan. However for main-
effect plans the condition of equal frequencies is not a 
necessary one. We will show that a necessary and sufficient 
condition that the estimates of the main effects of any two 
factors in a main-effect plan be uncorrelated is that the 
levels of one factor occur with each of the levels of the 
other factor with proportional frequencies. The condition 
of proportional frequencies, will be deduced for a main-
effect plan on two factors, A and B, occurring at r and s 
levels, respectively. This was stated first, it is believed, 
by Plackett (19^6) but his proof was found to be obscure. 
Therefore a related proof is presented below. 
If the plan is orthogonal then the estimate of any 
component of factor A is orthogonal with the estimate of any 
component of factor B. Let us represent the components of 
factor A by (r-1) orthogonal contrasts, and the components 
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of factor B by (s-1) orthogonal contrasts. Denote by Au 
and Bv the uth orthogonal contrast among the r levels of 
factor A and the vth orthogonal contrast among the s levels 
of factor B, respectively. Denote by ajLu, a2u, .. ., aru 
the coefficients of Au, and by blv, b2v, .bgv the co­
efficients of By. The model which exhibits these orthogonal 
contrasts is 
r-1 s-1 
7ii = F + Z" aiuAu * XI bjvBv e^ii; i-0' 1> 2» •••» (r-l); 
U=1 Vsl d J 
j=0, 1, 2, ..., (s-1), where y^j is the observed yield of 
the treatment combination for which factor A occurs at the i 
level and factor B occurs at the j level, ju is the overall 
mean and ejj is the experimental error associated with the 
observation yjj. 
Let n = the number of observations in the plan, 
nj, - the number of times the i level of factor A 
* occurs in the plan, 
n ^ - the number of times the j level of factor B 
*J occurs in the plan, 
n.j-- • the number of times the i level of factor A 
occurs with the j level of factor B. 
Hence n, 1 = n, , H n, . = n , and ZT = n. 
J J le i iJ i,j J 
Theorem 3: A necessary and sufficient condition that 
the estimates of the components of two factors A and B, in 
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a main-effect plan, be orthogonal to each other and also to 
the mean is that n4 . = n. n </n. i j i • • j 
Proof : In order that the estimates of the compoi ,nts 
of factors A and B be orthogonal to each other and also to 
the mean, the design matrix X must be such that X'X is a 
diagonal matrix. With the model 
r-1 s-1 
yij - h-^— aiu\i+ ^-jv®v eii» 2, •••, (r-l)j 
u-1 v=l u d 
j= 0, 1, 2, (s-1), which we will call a type I model, 
the following equations must hold in order that the design 
matrix be of the required form: 
ZZ aiuni. z 0 ; u = 1, 2, ..., (r-1) (5) 
H  b .  n  .  =  0  ;  v  =  1 ,  2 ,  . ( s - 1 )  ( 6 )  
j J eJ 
£ aiuaiu* ni. = 0 ? u ? u' (7) 
E bjvbjv, n#j = 0 ; v i V (8) 
and ZZ aiubjv nij = 0 > Usl» 2* v=l,2,..,(s-l), 
( 9 )  
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Equations (5)> (6) and (9) can be expressed in matrix 
notation by equations (10), (11) and (12): 
A
'
Nr. » Vl.l ll0) 
where A' is an (r-1) xr matrix of coefficients of Au, = 
(n0. n^ * * * n(r 1) and ©mn is an mxn matrix of zeros; 
B
'H.S = «s-1,1 ("J 
where B1 is an (s-1) xs matrix of coefficients of Bv, and 
N' = (n n, n , ..., n ); and 
•
s 
•
u 
.1 .(s-1 
A'NB - ©r-1,s-1 (12) 
where N = (n^j). 
Equations (7) and (8) are automatically satisfied since 
the a u^ and the b v^ are coefficients of the orthogonal con­
trasts. Thus we need only show that a necessary and 
sufficient condition that A'NB = ®r_i s-1» given that 
A
'
Nr. = VlJ? and B'N.S = *s-l,l" is that nU * ni.nij/n> 
which expressed in matrix notation is N s Nr>N's/n. 
To show that this condition is sufficient, assume that 
N * N N'/n. Then A'NB - A'N_, N« B/n = 6^ since 
•L • • ti • e 3 JF* Jmp a — X 
A
'
Nr. = er-l,l and Ns.B = ®l,s-le 
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To show that this condition is also necessary, assume 
that A'NB = 6 , _ Since n, = 21 n. . and n . = 
v-±f Ù-. X. J 1J • J 
Z n.., then N = NE n and N' - En N, where E is an i ij r. si .s lr run 
m x n matrix whose elements are all unity. Let P » [^rli^l 
Since the columns of A are the coefficients of (r-1) 
orthogonal contrasts, P must be non-singular. Let Q « 
F E ,:b1 . Since the columns of B are the coefficients of L si: J 
(s-1) orthogonal contrasts, Q, must be non-singular. 
Now P'NQ = 
n 
A'N 
E lr 
LA' 
JN [ E s l i B ]  
r. 
N' E 
.s 
A'NB 
n e. 
„®r-l,l 9 
l,s-l 
r-1, s-1, 
Thus P'NQ is of rank one. Since P and Q are both non-
singular matrices, N must have a rank of one. Hence each 
row of N is a multiple of the first row and each column is 
a multiple of the first column. Therefore nj_j/n e^ - ne j/n 
or n_. . s n. n ./n which can be expressed in matrix notati 
-L J 1 • • J 
as N = Nr N' 3/n. 
The theorem can easily be generalized to prove that a 
necessary and sufficient condition that the estimates of the 
on 
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components of k factors in a main-effect plan be pairwiae 
orthogonal and also orthogonal to the mean is that the 
levels of each factor occur with the levels of any other 
factor with proportional frequencies. This generalization 
can be made by showing that for any pair of factors the 
proportional frequency condition is both necessary and 
sufficient to yield orthogonal estimates. 
It is sometimes convenient to define the main effect 
of a factor, say factor A, at level i as the mean yield of 
treatment combinations for which factor A occurs at the i 
level minus the mean yield of all treatment combinations, fL , 
and denote this effect by the symbol A^. In the same way we 
denote by Bj the true mean yield of the treatment combinations 
for which factor B occurs at the j level minus f* . 
We have therefore the following expression for the true 
yield of the combination (ij), for a main-effect plan on two 
factors, in terms of the main effects : namely t^. s yt* + 
h± + Bj. If we use a type II model, namely y^j = +A^ + 
Bj ei j> i a 0, 1, 2, (r-1); j • 0, 1, 2, •. •, (s-1) 
for a main-effect plan on two factors A and B occurring at r 
and s levels respectively we find that the model is not of 
full rank in that ][] A., = H B. = 0. This implies that 
i j J 
the information matrix is singular and cannot be inverted. 
However, when the levels of each factor occur with pro­
4? 
portional frequencies the information matrix of the main-
effect plan is such that the estimates of the are un­
correlated with the estimates of the Bj and when the 
singularities are removed by a particular augmentation of 
the matrix these estimates are uncorrelated with the mean ^  . 
If we use the above model in a main-effect plan on 
two factors whose levels occur with proportional frequencies 
the design matrix X is of such a form that the information 
matrix 
X'X = r. 
Ni 
Dr 
n-1N _N1 
N« 
n-^N N« 
r. .s 
, ...» n(r-i) ) and Dg r 
,s " .sr. 
where Dp s diagonal (nQ , n^ 
diagonal (n Q, n ... n ^ ^^ , the other symbols being 
defined as in theorem 3» We augment this matrix with two 
rows and two columns to obtain 
n Ni. 
N« 
.s 
0 0 
Nr. Dr 
Nr. 0 
N
.s 
n-1N N« 
.s r. 
D 
s 
0 N 
0 0 0 0 
0 0 N» 
.8 0 0 
. s 
It can easily be verified that 
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(X'X)x-l= 
where Cp = [lp - n_1 E^J and Gg . [lg - n"1 N#s 
EisJ , the other symbols being defined as in theorem 3. It 
is clear that the estimates of the effects of factor A are 
uncorrelated with the effects of factor B and also un­
corrected with the mean ^  . 
This result can be generalized so that by augmenting 
the information matrix one can obtain estimates of the 
effects of a factor which are uncorrelated with the estimates 
of the effects of any other factor and also uncorrelated 
with the mean in a main-effect plan for k factors. 
B. Two Glasses of Asymmetrical Main-Effect Plans 
If the levels of each factor are arranged so that they 
occur with the levels of any other factor with proportional 
frequencies, it is possible to derive new classes of main-
effect plans for asymmetrical factorial experiments. One 
such class permits the estimation of all main effects without 
n 
e. 
9 
-n 
-1 
rl 
si 
-1 
-n -1 
9lr 
D;lcr 
9 
sr 
n_1E Ir 
0 
Q Is 
9 
rs 
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0 
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-n-1 
n
"
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8sl 
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correlation for an experiment involving t^ factors at 
levels, t2 factors at Sg levels, up to t^ factors at s^ 
levels, with s^ observations, where s^ is a prime or the 
power of a prime, s^ ) ^ sk and 
5Z t. — (s?-l)/(s..-l). 
i=l 1 x l 
A method of constructing a main-effect plan for the 
tl t 2  tk n 
s^ x s2 x ... x s^ experiment in s^ observations involves 
collapsing factors occurring at s^ levels to factors occurring 
at s^ levels (i s 2, 3, 4» .k) by utilizing a many-one 
correspondence of the set of s^ levels to the set of s^ 
levels. First construct a main-effect plan for the symmet­
rical factorial experiment involving (s^ -l)/(s-j-l) factors, 
each at s^ levels, with s" treatment combinations, where S]_ 
is a prime or the power of a prime. Collapse the levels of 
tg of these factors to s^ levels, where Sg < s^, by making 
a many-one correspondence of the set of s^ levels to the set 
of Sp levels. Similarly collapse the levels of t^ of the 
original factors to s^ levels, where s^ < Sg ( s^, and so 
on. 
If for some i, s^ = s™, then a factor with s^ levels 
can be collapsed into (s^-l)/(s^-l) factors each having s^ 
levels. Since there exists a main-effect plan for 
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(s™-l)/(s^-l) factors, each at s^ levels, in s™ treatment 
combinations we can replace each of the s-^ levels by one of 
the s^ - s™ treatment combinations. To illustrate this 
point consider a factor at s^ = 4 levels. There exists a 
main-effect plan for three factors, each having two levels, 
in fo u r  t r e a t m e n t  c o m b i n a t i o n s ,  n a m e l y :  0  0  0, O i l ,  
10 1 and 110. If we make the following correspondence: 
Four-level Two-level 
factor factors 
0 0 0 0 
1 » 0 11 
2 » 10 1 
3  * •  1 1 0  
we collapse the four-level factor to three two-level factors. 
If we represent the (s^-1) degrees of freedom for each 
of the t^ factors at s^ levels by (s^-1) orthogonal con­
trasts among the levels, the estimates of these contrasts 
for any factor will be uncorrelated with the estimates of 
the contrasts for any other factor because the correspondence 
scheme automatically guarantees proportional frequencies of 
the levels of each factor. 
As an example, we now construct a main-effect plan for 
p p 
the 2x3 factorial experiment with nine observations. 
First construct a main-effect plan for four factors, each 
having three levels with nine treatment combinations. This 
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plan may be obtained by using representations of PG(1,3) 
as explained in Chapter III. 
The following treatment combinations constitute a 
main-effect plan for the 3^ experiment. 
0 0 0 0 
10 11 
0  1 1 2  
1 1 2  0  
1 2  0  2  
2 0 2 2 
0 2 2 1 
2  2  1 0  
2  1 0  1  
Replace the first two factors by two factors each 
having two levels according to the following correspondence 
s cheme : 
Three-level Two-level 
factor factor 
0  > -  0  
1 > 1 
2 » 1 
The resulting treatment combinations constitute a 
p p 
main-effect plan for the 2 x 3 experiment and are displayed 
below. 
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22 
C\J 
r^
\ 
0 0 0 0 
1 0 1 1 
0 1 1 2 
1 1 2 0 
1 1 0 2 
1 0 2 2 
0 1 2 1 
1 1 1 0 
1 1 0 1 
Although any many-one correspondence of the set of 
levels to the set of s^ levels will yield proportional 
frequencies of the levels, there arises the problem of which 
corresponcence is "best" in some sense. It would be 
desirable that each of the levels occur with equal 
frequency in the s^ observations. The problem can be solved 
by determining the efficiencies of the main effect estimates 
obtained using proportional frequencies relative to the 
estimates which would result from using equal frequencies of 
the levels of each factor. The proportional frequencies 
which yield the highest relative efficiency is then "best" 
in the sense of minimum variance of the estimates. 
As an illustration we will determine the best corre­
spondence scheme to be used when collapsing a five-level 
factor to a two-level factor. 
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Assume the correspondence scheme is as follows : 
Five-level Two-level 
factor factor 
0 >- 0 
1 » 1 
2 > 1 
3 » 1 
4 *- o 
Then the ratio of O's to I's for the two-level factor is 2:3. 
If the plan contains twenty-five observations the two-
level factor will occur at the 0 level in ten treatment 
combinations and at the 1 level in fifteen treatment com­
binations. The variance of the estimate of this factor is 
<r 2/10 + 0^/15 = cr 2/6. The information on a per obser­
vation basis is 6/250" . The variance of the estimate of a 
two-level factor in a 2n experiment is <r 2/2n-2e The 
information on a per observation basis for the latter exper­
iment is then 1/4<T 2. The relative efficiency of the 
estimate of the effect of the two-level factor is then 
6/25cr ^  x 4<r2 r 24/25. Had the ratio of O's to I's for 
the two-level factor been 1:4 then the relative efficiency 
would be 16/25. Thus for this example the "best" allocation 
of O's and I's is in the ratio of 2:3* The relative 
efficiencies of the estimates of the effects of factors 
when various proportional frequencies are employed are given 
in Table 4» 
54 
Table 4. Relative efficiencies of main effect estimates 
Level 0 1 
Proportional frequency 
2 
1 
3 
2 
1 I 
Efficiency 
8/9 
3® 
W(i9 
»? 
Level 
Contrast 
Linear 
Quadratic 
Linear 
Quadratic 
Linear 
Quadratic 
Linear 
Quadratic 
Linear 
Quadratic 
Linear 
Quadratic 
Proportional frequency 
1 
1 
2 
2 
1 
1 
2 
2 
3 
3 
1 
1 
2 : 1 
2 : 1 
1 
1 
3 
3 
3 
3 
1 
1 
5 
5 
2 
2 
1 
1 
2 
2 
3 
3 
1 
1 
$ 
18/25 
27/25 
6/7 
54/49 
9/7 
27/49 
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The class of main-effect plans for the s^l x 3^2 x 
• •• x s*k experiment in s^ observations, where s-^ > Sg ^  
•.• ^  s^ restricts the number of observations to be equal 
to the power of a prime number where s^ is the largest 
number of levels. Thus, for example, one would require 
twenty-seven observations in order to construct a main-
effect plan for the 2& x 3^ experiment using the procedures 
given in the previous section. Utilizing a one-many corre­
spondence of the set of s^ levels to the set of s^ levels 
we can derive a class of main-effect plans for the 
ti t t 
s^ xsg x ... x s^ experiment in s^ observations, where 
Sj is a prime or the power of a prime, s^ < s^ ^  ... ( s^, 
and 
the A ^  being integers. A main-effect plan of this class 
exists for the 2& x 3^ experiment with only sixteen obser­
vations. 
In order to construct a plan of this class we first 
construct a main-effect plan for (s"-l)/(s-1) factors, each 
at levels with s" observations. Then replace a set of 
Xiti factors at s^ levels by t^ factors at s^ levels i % 
2, 3» . ., k by making a one-many correspondence of the set 
of s^ levels to the set of s^ levels. A systematic procedure 
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for replacing factors at s^ levels by t^ factors at s^ 
levels will be illustrated by constructing a main-effect 
L o 
plan for the 2 x 3 experiment in sixteen observations. 
This procedure is characterized later by Theorem if. We 
first construct a main-effect plan for fifteen factors each 
at two levels in sixteen observations. Represent the 
fifteen factors by four factors A, B, C, and D and their 
generalized interactions, and represent the sixteen obser­
vations by the elements of the 2^ experiment. 
A B AB c AC BC ABC D AD BD ABD CD ACD BCD AB 
(1) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
a 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 
b 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 
ab 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 
c 0 0 0 1 1 1 1 0 0 0 0 1 1 ]_ 1 
ac 1 0 1 1 0 1 0 0 1 0 1 1 0 1 0 
be 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 
abc 1 1 0 1 0 0 1 0 1 1 0 1 0 c 1 
d 0 0 0 0 0 0 0 1 1 1 1 1 1 ]. 1 
ad 1 0 1 0 1 0 1 1 0 1 0 1 0 1 0 
bd 0 1 1 0 0 1 1 1 1 0 0 1 1 0 0 
abd 1 1 0 0 1 1 0 1 0 0 1 1 0 0 1 
cd 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 
acd 1 0 1 1 0 1 0 1 0 1 0 0 1 d 1 
bed 0 1 1 1 1 0 0 1 1 0 0 0 0 1 1 
abed 1 1 0 1 0 0 1 1 0 0 1 0 1 1 0 
We make the following one-many correspondence of the set 
of two levels to the set of three levels. 
Two-level 
factor 
1/2 the O's 
1/2 the O's 
Three-le vel 
factor 
0 
2 
1 
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The frequencies of the levels 0, 1, and 2 of the three level 
factors will occur in the proportions 1:2:1. The 0 level 
of a three-level factor will occur in the plan exactly four 
times. Associate the O's of a three-level factor with four 
O's of a two-level factor in such a way that the treatment 
combinations for which the association is made form an intra-
block subgroup for a 24 experiment in blocks of four units. 
The treatment combinations (1), b, c and be are such 
an intrablock subgroup. These four treatment combinations 
constitute a 1/4 replicate of the 2^ experiment. The 
elements of the alias subgroup apart from the identity are 
A, D and ADo It is easily verified that the factors re­
presented by A, D and AD occur at the 0 level in each of the 
treatment combinations (1), b, c and be. All other factors 
occur twice at their 0 levels and twice at their 1 levels 
in these four treatment combinations. Associate the re­
maining four O's of factor A with the 2 level of the three-
level factor. This association is then made in treatment 
combinations d, bd, cd and bed. For these treatment 
combinations the factors represented by D and AD occur at 
the 1 level and all other factors occur twice at the 0 level 
and twice at the 1 level. Hence when we replace the factors 
represented by A, D and AD by a three-level factor the 
orthogonality of main effect estimates is preserved. We can 
introduce another three-level factor into the plan by 
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repeating the above procedure making the correspondence of 
the 0 level of a two-level factor with the 0 level of the 
three-level factor in those treatment combinations which 
form an intrablock subgroup distinct from the first intra-
block subgroup. We say that two intrablock subgroups are 
distinct if no element except the control appears in both. 
If we choose the treatment combinations (1), a, d, ad to 
comprise the second intrablock subgroup the factors re­
presented by B, C, and BC will be replaced by the second 
three-level factor. We can replace the factors represented 
by AB, CD and ABCD by a three-level factor if the treat­
ment combinations (1), ab, cd, abed comprise a third intra­
block subgroup for which the correspondence of 0 levels is 
made. 
The resulting main-effect plan for the 2^ x 3^ exper­
iment contains the treatment combinations presented below: 
26 33 
0 0 0 0 0 0 0 0 0 
1 1 0 1 1 0 1 0 1 
0 1 1 1 0 1 0 1 1 
1 0 1 0 1 1 1 1 0 
1 1 0 0 1 1 0 2 2 
0 0 0 1 0 1 1 2 1 
1 0 1 1 1 0 0 1 1 
0 1 1 0 0 0 1 1 2 
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26 
0 0 1 1 1 1 2 0 2 
1 1 1 0 0 1 1 0 1 
0 1 0 0 1 0 2 1 1 
1 0 0 1 0 0 1 1 2 
1 1 1 1 0 0 2 2 0 
0 0 1 0 1 0 1 2 1 
1 0 0 0 0 1 2 1 1 
0 1 0 1 1 1 1 1 0 
As was stated in the previous section we attempt to use 
a correspondence scheme which preserves the proportional 
frequency condition and yield the highest relative efficiencies 
for the estimates. Tables 5 and 6 give some suggested pro­
portional frequencies with which slevels occur in this class 
of plans when s^ - 2 and S]_ : 3. Also included in the tables 
is the value of corresponding to the number of levels 
Si-
As an example of how the proportional frequencies as 
given in Tables 5 and 6 are achieved we shall make a one-
many correspondence from a set of two levels to a set of 
five levels. This correspondence is displayed below. 
Two-level Five-level 
factor factor 
1/2 the O's 0 
1/2 the O's 4 
1/4 the I's 1 
6o 
Two-level Five-level 
factor factor 
1/2 the I's  ^ 2 
l/h the 1 » s » 3 
Table 5• Proportional frequencies of the s^ levels when 
s^ Levels 
0 1 2 3 k $ 6 7 
3 12 1 3 
4  1 1 1 1  3  
5 2 12 12 7 
6  2  1 1 1 1 2  7  
7  1 1 1 2 1 1 1  7  
8  1 1 1 1 1 1  1  1  7  
Table 6. Proportional frequencies of the Si levels when 
s± r 3 
si Levels Xi 
0 1 2 3 4 5 6 7 8 
4 3 2 1 3 4 
5 2 1 3 1 2 4 
6 2 1 2 1 2 l 4 
7 2 1 1 1 1 l 2 4 
8 1 1 1 1 1 l 1 2 4 
9 1 1 1 1 1 l 1 1 1 4 
6i 
Employing this correspondence scheme the frequencies of the 
levels 0, 1, 2, 3» and 4 of the five-level factor occur in 
the proportions 2:1:2:1:2. 
Theorem 4* Consider an orthogonal main-effect plan for 
(sn-l)/(s-l) factors each at s levels with sn observations, 
where s is a prime or the power of a prime. Then a factor at 
p 
t levels, where s «; t & s can be introduced as a replacement 
for a suitably chosen set of (s +• 1) factors in such a way 
as to preserve orthogonality of main effect estimates. 
Proof : In a main-effect plan for (sn-l)/(s-l) factors 
each at s levels with sn observations, each level of any 
factor occurs exactly sn~^ times in all and occurs together 
with every level of any other factor exactly sn~2 times. Let 
t s s2. Then each of the t levels will occur sn~2 times in 
sn observations. The (sn-l)/(s-l) factors can be represented 
by the points of the finite projective geometry PG(n-l, s). 
This finite projective geometry is a geometrical representa­
tion of n factors and their generalized interactions, where 
any factor with an exponent of s is unity and the first non­
zero exponent of any interaction is also unity. Hence we 
can represent the (sn-l)/(s-l) factors in the experiment by 
n factors and their generalized interactions. We can also 
represent the sn treatment combinations by the elements of 
the sn factorial experiment. 
A one-many correspondence of the set of s levels to the 
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set of t levels Is given below. 
s-level factor t-level factor 
l/s of the O's » o 
l/s of the O's — > l 
: : 
l/s of the O's > s 
l/s of the I's ? s -t- 1 
l/s of the I's F 2s 
l/s of the s's 9 s2-s + 1 
l/s of the s's  ^ s2 s t 
Associate the s11-^  O's of the t-level factor with sn~2 
O's of the s-level factor in such a way that the treatment 
combinations in which the association is made form an intra­
block subgroup of an sn experiment in blocks of sn~2 units. 
The elements of this intrablock subgroup constitute a l/s2 
replicate of the sn experiment. It is known that the 
identity relationship (alias subgroup) of a l/s^ replicate 
of the sn experiment contains (s +- 1) members apart from 
the identity. Hence exactly (s + 1) of the (sn-l)/(s-l) 
factors occur at the 0 level in each of the sn~2 chosen 
treatment combinations. The remainder of the correspondence 
scheme can be arranged so that each of the (s •+• 1) factors 
which occur at their 0 level in each of the first group of 
sn~2 treatment combinations will occur at a constant level 
in each of the other groups of 3n~2 treatment combinations 
which arise from the correspondence scheme. The main effect 
estimates of these (s-h 1) factors must therefore be correlated 
with the main effect estimates of the t-level factor. It is 
easily verified that the main effect estimates of the re­
maining s-level factors are uncorrelated with the estimates 
of the t-level factor. Thus, in order to preserve orthog­
onality of main effect estimates a set of (s +1) factors must 
be replaced by the introduction of the t-level factor. 
2 If s t < s the same result occurs since the one-many 
correspondence of the set of s levels to the set of t levels 
Q 
is identical with that given for t = s except that some of 
the t levels are repeated an appropriate number of times. 
Corollary 1: The maximum number of t-level factors 
(s z. t ^  s2 ) which can be introduced into a main-effect plan 
for (sn-l)/(s-l) factors, each at s levels, with sn treatment 
combinations, by the procedure given in theorem 2 is (i) 
(sn-l)/(s2-l) if n is even and (ii) the largest integer less 
than or equal to (sn-l)/(s2-l) -1 if n is odd. 
Corollary 2: A factor at t levels, where sm*""^ t é: sm, 
can be introduced as a replacement for a suitably chosen set 
of (sm-l)/(s-l) factors, in such a way as to preserve 
orthogonality of main effect estimates. 
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Corollary 3: If two or more factors each at t levels, 
where s Z. t s^, are Introduced as replacements for 
suitably chosen sets of (s + 1) factors in a plan with sn 
observations, then n must be greater than or equal to four, 
in order to preserve the orthogonality of main effect esti­
mates . 
Proof: At least one of the t levels of each factor 
must occur exactly sn~2 times in sn treatment combinations. 
A level of one factor which appears sn~2 times therefore must 
occur together with the level of the second factor which 
appears sn~2 times, exactly s11""^- times in order that the 
condition of proportional frequencies be preserved. Since 
the levels of one factor must occur in the plan at least once 
with each level of another factor, n 2 4» 
Corollary 4î If two or more factors each at t levels, 
where sm"*^ -c t - sm are introduced as replacements for 
suitably chosen sets of (sm-l)/(s-l) factors in a design 
with sn observations, then in order to preserve the orthog­
onality of main effect estimates n— 2m. 
C. A Class of Symmetrical Main-Effect Plans 
The procedure of replacing the factors in a symmetrical 
experiment with factors having a different number of levels 
can be utilized to construct a class of symmetrical main-
effect plans for which the levels occur with proportional 
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frequencies. Some of these plans require fewer observations 
to permit uncorrelated estimates of the main effects than 
would a corresponding plan in which the levels of each 
factor occur with equal frequencies. For example, the main-
effect plan for the 3^ experiment derived by obtaining an 
orthogonal array of strength two requires eighteen observa­
tions. If the levels of each factor occur with proportional 
frequencies a main-effect plan with only sixteen observa­
tions, can be constructed. 
Another virtue of this new class of plans is that the 
number of levels of each factor need not be equal to a prime 
or the power of a prime. Thus, for example, a main-effect 
plan can be constructed for the 6® experiment in forty-nine 
observations by collapsing all the factors in the main-effect 
plan for the 7® experiment in forty-nine observations to six-
level factors. 
As an example of this class of main-effect plan we 
present the treatment combinations for an experiment on 
five factors each at three levels in sixteen observations. 
These treatment combinations were obtained by replacing all 
five four-level factors by three-level factors in the 1|.5 
experiment with sixteen observations. 
0 0 0 0 0 
1 0  1 1 1  
0  1 1 2  1  
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1 1 0  1 2  
12 12 0 
1 1 2  0  1  
2 0 2 2 2 
0 2 2 1 1 
2 2 0 1 1 
2  1 1 1 0  
2  1 1 0  1  
1 0  1 1 1  
0  1 1 1 2  
1 1 0  2  1  
1 1 2  1 0  
12 10 2 
It is easily verified that the levels of each factor 
occur with proportional frequencies and hence that the main 
effect estimates are uncorrelated. 
One can also construct a main-effect- plan for the 3^ 
experiment with sixteen observations by replacing each of 
five suitably chosen sets of three factors in the main-effect 
plan for the 2^ experiment in sixteen observations by a 
three-level factor. 
D. Estimation of Main Effects 
An important feature of the factorial arrangement is 
that the main effects and. interactions can be estimated with­
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out correlation. Since the main-effect plans developed in 
this chapter allow uncorrelated estimates of main effects 
the analyses of these experiments are similar to the analyses 
of complete factorial experiments. 
tn 
Let us consider the main-effect plan for the s-^ x x 
t2 t 
Sg x ... x s^ experiment in s^ observations. If we 
employ a type I model we have a situation involving s^ 
stochastic variables y^, i = 1, 2, s^ which are specified 
r n 
by yj_ - > j + ei# where rd=. s^ and the x^j are known 
J — 
constants, the/gj are unknown parameters and the e^ are un­
correlated random variables, with common mean 0; and common 
variance cr 
In matrix notation the model is y : Xfl + e where y is 
an s^ x 1 matrix of observations, X is an s" x r matrix of 
known constants with rank r,is an r x 1 matrix of unknown 
parameters and e is an s" x 1 matrix of uncorrelated random 
variables. Now from least-squares theory ( see Kempt h orne 
1952) y? = (x'x)-lx'y, Var (/) = cr2(X'X)~1 and cr2 = 
(y-X^ ) ' (y-X^  )/(s" - r) = (y'y-^ 'X'y)/(sg - r). A 
circumflex (A) above a parameter devotes the estimate of 
that parameter. The type I model for a main-effect plan for 
the 22 x 32 experiment is y^ j^  = yu-f-a^ A + bjB +• CkIjCL + 
ckQCQ + dmLDL "I" •+• eijkm where A* B* CL* CQ» DL and DQ 
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are the orthogonal contrasts among the levels of the 
kQ respective factors, a1} b,-, c,T, c. A, d , and d _ are the A J kli Ki=i mil mQ 
coefficients of the corresponding orthogonal contrasts, y. 
is the observed yield of treatment combination (ijkra) and 
eijkm the exPerim6ntal error associated with 
The matrix of known coefficients, X, which is also 
called the design matrix is 
X -
Hence, 
X'X= 
A 
V (1/3) A (1/3) B (1/2)0^  (i/6)0g (1/2) Dl (I/6)D( 
1 -2 -2 -1 i -1 l 
1 1 -2 0 -2 0 -2 
1 -2 1 0 -2 1 1 
1 1 1 1 1 -1 1 
1 1 1 -1 1 1 1 
1 1 -2 1 1 1 1 
1 -2 1 1 1 0 -2 
1 1 1 0 -2 -1 1 
1 1 1 -1 1 0 -2 
9 0 0 0 0 0 0 
0 18 0 0 0 0 0 
0 0 18 0 0 0 0 
0 0 0 6 0 0 0 
0 0 0 0 18 0 0 
0 0 0 0 0 6 0 
0 0 0 0 0 0 18 
09 
Since X'X is a diagonal matrix, the design is orthogonal and 
the variance-covariance matrix is 
(X'X)-1=(1/18) 
Thus, 
(1/18) 
2 0 0 0 0 0 0 
0 1 0 0 0 0 0 
0 0 1 0 0 0 0 
0 0 0 3 0 0 0 
0 0 0 0 1 0 0 
0 0 0 0 0 3 0 
0 0 0 0 0 0 1 
f 
(1/3) 2 
11/3)3 
(1/2) 1 
(1/6) 
z (X'X)-1X»y -
(1/2) $L 
(1/6) 
2 2 2 2 2 2 2 2 2 >1 
-2 1 -2 1  1  1 - 2 1 1  72 
-2 •2 1 1  1 - 2 1 1 1  73 
-3 0 0 3 -3 3 3 0 -3 y4 
1 •2  -2 1  1  1 1 - 2 1  y5 
-3 o 3 -3 3 3 0 -3 0 76 
1 •2 1 1  1  1 - 2  1 - 2  y7 
78 
79 
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where y-^, y^, ..., y^ are the yields of the nine treatment 
combinations, in the order presented, in the design. 
The variances of the estimates are obtained from the 
(X'X)"1 matrix. Var (A) - <r 2/9, Var (A) = Var (*B) - 0*2/2. 
Var (£l) = Var(DL) s 2cr 2/3 and Var (Cq) = Var (Dq) = 20"2. 
An unbiased estimate of cr2 is given by cr2 - 1/2 (y* y -
/?'X'y). 
The sum of squares associated with any contrast is 
merely the square of the contrast divided by the sum of 
squares of the coefficients in the contrast. For example, 
the sum of squares associated with factor A is 
(l/l6)(-2y1 4 y2 -2yj + y^  + y^  + y& -2y? + yQ + y^ )2. 
The type II model for the main-effect plan of the 
22 x 32 experiment is yljkm • y + Ai + B. +Ck + Dm + eljkm, 
where A^ - (mean of all treatment combinations containing 
the 1 level of factor A) - (mean of all treatment combinations), 
and so on. 
Employing this model the information matrix is 
A 
A o 
<
<
 A 
A1 
A 
Bo 
A 
B1 o
 > 
o
 l—I 
< o
 
A 
°2 
A 
Do 
A 
D1 
/A 
D2 
9 3 6 3 6 3 3 3 3 3 3 
3 3 0 1 2 1 1 1 1 1 1 
6 0 6 2 4 2 2 2 2 2 2 
3 l 2 3 0 1 1 1 1 1 1 
6 ' 2 4 0 6 2 2 2 2 2 2 
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3 1 2 1 2 3 0 0 l 1 1 
3 1 2 1 2 0 3 0 l 1 1 
3 1 2 1 2 0 0 3 l 1 1 
3 1 2 1 2 1 l l 3 0 0 
3 1 2 1 2 1 l l 0 3 0 
3 1 2 1 2 1 l l 0 0 3 
Since this matrix is singular it cannot be inverted. Thus we 
must augment the matrix with four rows and four columns such 
that the resulting matrix is non-singular. We will denote 
the augmented matrix by (X'X)". 
A 
M. 
A 
A0 
A 
A1 
A 
Bo 
A 
B1 o
>
 
o
 1—1 
< O
 
A 
C2 
A 
D0 
i—! 
< A
 
A 
D2 %1 22 23 % 
9 3 6 3 6 3 3 3 3 3 3 0 0 0 0 
3 3 0 1 2 1 l 1 1 1 1 3 0 0 0 
6 0 6 2 4 2 2 2 2 2 2 6 0 0 0 
3 1 2 3 0 1 1 1 1 1 1 0 3 0 0 
6 2 4 0 6 2 2 2 2 2 2 0 6 0 0 
3 1 2 1 2 3 0 0 1 1 1 0 0 3 0 
3 1 2 1 2 0 3 0 1 1 1 0 0 3 0 
3 1 2 1 2 0 0 3 1 1 1 0 0 3 0 
3 1 2 1 2 1 l 1 3 0 0 0 0 0 3 
3 1 2 1 2 1 l 1 0 3 0 0 0 0 3 
3 1 2 1 2 1 l 1 0 0 3 0 0 0 3 
0 3 6 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 3 6 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 3 3 3 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 3 3 3 0 0 0 0 
By augmenting the X'X matrix we have removed the 
singularities and (X'X)"** can be inverted to yield the 
following variance-covariance matrix. 
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(X'X)*-1sCL/l8) 
2 0 0 0 0 0 0 0 0 0 0 -2 -2 -2 -2 
0 4 -2 0 0 0 0 0 0 0 0 2 0 0 0 
0 -2 1 0 0 0 0 0 0 0 0 2 0 0 0 
0 0 0 4 -2 0 0 0 0 0 0 0 2 0 0 
0 0 0 -2 1 0 0 0 0 0 0 0 2 0 0 
0 0 0 0 0 4 -2 -2 0 0 0 0 0 2 0 
0 0 0 0 0 -2 4 -2 0 0 0 0 0 2 0 
0 0 0 0 0 -2 -2 4 0 0 0 0 0 2 0 
0 0 0 0 0 0 0 0 4 -2 -2 0 0 0 2 
0 0 0 0 0 0 0 0 -2 4 -2 0 0 0 2 
0 0 0 0 0 0 0 0 -2 -2 4 0 0 0 2 
-2 2 2 0 0 0 0 0 0 0 0 0 0 0 0 
-2 0 0 2 2 0 0 0 0 0 0 0 0 0 0 
-2 0 0 0 0 2 2 2 0 0 0 0 0 0 0 
-2 0 0 0 0 0 0 0 2 2 2 0 0 0 0 
It is clear from the variance-covariance matrix that 
the estimate of the mean is uncorrelated with the estimates 
of the effects of the factors and that the estimates of the 
effects of two different factors are also uncorrelated. This 
variance-covariance matrix has the same form as the inverse 
P P 
of the augmented information matrix of the 2 x 3 experi­
ment using all thirty-six observations when all interactions 
are assumed to be absent. 
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V. IRREGULAR FRACTIONS OF FACTORIAL EXPERIMENTS 
There are many situations in which an experimenter must 
estimate the important effects and interactions of a sym­
metrical factorial experiment with as few observations as 
possible. In many cases a l/sr replicate of the sn experi­
ment will yield the desired estimates with a "reasonable" 
number of observations. However, there are instances where, 
say, all two-factor interactions are important and a 
fractional replicate such as a two-factor interaction clear 
plan will require more observations than one can afford to 
make. Then, if the experimenter chooses plans of the type 
represented by a l/sr replicate of the sn experiment, he 
must either abandon the investigation or choose a more 
highly fractionated plan (i.e. increase r) and assume some 
of the important interactions negligible. 
Consider, for example, a situation where it is desirable 
to estimate the effects and two-factor interactions in an 
experiment involving the seven factors A, B, C, D, E, F and 
G, each having two levels, and no more than fifty observations 
can be taken. It is known that a two-factor interaction 
clear plan for the 27 experiment will permit uncorrelated 
estimates of all effects and two-factor interactions. This 
plan is a 1/2 replicate of the 2? experiment defined by the 
identity relationship (defining contrast) I = X where X 
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contains at least five factors. However, this plan requires 
sixty-four observations, exceeding the maximum number which 
can be taken. If we now consider a 1/4 replicate of the 2? 
experiment defined by the identity relationship I - ABODE s 
ABGPG = DBFG we note that there are six two-factor inter­
actions which are confounded (aliased) in pairs. If, from a 
priori knowledge, it is known that one interaction in each 
of these three pairs is negligible, then uneorrelated 
estimates of the other interaction of each pair, as well as 
of all other two-factor interactions, can be obtained. 
Lacking this a priori knowledge, one cannot obtain estimates 
of the six interactions which are confounded in pairs, al­
though the sum of the interactions within any of these pairs 
can be estimated. 
There are many sn experiments for which an irregular 
fraction of the experiment will permit estimates of the 
important effects and interactions with fewer observations 
than a comparable l/sr replicate. An irregular fraction of 
the sn experiment is here defined to be a k/sr replicate, 
where s is a prime or the power of a prime, and k is not of 
the form s^. Although an irregular fraction of a factorial 
experiment permits the estimation of main effects and some 
interactions, the estimates obtained with such a plan will 
not, in general, be uncorrelated. 
A k/sr replicate of the sn experiment may be constructed 
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by choosing k fractions, each being a l/sr replicate of the 
sn experiment. The k partial replicates, as we shall call 
them, should be chosen, if at all possible, so that no inter­
action of less than five factors is totally confounded with 
the mean, in order that all main effects and two-factor 
interactions be estimable. 
Let ABC ... L = i represent those treatment combinations 
for which x^ + xgt ... + x^ = i, where i is an element of 
GF(s) and xA, xg, ..., x^ are the levels at which factor A, 
factor B, ... and factor L occur, respectively. In each 
partial replicate an interaction which appears in the alias 
subgroup (identity relationship) of a l/sr replicate of the 
sn experiment has a constant i associated with it. If for 
any interaction in the alias subgroup this constant is the 
same in each of the k partial replicates then that member of 
the alias subgroup is completely confounded with the mean. 
If the constant is not the same for each partial replicate 
then that member is partially confounded with the mean. 
As an example, consider a 3/2^ replicate of the 2? 
experiment. The k(= 3) constants associated with the inter­
actions in the alias subgroup are : 
Confounded interactions Partial replicates 
1 2 3 
ABC DE 1 1 1 
ABF 1 0 0 
CDEF 0 1 1 
AEG 0 1 0 
BCDG 1 0 1 
BEFG 1 1 0 
A CDF G 0 0 1 
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Since the interaction ABODE has the constant 1 associ­
ated with it in each of the three partial replicates, ABODE 
is totally confounded with the mean. All the other Inter­
actions of the alias subgroup are partially confounded with 
the mean. Thus, for example, A is partially confounded with 
BP and EG, B is partially confounded with AP, and so on. 
The following theorem is helpful in the construction of 
irregular fractions of factorial experiments. 
Theorem 5: In a k/sr replicate of the sn factorial 
experiment no interaction need be totally confounded with the 
mean if k ^ (r + 1) <> 
Proof: The alias subgroup defining a l/sr replicate of 
the sn factorial experiment consists of (sr-l)/(s-l) effects 
and/or interactions. For each of the k partial replicates 
the constant associated with any interaction in the alias 
subgroup ranges over the elements of GF(s). Let us call the 
k constants associated with any interaction of the alias 
subgroup a word of length k. The number of distinct words 
of length k, where the elements of each word can take on any 
value in GF(s), such that no word contains k identical 
elements is clearly (s^-s). 
Now, the effects and/or interactions in the alias sub­
group can be represented by the points of the finite pro­
jective geometry PG(r-l, s). Thus the generalized inter­
actions of any two members of the alias subgroup are also 
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members of the alias subgroup. Hence if the words (i^, 
ig, .i^) and (j^, jg, ..jk) are associated with two 
interactions, X and Y, of the alias subgroup then (i^+cj^, 
cjg' • • •> c jk) is associated with the generalized 
interaction XYC, where c is an element of GF(s)• For each 
word (i]_» ig, •••> i^.) there exists (s-2) other words 
(j%, j2> •••» j^) such that every element of (j1# jg, •••» j^) 
is the same multiple of the corresponding element of (i^, 
ig, .i^). The maximum possible number of words of 
length k where no word contains k identical elements and no 
word is a multiple of another is therefore s(s^"^-l)/(s-l)• 
These s (s^"-®--l)/(s-l) words can be grouped into sets of s 
words each, where one of the generalized interactions of any 
two words in each set is a work with k similar elements. 
Hence the maximum number of words of length k which can be 
associated with the interactions in the alias subgroup such 
that no word contains k similar elements is (s^""^-l)/(s-l). 
Therefore if k-r + 1 no interaction need be totally confounded 
with the mean. 
To illustrate this theorem we shall deduce the maximum 
number of words of length three, the elements of each word, 
ranging over GF(3 )> such that no word or generalized inter­
actions of any two words contains three similar elements. 
The 3(32-l) words which do not have three similar elements 
can be grouped into the following sets of two words each: 
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(0 0 1, 0 0 2), (0 1 0, 0 2 0), (Oil, 0 2 2), (0 1 2, 
0 2 1), (1 0 0, 2 0 0), (1 0 1, 2 0 2), (1 0 2, 2 0 1), 
(1 1 0, 2 2 0), (1 1 2, 2 2 1), (1 2 0, 2 1 0), (1 2 1, 
2 12) and (12 2,211)» It is clear that the sum of the 
words in each set yields the word (0 0 0). The 3(3^-l)/2 
words obtained by choosing only the left hand member of each 
of the above sets can be again grouped into the following 
sets of three words each: (00 1, 110, 112), (0 10, 
1 0 1, 1 2 1), (1 0 0, 0 1 1, 1 2 2) and (0 12, 10 2, 
12 0). One of the generalized interactions of any two 
words in each set will yield either (111) or (2 2 2). 
Hence there are at most (3^-1 )/2 = 4 words of length three, 
the elements of each word being 0, 1 or 2 such that no word 
or generalized interaction of any two of these words contains 
three similar elements. 
Corollary: In a k/sr replicate of the sn factorial 
experiment, if k % (r-u) where u = 0, 1, 2, ... then (u + 1) 
effects and/or interactions together with their generalized 
interactions will be totally confounded with the mean. 
If is often possible to plan the experiment in such a 
way that if k < (r + 1) the interactions which are totally con­
founded with the mean will contain at least five factors. 
This can always be arranged if there exists a two-factor 
interaction clear plan for a l/su + ^" replicate of the sn 
experiment. If it is not possible to totally confound only 
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interactions containing five or ^iore factors, then some 
tv/o-facrtor interactions will not be estimable. 
use of irregular fractions is most effective in 
the 2n series. For a k/2r replicate of the 2n experiment 
it is poos sib le to write out the information matrix from 
knowledge of the constants associated with the interactions 
of the %lias subgroup in each of the k partial replicates• 
Of thea^ k constants let t be 0 and (k-t) be 1. 
Theorem 6; If an interaction has an odd number of 
factors the off-diagonal elements of the information matrix 
for a 1 /JZT replicate of the 2n experiment, which are as­
sociated with that interaction, are equal to (k-2t) 2n~r, 
if the miodel used is = /u + + ^ AB + + 
2&C, et3oç, where the sign on A is ~ if i s 0 and + if 
i s 1, Qri B is - if j = 0 and -t if j = 1 and the sign on an 
interaction involving several letters is the product of the 
signs or} the individual letters. If an interaction has an 
even number of factors the off-diagonal elements of the 
informQtti on matrix associated with that interaction are 
equal t~,Q - (k-2t)2n~r. 
Pr>Qof : In the 2n factorial experiment we associate a -
with thia 0 level of a factor or an interaction and a + with 
the 1 3_©vel. If an odd-factor interaction has a 0 constant 
associated with it in one of the k partial replicates, then 
the treatment combinations in that k partial replicace must 
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have an odd number of factors occurring at their 0 levels 
and an even number of factors occurring at their 1 levels. 
If an odd-factor interaction has the constant 1 associated 
with it in one of the k partial replicates, then the treat­
ment combinations in that partial replicate must have an 
even number of factors occurring at their 0 levels and an 
odd number of factors occurring at their 1 levels. 
Thus each 0 constant associated with an odd-factor 
interaction is assigned a - and each 1 constant a+. Since 
there are t 01 s and (k-t) l's associated with any interaction 
the value of the off-diagonal elements of the information 
matrix associated with an odd-factor interaction is (k-t-
t)2n~r = (k-2t)2n_r. 
A similar argument will show that the value of the off-
diagonal elements of the information matrix associated with 
an even-factor interaction is - (k-2t )2n~r, and the theorem 
is proved. 
To simplify the analysis we adopt the rule that an odd-
factor interaction will have an odd number of the k constants 
associated with it equal to 1, and an even-factor interaction 
will have an even number of the k constants associated with 
it equal to 1. By adopting this rule, it is clear that the 
off-diagonal elements of the information matrix associated 
with all interactions, for which the absolute value of 
(k-2t) is constant, will have the same value. 
81 
Table 7 gives the off-diagonal elements of the in­
formation matrix for the k/2r replicate of a 2n experiment 
for several values of k. The diagonal elements of the 
information matrix will be equal to the number of observa­
tions, k2n~r. If t of the k constants associated with an 
interaction of the alias subgroup are 01 s and (k-t) are l's 
then the number of l's minus the number of O's is (k-2t). 
Table 7• Values of the off-eiagonal element of the in­
formation matrix associated with the interactions 
of the alias subgroup 
k-21 k = 3 5 7 9 11 
1 -2n~r 
3 
5 
7 
9 
2%-r 
-3.2n~r 
-2n~r 
3.2n~r 
-5«2n-r 
2n-r 
-3.2"-r 
5.2n"r 
-7.2n-r 
_2n-r 
3.2%-? 
-5«2n"r 
7.2n-r 
-9*2n-r 
If the parameters which are to be estimated are grouped 
in such a way that the effects and/or interactions which 
are partially confounded with each other are contiguous then 
the information matrix will be diagonal in blocks of various 
sizes. The variance-covariance matrix can then be obtained 
by inverting each of the blocks on the diagonal separately. 
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In a 3/2r replicate of the 2n experiment the blocks 
which lie on the diagonal of the information matrix are of 
the form 2n-r "** 2 I - 2n**I> J, where I is the identity matrix 
of rank p and J is a px p matrix of l's. It can be shown 
that the inverse matrix of al +• bJ is 
1 b 
-  ( I  -  J ) .  
a a +bp 
Hence the variance-covariance matrix for the 3/2r replicate 
of the 2n experiment is of the form 
1 1 
(I + J). 
2"-r + 2 4-P 
It is easily verified that the correlation of the effects 
and/or interactions which are partially confounded with each 
other is equal to l/(5-p). We note from the form of the 
variance-covariance matrix that when p s 4 that block of the 
information matrix must be singular. In such a situation 
one must assume one of the four confounded interactions in 
that block negligible and hence reduce the size of the block 
to p : 3. 
As an illustration of these irregular fractions consider 
a 3/4 replicate of the 24 experiment. Since k = 3 and r = 2, 
no interaction need be totally confounded with the mean. 
The confounding scheme for the three partial replicates is 
given. 
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Confounded interactions Partial replicates 
12 3 
0 0 1 ABC 
ABD 0 10 
CD O i l  
Let us assume that the three and four-factor interactions 
are negligible. There are eleven parameters to be estimated 
with twelve observations. The diagonal elements of the 
information matrix are each equal to twelve and the off-
diagonal elements associated with the interactions ABC, ABD 
and CD are each equal to -4» The information matrix is 
presented below. 
-4 12 
12 -4 -4 
-4 12 -4 
-4 -4 12 
0 
X'X = 12 -4 -4 
-4 12 -4 
-4 —4 12 
0 12 -4 -4 
-4 12 -4 
-4 -4 12 
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The inverse of the information matrix is given by 
(X'X)-1 where 
1 
3 
(X'X)~\ (1/32) 
4 
2 
2 
2 
4 
2 
2 
2 
4 
4 
2 
2 
2 
4 
2 
2 
2 
4 
4 
2 
2 
2 
4 
2 
2 
2 
4 
The correlation ofA and (l/2) CD is 1/3 and the cor­
relation of all other pairs of effects and/or interactions 
which are not uncorrelated is 1/2. 
An investigation of the properties of the k/2r replicate 
of the 2n factorial experiment revealed that the most use­
ful irregular fractions are those for k = 3* When k > 3 
(k odd) the irregular fraction plans are either inefficient 
or there exists plans with fewer than k 2n_r observations 
which permit uncorrelated estimates of the important effects 
and interactions. We define the efficiency of irregular 
fraction plans to be the ratio of the geometric mean of the 
main effect variances in a main-effect plan with k 2 n-r 
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observations to the geometric mean of the main effect 
variances in the plan for the k/2r replicate of the 2n 
factorial experiment. 
For example, the geometric mean of the main effect 
variances in a main-effect plan for the 24 experiment with 
twelve observations is cr^/3. The geometric mean of the 
main effect variances for the 3/4 replicate of the 2^ exper­
iment given above is 0" 2/2. Hence the efficiency of the 3/4 
replicate is 2/3. 
The variance-covariance matrix for a 3/21* replicate of 
the 2n experiment is of the f orm 
1 ! 
2n-r +• 2 
Thus the variance of one-half the estimate of any effect or 
interaction is (5-p)<r ^ /(4-p)2n"r + 2. Hence the variance 
of the estimate of any effect or interaction is (5-p)ff~2/(4~ 
p)2n""r. Now when k z 3, then p - 4* However when p s 1| we 
obtain a singular information matrix and thus we assume an 
interaction negligible to reduce the maximum value of p to 
3. When p - 3 the variance of an estimated effect is 
(T2/2n~r""1. When p ~ 2 the variance of an estimated effect 
is 3<T2/2n-r>1, and when p = 1 the variance of an estimated 
effect is <r 2/3«2n""r""2. The largest variance obtained is 
when p = 3« Now the variance of an estimated effect in a 
main-effect plan with 3.2n™r observations is C 2/3.2n"r""2. 
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Hence the smallest main-effect efficiency which can be ob­
tained with an irregular fraction of the 2n experiment when 
k z 3 is 2/3. 
Thus by forsaking uncorrelated estimates and sacrificing 
up to one-third the information on main effects the 3/2r 
replicate of the 2n experiment often permits the estimation 
of many more interactions than would be possible with an 
orthogonal plan. 
We now present some useful 3/2r replicates of the 2n 
factorial experiment. 
A  3 /4 r e p l i c a t e  o f  t h e  2 3  e x p e r i m e n t :  
Confounded interactions Partial replicates 
1 2  3  
A B  O i l  
A C  1 1 0  
BC 10 1 
With the six treatment combinations defined by the three 
partial replicates the mean f-t, the three main effects A, B, 
and C and two of the three two-factor interactions can be 
estimated, if the third two-factor interaction and the 
three-factor interaction are assumed negligible. This 
plan has a main effect efficiency of 2/3. 
A 3 /4 replicate of the 2^ experiment: 
Confounded interactions Partial replicates 
1 2  3 
ABC 0 0 1 
ADE 0 10 
BODE Oil 
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With the twenty-four treatment combinations defined by the 
three partial replicates the mean, the five main effects, 
the ten two-factor interactions and all the three-factor 
interactions except ABD and ACD can be estimated. In this 
plan we assume that ABD, ACD and the four and five-factor 
interactions are negligible. The plan has a main-effect 
efficiency of 2/3. 
A 3/4 replicate of the 2^ experiment : 
Confounded interactions Partial replicates 
12 3 
ABCD Oil 
ABEF 110 
CDEF 10 1 
With the fourty-eight treatment combinations defined by the 
three partial replicates the mean, main effects, two-factor 
interactions and all three-factor interactions except ACE 
and ACP can be estimated. This plan has a main effect 
efficiency of 2/3. 
A 3/8 replicate of the 2^ experiment : 
Confounded interactions Partial replicates 
12 3 
ABCDE 111 
ABP 0 0 1 
CDEP 110 
A E  O i l  
BCD 10 0 
BEF 0 10 
ACDF 10 1 
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With the twenty-four treatment combinations defined by the 
three partial replicates the mean, main effects and all two 
factor interactions except EF can be estimated, when EF 
and all three-factor and higher order interactions are 
negligible. This plan has a main effect efficiency of 0.73 
A 3/8 replicate of the 27 experiment: 
. Confounded interactions Partial replicates 
1 2 3 
ABODE 1 1 1 
ABF 0 0 1 
CDEF 1 1 0 
AEG 0 1 0 
BCDG 1 0 1 
BEFG 0 1 1 
ACDFG 1 0 0 
With the fourty-eight treatment combinations defined by the 
three partial replicates the mean, main effects and all 
two factor interactions can be estimated assuming all highe 
order interactions negligible. This plan has a main effect 
efficiency of 0.88. 
A 3/16 replicate of the 2® experiment: 
Confounded interactions Partial replicates 
12 3 
ABODE 111 
ABFGH 111 
CDEFGH 0 0 0 
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ACF 0 0 1 
BDEF 1 1 0 
BCGH 1 1 0 
ADEGH 0 0 1 
BEG 0 1 0 
ACDG 1 0 1 
AEFH 1 0 1 
BCDFH 0 1 0 
ABCEFG 0 1 1 
DFG 1 0 0 
CEH 1 0 0 
ABDH 0 1 1 
The mean, all effects and two-factor Interactions can be 
estimated, when higher order interactions are negligible, 
with a main effect efficiency of 0.77. 
A 3/l6 replicate of the 2^ experiment: 
Confounded interactions Partial replicates 
12 3 
ABODE 111 
ABFGH 111 
CDEFGH 0 0 0 
ACF 0 0 1 
BDEF 110 
BCGH 110 
ADEGH T 0 0 1 
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BE G J 0 1 1 
A CD G J 1 0 0 
AEFHJ 1 0 0 
BCDFHJ 0 1 1 
ABCEFGJ 0 1 0 
DFGJ 1 0 1 
CEHJ 1 0 1 
ABDHJ 0 1 0 
When three-factor and higher order interactions are negli­
gible the ninety-six treatment combinations defined by the 
three partial replicates permit the estimation of the mean, 
all main effects and two-factor interactions with a main 
effect efficiency of 0.99* 
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VI. SUMMARY 
In this thesis we were concerned with plans for 
factorial experiments which would permit the estimation of 
the maximum number of effects and interactions with a 
minimum number of observations. To this end, methods for 
constructing plans which yielded (i) uncorrelated estimates 
of the desired effects and/or interactions and (ii) cor­
related estimates of the desired effects and interactions, 
were developed. 
We have given in Chapter III a method for constructing 
main-effect plans for (sn-l)/(s-l) factors, each at s = p*% 
levels, with sn treatment combinations. Since these main-
effect plans are also orthogonal arrays of strength two we 
thereby discussed methods for constructing these arrays. 
The main-effect plans on (sn-l)/(s-l) factors were augmented 
to yield main effect plans on 2(sn-l)/(s-1) -1 factors, each 
at s levels. with 2s11 treatment combinations. We then 
demonstrated how orthogonal arrays of strength three and 
four could be derived from orthogonal arrays of strength 
two. 
In Chapter IV the principle of proportional frequencies, 
applied to the levels of each factor, was utilized to develop 
two classes of main-effect plans for asymmetrical factorial 
experiments, and a class of main-effect plans for symmetrical 
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factorial experiments when the number of levels at which each 
factor occurs is not necessarily a prime or the power of a 
prime number. 
In Chapter V we have investigated the properties of 
irregular fractions of factorial experiments. It was noted 
that the most useful irregular fractions were the 3/2r 
replicates of the 2n experiment. Many of these plans were 
found to estimate all main effects and two-factor inter­
actions with fewer observations than was required by 
orthogonal plans. 
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