ABSTRACT. A survey is given of numerical methods for calculating fixed points of nonlinear integral operators. The emphasis is on general methods, ones that are applicable to a wide variety of nonlinear integral equations. These methods include projection methods (Galerkin and collocation) and Nyström methods. Some of the practical problems related to the implementation of these methods is also discussed. All of the methods considered require the solution of finite systems of nonlinear equations. A discussion is given of some recent work on iteration methods for solving these nonlinear equations.
Introduction.
In the following survey, we consider numerical methods of a general nature, those that can be applied to a wide variety of nonlinear integral equations. The integral equations are restricted to be of the second kind,
where K is a nonlinear integral operator. Important special cases include Hammerstein and Urysohn integral operators.
The Hammerstein integral equation is (1.2) x(t) = y(t) + D

K(t, s)f (s, x(s)) ds, t ∈ D.
with D a closed region or manifold in R m , some m ≥ 1. A well-known example is the Chandrasekhar H-equation
It can be rewritten in the form (1.2) by letting x(t) = 1/H(t) and rearranging the equation. For an exact solution, see [63] . For some recent work on (1.3) and related equations, see [34] . Another rich source of Hammerstein integral equations is the reformulation of boundary value problems for both ordinary and partial differential equations.
The Urysohn equation
K(t, s, x(s)) ds, t ∈ D
includes the Hammerstein equation and many other equations. A case of recent interest is (1.5)
(Q, u(Q)) − f (Q)] log |P − Q| dσ(Q), P ∈ Γ
It arises in the solution of Laplace's equation in the plane with nonlinear boundary conditions. This nonlinear integral operator is the sum of a linear operator and a Hammerstein operator. As a consequence, a theory for it can also be based on generalizations of that for Hammerstein equations. For recent work on (1.5), see [12, 59, 60, 61] .
There are nonlinear integral equations not of the forms (1.2) and (1.4), thus motivating the need for a general theory of numerical methods set in a functional analysis framework. One such well-studied equation is Nekrasov's equation, (1.6)
L(t, s)
sin(x(s)) 1 + 3λ s 0 sin(x(r)) dr ds L(t, s) = 1 π log sin
This arises in the study of water waves on liquids of infinite depth. For a derivation, see [49, p. 415] , and for a general discussion of the bifurcation of solutions in nonlinear operator equations such as (1.6), see [41, p. 191] . For other examples of nonlinear integral equations, see [4] .
Nonlinear Volterra integral equations are not considered here. They require methods that generalize numerical methods for solving initial value problems for ordinary differential equations, and the methods used are very different than those used for Fredholm integral operators. As introductions to the theory of numerical methods for Volterra integral equations, see [17, 20, 48] .
For most of this survey, the following properties are assumed for the nonlinear operator K. For some open connected subset Ω of C(D),
is a completely continuous operator. D is assumed to be either a bounded closed domain or a piecewise smooth manifold in R m , some m ≥ 1. The space X = C(D) with the maximum norm is a Banach space. Occasional use is made of some other spaces, in particular, L 2 (D) and the Sobolev spaces H r (D). But most of the analysis of the numerical methods can be done in C(D), and uniform error bounds are usually considered superior to those in the norms of L 2 (D) and H r (D). An extensive discussion of completely continuous integral operators is given in [41] .
It is assumed that the equation x = K(x) has an isolated solution x * which we are seeking to calculate. Moreover, the solution x * is assumed to have a nonzero Schauder-Leray index as a fixed point of K. This will be true if 
C(D)
where K (x * ) denotes the Frechet derivative of K(x) at x * . The index of x * can be nonzero without ( There are some nonlinear integral equations of the second kind that are not included under the above schema, usually because the integral operator is not completely continuous. A major source of such problems is boundary integral equations, for example (1.5), with the boundary Γ only piecewise smooth. Another source is equations of radiative transfer that cannot be reformulated conveniently using completely continuous operators, as was done with (1.3) above; see [34] for details. Even so, the methods covered here are also the starting point of numerical methods for these other equations.
The numerical solution of nonlinear integral equations has two major aspects. First, the equation x = K(x) is discretized, generally by replacing it with a sequence of finite dimensional approximating problems x n = K n (x n ), with n → ∞, n some discretization parameter. The major forms of discretization are: (1) Projection methods, with the most popular ones being collocation methods and Galerkin methods; and (2) Nyström methods, which include product integration methods. Projection methods are discussed in Section 2, and Nyström methods in Section 3.
Following the discretization of x = K(x), the finite dimensional problem must be solved by some type of iteration scheme. We give iteration schemes for x n = K n (x n ) regarded as an operator equation on C(D) to C(D). It is generally straightforward to then obtain the corresponding iteration method for the finite system of nonlinear equations associated with x n = K n (x n ). A rough classification of iteration schemes is as follows: (1) Newton's method and minor modifications of it; (2) Broyden's method and other quasi-Newton methods; and (3) two-grid and multigrid iteration methods. We will discuss some of these in more detail in Section 4.
There are many other approaches to the numerical solution of nonlinear integral equations. Many of these are discussed in [42, 43, 67] . One particularly important class of numerical methods, including Galerkin methods, is based on the theory of monotone nonlinear operators. As introductions to this theory, see [2, 3, 19] , and the previously cited texts. We omit here a discussion of such monotone operator methods because (1) these methods are principally of use for solving Hammerstein integral equations, a less general class, and (2) the assumption of complete continuity for K yields a rich and adequate numerical theory that includes Galerkin methods.
There are problems for nonlinear integral equations that do not occur with linear integral equations. One of the more important classes of such problems are those that are associated with bifurcation of solutions and turning points. We consider problems which depend on a parameter λ, say
with λ a real number or a real vector λ ∈ R m for some m > 1. Denote a solution by x λ , and consider the case with λ ∈ R. We ask how x λ varies with λ. If we have two distinct parametrized families of solutions, say x λ and y λ , for a ≤ λ ≤ b, and if x λ = y λ for some isolated λ = μ ∈ [a, b], then we say μ is either a turning point or a bifurcation point for the equation (1.9). (The distinction between turning point and bifurcation point is one that we will not consider here.) For such points μ, we have that I − K (x μ , μ) does not have a bounded inverse on the Banach space X on which (1.9) is being considered. Often the value μ has a special physical significance, e.g. a critical force at which the mechanical behavior of a system will change in a qualitative sense. The Nekrasov equation (1.6) is an example of a bifurcation problem; see [41, p. 191 ] for more information on the points λ = μ at which bifurcation occurs. For a general introduction to these problems, see [39, 40] .
There are special numerical problems when solving such problems.
Most numerical schemes assume [I − K (x, λ)]
−1 exists on X for the values of λ at which (1.9) is being solved; and to avoid ill-conditioning in the approximating finite discretized problem, it is assumed that
does not become too large. But the fact that I − K (x, μ) does not have a bounded inverse means that for λ ≈ μ, numerical schemes for (1.9) will be ill-conditioned or possibly insoluble. For an introduction to the numerical solution of these problems, see [39] . [7, 66] were directed at Nyström methods, but they also apply to projection methods. Here we give only the most important features of the analysis of projection methods and then discuss some applications.
Let X be a Banach space, usually C(D) or L 2 (D); and let X n , n ≥ 1, be a sequence of finite dimensional subspaces being used to approximate x * . Let P n : X onto → X n be a bounded projection, n ≥ 1; and for simplicity, let X n have dimension n. It is usually assumed that
or for all x in some dense subspace of X containing the range of K. In abstract form, the projection method amounts to solving
For motivation connecting this with a more concrete integral equation, see the discussion in [9, p. 54 71] for linear integral equations.
Assume P n can be written
with {ϕ 1 , . . . , ϕ n } a basis of X n and {l 1 , ..., l n } a set of bounded linear functionals that are independent over X n . The latter is true if
To reduce (2.2) to a finite nonlinear system, let
Solve for {α j } from the nonlinear system (2.6)
The choice of {ϕ 1 , . . . , ϕ n } and {l 1 , . . . , l n } determines the particular method.
A very general framework for the error analysis of projection methods was given in [41] . It uses the concept of rotation of a completely continuous vector field, described in that reference. For a proof of the following theorem, see [41, 
Generally, the projections are assumed to be pointwise convergent on X , as in (2.1); and in that case, (2.7) follows in straightforward way. However, only (2.7) is actually needed. As an important example where only (2.7) is valid, let X = C p [0, 2π], the space of 2π-periodic continuous functions, and let P n x be the truncation of the Fourier series of x to terms of degree ≤ n. Then (2.1) is not true (and P n = O(log n)); but (2.7) is true for most integral operators K of interest, because K(B) is usually contained in the set of functions for which the Fourier series is uniformly convergent.
Let x n denote a fixed point of P n K, corresponding to the fixed point x * being sought. To obtain orders of convergence and to show uniqueness of x n for each n, we assume that K is twice Frechet differentiable in a neighborhood of x * and that (2.8)
exists and is uniformly bounded for all sufficiently large n, say n ≥ N . In addition, x n is the unique fixed point of P n K within some fixed neighborhood of x * , uniformly for n ≥ N . Rates of convergence follow from the identity
where L = K (x * ). Taking bounds and using standard contractive mapping arguments,
This result says that x n → x * and P n x * → x * at exactly the same rate. See [15] for the details of obtaining (2.9). Using (2.9), if P n x * → x * is not true for some x * , then {x n } will not converge to x * . But for cases such as that cited earlier, with X = C p [0, 2π] and P n x the truncated Fourier series of x, {x n } will converge to x * for all sufficiently smooth functions x * .
We assume henceforth in this section that K(x) is twice Frechet differentiable in a neighborhood of x * . This is usually a stronger assumption than is needed, but it often simplifies either the statement of a theorem or its proof. The weaker assumption that can often be used is that K (x) is a Lipschitz continuous function of x, with possibly other assumptions.
With the assumption of the existence of (I − L)
−1 on X , a relatively simple contractive mapping argument can be used to obtain the existence of x n , replacing the earlier argument based on the rotation of a completely continuous vector field. See [66] for details.
Iterated projection methods.
Given the projection method solution x n , define
Then using (2.2), (2.11)
With K differentiable in a neighborhood of x * ,
Thus,x n → x * at least as rapidly as x n → x * . For many methods of interest, especially Galerkin methods, the convergencex n → x * can be shown to be more rapid than that of x n → x * , as is discussed later.
The idea of the iterated projection method for linear problems began with Sloan [62] and was developed in a series of papers by him. For the nonlinear iterated projection method, see [15] .
; and let X n be a finite dimensional subspace of X . Define P n x to be the orthogonal projection of x onto X n , based on using the inner product of L 2 (D) and regarding X n as a subspace of L 2 (D). Thus (2.14)
Other Hilbert spaces (e.g., H r (D)) and inner products are also used in some applications.
Generally, the integrals must be evaluated numerically, thus introducing new errors. When this is done, it is called the discrete Galerkin method.
In general, for any projection method,
If X is a Hilbert space, then c n converges to zero, because
This uses the fact that K (x * ) and K (x * ) * are compact linear operators. Thus,x n converges to x * more rapidly than does x n . In any Hilbert space,x n → x * more rapidly than does x n → x * . Similar results can be shown for Galerkin's method in C(D), with the uniform norm. See [15] .
Numerical example Galerkin's method. Solve (2.17)
with y(t) so chosen that, for a given constant α,
and let r ≥ 1 be an integer. Let f ∈ X n mean that on each interval
f is a polynomial of degree < r. The dimension of X n is n = rm. The integrals of (2.15) were computed by high order numerical integration, using Gaussian quadrature; and these were quite expensive in computation time. Based on standard results,
, with the associated norm · . For the present equation, the Galerkin and iterated Galerkin solutions satisfy
The solution x * is somewhat badly behaved in the case of Table 3 . As a result, the values of n in the table are not large enough to have the computed values have the correct asymptotic rate of convergence.
Define P n x to be the element in X n that interpolates x at the nodes t 1 , . . . , t n . To find x n ∈ X n , solve the nonlinear system (2.20)
The integrals must usually be evaluated numerically, introducing a new error. This is called the discrete collocation method. In using the general error result (2.9), x * − P n x * ∞ is simply an interpolation error.
For the iterated collocation method,
To show superconvergence ofx n to x * , one must show
An examination of this is given in [15] .
The collocation method for the Urysohn integral equation
is considered in [15] for various types of collocation. In particular, define X n as in the preceding example (2.17), as piecewise polynomial functions of degree < r. As collocation points, use the Gauss-Legendre zeros of degree r in each subinterval [τ j , τ j−1 ], τ j ≡ a + jh. With sufficient smoothness on K, ∂K/∂u, and x * ,
Remarks on Hammerstein equations. Consider using the projection method to solve (2.26)
For nonlinear integral equations, Galerkin and collocation methods can be quite expensive to implement. But for this equation, there is an alternative formulation which can lead to a less expensive projection method.
We consider the problem when using a collocation method. Let x n (t) = n 1 α j ϕ j (t), and solve for {α j } using (2.27)
In the iterative solution of this system, many integrals will need to be computed, which usually becomes quite expensive. In particular, the integral on the right side will need to re-evaluated with each new iterate.
Kumar [44] and Kumar and Sloan [46] recommend the following variant approach. Define z(s) = f (s, x(s)). Solve the equivalent equation
and obtain x(t) from
The collocation method for (2.28) is (2.29)
The integrals on the right side need be evaluated only once, since they are dependent only on the basis, not on the unknowns {α j }. Many fewer integrals need be calculated to solve this system. 
Using this numerical integration rule, approximate the integral in the Urysohn integral equation (2.24) . This gives the approximating numerical integral equation
Determine {x n (t j )} by solving the finite nonlinear system
The function
interpolates the discrete solution {z i }; and as such, z(t) satisfies (3.2). The formula (3.4) is called the Nyström interpolation formula. Formulas (3.2) and (3.3) are completely equivalent in their solvability, with the Nyström formula giving the connection between them. In practice, we solve (3.3), but we use (3.2) for the theoretical error analysis.
This approximation scheme generalizes to other types of nonlinear integral equations such as Nekrasov's equation (1.6). It also generalizes to other forms of numerical integral equations, including the use of product integration schemes to compensate for singular integrands. For (1.6), see [7] .
An abstract error analysis. We consider solving an abstract nonlinear operator equation x n = K n (x n ), with (3.2) serving as an example. The numerical integral operators K n , n ≥ 1, are assumed to satisfy the following hypotheses.
H1. X is a Banach space, Ω ⊂ X . K and K n , n ≥ 1, are completely continuous operators on Ω into X .
H2. {K n } is a collectively compact family on Ω.
H4. {K n } is equicontinuous at each x ∈ Ω.
The earlier error analysis of Krasnoselskii for projection methods can be repeated, but the proof requires some changes. An important lemma to be shown is
for all compact sets B ⊂ Ω; and it follows from the above hypotheses. This replaces the crucial assumption (2.7) used in the earlier proofs for projection methods. With (3.5), Theorem 1 generalizes to x n = K n (x n ); see [7] .
For convergence rates, assume [I − K (x * )] −1 exists on X to X , and further assume H5.
Thus, the speed of convergence is that of the numerical integration method applied to K(x * ), and this is usually obtained easily. Also, with these assumptions, a simpler convergence analysis is given by [66] , using the standard contractive mapping theorem and the theory of linear collectively compact operator approximations.
Discrete Galerkin method. Consider the Galerkin method for the Urysohn equation x(t) = D
K(t, s, x(s)) ds, t ∈ D.
Let X n have basis {ϕ 1 , . . . , ϕ n }. Let x n (t) = α j ϕ j (t), and solve
To compute this numerically, use the approximating integrals
Using these in (3.7), we obtain the discrete Galerkin method. Let z n = β j ϕ j , and solve (3.10)
Define the iterated discrete Galerkin solution by
An error analysis of {z n } and {ẑ n } is given in [16] , and a summary is given below.
An especially interesting result occurs when the R n , the number of integration node points, equals n, the dimension of X n , provided also that
Then the iterated discrete Galerkin solution is exactly the solution of the Nyström equation x n = K n (x n ), with no approximating subspace X n involved in the approximation. The condition (3.12) is usually easily checked. It says that the interpolation problem (3.13)
has a unique solution in X n for every set of interpolation values {y i }.
For the general case of R n ≥ n, assume A1. All weights w i > 0, i = 0, 1, . . . , n.
This last assumption implies that
is an inner product norm on X n . Define an operator Q n : C(D) → X n by (3.14)
A thorough discussion of it is given in [11] . When R n = n, Q n is the interpolating projection operator used earlier in analyzing the collocation method.
With these operators, it can be shown that the discrete Galerkin method can be written as
Then it follows easily that (3.16) z n = Q nẑn and (3.17)ẑ n = K n (Q nẑn ).
Note the close correspondence with (2.10) (2.12) for the iterated Galerkin method.
An error analysis for (3.17) can be given based on the earlier framework which assumed H1 H5 for Nyström methods. With it, we obtain (3.18)
For the discrete Galerkin method
thus giving a way to bound the error in z n . Bounding the right side in (3.18) so as to get the maximal speed of convergence can be difficult. But for cases using piecewise polynomial subspaces X n , an analysis can be given that will give the same rate as for the continuous Galerkin results, in (2.16).
Discrete collocation method.
A theory of discrete collocation methods is also possible. [21, 24, 29] give error analyses for such methods for linear integral equations; and [22, 45] contain a theory of discrete collocation methods for Hammerstein integral equations. We describe here a general framework for discrete collocation methods for nonlinear integral equations, one that generalizes the ideas in [21, 24] .
The numerical integration operator K n is to be the same as for the Nyström method or the discrete Galerkin method, satisfying H1 H5. For the Urysohn integral operator, we use the definition (3.9). The framework (3.20) will contain all discrete collocation methods considered previously. For notation, let {τ 1 , . . . , τ n } denote the collocation node points, replacing the use of {t 1 , . . . , t n } in (2.20); and let {t 1 , . . . , t R } denote the integration nodes, R ≡ R n , as in (3.9).
Define the iterated discrete collocation solution by
Then easily,
Assuming P n x → x for all x ∈ X = C(D), and assuming that {K n } satisfies H1 H5, it can be shown that {K n P n } also satisfies H1 H5. Then the analysis of [7] and [66] generalizes to (3.23), implying unique solvability of (3.23) in some neighborhood of x * . In addition,
for all sufficiently large n, for some c > 0.
An important special case of the above occurs when n = R n , and when the collocation points {τ i } = {t i }. Then the equation (3.23) becomes more simplyẑ n = K n (ẑ n ), the Nyström method; and thusẑ n is simply the Nyström solution studied earlier in this section. Most of the earlier cases in which the discrete collocation method has been studied fall into this category. For a more extensive discussion of the above framework for discrete collocation methods, see [13] .
Iteration methods.
There are many fixed point iteration methods for solving nonlinear operator equations, as can be seen in the large work of [67] . But for general methods that converge for a wide variety of equations, we generally begin with Newton's method.
for k = 0, 1, . . . . Under the earlier assumptions on K and K n , it can be can be shown that Since we are concerned with solving a family of nonlinear equations x n = K n (x n ), the concept of mesh independence principle is a useful one. We compare the number k(ε) of iterations needed to have
and the number k n (ε) needed to have
It is shown in [1] that under reasonable assumptions on the discretization K n and the initial guesses x 0 , x n , for n ≥ 1, we have
Thus the cost in number of iterates of using Newton's method does not vary as n increases.
Newton's method is expensive to implement. At each iterate x
n ) must be computed, say of order n × n, and a new system (4.4) [
must be solved. (Only the operator equation is given here, but (4.4) is equivalent to a finite system of nonlinear equations, say of order n.)
To be more precise as to cost, for use later in comparing with other methods, we give a more detailed function count for a particular case.
Assume the Urysohn equation
K(t, s, x(s))ds, t ∈ D
is being solved, using the Nyström method with n nodes. The derivative operator K is given by
x(s))h(s)ds, t ∈ D, h ∈ C(D)
with K u denoting the partial of K with respect to u. For solving the finite nonlinear system associated with x n = K n (x n ), a partial operations count for Newton's method (giving only the major costs) includes the following: Broyden's method. This is a well known and popular method for solving linear and nonlinear systems, and it can be considered an approximation of Newton's method. In recent years, it has been applied to nonlinear integral equations, leading to methods that cost O(n 2 ) arithmetic operations to solve x n = K n (x n ). For a general introduction to this work, see [25, 36, 37 , 38].
To simplify the formulas, introduce
Newton's method can then be written
Broyden's method produces a sequence of approximations B k to F (x * ), in analogy with the approximations F n (x (k) n ) for Newton's method. More precisely, define
In the last formula, (·, ·) denotes the inner product in C(D), regarded as a subspace of L 2 (D). The operation r ⊗s denotes the bounded linear operator
With the definition (4.9), B k+1 satisfies the secant condition
The definition of B k+1 is a rank one update of B k , and special formulas are known for updating either the LU factorization or the inverse of B k , to obtain the same quantity for B k+1 .
For an extensive discussion of the implementation of Broyden's method when solving nonlinear integral equations, see [36] . In this paper, the authors given convergence results for Broyden's method; and under suitable assumptions, they show a mesh-independence principle of the type given in (4.3) for Newton's method. An extensive theoretical investigation of Broyden's method for infinite dimensional problems in a Hilbert space context is given in [25] . In it, he shows (with respect to our assumptions) that if x (0) is chosen sufficiently close to x * , then the iterates x (k) converge superlinearly to x * in the sense that (4.12) Limit
An important aspect of his result is that the initial guess B 0 can be a very poor estimate of F (x * ), with an assumption that B 0 − F (x * ) is compact being sufficient for convergence. For example, B 0 = I is sufficient in our context.
Two-grid methods.
The idea of a two-grid method is to use information from a coarse grid approximation to iteratively solve a fine grid approximation. For the Nyström equation x n = K n (x n ), we define a two-grid iteration by using an approximation of the Newton method (4.1). Let m < n, and approximate the operator [I −K n (z)] −1 by using information derived in solving the coarse grid equation
In particular, for z near x * , use (4.13) [
for any z 1 , z 2 near x * . Because the operator K n (z 2 ) is compact, the approximation in (4.13) is uniform in m.
The Newton iteration (4.1) is modified using (4.14)
where z = x m is the final iterate from the m-level discretization. This leads to the following iteration method:
For linear integral equations, this method originated with [18] , and it was further developed in [8, 9 ]. An automatic program for linear integral equations, using S1 S4, was given [10]. This method was first proposed for nonlinear integral equations in [8] ; and it has been further developed in the papers of [33, 34, 38]. Also see the discussion of iteration methods in [12] for solving (1.5).
The method S1 S4 can be shown to satisfy
Thus the iteration will converge if m is chosen sufficiently large, independent of the size of the fine mesh parameter n. We fix m so that for some c < 1, M n,m ≤ c for all n > m; and then we let n increase. The iterates converge linearly, with an upper bound of c on the rate of convergence.
Cost of two-grid iteration.
Assume that we are solving the Urysohn equation (4.5) with the Nyström method (3.2). The nonlinear system to be solved is
For simplicity in the arguments, further assume that {t i,m } ⊂ {t i,n }. Then the major costs are as follows. Compare these costs with those for Newton's method, given following (4.6). Newton's method uses both many more evaluations of the functions K and K u , and a larger order of arithmetic operations. If the choice of the coarse grid parameter m and the initial guess x (0) n is made carefully in the two-grid method, then the number of iterations needed is usually only about two for each value of n. Thus the iteration S1 S4 is generally quite inexpensive. We illustrate this below.
Multigrid methods.
A main idea of these methods is to use information from all levels of the approximation x m = K m (x m ) for the sequence of all past grid parameters m < n. There several possible multigrid iterations for solving (4.16), and we refer the reader to [26, § §9.2 9.3, 16.6 16.10] for a detailed discussion of them. In the following comparisons of the two-grid and multigrid methods, we use a multigrid method based on a linear multigrid method for solving
a modified version of the correction equation (4.4) , which occurs in the Newton iteration for solving x n = K n (x n ).
When used along the lines of the two-grid method given above, this leads to an iteration method satisfying
The cost per iteration is greater than with the two-grid methods, but it is still O(n 2 ) operations per iterate. The rate of convergence is increasingly rapid as n → ∞. These ideas are developed in [26] , along with other types of multigrid iteration for nonlinear equations. A short discussion is given below of two-grid and multigrid methods, following the presentation and illustration of an automatic program based on two-grid iteration.
An automatic program.
We discuss a program with automatic error control for solving the Urysohn equation (4.5) in one space variable,
The program uses Nyström's method x * − x n ∞ ≤ ε is satisfied. The error x * − x n ∞ is estimated using
for smooth K and x * . The program actually attempts to measure the ratio by which the error x * − x n ∞ is decreasing when n is doubled, and in this way to choose suitably the constant multiplier of the right side of (4.20) , to reflect the speed of convergence of {x n }. This is very similar to what is done in IESIMP, cited above.
In Stage B, the program iteratively solves x n = K n (x n ) using the twogrid method S1 S4. At level n, the iteration begins with x (0) n = x n/2 , which uses Nyström interpolation. In steps S2 and S3, we use z = x m . For efficiency, we want to iterate only until the test In Stage A, the nonlinear system (4.16) is solved by a modified Newton iteration, basically a chord method. Writing (4.16) as
The index l ≥ 0 is chosen so that the Jacobian matrix is deemed to be a good approximation of [I n − K n (x n )] −1 , the inverse Jacobian matrix based on the true solutionx n that is being sought. Other techniques for solving (4.22) directly could be used, for example, Broyden's method; and a larger region of convergence could be attained by forcing descent in the minimization of the residual x n − K n (x n ) . At this time, we have not tried any of these modifications.
Using (4.21),
This is a simplification of the actual bounds and tests used in the program, but it demonstrates that the iteration error need only be of the same size as the discretization error x * − x n ∞ . With this, the order of convergence of {x n } is preserved when x n is replaced by x (k) n , along with the magnitude of the error.
With the above framework, the total operations cost of satisfying (4.19), including the costs at all levels of discretization used, is about: The last line will make Newton's method much more expensive for larger values of n. For smaller values of n, the smaller number of evaluations of K u will be the major advantage of the two-grid method over the Newton method.
P1. Evaluations of K:
The automatic program is in a prototype form, but the testing has shown it to be quite robust. Further testing and development is taking place, and eventually the program will be submitted for publication. A comparison program based on a multigrid variant of the above was presented in [4] , and generally it has been slower than the two-grid program being described here. The results of various values of ε is given in Table 4 . The following notation is used in the table.
ε
The desired relative error tolerance n The final number of subdivisions P E
The predicted relative error
AE
The actual relative error in the computed answer CNT The number of function evaluations used by the program R The final value of the ratio associated with the speed of convergence of the two-grid iteration for solving x n = K n (x n ) is In addition to the above, we give a graph of n versus the actual counts of the integrand evaluations of K and K u . The horizontal scale is log 2 (n), and the vertical scale is the actual function count (CNT) divided by n 2 . According to P1 and P2, these graphs should approach the values of 10/3 and 4/3 for K and K u , respectively. These asymptotic limits are shown as horizontal lines in the graph; and indeed, the function counts approach these limits. This example is very typical of all of our examples to date. The program also shows that it is possible to solve quite inexpensively the large scale nonlinear systems associated with nonlinear integral equations. Two-grid vs. multigrid iteration. In the case of multigrid iteration, the rate of convergence increases as n increases, as stated in (4.17) . But with either method, we need to compute only two iterates. (Actually one iterate is sufficient, but we prefer to be cautious in checking for convergence in the iteration.) Thus the faster rate of convergence of the multigrid method is not needed in practice, as it produces an additional accuracy in the iterate that is not needed. Moreover, the multigrid method is more complicated to implement, and it costs somewhat more per iteration. An advantage of the multigrid method is that for larger values of n, it is generally safer to compute only the one iterate x (1) n for each n; whereas this is riskier with the twogrid iteration. Even with such a modification to the multigrid method, [4] found empirically that the multigrid method is still slower than the two-grid method in actual running time. For these reasons, we believe the two-grid iteration is to be preferred when solving integral equations.
This discussion has been based on the use of composite numerical integration methods. However, in the linear case the best program resulted from using Gaussian quadrature; see IEGAUS in [10] . The performance of this latter program was much better than that of IES-IMP or of any other standard composite rule; and thus we should also use Gaussian quadrature in place of Simpson's rule in the construction of an automatic program for solving nonlinear integral equations. It should be noted that there is no known multigrid variant in this case.
