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Abstract—Classification methods based on sparse estimation 
have drawn much attention recently, due to their effectiveness in 
processing high-dimensional data such as images. In this paper, a 
method to improve the performance of a sparse representation 
classification (SRC) approach is proposed; it is then applied to the 
problem of online process monitoring of human workers, 
specifically manual material handling (MMH) operations 
monitored using wearable sensors (involving 111 sensor channels). 
Our proposed method optimizes the design matrix (aka 
dictionary) in the linear model used for SRC, minimizing its ill-
posedness to achieve a sparse solution. This procedure is based on 
the idea of dictionary learning (DL): we optimize the design matrix 
formed by training datasets to minimize both redundancy and 
coherency as well as reducing the size of these datasets. Use of such 
optimized training data can subsequently improve classification 
accuracy and help decrease the computational time needed for the 
SRC; it is thus more applicable for online process monitoring. 
Performance of the proposed methodology is demonstrated using 
wearable sensor data obtained from manual material handling 
experiments, and is found to be superior to those of benchmark 
methods in terms of accuracy, while also requiring computational 
time appropriate for MMH online monitoring.  
 
Note to Practitioners—This paper develops a fast and robust 
classification method for online sensor data classification based on 
the dictionary learning principle. Due to its superior performance 
in terms of classification accuracy, computational speed, and 
robustness to non-Gaussian noise, it can be applied to a broad 
range of real-world applications, particularly for the scenarios 
that the presence of sensor data outliers causes practical 
difficulties for most of the existing classification algorithms. 
 
Index Terms—Dictionary learning, sparse signal 
reconstruction, online classification, manual material handling 
(MMH), wearable sensors. 
 
NOMENCLATURE 
 
DL Dictionary learning 
DL-ROC DL based robust online classification 
GHNM Greedy hybrid norm minimization 
LASSO Least absolute shrinkage and selection 
operator 
MMH Manual material handling 
SRC Sparse representation for classification 
ℂ𝑚,𝑛,𝐿 Solution space of a DL problem with the 
proper matrix dimensions 
𝐃 ∈ ℝ𝑚×𝐿 Dictionary matrix 
𝐃𝑘 ∈ ℝ
𝑚×𝐿𝑘 Dictionary matrix for label 𝑘 
𝐝𝑗 ∈ ℝ
𝑚×1 Column 𝑗 of dictionary 𝐃 
𝑘 > 0 Label index 
 
𝐾 > 0 Number of labels for classification 
𝐄 ∈ ℝ𝑚×n Approximation error Matrix; Noise 
matrix 
𝐞 ∈ ℝ𝑚×1 Approximation error vector; Noise 
vector 
𝑓: ℝ𝑚 → ℝ Error-fitting function 
𝐆 ∈ ℝ𝑛×𝑛 Gram matrix 
𝑔𝑖𝑗 Element of 𝐆 in row 𝑖 and column 𝑗 
𝑄(⋅,⋅): ℝ𝑚×𝐿𝑘
× ℝ𝑚×𝐿𝑗 → ℝ 
A function related to the average 
coherency in a DL problem 
𝑡 Iteration index 
𝑡𝑚𝑎𝑥 Maximum number of iterations 
𝐱 ∈ ℝ𝑛×1 Sparse representation vector 
𝐗 ∈ ℝ𝐿×𝑛 Sparse representation matrix 
𝐗𝑘 ∈ ℝ
𝐿𝑘×𝑛 Sparse representation matrix for label 𝑘 
𝐱𝑘 ∈ ℝ
𝑛𝑘×1 Sparse representation vector for label 𝑘 
𝑥𝑘,𝑗 Element 𝑗 of the vector 𝐱𝑘 
𝐱𝑘,𝑗
row ∈ ℝ1×𝑛𝑘 A row vector that represents the 𝑗𝑡ℎ  row 
of 𝐗𝑘 
𝐲 ∈ ℝ𝑚×1 Testing data vector 
𝐿 > 0 Column dimension of the dictionary 𝐃 
𝐿𝑘 > 0 Column dimension of the dictionary 𝐃𝑘 
𝑚 > 0 Total number of measurements 
𝑛 > 0 Total number of data points 
𝑛𝑘 > 0 Total number of data points for label 𝑘 
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0 ≤ 𝛼 ≤ 1 Parameter of the hybrid norm 
𝜂 > 0 Balancing parameter between the 
reconstruction quality and incoherency 
terms in DL problem 
Δ > 0 Pre-defined threshold 
𝛾 > 0 Balancing parameter between the error 
and the sparsity enforcing term in DL 
problem 
𝜇: ℝ𝑚×𝑛 → ℝ Mutual coherency 
𝜇avg: ℝ
𝑚×𝑛
→ ℝ 
Average mutual coherency 
𝚿 ∈ ℝ𝑚×𝑛 Training data matrix 
𝚿𝑘 ∈ ℝ
𝑚×𝑛𝑘 Training data matrix for label 𝑘 
𝛙𝑘,𝑗 ∈ ℝ
𝑚×1 Column 𝑗 of 𝚿𝑘 
𝜁 > 0 Selected label based on the selection 
criterion 
‖⋅‖𝑝, 𝑝 ≥ 0 𝑙𝑝-norm of a vector or a matrix 
‖⋅‖𝑝,𝑞 , 𝑝, 𝑞 ≥ 1 𝑙𝑝,𝑞-norm of a matrix 
‖⋅‖F Frobenius (or Hilbert-Schmidt) norm of 
a matrix 
‖⋅‖hybrid,𝛼 Hybrid norm of a vector or a matrix 
 
I. INTRODUCTION 
 Sparse representation has drawn much attention in the recent 
years [1, 2, 3, 4, 5], due to its extensive applicability in a variety 
of areas. In image processing, channel coding, and machine 
learning, as examples, most relevant signals can be represented 
as a sparse linear combination of some specific bases [6]. 
Classification approaches based on sparse representation have 
achieved satisfying performance for high-dimensional data [7, 
1]. For instance, sparse representation classification (SRC) has 
exhibited superior performance in real-world applications, such 
as online classification for controlling the quality of 
manufacturing products [8, 9, 10, 11]. As with related methods, 
however, the SRC approach also suffers from some limitations. 
For example, as mentioned in our previous work [12], SRC is 
highly sensitive to outliers in sensor data. This issue of 
sensitivity was addressed in [12], by developing the greedy 
hybrid norm minimization (GHNM) framework, based on a 
proposed novel hybrid norm. Apart from noise structure, the 
design matrix of the linear model formed by the training 
datasets (which is also called the dictionary) also has a great 
impact on the overall performance of SRC methods.  
 A popular means of SRC in the literature is to use raw data 
for creating the dictionary [13]. However, direct usage of raw 
data has some weaknesses, which if present will deteriorate the 
performance of SRC. First, since the data is not processed, there 
is the potential for redundancy in the training dataset. Second, 
as discussed in [14], raw data of different classes can be 
coherent.  Third, the training data might also be contaminated 
with outliers.  
 Dictionary learning (DL) methods [15, 16, 17, 18] have been 
proposed to address the first two issues mentioned above. The 
goal of DL is to learn the essential features from sensor data and 
to remove redundancy in the training set. Moreover, by 
imposing some constraints in the learning process, the overall 
coherency of data between different classes can also be 
minimized. The DL process leads to a training dataset with 
reduced size, and subsequently decreases computational time. 
With a proper offline optimization process, the performance of 
online classification thus can be improved with the 
minimization of redundancy and coherency present in the data.  
 Existing DL approaches are designed for situations in which 
the training dataset is contaminated by Gaussian noise. 
Particularly, DL methods that are based on 𝑙2 -norm 
minimization can adequately handle Gaussian noise [19, 20, 21, 
22]. In some real-world applications, though, the Gaussian 
noise assumption may not be valid. For instance, as investigated 
in [12], wherein sensor data were obtained from individuals 
who simulated handling materials manually in the workplace, 
the data may be corrupted with outliers due to a complex 
environment, for which the noise could be non-Gaussian. 
Consequently, existing DL methods based on a Gaussian noise 
assumption are not able to achieve the optimal classification 
performance for such applications. 
 To address this latter limitation, in this paper, the formulation 
of the hybrid norm [12] is adopted, based on which a DL-based 
robust online classification (DL-ROC) framework is proposed; 
it is then applied for the online monitoring of manual material 
handling activities using wearable sensor data. This new 
approach enables robust classification, due to its ability to 
handle outliers (non-Gaussian noise) effectively.  
 The remainder of this paper is organized as follows. Section 
2 describes the research background and related work, while 
Section 3 explains the overall framework of the DL-ROC. 
Section 4 presents the method for the robust dictionary learning, 
and Section 5 assesses the performance of the proposed method 
using data obtained from wearable sensors during simulated 
manual material handling (MMH) tasks. Lastly, Section 6 
concludes the paper. 
II. RESEARCH BACKGROUND AND RELATED WORK 
 With the rapid development of sensor technology in recent 
years, there has been a growing need to quickly and accurately 
analyze sensor data, and to make decisions online (potentially 
even in real-time). This need exists in many different industry 
sectors.  One illustrative application domain is healthcare: for 
example, wearable sensors can be integrated with online 
decision-making algorithms to help elderly patients who need 
continuous care [23]. Another domain is in manufacturing, 
where there is an ongoing and critical need to monitor part 
quality using sensor data [24, 25, 26]. For workers in several 
domains who are engaged in manual material handling (MMH), 
the risks of musculoskeletal injury are relatively high and such 
risks are associated with specific work methods and exposure 
duration [27, 28]. For such a case, applications of wearable 
sensors for MMH online monitoring have the potential to be an 
effective means to monitor the status of the workers’ 
operational conditions (e.g., physical demands imposed, 
performed task characteristics), based on which online decision 
making can be appropriately performed [29].  
A. The sparse signal reconstruction problem 
In this section, we briefly review sparse signal reconstruction 
methods, including the general problem, and the least absolute 
shrinkage and selection operator (LASSO) [30] method, which 
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are both directly related to the new approach proposed in this 
paper. 
 Problem 1. The sparse signal reconstruction problem: 
Given 𝐲 ∈ ℝ𝑚×1 and 𝚿 ∈ ℝ𝑚×𝑛 (𝑚 ≪ 𝑛) , solve to find the 
vector 𝐱 ∈ ℝ𝑛 such that: 
𝐲 = 𝚿𝐱 + 𝐞                                           (1) 
Here, the matrix 𝚿 is either a pre-specified transform matrix or 
is designed so that it fits some given signal examples [31].  
Solving this problem is a challenging task, since the condition 
of 𝑚 ≪ 𝑛 causes the problem to be ill-posed [6]. One way to 
overcome this challenge is assuming sparsity of the vector x, 
specifically that most of its elements are zero, which leads to 
the sparse solution problem [6] defined as follows:  
 Given sensor data 𝐲 ∈ ℝ𝑚×1, a training matrix 𝚿 ∈ ℝ𝑚×𝑛, 
an error-fitting term 𝑓: ℝ𝑚 → ℝ, and a pre-defined threshold 
Δ > 0, solve to find the sparse vector 𝐱 ∈ ℝ𝑛: 
min
𝐱∈ℝ𝑛
 ‖𝐱‖0                                                 (2) 
         s. t.    𝑓(𝐲 − 𝚿𝐱) ≤ ∆. 
Note that ‖𝐱‖0 in this problem counts the number of non-zero 
elements in x.  Unfortunately, this problem is NP-hard [32], 
though in recent years diverse approaches have been proposed. 
In [33], the above problem is converted to a convex one by 
changing the 𝑙0-norm to 𝑙1-norm and choosing 𝑓(𝐲 − 𝚿𝐱) =
‖𝐲 − 𝚿𝐱‖2. The resulting problem, referred to as the LASSO 
[30], is a convex problem, described next. 
 Problem 2. The LASSO approach: Given sensor data 𝐲 ∈
ℝ𝑚×1 , a training matrix 𝚿 ∈ ℝ𝑚×𝑛 , an error-fitting term 
𝑓: ℝ𝑚 → ℝ, and a pre-defined threshold Δ > 0, solve to find 
the sparse vector 𝐱 ∈ ℝ𝑛: 
min
𝐱∈ℝ𝑛
 ‖𝐱‖1 
                     s. t.   ‖𝐲 − 𝚿𝐱‖2 ≤ ∆. 
It has been shown that under some conditions [33], such as the 
Gaussian noise assumption, this convex optimization has the 
same solution as the original 𝑙0-norm problem. Similar to many 
other convex programs [34], solving this optimization problem 
for large-scale problems with high-dimensional data can be 
time-consuming, which restricts the LASSO from application 
to online monitoring. As a result, there have been a variety of 
heuristic approaches proposed to solve the above problem, in 
which sparsity is enforced by limiting the number of iterations. 
Orthogonal matching pursuit (OMP) [19], stagewise OMP 
(StOMP) [35], and compressive sampling matching pursuit 
(CoSaMP) [36] are representatives examples. Unfortunately, 
though, all of these approaches assume Gaussian noise in their 
model formulation. For high-dimensional data that is 
contaminated with non-Gaussian noises, the GHNM method 
[12], which utilizes a novel hybrid norm as the error-fitting 
term, can efficiently solve this problem with performance 
sufficient for online applications. 
B. Sparse representation for classification (SRC) problem  
 SRC is one of the most efficient methods and as such is 
suitable for online supervised classification. Details of the SRC 
framework can be found in our previous work [12], and thus is 
only briefly described here.  
 Notation: Consider a problem with a total number of 𝐾 
labels. Let 𝑛 = ∑ 𝑛𝑘
𝐾
𝑘=1  denote the total number of training 
points, 𝚿𝑘 ≔ [𝛙𝑘,1, 𝛙𝑘,2, ⋯ , 𝛙𝑘,𝑛𝑘] ∈ ℝ
𝑚×𝑛𝑘  is a 
concatenation of training points for label 𝑘 ∈ {1, 2, ⋯ , 𝐾}, and 
𝚿 = [𝚿1, 𝚿2, ⋯ , 𝚿K] ∈ ℝ
𝑚×𝑛  represents the overall training 
matrix. Additionally, define the classification membership 
coefficients to be:  
𝐱 ∶= [𝐱1
T, 𝐱2
T, ⋯ , 𝐱𝐾
T ]T, 
such that 𝐱𝑘 ∶= [𝑥𝑘,1, 𝑥𝑘,2, ⋯ , 𝑥𝑘,𝑛𝑘]
T  represents the 
classification membership coefficients for the label 𝑘. 
 Representation of the data: In SRC, it is assumed that the data 
belonging to a label has a strong inter-relationship with the data 
points in that label. In other words, sensor data 𝐲 belonging to 
label 𝑘 can be represented by a linear combination of the data 
points in the same class, namely: 
𝐲 = ∑ 𝛙𝑘,𝑗𝑥𝑘,𝑗
𝑛𝑘
𝑗=1
+ 𝐞,                                (3) 
where 𝛙𝑘,𝑗 ∈ ℝ
𝑚×1 is the 𝑗𝑡ℎ training data point (vector) of the 
same label 𝑘 ,  𝑚  is the number of sensors, e represents 
approximation error, and 𝑛𝑘 is the number of training points for 
label 𝑘. However, for a new sensor data 𝐲, since the label of the 
data is unknown, the inter-relationship of the given data should 
be evaluated for all other labels as follows: 
𝐲 = ∑ ∑ 𝛙𝑘,𝑗𝑥𝑘,𝑗
𝑛𝑘
𝑗=1
+ 𝐞
𝐾
𝑘=1
.                          (4) 
 Label selection: As a result of Eq. (4), the supervised 
classification task from Eq. (4) is equivalent to Eq. (1). 
However, as represented by Eq. (3), the membership 
coefficients x for data point y belonging to label 𝑘 are sparse, 
or 𝐱 = [0, ⋯ ,0, 𝑥𝑘,1, 𝑥𝑘,2, ⋯ , 𝑥𝑘,𝑛𝑘, 0, ⋯ ,0]
T .  Therefore, the 
classification task can be tackled by adopting the sparse signal 
reconstruction problem described in Eq. (2). Due to the 
existence of noise in the data, though, coefficients other than 
those belonging to label 𝑘  might still have small non-zero 
values. As a result, the following label selection criterion, 
which uses the energy of coefficients, can be used to calculate 
the label for the data vector 𝐲: 
 
𝜁 ≔ argmax
1≤𝑘≤𝐾
‖𝐱𝑘
∗ ‖2
2
‖𝐱∗‖2
2 , (5) 
where 𝐱∗ is the sparse estimate of the the given data and 𝐱𝑘
∗  is a 
sub-vector of 𝐱∗  that denotes the estimated coefficients 
corresponding to the 𝑘th label. As discussed above, raw data is 
used to create the training matrix 𝚿 (also called the dictionary). 
Subsequent sections will discuss that direct applications of raw 
data can reduce the SRC performance, and thus a new approach 
based on dictionary learning is applied.  
 Mutual coherency of a dictionary: For a given dictionary 
𝚿 ∈ ℝ𝑚×𝑛 , the mutual coherency, 𝜇: ℝ𝑚×𝑛 → ℝ  [37] is 
defined as: 
𝜇(𝚿) ∶= max
1≤𝑖,𝑗≤𝑛,   𝑖≠𝑗
|𝛙𝑖||𝛙𝑗|. 
Define 𝐆 ∶= 𝚿T𝚿 ∈ ℝ𝑛×𝑛  to be the Gram matrix associated 
with 𝚿. It can be shown that the above measure is equivalent to 
the off-diagonal element of 𝐆 with the largest magnitude: let 
𝐆 ≔ [𝑔𝑖𝑗] , then 𝜇(𝚿) = max
1≤𝑖,𝑗≤n,   𝑖≠𝑗 
|𝑔𝑖𝑗| . Moreover, the 
average mutual coherency 𝜇avg: ℝ
𝑚×𝑛 → ℝ for the matrix 𝚿 is 
defined as: 
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𝜇avg(𝚿) ≔
∑ |𝑔𝑖𝑗|1≤𝑖,𝑗≤𝑛,   𝑖≠𝑗 
𝑛(𝑛−1)
2
. 
Therefore, 𝜇(𝚿)  and 𝜇avg(𝚿)  respectively represent the 
highest and average correlation among all pairs of the columns 
of 𝚿. It has been shown that a high average mutual coherency 
reduces the performance of sparse signal reconstruction [37], 
which leads to low performance in signal classification 
performance.   
 As mentioned in Section 1 regarding creating the training 
matrix, the SRC simply uses the raw data [18]. In this situation, 
different labels of the data could share some levels of 
correlation (or coherency). If so, the sparse reconstruction 
problem becomes more difficult [37]. This is because, for a 
given sensor data, 𝐲, which belongs to label 𝑘, there can be 
some data points in another label, 𝑗, that could also sparsely 
represent this sensor data. This correlation can deteriorate 
performance of the SRC. In order to address this issue, 
dictionary learning methods are utilized, which are described 
next. 
C. Dictionary learning (DL) approaches 
 To construct a more effective training matrix, some 
approaches have been proposed to reduce the redundancy that 
may exists in the raw data under the same label [38, 39, 40], as 
well as the coherency among different labels. These methods, 
which increase classification performance of [14], first started 
with the DL algorithms [31] that are explained in Problem (3). 
A generalization to learn effective training matrices for 
classification is formulated in Problem (4).    
 Dictionary Learning: Define 𝚿 ∈ ℝ𝑚×𝑛  to be the training 
matrix that is a concatenation of the data points 𝛙𝑗 ∈ ℝ
𝑚×1, 𝑗 ∈
{1, ⋯ , 𝑛}, or 𝚿 ≔ [𝛙1, 𝛙2, ⋯ , 𝛙𝑛], where each column of 𝚿 
is a sensor reading. The goal of the DL [17] is to construct a 
dictionary with reduced size 𝐃 ≔ [𝐝1, 𝐝2, ⋯ , 𝐝𝐿] ∈ ℝ
𝑚×𝐿 , 
where 𝑚 < 𝐿 < 𝑛, so as to sparsely represent these data points 
by a sparse representation matrix, 𝐗 ∈ ℝ𝐿×𝑛. 
 Problem 3. The DL problem: For a given training data 
matrix 𝚿 ∈ ℝ𝑚×𝑛 , an error-fitting term 𝑓: ℝ𝑚 → ℝ, a lower 
target dimension 𝐿 (𝐿 < 𝑛), and a pre-defined threshold Δ > 0, 
solve to find the sparse representation matrix, 𝐗 ∈ ℝ𝐿×𝑛, and 
the dictionary matrix 𝐃 ∈ ℝ𝑚×𝐿: 
min
𝐗,𝐃 ∈ℂ𝑚,𝑛,𝐿
 ‖𝐗‖0 
                           s. t.        𝑓(𝚿 − 𝐃𝐗) ≤ ∆, 
where 𝛙𝑖 =  𝐃 𝐱𝑖 + 𝐞𝑖 , 𝐞𝑖  is a noise term, and ℂ𝑚,𝑛,𝐿 ∶=
{𝐗 ∈ ℝ𝐿×𝑛 , 𝐃 ∈ ℝ𝑚×𝐿| 𝐝𝑗
T𝐝𝑗 ≤ 1, 𝑗 ∈ {1, ⋯ , 𝐿}}. 
 As discussed in [17], to prevent the elements of 𝐃 
from being arbitrarily large (which can cause arbitrarily small 
elements in 𝐗), the 𝑙2-norm of the columns of dictionary 𝐃 is 
limited to be ≤1, represented as a constraint in the solution space 
ℂ. Similar to the sparse reconstruction problem, and due to the 
existence of the 𝑙0-norm in the cost function, this problem is 
NP-hard [41]. As the result, the 𝑙1-norm is used as a relaxation 
for the 𝑙0–norm. 
 The Frobenius norm: The optimization in Problem (3) is over 
𝐗  and 𝐃  simultaneously, which is NP-hard [41]. To address 
this, an alternative utilizes the 𝐿𝑝,𝑞 -norm of a matrix 𝐙 ≔
[𝑧𝑖,𝑗] ∈ ℝ
𝑚×𝑛, defined as ‖𝐙‖𝑝,𝑞 = (∑ (∑ |𝑧𝑖,𝑗|
𝑝
)𝑗=𝑛𝑗=1
𝑞/𝑝
)𝑖=𝑚𝑖=1
1/𝑞
 
for 𝑝, 𝑞 ≥ 1. We can use the 𝐿2,2-norm, also referred to as the 
Frobenius norm or the Hilbert-Schmidt norm and denoted by 
‖𝐙‖F, to redefine the problem as provided subsequently. 
 Problem 4. The DL problem with Frobenius norm: Given 
the definitions of variables and parameters as in Problem (3), 
redefine the DL problem as follows: 
min
𝐗,𝐃 ∈ℂ𝑚,𝑛,𝐿
 ‖𝐗‖1,1 
                     s. t.    ‖𝚿 − 𝐃𝐗‖F
2 ≤ ∆. 
 Convex subproblems to solve the DL problem: Although 
Problem (4) is not NP-hard, it is non-convex [41]. A common 
approach for solving this problem is reformulating and 
changing it into two subproblems [13], specifically as: 
min
𝐗,𝐃 ∈ℂ𝑚,𝑛,𝐿 
 ‖𝚿 − 𝐃𝐗‖F
2 + 𝛾‖𝐗‖1,1, 
where 𝛾 > 0 is a balancing parameter between the error and the 
sparsity enforcing term. Note that the above problem is convex 
when the optimization is over just one variable ( 𝐃  or 𝐗 ). 
Therefore, it is solved by fixing one variable and optimizing the 
other until the stopping criteria is met, which is either a 
maximum number of iterations or is determined when the 
change in cost function is less than a threshold value.  
 Reducing the label coherency in classification problems: 
Having a lower reconstruction error is necessary but not 
sufficient to obtain better classification performance. This is 
because certain data sets under different labels (classes) can 
share coherency that could significantly deteriorate 
classification performance [39]. There have been some efforts 
to improve the performance of the learnt dictionary in 
classification which attempted to address this issue. One 
approach, discussed in [14], reformulates the DL problem by 
adding a new term to the cost function as described 
subsequently. 
 Problem 5. The DL problem for classification: For a 
problem with 𝐾 labels, given the training sensor data matrix 
𝚿𝑘 ∈ ℝ
𝑚×𝑛𝑘 , 𝑘 ∈ {1,2, ⋯ , 𝐾} , an error-fitting term 𝑓: ℝ𝑚 →
ℝ, lower dimension sizes for each new dictionary 𝐿𝑘 , and a pre-
defined threshold Δ > 0, solve to find the sparse representation 
matrix, 𝐗 ∈ ℝ𝐿×𝑛, and the dictionary matrices 𝐃𝑘 ∈ ℝ
𝑚×𝐿𝑘: 
min
{𝐗k,𝐃𝑘∈ℂ𝑚,𝑛𝑘,𝐿𝑘 ,   𝑘 =1,⋯,𝐾} 
∑(‖𝚿𝑘 − 𝐃𝑘𝐗𝑘‖F
2 + 𝛾‖𝐗𝑘‖1,1
𝑘=𝐾
𝑘=1
+ 𝜂 ∑ ‖𝐃𝑘
T𝐃𝑗‖F
2
1≤𝑗≤𝐾,𝑗≠𝑘
), 
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where 𝜂 > 0  is a balancing parameter between the 
reconstruction quality and incoherency for dictionaries of 
different classes. The first summation in the cost function above 
is the same as for regular dictionary learning, where each 
dictionary is learned for the data of its own class. The new term 
of the cost function is added to decrease the level of coherency 
between dictionaries of different labels. This is done because 
the second summation leads reduced the average coherency 
among the data of different labels, and the above optimization 
problem penalizes it to have a smaller value. Therefore, the 
dictionary learned from the above optimization problem has 
better classification performance. 
 In the DL problem, similar to the SRC problem, if the data is 
contaminated by Gaussian noise, which is the case in most of 
the mentioned literature, the 𝑙2 -norm is efficient for 
reconstruction and learning purposes. However, we consider 
real-world applications, such as wearable sensors for 
monitoring of manual material handling, where the sensor data 
could be contaminated with outliers. In this situation, we adopt 
the idea of a hybrid norm in the reconstruction term to improve 
the quality of the learnt dictionary as well as the classification 
performance for non-Gaussian noise structures, which is 
discussed next.  
III. THE DL ROBUST ONLINE CLASSIFICATION (DL-ROC) 
APPROACH 
 The proposed DL-ROC framework is based on the idea of the 
SRC [1], which uses the general inter-relationship inside the 
label of the classes. However, data under different labels might 
have some relationship that could reduce SRC performance. 
Therefore, there is a need to design an effective framework to 
address this adverse impact on performance, by decreasing the 
inter-relationships among the data under different labels.  
A. The SRC Framework 
 As mentioned in Problem (2), when raw data is used as the 
training set then the existence of relationships (correlations) 
between the data points of different labels can reduce 
classification accuracy. Integrating the DL-based approach with 
our previously proposed framework [12] can reduce the 
relationships among data of different labels, which leads to a 
better sparse signal reconstruction and higher classification 
performance with smaller training sets. This new framework is 
represented conceptually in Figure 1. However, since in real-
world applications the data can be contaminated with outliers 
or mixture noises, there is a need to develop a robust approach 
for DL problems as is discussed in the next section.    
B. Generalization of the 𝒍𝟏 ⊕ 𝒍𝟐 hybrid norm for robust DL-
based classification 
 In this section, the idea of the hybrid norm is generalized for 
DL problems. In particular, the hybrid norm for a given 𝐑 
matrix is defined as: 
‖𝐑‖hybrid,𝛼 ≔ 𝛼‖𝐑‖2,2
2 + (1 − 𝛼)‖𝐑‖1,1                    
= 𝛼‖𝐑‖F
2 + (1 − 𝛼)‖𝐑‖1,1.                        (6) 
As mentioned in Section 2.2, the general DL problem is a joint 
optimization problem defined as [31]: 
min
𝐗,𝐃 ∈ℂ𝑚,𝑛,𝐿
𝑓(𝚿 − 𝐃𝐗) +  γ ‖𝐗‖1,1 ,                   (7) 
where 𝚿  and 𝐗  are as in Problem (3). For learning the 
dictionary, and based on the Gaussian noise assumption, the 𝑙2-
norm is chosen as the fitting term and leads to the following 
problem: 
min
𝐗,𝐃 ∈ℂ𝑚,𝑛,𝐿
‖𝚿 − 𝐃𝐗‖2,2
2 + 𝛾‖𝑿‖1. 
However, based on our previous work [7], the hybrid norm is 
adopted for the DL problem as follows: 
min
𝐗,𝐃 ∈ℂ𝑚,𝑛,𝐿
𝛼‖𝚿 − 𝐃𝐗‖F
2 + (1 − 𝛼)‖𝚿 − 𝐃𝐗‖1,1 + 𝛾‖𝐗‖1,1. 
C. Generalization of the robust dictionary learning for 
classification 
 For the SRC problem with 𝐾  labels, a new term 𝑄(⋅,⋅)  is 
added to cost function of the DL optimization problem to 
improve the classification accuracy and increase incoherence 
among data of different classes: 
min
{𝐗k,𝐃𝑘∈ℂ𝑚,𝑛𝑘,𝐿𝑘 ,   𝑘 =1,⋯,𝐾} 
∑(𝑓(𝚿𝑘 − 𝐃𝑘𝐗𝑘) + 𝛾‖𝐗𝑘‖1,1
𝑘=𝐾
𝑘=1
+ 𝜂 ∑ 𝑄(𝐃𝑘
T𝐃𝑗)
1≤𝑗≤𝐾,𝑗≠𝑘
). 
In Ref. [14], 𝑓(𝐘𝑘 − 𝚿𝑘𝐗𝑘) = ‖𝚿𝑘 − 𝐃𝑘𝐗𝑘‖F
2 , and 
𝑄(𝐃𝑘 , 𝐃𝑗) = ‖𝐃𝑘
T𝐃𝑗‖F
2
 have been used. The fitting term 𝑓(⋅) 
represents the error term of data fitting in different classes, 
while the added term 𝑄(⋅,⋅)  tries to reduce the average 
coherency among the data of different classes. Without Q(⋅,⋅), 
the learned dictionaries for different classes could have high 
average coherency that could reduce the overall reconstruction 
Algorithm 1. The Online Classification Framework  
Phase I: Offline Process. 
1. Formulate the dictionary learning problem as an 
underdetermined system of linear equations from 
sensor data, 𝚿 = 𝐃𝐗 + 𝐄; 
2. Form the matrix 𝚿𝑘 = [𝛙𝑘,1 , 𝛙𝑘,2 , ⋯ , 𝛙𝑘,n𝑘 ] ∈
ℝ𝑚×𝑛𝑘 by randomly sampling n𝑘  training data 
points from the set of data belonging to label 𝑘 
(∀𝑘 = 1, ⋯ , 𝐾); 
3. Construct the training matrix 𝚿 by 
concatenating the 𝚿𝑘s for all 𝐾 labels, 𝚿 =
[𝚿1, 𝚿2, ⋯ , 𝚿𝐾]; 
4. Normalize the columns of matrix 𝚿 to have a 
unit norm; 
5. Learn the robust dictionary from 𝚿. Output: 𝐃 =
[𝐃1, 𝐃2, ⋯ , 𝐃𝐾];  
Phase II: Online Process: Classification Membership 
Analysis. 
1. For a given test sample 𝐲, approximate its sparse 
estimation 𝐱∗: 
 𝐱∗ ≔ min
𝐱∈ℝ𝑛
 ‖𝐱‖0,     subject to: 𝑓(𝐲 − 𝐃𝐱) ≤ ∆; 
2. Let 𝐱𝑘
∗  be the estimate of coefficient membership 
classification associated with label 𝑘, and 
perform classification membership analysis by 
setting 𝜁 = argmax
1≤𝑘≤K
‖ 𝐱𝑘
∗ ‖
2
2
‖ 𝐱∗‖2
2 . Output: 𝜁. 
Figure 1: The Online Classification Framework. 
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quality, and subsequently deteriorate classification 
performance [19, 23]. Here, the hybrid norm [7] is used in the 
above equation, which leads to the following joint optimization 
problem for the DL-based classification: 
min
{𝐗k,𝐃𝑘∈ℂ𝑚,𝑛𝑘,𝐿𝑘 ,   𝑘 =1,⋯,𝐾} 
∑(𝛼‖𝚿𝑘 − 𝐃𝑘𝐗𝑘‖F
2                              
𝑘=𝐾
𝑘=1
+ (1 − 𝛼)‖𝚿𝑘 − 𝐃𝑘𝐗𝑘‖1,1 + 𝛾‖𝐗𝑘‖1,1
+ 𝜂 ∑ ‖𝐃𝑘
T𝐃𝑗‖F
2
1≤𝑗≤𝐾,𝑗≠𝑘
).                              (8) 
 As mentioned in Section 2, in dictionary learning problems, 
where the error fitting term can take 𝑙1, 𝑙2 or hybrid norms, the 
problem is non-convex since there is a joint minimization over 
𝐃 and 𝐗 [14]. A common method to solve this problem is to 
reformulate it into two steps, where each step solves the 
minimization over one of the variables. Therefore, the 
following two steps are proposed. First, initialize 𝐃0 =
[𝐃1
0, 𝐃2
0, ⋯ , 𝐃K
0 ]. Then, iterate over Steps 1 and 2 described 
below for 𝑡 > 1, until reaching a maximum iteration number 
𝑡𝑚𝑎𝑥 . For initiating the dictionary for each label, we could 
sample randomly from the raw data (with the same size needed 
for each label), or we could initiate each of them with the K-
SVD method [31]. We have used the raw data for initialization.  
 
1)  Step 1 of the proposed DL: 
 In this first step, the dictionary is fixed, and the sparse 
representation matrix is updated: 
∀𝑘 ∈ {1, ⋯ , 𝐾}, 𝐗𝑘
𝑡 ≔ arg min
𝐗𝑘
(𝛼‖𝚿𝑘 − 𝐃𝑘
𝑡−1𝐗𝑘‖F
2 +
(1 − 𝛼)‖𝚿𝑘 − 𝐃𝑘
𝑡−1𝐗𝑘‖1,1 + 𝛾‖𝐗𝑘‖1,1), 
where 𝐗𝑘
𝑡  is the matrix 𝐗𝑘  at iteration 𝑡 , and 𝐃𝑘
𝑡−1  is 𝐃𝑘  at 
iteration 𝑡 − 1  of the algorithm. In the above minimization, 
each column of the matrix 𝐗𝑘 (∀𝑘 ∈ {1, … , 𝐾}) can be updated 
independently since the dictionary is fixed. This can also be 
verified by the fact that the optimization cost can be separated 
in terms of the columns of the matrix 𝐗𝑘  and their 
corresponding data in matrix 𝚿𝑘 . Therefore, Step 1 can be 
further simplified for all 𝑘 ∈ {1, ⋯ , 𝐾} as: 
∀𝑗 ∈ {1, ⋯ , 𝑛𝑘}, 𝐱𝑘,𝑗
𝑡 ≔ arg min
𝐱𝑘,𝑗
(𝛼‖𝛙𝑘,𝑗 − 𝐃𝑘
𝑡−1𝐱𝑘,𝑗‖F
2
+
(1 − 𝛼)‖𝛙𝑘,𝑗 − 𝐃𝑘
𝑡−1𝐱𝑘,𝑗‖1,1 + 𝛾‖𝐱𝑘,𝑗‖1,1), 
where 𝐱𝑘,𝑗 represents the 𝑗
𝑡ℎcolumn of the matrix 𝐗𝑘. This is 
the sparse signal reconstruction problem, and it can be solved 
using an approach described in our previous work [12]. In 
particular, the proposed method only takes a stopping criterion, 
which is the number of iterations or the number of residual 
constraints.  
2)  Step 2 of the proposed DL: 
 In this second step, the sparse matrix X is fixed and the 
dictionary 𝐃 is updated: 
{𝐃1
𝑡 , ⋯ , 𝐃𝐾
𝑡 } ≔ arg min
{ 𝐃𝑘∈ℂ𝑚,𝑛𝑘,𝐿𝑘 ,   𝑘 =1,⋯,𝐾} 
∑(𝛼‖𝚿𝑘 − 𝐃𝑘𝐗𝑘
𝑡 ‖F
2
𝑘=𝐾
𝑘=1
+ (1 − 𝛼)‖𝚿𝑘 − 𝐃𝑘𝐗𝑘
𝑡 ‖1,1 + 𝛾‖𝐗𝑘
𝑡 ‖1,1
+ 𝜂 ∑ ‖𝐃𝑘
T𝐃𝑗‖F
2
1≤𝑗≤𝐾,𝑗≠𝑘
). 
 A combinatorial approach is used to solve the optimization 
problem in Step 2. This approach is a combination of the block 
coordinate descent method [42, 43] and a derivative-free 
optimization tool, which is the random search approach [44, 
45]. 
 Block coordinate descent method: In this method, each 
column is updated independently. Let 𝐿𝑖  be the number of 
columns of the 𝑘𝑡ℎ  dictionary 𝐃𝑘. Then, in order to update the 
𝑙𝑡ℎ column of 𝐃𝑘 , or  𝐝𝑘,𝑙  for 𝑙 ∈ {1, ⋯ , 𝐿𝑘}, we can rewrite 
𝚿𝑘 − 𝐃𝑘𝐗𝑘 as: 
𝚿𝑘 − 𝐃𝑘𝐗𝑘 = (𝚿𝑘 −  ∑ 𝐝𝑘,𝑗
𝐿𝑘
𝑗=1,𝑗≠𝑙
𝐱𝑘,𝑗
row) − 𝐝𝑘,𝑙𝐱𝑘,𝑙
row, 
where 𝐱𝑘,𝑗
row ∈ ℝ1×𝑛𝑘 is a row vector that represents the 𝑗𝑡ℎ  row 
of 𝐗𝑘, i.e., 𝐗𝑘 = [(𝐱𝑘,1
row)
T
, ⋯ , (𝐱𝑘,𝐿𝑘
row)
T
]T.  
Now, for optimizing 𝐝𝑘,𝑙
𝑡  in Step 2, define 𝚿𝑘
𝑡,𝑙 ≔ 𝚿𝑘 −
∑ 𝐝𝑘,𝑗
𝑡𝑙−1
𝑗=1 𝐱𝑘,𝑗
𝑡,row − ∑ 𝐝𝑘,𝑗
𝑡−1𝐿𝑘
𝑗=𝑙+1 𝐱𝑘,𝑗
𝑡,row
, where 𝐱𝑘,𝑗
𝑡,row ∈ ℝ1×𝑛𝑘  is 
the 𝑘𝑡ℎ row of 𝐗𝑘
𝑡 . Hence, for Step 2 we can solve the following 
optimization problem starting from 𝑙 = 1  and increasing 
iterating until 𝑙 = 𝐿𝑘: 
𝐝𝑘,𝑙
𝑡 ≔  argmin
𝐝
(𝛼‖𝚿𝑘
𝑡,𝑙 − 𝐝𝐱𝑘,𝑙
𝑡,row‖
F
2
+ (1 − 𝛼)‖𝚿𝑘
𝑡,𝑙 − 𝐝𝐱𝑘,𝑙
𝑡,row‖
1,1
+  ∑ ‖𝐝T𝐃𝑗
𝑡‖
2
2
1≤𝑗≤𝑘−1
+  ∑ ‖𝐝T𝐃𝑗
𝑡−1‖
2
2
𝑘+1≤𝑗≤𝐾
). 
This optimization problem is convex, which can thus be solved 
with any derivative-free method; we use the random search 
approach [46, 47, 48]. Under a small enough step size, the 
method is shown to converge to a stationary point [49].  
The proposed algorithm for robust learning dictionary is 
summarized as Algorithm 2 as shown in Figure 2. 
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IV. CASE STUDIES 
 In this section, classification performance of the proposed 
DL-ROC framework is evaluated using the same wearable 
sensor data for MMH online monitoring reported in Ref. [50]. 
Performance was quantified from the commonly used F-score 
for classification along with the online computational time for 
efficiency, and was evaluated by comparison with the 
benchmark methods. 
A.  Set-up for the MMH experiment 
 In this sub-section, the experimental set-up of the MMH 
monitoring and the procedures for obtaining data are briefly 
reviewed; more details can be found in the authors’ previous 
work [50].  
 To efficiently monitor and assess workers’ behaviors during 
MMH tasks, there is a growing interest in human activity and 
posture monitoring, such as using wearable sensors. Using 
wearable sensors, along with automatic activity classification, 
has great potential to enable rapid and comprehensive 
assessment of physical demands in diverse work settings, 
providing detailed information on body kinematics and work 
demands/strategies [50]. Sensor data obtained from MMH tasks 
are also considered useful and representative examples, since 
they involve complex, non-independent, and comprehensive 
data structures. 
 During the lab-based experiment, a wearable sensor system 
consisting of an inertial motion capture system (MVN 
BIOMECH, Xsens Technologies B. V.) [26] with 17 IMUs was 
used to capture 3D motion data of individuals. This system 
monitors the kinematics of the whole-body with a sampling rate 
of 60Hz. There was a total of 111 sensors (37 anatomical body 
landmark with 3 channels each). Throughout the experiment, 
time-series data consisting of the anatomical landmark 
locations were used, which produced 100,000 data points under 
each MMH task [50]. 
 Participants in the experiment performed a simulated job that 
consisted of eight different major MMH tasks, and the MMH 
tasks correspond to eight labels for classification analysis: (1) 
Carrying, (2) Walking, (3) Lowering to Knee height (LoK), (4) 
Lowering to Ground (LoG), (5) Lifting from Knee height (LK), 
(6) Lifting from Ground (LG), (7) Pulling, and (8) Pushing. The 
wearable sensor data under each label was assigned manually 
from video recordings of each cycle. In the experiment, 
participants completed four cycles of the simulated job. Each 
job cycle was designed to include major MMH tasks such as 
lifting/lowering, pushing/pulling, and carrying. The experiment 
was completed by 10 young and gender-balanced volunteers 
whose ages were 19-29. During each MMH task, participants 
performed the task at their preferred work speed, but were 
required to complete the task in 15 seconds.  To minimize 
fatigue, they were given short resting times after 4 cycles of the 
MMH tasks [50].  
B. Benchmark selection 
 To demonstrate the performance of the proposed DL-ROC 
method, a comprehensive set of benchmark methods was 
selected for comparison of classification performance, which 
have been widely applied for classification analysis in the 
literature.  Specific methods included:  support vector machine 
(SVM) [29], neural network (NN) [28], naïve Bayes (NB) [31], 
quadratic discriminant analysis (QDA) [27], and k-nearest 
neighborhood (k-NN) [30]. Under the SRC framework, the 
following two approaches were also selected as benchmark 
methods: 1) the OMP [19]based SRC, namely, SRC(OMP), 
which assumes Gaussian noise of the sensor data; and 2) the  
Algorithm 2. DL based Robust Online Classification 
Input: Training Signal 𝚿 = [𝚿1, 𝚿2, ⋯ , 𝚿𝐾] ∈ ℝ
𝑚×𝑛, 
such that 𝚿𝑘 ∈ ℝ
𝑚× 𝑛𝑘  , 𝑛 =  ∑  𝑛𝑘
𝐾
𝑘=1 , Lower Dimension 
for each Label 𝑘, 𝐿𝑘 , Balancing Parameters 𝛼 and 𝛾, 
Maximum Number of Iterations 𝑡𝑚𝑎𝑥 . 
 
Output: {𝐗k, 𝐃𝑘 ∈ ℂ𝑚,𝑛𝑘,𝐿𝑘 ,   𝑘 = 1, ⋯ , 𝐾} =
arg min
{𝐗k,𝐃𝑘∈ℂ𝑚,𝑛𝑘,𝐿𝑘 ,   𝑘 =1,⋯,𝐾} 
(∑ (𝛼‖𝚿𝑘 − 𝐃𝑘𝐗𝑘‖F
2 +𝑘=𝐾𝑘=1
(1 − 𝛼)‖𝚿𝑘 − 𝐃𝑘𝐗𝑘‖1,1 + 𝛾‖𝐗𝑘‖1,1 +
𝜂 ∑ ‖𝐃𝑘
T𝐃𝑗‖F
2
1≤𝑗≤𝐾,𝑗≠𝑘 )). 
 
1. Initiate 𝐃0 = [𝐃1
0, 𝐃2
0, ⋯ , 𝐃𝐾
0 ] for each 𝐃𝐾; 
2. for 𝑡 = 1: 𝑡𝑚𝑎𝑥 
                  Step I. Updating the sparse matrix 𝐗 =
                    [𝐗1, 𝐗2, ⋯ , 𝐗𝐾] 
3.       for k= 1: 𝐾 
4.          for 𝑗 = 1: 𝑛𝑘 
                      𝐱𝑘,𝑗
𝑡 = arg min
𝐱𝑘,𝑗
(𝛼‖𝛙𝑘,𝑗 − 𝐃𝑘
𝑡−1𝐱𝑘,𝑗‖F
2
+
                            (1 − 𝛼)‖𝛙𝑘,𝑗 − 𝐃𝑘
𝑡−1𝐱𝑘𝑗‖1,1 +
𝛾‖𝐱𝑘,𝑗‖1,1); 
5.          end 
6.       end 
   Step II. Updating the Dictionary 𝐃 =
   [𝐃1, 𝐃2, ⋯ , 𝐃𝐾] 
7.    for 𝑘 = 1: 𝐾 
8.       for 𝑙 =  1: 𝐿𝑘  
              𝚿𝑘
𝑡,𝑙 = 𝚿𝑘 − ∑ 𝐝𝑘,𝑗
𝑡𝑙−1
𝑗=1 𝐱𝑘,𝑗
𝑡,row −
∑ 𝐝𝑘,𝑗
𝑡−1𝐿𝑘
𝑗=𝑙+1 𝐱𝑘,𝑗
𝑡,row
; 
9.          Solve using the Random Search Algorithm:                  
𝐝𝑘,𝑙
𝑡 =  argmin
𝐝
(𝛼‖𝚿𝑘
𝑡,𝑙 − 𝐝𝐱𝑘,𝑙
𝑡,row‖
F
2
+ (1 − 𝛼)‖𝚿𝑘
𝑡,𝑙 − 𝐝𝐱𝑘,𝑙
𝑡,row‖
1,1
+  ∑ ‖𝐝T𝐃𝑗
𝑡‖
2
2
1≤𝑗≤𝑘−1
+  ∑ ‖𝐝T𝐃𝑗
𝑡−1‖
2
2
𝑘+1≤𝑗≤𝐾
); 
10.       end 
11.    end 
12. end 
Figure 2: DL based robust online classification 
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SRC based on hybrid norm of noise [12], namely, 
SRC(GHNM), which can handle non-Gaussian noise.  
C. Online classification for MMH tasks and comparison with 
the benchmark methods 
 The training and testing datasets for this study were generated 
first from the wearable sensor data of 10 different participants 
in the experiment described in Sec. 4.1. In this case study, 
10,000 data points were sampled for each participant from each 
MMH task, which have distinct labels for classification 
analysis. Therefore, the data set under each label consists of 
100,000 (10,000×10) sensor data points for the 10 participants. 
Consequently, the total number of data points of the overall data 
set for this case study with 8 MMH tasks/labels is 800,000 
(100,000×8). The case study of classification analysis follows 
the following three steps. 
 
Step1: Generation of the data set of this study 
 
 From the above overall data set, out of the ten participants, 
we randomly sampled seven of them and used their data for 
model training. As a result, the training dataset under each label 
consists of 70,000 (10,000×7) data points. The data of the 
remaining three participants is used for testing. So, the testing 
data set under each label consists of 30,000 (10,000×3) sensor 
data point. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Step 2: Data preparation for one run of classification analysis 
 To generate the training dataset for one run of classification 
analysis, under each label 2,500 data points were sampled from 
the training dataset generated in Step 1. Since there are a total 
of 8 different tasks (labels), the total number of training data 
points under each label is 2,500 × 8 =  20,000. For testing 
data, 1,000 points under each label were selected randomly 
from the testing dataset in Step 1. In this study, the training and 
testing data sets were created separately from different 
participants to test the predictive capability of the developed 
model for new workers’ tasks. With the proposed DL-ROC 
method, the original dimension of each sub-dictionary is 𝐃k ∈
ℝ111 ×2,500 (with the entire dictionary is with dimension of 𝐃 ∈
ℝ111 ×20,000 ), 𝑘 ∈ {1,2, ⋯ ,8} , where 111 is the number of 
sensor channels 2,500 is the number of training data points 
objective of dictionary learning for 𝐃k was set to 𝐿𝑘 = 1,600, 
or 𝐃𝑘 ∈ ℝ
111 ×1,600.  The size of sub-dictionary under each 
label (𝐿𝑘 = 1,600) is determined through a numerical study, 
which found that the size larger than 1,600 does not improve 
the performance of the methodology any more. Thus, the 
resulting dictionary has reduced dimension of 𝐃 ∈ ℝ111 ×12,800. 
Tuning parameters for all methods were optimized using cross-
validation [51]. 
 
Algorithm Carrying Walking LoK LoG LK LG Pulling Pushing 
Mean 
Values 
CT/ 
Sample 
(seconds) 
DL-ROC 
(Proposed) 
0.9772 0.9546 0.9449 0.9509 0.9770 0.9363 0.9674 0.9802 0.9611(0.0123) 
0.0037 0.9415 0.9611 0.9115 0.9217 0.9412 0.9318 0.9578 0.9911 0.9447(0.0153) 
0.9587 0.9535 0.9381 0.9259 0.9685 0.9358 0.9636 0.9864 0.9538(0.0108) 
SRC (GHNM) 
0.8517  0.8992 0.8799 0.9015 0.9001 0.8714 0.8517 0.9010 0.8821(0.0203) 
0.0056 0.8523 0.9318 0.8609 0.8711 0.8992 0.9218 0.8715 0.9115 0.8900(0.0149) 
0.8532 0.9069 0.8692 0.8857 0.9001 0.8899 0.8593 0.9052 0.8837(0.0256) 
SRC (OMP) 
0.8415 0.8912 0.8811 0.8215 0.8901 0.8511 0.8311 0.9211 0.8661(0.0321) 
0.0019 0.8217 0.9102 0.8614 0.8615 0.9011 0.9412 0.8614 0.9011 0.8824(0.0347) 
0.8416 0.9017 0.8765 0.8508 0.8849 0.8842 0.8520 0.9127 0.8756(0.0401) 
LDA 
 
0.7811 0.6511 0.3517 0.8123 0.6511 0.6911 0.7214 0.4918 0.6440(0.0501) 
0.0026 0.8125 0.7512 0.4911 0.7815 0.6715 0.7020 0.6518 0.5417 0.6754(0.0487) 
0.8042 0.6923 0.4054 0.7941 0.6598 0.9674 0.6896 0.5207 0.6917(0.0524) 
NN 
0.9115 0.7314 0.6112 0.8514 0.4418 0.7520 0.8911 0.5911 0.7227(0.0302) 
0.0180 0.8917 0.7020 0.6478 0.8612 0.5511 0.7014 0.9015 0.6217 0.7348(0.0341) 
0.9019 0.7188 0.6301 0.8611 0.4823 0.7353 0.8920 0.6042 0.7282(0.0378) 
SVM 
0.8452 0.6832 0.8446 0.8854 0.8820 0.8430 0.8775 0.8424 0.8380(0.0243) 
0.4932 0.8596 0.5595 0.8488 0.9892 0.9599 0.8542 0.9466 0.8525 0.8588(0.0291) 
0.8296 0.8692 0.8501 0.8117 0.8132 0.8299 0.8084 0.8308 0.8304(0.0221) 
k-NN 
0.9115 0.8451 0.6518 0.8614 0.8851 0.7991 0.9120 0.9215 0.8484(0.0185) 
0.0014 0.8920 0.8564 0.7125 0.8751 0.8952 0.8081 0.9054 0.9152 0.8575(0.0178) 
0.9052 0.8492 0.6901 0.8593 0.9002 0.7925 0.8952 0.9220 0.8517(0.021) 
NB 
0.3251 0.2564 0.4521 0.3257 0.2547 0.4001 0.3258 0.3874 0.3409(0.0501) 
0.0420 0.2851 0.3150 0.5217 0.3651 0.1782 0.3965 0.3814 0.4215 0.3581(0.0489) 
0.3102 0.2915 0.4853 0.4501 0.2185 0.3990 0.3617 0.4120 0.3660(0.0491) 
Table I.  Comparison of the performance for the eight predefined states in MMH tasks obtained using the proposed approach with benchmark 
classification approaches (computational time (CT) per sample is in seconds). The three numbers for each classification performance 
correspond to F-score, Recall and Precision, respectively. 
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 Parameters of the benchmark methods that are based on 
sparsity methods are as follows. SRC(GHNM) uses the 
stopping criterion chosen as the residual norm is ≤ 0.01. The 
same stopping criterion (residual norm is ≤ 0.01) is used by 
SRC(OMP). Other benchmark methods are implemented as 
following, QDA using empirical prior distribution, NN with 
one hidden layer and 45 hidden units, SVM using Gaussian 
kernel, k-NN using k = 8 neighbors, and NB using Gaussian 
distribution and empirical prior.    
 
 Parameters of the benchmark methods that are based on 
sparsity methods are as follows. SRC(GHNM) uses the 
stopping criterion chosen as the residual norm is ≤ 0.01. The 
same stopping criterion (residual norm is ≤ 0.01) is used by 
SRC(OMP). Other benchmark methods are implemented as 
following, QDA using empirical prior distribution, NN with 
one hidden layer and 45 hidden units, SVM using Gaussian 
kernel, k-NN using k = 8 neighbors, and NB using Gaussian 
distribution and empirical prior.    
 
Step 3: Classification analysis for multiple (100) runs 
 
 To test the consistency and robustness of the proposed 
 method, the classification analysis was performed with 100 
replicates. In each replicate, Step 2 was executed 
independently, namely, involving the selection of data from 7 
participants for generating the training dataset and subsequent 
use of data from the remaining 3 participants for the testing 
dataset. For each selected participant, his/her data in Step 1 was 
sampled to generate 35the training (2,500 data points) and test 
dataset (1,000 data points) for each replicate. The precision, 
recall and F-score of these classification analyses were 
calculated. Table 1 compares the results of the 8 different MMH 
tasks in the 100 replicates using the proposed DL-ROC method 
along with the benchmark methods.  
 
interpretations: 
(1) The proposed DL-ROC approach achieved the best 
classification performance among all methods. Although 
its computational speed was not the fastest, it is sufficient 
for online applications such MMH monitoring. 
Considering both classification performance and 
computational time, DL-ROC achieved the best 
performance. 
 
(2) Compared to the SRC(GHNM) method [12], the proposed 
approach improved the F-score (from 0.8821 to 0.9611) 
and reduced computational time (from 0.0056 to 0.0037 
sec.). This superiority is a consequence of the fact that the 
proposed DL-ROC: 1) minimizes redundancy and 
coherency of the data, and 2) reduces the size of the 
training dataset. 
 
(3) The proposed DL-ROC method outperforms SRC(OMP) 
in terms of classification F-score (0.9611 vs. 0.8661). This 
benefit stems from the capability of DL-ROC for handling 
non-Gaussian noise and thus outliers, whereas SRC(OMP) 
is based on Gaussian noise. Regarding computational 
speed, SRC(OMP) was faster (0.0019 sec.) due to the 
heuristic nature of OMP [20] . 
V. CONCLUSIONS  
 Most existing methods for SRC use raw data directly as a 
training dataset. Although this approach reduces the burden for 
data pre-processing, unfortunately the raw data have 
redundancy and coherency, and are also highly sensitive to 
outliers, which can each deteriorate classification performance. 
To address these limitations, this paper presents a DL-ROC 
method that is based on the DL concept and the hybrid-norm of 
noise. In the proposed DL process, for a given set of raw data 
the extracted training set is optimally learned from the raw data, 
and this is done in such a way that the redundancy of data under 
the same label and the coherency of data between different 
labels are both minimized. To enable robustness to outliers, the 
hybrid norm of the noise structure was adopted and integrated 
with the DL method, allowing the method to handle non-
Gaussian noise.  
 Performance of the proposed DL-ROC method was evaluated 
using the case of online monitoring of MMH tasks based on 
wearable sensors. A comparison with several other relevant 
methods demonstrated that DL-ROC achieved the best 
performance in terms of classification accuracy (with an 
average F-score of 0.9611), as well good computational speed 
(0.0037 second/sample data). This strong performance makes 
the proposed method a very promising means for online 
classification applications, particularly for scenarios in which 
heavy outliers and non-Gaussian noise may exist. 
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