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to be a function of r, and is called the predicted stim-
ulus of response r. As stated in Panzeri et al. (1999),
this choice for T is the smallest that could potentially
preserve the information of the identity of the stimulus.
The data processing theorem (Cover and Thomas, 1991)
states that since s
0
is a function of r alone, and not of
the true stimulus s eliciting response r, the information
about the real stimulus can only be lost and not created
by the transformation from r ! s
0
. Therefore, the true
information I is always at least as large as the decoded
information I
D
, the latter being the mutual information
between S and S
0
[1]. In order to have I and I
D
as close as
possible, it is of course necessary to choose the best s
0
for
every r. The procedure consists in identifying which of
the stimuli was most probably shown, for every elicited
response. The conditional probability of having shown











P (sjr) = max
s
P (r; s): (5)
By means of Eq. (5), a mapping r ! s
0
is estab-
lished: each response has its associated maximum likeli-
hood stimulus. Equation (4) provides the only denition
of P (sjr) that strictly follows Bayes' rule, so in this case,
the decoding is called optimal. There are other alterna-
tive ways of dening P (sjr) (Georgopoulos et al. 1986,
Wilson and McNaughton 1993, Seung and Sompolinsky
1993, Rolls et al. 1996) some of which have the appealing
property of being simple enough to be plausibly carried
out by downstream neurons themselves. The purpose of
this letter, however, is to quantify how much informa-
tion is lost when passing from r to s
0
using an optimal
maximum likelihood decoding procedure.
In general, there are several r associated with a given
s
0
. One may therefore partition the response space R
in separate classes C(s) = fr=s
0
(r) = sg, one class for






. Of course, some classes may be empty. Here, the
assumption is made that each r belongs to one and only
class (that is, Eq. (5) has a unique solution).











P (r; s); (6)






































may be calculated, and has, in fact, been used in several
experimental analyses (Rolls et al. 1996, Treves 1997,
Rolls and Treves 1998, Panzeri et al. 1999). However, up
to date, no rigorous relationship between I and I
D
has
been established. The derivation of such a relationship
is the main purpose here.
When performing a decoding procedure, r is replaced
by s
0
. Such a mapping allows the calculation of P (s
0
; s),
after which any additional structure, which may even-
tually have been present in P (r; s), is neglected. For







it becomes irrelevant whether, for a given s,
P (r
1
; s) is much bigger that P (r
2
; s) or, on the contrary,
P (r
1
; s)  P (r
2
; s). The only thing that matters is the
value of the sum of the two: their global contribution to
P (s
0
; s). As a consequence, it seems natural to consider
the detailed variation of P (r; s) within each class, when
estimating the information lost in the decoding.
In this spirit, and aiming at quantizing such a loss of
information, P (r; s) is written as
















joint probability P (r; s), which in principle may have
quite a complicate shape inR space, is separated into two
terms. The rst one is at inside every single class C(s
0
),
and the second is whatever needed to re-sum P (r; s). It





(r; s) = 0; (10)




















(r) = 0: (13)
Replacing Eqs. (9) and (11) in the mutual information































is a properly dened distribution, since it can be shown
to be normalized and non-negative. The term in the right
of Eq. (14) is the Kullback-Leibler divergence (Kullback
1968) between the distributions P and Q, which is guar-
anteed to be non negative. This conrms the intuitive
result I
D
 I, the equality being only valid when
(r)P [s
0
(r); s] = (r; s)P [s
0
(r)]; (16)
for all r and s.
Equation (14) states the quantitative dierence be-
tween the full and the decoded information, and is the
main result of this letter. The amount of lost information
is therefore equal to the informational distance between
the original probability distribution P (r; s) and a new























Q(r; s) = P (r): (18)
Therefore, the decoded information can be interpreted
as a full mutual information between the stimuli and the
responses, but with a distorted probability distribution
Q(r; s). In this context, the dierence I   I
D
is no more
than the distance between the true distribution P (r; s)
and the distorted one Q(r; s).
When is Eq. (16) fullled? Surely, if there is at most
one response in each class,  is always zero, and I = I
D
.
Also, if P (r; s) is already at in each class, there is no in-
formation loss. However, if P (r; s) is not at inside every






a suitable P (s
0
; s) and some function P
s
0
(r) that sums up
to unity within C(s
0
), one can easily show that Eq. (16)











; s) is independent
of r, for all s. In other words, within each class C(s
0
),
the dierent functions P (rjs) obtained by varying s dif-
fer from one another by a multiplicative constant. These
conditions coincide with the ones given by Panzeri et al.
(1999) for having an exact decoding, within the short
time limit. However, in the present derivation there are
no assumptions about the interval in which responses are
measured. Therefore, the decoding being exact whenever
Eq. (16) is fullled is not a consequence of the short time
limit carried out by Panzeri et al. (1999), but rather, a
general property of the maximum likelihood decoding.
Next, by making a second order Taylor expansion of






















































Therefore, in the small  limit, the dierence between I
and I
D
is quadratic in the distortions (r; s) and (r).
This means that if in a given situation these quantities
are guaranteed to be small, then the decoded information
will be a good estimate of the full information. Equation













































As a consequence, the relevant parameter in determin-
ing the size of E(s
0
; s) is given by the mean value|
within C(s
0
)|of a function that essentially measures how
dierent are the true probability distributions P (r; s)












To summarize, this letter presents the maximum like-
lihood decoding as an articial|but useful|distortion
of the distribution P (r; s) within each class C(s
0
). The
decoded information is shown to be also a mutual infor-
mation, the latter calculated with the distorted probabil-
ity distribution. The dierence between I and I
D
is the
Kullbach-Leibler distance between the true and distorted
distributions. As such, it is always non negative, and it
is easy to identify the conditions for the equality between
the two information measures. Finally, for small distor-
tions , the amount of lost information is expressed as
a quadratic function in . In short, the aim of the work
is to present a formal way of quantizing the eect of an
optimal maximum likelihood decoding.
It should be kept in mind that in real situations, where
only a limited amount of data is available, the estimation
of P (rjs) may well involve a careful analysis in itself.
Some kind of assumption (as for example, a Gaussian
shaped response variability) is usually required. The va-
lidity of the assumptions made depend on the particular
data at hand. An inadequate choice for P (rjs) may of
course lead to a distorted value of I, and in fact, the bias
4may be in either direction. If the choice of P (rjs) does
not even allow the correct identication of the maximum
likelihood stimulus (see Eq. (5)), then the calculated
value of I
D
will also be distorted. The purpose of this
letter, however, is to quantify how much information is
lost when passing from r to s
0
(r). No attempt has been
made to quantify I or I
D




; s) is dened in terms of P (r; s) with-
out actually decoding the stimulus to be associated to
each response. For example, P (s
0







(r) (Treves, 1997). This approach,
although formally sound, is not based in a r ! s
0
map-
ping, and does not allow a partition of R into classes.
It is therefore is not directly related to the analysis pre-
sented here. However, there might be analogous deriva-
tions where one may get to quantify the information loss
also in this case.
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[1] It should be kept in mind, however, that when I
D
is cal-
culated from actual recordings, its value is typically over-
estimated, because of limited sampling. Therefore, when
dealing with real data sets, one may eventually obtain a
value for I
D
that surpasses the true mutual information
I. Nevertheless, whenever the number of elements in S
0
is
signicantly smaller than the number of responses r, the
sampling bias in I
D
will be bound by the one obtained in
the estimation of I.
