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Abstract
A sequential sampling algorithm or adaptive sampling algorithm is a sampling algorithm that obtains instances sequentially one
by one and determines from these instances whether it has already seen enough number of instances for achieving a given task. In
this paper, we present two typical sequential sampling algorithms. By using simple estimation problems for our example, we explain
when and how to use such sampling algorithms for designing adaptive learning algorithms.
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1. Introduction
Random sampling is an important technique in computer science for developing efﬁcient randomized algorithms.
A task such as estimating the proportion of instances with a certain property in a given data set can often be achieved
by randomly sampling a relatively small number of instances. Sample size, i.e., the number of sampled instances,
is a key factor for sampling, and for determining appropriate sample size, so-called concentration bounds or large
deviation bounds have been used (see, e.g., [9]). In particular, the Chernoff bound [2] and the Hoeffding bound [14]
have been used commonly in theoretical computer science because they derive a theoretically guaranteed sample size
sufﬁcient for achieving a given task with given accuracy and conﬁdence. There are some cases, however, where these
bounds can provide us with only overestimated or even unrealistic sample size. In this paper, we show that “sequential
sampling algorithms” are applicable for some of such cases to design adaptive randomized algorithmswith theoretically
guaranteed performance.
A sequential sampling algorithm or adaptive sampling algorithm is a sampling algorithm that obtains instances
sequentially one by one and determines from these instances whether it has already seen enough number of instances
for achieving a given task. Intuitively, from the instances seen so far, we can more or less obtain some knowledge on
the input data set, and it may be possible to estimate an appropriate sample size. Recently, we have proposed [7,8] a
sequential sampling algorithm for a general hypothesis selection problem (see also [6] for some preliminary versions).
Our main motivation was to scale up various known learning algorithms for practical applications such as data mining
(see, e.g., discussions in [8]). While some applications and extensions of our approach towards this direction have
been reported [1,4,20], it has been also noticed [3,5] that sequential sampling allows us to add “adaptivity” to learning
algorithms while keeping their worst-case performance. In this paper, we use some simple examples and explain when
and how to use sequential sampling for designing such adaptive learning algorithms.
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The idea of “sampling on-line” is quite natural, and it has been studied in various contexts. First of all, statisticians
made signiﬁcant accomplishments on sequential sampling during World War II [21]. In fact, from their activities,
a research area on sequential sampling—sequential analysis—has been formed in statistics. Thus, it may be quite
likely that some of the algorithms explained here have been already found in their contexts. (For recent studies on
sequential analysis, see, e.g., [10,11].) In computer science, sequential sampling techniques have been studied in the
database community. Lipton and Naughton [17] and Lipton et al. [16] proposed adaptive sampling algorithms for
estimating query size in relational databases. Later Haas and Swami [13] proposed an algorithm that performs better
than the Lipton–Naughton algorithm in some situations. More recently, Lynch [18] gave a rigorous analysis to the
Lipton–Naughton algorithm. Roughly speaking, the spirit of sequential sampling is to use instances observed so far for
reducing a current and future computational task. This spirit can be found in some of the learning algorithms proposed
in machine learning community. For example, the Hoeffding race proposed by Maron and Moore [19] attempts to
reduce a search space by removing candidates that are determined hopeless from the instances seen so far. A more
general sequential local search has been proposed by Greiner [12].
All the above approachesmore or less share the samemotivation. That is, they attempt to design “adaptive algorithms”
that can make use of the advantage of the situation to reduce sample size (or in general, computation time) whenever
such reduction is indeed possible. We believe that some of these approaches can be formally discussed so that we can
propose adaptive learning algorithms with theoretically guaranteed performance.
This paper has some overlap with the author’s previous survey paper on sequential sampling [22].
2. Our problem and statistical bounds
In this paper, we ﬁx one simple estimation problem for our basic example, and discuss sampling techniques on this
problem or its variations. Let us specify our problem. Let D be an input data set; here it is simply a set of instances.
Let B be a Boolean function deﬁned on instances in D. That is, for any x ∈ D, B(x) takes either 0 or 1. Our problem is
to estimate the probability pB that B(x) = 1 when x is given at random from D; in other words, the ratio of instances
x in D such that B(x) = 1 holds.
Clearly, the probability pB can be computed by counting the number of instances x in D for which B(x) = 1 holds.
In fact, this is only the way if we are asked to compute pB exactly. But we consider the situation where D is huge
and it is impractical to go through all instances of D for computing pB . A natural strategy that we can take in such
a situation is random sampling. That is, we pick up some instances of D randomly and estimate the probability pB
on these selected instances. Without seeing all instances, we cannot hope for computing the exact value of pB . Also
due to the “randomness”, we cannot always obtain a desired answer. Therefore, we must be satisﬁed if our sampling
algorithm yields a good approximation of pB with reasonable probability. In this paper, we will discuss this type of
approximate estimation problem.
Our estimation problem is completely speciﬁed by ﬁxing an “approximation goal” that deﬁnes the notion of
“good approximation”. We consider the following one for our ﬁrst approximation goal. (In the following, we will
use p˜B to denote the output of a sampling algorithm (for estimating pB ); thus, it is a random variable and the proba-
bility below is taken w.r.t. this random variable.)
Approximation Goal 1 (Absolute error bound). For given  > 0 and , 0 <  < 1, the goal is to have
Pr[|p˜B − pB |] > 1 − . (1)
As mentioned above, the simplest sampling algorithm for estimating pB is to pick up instances of D randomly and
estimate the probability pB on these selected instances. Fig. 1 gives the precise description of this simplest sampling
algorithm, which we call Batch Sampling algorithm. Here the only assumption we need (for using the statistical bounds
explained below) is that we can easily pick up instances from D uniformly at random and independently.
The description of Batch Sampling algorithm of Fig. 1 is still incomplete since we have not speciﬁed the way to
determine n, the number of iterations or sample size. Of course, to get an accurate estimation, the larger the n the better;
on the other hand, for the efﬁciency, the smaller the n the better. We would like to achieve a given accuracy with as
small sample size as possible.
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Batch Sampling
begin
m ← 0;
for n times do
get x uniformly at random from D;
m ← m + B(x);
output m/n as an approximation of pB ;
end.
Fig. 1. Batch Sampling.
To determine appropriate sample size, we can use several statistical bounds, upper bounds of the probability that a
random variable deviates far from its expectation. Here, we explain the Hoeffding bound [14] and the Chernoff bound
[2] that have been used in computer science. (In practice, the bound derived from the Central Limit Theorem gives
a better (i.e., smaller) sample size. But the Central Limit Theorem holds only asymptotically, and, furthermore, the
difference is within a constant factor. Thus, it is omitted here (see, e.g., [9,22]).)
For explaining these bounds, let us prepare some notations. Let X1, . . . , Xn be independent trials, which are called
Bernoulli trials, such that, for 1 in, we have Pr[Xi = 1] = p and Pr[Xi = 0] = 1−p for some p, 0 < p < 1. Let
X be a random variable deﬁned by X =∑ni=1 Xi . Then its expectation E[X] = np; hence, the expected value of X/n
is p. The following two bounds, respectively, give an upper bound of the probability that X/n differs from p, say, .
Remarks on Notations: In order to distinguish absolute and relative error bounds, we will use, throughout this paper,
symbols  and ε for absolute and relative error bounds, respectively. We use below exp(x) to denote ex , where e is the
base of the natural logarithm.)
Theorem 1 (The Hoeffding Bound [14]). For any , 0 <  < 1, we have the following relations:
Pr
[
X
n
> p + 
]
exp(−2n2), Pr
[
X
n
< p − 
]
exp(−2n2).
Theorem 2 (The Chernoff Bound [2]). For any ε, 0 < ε < 1, we have the following relations:
Pr
[
X
n
> (1 + ε)p
]
exp
(
−pnε
2
3
)
, Pr
[
X
n
< (1 − ε)p
]
exp
(
−pnε
2
2
)
.
By using these bounds, we calculate “safe” sample size, the number n of examples, so that Batch Sampling satisﬁes
our approximation goals. Here we consider Goal 1, i.e., bounding the absolute estimation error. It is easy to prove that
the following bounds work. (The proof is easy and it is omitted.)
Theorem 3. For any  > 0 and , 0 <  < 1, if Batch Sampling uses sample size n satisfying one of the following
inequalities, then it satisﬁes bound (1).
n >
1
22
ln
(
2

)
, (2)
n >
3pB
2
ln
(
2

)
. (3)
This theorem shows that the simplest sampling algorithm, Batch Sampling, can be used to achieve the Approximation
Goal 1 with a reasonable sample size. Let us see how the above (sufﬁcient) sample size grows depending on given
parameters. In both bounds (2) and (3), n grows proportional to 1/2 and ln(1/). Thus, it is costly to reduce the
(absolute) approximation error. On the other hand, we can reduce the error probability (i.e., improve the conﬁdence)
quite a lot without increasing the sample size so much.
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3. Absolute error vs. relative error
For another typical approximation goal, we consider the following one.
Approximation Goal 2 (Relative Error Bound). For given  > 0 and ε, 0 < ε < 1, the goal is to have
Pr[|p˜B − pB |εpB ] > 1 − . (4)
Here again we try our Batch Sampling algorithm to achieve this goal. Since the Chernoff bound is stated in terms of
relative error, it is immediate to obtain the following sample size bound. (We can get a similar but less efﬁcient sample
size bound by using the Hoeffding bound.)
Theorem 4. For any  > 0 and ε, 0 < ε < 1, if Batch Sampling uses sample size n satisfying the following inequality,
then it satisﬁes (4).
n >
3
ε2pB
ln
(
2

)
. (5)
The above size bound is similar to (3). But it does not seem easy to use because pB , the probability what we want to
estimate, is in the denominator of the bound (cf. In the case of (3), we can safely assume that pB = 1). Nevertheless,
there are some cases where a relative error bound is easier to use and the above size bound (5) provides a better analysis
to us. We show such examples below.
We consider some variations of our estimation problem. First one is the following problem:
Problem 1. Let 0 > 0 be any constant and ﬁxed. For a given p0, determine (with conﬁdence > 1 − 0) whether
pB > p0 or not. We may assume that either pB > 3p0/2 or pB < p0/2 holds.
That is, we would like to “approximately” compare pB with p0. Note that we do not have to answer correctly when
p0/2pB3p0/2 holds.
First we use our sample size bound (2) for Approximation Goal 1. It is easy to see that the requirement of the problem
is satisﬁed if we run Batch Sampling algorithm with sample size n1 computed by using  = p0/2 and  = 0, and
compare the obtained p˜B with p0. That is, we can decide (with high conﬁdence) that pB > p0 if p˜B > p0 and pB < p0
otherwise. Note that the sample size n1 is 2c/p20, where c = ln(2/0).
On the other hand, by using the sample size bound (5), we can take the following strategy. Let n2 = 48c/p0, the
sample size computed from (5) with ε = 1/2, pB = p0/2, and  = 0, where c = ln(2/0) as above. Run Batch
Sampling with this n2 and let p˜B be the obtained estimation. Then compare p˜B with 3p0/4. We can prove that with
probability 1 − 0, we have pB > p0 if p˜B3p0/4 and pB < 3p0 otherwise.
Comparing two sample size n1 and n2, we note that n1 = O(1/p20) and n2 = O(1/p0); that is, n2 is asymptotically
better than n1. One reason for this difference is that we could use large ε (i.e., ε = 1/2) for computing n2.
Next consider the problem of estimating the product probability. Instead of estimating one probability pB , we
consider here a sequence of probabilities p1, . . . , pT , where each pt is deﬁned as the probability that Bt(x) holds for
instance x randomly chosen from its domain Dt . Now our problem is to estimate their product PT = ∏Tt=1 pt within
a given absolute error bound. That is, the following problem:
Problem 2. Let 0 > 0 be any constant and ﬁxed. For a given 0, obtain an estimation P˜T of PT such that
Pr[|P˜T − PT |0] > 1 − 0. (6)
This is a simpliﬁed version of the problem solved by Kearns and Singh [15] for approximating someMarkov decision
process, and the following improvement is due to Domingo [3].
We may assume that, for each t, 1 tT , it is easy to pick up instances from Dt uniformly at random and indepen-
dently. Thus, by using Batch Sampling, we can get an approximate estimation p˜t of each pt . Here again we use sample
size bounds for two approximation goals.
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The strategy used by Kearns and Singh [15] is essentially based on the bound (2) for Approximation Goal 1. Their
algorithm is outlined as follows:
Step 1: Check whether there is some t, 1 tT , such that pt < 0. (For this, we can use almost the same strategy
used for solving Problem 1 by Batch Sampling; we omit the detail.) If pt < 0, then we can simply estimate P˜T = 0,
which satisﬁes the requirement because PT 0.
Step 2: Otherwise, for some  speciﬁed later and  = 0/T , compute the sample size n1 for achieving Goal 1 by
Batch Sampling. (Let us use bound (2) here.) Run Batch Sampling algorithm with sample size n1 on Dt for each t,
1 tT , getting the estimate p˜t of pt . Then obtain the estimation P˜T of PT as the product of all p˜t .
Here, we show that the obtained P˜T satisﬁes the desired accuracy and conﬁdence; we also estimate the number of
examples used in this algorithm. (We only consider Step 2 and omit the analysis of Step 1 that is essentially the same
as the one we did for Problem 1.)
It follows from our choice of n1 that the following holds with probability 1 − 0. (We also have a lower bound
inequality, which can be treated symmetrically.)
P˜T =
T∏
t=1
p˜t
T∏
t=1
(pt + ).
But since pt0, we have
T∏
t=1
(pt + )
T∏
t=1
pt
(
1 + 
0
)
=
(
1 + 
0
)T T∏
t=1
pt =
(
1 + 
0
)T
PT .
Then by letting  = 20/(2T ), we have the desired bound, i.e., P˜T PT + 0.
Next consider the number N1 of examples used at Step 2. Let c = ln(T /0), then N1 is estimated as follows.
(Precisely speaking, c is not constant but O(ln T ) even if we assume that 0 is constant, but we omit this small factor
for the simplicity.)
N1 = T · n1 = T · ((c/2) · (2T/20)2) = 2c · (T 3/40).
Now let us see that the argument becomes much simpler if we compute sample size using bound (5) for Approximation
Goal 2. The outline of algorithm is similar to the above. In fact, Step 1 is exactly the same; thus, we state only Step 2.
Step 2: For some ε speciﬁed later and  = 0/T , compute the sample size n2 for achievingGoal 2 by Batch Sampling.
For computing n2 with bound (5), we need to know pt (for each t); but, we can simply use 0 for pt since we can
assume here that pt0 for all t. Again run Batch Sampling algorithm with sample size n2 on each Dt , 1 tT , to
get estimate p˜t of pt . Then obtain the estimation P˜T of PT as the product of all p˜t .
To see that this algorithm solves Problem 2, we ﬁrst note that the following holds with probability 1 − 0.
P˜T =
T∏
t=1
p˜t
T∏
t=1
pt (1 + ε) = (1 + ε)T
T∏
t=1
pt = (1 + ε)T PT .
Then the accuracy condition is satisﬁed by letting ε = 0/(2T ).
On the other hand, the number N1 of examples used at Step 2 is estimated as follows. (Here, c is the same as the one
used for estimating N1.)
N2 = T · n2 = T · ((3c/0) · (2T/0)2) = 12c · (T 3/30).
Thus, N1 = O(T 3/40) and N2 = O(T 3/30). That is, N2 is asymptotically better than N1.
4. Adaptive sampling for bounding the relative error
In the previous section, we have seen some examples such that we can design an asymptotically better algorithm
by bounding the relative error (instead of the absolute error) in the approximation problem. On the other hand, for
computing the size bound (5), we need to know pB or its appropriate lower bound, which is not easy in some cases.
Even if we can use a lower bound p0 for pB , the actual pB may be usually much larger than p0, and we almost always
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Adaptive Sampling
begin
m ← 0; n ← 0;
while m < A do
get x uniformly at random from D;
m ← m + B(x); n ← n + 1;
output m/n as an approximation of pB ;
end.
Fig. 2. Adaptive Sampling.
have to use unnecessarily large sample sets. For example, for solving Problem 2 in the previous section, we used 0 for
pt (for each t) because we could assume that pt0. This gives us the sample size n2 = O(T 2/30). But among all pt ,
1 tT , if many of them are much larger than 0, then this sample size is unnecessarily big.
One way to avoid this problem is to perform presampling. By running our sampling algorithm, e.g., Batch Sampling,
with small sample size and obtain some “rough” estimate of pB . Although it may not be a good approximation of
pB , we can use it to determine appropriate sample size for main sampling. This is the strategy often suggested in
statistics textbooks. But further note that we do not have to separate presampling and main sampling. In the course of
sampling, we can improve our knowledge on pB ; why don’t we use it! This is the key idea of our “adaptive sampling”
techniques. Technically, what we need for implementing this approach is a stopping condition that determines whether
it has already seen enough number of examples by using the current estimation of pB .
Lipton et al. [16,17] realized this intuitive idea and proposed adaptive sampling algorithms for query size estimation
and related problems for relational database. Our approximate estimation of pB is a special case of estimating query
sizes. Thus, their algorithm is immediately applicable to our problem. (On the other hand, the proof presented here
is for the special case, and it may not be used to justify the original adaptive sampling algorithm proposed by Lipton
et al., see [18].)
Fig. 2 is the outline of the adaptive sampling algorithm of [16]. Though it is simpliﬁed, the adaptive sampling part
is essentially the same as the original one. As we can see, the structure of the algorithm is simple. It runs until it sees
more than A examples x with B(x) = 1.
To complete the description of the algorithm, we have to specify the way to determine A. Here we use the Chernoff
bound and derive the following formula for computing A. (The proof is given in Appendix.)
Theorem 5. For any  > 0 and ε, 0 < ε < 1, if Adaptive Sampling uses the following A, then it satisﬁes (4) with
probability > 1 − .
A >
3(1 + ε)
ε2
ln
(
2

)
.
Furthermore, with probability > 1 − /2, the sample size n satisﬁes
n 3(1 + ε)
(1 − ε)ε2pB ln
(
2

)
. (7)
Compare the sample size given by (5) and (7). Since ε is usually small, the difference is within some constant factor.
That is, the sample size of this Adaptive Sampling algorithm is almost optimal; it is almost the same as the best case
where the precise pB is given. Therefore, if our target algorithm is designed with the bound (5) for Goal 2, then we
can add “adaptivity” to the algorithm without (drastically) changing the worst-case performance of the algorithm. For
example, consider the previous Problem 2 of estimating the product probability PT . We can modify the second strategy
by replacing Batch Sampling with Adaptive Sampling. Then with some small constant c′ > 0, new sample size N3 is
(with high probability) bounded by
N3c′ · (12c) · (T 3/(p020)),
where p00 is a lower bound for p1, . . . , pT . In the worst case (i.e., p0 = 0), N3 = O(T 3/30), which is the same
order as N2. On the other hand, if the situation is favorable and p0 is large, say, p0 > 1/2, then N3 gets decreased
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and we have N3 = O(T 3/20). That is, we could add “adaptivity” to our new strategy without changing the worst-case
performance.
5. Adaptive sampling for general utility functions
Wehave seen twoways for estimatingpB within either an absolute or a relative error bound. But in some applications,
we may need the other closeness conditions, or in more general, we might want to estimate not pB but some other
“utility function” computed from pB . For example, let us consider the following problem:
Problem 3. Let 0 > 0 be any constant and ﬁxed. Determine (with conﬁdence > 1 − 0) whether pB > 1/2 or not.
Here we may assume that either pB > 1/2 + 0 or pB < 1/2 − 0 holds for some 0.
Problem 3 is similar to Problem 1, but these two problems have different critical points. That is, Problem 1 gets
harder when p0 gets smaller, whereas Problem 3 gets harder when 0 gets smaller. In other words, the closer pB is to
1/2, a more accurate estimation is necessary, and hence more samples are needed. Thus, for solving Problem 3, what
we want to estimate is not pB itself but the following value:
uB = pB − 12 .
More speciﬁcally, the above problem is easily solved if the following approximation goal is achieved. (In the following,
we use u˜B to denote the output of a sampling algorithm for estimating uB . Note that uB is not always positive.)
Approximation Goal 3. For given  > 0 and ε, 0 < ε < 1, the goal is to have
Pr[|u˜B − uB |ε|uB |] > 1 − . (8)
The problem of estimating uB arises when implementing “boosting” techniques in some framework. Boosting is a
technique to improve accuracy of a given (weak) learning algorithmby running it several times bymodifying distribution
over the instance space. For this modiﬁcation, it is necessary (in some boosting framework) to estimate the “advantage”
of an obtained hypothesis, h, which is deﬁned as ph − 1/2, where ph is the probability that h answers correctly on
randomly generated instance under the current distribution. It is possible to estimate this advantage by Batch Sampling.
But as before, Batch Sampling requires the worst-case sample size, which is not good if the current hypothesis h has
large advantage. That is, by using Batch Sampling, we would loose some “adaptivity” in the boosting process. This
problem can be solved by using the adaptive sampling algorithm that we will explain here. (In fact, this is one of the
motivations for us to develop this adaptive sampling algorithm [4].)
For achieving Approximation Goal 3, sequential sampling is again helpful. One might want to modify our pre-
vious Adaptive Sampling algorithm for this new approximation goal. For example, by replacing its while-condition
“m < A” with “m − n/2 < B” and by choosing B appropriately, we may be able to satisfy the new approximation
goal. Unfortunately, though, this naive approach does not seem to work. In the previous case, the stopping condition
(i.e., the negation of the while-condition “m < A”) was monotonic; that is, once mA holds at some point, this
condition is unchanged even if we keep sampling. On the other hand, even if m − n/2B holds at some point, the
condition may be falsiﬁed later if we keep sampling. Due to this nonmonotonicity, one of the key lemmas for proving
Theorem 5 (i.e., Lemma A.2) does not hold.
Fortunately, we can deal with this nonmonotonicity by using a slightly more complicated stopping condition. In
Fig. 3, we state an adaptive sampling algorithm for Approximation Goal 3. Note that the algorithm does not use any
information onuB ; hence, we can use it without knowinguB at all. On the other hand, as shown in the following theorem,
the algorithm estimates uB with the desired accuracy and conﬁdence. (The proof outline is given in Appendix.)
Theorem 6. For any  > 0 and ε, 0 < ε < 1, Nonmonotonic Adaptive Sampling satisﬁes (8). Furthermore, with
probability more than 1 − , we have
sample size<∼
2(1 + 2ε)2
(ε|uB |)2 ln
(
1
ε|uB |
)
.
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Nonmonotonic Adaptive Sampling
begin
m ← 0; n ← 0;
u ← 0;  ← ∞;
while |u| < (1 + 1/ε) do
get x uniformly at random from D;
m ← m + B(x); n ← n + 1;
u ← m/n − 1/2;
 ← √(1/2n) ln(n(n + 1)/);
output u as an approximation of uB ;
end.
Fig. 3. Nonmontonic Adaptive Sampling.
To see the advantage ofNonmonotonicAdaptive Sampling, let us go back Problem 3 and solve it using this algorithm.
Note ﬁrst that Problem 3 is solvable by Batch Sampling; we can use one of the bounds (2) and (3) for achieving
Approximation Goal 1 by Batch Sampling. For example, let n′1 be the sample size computed by using bound (2) with
 = 0 and  = 0. Then we can determine pB > 1/2 (with the desired conﬁdence) if the estimate p˜B obtained by
running Batch Sampling with n′1 is larger than 1/2. Here the sample size n′1 is O(1/20).
On the other hand, to use our Nonmonotonic Adaptive Sampling for Problem 3, we need to execute the algorithm
with ε = 1/2 and  = 0. Then with probability 1 − 0, the algorithm yields u˜B of uB within relative error bound
ε = 1/2. Recall that |uB | > 0 (from the condition given in Problem 3). Hence, if uB > 0 (resp., uB < 0), then it must
hold that u˜B > 0/2 (resp., u˜B < −0/2). Thus, we can decide pB > 1/2 (i.e., uB > 0) if u˜B > 0, and pB < 1/2
(i.e., uB < 0) otherwise. That is, Problem 3 is solvable with conﬁdence > 1−0. On the other hand, it follows from the
above theorem that the sample size is about O(1/|uB |2) with high probability. (Here we ignore the ln(1/|uB |) factor.)
Now compare these two sample sizen′1 andn′2. Sincewe can assume that |uB | > 0, the sample sizen′2 = O(1/|uB |2)
is, in the worst case, essentially the same as the sample size n′1 = O(1/20) for Batch Sampling. That is, our algorithm
enjoys “adaptivity” while keeping almost the same worst-case sample size. Recall the difference between the sample
size n1 and n2 we have seen at Problem 1. One reason that n2 is asymptotically smaller than n1 is that we could
use a relatively large ε for computing n2, because Approximation Goal 2 was suitable for Problem 1. Here again,
Approximation Goal 3 is suitable for Problem 3; thus, we could choose large constant, i.e., 1/2, for ε.
6. Concluding remarks
We have seen some examples of sequential sampling algorithms and the way they are used for designing adaptive
algorithms. For our explanation, we have used a very simple probability estimation problem and its variations, but
there are many other interesting problems we can solve by using sequential sampling algorithms. For example, we have
originally developed sequential sampling algorithms for selecting nearly optimal hypothesis [8], and some extension
of our hypothesis selection technique has been also reported in [20].
Although only a simple utility function is considered, we may be able to use various functions deﬁned on one or
more estimated probabilities. For example, estimating the entropy or some pseudoentropy function by some sequential
sampling technique is an interesting and practically important problem. In our general sampling algorithm [8], we have
only considered utility functions that can be approximated by some linear function, because otherwise sample size may
become very large. Since the entropy function does not belong to this function family, we need to ﬁnd some way to
bound sample size to a reasonable level.
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Appendix A. Proof outlines of Theorems 5 and 6
Here for the reader’s convenience, we give proof outlines of Theorems 5 and 6. For the details and for more general
results, see the original papers [16] (also [18]) for Theorem 5 and [8] for Theorem 6.
A.1. Theorem 5
Let any  > 0 and ε, 0 < ε < 1, be ﬁxed, and letA be any number satisfying the condition of the theorem for ε and .
Also in the following discussion, let t denote the number of execution of the while-iterations until Adaptive Sampling
halts. In other words, the algorithm has seen t examples and then the while-condition breaks. (In the following, we
simply call this situation “the algorithm halts at the tth step”.) Note that t is a random variable that varies depending
on the examples drawn from D. Let mt and pt denote the value m and m/n when the algorithm halts at the tth step.
Since the while-condition breaks at the tth step, it holds that Amt . On the other hand, mt < A + 1 holds because
the while-condition holds before the tth step. Hence we have A/tpt < (A + 1)/t . Here in order to simplify our
discussion, we assume that pt ≈ A/t . In fact, we will see below (Lemma A.1) that t is larger than 1/(ε2pB) with
high probability; thus, the difference (A + 1)/t − A/t(= 1/t) is negligible compared with the error bound εpB . Now
assuming pt ≈ A/t , it is easy to see that pt is within the desired range [(1 − ε)pB, (1 + ε)pB ] (i.e., |pt − pB |εpB )
if and only if
A
(1 + ε)pB  t
A
(1 − ε)pB
holds for t. Therefore, the theorem follows from the following two lemmas. (Recall that t is a random variable, and the
probabilities below are taken w.r.t. this random variable.)
Lemma A.1. Pr[t < A/((1 + ε)pB)] < /2.
Lemma A.2. Pr[t > A/((1 − ε)pB)] < /2.
Notice that t is also the number of examples used; thus, the sample size bound (7) is immediate from Lemma A.2.
Proof of Lemma A.1. We would like to estimate the above probability, and for this purpose, we want to regard the
values B(x) ∈ {0, 1} of chosen examples x as the result of Bernoulli trials so that we can use the statistical bounds
explained in Section 2. There is, however, one technical problem. These statistical bounds are valid for ﬁxed number
of trials, i.e., examples in this case. On the other hand, the number of examples t itself is a random variable. Here we
can get around this problem by arguing in the following way.
Let t0 = A/((1+ ε)pB). Then our goal is to bound the probability that the algorithm halts within t0 steps. (For the
simplicity, let us assume that t0 is strictly smaller than A/((1+ ε)pB).) Now we modify our algorithm so that it always
sees exactly t0 examples. That is, this new algorithm just ignores the while-condition and repeats the while-iteration
exactly t0 times. Consider the situation that the original algorithm does halt at the tth step for some t t0. Then we
have mtA at the tth step. Though the algorithm stops here, if we continued the while-iteration after the tth step, we
would clearly have mt0A at the t0th step. That is, m˜0A in the modiﬁed algorithm, where m˜0 denotes the value of
m when the modiﬁed algorithm halts (after seeing t0 examples). Conversely, if m˜0A in the modiﬁed algorithm, then
the original algorithm (under the same situation) should have halted within t0 steps. From this observation, we have
Pr[A halts at the t th step for some t t0]
= Pr[m˜0A in the modiﬁed algorithm].
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On the other hand, the modiﬁed algorithm always sees t0 examples; that is, it is Batch Sampling. Thus, we can use
the Chernoff bound to analyze the right-hand side probability. By our choice of mt0 and A, it is easy to prove that the
right-hand side probability is at most /2. Thus, the desired bound is proved. unionsq

One remark on the proof. The reason that we could argue by considering only the t0th step is because the stopping
condition “mA” is monotonic. This property does not hold when we consider more general approximation goals like
Goal 3.
Proof of Lemma A.2. Let t1 = A/((1 − ε)pB). We want to bound the probability that the algorithm does not halt
after the t1th step. Again we consider the modiﬁcation of the algorithm; here we modify the algorithm so that it sees
exactly t1 examples. Then as before, we can show that the original algorithm does not halt at the t1th step if and only
if m˜1 < A, where m˜1 is the value of m when the modiﬁed algorithm halts. Thus, it sufﬁces to bound Pr[m˜1 < A] by
/2, which is again provable by using the Chernoff bound. unionsq

B.1. Theorem 6
The proof outline is basically the same as the one for Theorem 5.
Again let t be a random variable whose value is the step when the algorithm terminates. For any k1, we use uk
and k to denote, respectively, the value of u and  at the kth step. Deﬁne t0 and t1 by
t0 = min
k
{kε|uB |}, and t1 = min
k
{kε|uB |/(1 + 2ε)}.
Since k decreases monotonically in k, both t0 and t1 are uniquely determined, and t0 t1.
We ﬁrst show that if t0 t t1, that is, if the algorithm halts no earlier than the t0th step nor later than the t1th step,
then its output ut is in the desired range.
Lemma A.3. If t0 t t1, then we have |ut − uB |ε|uB | with probability > 1 − /(2t0).
Next we show, in the following two lemmas, that with reasonable probability the algorithm halts between the t0th
and t1th steps. Then Theorem 6 follows from these lemmas.
Lemma A.4. Pr[t < t0] < (1 − 1/t0).
Lemma A.5. Pr[t > t1] < /(2t0).
Proof of Lemma A.3. Since the algorithm stops at the tth step, the while-condition holds at the (t − 1)th step; that is,
we have |ut−1| < t−1(1 + 1/ε). Here t is large enough so that we may assume that the difference between |ut | and
|ut−1| and the difference between t and t−1 are both negligible. Then we have
|ut |<∼t
(
1 + 1
ε
)
t0
(
1 + 1
ε
)
ε|uB |
(
1 + 1
ε
)
= (1 + ε)|uB |, (9)
where the last inequality is from the choice of t0.
Similarly by using t t1 and assuming that t1 ≈ ε|uB |/(1 + 2ε), we can prove that
|ut |>∼(1 − ε)|uB |. (10)
Now if ut and uB have the same sign, then the lemma follows from (9) and (10). On the other hand, if ut and uB
have different signs, then they must be quite different because |ut |t (1 + 1/ε); the difference is far enough for us
to prove, by using the Hoeffding bound, that such a situation occurs with probability < /(t (t + 1))/(2t0) (since
t t01). unionsq
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Proof of Lemma A.4. In order to bound Pr[t < t0], we ﬁrst consider, for any k, 1k < t0, the modiﬁcation of the
algorithm that sees exactly k examples. Let u˜k denote the value of u when the modiﬁed algorithm halts (after seeing
k examples), and let Pk denote the probability Pr[|u˜k|k(1 + 1/ε)]. Note that if the original algorithm halts at the
kth step, then we have |u˜k|k(1 + 1/ε) in the modiﬁed algorithm. (The converse does not always hold.) Thus, the
probability that the original algorithm halts at the kth step (i.e., Pr[t = k]) is bounded by Pk .
Consider any k, 1k < t0. From the choice of t0, we have k > ε|uB | because k < t0. Thus, we have
Pk = Pr
[
|u˜k|k
(
1 + 1
ε
)]
 Pr[|u˜k| > |uB | + k].
This means thatPk Pr[u˜k > uB +k] if u˜k0, andPk Pr[u˜k < uB −k] otherwise. Both probabilities are bounded
by using the Hoeffding bound in the following way. (Here we only state the bound for the former case, but the latter
case can be treated similarly.)
Pk Pr[u˜k > uB + k] = Pr
[
k∑
i=1
Xi/n − 12 > pB −
1
2
+ k
]
exp(−22kk) =

k(k + 1) .
Then summing up these bounds, we have
Pr[t < t0]
t0−1∑
k=1
Pk
(
1 − 1
t0
)
. unionsq

Proof of Lemma A.5. Again we consider the modiﬁcation of the algorithm that sees exactly t1 examples, and let
u˜1 denote the value of u when it terminates. Note that if the original algorithm does not halt within t1 steps (which
is in fact equivalent to the event that the algorithm does not halt at the t1th step), then we have u˜1 < t1(1 + 1/ε).
On the other hand, by using the Chernoff bound, we can show that the probability Pr[u˜1 < t1(1 + 1/ε)] is at most
/(2t0). unionsq
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