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a b s t r a c t
Feature selection for text categorization is awell-studied problem and its goal is to improve
the effectiveness of categorization, or the efficiency of computation, or both. The system
of text categorization based on traditional term-matching is used to represent the vector
space model as a document; however, it needs a high dimensional space to represent the
document, and does not take into account the semantic relationship between terms, which
leads to a poor categorization accuracy. The latent semantic indexingmethod can overcome
this problem by using statistically derived conceptual indices to replace the individual
terms. With the purpose of improving the accuracy and efficiency of categorization, in
this paper we propose a two-stage feature selection method. Firstly, we apply a novel
feature selection method to reduce the dimension of terms; and then we construct a new
semantic space, between terms, based on the latent semantic indexing method. Through
some applications involving the spam database categorization, we find that our two-stage
feature selection method performs better.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Feature selection is of considerable importance in pattern classification, data analysis, machine learning, and datamining
applications. For many pattern classification problems, a good feature selection method can reduce the cost of feature
measurement, and can increase the classifier efficiency and the categorization accuracy [1]. Therefore, feature selection
can serve as a pre-processing tool of great importance before solving the categorization problems.
Text representation is an important process in performing text categorization. A major problem of text representation is
that the feature space has a high dimension. A feature spacewith a large number of terms is not only unsuitable for a classifier
but also can easily cause an overfitting problem. The ambiguity of meaning of terms can also prohibit the classifier from
choosing the categories deterministically, and so directly decrease the categorization accuracy. Latent semantic indexing
(LSI) [2] uses the singular value decomposition (SVD) technique to decompose a large term–document matrix into a set of
orthogonal factors [3], it is an automatic method that can transform the original textual data to a smaller semantic space.
LSI has been applied in text categorization in many previous works; interestingly, it constructs a conceptual vector space
in which each term or document is represented as a vector. Moreover, it not only greatly reduces the dimension of terms
but also discovers the important associative relationship between terms. The term–document matrix, in conjunction with
background knowledge in text categorization, is expanded on in [4]. More recently, the supervised LSI [5] has been proposed
for improving the performance of text categorization. Song et al. [6] developed a genetic algorithm based on the latent
semantic model for text clustering.
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Fig. 1. The process of the proposed method for text categorization.
This paper proposes a two-stage feature selection algorithm. Firstly, we select features by using a novel feature selection
method named the feature contribution degree (FCD) method, that tends to construct a reductive feature vector space.
Secondly, we apply LSI to construct a new conceptual vector space on the basis of the reductive feature vector space,
where LSI can greatly reduce the dimension and can discover the important associative relationship between terms. We
combine the feature-based method and the semantic-based method to reduce the vector space. The proposed method not
only reduces the number of dimensions drastically, but also overcomes the problems existing in the vector spacemodel used
for text representation.We conduct a series of experiments to evaluate the proposedmethod on two spam filtering corpora.
The spam filtering problem can be viewed as a special case of text categorizations, with the categories being spam and non-
spam. The empirical evaluation results suggest that our proposed method generally outperforms benchmark techniques.
The process of the proposed method for text categorization is shown in Fig. 1.
2. Related works
2.1. Feature selection methods
A major difficulty of text categorization is the high dimension of the feature space, and most of the features are
irrelevant or redundant to the categorization task. It is highly desirable to reduce the original space without sacrificing the
categorization accuracy. Generally, the automatic feature selection methods include the removal of non-informative terms
according to the corpus statistics and the construction of new features which combine lower-level features into higher-level
orthogonal dimensions. The most common feature selection methods include the document frequency (DF), information
gain (IG), mutual information (MI) and chi-square statistic (CHI) ones. The above mentioned methods are compared in [7],
which reports that IG and CHI are the most effective methods in feature selection. The odds ratio method is proposed and
applied to the multi-class naïve Bayes classifier, simply, in [8,9].
DF simplymeasures the number of documents inwhich a feature occurs and is determinedwithout reference to category
labels. The formula for DF is given as
DF(C; tj) =
k−
i=1
df (ci, tj), (1)
where k is the number of categories, ci represents the ith category and tj represents the jth feature.
CHI measures the lack of independence between a feature tj and a category ci if it is assumed that the occurrence of a
term is actually independent of the category label. The formula for CHI is given as
CHI(C; tj) =
k−
i=1
p(ci)
N[p(ci, tj) · p(c¯i, tj)− p(c¯i, tj) · p(ci, t¯j)]
p(tj) · p(t¯j) · p(ci) · p(c¯i)
, (2)
where p(ci) is the probability of the ith category, and p(ci, tj) is the probability that the term tj occurs if the category value
is ci.
MI measures the mutual dependence of a feature tj and a category ci. The formula for MI is given as
MI(C; tj) =
k−
i=1
p(ci, tj) log
p(ci | tj)
p(ci)
. (3)
In Section 4.5, we compare FCD with other feature selection methods, such as DF, CHI and MI, and show the compared
results.
2.2. Support vector machine
The support vector machine (SVM) [10] method is a new and very popular technique for data categorization used
in the machine learning community. The following concepts are based on statistical learning theory and the structural
minimization principle [11]. The method is superior to other methods in specific situations. SVM has been shown to be
very effective in the field of text categorization because it can handle the high dimensional data by using kernels. A new
feature selection method using SVM is proposed and the different feature selection methods are analyzed in [12]. When
SVM is used for pattern classification, the basic idea is to find the optimal separating hyperplane that gives the maximum
margin between the positive and negative samples. Assume that we have a set of training samples X = {(xi, yi)}, where
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xi ∈ Rm and yi ∈ {+1,−1}, in which yi is the corresponding output for the ith training sample (here +1 represents spam
and−1 stands for legitimate mail). The output of a linear SVM is
y = w · x− b, (4)
where y is the result of categorization, w is the normal weight vector corresponding to those in the feature vector x, and b
is the bias parameter in the SVMmodel that is determined by the training process. Maximizing the margin can be achieved
through the following optimization problem:
minimize
1
2
‖w‖2, (5)
subjected to yi(w · x+ b) ≥ 1, ∀i.
More and more researchers are paying attention to SVM-based classifiers for spam filtering, since their demonstrated
robustness and ability to handle large feature spaces make them particularly attractive for this work.
3. The two-stage feature selection method
In the proposed method, feature selection is carried out in two main steps. Firstly, we construct a new reductive feature
space bymeans of FCD. In the first stage, the original feature dimension is decreased fromm to t . In ourmethod, it is assumed
that A(m, n) is the original term–document matrix. Through the above mentioned feature selection method, we can select
t (t < m) features, and so the new term–document matrix is B(t, n). Secondly, we select features by means of LSI on the
basis of the new reductive feature space constructed in the first stage. In the second stage, the feature dimension is decreased
from t to l. We combine the feature-based method and the semantic-based method to reduce the vector space.
3.1. Construction of a new reductive feature space based on FCD in the first stage
In order to reduce the excessive calculation time required for constructing a new semantic space from the old feature
space, we first apply a novel feature selection method named FCD to reduce the number of features. The target of FCD is
to select the features which have the greater degree of contribution for categorization. The FCD value of the term t in the
category ci is defined as
FCD(t, ci) =
df (t, ci)−
k∑
j=1 and j≠i
df (t, cj)
df (t, ci)+
k∑
j=1 and j≠i
df (t, cj)
, (6)
where k is the category number, df (t, ci) represents the document number for the feature t occurring in a document of
category ci,
∑k
j=1,j≠i df (t, cj) represents the document number for the feature t occurring in a document but not in category
ci. Obviously, the value of FCDmeasures the degree of a feature in one category being different from those in other categories.
The value of FCD is in [−1, 1]. If the value of FCD for the class i is equal to 1, this indicates that a feature only occurs in a
document of category ci, while if the value of FCD is equal to−1, it indicates that the feature does not occur in this class. That
is, FCD is used to calculate the ratio of the difference and the total number of documents in which the feature occurs, where
the difference is between the number of documents of a category in which a feature occurs and the number of documents
of other categories in which the feature also occurs.
The value of FCD for the feature t is defined as
FCD(t) = max{FCD(t, ci)} 1 ≤ i ≤ k. (7)
If a feature has a larger value of FCD, it indicates that the feature has a stronger distinction capacity for categorization. If
instead this value is smaller, its contribution degree of distinction for the category is weaker. In this paper, the features are
extracted from larger to smaller, so if the feature has a larger value of FCD, it has a better chance of being selected.
Overall, the FCD feature selection method considers that the features have different distributions in different categories,
and in various kinds of distributions of statistics, it has a guiding significance for classifying. FCD selects features by means
of the value of the feature contribution degree because the feature contribution degree value can reflect well the statistical
information of the category distribution.
3.2. Construction of a new semantic feature space based on LSI in the second stage
The LSI method attempts to appropriately capture the underlying conceptual similarity between terms and documents,
which is helpful for improving the accuracy of categorization. This method requires the SVD technique which is a well
developed method for extracting the dominant features of large data sets and for reducing the dimension of data. It is also
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commonly used in LSI. Once a term represented by a document matrix is constructed, SVD is used to decompose it in order
to construct a semantic vector space which can be used to represent conceptual term–document associations. Our corpus
can be represented as a term–document matrix B(t × n) obtained by constructing the new reductive feature space in the
first stage. The SVD of B is defined as
B = UΣV T , (8)
where
∑ = diag(σ1, σ2, . . . , σt) is a diagonal matrix composed of singular values. U and V are thematrices of term vectors
and document vectors, respectively. To reduce the dimension, we can simply choose the l largest singular values and the
corresponding left and right singular vectors. The best approximation of Bwith a rank-lmatrix is given by
Bl = UlΣlV Tl , (9)
where
∑
l = diag(σ1, σ2, . . . , σl) is composed of the first l factors. Ul is composed of the first l columns of the matrix U
and V Tl is composed of the first l rows of the matrix V
T . The matrix Bl captures most of the important underlying structures
in the association of terms and documents, while it ignores the noise due to the term choice. In LSI, the effect of this huge
dimensional reduction on data is a muting of the noise caused by synonymy and an enhancing of the latent patterns that
indicate semantically similar terms. This means that Bl can actually be a better representation of data than the original
term–document matrix.
When we apply the LSI method, each document in the (t×1) feature vectors can transform to our desired l-dimensional
vectors. Therefore, in our experiment, each document is represented by
d′ = dTUl, (10)
where d′ is the new reduced feature vector and dT is the feature vector applied by the above mentioned feature selection
method. In our experiments all of the training and test samples are represented in this way.
3.3. The two-stage feature selection method
The proposed method is a combination of FCD and LSI. Firstly, we select features by the FCD feature selection method to
reduce the feature numbers observably. Secondly, we apply LSI to construct a new conceptual vector space. The two-stage
feature selection method conjugates the vector space model and the semantic feature space model. The related strategy for
the proposed method is stated in detail as follows:
Step 1. Remove stop words, punctuation, and non-alphanumeric text.
Step 2. Calculate the normalized TFIDF in the corresponding element of the weight matrix.
Step 3. Select the features according to the FCD method and get a new vector space model.
Step 4. Construct the new semantic space model by means of LSI.
Step 5. Use the SVM classifier on the semantic space model.
Step 6. Obtain the categorization performance over the data set.
4. Experiments and results
All experiments that have been done in this paper with software are written in matlab. Standard pre-processing is
performed on the raw data. Stop words are eliminated, and stemming is performed with all the data sets. The SVMlight [13]
package is used as an implementation of SVM.
4.1. Spam and text categorization
Electronic mail has gained immense usage in everyday communication for different purposes due to it being convenient,
economical, fast and easy. However, the volume of spam emails has increased as well. This growing problem on the Internet
is costly from different points of view [14]. Several solutions have been proposed to overcome the spam problem. Among
the proposed methods, much interest has been focused on the machine learning techniques in spam filtering. From the
viewpoint of machine learning, spam filtering based on the textual content of e-mail can be viewed as a special case of text
categorization, with the categories being spam and non-spam.
4.2. Text corpora
Many techniques, generally handling the spam problem as a case of text categorization, have been developed for
separating spam emails from legitimate ones. In our experiments, we use two large publicly available data sets. The first data
set is LingSpam [15]; the second data set was collected by Andrew Farrugia [16]. The two data sets represent collected email
messages including header, subject, and body text without any alteration, converted to feature vector format indicating the
number of occurrences of the given feature in the messages. Table 1 shows a description of the two tested data sets.
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Table 1
Basic statistics of the test data sets.
Data set Ham (%) Spam (%) Total
LingSpam 83.40 16.60 2893
Andrew Farrugia 49.75 50.25 5243
4.3. Document representation
After selecting feature subsets, all documents are represented by the feature vector with the normalized TFIDFweighting
function [17]. The formula for TFIDF is given as
TFIDF(ti, dj) =
tf (ti, dj) log nnum(ti)
m∑
p=1

tf (tp, dj) log nnum(tp)
2 , (11)
where tf (ti, dj) denotes the number of times ti occurs in the document dj, num(ti) denotes the number of documents in
which ti occurs at least once, n is the total number of documents, andm is the size of the feature subset.
4.4. Performance measures
To evaluate the utility of the various feature selection methods, we use the F1-measure, a measure that combines
precision and recall.
Precision is defined as the ratio of correct categorization of documents into categories to the total number of attempted
classifications, namely,
precision = true positive
true positive+ false positive . (12)
Recall is defined as the ratio of correct classifications of documents into categories to the total number of labeled data in
the testing set, namely,
recall = true positive
true positive+ false negative . (13)
F1-measure is defined as the harmonic mean of precision and recall. Hence, a good classifier is assumed to have a high
F1-measure, which indicates that the classifier performs well with respect to both precision and recall, namely,
F1-measure = 2 ∗ precision ∗ recall
precision+ recall . (14)
4.5. Results
Figs. 2 and 3 show the F1-measure performance curves for SVM on the LingSpam corpus and the Andrew Farrugia corpus
after feature selection. In this experiment, we compare the performances of the various feature selectionmethods including
DF, MI, CHI and FCD. The x axis is the number of selected features. The y axis is the change in F1-measure value.
As shown in Fig. 2, for the best performance, FCD is superior to the DF and theMI feature selectionmethods slightly, but is
inferior to CHI. In Fig. 3, for the best performance, FCD is superior to the DF, MI and CHI feature selectionmethods.When the
selected feature number is 250 in Figs. 2 and 3, the F1-measure values of FCD are the highest. The best F1-measure values
are 0.9730 and 0.8290. The best performances of DF, MI and CHI in LingSpam are 0.9684, 0.9690 and 0.9757, respectively.
The best performances of DF, MI and CHI in Andrew Farrugia are 0.8251, 0.8128 and 0.8175, respectively.
Figs. 4 and 5 show the comparative results for F1-measure performance curves for the proposedmethod on the LingSpam
corpus and the Andrew Farrugia corpus. In Figs. 4 and 5, 2.5%, 5%, 7.5% and 10% present the selection feature percentages
obtained by FCD in the first step. The x axis is the dimension of LSI in the second step. The y axis is the change in F1-measure
value. As shown in Figs. 4 and 5, the performances are improved by the proposedmethod compared to those of Figs. 2 and 3.
This indicates that FCD can select the features guiding significance of categorization in the first stage; after that, LSI not only
reduces the dimension drastically but also overcomes the problems existing in the commonly used vector space model
method for text representation in the second stage. The categorization performance is improved consequently.
Tables 2 and 3 show the best performances by the two-stage method as regards the F1-measure for different corpora
obtained by using the SVM classifier when the feature selection methods in the first step are DF, MI, CHI and FCD. The size
of selection features in the first stage is 10%. In our experiments, the performances are compared when using the following
values for the number of LSI dimensions, k: 25, 50, 75, 100, 125 and 150. For the F1-measure, the best performance is 0.9930
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Fig. 2. Feature selection and the performance on the LingSpam corpus.
Fig. 3. Feature selection and the performance on the Andrew Farrugia corpus.
Fig. 4. Performances of the two-stage feature selection method on the LingSpam corpus.
when the LSI dimension is 150 in LingSpam corpus. For the Andrew Farrugia corpus, the best performance is 0.8907 when
the LSI dimension is 100.
When using the SVM classifier, the F1-measure for the two-stage feature selection method represents a statistically
significant increase from the other feature selection methods, regardless of the text corpus used. In comparison to the
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Fig. 5. Performances of the two-stage feature selection method on the Andrew Farrugia corpus.
Table 2
The best performance for the LingSpam corpus.
Method F1-measure
k = 25 k = 50 K = 75 k = 100 k = 125 k = 150
DF+ LSI 0.9792 0.9897 0.9362 0.9800 0.9691 0.9691
CHI+ LSI 0.9804 0.9835 0.9874 0.9830 0.9785 0.9785
MI+ LSI 0.9777 0.9829 0.9856 0.9817 0.9817 0.9817
FCD+ LSI 0.9715 0.9860 0.9894 0.9927 0.9927 0.9930
Table 3
The best performance for the Andrew Farrugia corpus.
Method F1-measure
k = 25 k = 50 k = 75 k = 100 k = 125 k = 150
DF+ LSI 0.8521 0.8596 0.8648 0.8855 0.8855 0.8855
CHI+ LSI 0.8523 0.8573 0.8708 0.8895 0.8895 0.8895
MI+ LSI 0.8504 0.8528 0.8564 0.8587 0.8633 0.8633
FCD+ LSI 0.8650 0.8790 0.8850 0.8907 0.8907 0.8907
other feature selection methods, the two-stage feature selection method appears to perform competitively according to
the performances, showing a statistically significant increase consistently in the two text categorization tasks.
5. Conclusion and future work
The paper proposes a two-stage feature selection algorithm. Firstly, we select features by the FCD feature selection
method to reduce the feature numbers observably. Secondly, we apply LSI to construct a new conceptual vector space. The
two-stage feature selectionmethod conjugates the vector spacemodel and the semantic feature spacemodel. The proposed
method not only reduces the number of dimensions drastically, but also overcomes the problems existing in the vector
space model used for text representation. Through some applications involving spam database categorization, we find that
our two-stage feature selection method outperforms other traditional feature selection methods. Future works could be
devoted to many other problems such as finding protein sequences in molecular biology, image categorization and text
compression.
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