Abstract
Introduction
Network forensic uses various techniques to analyze the evidence obtained from network intrusion events and network crimes, aiming to find the invaders and their locations, as well as to explain the specific content and process of their invasions. According to the forensic time, network forensics can be divided into post forensics and real-time forensics. In general, real-time forensics often cooperates with Intrusion Detection System (IDS).
Communication packets through the network are important evidence objects of network forensics. These data are high-dimensional and mixed with the features of numeric and categorical data. Without prior knowledge, it is a very difficult and complex task to cluster information that can reflect the objective fact of the invasion from such a dataset. Clustering is one of the most popular and suitable techniques widely used for the analysis of network forensic. It is unsupervised and can divide the objects of a dataset into classes or clusters, resulting in a high similarity among objects of the same cluster, whereas a huge diversity occurs between different clusters.
Related Work
Traditional clustering algorithms mainly deal with the numeric data, such as K-means [1] , BRICH [2] , CURE [3] and so on. With the expansion of application fields, researchers also did some works on the clustering algorithms for the data with categorical attributes, such as K-modes [4] , ROCK [5] , COOLCAT [6] and so on. These algorithms can only apply to single-type data. However, most datasets are combined with both numeric attributes and categorical attributes, so the clustering problem of data with mixed attributes has caused wide attention at home and abroad. In particular, clustering algorithms for mixed-type data are mainly divided into two types.
The first type makes use of attribute conversion to unify the type of attributes, and then traditional single-type clustering algorithms can be applied to converted data [7] . There are two approaches of attribute conversion [8] . One is that categorical values are converted to numeric values. Binary encoding is a common technology, which transforms categorical values to a set of 0 and 1 binary values [9] . However, the conversion increases the calculation and space complexity due to the higher dimension of data. Besides, the conversion in references [7, 10] depended on the frequency of each categorical value in the domain. But it did not consider the significance of categorical values. For example, two values of a categorical attribute with the same frequency will be mistaken for their maximum similarity. Another problem is that numeric values are discretized and converted to categorical values [11] . In many cases, the discretization leads to the loss of information [12] . In addition, it also results in a boundary problem that two close values near a discretization boundary may be assigned to different ranges [8] .
Secondly, clustering algorithm for mixed-type data is redesigned, which deals with the numerical and categorical attributes respectively. For example, Huang [13] proposed the famous K-Prototypes, combining with partitional clustering algorithm K-means and Kmodes. The prototype of the algorithm was made up of the mean of the numeric attributes and the mode of the categorical attributes in the cluster. Euclidean distance was used for the dissimilarity measure between numeric values, and the simple matching for that between categorical values, i.e. 0 for identical values and 1 for different values. And, a parameter was introduced to control the weight of categorical attributes in the clustering process. Adopting Goodall similarity measure, Li and Biswas [14] proposed the Similarity Based Agglomerative Clustering algorithm (SBAC), which gave the greater weight to the feature value of categorical attribute that appeared less. And for numeric attribute it considered not only the difference of its feature value, but also the uniqueness of pairs of its values. Hsu et al. [8] presented a clustering algorithm named CAVE which used different methods for numeric and categorical attributes to measure the similarity, i.e. variance for numeric values and entropy with distance hierarchies for categorical values. Subsequently, Hsu et al. [15] proposed an incremental clustering algorithm by combining the thought of the adaptive resonance theory network and conceptual distance hierarchy. Later, in references [12, 16] , Hsu et al. put forward a GMixSOM algorithm by using the self-organizing map and the distance level to solve the clustering problem of multivariate mixed-type data. Ahmad and Dey first proposed an algorithm of K-means type [7] to process the mixed-type data, which defined a new objective function to improve the cost function of k-prototypes and calculated the distances between the categorical values by using the co-occurrence of the values, and then put forward a subspace clustering algorithm [17] of K-means type for the data with high-dimensional mixed attributes. Zheng et al. [18] proposed the EKP algorithm by introducing evolutionary algorithm framework. Plant and Bohm [19] put forward a top-to-bottom hierarchy clustering algorithm named INCONCO. Ji et al. [20] proposed an improved kprototypes algorithm for mixed data. The algorithm introduced the distribution centroid for representing the prototype of categorical attributes and a new dissimilarity measure taking into account the significance of different categorical attributes. Cheung et al. [21] proposed a clustering framework based on the concept of object-cluster similarity and defined a unified similarity metric for both numerical and categorical attributes. Liu [22] put forward a clustering algorithm based on average mutual information. Entropy was used to quantify the category characteristics of the parameter and measure the similarity and the difference between category characteristics according to the average mutual information.
So far, there have been lots of clustering algorithms for the mixed numeric and categorical data. But, none of them can be applied to all mixed-type datasets. As for specific data, it is required to find a matching algorithm according to realistic needs [23] . Therefore, this paper proposed an improved kernel clustering algorithm for the mixedtype network communication data with unique characteristics in order to obtain the better clustering result.
Proposed Algorithm

Notations
denote the dataset of N objects and each object consists of n attributes 
, with ij X being its j th attribute and ij x being the corresponding value. The number of clusters is set as k , the set of clusters is
, the corresponding set of cluster prototypes is
and the l th prototype is described as
Centroid Prototype
The centroid prototype is utilized in this paper to measure the center trends metric of the mixed-type data. For numeric attributes, the mean of the numeric value of the samples in the cluster l C will be regarded as its centroid, that is
where
being the number of data objects in cluster l C .
For categorical attributes, the centroid of the cluster l C is represented by distribution centroid used in [20] . The value domain of the j th categorical attribute is assumed as 
Dissimilarity Measure
Assume that  is a nonlinear mapping function, x and y are the samples in the same dataset,   
Based on centroid prototype and the significance of the categorical value, this paper proposed a new dissimilarity measure between the object and the prototype. If 
The parameter  is used to measure the role of categorical attributes in the clustering process. In particular, when 0   , categorical attributes do not work, while the larger the value of  is, the greater the role of categorical attributes is.
Objective Function
The clustering criterion is tantamount to minimize the following objective function.
The first item in the formula is the sum of the average distances of the inner clusters, which is used to measure the compact degree in the cluster. The second is the average distance between any two centroid prototypes to measure the dispersion degree between the clusters.   
Improved Kernel Clustering aAgorithm
This paper proposed an improved kernel clustering algorithm for mixed-type dataset. The algorithm is a dynamic method. In the process of clustering, cluster prototypes and the diameter of the dataset change dynamically, which can better reflect the characteristics of the clusters. The algorithm is described as follows:
Step 1. Normalize the samples in the dataset;
Step 2. Input the initial cluster centroid prototypes;
Step 3. For each sample, repeat Step 3.1 to 3.3;
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Step 3.1 Calculate the distance between the sample and the cluster centroid prototype, and classify the sample to the closest cluster;
Step 3.2 Update the cluster centroid prototypes;
Step 3.3 Update the diameter of the dataset;
Step 4. Calculate the objective function;
Step 5. Repeat Step 3 to Step 4, until the objects in each clusters no longer change or the maximum iteration is reached;
Step 6. Output k clusters. The initial cluster prototypes are selected randomly from objects in the dataset. When it is converted to centroid prototypes, the numeric attribute 
Experiment and Result Analysis
Dataset and Data Normalization
The KDD CUP 1999, a benchmark evaluation dataset which is commonly recognized and widely used in the field of intrusion detection, consists of about 7 million link records, including normal data and four kinds of attack data, such as DoS (Denial of Service), Probe, R2L (Remote-to-local) and U2R (User-to-root). They are obtained by Lincoln Laboratory of MIT that conducts proper treatment and feature selection on the 9-week tcpdump data provided by DARPA. Each record has 42 attributes. Except that the last attribute is used to describe whether it is a normal link or an intrusion behavior, it has a total of 34 numeric attributes and 7 categorical attributes, which are extracted from a primitive network connection. Our experimental dataset consists of 24,573 pieces of data randomly selected from the 10% of the training subset with a total of 494,021 pieces of data and 22 types of attacks. We only select Nomal, Probe and DoS categories with 8 behaviors, because U2R and R2L attacks are relatively few. The data type and distribution of the experimental dataset are shown in Table 1 . In this paper, numeric attributes are normalized [10] . Let 
Its standard deviation 
After the normalization, the numeric value is mapped to the space of normal value.
Evaluation Method
The Clustering Accuracy, which is a kind of widely used evaluation standard proposed by Huang and Ng [24, 25] , is used in this paper to evaluate the quality of the clustering results. The Clustering Accuracy r is defined as follows:
Here i b is the number of the objects which co-occur in the i th cluster and the i th real
cluster, and N is the number of the objects in the dataset. According to this measurement, the higher the Clustering Accuracy is, the better the clustering result of the algorithm is. When 1  r , the clustering result of the algorithm on the dataset is totally accurate. In order to validate the effectiveness of our method in network forensics, this paper also calculates True Positive rate (TP). 
Experimental Results
The range of parameter 0  is generally between 0.02 and 0.2, and for highdimensional dataset (e.g., USPS), it is often limited between 0.1 and 0.2 [26] . This paper uses the default value, namely, 05
be the actual number of clusters.
We first analyzed the influence of the different parameter  in clustering. Select the same initial clustering prototypes, change the value of the parameter  , and calculate the corresponding Clustering Accuracy and TP respectively, as shown in Figure 1 . In Figure  1 (a), when  is between 0.5 and 0.9, implying that categorical attributes are less import than numerical ones, Clustering Accuracy reaches 95.7% -95.7% and TP 99.1% -99.2%. But the defect is that Clustering Accuracy of back attack is 0. And when  is between 2 and 13, as depicted in Figure 1 (b Then we used the same initial clustering prototypes and compared the proposed algorithm with the classical K-means and K-Prototypes. For K-means algorithm, the categorical attributes were normalized according to the occurrence frequency of their values. For K-Prototypes, the value of parameter  is set as 8 through experiments. The comparison of Clustering Accuracy is shown in table 2. As can be seen, the proposed algorithm can achieve the highest accuracy in most cases, especially the Clustering Accuracy of ipsweep and portsweep. In order to analyze the overall detecting results, the paper calculated TP of 2 categories without considering the specific invasion behavior, while all kinds of behaviors were classified as a major category. Table 3 is the experimental results, which show good effects of the proposed algorithm in intrusion detection. Not only did TP of Dos attack reach 100%, but also that of Probe attack improved significantly. 
Conclusion and Future Work
Network forensics technology has become one of the most important topics of the international network security. The improved kernel clustering algorithm proposed in the paper is feasible for the application of network forensics and can obtain better clustering results. However, its biggest flaw is that initial clustering prototypes have a great impact on the clustering result. Besides, the fuzziness of objects in the cluster is not taken into account and the number of clusters in the algorithm needs to be manually set. So these are part of our future research work.
