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Quantum Zeno and anti-Zeno effects on pure dephasing are studied using exactly solvable micro-
scopic models. The crossover between these two opposite effects is investigated. The case of a single
two-level system undergoing dephasing is already different from the previously studied population
decay problem, even without taking into account any back action from the environment. For many
two-level systems interacting with a common environment, multiple transitions between Zeno and
anti-Zeno regimes are predicted. Finally, if the system-environment coupling strength is not weak,
we show that the nontrivial evolution of the environment between measurements can considerably
alter the quantum Zeno and anti-Zeno effects.
PACS numbers: 03.65.Xp, 03.65.Yz, 03.75.Mn, 42.50.Dv
The quantum Zeno effect (QZE) slows down the evo-
lution of a quantum system under rapidly repeated mea-
surements [1]. QZE has been proposed to freeze, or at
least suitably confine, the evolution of a quantum state
and continues to be a topic of great theoretical and exper-
imental interest [2]. However, when the measurements
are not frequent enough, they may actually accelerate
quantum transitions, an effect dubbed as the the quan-
tum anti-Zeno effect (QAZE) [3]. Both QZE and QAZE
have been investigated in different contexts, such as local-
ized atomic systems [4], superconducting current-biased
Josephson junctions [5], disordered spin systems [6] and
nanomechanical oscillators [7]. To date studies of QZE-
QAZE transitions have focused on the population decay
of a quantum system interacting with an environment
where the measurement in action is to determine the
population of an excited state [3–14]. In this scenario,
the interplay between QZE and QAZE has been linked
with an overlap integral between the spectral density of
the environment and a measurement-induced level width
[3]. However, experimental demonstrations of the QZE-
QAZE crossover [4] are in general demanding due to the
large measurement rates required [15], thus motivating
the development of frontier technologies.
Here we are concerned with QZE and QAZE on “de-
phasing” [16, 17]. Fighting against dephasing is a cru-
cial and challenging step towards practical implementa-
tions of emerging quantum technologies. Because de-
phasing can occur much faster than population decay,
the crossover between QZE and QAZE may emerge on
even shorter time scales and remains to be carefully ex-
amined. Indeed, using a microscopic exactly solvable
pure-dephasing model, we show that QZE and QAZE
therein are different from their parallel population-decay
problems. Extending our considerations to a collec-
tive dephasing model, we predict multiple QZE-QAZE
transitions. Finally, measurements not only disturb the
system, but also project the environment onto non-
equilibrium states [18]. The nontrivial evolution of
the environment between measurements due to system-
environment correlations is shown to be important for
QZE and QAZE when the system-environment coupling
is not weak. In this sense, QAZE becomes an outcome
of the disturbance of repeated measurements to both the
system of interest and its environment. These results are
hoped to stimulate future experiments.
Pure-dephasing of a single two-level system – We start
with a pure-dephasing spin-boson Hamiltonian [16] H =
HS +HB +HSB, where HS =
ω0
2 σz, HB =
∑
k ωkb
†
kbk,
and HSB = σz
∑
k(g
∗
kbk + gkb
†
k). Throughout, we work
in dimensionless units and set ~ = 1. In the σz eigenbasis
defined by σz |e〉 = |e〉 and σz |g〉 = − |g〉, the diagonal
elements of the system’s reduced density matrix do not
change with time, and the off-diagonal element, assuming
throughout that the initial system-environment state is
a product state with the environment in a thermal state,
is given by [ρ(t)]eg = [ρ(0)]ege
−iω0te−γ(t), where
γ(t) = 4
∑
k
|gk|
2
ω2k
[1− cos(ωkt)] coth
(
βωk
2
)
(1)
depicts the environment-induced dephasing, i.e., the loss
of coherence between states |e〉 and |g〉. We are mainly
interested in QZE and QAZE within the dephasing time
scale, i.e., e−γ(t) ≈ 1.
We consider an initial equal-weight superposition state
|ψ〉 = 1√
2
(|e〉 + |g〉) at time t = 0 (extension to an ar-
bitrary superposition state is trivial). For now let us
neglect any measurement-induced disturbance to the en-
vironment (at least valid for weak system-environment
coupling). N repeated measurements of the projector
Pψ = |ψ〉〈ψ|, with equal time interval τ , are now ap-
plied, but before each measurement, we apply the rota-
2tion UR(τ) = e
iHSτ which removes the system evolution
induced by HS itself. Because the survival probability
S would be just the N th power of the survival proba-
bility associated with one measurement, it is convenient
to write S ≡ e−Γ(τ)tN , with tN = Nτ and 1/Γ(τ) be-
ing an effective lifetime of the initial superposition state
that depends on the measurement interval τ . One then
obtains
Γ(τ) = −
1
τ
ln{1−
1
2
[1− e−γ(τ)]}. (2)
Note that Γ obtained above is independent of N , which
is a manifestation of our assumption that the measure-
ments do not disturb the environment. QZE on dephas-
ing becomes obvious if sufficiently small measurement in-
terval τ is considered. In such cases γ(τ) ≈ 2yτ2, with
y =
∑
k |gk|
2 coth (βωk/2), and we obtain Γ(τ) ≈ aτ ,
with a = y. That is, as expected, a very small τ leads to
a vanishing Γ and hence a frozen initial state.
Our pure-dephasing model affords a general expres-
sion of Γ(τ) in Eq. (2). One might wonder if QAZE
can be captured by Eq. (2) at all. To that end we show
typical features of Γ(τ) in Fig. 1, where we model the
environment using an Ohmic spectral density. That is,∑
k |gk|
2 →
∫
J(ω)dω, with J(ω) = Gωe−ω/ωc and ωc is
the cutoff frequency of the environment. One immedi-
ate observation is that Γ(τ) for all the shown examples
has a peak structure. As τ increases beyond a certain
value, denoted by τZ-AZ, Γ(τ) reverses its qualitative de-
pendence on τ (i.e., smaller measurement interval now
means larger Γ and hence less survival probability). In
this sense, such a peak structure clearly indicates a (lo-
cal) QZE-QAZE transition [20]. Comparing between the
shown examples, it is seen that properties of the envi-
ronment, such as its cutoff frequency, its temperature,
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FIG. 1. (color online) Behavior of Γ(τ ) as measurement in-
terval τ is varied. The environment is assumed to have an
Ohmic spectral density. We have set G = 0.01, ωc = 15,
and β = 1 for the solid (black) curve, for which we obtain
γ(τ = 5) = 0.65. For the other curves, the parameters are
the same, except that for the dashed (purple) curve, ωc = 10,
while for the dot-dashed (red) curve, β = 0.25, and for the
long-dashed (orange) curve, G = 0.005. For the values of β
and ωc considered here, if ωc is in the GHz regime, then the
temperature is in the mK regime, the operating temperature
for superconducting qubits [21].
and the system-environment coupling, can all influence
the value of τZ-AZ. For example, an increase in the en-
vironment temperature can significantly widen the QZE
regime (comparing the top two curves in Fig. 1). Note
also that for the shown examples, τZ-AZ as the time scale
for QZE-QAZE transitions is much shorter than the char-
acteristic decoherence time scale. This presents a poten-
tial challenge for experimental observations. However, in
experimental demonstrations one may start from a well-
isolated quantum system and then add engineered weak
dephasing into the system, thus synthesizing a system
with a long dephasing time scale and hence a relatively
larger τZ-AZ.
To better digest the QZE-QAZE transitions one may
perform higher-order expansions with respect to τ , e.g.,
γ(τ) ≈ 2yτ2 − zτ
4
6 , with z =
∑
k |gk|
2ω2k coth
(
βωk
2
)
. We
can then eventually write
Γ(τ) ≈ aτ + bτ3, (3)
with b = −y2/2−z/12. This approximation predicts that
Γ(τ) exhibits a peak, a prediction borne out by the curves
in Fig. 1. It is also interesting to compare Γ(τ) in Eq. (3)
with a parallel expression in the standard population de-
cay problem studied earlier [3]. As detailed in Supple-
mentary Material [19], for the spontaneous emission of an
excited state (treated under the rotating-wave approxi-
mation) with measurement interval τ , the modified decay
constant for a zero temperature environment is given by
Γ˜(τ) = τ
∑
k |gk|
2sinc2[(ωk − ω0)τ/2], where ω0 and ωk
carry the same meaning as in this work. Also expanding
Γ˜(τ) to the third order of τ , we have Γ˜(τ) = a˜τ + b˜τ3,
with a˜ =
∑
k |gk|
2 and b˜ = −
∑
k |gk|
2(ωk−ω0)
2/12. Re-
markably, although our model can be transformed to a
population transition problem with two degenerate lev-
els [19] (with a counter-rotating term), Γ(τ) obtained in
Eq. (3) differs from Γ˜(τ) even after setting β = ∞ and
ω0 = 0: a = a˜ but b = b˜ −
(∑
k |gk|
2
)2
/2. Thus, even
in cases with small τZ-AZ and even without considering
the back action of the environment, QZE and QAZE for
pure dephasing are already different from the previously
studied population decay problem [19].
Multiple QZE-QAZE transitions in a collective de-
phasing model – Our pure dephasing setup allows for
a direct extension to a collective dephasing problem,
in which many two-level systems interact with a com-
mon environment. The system Hamiltonian then be-
comes HS = ω0Jz, and the system-envrionment coupling
Hamiltonian becomes HSB = 2Jz
∑
k(g
∗
kbk + gkb
†
k) [22],
where Jz, a collective spin operator, is half of the sum of
all σz operators for the spins. This model is also relevant
to two-component Bose-Einstein condensates [23–25]. In
the eigenbasis of Jz , the system density matrix elements
are found to be
[ρ(t)]mn = [ρ(0)]mne
−iω0(m−n)te−i∆(t)(m
2−n2)e−γ(t)(m−n)
2
.
3Here ∆(τ) = 4
∑
k
|gk|2
ω2
k
[sin(ωkτ) − ωkτ ] describes the
indirect interaction between the two-level systems due
to their interaction with a common environment. Such
environment-induced indirect interaction leads to ‘phase
diffusion’ [26], which degrades the reduced single-particle
coherence. For vanishingly small time t, however, ∆(t) ≈
0. On the other hand, as t increases, the effect of ∆(t)
becomes more pronounced: it leads to revivals in the sur-
vival probability in the absence of any measurement [19].
This makes it interesting to investigate what happens if
repeated measurements are turned on. In particular, we
take the initial state of the system as a standard SU(2)
coherent state [27]
|ς, J〉 = (1 + |ς |2)−J
J∑
m=−J
√(
2J
J +m
)
ςJ+m |J,m〉 ,
where ς = eiφ tan(θ/2), φ and θ parametrizing the state
on the Bloch sphere, states |J,m〉 are in the angular mo-
mentum notation, with Jz|J,m〉 = m|J,m〉 and J being
half of the number of two-level systems. For J = 1/2 we
return to the single two-level case. Again assuming that
the state of the environment is not affected by measure-
ments, the inverse lifetime Γ(τ) is found to be
Γ(τ) =−
1
τ
ln
{[
|ς |
(1 + |ς |2)
]4J∑
m,n
|ς |2(m+n)
(
2J
J +m
)
×
(
2J
J + n
)
e−i∆(τ)(m
2−n2)e−γ(τ)(m−n)
2
}
. (4)
Some computational examples are shown in Fig. 2(a). It
is seen that Γ(τ) now in general has multiple peaks or
a recurrence of Zeno and anti-Zeno regimes at interme-
diate measurement intervals. Qualitatively, this may be
understood as a coincidental matching between the mea-
surement timings and the oscillatory nontrivial dynamics
arising from the indirect interaction mediated by the en-
vironment [19]. The existence of multiple peaks can be
significant for experiments, because now a (local) QZE-
QAZE transition may be also observed using a relatively
large measurement interval τ .
To check the robustness of the multiple QZE-QAZE
transitions to dissipation, we change the system Hamil-
tonian from HS = ω0Jz to HS = ω0Jz + δJx. This
problem can no longer be exactly solved so we use the
non-Markovian master equation [28]
dρ(t)
dt
= i[ρ(t), HS ] +∫ t
0
dt′
{
[F¯ (t′)ρ(t), F ]C(t′) + h.c.]
}
, (5)
where we have written HSB = F ⊗ B with F = 2Jz,
F¯ (t′) = US(t′)FU
†
S(t
′) where US(t′) is the unitary time-
evolution operator corresponding to the HamiltonianHS ,
1 2Τ
6
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FIG. 2. (color online) (a) Γ(τ ) vs τ for J = 1 (solid, blue)
and J = 2 (dashed, purple) and J = 50 (inset, which shows
that an additional peak still exists at about τ = 1.6). We
have used G = 0.01, ωc = 50, and β = 1, and throughout we
take θ = pi/2 and φ = 0. (b) Γ(τ ) for J = 2 with G = 0.01,
ωc = 50, ω0 = 0.1 and δ = 0 (solid, black), δ = 0.1 (long-
dashed, orange) and δ = 1 (dashed, purple).
B =
∑
k(gkbk+g
∗
kb
†
k), and C(t
′) is the environment corre-
lation function. This master equation yields the survival
probability at time τ and Γ(τ) can then be found. As
shown in Fig. 2(b), even when the system is far from
a pure-dephasing case (for δ comparable with ω0), the
multiple QZE-QAZE transitions survive.
System-environment correlation effects on QZE-QAZE
transitions —So far our discussions are based on the as-
sumption that the state of the environment is not dis-
turbed by the measurements: it is assumed to always be
in the thermal equilibrium state after each measurement
on the system. This assumption, though made very of-
ten, becomes invalid if the system-environment coupling
is not weak [18, 29]. Physical contexts with relatively
strong system-environment coupling include supercon-
ducting qubits [30] and atom-cavity systems [31]. Indeed,
the system and its environment can get considerably cor-
related, and such system-environment correlations have
recently been widely studied [32, 33]. As a result of the
correlations, when each measurement projects the sys-
tem back to the initial density matrix Pψ = |ψ〉〈ψ|, it
also re-prepares a new state for the environment. For
example, let ρtot(0) be the initial state of the system
plus the environment. Then, after the the first mea-
surement (along with a unitary rotation UR(τ) to re-
move system’s own evolution), the state of the environ-
ment is given by ρe(τ) = 〈ψ|U(τ)ρtot(0)U
†(τ)|ψ〉/Z1,
where Zi represents the normalization factor after i mea-
surements and U(τ) = UR(τ)Utot(τ), where Utot(τ) is
the unitary evolution operator for the system and the
environment as a whole. After the second measure-
ment, the environment state becomes proportional to
〈ψ|U(τ)Pψ⊗ρe(τ)U
†(τ)|ψ〉. Thus, in general the state of
the environment keeps changing throughout the process.
Just before the N th measurement, the state of the whole
is given by
ρtot(t→ Nτ) =
{U(τ)[PψU(τ)]
N−1ρtot(0)[U †(τ)Pψ ]N−1U †(τ)}/ZN−1,
4which can be used to compute the system’s survival prob-
ability S(t = tN ) with tN = Nτ . Interestingly, a general
recipe for finding the exact survival probability for arbi-
trary J and arbitrary N can be found [19]. As before, we
may define the inverse lifetime though S(t = tN ) = e
−ΓtN
for a given total time tN . But now the entire evolution
history of the environment matters, which rules out the
possibility of having S as a simple N th power of some
expression. Thus Γ now depends on τ as well as the num-
ber of repeated measurements N . This fact also hints the
emergence of previously unknown phenomena regarding
QZE and QAZE.
Our main findings are illustrated in Fig. 3(a), again
using an Ohmic spectral density, with the conven-
tional parameter G representing the strength of system-
environment coupling. First, as a consistency check, the
inset of Fig. 3(a) shows that for a small G = 0.05 and
J = 1/2, there is virtually no difference when account-
ing for the system-environment correlation effects. By
contrast, for cases of G = 0.5 presented in the main
panel, the effect of system-environment correlations be-
comes appreciable for N > 1. Once the correlation effect
is accounted for, the peak value of Γ is increased and
the location of its peak is shifted to a larger τ . As the
number of measurements is increased, this trend becomes
even more pronounced. Note also that, for τ at the re-
spective crossover values, the survival probability after
five measurements without correlations is approximately
0.17, whereas it is only around 0.07 with correlations,
a big contrast of experimental relevance. This differ-
ence in the survival probability caused by the correlations
reaches one order of magnitude for N = 10 (with other
parameters unchanged). The correlation effect can be
further increased if we further increase G or N . Equally
interesting, even if G is small, as the number of two-level
systems increases (J increases), the system-environment
correlation effects start to influence the multiple QZE-
QAZE transitions as well [see Fig. 3(b)]. This is consis-
tent with our earlier observation [29] that the effect of
one-time state preparation on the dynamics of an open
quantum can be nontrivial for a large J despite a small
coupling parameter G.
Physical realization — For a single two-level system,
one can use any experimental realization of the spin-
boson model [17]. For instance, we can consider using
a superconducting qubit [30], which has the useful fea-
ture that both the energy bias and tunneling can be
modified appropriately. In fact, the spin-boson model
with tunable Ohmic dissipation can be realized for such
qubits [34], and the qubit state can be read out in a
non-destructive manner with measurement times in the
nanosecond regime, thereby allowing for the possibility
of repeated measurements [35]. Indeed, the observation
of QZE was predicted for a single superconducting qubit
using current technology [36]. Since dephasing times for
superconducting qubits are around 1 µs [30], and both
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FIG. 3. (color online) (a) Effect of initial correlations on
Γ(τ,N), for J = 1/2. For moderate coupling G = 0.5 (main
figure), we have plotted Γ(τ,N) without system-environment
correlations (dashed, purple), with correlations and N = 3
(long-dashed, orange) and N = 5 (solid, black). ωc = 15.
τZ-AZ shifts from approximately 0.08 to 0.09 due to the corre-
lations. (Inset) Same as main figure, except that we now have
G = 0.05. The lines now essentially overlap. (b) Γ(τ,N) with-
out accounting for correlations (dashed, purple), and with cor-
relations and N = 3 (solid, black), for J = 5 and G = 0.05.
The first τZ-AZ changes from 0.18 to 0.12 due to the correla-
tions, while the second τZ-AZ barely changes.
the dephasing time and the measurement rate are ex-
pected to increase in the years to come, the experimental
observation of the crossover from QZE to QAZE appears
promising. For many two-level systems, we propose to
use a two-component Bose-Einstein condensate which in-
teracts with a thermal reservoir via collisions, with the
system Hamiltonian being δJx, where the energy bias
can be set to be negligible [25]. If intermode collisions
dominate, then we realize the same system-Hamiltonian
as before, up to a unitary transformation. The state
that we can repeatedly prepare now is the state with
maximum population difference between the two modes.
Measurement of the population difference corresponds
to measurement of Jz , and it may be achieved by a
non-destructive measurement technique, such as phase-
contrast imaging [37].
Conclusion —In conclusion, we have shown that even
the simple single-spin pure dephasing model can mani-
fest both the Zeno and anti-Zeno effects, with the tran-
sition between these two regimes strongly dependent on
the environment properties. Multiple (local) transitions
between Zeno and anti-Zeno regimes may occur for many
spins coupled to a common environment. Finally, the dis-
turbance to the environment by repeated measurements
is shown to have a non-negligible influence on the Zeno
and anti-Zeno effects. Experimental studies of these ef-
fects, though challenging, should be an important step
towards measurement-based quantum control in open
quantum systems.
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6SUPPLEMENTARY MATERIAL: ZENO AND ANTI-ZENO EFFECTS ON DEPHASING
In this Supplementary material, we use the same notation as introduced in our main text.
Comparison between dissipative model and the dephasing model
We start by briefly recapping the theoretical derivation of the quantum Zeno and anti-Zeno effects in a system
undergoing population decay. Consider a two-level system which is prepared in its excited state. Due to the coupling
with the environment, the two-level system spontaneously decays to the ground state. This decay process can be
modelled using the Hamiltonian,
H =
ω0
2
σz +
∑
k
ωkb
†
kbk +
∑
k
(g∗kbkσ
+ + gkb
†
kσ
−), (1)
where ω0 is the energy difference between the two levels, σz is the standard Pauli matrix while σ+ and σ− are
the raising and lowering operators, and bk and b
†
k are the annihilation and creation operators for mode k of the
environment. Note that the rotating-wave approximation has been made. Starting from the state |e, 0〉, which means
that the atom is in the excited state and that the environment is in the vacuum state, the system-environment state
at time t can be written as
|ψ(t)〉 = e−iHt |e, 0〉
=f(t) |e, 0〉+
∑
k
fk(t) |g, k〉 , (2)
where |g, k〉 means that the atom is in the ground state and that mode k of the environment is excited. It is a simple
exercise in first-order time-dependent perturbation theory to show that
fk(t) = −igke
−i(ωk+ω0)t/2t sinc[(ωk − ω0)t/2]. (3)
We can then find the survival probability, defined as the probability that the atom is still in its excited state (using
first-order time-dependent perturbation theory) as the following:
s(t) = 1− t2
∑
k
|gk|
2sinc2[(ωk − ω0)t/2].
After N measurements, each performed after a time interval τ , the survival probability is
S(t = Nτ) = [s(τ)]N ≡ e−Γ(τ)tN , (4)
for total time tN = Nτ . We then obtain the decay rate as (see Ref. [3] of main text)
Γ(τ) = −
1
τ
ln s(τ) = τ
∑
k
|gk|
2sinc2[(ωk − ω0)τ/2]. (5)
This decay rate, modified due to the repeated measurements, is thus dependent on the overlap between the environment
spectral density and a measurement-dependent widening of the two-level system energy difference.
Let us now look at the pure dephasing model given by
H =
ω0
2
σz +
∑
k
ωkb
†
kbk + σz
∑
k
(g∗kbk + gkb
†
k). (6)
As explained in the main text, if we assume that the state of the environment changes negligibly between each
measurement, we have
Γ(τ) = −
1
τ
ln{1−
1
2
sin2 θ[1− e−γ(τ)]}, (7)
where we repeatedly prepare the state |ψ〉 = cos
(
θ
2
)
|e〉+eiφ sin
(
θ
2
)
|g〉, and we have removed the evolution due to the
system’s own Hamiltonian HS =
ω0
2 σz before each measurement via a unitary rotation. Clearly, Eq. (5) and Eq. (7)
are different.
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FIG. 4. (color online) Behaviour of Γ(τ ) as a function of τ using Eq. (5) (solid, blue) and using Eq. (7) (dashed, purple) for
ω0 = 0, β → ∞, θ = pi/2 and φ = 0. Here we have used G = 0.2 and ωc = 1.
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FIG. 5. (color online) Behaviour of Γ(τ ) as a function of τ using Eq. (5) (solid, blue) and using Eq. (7) (dashed, purple) for
β = 1. The rest of the parameters used are the same as Fig. 4.
Now if ω0 = 0, β →∞, θ = pi/2 and φ = 0, we can rotate the Hamiltonian Eq. (6) about the y-axis and obtain
H =
∑
k
ωkb
†
kbk + σx
∑
k
(g∗kbk + gkb
†
k).
Even this does not describe the same physics as Eq. (1) with ω0 = 0 since rotating-wave approximation has been
made in obtaining Eq. (1). The effect of these extra terms is illustrated in Fig. 4. Furthermore, for finite temperature,
Eq. (7) becomes more different from Eq. (5) because the latter is for zero temperature [see Fig. 5]. At the same zero
temperature, Eqs. (7) and (5) are also much different for moderate coupling strength [see Fig. 6], where we have taken
system-environment correlations into account.
What happens for finite ω0? In this case, it is important to realize that for the decay model, whether or not we
apply UR(τ) = e
iHSτ makes no difference on the decay rate and thus Eq. (5) still depends on ω0. This is because we
project onto an eigenstate of HS , so if UR(τ) is present, it only leads to a phase factor, which gets removed when we
calculate the modulus squared to find probabilities. On the other hand, applying UR(τ) makes Eq. (7) independent
of ω0. Thus, if ω0 6= 0, we again have a difference, as shown in Fig. 7.
Finally, for a different state preparation, the two expressions lead to differences [see Fig. 8].
Effect of interaction on survival probability
In this section, we look at what happens to the survival probability if our system Hamiltonian is
H = χJ2z , (8)
and if there is no interaction with the environment. Such a Hamiltonian describes interaction between the two-level
systems (see Ref. [23] in main text), in the same fashion as how a common environment induces indirect interaction
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FIG. 6. (color online) Behaviour of Γ(τ ) as a function of τ using Eq. (5) (solid, blue) and using Γ(τ,N) with N = 3 (dashed,
purple) for G = 0.5. The rest of the parameters used are the same as Fig. 4.
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FIG. 7. (color online) Behaviour of Γ(τ ) as a function of τ using Eq. (5) (solid, blue) and using Eq. (7) (dashed, purple) for
ω0 = 1. The rest of the parameters used are the same as Fig. 4.
between the two-level systems (for the environment-induced case, the indirect interaction is time-dependent). Here,
purely to gain some qualitative understanding, we take χ to be time-independent. This is clearly a simplified case,
but it suffices to illustrate the possible effect of an interaction induced by a common environment. Defining s(τ) to be
the survival probability for a single measurement (S(t = Nτ) can be written as approximately [s(τ)]N ), it is simple
to write for the spin coherent state defined in the main text that
s(τ) =
[
|ς |
(1 + |ς |2)
]4J∑
m,n
|ς |2(m+n)
(
2J
J +m
)(
2J
J + n
)
e−iχτ(m
2−n2). (9)
As shown in Fig. 9, the interaction clearly causes the survival probability to increase and decrease repeatedly. It is
precisely this effect that causes multiple Zeno and anti-Zeno regimes to emerge when the interaction is itself induced
by the environment.
Changing state of environment between measurements
We start by noting that the total density matrix just before the N th measurement is given by
ρtot(t→ Nτ) = {U(τ)[PψU(τ)]
N−1ρtot(0)[U †(τ)Pψ ]N−1U †(τ)}/ZN−1,
with ZN−1 the normalization factor. Explicitly,
ZN−1 = TrS,B{[PψU(τ)]N−1ρtot(0)[U †(τ)Pψ ]N−1},
where TrS,B denotes taking trace over S (the system) and B (the environment) and cyclic invariance of the trace has
been used. Note that Z0 = 1 because we take ρtot(0) to be normalized. Now ρtot(t → Nτ) can be used to calculate
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FIG. 8. (color online) Behaviour of Γ(τ ) as a function of τ using Eq. (5) (solid, blue) and using Eq. (7) (dashed, purple) for
θ = pi/4. The rest of the parameters used are the same as Fig. 4.
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FIG. 9. (color online) Behaviour of the survival probability s(τ ) as the interval τ changes for J = 1 (solid, blue) and J = 2
(dashed, purple). The interaction causes s(τ ) to increase and decrease repeatedly. Here we have used θ = pi/2 and φ = 0.
the ‘success’ probability (where ‘success’ means that we measure the system state to be |ψ〉) for the N th measurement
provided that all the previous measurements have been a success as well. This probability is
TrS,B{PψU(τ)[PψU(τ)]
N−1ρtot(0)[U †(τ)Pψ ]N−1U †(τ)}/ZN−1.
Using the fact that P 2ψ = Pψ , and the cyclic invariance again, we can write this the probability of success of the Nth
measurement with all previous measurements successful as
TrS,B{[PψU(τ)]
Nρtot(0)[U
†(τ)Pψ ]N}/ZN−1.
Thus, this makes it clear that the success probability of the Nth measurement with all previous measurements
successful is simply ZNZN−1 . Now we can find S(t = Nτ) which is the probability that all the measurements are
successful. This is then equal to
S(t = Nτ) =
ZN
ZN−1
ZN−1
ZN−2
. . .
Z1
Z0
=
ZN
Z0
= ZN .
So we finally have that
S(t = Nτ) = TrS,B{[PψU(τ)]
Nρtot(0)[U
†(τ)Pψ ]N}.
Next, we assume that ρtot(0) = Pψ ⊗ ρB. Since we are already focusing on how (multiple) measurements can disturb
the state of the environment, this initial-product-state assumption is just a convenient starting point for theoretical
considerations (that is, at time zero we prepare the system on state |ψ〉 and we assume that the environment is at its
equilibrium state). Then we find that
S(t = Nτ) = TrB{ρB[
〈
ψ|U †(τ)|ψ
〉
]N [〈ψ|U(τ)|ψ〉]N}.
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To proceed, we note that
〈ψ|U(τ)|ψ〉 = e−iHBτX(τ),
where
X(τ) =
∑
l
|〈l|ψ〉|2e−il
2∆(τ)elR(τ),
R(τ) =
∑
k[αk(τ)b
†
k − α
∗
k(τ)bk], αk(τ) =
2gk
ωk
(1 − eiωkτ ), and l labels the Jz eigenstates. Now we can write
S(t = Nτ) = TrB{ρB[X
†(τ)eiHBτ ]N [e−iHBτX(τ)]N}.
This is still unwieldy, but using the fact that HB commutes with ρB, it is easy to show that
S(t = Nτ) = TrB{ρBX
†
1(τ)X
†
2(τ) . . . X
†
N (τ)XN (τ)XN−1(τ) . . . X1(τ)},
where
Xp(τ) = e
ipHBτX(τ)e−ipHBτ =
∑
l
e−i∆(τ)l
2
elRp(τ)|〈l|ψ〉|2,
with Rp(τ) =
∑
k[αk,p(τ)b
†
k−α
∗
k,p(τ)bk] where αk,p(τ) =
2gk
ωk
eipωkτ (1−eiωkτ ). To proceed further, we need to combine
X†1(τ) . . . X
†
N(τ)XN (τ) . . . X1(τ) into one operator, following which we can use the identity TrB{ρBe
A} = e〈A
2〉B/2,
where 〈A2〉B = TrB{ρBA
2} and A is a linear combination of annihilation and creation operators. However, Rp(τ)
does not commute with Rp′(τ) for p 6= p
′. Fortunately, we find that [Rp(τ), Rp′ (τ)] = 4iµpp′(τ), where
µpp′(τ) =
∑
k
4|gk|
2
ω2k
[1− cos(ωkτ)] sin[(p− p
′)ωkτ ].
Since this is a c-number, elpRp(τ) multiplied by elp′Rp′(τ) can be written as a single exponential along with a phase
factor. Once these phase factors are taken into account, what is left to calculate is of the form
TrB{ρBe
(l1−l′1)R1(τ)+(l2−l′2)R2(τ)+...+(lN−l′N )RN (τ)}.
This can be done by using the identities
〈R2m(τ)〉B = 2γ(τ)
〈Rm(τ)Rn(τ) +Rn(τ)Rm(τ)〉B = 4γmn(τ) =
4
∑
k
4|gk|
2
ω2k
[1− cos(ωkτ)] cos[(m− n)ωkτ ] coth
(
βωk
2
)
,
We can now put these pieces together and write down the survival probability for different N . For example, for N = 2,
we have
S(t = 2τ) =
∑
l1l2
∑
l′
1
l′
2
e−i∆(τ)(l
2
1
+l2
2
−l′2
1
−l′2
2
)|〈l1|ψ〉|
2|〈l2|ψ〉|
2|〈l′1|ψ〉|
2|〈l′2|ψ〉|
2×
e−(l1−l
′
1
)2γ(τ)e−(l2−l
′
2
)2γ(τ)e−2(l1−l
′
1
)(l2−l′2)γ21(τ)ei2µ21(τ)(l1l2+l
′
1
l2−l1l′2−l′1l′2). (10)
In an analogous manner, expressions can be written for larger N . For N = 3, we have
S(t = 3τ) =
∑
l1l2l3
∑
l′
1
l′
2
l′
3
e−i∆(τ)(l
2
1
+l2
2
+l2
3
−l′2
1
−l′2
2
−l′2
3
)|〈l1|ψ〉|
2|〈l2|ψ〉|
2|〈l3|ψ〉|
2|〈l′1|ψ〉|
2|〈l′2|ψ〉|
2|〈l′3|ψ〉|
2×
e−(l1−l
′
1
)2γ(τ)e−(l2−l
′
2
)2γ(τ)e−(l3−l
′
3
)2γ(τ)e−2(l1−l
′
1
)(l2−l′2)γ21(τ)e−2(l1−l
′
1
)(l3−l′3)γ31(τ)e−2(l2−l
′
2
)(l3−l′3)γ32(τ)×
ei2µ21(τ)(l1l2+l
′
1
l2−l1l′2−l′1l′2)ei2µ31(τ)(l1l3+l
′
1
l3−l1l′3−l′1l′3)ei2µ32(τ)(l2l3+l
′
2
l3−l2l′3−l′2l′3). (11)
One can generalize the expression for any N . Let us take N = 5. Then we have ten indices to sum over: l1 . . . l5 and
l′1 . . . l
′
5. So write down the summation signs with these indices. Next comes the factor due to the indirect interactions.
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This is easy: it is simply e−i∆(τ)(l
2
1
+...+l2
5
−l′2
1
−...−l′2
5
). Next come the factors due to the projections. Again, this is easy:
we will get |〈l1|ψ〉|
2 . . . |〈l5|ψ〉|
2|〈l′1|ψ〉|
2 . . . |〈l′5|ψ〉|
2. Then, put in the factors e−(lj−l
′
j)
2γ(τ) for j from 1 to 5. Next,
take the numbers 1 to 5 and form pairs from them of the form (j, k), with j > k. Use these pairs to write down the
factors e−2(lk−l
′
k)(lj−l′j)γjk(τ) for all the pairs. Finally, put in the factors ei2µjk(τ)(lklj+l
′
klj−lkl′j−l′kl′j) for all the pairs.
Following this recipe, we can write down the survival probability for any N . These ‘pair’ factors essentially take into
account the fact that the decoherence of the system due to the environment changes as a result of the changing state
of the environment caused by the correlations and measurements.
