The spectral efficiency (channel capacity) of the optical direct-detection channel is studied. The modeling of the optical direct-detection channel as a discrete-time Poisson channel is reviewed. Closed-form integral representations for the entropy of random variables with Poisson and negative binomial distributions are derived. The spectral efficiency achievable with an arbitrary input gamma density is expressed in closed integral form. Simple, nonasymptotic upper and lower bounds to the channel capacity are computed. Numerical results are presented and compared with previous bounds and approximations.
INTRODUCTION
In communication theory the channel capacity is the maximum rate, measured in bits, at which reliable communication, i.e., with vanishing error probability, is possible; this is achieved through the use of the appropriate modulation formats and the introduction of errorcorrecting codes. For waveform channels of bandwidth W (in hertz) and available power P, for which the channel capacity increases linearly 1 with W and the transmission duration T, it is common to give the capacity per bandwidth unit and time unit, the so-called spectral efficiency 
͑1͒
where the average signal energy E s satisfies E s = P / W.
At optical frequencies the capacity strongly depends on the reception method, viz., the presence of an optical amplifier or coherent and direct detection, as thoroughly reviewed in Refs. 2 and 3. This paper deals with ideal direct detection, sometimes referred to as the quantum regime. In this case, information is transmitted in the signal intensity, disregarding the phase. As we shall see in more detail in Section 2, an equivalent and natural interpretation is the number of photons of a particular color sent over the channel. In this case, the spectral efficiency was estimated by Gordon 4 as
where ␥ e Ӎ 0.5772. . . is Euler's constant and H Geom ͑⑀ s ͒ is the entropy of a geometric (Bose-Einstein) distribution with an average number of photons ⑀ s :
This mutual information is obtained by an exponential density at the channel input. As ⑀ s becomes large, the spectral efficiency can be approximated as
It is worth mentioning that this quantity is approximately half the value under coherent detection, Coh ,
given by 2,3 Coh = log 2 ͑1+⑀ s ͒, as in additive white Gaussian noise of unit spectral density N 0 = 1. The factor 1 2 in expression (4) is attributed to discarding one of the field quadratures. 3 In the information-theoretic literature, this model is called discrete-time Poisson channel. A peak-constrained version was studied by Shamai 5 and Brady and Verdú, 6 who computed some asymptotic bounds for the channel capacity. These bounds were later refined by Lapidoth and Moser, 7 who provided the following bounds:
where the error term o ⑀ s ͑1͒ tends to zero as ⑀ s → ϱ; that is, the upper bound is of an asymptotic nature. Note that as ⑀ s → ϱ, disregarding the effect of o ⑀ s ͑1͒, upper bound and lower bounds coincide and exceed Gordon's value in expression (4) . A critical examination of the proofs for these results shows that the blocking elements in obtaining simple formulas are mainly two. First, there is no simple formula for the entropy of a random variable with a Poisson dis-tribution, especially compared with the neat formula for the differential entropy of a continuous variable with Gaussian density. 1 The major difficulty here is the evaluation of the term log m!, where m is an integer. A common solution makes use of the Stirling approximation, which is accurate for moderate and large values of m but leads to nonexact expressions. We attack this problem and provide an exact closed-form expression for the entropy of the Poisson distribution. This expression is new, to our knowledge. The formula is based upon an integral representation of the function log m!, as we will see in Section 3. We shall also determine the entropy of discrete random variables with a negative binomial distribution, as a byproduct of the analysis.
The second major difficulty is the determination of the optimum input density. In Section 4 we study in detail the spectral efficiency of the family of gamma densities, a generalization of the exponential density. We shall see that some gamma densities achieve a larger spectral efficiency than an exponential input does. An exact integral representation of the spectral efficiency will be given. As an example, for the exponential input density, the spectral efficiency (in nats, 1 nat= log 2 e bitsӍ 1.4427 bits) is
Asymptotically, as ⑀ s → ϱ, we find that its behavior is
that is, higher than Gordon's approximation, expression (4) . As a by-product of the analysis, tight lower and upper bounds to the channel capacity can be computed. A lower bound to the capacity is given by the simple formula
Our best upper bound admits the simple expression (in nats)
͑10͒
which asymptotically tends to 1 2 log 2 ͑1+⑀ s ͒, as ⑀ s becomes large.
SIGNAL MODEL IN THE QUANTUM REGIME: OPTICAL DIRECT DETECTION
We study the transmission of information via light of frequencies within an interval of width W around a central frequency 0 and limited by min and max , min ഛ ഛ max . The derivation of the channel capacity in classical information theory proceeds along one of two alternative methods. The first one, due to Shannon, 1 exploits the sampling theorem to derive a discrete-time equivalent channel. This method is somewhat difficult to apply at optical frequencies. A second line of attack decomposes the received signal onto a set of Fourier modes. 1 This approach is valid for generic waveform channels, including optical frequencies. If the receiver is active for an interval of length T seconds, with T → ϱ, approximately WT numbers, the temporal modes, are required to accurately represent the signal at the receiver. It is convenient to associate these modes, or degrees of freedom, with different frequencies k , with 1 Ͻ 2 . . . Ͻ WT . The frequencies k are the central frequencies of subbands whose width becomes increasingly smaller as T grows. We do not consider the effect of polarization, which would double the number of available degrees of freedom and, consequently, the spectral efficiency.
This result is presented in different forms in classical and quantum information theory. It is worthwhile revising the steps followed in both cases, so as to make their similarity apparent. In the classical analysis, 1 the starting point is a function z͑t͒, the output of a linear, flat channel of bandwidth W. The real-valued function z͑t͒, corresponding to an electromagnetic field, is represented by the complex-valued analytic signal. 8 If the signal is observed during T seconds, it is shown that z͑t͒ lies in a complex vector space of approximately WT dimensions, and z͑t͒ may be decomposed as
where v k are the coefficients in the expansion, calculated from the appropriate inner product in the vector space. By definition, the functions z k ͑t͒ are orthonormal. The term z rem ͑t͒ is the signal component not transmitted by the channel or rejected by the receiver. As T → ϱ, essentially all the signal energy is collected in the WT elements v k , and the term z rem ͑t͒ can be discarded. In general, z͑t͒ consists of the superposition of a useful signal and thermal noise. However, at optical frequencies, where thermal noise is negligible, the components v k directly represent the useful signal. From a quantum perspective, and in a first approximation, z͑t͒ is a complex-valued wave vector describing the distribution of light, i.e., photons of a given polarization. However, generic signals are represented in quantum information theory by a density operator .
9,10 Let be the density operator corresponding to the received signal z͑t͒. In the absence of thermal noise, and ignoring the component z rem ͑t͒, Eq. (11) becomes now the direct product
For the sake of completeness, we mention that this statement implies that the channel is used to transmit classical, as opposed to quantum, information. 10 The model corresponds then to the well-known modes of a harmonic oscillator in a box. 2 Each of the degrees of freedom, that is, each frequency k , is described by an infinitedimensional Hilbert space H k . A basis of the space, H k is formed by the number states ͉n k ͘, which have definite energy and, through Einstein's relation E k = h k , correspond to the number of photons n k at frequency k .
This second quantization forms the fundamental difference between the classical and the quantum approaches. In both cases the channel is converted into a discrete-time equivalent or, more properly, a frequency-discrete equivalent. In the classical case, the amplitude values are real numbers, whereas in the quantum analysis the amplitude is discretized as well.
In absence of thermal noise, and for coherent states, each of the terms k has the form
Here the coherent state ͉␣ k ͘ is the quantum equivalent of a plane wave of complex amplitude ␣ k and models a signal generated by a laser. 2, 8 Projected onto the basis ͉n k ͘, the coherent state is given by
͑14͒
For later use, we denote the magnitude of ␣ k by ͉␣ k ͉ and its phase by k , that is,
Another signal model is a randomly phased coherent state, sometimes viewed as closer to a real laser than a pure coherent state. 8, 11 A randomly phased coherent state is characterized by a uniform phase distribution in ͓0,2͒. The density operator then becomes diagonal, with the coefficients k,lm of the matrix representation of k given by
The probability of having m photons in mode k, denoted by Pr Z k ͑m͒, is the mth diagonal term in the density matrix,
and follows a Poisson distribution with mean value s k = ͉␣ k ͉ 2 . Summarizing, the channel consists of a set of parallel channels, indexed by k and with respective central frequencies k . The input is a positive real number s k , 0 ഛ s k Ͻϱ. At each subchannel, a number of photons are measured at the output; this number is a random variable, described by a Poisson distribution with parameter s k .
Finally, note that a direct-detection receiver considers only the diagonal of the density matrix. In principle, this leads to an information loss, unless turns into a diagonal form via a decoherence mechanism such as the aforementioned random phase.
ENTROPY OF SOME RANDOM VARIABLES DERIVED FROM A POISSON DISTRIBUTION
As we shall review later, the channel capacity is defined in terms of entropies of random variables. For a discrete random variable z, which takes on integer values and is described by a distribution Pr Z ͑m͒, the entropy H͑Z͒ is defined 1 as
When p = 0, we define p log p = 0. We adopt the convention that the logarithms in the formulas throughout the paper are in base e and the entropies are in nats, whereas the plots are in base 2, that is, in bits. One nat corresponds to log 2 e Ӎ 1.4427 bits.
In our computations, we shall extensively use the following exact identity for the logarithm of Euler's gamma function, 12 log ⌫͑x͒,
Euler's gamma function 12 is defined as
Here a is a positive real number; we often set a = 1. Recall that Euler derived his gamma function as a generalization of the factorial m! and that, for integer m, m!=⌫͑m +1͒. We have therefore
These expressions do not seem to admit an evaluation in terms of more fundamental functions but are nevertheless easily computed, and, more important, they may be manipulated algebraically to simplify some expressions involving log ⌫͑x͒ or log m!, as we now see.
A. Entropy for a Poisson Distribution
A variable Z with Poisson distribution and parameter s takes on the values m =0,1, . . . ,ϱ, with probability
We will often use the shorthand Pr͑m ͉ s͒. We have the following closed-form expression for the entropy of a discrete random variable Z, distributed according to a Poisson law with parameter s, which we denote by H Pois ͑s͒,
͑23͒
The formula is exact and easy to evaluate with the aid of a computer. The derivation can be found in Appendix A. The integral in Eq. (23) is proper and converges. The points of possible nonconvergence are u = 0 and u =1. At u = 0, the integrand tends to 0. At u = 1, an expansion of the exponential term around u = 1 yields
B. Entropy for a Negative Binomial Distribution
If the parameter s of a Poisson variable changes, a new discrete random variable is generated. A common input density for the Poisson channel is the exponential function. Here we consider the general family of gamma densities, which may be seen as a generalization of the exponential case. Each member of the family is characterized by a parameter , and the density p S ͑s͒ is
The number ⑀ s is the mean of the variable s. The exponential density is obtained by setting = 1. We shall use the moment-generating function, mgf Gamma͑,⑀ s ͒ ͑t͒, given by
This can be verified by direct application of Eq. (20). The output induced by a gamma density is a negative binomial distribution. 13 Its distribution Pr Z ͑m͒ is
Here we used Eq. (20). For = 1, we obtain the geometric distribution of mean ⑀ s , as expected. One can similarly define the probability-generating function of a discrete random variable, denoted by pgf͑u͒ and given by
The computation of the probability-generating function of a negative binomial distribution, pgf NegBin͑,⑀ s ͒ ͑u͒, is straightforward. By exchanging the summation and integration order and then using the Taylor expansion of exp͑z͒, we have
We now proceed to compute the entropy of a discrete random variable with negative binomial distribution with mean ⑀ s and parameter , which we denote by
where
The derivation exploits the identity Eq. (19) to obtain an alternative form of ⌫͑m + ͒ and m!. It can be found in Appendix B.
For the geometric random variable, we recover the well-known formula
͑37͒
As happened with the Poisson distribution, the integral converges for u → 1, as
BOUNDS ON THE SPECTRAL EFFICIENCY A. Channel Capacity and Spectral Efficiency
In quantum information theory, the von Neumann entropy is a fundamental quantity. 2, 10 Among other uses, it allows for the formulation of quantum channel capacity theorems. We now briefly review how it relates to the classical Shannon entropy, and through the link we shall use the classical channel capacity theorem to estimate the spectral efficiency.
Let us first recall the definition of von Neumann entropy S͑͒,
where i are the eigenvalues of . The entropy of coherent states is zero 10 because they are pure states, i.e., they admit a decomposition of the form Eq. (13) . For a decohered coherent state, where the density matrix is diagonal in a number-state representation, the von Neumann entropy coincides with the Shannon entropy of the variable Z k , the observed number of photons in mode k, and S͑ k ͒ = H͑Z k ͒.
We consider a linear, flat, and narrowband channel, where all frequencies are essentially identical, i.e., Ӎ 0 , the central frequency. The average power is constrained to P; an equivalent constraint is placed on the average signal energy per channel use, E s = P / W. The signal energy E s is translated into an average number of photons per mode by Einstein's relation E = h 0 , which gives the energy of a single photon. In terms of the average number of photons per mode, ⑀ s,k , we have
Under the narrowband assumption, ⑀ s,k does not depend on the mode, and we define ⑀ s = ⑀ s,k . For simplicity, we drop the subindex k in the following, unless doing so creates ambiguity.
The total capacity, in bits, is the sum across all degrees of freedom or modes and is proportional to WT. At each degree of freedom, that is, each frequency, the channel is a discrete-time Poisson channel, with a continuous input S and a discrete output Z. Note that only the magnitude of the coherent states is used. The capacity (in bits), normalized to the total available bandwidth W and the transmission duration T, is the highest possible spectral efficiency, which we denote by . Equivalently, the largest spectral efficiency coincides with the channel capacity per channel use and is given by 
H͑Z͒ − H͑Z͉S͒. ͑43͒
The maximization is performed over all input distributions that satisfy the constraint Eq. (41). The mutual information I͑S ; Z͒, the output entropy H͑Z͒, and the conditional entropy H͑Z ͉ S͒ have their usual meanings, 1, 10 that is,
Pr Z͉S ͑m͉s͒log Pr Z͉S ͑m͉s͒ ͬ ds,
͑45͒
and Pr Z ͑m͒ is the channel output averaged over the input p S ͑s͒. A lesser known, alternative expression for the channel capacity exploits the duality in constrained convex optimization. The key idea behind it is that a constrained maximization problem can be transformed into a dual minimization problem, where the constraint is included via Lagrange multipliers. In an information-theoretic context, a detailed presentation of the theory can be found in Section 3.3 of Csiszár and Körner's book.
14 Even though their book is on discrete-memoryless channels, the result holds for the direct-detection channel as well. The main result we need is that the channel capacity may be obtained by solving the following optimization problem: = inf 15 and the analysis of the capacity of the noncoherent discrete-time Rayleigh-fading channel. 16 For a fixed value of s ͓0,ϱ͒, a specific output distribution Pr Z ͑·͒, the Kuhn-Tucker mutual information I KT ͑s ; Z͒ is given by
Pr Z͉S ͑m͉s͒
The dependence on the output distribution is left implicit in the notation. The maximization in Eq. (42) is done over the input distributions p S ͑·͒, whereas the dual problem in Eq. (46) considers the set of possible output distributions Pr Z ͑·͒. In general, either optimization problem is hard to solve in exact form, be it analytic or numerical. Exceptions are the additive Gaussian noise and the coherent-state channel with zero entropy. In both cases, the conditional entropy does not depend on the input density, and the mutual information is therefore maximized when the output entropy is largest, a problem less hard to solve.
Fortunately, it is straightforward to generate upper and lower bounds from Eqs. (42) and (46). For instance, a fixed input density p S ͑·͒ achieves a mutual information I͑S ; Z͒, which will, in general, be lower than the optimum value. In Subsection 4.B we compute the mutual information in the family of gamma densities. Each of them thus gives a lower bound.
Analogously 15 with the necessary modifications to include a continuous input and a constraint on the input, directly yields an upper bound of this form, with no need to use convex optimization theory.
Needless to say, any nontightness in estimating the maximum over the input s, computing the Lagrange multiplier ␥ * , or using the optimum output density will make the upper bound differ from the true spectral efficiency. In Subsection 4.C we shall consider a family derived from the gamma distribution and use it to obtain an upper bound to the capacity. Even though the bounds are clearly not the tightest possible, they will nevertheless prove accurate, as we will see in some detail in Subsection 4.D.
B. Mutual Information with Input from the Gamma Family
We start by stating the mutual information (spectral efficiency) achievable with a gamma input. The mutual information of a discrete-time Poisson channel with a constraint ⑀ s on the average number of photons and an input distributed as a gamma density with parameter , denoted by I Gamma ͑ , ⑀ s ͒, is given by
͑50͒
where ͑x͒ is Euler's digamma function, ͑x͒ = ⌫Ј͑x͒ / ⌫͑x͒, and the function pgf͑u͒ is in turn given by
The proof is included in Appendix C. A particularization to = 1, that is, the exponential density, gives I exp ͑⑀ s ͒, and the achievable mutual information is given by
͑52͒
It follows from Eq. (50) by setting = 1 and noting that ͑2͒ =1−␥ e , ␥ e being Euler's constant. This exact expression, even though it does not seem to admit an expression in terms of more fundamental functions, is rather easy to compute numerically and avoids the need for approximations or the direct computation of the mutual information starting from its definition.
As a final remark, we note that the asymptotic behavior, as ⑀ s → ϱ, of the mutual information with exponential input is
that is, higher than Gordon's classical approximation.
C. Upper Bounds Derived via Duality
We consider now the family of output distributions obtained in a Poisson channel when the following input density p S * ͑s͒ is used:
that is, a mixture of a standard gamma density with parameter and mean ⑀ s , denoted by p Gamma͑,⑀ s ͒ ͑s͒, with probability 1 − ␣ 0 , and a Dirac delta at s = 0, whose probability is ␣ 0 . Accordingly, the output distribution Pr Z * ͑m͒ is a mixture of a negative binomial distribution with mean ⑀ s and parameter and the zero-output variable:
Each distribution gives an upper bound via Eq. (46). Exploiting the flexibility in the choice and ␣ 0 allows us to derive a tight bound.
For this family, the Kuhn-Tucker function I KT ͑s ; Z͒ − ␥͑s − ⑀ s ͒ is computed in Appendix D and has the final form I KT ͑s;Z͒ − ␥͑s − ⑀ s ͒ = 0 ͑s,␥͒ + 1 ͑s,␥͒ + 2 ͑s,␥͒, ͑56͒
with the summands in turn given by 0 ͑s,␥͒ = − s + s log s
We now separately examine the three summands. First, 2 ͑s , ␥͒ is a constant as a function of s and therefore has no impact on the localization of the maximum over s.
Then, choosing the Lagrange multiplier
makes 1 ͑s , ␥ * ͒ = 0 and therefore constant, with no impact on the localization of the maximum over s. This implies that we need consider only the variation of 0 ͑s , ␥͒ with s.
Initially, we take ␣ 0 = 0, and later we will optimize ␣ 0 in order to tighten the bound. Even though it seems difficult to qualitatively determine its behavior from inspection of the formula, it is nevertheless simple to evaluate it numerically. Figure 1 shows the values of 0 ͑s , ␥͒ in the range 0 ഛ s ഛ 10, for some values of . We have found that it diverges as s → ϱ, unless ജ Putting the various elements together and using the values for ␥ and 2 ͑s , ␥͒, we find that an upper bound to the capacity is = 2 ͑s,␥͒ = log
For = 1, we obtain = H Geom ͑⑀ s ͒, a somewhat trivial statement, as the geometric distribution has maximum entropy for fixed ⑀ s . More interesting is to allow for variations in . It is then found that decreases as becomes smaller. Taking into account the constraint ജ For the sake of completeness, and as verification, we include in Table 1 the evaluation of 0 ͑s , ␥͒ for large values of s. As s → ϱ , 0 ͑s , ␥͒ approaches −1 / 2 log͑2e͒Ӎ −0.84657359027997265471. . . from below. At last, we choose a nonzero ␣ 0 * in order to reduce the value of 0 ͑s , ␥͒ at s = 0. This is done by taking
or, in other words,
then the value at s = 0 coincides with the value as s → ϱ, that is, 0 ͑0,␥͒ = lim s→ϱ 0 ͑s , ␥͒. This effect is depicted in Fig. 1 , showing that the function 0 ͑s , ␥͒ decreases from its value at s = 0 to a local minimum and increases afterward. We have also verified numerically that the first derivative is positive after the local minimum; that is, the function is monotonically increasing and never reaches the value 0 ͑0,␥͒. Summarizing all the considerations so far, we choose an input density of the form Eq. (54), with =1/2 and the optimum ␣ 0 * in Eq. (67). It yields an output distribution Pr Z * ͑·͒, which is used together with the Lagrange multiplier ␥ * in Eq. (60) to derive an upper bound to the capacity, using Eq. (46). The maximum over s is located at s = 0 and s → ϱ and is such that the following upper bound is obtained:
͑70͒
As could be expected, the upper bound grows asymptotically as
where we used log͑1+x͒ = x + O͑x −1 ͒, as x → 0. This is in line with previous findings. 7 Note, however, that the analysis yields an exact result, not merely an asymptotic value. Figure 2 shows several bounds and approximations to the channel capacity, namely, Gordon's approximate formula [expression (2) Figure 3 depicts some additional curves to better compare the spectral efficiencies with Gaus . In Fig. 3(a) , we show the difference I Gamma ͑ , ⑀ s ͒ − Gaus , for the mutual information with gamma input, with = 1 and = 1 2 . Also, the difference with respect to the upper bound, − Gauss , is depicted.
D. Some Numerical Results
Remarkably, the gamma density with = 1 2 seems to be above Gaus . This is further supported by the results plotted in Fig. 3(b) , a zoom of the previous one, in logarithmic scale, where the depicted range is increased up to ⑀ s =10 36 photons per mode. From these numbers, we conjecture that Gaus is always a lower bound to the spectral efficiency, even though we have not been able to prove it. It is also significant that the upper bound , also represented in Fig. 3(b) , closes onto the Gaus rather rapidly;
the difference between the two is below 0.1 bits for 150 photons/mode, falling to 0.01 bits at about 15,000 photons/mode. The narrow gap between the best lower and upper bounds constitutes the tightest pair of bounds for this channel known so far, to our knowledge.
CONCLUSIONS
We have reviewed the modeling of optical direct detection and seen how a randomly phased coherent state admits a density-matrix diagonal in the number-state representation. The corresponding channel model can be seen as a discrete-time Poisson channel. We have given a natural interpretation of the channel capacity in terms of spectral efficiency. A bottleneck for the computation of the spectral efficiency is the absence of a simple expression for log m!, m integer. We have solved this problem by using an integral representation of the function log ⌫͑x͒, where ⌫͑x͒ is Euler's gamma function. This representation leads to simple expressions for the entropy of random variables with Poisson and negative binomial distributions. Additionally, it admits a closed-form formula for the spectral efficiency achievable with a gamma density, with Ͼ 0, including the exponential density for = 1. The corresponding spectral efficiencies have been computed for the relevant photon counts. Finally, the dual formulation of the capacity computation problem allows us to derive a closed-form, nonasymptotic upper bound to the capacity per channel use. The lower bound shows that the capacity grows at least as 1 2 log 2 ͑1+⑀ s ͒, where ⑀ s is the average photon count per channel use. Our best upper bound is at worst 0.5 bits above the lower bound 1 2 log 2 ͑1+⑀ s ͒, and the difference falls to 0.1 bits for relatively low photon counts, above 150 photons/mode.
APPENDIX A: COMPUTATION OF THE ENTROPY FOR A POISSON DISTRIBUTION
We start by writing down the expression for the entropy H Pois ͑s͒, We now rewrite the last summand, using Eq. (21),
͑A7͒
Equation (A6) follows by interchanging the order of summation and integration, and Eq. (A7) follows by adding up the various terms in the infinite sum. These steps will be done in other proofs, where we will not comment on them.
APPENDIX B: COMPUTATION OF THE ENTROPY FOR A NEGATIVE BINOMIAL DISTRIBUTION
By definition, the entropy is the sum
We first expand the logarithm using Eqs. (19) and (21),
The last summand is further computed as
This concludes the derivation.
APPENDIX C: COMPUTATION OF THE MUTUAL INFORMATION FOR A GAMMA INPUT
For our channel, the mutual information I͑S ; Z͒ is the sum
The output entropy H͑Z͒ is directly given by Eq. (35). As for the conditional entropy H͑Z ͉ S͒, it can be computed as follows. First, from its definition, we note that it is a function of the entropy of a Poisson random variable, given by Eq. (23), The remaining integral can be evaluated as a function of the digamma function, The second summand includes a term of the form log Pr Z * ͑m͒, where the distribution of Z is derived from the negative binomial, which we denote by Pr NegBin͑,⑀ s ͒ ͑m͒. 
͑D2͒
We now concentrate on the second summand in Eq. 
͑D8͒
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