Abstract-In an emergency event, the efficient and effective management of medical resources reduces response times and better meets the patient's needs. However, the heterogeneity of types of resources (e.g., crews and expertise levels, vehicles, hospital capacity) and needs of patients (e.g., trauma status and type, location) makes efficient management of resources a very challenging task.
I. INTRODUCTION
The de-facto limited resources' availability in an emergency medical response stresses the need of making more precise and accurate decisions in the allocation of medical resources during these emergencies and especially when they escalate to crises. A mismatch between supply and demand of resources in an allocation scenario, can delay or even cause the failure of the response, with cascading consequences to subsequent events and high socio-economic costs.
Three key decision-support points in an emergency medical response, as given by medical responders themselves in the framework of the COncORDE 1 project, are expressed as follows:
• Emergency Medical Services (EMS) want an automatic match of available resources (including crews and expertise levels, vehicles, hospital beds) to classified victim/patient needs and their status based on the location of the scene and the distance to travel.
• EMS want a tool to help decide that upscale is required and direct case to the appropriate higher centre.
• First Receivers (e.g. hospitals) want to have a tool that can match capacity for treatment and expected demand and make recommendation of how to deal with available. resources. Evidently, matching of available resources to the patient's needs is inherently difficult due to the heterogeneity that exists in the types of resources and the needs of patients, and the complexity associated with the peculiarities of each individual emergency event. In essence, the requirements above, emphasise the necessity for developing intelligent decision making support and resource allocation algorithms that reduce the risk of resource allocation mismatch. A positive development is that the recent advances in mobile computing have made possible the collection of a plethora of various data sets that could improve the knowledge about emergency response and build experience in dealing with the heterogeneity of the resources' supply and demand [1] . In this way, estimates of the state of emergency (in terms of resources) can be produced based on collected data during the emergency events and even models of the evolution of the emergency can be derived from processing of information on past emergency events. For instance, the NHS in England routinely publishes relevant statistics, including: monthly reports of delayed transfers of care, ambulance quality indicators, weekly reports on A&E attendances and emergency admission, and quarterly collection of hospital bed availability and occupancy [2] that can be used for this purpose.
This work deals with the modelling of different emergency scenarios, considering the current and future (predicted) states of the emergency situation in terms of resources that are available or may become available and demand that arises by the emergency event. In addition, auxiliary information can be incorporated with regards, for example, to the current and future (predicted) travel times to and from the emergency field, as well as regarding other constraints, such as the maximum available capacity of hospitals or shelters acting as First Receivers. Thereafter, a systematic methodology is adopted that makes use of the developed network model to design intelligent decision support and resource allocation strategies based on mathematical programming techniques. The practicality of the proposed solution is also demonstrated through the implementation of an online algorithm tool that can be executed in real time within computer-aided decision support systems.
The paper is organised as follows: Section II first sets up the context of the work and discusses the novelty of the proposed solution based on related work found in the literature. Then, Section III starts with proposing a networking model and then formulating the desired decision-support problem as a mathematical program. Section IV presents an algorithmic implementation of the formulated problem for online execution. Section V studies the applicability of the proposed solution under various scenario settings and provides experimental results that demonstrates the favorable features of the proposed tool under various metrics. Finally, Section VI concludes this work and discusses potential future directions of research.
II. BACKGROUND AND RELATED WORK
In order to adopt an organised approach and ensure a victimcentred solution, an emergency response can be split into five principal spaces, namely: i) Alert/Activation, ii) EMS onthe-way, iii) Field Management, iv) Patient Transport, and v) First Receiver. The responders working in each of these five spaces, have numerous patient-related tasks which are broadly similar across countries and type of incident. These tasks form the basis for the generic set of requirements for technology support. It should be noted here that, traditionally, these five spaces occurred in a sequential manner and as such they used to be considered as five phases of emergency response, as shown in Fig. 1 . However, technological advancements, especially in information and communication technologies have enabled mutual visibility, early situational awareness, and decision support operations concurrently occurring across all these five spaces, enabling a shift towards parallel execution.
The five spaces and their main tasks are summarised below: 1. Alert/Activation Initial alert is being made to the Public Safety Answering Point (PSAP) or the 112 (European emergency number) call center. The key involved tasks are the management of the alert, the retrieval of its location, the initial judgement of the situation and the dispatch of resources from the various alternative emergency response centres that are available. over of patients when they arrive. Notably, these five spaces are interlinked by various tasks that affect actions taken across the rest of the spaces. For instance, information obtained by the PSAP on location, scale and needs of an emergency event at space 1 can be used by responders in space 2 to plan appropriately their route to the event location and by medical personnel in space 5 to prepare for receiving patients. Evidently, decisions made in all five spaces can affect the response times and the resource allocation efficiency not only within each space by also across the whole emergency management. It is therefore imperative to make intelligent decisions that will help responders improve response times and resource efficiency.
EMS on-the-way

A. State-of-the-art in decision support
Decision support systems (DSS) enable human operators to make better sense of the situation and make informed decisions [3] [4] . Existing decision support systems make use of diagnostic/prognostic tools, optimisation and adaptation functions and general collaboration features [5] . Popular techniques for prognosis/diagnosis and optimisation/adaptation include: machine learning (e.g. artificial neural networks and genetic algorithms), case-based reasoning and mathematical programming [6] . With regards to the collaboration features aspect, group decision support systems have been proposed whereby decisions are made by experts convening information using conferencing systems.
A great challenge in decision support is the integration of a specifically developed function/procedure to the broader operation structure of emergency management in order to achieve the level of autonomy that will allow the system to evolve and remain attractive to human operators. Emergency situations and large scale disasters expose the lack of integration and collaboration among the involved organisations revealing challenges for effective DSS, [7] [8] .
Existing frameworks supporting emergency management and decision support include:
• Computer-Aided Management of Emergency Operations (CAMEO), commonly used for chemical emergency planners and first responders, is an example of an emergency management decision support system, [9] .
• Emergency Management Information System (EMIS), which renders geospatial information via 3D visualisation techniques, [10] .
• The Emergency Manager Toolkit, with tools developed on information prioritisation, decision support and modelling, along with the 2008 National Incident Management System developed by FEMA in the US, [11] • The SAHANA DSS, a GIS supplemented user-friendly DSS for emergency management, [12] . [15] , which is a GIS-based program that allows the user to identify a risk source, analyse it, classify it, and predict the outcomes of events (common and worse case scenarios). The existing application tasks covered in most of above presented efforts consider disaster scene management (particularly triage), remote monitoring of the victims' conditions/status, transmission of medical images for various purposes (such as remote diagnosis and identification of victims, e.g. via dental records) and a plethora of decision support functionalities, [16] [17] [18] [19] . However, the resource allocation problem has not been adequately addressed in current DSS solutions. Moreover, the focus of existing tools within emergency DSS is on supporting decision within individual spaces of emergency response and not across all five spaces identified earlier.
The work presented in this paper, considers both these issues and provides a tool for resource-based decision support that considers all five spaces of medical emergency response. The illustrative response scenario considered hereafter, deals with the dispatch of EMS crew to pick up victims/patients from the emergency field and the transport to a hospital acting as the First Receiver.
III. PROBLEM FORMULATION
A. Network Model
The formulation starts with a graph-theoretic network, built to model the interaction of the five spaces and the possible flow of resources in order to enable decision making. Discrete time k n with n = 0, 1, 2, ... is assumed, where k 0 indicates the current time, k 1 represents one time unit in the future, k 2 two time units later, and so on. Let G = (V, E) be a graph with a set V of nodes and the set E of edges connecting the nodes. The set of nodes consists of three subsets, V = {A, E, H}, referring to space 1, 3, and 5 of the emergency response as identified in the Section II. More specifically, subset A represents the available medical emergency dispatch centres, subset E represents the currently active emergency events, and subset H represents the available First Receivers in the vicinity of the active emergency events. Then, element-node a 1 (k 0 ) represents the first emergency dispatch center at the current time, a 2 (k 0 ) represents a second emergency dispatch center at the same time, while a 2 (k 1 ) represents the second dispatch center one time unit in the future. Similarly, node e 1 (k 0 ) denotes one emergency event at the current time and e 2 (k 1 ) represents a second active emergency event one time unit in the future. Finally, node h 1 (k 0 ) represents a First Receiver at the current time and node h 2 (k 1 ) represents another First Receiver one time instance in the future. It should be emphasised here that node replicas representing future time instances are used to incorporate predictions of resource demand and emergency event needs. The presented approach enables modelling of prediction-estimates of emergency response needs based on previously gained knowledge on emergencies with similar profile (in terms of pre-defined similarity metrics the definition of which falls outside the scope of this paper). The elements of set E, represent the possible flow of resources from dispatch to the field and from the field to the First Receivers. Hence, edge (i, j), i = a 1 (k 0 ), j = e 1 (k 1 ) represents the possible dispatch from the first emergency response center to the field of emergency event e 1 , taking one time unit of time to arrive. Similarly, edge (i, j), i = e 1 (k 1 ), j = h 1 (k 3 ) represents the transport of patients from the field of emergency event e 1 at time unit k 1 to First Receiver h 1 at time unit k 3 with duration of two time units. Both examples illustrate the shift of medical resources that in fact physical take place within spaces 2 (EMS on the way) and 4 (Transport) of emergency response.
An illustration of the overall network/graph is presented in Fig. 2 to aid understanding. As shown in the figure, a number of consecutive node replicas are present for each of the available dispatch centres (i.e., space 1), the active emergency events (i.e., space 3) and the First Receivers (i.e., space 5). The edges that connect these spaces reflect the flow of resources from the dispatch centre to the field (i.e., space 2) and from the field to the First Receivers (i.e., space 4). The virtual sink node presented in the figure will be used in the decision-making problem formulation that is derived in the following section.
B. Mathematical program representation
Let x ij be the variable representing the number of resources flowing through edge (i, j) and u ij the maximum capacity on the particular edge. The interpretation of the flow variable and the capacity in the various spaces (as shown in Fig. 1 ) is given below:
• For an edge (i, j), i ∈ A, j ∈ E, flow variable x ij represents the number of EMS response units dispatched from medical response centres towards the emergency field. The capacity u ij represents the maximum available EMS response units at the disposal of the response centres.
• For an edge (i, j), i ∈ E, j ∈ H, flow variable x ij reflects the number of victims/patients picked up from the field and headed towards a First Receiver. The capacity u ij represents the maximum number of patients that can be transported by the available transport resources. There are two noteworthy points to emphasise here. First, there is a mismatch between the type of flows. As elaborated in Section I, this is partly due to the heterogeneity between the types of medical resources and the patients' needs and is usually a source of inefficiency that is experienced in medical responses. In order to properly address this mismatch and correctly formulate the mathematical program, a "gain" parameter µ ij is introduced in the second set of edges that supports the transformation of the number of EMS units dispatched to the number of patients transported (shown in Fig. 1 as well) . For instance, if µ ij = 2, for every EMS unit dispatched a total of two patients can be transported to a First Receiver. Note that in real-life scenarios, µ ij is associated with great uncertainty since the number of victims/patients that will be ready for transport by the time EMS units arrive at the field, are not always known apriori. This uncertainty can be modelled as a stochastic problem or approximated through scenario-based simulations.
Another important point to note here is that u ij represents the accumulated capacity that becomes available from time k 0 up to every other time in the future. For instance, the total number of available EMS units varies with time depending on the rate that EMS units are dispatched and the rate that these units complete their tasks. Hence if no dispatches of response units are made over an extended period of time, then full availability is restored. Similarly, the number of victims/patients in need for transport increases with the passage of time (assuming an emergency whereby more victims are affected with the passage of time) if no EMS units are dispatched to attend the patients.
The virtual sink node s in the network shown in Fig.  1 , is used mainly for soundness and completeness of the problem formulation. Its main purpose is to indicate the demand P of victim/patients in terms of resources across all active emergencies, i.e., b(s) = P . The demand (in terms of resource flow) for every other node in the network is set to b(i) = 0, ∀i ∈ V, i = s (i.e., resources move from emergency response centres to First Receivers). The flow on virtual edges (i, j), i ∈ H, j = s indicates the number of patients transported to a particular First Receiver at a particular time instance and the capacity on the same edge indicates the maximum number of patients that can be accepted by the First Receiver over time, i.e., the bed availability and occupancy is taken into account. The edge gain for these parameters is simply set to µ ij = 1 since for these edges homogeneous quantities are considered.
Using the previously described modelling approach allows for the formulation of an optimisation problem to compute the number of EMS units that need to be dispatched in order to attend and transport patients from the field to the First Receivers for treatment at the earliest possible time. Since response time is a very important factor of success when dealing with emergencies, the cost c ij on every edge is assumed to be the travel time to and from the field. The cost for the virtual edges ending at the sink node s is assumed to be equal to zero. Problem (P1), as defined below, computes the dispatch strategies that minimise the response times to and from the field. The computed strategies indicate the emergency response centre and the number of EMS units to be dispatched, the chosen emergency event to attend and the selected First Receivers that should be targeted in order to meet the best response times.
The objective function expressed in (1) minimizes the emergency response time under the given constraints. The first two constraints ensure that the flow of medical resources and the transport of patients to the First Receivers (over an arbitrary time horizon K) does not exceed the total capacity of each. Constraints in (4) ensures that the arrival of patients at the First Receivers is consistent with the dispatch of EMS units from the emergency response centres. Finally, eq. (5) defines the flow variables and the lower and upper capacity limits on each edge.
Problem (P1) is a generalised minimum cost flow problem (due to µ ij ) for which an integer programming solver is required in order to compute a solution optimally, [20] . As such, there is no guarantee that the optimal solution to (P1) can be found in polynomial time. Hence, alternative heuristics should be examined that reduce complexity and can be applied in an online fashion.
One such approach is presented below by forming problem (P2), which instead of considering the First Receiver capacity in terms of the victims/patients that can be hospitalised, it accounts for the number of transport vehicles that can be accepted at every time instance. Hence a transformation is made prior to the application of (P2) that reduces the number of victims/patients that a First Receiver measures to the number of EMS units dispatched by the emergency response centre. Doing so, removes the inconsistency and simplifies the problem. However, it is noted that the derived solution corresponds to an approximation due to lack of accurate modelling of the resources available at the different spaces. Moreover, the available capacity at the First Receiver, with this formulation, actually becomes a stochastic variable that incorporates the uncertainty of the actual patients transported (note that in (P1) the uncertainty was on the edge gain parameter µ ij ). In this work, this uncertainty is handled by scenario-based simulations as indicated above.
It is noted that problem (P2) is identical to (P1) except from the fact that there is now no "gain" for the edges (i, j) ∈ E, i ∈ E, j ∈ H. Moreover, instead of u ij being the First Receiver capacity for patient hospitalisation, in (P2) u ij for these edges is the rate by which patient transport is accepted at the First Receivers in terms of EMS units. Constraints (7) and (8) are simplex constraints while the third and fourth equations express the basic constraints that make up the minimum cost flow problem. As discussed in [21] , the simplex constraints retain the total unimodularity of the minimum cost flow problem and thus the integrality principle is preserved [20] . This is to say that problem (P2) is computationally efficient to solve using linear programming solvers with guaranteed integer optimal solutions.
IV. IMPLEMENTATION APPROACH
As discussed in Section III, for each EMS unit dispatched, a number of patients can be picked up and transported to a First Receiver. Obviously, at the time of dispatch there is only an estimate of the patients in need for transport since there is usually high uncertainty on what the EMS crew will actually confront in the field. Hence, decisions need to be frequently revised based on updated information obtained during the response to the emergency event, in order to achieve the best possible response times while also best utilising the available resources. Algorithm 1, presented below, provides an online implementation by devising an iterative decision making solution using problem (P2).
Algorithm 1 Iterative decision making.
Ensure: t=0.
1: Retrieve resource availability from both space 1 and 3. 2: Transform First Receiver capacity to response centre resource estimates. 3: Update victim/patient resources' demand b(s). 4: Update travel time costs c ij and capacities u ij . 5: Solve problem (P2) for time horizon k t , k t+1 , . . . , k t+K . 6: Provide decision support for the first θ time instances. 7: t = t + θ; Go to step 1.
At each iteration in the above algorithm, the most updated information regarding the resources of the EMS responders and the First Receivers is obtained (step 1 of the algorithm). Using this information an estimate is made on the number of EMS units that each First Receiver can handle based on the available hospital capacity. This estimate can be calculated based of historical data obtained from the response to similar events or approximated based on some reasonably accurate random distribution (step 2 of the algorithm). Thereafter, the most recent state of the emergency situation is used to set the emergency resource demand (step 3) and the travelling costs are recomputed using, for example, information from road traffic services (step 4). (P2) is then solved, in step 5, to derive the latest resource allocation strategies. The decisions for the first θ time steps are presented (step 6) before a new iteration is finally initiated (step 7).
V. EXPERIMENTAL RESULTS In order to study the different emergency response strategies that suffice, a number of case scenarios are considered and for each a range of parameter settings are investigated. For all cases, a time horizon of K = 10 time units is set. Table I lists the case scenarios investigated hereafter. In the first case, two dispatch centres are considered, a single emergency response service is assumed to be activated, and two First Receivers are assumed available (in the vicinity of the emergency event) for patient hospitalisation. In the second case, the number of dispatch centres is increased to four. It is assumed that the rate of resource availability over time follows the uniform distribution. Travel times from one space to another are also generated assuming the uniform distribution. Response centres are positioned in such a way that the mean travel time to the field . 3a) , the arrival to First Receivers ( fig. 3b) , the outage experienced ( fig.  3c ) and the response times achieved ( fig. 3d) . increases by ten minutes for each additional centre considered. For instance, the mean travel time for the first dispatch centre is 10 min, for the second dispatch center is 20 min, and so on. The same applies for the travel time to the First Receivers from the epicentre of the emergency event field. The mean travel time towards the First Receiver is 10 min and to the second is 20 min. In the experiments that follow, varying demand for EMS units (i.e., b(s) is varied in the (P2) optimisation) is used to study different scales of the emergency event.
A. Case Scenario 1
In the first scenario, a uniform distribution in the interval U (0, 2) is used initially in order to simulate the process of resources' increase in spaces 1 and 5 through time. Then, the emergency response scenario is executed and the results for the best resource allocation (assuming correct knowledge of parameters at runtime) are extracted. Figure 3 shows the obtained results using the following metrics: the number and origin of EMS units to be dispatched (Fig. 3a) , the First Receivers to be selected for victim/patient transport (Fig. 3b) , the service outage expected to be experienced (Fig. 3c) and the response times anticipated (Fig. 3d) . It can be seen that, the closest dispatch centre is chosen when resource demand is small while a fare share of the EMS units are dispatched from the alternative dispatch centres when the scale of the emergency event increases. The same is also true for the selected EMS response units. Figure 3c illustrates the percentage of time-units at which the response units seem unable to match the patients' needs as the scale of the emergency increases. Illustratively, and under the assumed settings, there is a service outage (failure of fully responding to demand) 50% of the time when there is demand for about 6 to 7 EMS units. These insights can be used to suggest when upscale is required as indicated in the Introduction. Finally, fig. 3d presents the response times that are expected when the decisions recommended by the solution to problem (P2) are implemented.
The same set of results are then depicted in Fig. 4 , this time assuming that the medical resource availability increases through time with a uniform distribution in the interval U (0, 4). It can be seen that the service's failure to meet demand dramatically reduces while preference for the closest dispatch centres is obvious. Note that the response times for all those emergency events attended is maintained to similar levels as with those presented in Fig. 5d .
B. Case Scenario 2
As in scenario 1, the first set of results (depicted in Fig.  5 ) assumes that space 1 and 5 resources become available following a uniform distribution in the interval U (0, 2). Fig. 5a shows that a mixed strategy is recommended by the proposed decision support tool for the dispatch of EMS units, so as to reduce the experienced service outage. This becomes obvious by comparing Fig. 3c and 5c , which present the service outage reduction from increasing EMS unit availability. The effect is also clear from the comparison of Fig. 3a and 5a in which a right shift in the distribution of dispatched EMS units is evident. As expected, the response times to the emergency events slightly increases, and this is due to the dispatching of EMS units from more distant dispatch centres.
When both space 1 and 5 resources are increased (i.e., an upscale is made) to the interval U (0, 4), it is evident from the results in Fig. 6 that the service outage drops dramatically, and the response times decrease as well, since preference is made to the closest available dispatch centres ( Fig. 6a and 6b ).
VI. CONCLUSIONS
This work presented the design and the implementation of a resource-based decision support tool, which aims at supporting the commanders when making allocation decisions across all 5 space of emergency response. The dispatch of EMS units to the emergency field after an alert, as well as the transport of victims/patients to First Receivers are used as the resource allocation examples for the demonstration of the algorithm, however, the same approach, with appropriate parameterization, can be adopted when other types of resources are concerned (e.g., non-medical). It is noted that even if different strategies, than those recommended by the proposed tool, are adopted in practice, the results presented can serve as a quick and good indication of the anticipated quality of service.
Future work will aim to relax assumptions made regarding the knowledge of the initial availability of resources and the flow capacities in the graph. Also future work will try to better address the uncertainties that inherently existing in the available resources and compare the results obtained with other relevant approaches. With respect to development, the intention is to implement the tool as a service running within a larger emergency DSS, in order to test the applicability and performance in realistic scenarios.
