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RESUMO 
O p~esente trabalho procura usar a informação sintática contida nas 
sentenças pertencentes a uma linguagem formal na sua decodificação quando 
as mesmas são transmitidas através um canal ruidoso. ~ adaptado o algoritmo 
de Fano da decodificação sequencial na decodificação sintática. O algoritmo 
é simulado em computador IBM 370 para três diferentes linguagens e 
canais de transmissão. 
ABSTRACT 
The present work uses the syntactical information of the 
sentences of a formal language in their decoding, after they have 
passed through a noisy channel. Fano's algorithm for sequential 
decoding is adapted to syntactical decoding. The algorithm is 
simulated in the IBM 370 for three diferent sources and channels. 
The results of the simulation are discussed and analysed. 
ÍNDICE 
Capítulo 1 :· lntroduçao ...................•.•...........•............ 




G r amá t i ca s Forma i s ........•.•...•..•...•...•............ 
Gramáticas Livres de Contexto .....•...............•.••.• 
Gramáticas Programadas 





3.1 Canal de Transmissão .............••.........•.••........ 16 
3.2 Esquemas de Decodificação ...•....••...•.....•.•.•.•••••. 18 
3.3 Decodificação Síntática •......•......•..•............•.. 19 
3.4 Decodificador Mínima Distância ..........••.........••••. 21 






1 n t roduçao ............................................. . 
Arvore de Derivações .......... _ ......................... . 
Ãrvore dos Valores dos Nós 
Algoritmo de Decodificação Sintática Sequencial •••.•.••. 
Exame da Função-z dos Nós .•......•.••...•.....••....•... 






5.1 lntroduçao . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43 
5.2 Resultados ................•.•....•.••....•......•.••..•. 44 
5.3 Análise dos Resultados ......•.••.•....••...•.......••... 49 
Caprtulo VI: Conclusões . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . • 59 
Referincias Bibliográficas ...........•••....•.••••...•.....•...•... 62 
Apêndices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ... 66 
CAPfTULO I 
INTRODUÇÃO 
Um "sistema de comunicação" ê tradicionalmente repre -
sentado por um diagrama de blocos como o _da figura 1.1. 
1 R.U IDO 
! 
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figura 1. 1 
A "fonte de mensagen~ 11 ou simplesmente "fonte 11 é a pe~ 
soa ou mãquina responsãvel pela informação que deve ser comu-
nicada. O "encodificador do canal 11 associa a cada mensagem 
produzida pela fonte uma mensagem capaz de ser transmitida pe-
lo canal de transmissão. O "canal de transmissão" é o meio Pê 
lo qual a mensagem e transmitida. O 11 ru1do 11 representa as pe~ 
tubações do meio que afetam a mensagem. O "decodificador do 
canal" procura reproduzir a mensagem gerada pela fonte a partir 
da recebida na sa1da do canal. Finalmente, o 11 receptor 11 e a 
pessoa ou mãquina a que se destina a informação. 
A Teoria da Informação é uma tentativa de construir mo-
delos matemãticos para cada um dos blocos da figura 1.1. 
Se considerarmos fontes cujas mensagens estejam escritas 
em alguma linguagem natural, como portugu~s ou inglis, o modelo 
da Teoria da Informação para este tipo de fonte é o modelo 
markoviano. Sequências produzidas por uma fonte markoviana 
adequada em vãrios trechos se parecem com trechos de senten -
ças de uma linguagem natural. Contudo, a aproximação markovi-
ana de uma linguagem natural revela-se insuficiente quando ex-
posta a um exame mais rigoroso. Embora algumas das sequências 
da fonte markoviana se pareçam com sequências de.linguagem na-
tural, na realidade essas sequências não são corretas sintati-
camente, portanto não pertencem ã esta linguagem natural. 
Isto nos leva ã crença de que urna linguagem natural não 
pode ser descrita de um modo exclusivamente probalistico. 
Um modelo mais completo para uma linguagem produzida por 
uma 11 fonte natural 11 é o que inclue alem dos aspectos léxicos da 
linguagem, os aspectos sintãticos e semânticos. Isto se baseia 
no fato que numa mensagem produzida por uma fonte natural pode-
mos distinguir três níveis de informação. 
O primeiro nivel ê o da informação léxica, ou seja, a 
informação contida nos elementos ou 11 palavras 11 da mensagem iso 
ladamente. O segundo nivel é o da informação sintãtica conti-
da na ordem das palavras e nas suas intercorrelações. Final -
mente temos a informação semântica, responsãvel pelo sentido da 
mensagem, o que a frase 11 quer dizer 11 • Esta situação pode ser 
visualizada através do diagrama de blocos da figura 1.2. 
O modelo que usaremos restringir-se-ã aos aspectos sintã-
ticos e léxicos da informação, pois as ferramentas necessãrias 
para a manipulação da informação semântica ainda estão em desen-
volvimento. 
Na figura 1.3 temos o diagrama de blocos do sistema de 
comunicação, onde o receptor e suposto anãlogo ã fonte. Alem 
disso o 11 canal 11 da figura 1.3 inclue tanto o ruido como encodifi 
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A descrição sintãtica das linguagens naturais que con -
sideraremos no presente trabalho e devida a Chomsky ( ). 
Segundo Chomsky, uma linguagem e sintaticamente descrita atra-
ves urna gramãtica formal pelas "regras de reescrita". 
O presente trabalho preocupa-se com o "lado direito" do 
modelo descrito pela figura 1.3, ou seja o receptor. Procura-
remos aprovéitar a ~informação sintãtica contida nas mensagens 
para sua decodificação~ ap5s as mensagens terem passado pelo 
- 3 -
canal de transmissão. 
De um certo modo, a sintaxe de uma linguagem natural po-
de ser encarada como uma maneira de se introduzir redundância 
para se proteger a informação contida na mensagem. As lingua-
gens naturais são pois 11 cÕdigos naturais 11 para a transmissão 
de informação. 
Podemos constatar esta redundância no fato que o con -
junto de frases de uma linguagem ê um subconjunto do conjun -
to de todas as passiveis concatenações de palavras do vocabu-
lãrio. Esta redundância é que procuraremos explorar para a 
correção de êrros eventualmente introduzidos pelo canal de 
transmissão. 
A ideia de se usar a sintaxe das linguagens para ajudar 
a decodificação é recente e pouca coisa se tem escrito sobre 
o assunto. Tentativas esporãdicas de ligar a Teoria da Infor-
-maçao com a teoria das linguagens formais foram feitas por 
Banerjii ( 3) e Conant (20). A idéia de decodificação sintã-
ti ca é devi da a Souza (24 ,25). Em (24) Souza propôs o presen-
te modelo para fontes sintãticas de informação, estabeleceu 
propriedades gerais desejãveis para os decodificadores sintã -
ticos, além de construir um algoritmo decodificador 11 minima 
distância". Dierks (10) desenvolveu um procedimento para se 
determinar a "separação minima" de uma linguagem regular, que 
se usada como ferramenta de anãlise diz se ê possivel ter um 
unico "parse" de uma sequência com "erros". 
Dierks formulou também condições para existência de 
"corretor" de uma linguagem regular onde se introduziu "erros". 
Neste estudo procurou-se aplicar os principias da deco-
dificação sequencial, usada na Teoria da Informação para os co-
digos convolucionais, na decodificação sintãtica. 
t feita a adaptação do algoritmo de Fano para a decodi-
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ficação sintãtica, e o mesmo é simulado em computador na deco-
dificação de vãrios tipos de linguagens e diversas espécies de 
canal de transmissão. 
As demonstrações de alguns teoremas serao omitidas quan-
do as mesmas não forem essenciais para a compreenção do texto 
e jã existirem na literatura. Assim é que as demonstrações dos 
teoremas 2.1 e 2.2 podem ser encontrados em Hopcroft e Ulman 
(16) e o teorema 2. 3 em Souza (25). 
A organização do trabalho e a seguinte: no capitulo II 
e feito um breve estudo das linguagens formais e de alguns mo-
delos de gramãticas programadas. No capitulo III e estudado o 
canal de transmissão e os esquemas de decodificação. A decodi-
ficação sintãtica sequencial e estudada no capitulo IV e os re-
sultados da simulação são apresentados e analisados no capitulo 
V. No capitulo VI exp~s-se as conclusões e indica-se alguns 
rumos para posteriores pesquisas. 
- 5 -
CAPrTlJLO II 
LINGUAGENS FORMAIS E GRAMÃTICAS PROGRAMADAS 
2. 1 Gramãticas Formais 
Dado um conjunto A, definimos A.A (=A 2) como o conjunto 
de todas as concatenações passiveis de elementos de A com ele-
mentos de A. 
Exemplo 2. 1 seja A= {a,b\ 
então A2 = {aa,ab,ba,bb} 
A palavra vazia,! e definida como sendo a sequência que 
nao contem símbolo algum. 
A* e definido como: 
A* =l.A.\vAvA 2 v A3 v A4 v ... 
A+ = A* - i A\= A " A 2 v A J v 
e 
Definição 2. 1 Uma gramãtica G e uma quãdrupla G = 
= <N,T,P,S), onde:, 
1. N é um conunto finito não vazio chama-
do 11 vocabulãrio não terminal 11 • Os ele-
mentos de N são os 11 não terminais 11 ou 
11 variãveis 11 • 
2. T é um conjunto finito não vazio chama-
do 11 vocabulãrio terminal 11 • Os elemen-
tos de T são os 11 terminais 11 • 
3. SEN, Sé um não terminal especial. 
4. NI\T = ~, NvT = V 
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5. Pé um conjunto finito não vazio de re-
gras da forma x • y (lê-se x é reescrito 
+ * comoy),ondextV eyEV. Os ele-
mentos de P são chamados de "produções" 
ou "regras de reescrita". 
Para uma gramãtica G = < N ,T ,P,S) e x,y t V*, dizemos que 
y e'tliretamente derivãvel 11 de x, xd:/y se existe r,s,u 1 ,u 2 f V* 
tal que x = u1ru 2 e y = u1su 2 e r • s t P. 
Jlt 
Para x,y e V*, y é 11 derivãvel 11 de x,x=,y se x = y ou 
existe uma cadeia x = u
0
,u 1 ,u 2 , ••• uk = y, tal que ui-l ...J) ui 
V 1 ~ i ~ k. 
Exemplo 2.2 seja a gramãtica G =< N,T,P,S"), onde: 
N ={S}, T ={0,1,c\ e P ={s-.oso, S•lSl,S • C} 
seja r = 010S010 e v = 0101S1010, então r~v. 
seja também s = 01S10 e t = Ol01Cl010, então ... 
s =>t pois existe a cadeia: 
u
0 
= s, u1 = r, u2 = v, u3 = t, tal que 
u. l ~ u. l - l l$i~3. 
Definimos 11 comprimento 11 de uma sequência x,lxl como o 
numero de sfmbolos de x. IAle por definição igual a zero. 
Definição 2.2 Uma gramãtica G é sensfvel ao contexto, ou 
do tipo 1 se toda produção for da for,ma: 
u1Au 2 • u1xu 2 , onde u1 ,u 2 t V* e AtN,xtV*. 
Definição 2.3 Uma gramãtica G e livre de contexto, ou do 
tipo 2 se toda produção for da forma A~x, 
onde A EN e x e V*. 
Definição 2.4 Uma gramãtica G é dita regular ou do tipo 
3 se toda a produção for do tipo A .. aB ou 
A-+a, onde a E Te A, B t-N. 
- 1, -
As gramãticas do tipo O são aquelas ãs quais nao fazemos 
restrições ã forma de 
Definição 2.5 
suas produções. 
Avlinguagem"L(G) gerada pela gramãtica 
G=<N,T,P,S> e: L(G)={xjxeT* e six}_ 
Duas gramãticas são ditas "equivalentes" se as linguagens 
geradas por estas gramãticas forem iguais, ou seja, a gramãtica 
G e equivalente a G' sse L(G)=L(G'). 
Definição 2.6 Uma•forma sentencialvx de uma gramãtica G 
- ~ 
e uma sequencia pertencente a V* tal que S-=)x. 
Uma linguagem L e dita ser regular, livre de contexto ou 
sensivel ao contexto se existe uma gramãtica G tal que L=L(G) 
e G seja respectivamente regular, livre de contexto e sensivel 
ao contexto. 
2.2 Gramãticas livres de contexto 
As gramãticas livres de contexto são, como vimos, aquelas 
nas quais o lado esquerdo das produções e composto por simbolos 
pertencentes ao vocabulãrio não terminal. 
Toda derivação de uma gramãtica livre de contexto pode 
ser descrita atraves uma ãrvore, a "ãrvore de derivação". 
Exemplo 2.3 Seja a gramãtica livre de contexto G=<N,T,P,S> 
onde N=lA,B,S}, T=\a,b}e P dado pelas seguin-
tes produções: 
S ... aA 
S • bB 
A~AaA s .. as 
A • Sb B-+a 
Consideremos a derivação em G: 
S ~ aA =:> aAaA ::-4>àbaA ~abaSb ~ ababBb • ababab 







A a A 





figura 2. l 
O procedimento inverso ao da derivação e que consiste em 
dada uma sequência pertencente a uma linguagem achar uma deri -
vação que possa gerar esta sequência é chamado 11 parsing 11 da se-
quência. 
Na derivação do exemplo 2.3 escolhemos a cada passo da 
derivação o não terminal mais a esquerda para ser reescrito. 
Uma derivação em que isto acontece e chamada "derivação pela es-
querda" (leftmost derivation). 
Teorema 2. l Dada uma gramãtica livre de contexto G, se 
x E L{G) então existe uma derivação pela es-,.. . . 
querda (S fx), que produz x. 
Ou seja, se dada uma gramãtica livre de contexto limitar-
mos as derivações a derivação pela esquerda, a linguagem gerada 
pela gramãtica serã a mesma. A imposição de derivação pela es-
querda não altera o poder gerador da gramãtica. 
Definição 2.7 Uma gramãtica G=<N,T,P,S) e dita estar na 
"forma reduzida" sse "ti A EN eKiste x ~ T* 
• tal que A~x. 
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Teorema 2.2 Para toda gramãtica livre de contexto existe 
uma gramãtica equivalente G1 na forma redu-
zida. 
O que fazemos em G para obter G1 e simplesmente 11 expur-
gar11 N dos não terminais 11 estêreis 11 e as produções que conte -
nham estes não terminais. Prova-se que este procedimento não 
altera a linguagem gerada pela gramãtica. Um não terminal A 
e 11 esteril 11 se o conjunto {xi XtT* e A~x\ ='P. 
2.3 Gramãticas programadas 
Atê agora consideramos as gramãticas formais como des-
crições da estrutura das linguagens e não como mecanismos capa-
zes de gerar as sentenças dessas linguagens. 
A maneira natural de se fazer uma gramãtica gerar senten -
ças ê atribuir probabilidades ãs produções. Hã na literatura di-
versos enfoques a este problema. 
O modelo mais geral e que faz a probabilidade de se apli-
car uma produção numa derivação depender de todas as produções 
jã aplicadas. Uma simplificação a esta ideia ê proposta por 
Saloma (22), em cujas "gramãticas probabilisticas 11 a probabili-
dade de se aplicar uma produção sã depende da Última produção 
aplicada. 
Uma "gramãtica probabilitica 11 e.:,uma gramãtica na qual e 
associada ã produção i um vetor estocãstico fi de dimenção igual 
ao número de produções da gramãtica. O j-êsimo componente deste 
vetor indica a probabilidade de que a j-esima produção seja a-
plicada apõs a aplicação da i-esima produção. Um vetor f
0 
dã a 
distribuição de probabilidades em que a primeira produção deve 
ser escolhida. Deste modo a cada forma sentencial da gramãtica 
ê associada uma probabilidade e em particular a cada sequência 
da linguagem. 
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Dentre os vãrios modelos existentes escolhemos .. as 11 gramã-
ticas programadas" (21 ,25 ) como modelo da fonte por sua generali-
dade e por sua facilidade de implementação. 
No nosso estudo nos limitaremos ãs gramãticas programadas 
com produções livres de contexto. 
Definição 2.8 Uma 11 gramãtica programada livre de contex-
to" G, abreviadamente gplc, e a sêxtupla 
G=<N,T,P,S,J,F> , onde G'=<N,T,P,S> e uma 
gramãrica livre de contexto sem produções 
-A (produções cujo lado direito e a pala-
vra vazia). J e um conjunto de rõtulo de 
produções e F e uma coleção de camp~s asso-
ciados ãs produções de P. 
Cada produção de G terã a seguinte forma: 
i ) A • -. f. S ( V • ) F ( W • ) , o n d e i t J , V . , W • e. J . 
1 1 1 1 1 1 
Vi indica as produções que podem ser aplicadas apos uma 
aplicação bem sucedida dei. Sei falha, isto e, se não hã ne-
nhum A. na forma sentencial intermediãria, a prõxima produção a 
1 
ser usada deve ser escolhida no campo de fracasso Wi. Aplica-
-se sempre a produção ao terminal Ai mais ã esquerda. 
t fãcil ver que podemos fazer as gplc gerarem todas as li~ 
guagens livres de contexto, exceto iA\, simplesmente fazendo 
V.=W.=J. Podemos inclusive gerar linguagens sensfveis ao contex-
1 1 
to com gramãticas programadas com produções livres de contexto. 
Exemplo 2.4 Seja o seguinte exemplo de gplc: 
G=<N, T ,P ,S ,J ,F> , onde N=l S ,A\ ' T={O,l}, 
J={l ,2,3,4,5\ e produções da forma: 
l ) s • OAA (2,4,5) ( l , 2) 
2) s ~ 1S ( 4, 5) ( 2 , 3) 
3) s • o (2,3,4) ( l , 5 ) 
4) A • l A ( 3, 4) ( 2) 
5) A .... o ( 3) ( 2 , 5 )· 
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Definição 2.9 Uma "gramãtica programada livre de contex-
to com probabilidades 11 , gplcp, e uma gplc G=<N,T ,P,S,J,F> com 
distribuição de probabilidade associada a cada campo de sucesso 
e fracasso. 
A forma típica de uma produção de uma gplcp é: 
i) A.+'#'. S(V.) P(V.) F(W.) P(I~.), onde 
~ 1 1. 1 1 S ,. S 
Vi=ÍJ,k,l, ... }cJ e P(Vi)=(Pri (J), Pri (k), .. ) 
onde Pr~(j) é a probabilidade de j seres-
1 
colhida apõs a aplicação bem sucedida da 
produção i. 
Temos ainda que: 
Pr~(j)+Pr~(k)+ 
1 1 
= . V Pr~(j)= l. 
J i 1 
Analogamente, P(t~n sera composto de Pr~(j), onde j E W;. 
As gplcp são inicializadas probabilisticamente por um ve-
to r n - d i me n c i o n a l , o n d e n = #J . Um a vez i n i c i a l i z a d a , a g r a m ã t i -
ca gera uma sentença pertencente ã linguagem gerada pela gplc, 
com uma probabilidade associada a esta sentença. 
As gplcp são mais gerais que as gramãticas probabilísti-
cas no fato que a probabilidade de se aplicar uma produção de-
pende das produções jã usadas e não sõmente da ultima produção 
usada. 
Vãrias simplificações interessantes podem ser obtidas ao 
impormos derivação pela esquerda ãs gramãticas programadas. Em 
particular, para gramãticas livres de contexto esta condição nao 
altera seu poder, como vimos pelo teorema 2.2. 
Teorema 2.3 Qualquer gplcp com derivação pela esquerda 
pode ser colocada numa forma equivalente sem 
campos de fracasso, bastando saber em alguns 
pontos da derivação um terminal ã frente do 
que estã sendo processado ( ). 
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Ao impormos derivação pela esquerda, o prÕximo não termi-
nal a ser processado estã de um modo geral do lado direito da 
produçãó que se estã processando. A unica exceção acontece quan-
do o lado direito da produção considerada e composto sõ de ter-
minais. 
O procedimento de se eliminar os campos de fracasso ê so-
bretudo adequado quando sabemos que a linguagem considerada e 
livre de contexto. Neste caso podemos assumir que as derivações 
são pela esquerda e colocar as produções na forma geral de Grei-
bach. 
Definição 2. 10 Uma 11 gramãtica programada na forma padrão" 
ou s i m p 1 e s me n te ~• g r a m ã ti c a padrão II ê um a 
gplcp sem campos de fracasso cujas produ-
ções estão na forma normal de Greibach,e 
são da seguinte forma: 
j) A. • a.V~ ... Y~ (V.) P(V.), onde: 
J J J J J J 
1 n + a.ET, A.EN, Y .... Y. EN, e 
J J J J 
Vj contêm 
I sõmente rõtulos de produções 
ou j) A.• a. A: (V~ )P(V~) B: 
J J J J 
onde Aj,A, B, ... E N,aj eT e 
sõmente rõtulos de produções 
- y . 
j ' 
B B (V.) P(V.) ... 
J J 
y -V. contem 
J 
- Y. 
Para que a gramãtica padrão possa efetivamente gerar sen-
tenças, associamos a ela um "vetor inicializante" n-dimensional, 
onde nê igual ao numero de produções da gramãtica. Este vetor 
nos darã as probabilidades de se aplicar uma produção no primei-
ro passo da derivação. O vetor inicializante deverã ter nulas 
as coordenadas correspondentes ãs produções que não sejam produ-
çoes - S. 
Exemplo 2.5 Seja a seguinte gramãtica na forma padrão: 







s ~ lSS 1 
s -+ e 
s .. o o 
Sl,.. l 
{l,2,3) {0.5,0.25,0.25) 
So: (4) {l .O) sl: (5) (1.0) 
S
0
: (4) (1.0) s 1 : (5) (1.0) 
S
0
: (4) {l.O) s 1 : (5) (1.0) 
com o vetor inicializante: 
Definição 2.11 Seja a gramãtica padrão G= <N.T,P,S,J,F"> 
* e x,y f:V dizemos que y ê diretamente 
p-derivãvel de x segundo G, x => y,sse: 
l) S~ x, x e derivãvel de s por Puma de-
~• 
rivação pela esquerda em G1 , onde G1 = 
<N,T,P,S>. 
2) x~ y por uma derivação pel~ esquerda. 
G' 
3) sendo j o rõtulo da produçãõ usada no 
item 2, e i o rõtulo da ultima produção 
- 1t -usada na deri vaçao S => x, entao: 
G' 
a) produçao i - da forma: se a e 
i ) A. -¾ a.A: (V0) P(V~) B: (V~) B P(Vi) ... , l l l l 
então j E V~ 
l 
onde y e o nao terminal do lado 
esquerdo da produção j . 
b) se a produção i e da forma: 
i ) A. -> \'J. ( V . ) P('Ji)' então j f V. l l l l 
4) S ~ _x, xtV* se S -.;x,P, e a coorde-
Pi• 
nada referente ã produção S ~ x do vetor 
inicializante e diferente de zero. 
* Definimos analogamente ~P como o fechamento transitivo 
d a r e l a ç ão . ~p . 
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Definiçã6 2.12 Lê a linguagem gerada pela gramitica 
* p a d rã o G s e L = L p ( G ) = { X I X f T * e s =t X 1 
Dada uma gramitica na forma padrão G com vetor iniciali-
zante v , a cada sequência x pertencente a L (G) esti associada 
o - p 
uma probabilidade de geraçao p(x) dada pela equação 2. 1. Seja 
l = 1112 ... ,na sequencia de produções usadas na derivação de 
x. 
p(x) = Po (l1)p(l2/11)p(l3/11l2) ... p(ln/11l2 ... ,n-1) 
( 2 • l ) 
onde p
0
(1 1 ) ê a probabilidade de que a produção 11 seja 






CANAL DE TRANSMISSÃO E ESQUEMAS DE DECODIFICAÇAO 
3.1 Canal de transmissão 
O segundo bloco do modelo do sistema de transmissão e o 
canal cujo modelo examinaremos a seguir. 
Seja A= { a 1 ,a 2 , ... an) o conjunto de simbolos que deseja-
mos transmitir, "simbolos de entrada" do canal. Um canal sem 
mem6ria e o canal que associa a cada simbolo do conjunto A um 
outro simbolo do conjunto B= l b 1 ,b 2 , •• • bml de 
11 simbolos de sa-
ida" do canal, segundo probabilidades de transição p(bj/ai), tal 
que l p(b ./a. )=l, como mostrado na figura 3.1. Assim e que se 
. j=l J , ,,,.... - * 
nà entrada do canal "enviarmos" uma sequencia x f:.A, teremos na 









figura 3. 1 
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Um canil sem mem6ria é completamente descrito por uma ma-
triz n~m, onde n::#A-:em=#B, chamada 11 matriz de transição 11 , cu-
jos elementos p .. são as probabilidades de transição p(b./a.). 
J l J l 
Um "canal simétrico" ê um canal sem mem6ria tal que A=B 
e V i, j, k, l,pij = pjj e pij = pkl se k F 1 e i # j. 
Exemplo 3.1 exemplo de canal simêttico: 
Seja A= B = 0,1 
1.9 
·O~O º·" º·' 1 1 
º·' 
matriz de transição: 
[o. 9 o.,] O. 1 O. 9 
As sequências de simbolos produzidas pela fonte e que de-
sejamos transmitir, formam um conjunto X CA*. No caso da fonte 
ser "gramatical" temos que A= Te X= L (G), onde para todo 
p 
xf X existe uma probabilidade de geração p(x). 
Definimos o conjunto V de 11 seguências recebiveis 11 como o 
conjunto V = f yjy & B* e 3 x e X tal que p(y/x) > o} . Ou seja, o 
conjunto de sequências que podemos receber enviando sequências 
de X através doccanal de transmissão. 
No caso de um canal sem mem6ria, onde, x = a1a2 ... ªn 
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e y = b1b2 •.• bn, 
p{y/x) = p{b 1Ja 1 )p{b 2/a 2 ) ..• p{bn/an) = 
n ,.,, 
= li 
i = 1 
p(b./a.), 
1 l 
( 3 . 1 ) 
onde , 1 x 1 = 1 y 1 = n. 
Se I yl-/: lxl teremos que p(y/x) = O. 
3.2 Esquemas de decodificação 
O problema de decodificação ê tentar determinar qual a 
sequência mais provãvel de ter sido transmitida dada uma mensa-
gem recebida. 
Um procedimento que associa~ cada mensagem recebida uma 
mensagem t~ansmitida ê chamado ~esquema de decodificaça~". 
Um esquema de decodificação induz uma partição ií no con-
junto Y de sequências recebiveis tal que 'fl Y;,Yj E Y,yi.yj mod i7 
sse a sequência xi associada a Y; pelo esquema de decodifica-
çao for igual a xj que este associa a yj. 
Ocorrerã um 11 erro 11 se ao transmitirmos x; recebermos y 1 
tal que xi I xj' onde xj e o simbolo associado a y' pelo esque-
ma de decodificação. Ou seja, ao transmitirmos xi a sequência 
y' recebida não pertence ao blboo da participação associado a 
X .• 
1 
O esquema de decodificação que minimiza a probabilidade 
de erro a priori é o que 'fly ~ V escolhe x 1 t X tal que p(x 1 /y) ~ 
p{x/y),V x t X. Este esquema e chamado "observador ideal". 
Como para tx1 11y1 ; p(x/y) = O, bastarã ao observador 
ideal escolher entre as sequências pertencentes a X de mesmo 
comprimento da sequência recebida. 





onde p(y) e a probabilidade 11 a priori 11 de y; que sõ depende da 
fonte e do canal. Para maximizar p(x) p(y/x), basta maximizar 
p(x) p(y/x). Se tivermos o caso de sequências igualmente pro-
vã veis , p ( x) = ~ • V x • X. 
Então: 
p(x/y) = .!.,P(y/x) 
K p(y) ( 3. 2) 
Vemos por 3.2 que no caso de sequências da fonte equi-
provãveis maximizar p(y/x) e equivalente a maximizar p(x/y). 
O esquema de decodificação que maximiza p(y/x) e o esquema 
11 maximum likelihood 11 e neste oaso é equivalente ao observador 
ideal. 
3.3 Decodificaçãos sintãtica 
O que caracteriza a decodificação como sintãtica, alem 
da fonte ser gramatical, e que o decodificador irã procurar dada 
a sequência y recebida, pela derivação mais provãvel. No caso 
extremo da sequência ser recebida sem erros o decodificador se 
reduzirã a um 11 parser 11 • 
Como consideraremos a fonte como uma gramãtica na forma 
padrão, a cada produção usada corresponderã um unico terminal 
associado. Assim, o conjunto A não serã Te sim J, o conjunto 
de rõtulos de produções. 
As probabilidades de transição serao pois 
p(b./1.) = p(b./a.) 
J l J l 
( 3. 3) 
O elemento 
ã produção li. 
O conjunto 
a. da equaçao 3.3 e o nao terminal associado 
l 
de sequências da fonte serã então 
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X= L = ll 11 tJ* e S !> x e xtl (G)}·, onde G e a gramãtica p p 
na forma padrão e l, e a derivação que obtemos aplicando as 
- - p 
produçoes da sequencia 1. 
O observador ideal, recebida a sequência y, a decodifi-
carã como l' tal que p(l '/y) ~ p(l/y) ~ 1 t L. 
Como as produções da gramãtica padrão estão na forma nor-
mal de Greibach, p(l/y) = O se Ili f lyl. 
Analogamente, pela fÕrmula de Bayes: 
p{l/y) = p(l)t(y/1) 
p y) ( 3 • 4 ) 
Como p(y) independe de 1, para maximizar p(l/y), basta 
maximizar p(l)p(y/1) 
Seja 11= 1112 
Por 2. 1 teremos: 
( 3. 5) 
p(l) ~ p
0 
(1 1 )p(l 2!1 1 )p{l 3/1 112) ... p(ln/1 112 ... ln_ 1 ) 
1 2 n-1 
= Po(l,)p(lzll )p(l3/l ) ... p(ln/1 ) 
n . 1 -., ,-
,, p ( 1 . /1 ) 
• 2 1 1 = 
( 3. 6) 
Seja a sequência recebida y = b1b2 ... bn e yj = b1b2 ... bj 
com j,n. 
Por 3. 1 e 3.3 temos que: 







( 3. 7) 
Substituindo 3.6 e 3.7 em 3.5, obtemos: 
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n n 
p(l)p(y/1) .... i -1 -= p (11) 11 p(l;/l ) 11 p(b./1.) 
O . 2 ·1 l l l = l = 
0 A 
Fazendo p(l 1 /l ) = p0 (1 1 ), teremos: 





- )p(bi/li) ( 3. 8) 
3,4 Decodificador minima distância: 
Se as sequências da fonte de mesmo comprimento forem i-
güalmente provãveis, o squema de decodificação serã, como vimos, 
o "maximum likelihood 11 , ou seja, escolherã a derivação 1 que ma-
ximize p(y/1). Se alem disso o canal for simétrico, a deriva-
ção 1 que maximiza p(y/1) é a que ~aduz uma sequência de termi-
nais em que a "distância de Hamming 11 de y seja mínima. 
Dada duas sequências de mesmo comprimento u e v, a 11 dis-
tância de Hamming" d(u,v) entre essas sequências é o numero de 
símbolos diferentes em cada posição da sequência. 
Um decodificador "mínima distância" é o que associa ã 
sequência recebida y. a· sequência x de menor distância de Hamming 
d(y,x), entre as possíveis sequências da fonte. Noccaso da de-
codificação sintãtica consideremos uma "derivação mínima distân-
cia", uma derivação que produz a sequência de terminais de menor 
distância da sequência recebida. 
Exemplificando, consideremos o caso da gramãtica padrão 
que gera sequências refletidas num vocabulãrio terminal binãrio. 





T =l1,o,cf com produções: 
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l)S-.OSS (l,2,3) o 
2)s-.1ss1 (l,2,3) 
3) s .. e s
0
: (4) (1) 
4) S • O S : (4) (1) o o 
5) s1..- 1 S0 : -(.~) (1) 
(l/3, 1/3, 1/3) 
(1/3, 1/3, 1/3) 
s,: (5) (1) 
S1: (5) (l) 
s,: (5) (1) 
v
0 
= (l/3 1/3 1/3 O O), teremos então: 
LP(G) = { uCuT I u, l 0,1}*} ex~ Lp(G) 
X -1 p(x) = 1/3(2/3) 
-y-
o que nos mostra serem as sequências de mesmo comprimento 
da linguagem Lp(G) equiprovãveis. Se supormos o canal de trans-
missão simitrico, ou seja, com matriz de transição da forma: 
p 1-p 1-p 
-r -r 









DECODIFICAÇAO SINT~TICA SEQUENCIAL 
4.1 Introdução 
A ideia de decodificação sintãtica sequencial (DSS) é a-
plicar as sequências da decodificação sequencial ã decodificação 
sintãtica. 
A decodificação sequencial ê usada na teoria da informa-
çao para os cÕdigos convolucionais. Assim como rios cõdigos con-
volucionais,é possível se construir uma ãrvore que nos dã todas 
as possíveis derivações da gramãtica padrão. 
Construindo a ãrvore, o decodificador sequencial segue pe-
lés nõs com uma medida de se estar no nõ certo. Assim que esta 
probabili~ade cai abaixo de um certo valor ou limiar, o decodifi-
dor volta sôbre seus prõprios passos e procurarã uma derivação 
1 
que não viole este limiar ( 11 threshold 11 ). O decodificador chega 
ao fim quando encontra um nõ que corresponde a uma sequência trans 
mitida de mesmo comprimento que a sequência recebida. 
4.2 ~rvore de derivações 
Passemos então ã construção formal de ãrvore sôbre a qual 
se buscarã a decodificação sintática sequencial. Chamemos a esta 
nova árvore de "árvore de derivaçõesl'. 
Definição 4.1 Dada uma gramática G = < N,T ,P,S '>, livre 
de contexto na forma normal de Greibach, 
uma"árvore de derivações do grau n 11 (ADG(n)) 
de G é uma árvore cujos nõs satisfazem as con 
dições: 
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1) Todo no tem um 11 nome 11 , que e uma sequência per -
tencente ã V~ 
2) O nome da raiz é s ( *). 
3) Seja X4:ADG(n), então x = uv, onde u e T* e V. N* ~ 
se X ~y e IUl<n, então y f ADG(n). 
4) Se X , y , ztADG(n) e X =) y e X ~z então y # z. 
5) Se X, yEADG(n) e y ê descendente imediato de X, 
então x ~ y. 
Da definição da ãrvore de derivações temos que: 
Teorema 4. 1 Se x, y fADG(n) e y ê descendente de x, en-
ll-tão x ~y. Prova: Se y e descendente de x, 
Corolãrio 4. l 
então existe uma cadeia u
0
,u 1 , ... ,um, onde 
u
0 
= x e um= y tal que u. é descendente ime-
1 
diato de u;_ 1 , 1 Si~ m, logo temos pela defi-
~ 
n i ç ão q u e u . 1 =) u . V i , 1 , i , m , ou s e j a x =>Y . l - l 
* Se y • ADG(n) então S =>y. 
-Prova: ImecUata, pois se ytADG(n) ou y e 
descendente de Sou ê o próprio S. Em am-
* bos os casos S => y. 
Corolãrio 4.2 Se ye ADG{n) e y aT* então y eL{G) e lyl.$n . .. 
P r o v a : P e l o c o r o 1 ã r i o 4 . 1 , tem o s q u e S ~Y , 
como y , T*, 
(*) Para simplificar a notação, confundiremos de agora em diante 
o nõ da ãrvore de derivações com seu nome. 
e n tão y 6 L ( G ) . 1 y ff n e fã c i l me n te d em o n s -
trãvel por absurdo. Suponhamos que tyl>n. 
E n tão ~ x t A D G ( n ) , ta l q u e _x ~Y . Com o a __ g r a -
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-mãtica estã na forma normal de Greibach, 
temos que x=uv, onde u, T* e v tN*, e lul~n. 
Vemos pelo item 4 da definição 4. l que isto 
ê impossível. 
Este ultimo corolãrio nos diz que se na arvore de deriva-
ções tivermos um nõ composto sã de terminais, então onnome deste 
nõ pertence ã linguagem gerada por G. Chamaremos a este nõ de 
11 nõ terminal 11 • 
Exemplo 4.1 Seja a gramãtica G=<N,T,P,S), onde N=\S,A}, 
T ={o, l} e P: 
S-. OAA 
S -+ l S 
s .. o 
A -t l A 
A .,. O 
A arvore de derivações do grau 3 desta gra-
mática ê dada pela figura 4. l. 
A 11 distância 11 de um no e o comprimento da lista de ter-
minais do nõ. A distância de um nõ nos dã quantas produções fo-
ram usadas para atingir o nó. 
Se considerarmos gramãticas no forma padrão, podemos cons-
truir 11 ãrvores de p-derivações 11 para estas gramãticas. Dada uma 
gramãtica G = < N,T,P,J,F> na forma padrão, a 11 ãrvore de p-deri-
vaçoes do grau n11 desta gramãtica ê a árvore de derivações do 
grau n de G 1 = < N, T ,P ,S> onde retiramos todas as derivações que 
não são também p-derivações. Para isto basta substituirmos na 
definição 4.1 derivação por p-derivações. Verifica-se facilmen-
te que o teorêma 4. l e os corolários 4. l e 4.2 se aplicam para 




l0AA ~ 100A 
llOAA 
~1S ...---11S ~111S 





figura 4. 1 
Como sã trataremos de gramãticas na forma padrão, ao fat 
larmos de ãrvore de derivações para uma gramãtica, estaremos nos 
referindo ã ãrvore de p-derivações. 
Exemplo 4.2 Seja a gramãtica na forma padrão: 
l ) s ~ OAA (4 5) (0.5 0.5) 
2) s .,. 1S {2 3) (0.25 0.75) 
3) s ... o S : ( 1 ) { 1 ) A: (4 5) (0.5 0.5) 
4) A • lA (4 5) {0.4 0.6) 
5) A ..,, o s : {1 3) (0.5 0.5) A: (5) (1) 
S e o v e to r i n i e i a 1 i z a n te v 
O 
f o r (0..6 o.•f o o o ), te remo s a 
seguinte ãrvore de derivações do grau 3. 
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l l l S 
11 S 
1S~ ~,o 110 
s 
Ol AA~ 011 AA 
OAA< ~ 
~ OlOA 
ODA ----- 000 
figura 4.2 
4.3 A arvore dos valores dos nos 
A idéia da decodificação sequencial é, como vimos, re-
cebida uma sequência, decodificã-la símbolo por símbolo seguin-
do pelos nõs da ãrvore acompanhado de uma medida da probabili-
dade de estarmos no nõ certo. 
Esta função que mede a probabilidade tem que satisfazer 
certas condições para que seja possível construir o decodifica-
dor baseado no princípio exposto acima. Primeiro devemos poder 
calcular esta função a partir dos nõs jã visitados, ou seja, a 
função não pode ~fazer referência a símbolos da sequência rece-
bida que se encontrem alem da distância do~nõ. A outra condição 
e que a função deve ter uma boa aproximação da probabilidade de 
estarmos no nõ certo. 
Recebida y ' onde 1 Y 1 = n ' seja X um no da arvore de deri-
do Seja l i i1 1 l . - de rõtulos vaçoes grau n. = 2 ... a sequencia l 
de produções da derivação s => X• 
p 
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-Usaremos como medida aproximada de estarmos no no certo, 
caso estejamos em x uma 11 fê!nçao avaliadora" que chamaremos de 
11 função-z 11 do nõ e ê dada pela equação 4. 1. 
De 4. l 






onde wj= P(l ./lj-1)P(b./l .) 
J J J 
( 4. l ) 
( 4. 2) 
P(l1/lº) ê dada pela equaçao (3.7a) e k1 -e uma cons-
tante arbitrãria (a ser determinada), elevada a i-ê-
sima potência. 
temos que: 
i i .w 
z = - I, l og -- ' ou seja ( 4. 3) X k 
j = 1 
i 
z = z1 .. 1 - log w ' X -k- ( 4. 4) 
i-1 - - -onde z e o valor da funçao-z do no antecedente 
a x. 
Dada o nõ x da ãrvore de derivações, chamaremos a função-z 
deste nõ de "valor" de x. A função-z ê na realidade.uma aproxima-• . 
ção da probabilidade de estarmos no nõ certo. pois 7íwJ ê uma fun 
l'c~ 
ção crescente de P(y/1). A finalidade da constante k serã escla-
recida noutra seção deste capitulo. 
Para uma sequência recebida y, onde lyl = n, para todo no 
da ãrvore de derivações do grau n, teremos um valor da função ava-
liadora. Assim, os valores dez induzem um mapeamento dos nõs da 
ãrvore de derivações do grau nem uma "ãrvore dos valores dos nõs 11 • 
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Definição 4.3 A 11 ãrvore dos valores dos nõs 11 e a ãrvore 
que obtemos ligando os pontos do grãfico 
da função avaliadora dos nõs em função da 
distância do nõ da seguinte forma: ligamos 
o ponto que representa o valor do nõ aos 
pontos que representam os valores de seus 
descendentes e sucessores diretos. Ova-
lor da origem, zs e por definição igual 
Exemplo 4.3 
a zero. 
Seja a gramãtica padrão: 
l ) s • OAA (4 5) (O. 5 O. 5) 
2) s -. lS ( l 2 3) (0.2 O. 3 O . 5 ) 
3) s -+ o A: (4 5) (0.4 0.6) 
4) A ... l A ( 4 5 ) {0.4 O . 6 ) 
5) A ~ o A: ( 5 ) ( l ) 
com vetor inicializante: (0.5 0.5 O O O) e 
o canal dado pela seguinte matriz de transi-
çao: 
o l 
-, o [°'6 0.41 
l 0.2 0.8 
Se recebermos a sequência 010, teremos a ãr-
vore dos valores dos nõs dada pela figura 4.3 
4.4 Algoritmo de decodificação sintãtica sequencial 
O decodificador 11 olha 11 um nõ da ãrvore dos valores de ca-
da vez. Podemos imaginar que este nõ e designado por um 11 pontei-














'7 r. rc; 
. ' ~ ! 
:f l:•i·'· 
figura 4.3 
' 1 ' • -~.......,...~-·--r- -------.-
1_. - ; ---~· 
te" T = nA ~ onde n e um numero inteiro e~ uma constante arbitrá-
ria. 
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Um nõ da ãrvore dos valores e dito "satisfazer" todos os 
limiares acima e "violar" todos os que estão abaixo. Dos nõs que 
divergem de um dado nõ, o que tiver menor valor-z e chamado "me-
lhor"e o que tem maior valor-z e dito "pior" nõ. 
Dizemos que o limiar e "abaixado" quando mudamos n de tal 
maneira que T seja o menor limiar satisfeito pelo nõ apontado. 
O algoritmo de decodificção que iremos descrever e um con-
junto de regras para o movimento do ponteiro de um nõ para outro 
da ãrvore dos valores. O algoritmo descrito e basicamente o al-
goritmo de Fano (27 ,12 ), com as modificações necessãri as para o 
caso da decodificação sintãtica. 
As regras involvem o valor z1 do no em ~que estão pontei-
ro e o valor z1+1 ou z1_1 do nõ que se deseja alcançar e o limiar 
corrente T1 , onde l indica a distância do nõ ã raiz. 
Regras para o movimento do ponteiro: 
limiar 
, , 
e,. valor valor do proximo proxima . • do nó nó do movimente , ac no a ser regra a 
" olhado ponteiro final olhado MI se:a:_ausa-~ 
1 zl•"I ~ Tl zl) Tl-'1 p/ frentE abaixe 
melhor nó 
descenden/ 1v 2v3 
2 
z 7' T1 -b IP/ frente 
melhor nó 
ZJ•i ~ Tl descenden/ 1v 2v3 
nó ante- 4Y 5 3 ZJ+~)T1 cedente , . 
4 zl •1 ~ Tl p/ trás 
prox1mo me 
1"2v3 lhor nó a.7 
' 









=0, olhando para o melhor nõ descendente. 
ii. é suposto existir um nõ imaginãrio anterior ã ori-
gem, com valor z_,= +eo. Isto faz com que o decodifi-
cador ao chegar ã origem por um movimento para trãs 
va necessariamente para frente, aumentando o limiar 
d e ( r e g r a 5 • ') 
iii. analogamente, faremos corresponder a cada no um 
descendente imaginãrio de valor+... Pela regra 3 
vemos que ao atingir este no, o ponteiro olharã para 
o nõ antecedente ao q.ie estiver. 
Observações: 1) Temos pelas regras de movimento que soe permi-
tido ao ponteiro se movimentar se o próximo nõ vi-
sitado não violar o limiar corrente. 
2) A regra adicioanl 3 nos impede de tentar seguir 
pela ãrvore ao encontrarmos um nõ terminal de dis-
tância menor que n (comprimento da sequencia rece-
bida), ou ao chegarmos ã distância n, o nõ aponta-
do não ser terminal. 
Antes de fazermos as ideias mais precisas, sao necessa-
rios alguns conceitos e definições adicionais. 
Um nõ é "visitado" pelo ponteiro quando é apontado por 
este e é 11 F-visitado 11 quando é alcançado através da aplicação 
das regras 1 e 2, ou seja, resultante de um movimento para fren-
te. 
Estando o ponteiro do nõ x, com distância igual a 1, os 
"antecedentes" de x são os nõs que ligam x com a origem. Os 
"valores do caminho" T
0
, T,, ... , T1 associados a x são os li-
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miares finais das visitas mais recentes aos antecedentes de x. 
Os "descendentes" de x são os nõs para os quais x ê um antece-
dente. Os "descendentes imediatos" de x sao os nos descenden-
tes de x ligados diretamente a x. 
O teorema 4.2 nos descreve o movimento do ponteiro, ou 
seja, a operação do algoritmo. A demonstração deste teorema po-
de ser encontrado no apêndice A. 
Teorema 4.2 a) Se o ponteiro estiver no nõ x, com disJ 
tância l, os limiares do caminho, x T
0
,T1, 
T2, ... ,T 1 e os valores do caminho z0 ,z1 , 
z2 , ... ,z 1 satisfazem as seguintes desigual-
dades: 




O 'i S l 
a.2 T. 1 'T. l + l O4-i~l-1 
a. 3 T. 1 4T.-A::> l - l T. -A ( l z. l 
a. 4 T. 1 $T,-à => l + l Ti+1 ' z. l 
b) Para todo no F-visitado, o limiar final 
T da primeira F-visita ê n acima de T, e nas 
F-visitas subsequentes o limiar final e aci-
ma do limiar finalda visita anterior. 
obs: n = T1 -T _ 1 , onde T' e o limiar mais 
A 
baixo tal quer•~ z 1 , sendo z 1 o valor do 
nõ antecedente se T1 < T. CasoTT 1 ~ T, então 
n = 1. 
c) Seja x F-visitado com limiar finàl T. En-
tão, antes que x seja visitado outra vez, to-
do descendente de x para.o qual o caminho de 
x estã abaixo de T serã F-visitado com limiar 
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final T. Alem disto, entre a visita a x e 
a pr5xima, o limiar nâo sera aume~tado para 
/ 
um limiar acima de T. 
A figura 4.5 nos mostra a situação dos valores do caminho 
e os limiares associados a um n5 x. 
-------- -------'--------------+-----'-__.._ 
1 
a r. , ' ------~------_.., __ .......... ~-------.....,,.,...----
figura 4.5 
O funcionamento do algoritmo e melhor entendido através 
um exemplo. Consideremos a arvore de valores do exemplo 4. l, 
figura 4.3, comA=0.4. O seguinte quadro ilustra os pass.os do 
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Observações: (*) Nésta coluna compara-se o valor dÕ no base, is-
to e, o nõ apontado pelo ponteiro com T- , onde T 
e o limiar vigente. 
( **) A = l , 2, 3 e B = 4, 5 
(***) I indica um nõ imaginãrio com valor igual a 
e X indica violação do limiar corrente. 
Como consequências do teorema 4.2, temos os seguintes teo-
remas que nos garantem o 11 bom 11 funcionamento do algoritmo de de-
coditicação. O teorema 4.3 nos diz que o decodificador não entra 
em 11 loop", e o teorema 4.4 que se houver pelo menos um nõ termi-
nal de distância igual ao grau da arvore de derivagões, então o 
decodificador chegarã ao ffm. 
Teorema 4.3 Dada uma arvore de valores dos nos, o pontei-
ro do algoritmo de decodificação não visita 
duas vezes o mesmo nõ com o mesmo limiar e o-
lhando para o mesmo nõ. Isto quer dizer que 
o mesmo estado não se repete durante a deco-
dificação de uma sequência, o que implicaria 
em um 11 loop 11 , jã que o algoritmo e dete1r:min1s-
tico. 
Prova: Como pelo teorema 4.2, par!E b, duas 
F-visitas a um no não tem o mesmo limiar final, 
logodduas visitas sõ poderiam ter o mesmo limi-
ar final caso acontecessem sem um F-visita 
entre elas. Então temos que uma das duas vi-
sitas deve ser oriunda da regra 4. Por esta 
mesma regra, o nõ olhado e-o prõximo melhor 
nõ, eliminando-se assim a possibilidade de se 
olhar um nõ jã olhado anteriormente. 
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Teorema 4.4 -Se na arvore dos valores houver pelo menos 
um nõ terminal com distância igual ao grau 
da ãrvore, o algoritmo chegarã ao fim. 
Prova: Chamemos de "nÕ final" ao nõ termi-
nal de distância igual ao gau da ãrvore de 
derivações, ou seja, igual ao comprimento da 
sequência recebida. 
- seja f um nõ final. Então os valores do 
caminho associados a f são todos finitos, 
pois por hipõtese o valor de fé finito. 
- seja x1 o nõ antecedente a f cuja distân-
cia é igual a 1 e xm o nõ antecedente d~ mai-
or valor entre todos os nõs do caminho. 
- seja x1 F-visitado na primeira vez com li-
miar final T1. Se z , T1, o no xm sera 
1.. m , 
F-visitado com limiar final T~ antes que x1 
seja novamente visitado, e por 4.2, c, te-
mos que f serã F-visitado e portanto decodi-
ficado. 
- como toda_vez que x
1 
é F-visitado o limi-
ar final T~ da j-esima F-visita satisfaz 
. . -1 
a desigualdade: ~~ > T~ por 4.2-b, para 
algum j temos T~ ~ zm. Quando isto aconte-
cer, f serã visitado. 
Resta provar que x1 serã visitado contínuas 
vezes a não ser que o decodificador chegue 
a um nõ final diferente de f. 
- seja z11 , z12 , ... z1n os valores dos nõs 
de distância 1 tal que z~i, z1 j para j > i, 
e z1 i ~ z1 l Si.$ n. Se nenhum desCEndente 
dos nõs z1i for um nõ final, então haverã 
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sempre nõs descendentes de z1i cujos valo-
res z são tais que z) T, VT. Por 4.2-c, 
se z1 i for F-visitado com limiar final Ti 
depois que todos os nõs de valor menor que 
Ti forem visitados, o ponteiro volta a z,i 
e tentarã F-visitar z1 i+l. Ou seja, os nos 
z1 i serao todos visitados na ordem crescen-
te de seus valores. Então x1 serã F-visita-
do pela primeira vez. Pelas mesmas razões, 
x1 serã F-visitado seguidamente até que f 
seja alcançado, chegando o decodificador 
ao fim. 
4.5 Exame da função-z dos nos 
Um nõ x do caminho correto, de valor z, é dito ser um no 
de "quebra", se z $Ti, onde Ti são os limiares do caminho dos des-
cendentes de x associados ao nõ final corretm. 
Pelo teorema 4.2, parte b, o limiar final T da primeira 
F-visita a x satisfaz T-à, z S T. De 4.2-c, temos que se x e 
um nE de quebra, não serã visitado de novo até que todos os nos 
do caminho correto seja visitado, ou seja, x não serã nunca vi-
sitado novamente. 
Se supormos que todos os caminhos incorretos "flutuam" 
para cima, o decodificador possivelmente decodificarão nõ fi-
nal correto. 
O problema então é fazer com que os valores do caminho 
que levam ao nõ final correto flutuem para baixn e os que levam 
a nos finais incorretos flutuem para cima. 
Isto é conseguido através da prõpria função z dos nos e 
da constante k que permaneçeu até~u4 inexplicada. 
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Se considerarmos os- valo,r;es dos nos finais teremos: 
n . 1 71 J -. l P (1 . /1 ) P ( b . /1 . ) 
zf= - log J= J J J 
kn 
Mas por 3.8 temos: 
n 
íl P(l./lj-i)P(b./1.) = P(l)P(y/1), 
j= 1 J J J 
onde y é a sequência recebida. 
( 4. 5) 
( 4. 6) 
Como vimos anteriormente, o lado direito da equaçao 4.6 
e a expressao que o observador ideal procura maximizar variando 
1. 
Como k ê uma constante, o nõ final de menor valor corre~-
ponde ã derivação que seria decodificada pelo observador ideal, 
e que faremos corresponder ao que chamaranos de 11 nõ correto". 
A constante k deve ser escolhida para cada gramãtica pa-
drãà de tal forma que kn esteja entre o maior e o menor valor de 
nõ final. Assim, para os nõs finais diferentes do correto ova-
lor P(l) P(y/1) ( 1 e o nõ correto P(l) P(y/1) seja o maior 
possivel. 
Ao fa·zermos isto, o que ê sempre possivel, o valor do no 
correto serã negativo e o menor possivel enquanto os valores dos 
nõs incorretos serão positivos. Ou seja, os valores do caminho 
do nõ correto flutuarão para baixo e os dos nõs incorretos flu-
tuarão para cima. Evidentemente não é possivel escolher um k 
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diferente para cada sequência recebida. O que fazemos é esco-
lher um sõ k que satisfaça as condições acima para o maior n~-
mero possível de sequências, ajustando o valor de k empiricamen-
te, de tal modo que minimize a porcentagem de sequências decodi-
ficadas erradamente. 
A observação que resta fazer é que o nõ decodificado pelo 
observador ideal nao corresponde necessariamente ã sequência que 
foi transmitida, mas é a melhor estimativa que se pode fazerdes-
ta. 
Para vizualizar melhor o procedimento do decodificador, po-
demos imaginar uma gramãtica padrão cujas probabilidades de tran-
sição das produções seja constante, como no exemplo 3.2, e um ca-
nal de transmissão simétrico. 
Seja o nõ x de distância i, descendente direto de y de va-
lor z. , .. Então teremos: 
.1 -
z.= z. 1- log P(l./li-
1 ) P(b./1.) 
1 ,- 1 1 1 
k 
i _, 
Como supomos P(li/1 ) constante, podemos fazer 
k = P(li/li-i)k, então teremos: 





= { p se bi=a;, 
~ dução l; 
q se b.f a. 
1 1 
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-onde a. e o terminal da pro-, 
Seja p > q. Fazendo k 1 = 
log (E. ) = O e 
k • 
p, temos: 
log (.9. ) = 
k • 
z.= z. 1 +f(b.,l.), onde: l l - l l 
f(b.,l.) -f o se b. = a. l l l l 




=O, podemos escrever que: 
- ' 
z . = d ( y i , x . ) ,, o n d e d ( y i , x . ) e a d i s t â n c i a d e 
l l l . 
Hamming entre a subsequênica y 1 da sequência rece-
bida y ex. que e a sequência de terminais do nõ 
l 
X. 
Se fizermos A= 6, o algoritmo sera simplificado da se-
guinte maneira: 
1) zi_1 S zi, o que farã que quando o ponteiro o-
lhar para trás (reg-as 4 e 5), o limiar não será 
violado e o ponteiro voltarã ao nõ anterior, ou 
seja, a regra 5 sõ serã necessãria na origem. 
2) Não haverã necessidade também da regra l pois 
o limiar não serã nunca abaixado. 
O limiar sõ é aumentado quando o ponteiro atinge a ori-
gem num movimento para trãs. Isto significa que o algoritmo pes-
quizarã todos os nõs da ãrvore que satisfazem o limiar corrente 
antes de aumentã-lo. Como a função-z no caso e a prÕpria dis -
tância de Hamming, a sequênéd:a decodificada serã a de 11 m1nima 
distância" da recebida. Neste caso o decodificador mínima dis-
tância e equivalente ao observador ideal. 
Uma tal estratégia de decodificação (mínima distância) 
quando nem a fonte nem o canal satisfazem as exigências para ha-
ver equivalência com o observador ideal, representa ignorar as 
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car~~teriiticas da fonte e do canal. 
1 
Na simulação ~do decodificador sintãtico seq~encial, foi 
considerada tambim esta estratigia para se poder avaliar quanto 
se ganha em tempo e eficiência ao se levar em conta as caracte-
risticas da fonte e do canal. Os resultados desse estudo com-




Neste capftulo ssao .apresentados os resultados da simu-
lação do algoritmo de decodificação sintática sequencial .É 
feita a comparaçao entre o "decodificador mfnima distância" e 
o "decodificador sintático sequencial", que respectivamente 
abreviaremos por 11 DMD 11 e 11 DSS 11 • 
Ao usarmos o algoritmo que decodifica as sequências re-
cebidas segundo sequências de mfnima distância das sequências 
recebidas, Ignoramos as caracterfsticas da fonte e do canal 
de transmissão, o que nao acontece com o DSS. A comparaçao nos 
mostrará pois quanto ganhamos ao considerar estas caracterfs-
. ti ca s. 
A comparação entre os dois decodificadores será feita 
em dois aspectos principa~s. Dados uma fonte (gramática padrão) 
e um canal de transmissão, comparamos a 11 eficiência 11 do decodif_!_ 
cador, ou seja, a percentagem de sequências decodificadas cor-
retamente, e 0 11 tempo 11 decorrido para a decodificação de uma 
sequência recebida. Como medida deste tempo gasto, tomaremos o 
nGmero de passos para trás (backtrackings) feitos na decodi-
ficação de uma sequência. Procurou-se, ao se tomar o nGmero 
de 11 backtrackings 11 uma medida que independesse do computador 
e programa utilizados. O nGmero de passos feitos durante a de-
codificação é achado multiplicando-se por 2 o nGmero de 11 back-
trackings11 e somando o coprimento da sequência. 
Na simulação foram usados três tipos de gramática. A pri-
- me ira é a que gera a 1 i nguagem L =: { wCwT onde w efo, 1}*""} . A se-
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gunda gera a 1 inguagem formada por senteças do cálculo proposi-' 
cional. Finalmente a terceira gramática gera sentenças do por-
tugues sobre um vocabulário 1 imitado. 
-- 5.2 Resultados 
A primeira gramática padrão utilizada co io fonte no siste 
ma de transmissão é dada pelas deguintes produções: 
1) S ->OSS
0 
(1 2 3) (0.3 0.6.0.1) 
2) S ~ 1SS
1 
(1 2 3) (0.6 0.3 0.1) 
3) s -> e s
0
: (4) (1) s
1
: (5) (1) 
4 ) S O -> O S O : ( 4 ) ( 1 ) S 
1 








com vetor inicializante v
0
=(0.5 0.5 O O O). 
A 1 inguagem gerada por esta gramática é: 
L={wcwT onde we{o, 1}*}, com probabi 1 idades associadas -
às sequências pertencentes a 1 inguagem. 
O canal de transmissão é dado pela seguinte matriz de 
teansição: 
o 1 e 
o 0.8 O . 1 5 o.os 
1 o.os 0.8 O. 1 5 
e o o 1 . O 
Observações: 
1) O fato de ser determinfstica a transmissão do sfmbolo 
1 C1 just, ifica-se porque as sequências nas quais o sfmbolo 1 C1 
é transmitido com erro, o tempo de decodificação é demasiadamen 
te grande para o DMD. 
2) No DSS foi estudada a variação do 11 desempenho 11 (efi-
ciência e tempo) com a v~riação do parâmetro 
3) Como medida da dispersão do número de 11 backtrackings 11 
em torno da média, foi calculado o desvio padrão para cada com-
primento de sequência. 
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- Na figura 5.1 é mostrada a variação da eficiência com o 
comprimento da sequência e nas figuras 5.2 e 5.3 o número me= 
dio de 11 backtrackings 11 e o desvio padrão respectivamente para 
cada comprimento de sequência. 
A segunda gramática padrão utilizada gera sentenças do 
cálculo de - é dada pelas produções: proposiçoes, e 
1 ) s ~ ., s ( 1 2 3 4 5) ( O • 1 0.2 O • 3 O. 1 o. 3) 
2) s ~ (SUS$ ( 1 2 3 ,~ 5) (o. 3 O • 1 0.2 O. 3 O • 1 ) 
3) s ~ (SES$ ( 1 2 3 4 5) (O. 2 o . 3 O. 1 O. 1 o. 3) 
4) s -+ X u: ( 6) ( 1 ) E: (7) ( 1 ) $ : ( ~) ( 1 ) 
5) s -t y u: ( 6) ( 1 ) E: ( 7) ( 1 ) $: ( 8) ( 1 ) 
6) u ~ V S : ( 1 2 3 4 5) ( O • 1 O. 2 o. 4 O • 1 O. 2) 
7) E ~ & S : ( 1 2 3 4 5) (o. 4 O • 1 0.2 O. 2 O • 1 ) 
8) . $ ~ ) u: '( 6) ( 1 ) E: (7) ( 1 ) $: (8) ( 1 ) 
com vetor inicializante V = o (o. 18 o.4 o. 4 O • O 1 O • O 1 o o o) 
b canal de transmissão - dado pela matriz de transição: e 
X y 'V & , ) ( 
X 0~9 0.02 0.03 0.02 O. O 1 O. O 1 O . O 1 
y o. o 3 0.90 O. O 1 O. O 2 0.02 O. O 1 O • O 1 
V O. O 1 O. O 1 0.90 O. 02 o. o 3 O. 02 O. O 1 
& 0.02 O • O 1 0.02 0.90 o. o 3 O • O 1 O • O 1 
, O. 02 O. O 1 o. o 3 0.02 0.90 O .. O 1 O. O 1 
) O. O 1 O . O 1 0.02 O. O 2 O • O 1 0.90 o. o 3 
( O. O 1 O . O 1 0.02 O. 02 O. O 1 o. o 3 0.90 
Observação: As observações 2 e 3 referentes 
~ 
primeira -a grama-
tica também se aplicam a esta. 
Na figura 5.4 temos a variação da eficiência e na figu-
ra 5.5 a variação do número de 11 backtrackings! 1 com o comprime~ 
to das sequênciasr.~ e-:·t1a ':s:--6 fQ d(eiS:v'~iu WJâ-cl:r.êi!>. 
A terceira gramática que usamos gera sentenças do por-
tugues. A~ produções são as 5eguintes: 
1) S -t outroHAP (11 12) (0.5 0.5) 
2) S ~ uma FAP (13 14) (0.5 0.5) 
- -4-6-= 
vs 
3) s ~ osHZQ ( 1 1 1 2) (O. 5 O. 5) 
4) s ~ estasFZQLS ( 1 3 1 4) (O. 5 0.5) 
5) p~~ mordiaOAM ( 9 1 O) (o. 5 o. 5) 
6) p ~ ri aAM ( 1 5 1 6 17) (0.3 0.3 o. 4) 
7) Q ~ viamO ( 9 1 O) (0.5 0.5) 
8) Q .,, comiamOAM ( 9 1 O) ( o . 5 O. 5) 
9) o ~ todasFZ ( 1 3 1 4) ( o . 5 O. 5) 
1 O) o ~ algumaHA ( 1 1 1 2) (o. 5 o. 5) 
1 1 ) H • eunuco A: ( 1 5 1 6 17) ( o . 3 o . 3 O. 4) Z:(20) ( 1 ) 
1 2) H ., padre A: ( 1 5 1 6 17) (o. 3 o. 3 O. 4) 2:(20) ( 1 ) 
1 3) F • banana A: ( 1 5 1 6 17) (o. 3 O • 3 O. 4) Z:(20) (q 
1 4) F -+ macaca A: ( 1 5 1 6 17) (o. 3 O. 3 o.~) Z:(20) ( 1 ) 
1 5) A • feroz P: (5 6) (o. 5 o. 5) O.: (18) (H M: (19) ( 1 ) 
1 6) A + cruel p: ( 5 6) (o. 5 O. 5) L: (18) ( 1 ) M: (19) ( 1 ) 
4,7) A:_. soez p: ( 5 6) (o. 5 o. 5) L: (18) ( 1 ) M: (19) ( 1 ) 
1 8) L + ja que S : ( 1 2 3 4) (0.3 0.3 0.2 O. 2) 
1 9) M -. mente L: (18) ( 1 ) 
20) z + s Q: (7 8) (0.5 0.5) L: (18) ( 1 ) A: (15 16 1 7) 
(O. 3 O . 3 O,~ 4) 
O canal de transmissão foi feito simétrico com 24 sTmbo-
los de entrada e de safda (23 letras do alfabeto e o 'branco') 
com probabilidade de trasição correta igual a 0.76 e incorre-
ta de 0.01. 
A decodificação de sequências desta terceira gramática 
é diferente das duas primeiras no fato que os elementos das se~ 
tenças são por sua vez sequências de sfmbolos. 
Para o cálculo da função avaliadora dos nós (equação 4.2) 
foi tomado ao invés de p(b./1.) o produtório J; l?(b./1~), onde 
J J i=l~"' ' ' 
b., 1., i=l, ... , n são respectivamente as letras da palavra 
1 1 
recebida e as letras da palavra associada à produção lj e n 
~ 
e o comprimento da palavra. 
-~-
lfb 
O fato de cada elemento da sentença ser uma sequência de 
símbolos, nos dá uma flexibilidade ao DMD que até agora nao 
tínhamos. Podemos ao invés de aumentar o limiar, corrente de 
em 1 fazê.lo de um número inteiro maior que 1, sem que isto al-
ter e a e f i c i ê n c i a d o a 1 g o r i t no . 1 s to se j u s t i f i c a a o s ~ b ermos 
que a distância mínima entre palavras do vocabulário e maior 
quel. Deste modo estudamos o desempenho do DMD para valores de 
que vao de ta 6. 
Para esta gramática , preferimos dar a percentagem total 
de sequências decodificadas corretamente em lugar da variação 
da eficiência com o comprimento da sequência. 
Na figura 5.7 estão as percentagens cle sequências decodi-
ficadàs corretamente para o DSS e DMD. Nas figuras 5.8 e 5.9 
estão o número médio de 11 backtrackings 11 para o DMD e o desvio 
padrão respectivamente para os diversos6s. 
Para o DSS não foi levantado o gráfico do numero médio 
de "backtrackings" parque este foi praticamente igual a zero 
para todos os As. 
-5. 3 Anã 1 i se dos resu 1 ta dos: 
As eficiências de decodificação tanto para a prim~ira 
quant~ para segunda gramática são praticamente equivalentes 
para os dois decodificadores e nao varia significativamente 
com c1 para o DSS: 
Notamos também para as duas gramáticas que a eficiência 
de decodificação tende para zero quando o comprimento das se-
quências cresce. Acreditamos que isto se deva ao fato de que 
as sequências pertencentes às 1 inguagens geradas pelas duas 
gramáticas se apresentam muito "próximas" umas das <liu"tras. 
Para o caso da primeira gramática, ou seja a que gera 
L= {wcwf onde w e-\0,13*5, par a toda sequência x L, existe 
n=1wt de s_equências y 1 , y2 , yn e L, onde fyi !e = lx le de 
distância de Hamming d(y.,x)=2. 
1 
Para o caso da segunda gramática (cálculo proposicional) 
temos também que a efiência tende para zero quando o comprimen-
to das sequências aumenta. A explicação é a mesma que a dada 
para a primeira gramática. 
Em toda sequência x pertencente à 1 inguagem gerada pela 
segunda gramática, para cada símbolo diferente de'(' e'.')', te-
mos uma sequência y pertencente à 1 inguagem de distância de 
Hamming d(y,x)=l. 
Quanto ao número de 11 backtrackings 11 , notamos uma grande 
diferença no número medio de 11 backtrackings 11 para as duas pri-
meiras gramáticas, sendo esta diferença maior para a primeira 
gramática. Astaxas de crescimento do número médio de 11 backtac-
kings11 são também diferentes nas duas gramáticas, sendo um:; 
pouco maior para o DMD. 
Os resultados obtidos para a terceira gramática devem ser 
analizados separadamente tendo em vista a natureza diferente dos 
dad0s obtidos. 
O primeiro fato a ser notado é a pequena percentagem de 
sequências decodificadas erradamente,tanto paca o DSS quanto 
para o DMD: Isto se deve a que udamos um vocabulário muito res-
trito, tornando difícil para o canal de transmissão 11 transportar 11 
a sequência enciada para uma mais próxima de outra sequência 
também pertencente à 1 inguagem. Isto reforça as explicações da-
das para as duas primeiras gramáticas. Por esta mesma razão foi 
que pudemos usar para o DMD incrementes do 1 imiar diferentes 
de 1 sem alterar a eficiência de decodificação. 
Para o DSS a variação de A não alterou significativamen-




























r .. ·- :-· ,--
• l . -. ~. 
,1 .• 1 
..... . : . : : . :- . 
1 ,;.. ... .. .. -·• . ___ ,..;.,. __ ;...~ ..... 
f: ~- .::::-. ·:f-i'.;. :~: 
• :...! --:· -~ ,------·- ·-·-
. ... 
, ..... --·.·· 
101 
... : 
,. .. .: 
,..:-_ 
!. . 
w, :)t,.. r, L<::, l ' . - -
_, ~ .. --.. 
~- --,------•--y-. 
- ••• ; J- . . -~-
Mt)t-. .-· 
1000:, 
li .- ··• :--
1 ---
· , .. 
.: \:\-'.' --i::: .:: . . _··. ·::::.:+-:: · __ r - -- :: 
-- ·::.~ _:J_ L~---=-. 




:.:-..... __i_:.,. ___ ::.: 
• • • ~ • 1 
1 • 
. -· •· - ·-J- ·· ··il····,··t·J:·r•i••~- .:?.j,~---
. . 
• //,--;/.-- • /,: , .. j _,.,.,._ 
/
·. ,,/ -/~ . : !. ·: :: - J!,· !11.·t--"+.'_:: : - I r.-:- .:_;;~ . I I' .:::.,, l· . . 
. / - -_;/ :~-~-, ~ . ;.·.1~/i;--t··T~ :: 
/ t:·- // . ··--r--··~-.... -·-··• - , -W.tit .. L .. 1 .. . ····-
• - // - • l' •• :, .. ;. · ! !: >:~Hj· r.:.i ... -: : 
I 
,,,,,,, I:;.:. . ., . 1 , .... ,.i, ~L j l I·' 
• -" : . , , 1·~! -~ · · r·· _ ... ~ ' ✓ f :! :i• t"*~i• H•• · ! ·f· 
1 ✓.: , - r --~~::~!- ,:: : 
1· .• .i , ... /
:;1/' . . • . . .. f · r:i'.' · l ! 
;}í : ...... , i 
II .... , . , .. --- . 
I 
/ '··•·t· : .. 







15 fH 18, 

Í S f' t ,,o.' ,.f.· f.O 4[, 














6-. o ( A ) 8. o 10.0 :(DSS) 
\ 





~ 1 1 , 
! 







t estimado para um futuro prõximo que uma grande parte, 
se ~ão a maior parte do trifigo de comunicações consistirá da 
transmissão de informação entre computadores ou entre usuários 
e computadores (18 ). Já que gllande parte desta comunicação e 
feita numa linguagem "formal", pareceRnos natural esdrndar sis-
temas de comunicação adaptados para este trifico. Deste modo 
podemos aproveitar a informação "sintática" ~ontida em mensagens 
esctitas nessas linguagens ·para ajudar na decodificação dessas 
mensagens, aumentando assim a confiabilidade da transmissão. 
Em nosso estudo procuramos mostrar a aplicabilidade da 
ideia da decodificação sequencial a sistemas de tffansmissão nos 
quais a fonte e gramatical. 
O esquema s~quencial de decodificação e bas~camente um 
"top-down parser 11 com a vantagem de que a cada ponto o decodifi-
cador sõ processa um único simbolo da sequência recebida. 
Isto faz com que os decodificadores sequenciais se adaptem com 
naturalidade a sistemas de transmissão, jã que a sequtncia pode 
ser decodificada ao mesmo tempo que e recebida. 
Na simulação do algoritmo de decodificação sequencial foi 
estudada a influência do comprimento das sequencias da fom~e e 
do parametro 6. na eficiência (poocentagem de sequências deco-
dificadas corretamente) e no tempo de decodificação (numero de 
11 backtrackings 11 ) para o decodificador sintático sequencial (DSS) 
e o decodificador sequencial mínima distância (DMD), como vimos 
no capitulo V. 
Quanto ã eficiência, o DSS nao se mostrou supeerior.ao DMD, 
e para ambos a probalilidade de decodificação correta tende para 
zero com o aumento do comprimento das sequências, ã excessão da 
-~-, 
s'-.1 
terceira gramãtica (natural). --Este resultado era esperado e nos 
mostra que a eficiência da decodificação estã intimamente ligada 
ãs ci"istancias (no sentido de Hamming) que as sequências da lin-
guagem gerada pela fonte têm entre si. O problema da probabi-
lidade de êrro na decodificação fica pois transferido do esque-
ma de decodificação para as Jinguagens. 
A vantagem do DSS s~bre o DMD estã no nGmero de "back-
tracki_ngs" usados na decodificação das sequências, ou seja o 
tempo de decodificação. Os grãficos levantados do nGmero mêdio 
_de "backtrackings" nos mostram que alêm do nGmero de "backtrackings" 
para o DSS ser dramaticamente menor do que para o DMD, a taxa 
de crescimento· do primeiro {DSS) ê menor que do segundo (DMD). 
Uma tentativa de solucionar o problema da probabilidade 
de decodificação correta tender para zero com o comprimento das 
sequências e introduzir redundâncias nas produções. O efeito des-
te procedimento seria aumentar a separação das sequências da lin-
guagem. A maneira mais eficiente de se fazer isto ê um tema in-
teressante para pesquitas, qeu resultaria na construção de lin-
;~ :, 
guagens ad~quadas ao teléprocessamento. 
O modelo geral do sistema de transmissão de informação 
quando a fonte e gramatical, pode ser aplicado, em alguns casos, 
ao sistema formado por computador e seu usuãrio. As "mensagens" 
transmitidas seriam as instruções do programa de computação, o 
computador seria o "receptor", e o usuário a "fonte" e os erros 
que o usuãrio cometesse por descuido ou distração setiam os erros 
introduzidos pelo carnal de transmissão. O compilador poseria 1 
1 
fazer o "parsing" das sentenças do programa como o DSS e neste 
caso aceitaria instruções que contivessem erros sintãticos. 
Assim economizariamos o tempo que o usuãrio gastaria na correção 
desses erros de seu programa. 
Vãrios compiladores, mais notavelmente os compiladores 






(Connay et al(9)), tentam "corrigir" os erros do programa e exe-
cutá-lo. Assim, todo programa ê executado, independente do nu-
mero de êrros que contenha. 
1 
Um compilador baseado no DSS só poderia corrigir erros de 
substituição.·· O DSS ê incapaz de detetar e corrigir erros de in-
sersão ou apagamento. A construção de decodificadores sintáticos 
capazes de corrigir estes tipos de erros ê umaassunto que precisa 
ser pesquisado. 
Uma idêía que talvez pudesse ser aplicada seria a de con-
siderar dois nlveis de erro. O primeiro seri~ o dos "êrros sin-
táticos••, que incluiria os erros de apagamento e insersão. Isto 
poderia ser feito através da inclusão de produções adicionais ã 
gramática. Para toda produção da forma A-. aw, onde A t- N, w E- N* 
e a, T, acrescentarlamos A..,. w e A...,, aXw, onde x ê um novo não-ter-
mi na l. Haveria também uma nova produção X• x, onde x e um novo 
terminal. No canal de transmissão x seria levado a todos os ter-
minaí,s, ã exceçao de si próprio. A aplicaç.ão das regras A• w, 
e A ~axw correspoderiam aos erros de apagamento e insersão res-
pectivamente. 
Um outro tópico para pesquisa futura, o mais atraente e 
ta l vez o ma i s d i f t c i l , e a c o n s tr u ç ão d e d eco d i f i c a d ores e f i c i -
entes para as linguagens naturais. No presente trabalho estudou-
_-se uma gramática que gera frases do português. O DSS mostrou-se 
eficierite na decodificação de sequências da linguagem. gerada por 
e s ta g r amá ti c a ·• Ser i a i n teres s a n te a p l i c a r o D S S · par a g r a m ã ti c as 
com vocabulários terminais extensos e maior numero de produções. 
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APÊNDICE A 
Demonstração do teorema 4.2 
Prova parte a ") 
1.1-
a. l Prova a. l verificando para i < l que a visita mais 
recente de qualquer antecedente de x deve ser uma F-visita, po-
is x s5 pode ser atingido de no antecedente por meio de um mo-
vimento para frente (regra l ou 2). Para i = l, z1 E T1 pois o 
po~teiro se encontra no n5 x e tal s5 ê possfvel s~ o.valor de 
x não violar o limiar corrente. 
a.2 e a.3 A prova desses dois itens sera feita por indu-
ção nos sucessivos n5s visitados pelo ponteiro. 
A base da indução ê o n5 prigem (l = O), o qual satisfaz 
C) - ) 
· trivi_almente a.2 e a.3 pois não existe i tal que O~ i ,-1. 
Passo da indução: seja a.2 e a.3 satisfeitas para o n5 
. x, com valores do caminho z
0
,z1 , .... z1 e limiares do caminho 
T
0
, T1 , ... T1. Temos então duas possibilidades: o n5 que es-
tã sendo olhado ê um descendente de x ou ê o antecedente de x. 
Chamemos a primeira possibilidade de "estado A11 , ou seja, desi-
gualdades satisfeitas, ponteiro olhando para f~ente e movimento 
nao concretizado. A segunda possibilidade serão 11 estado B11 
que consiste em: desigualdades satisfeitas, ponteiro olhando pa-
ra trãs e~movimento nio concretizado. 
Demonstraremos que o ponteiro atê se movimentar estarã 
sempre ou no e s ta d o A ou , B , e quando se movi menta r , as d e si g u a l -
dades continuarão a serem satisfeitas. 
N o e s ta d o A , tem os t r e s e a s o s p os s i v ê-i s : z 1 + 1 ~ T 1 e 
z0, > T1-4 , zl+1, T1 e z1 4 T1-A e finalmente z1+1 > r1 • 
Nooultimo caso, pela regra 3, vemos que o ponteiro irã 
para o estado B! Nos dois primeiros casos o ponteiro se movi-
mentarã para frente e lo limiar sera no mãximo abaixado, satis-
f a z e n d o a . 2 • S e T 1 + 1 ( T 1 - A , ou s e j a , o l i mi ar f o i a b a i x a d o, 
então foi aplicada a regra 1 e neste caso z1 ) T1-A, satisfa-
zendo a.3. 
No estado B pode acontecer dois casos: o da regra 4, 
z 1_1 ~ T1 ou da regra 5, z1_1 ) T1 . No caso da regra 4, o pon-
teiro se movimentarã para trãs, não se alterando os limiares , 
satisfazendo as inequações a~2 e a.3. Alem disso, como z1_1 , r1 
e T l C T l :/~ ~ T l < z l - 'f , e n t ã o d e vem o s te r T l -> T ;:1 ~ T l = T l _ l 
(a.5) pois por a. 1 T1 
A equaçao a.5 nos serã util na demonstração da parte b do 
teorema. Se por outro. lado, z1_1> T1 , o movimento não se concre-
tizarã. Como por a. l T1_1 ~ z1_1 , temos que T1_1 > T1 , ou se-
ja, r1_1 ~ T1+ A. O limiar T1 e pois alterado mas a.2 conti-
nua valendo. O mesmo acontece com a.3 pois não mudamos T1_1 . 
Pela regra 5, o ponteiro irã olhar para frente, indo ao esta-
do A. 
Provamos então o seguinte: se o ponteiro se movimentar 
a.2 e a.3 continuarão a valer e se por acaso o ponteiro nao se 
movimentar passarã do stado A para B ou vice versa e as desi -
gualdades continuarão valendo. 
Para demonstrar a parteb, e necessãrio provar primeiro o 
seguinte corolãrio de a: 
Corolãrio Se x e F-visitado com limiar final T, então Te o li-
miar inicial das F-visitas subsequentes aes descenden-
- ~~ -
6Y 
tes imediatos de x para os quais z~T. 
Prova: Seja y descendente imediato de x e z ~ T. Se y é o me-
. X 
lhor riõ descendente, então y serã alcançado logo apõs a 
F-visita (regra 1 ou 2) e o corolãrio estabelecido. 
Se - melhor então este - alcançado depois de y nao e o n o , e 
X ter sido alcançado através de um movimento para trãs 
(regra 4) . Como por a. 5, Tl+1= T1= T, temos que o 1 i mi -
ar inicial para o no 
.~.,-
y, e T. 
' a.4) a.4 e uma consequincia direta de a.3 e de a.l. 
(in,dução) 
b) Para se demonstrar o item b, e necessãrio usart~o com-
primento dos nõs, verificando primeiro o teorema para a origem 
'e depois assumindo vãlido para um dado nõ, demonstrar que eva-
lido para seus descendentes imediatos. 
te, pois 
como T = o 
base: Para a origem o teorema é satisfeito trivialmen~ 
a iinica F-visita se dã no inicio da decod~fica~ão, e 
z
0
, a desigualdade é vãlida. 
passo: Seja então vãlido o teorema para o nõ x, onde 
I~= 1-4, então fu limiar final T da primeira F-visita obedece a 
T-.d ~ z1_1 < T, onde z1_1 e o valor de x. 
Seja y descendente imediato de x com valor z1. Temos du-
as possibilidades: 
a- z 1 ~ T 
b- z 1 > T 
a- Se z1 ~ T, a desigualdade é satisfeita (regra 1 e aplicada) 
pois para todo descendente imediato de x,T e o 
limiar inicial das F-visitas a estes descendentes 
(como vimos pelo corolãrio). 
Se T'=T, onde T' e o limiar mais baixo tal que .T 1 ~ 2 1 
e z'e o valor ddo antecedente de x, então o limiar 
b- Se z 1 
d a segunda F .:-vf si ta a y ê o mesmo que o l i mi ar-f i -
nal da segunda F-visita a x. Isto acontece porque 
o ponteiro ao chegar a x por um movimento para trãs, 
e esgotados os nôs descendentes imediatos com và-
lor menor que T, pela regra 3 o ponteiro irã para 
o nô antecedente. Assim sendo, a prôxima visita 
a x serã uma F-visita com limiar final igual a T+A. 
Nas visitas subsequentes, quando o ponteiro F-vi-
sitar x, F-visitarã y com o mesmo õmiar final (co-
rolãrio e regra 2). Se T 1 > T, então a segunda F-
visita ao nô descendente de x serã logo apôs o pon-
teiro ter atingido x e tentado ir para trãs (regra 
5). Entã3 neste caso o limiar ê aumentado de e 
o ponteiro farã um movimento para frente pela re-
gra 2. O limiar fifual da segunda F-visita a y se-
rã ~ acima de T, ou seja, aumentado de nA em 
relaão ã primeira visita. Apôs isto, toda vez que 
o ponteiro tentar ir para o antecessor de x, aumen-
tarão limiar de 6 e F-visitarã y. Quando o an-
tecessor de x puder ser alcançado, serã possível 
a segunda F-visita a x e daí em diante, por hipô-
tese o limiar sô serã aumentado de 6 . 
T, temos tambêm duas possibilidades: 
b.l z1 ~T'-L\ 
b.2 z 1 > T
1
- ô , onde T 1 ê o segundo limiar final 
de x. 
No caso b.2, y não serã atingido antes da segunda 
F-visita a x, pois T1 - ~~ 2 1 por hipõtese. Em 
outras palavras, o ponteiro irã primeiro ao ante-
cessor de x antes de ir ~o seu sucessor. Depois 
desta visi~a, o limiar sõ serã aumentado de em 
cada F-visita subsequente ax~, o que nos prova a 
desigualdade e a condição adicional. 
Em b. l, temos qeu o ponteiro sõ alcançarã o ante-
cessor de x em um movimento para trãs quando o li-
miar for igual a T' -6 (por a.5). Até isto acon-
tecer, o limiar e aumentado cada vez de e tenta 
o movimento para frente. Pelo corolãrio vemos que 
a desigualdade e a condição adicioflal são também 
satisfeitas. 
e) Seja o no x onde ,x1 = l, F-visitado com limiar final T1• 
Queremos mostrar que todo desaridente de x para o qual o limiar 
estã abaixo de r 1 deve ser F-visita com limiar final T1 • 
Na prova da parte b mostraremos que cada descendente ime-
diato de x para o qual z1+1 ~ T1 e F-visitado com limiar final 
r 1• Por indução, temos que o descendente y de x, para o qual 
1 y 1 = l+j e F-visitado com limiar final r 1 an1tes que y seja no-
vamente visitado. 
Por a.2 tiramos a segunda parte do item e, ou.seja, que o 





O funcionamento do algoritmo de decodificação e descrito 
pelos diagramas de blocos dados abaixo. 
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~ nao sim 
A implementação do algoritmo foi feita no computador 1370 
da IBM. Para cada simulação do algoritmo foi tomada uma amostra 
difer;ente de sequências da linguagem. Para a primeiragramãtica, 
ou seja, a que gera sentenças 11 especulares 11 num vocabulãrio bi -
nãrio, tomou-se 100 sequências para cada comprimento. No caso 
da segunda gramãtica, a do cãlculo proposicional, o número de se 
quências para cada comprimento foi variãvel, com um mãKimo de 100 
e um número total de 1300. Para a terceira gramãtica, a que gera 
frases do português, a amostra tomada foi de 100 sequências da 
linguagem para cada diferente. As sequências consideradas 
tinham no mãximo 200 simbolos (letras}. Para esta gramãtica con-
sideramos todas as palavras como de mesmo comprimento (=7}, com-
pletando com brancos os simbolos que faltavam. 
As figuras b.l ,b.2,b.3,b.4,b.5,b.6 mostram saidas tipicas 
dos programas. 
As figuras b.l e b.2 mostram o DSS e o DMD para a primei-
ra gramãtica e as figuras b.3 e b.4 o DSS e o DMD para a segunda 
gramãtica. 
Nas figuras "FRASE" é a sequência gerada pela fonte, .. SEQUE·· 
1 
é a sequência apõs a passagem pelo canal de transmissão e "SAIDA 11 
é a sequência decodificada, ÜCONT 11 nos dão número de 11 backirackings" 
usados na decodificação das sequências e 11 HORA 11 o tempo em hora, 
minutos, segundos e milisegundos a cada passo do programa. 
Nos casos em q~e o comprimento da FRASE é maior que 19 não 
temos a SAIDA. 
As figuras b.5 e b.6 mostram o OSS e o DMO para a segunda 
gramãtiea. ÜFRA" é a sequêntda gerada pela fonte, "SEQ 11 é esta 
sequênida depois de passar pelo canal de transmissão e 11 LOT 11 i 
a sequência decodificada. 11 CONT 11 e "HORA" têm o mesmo significa-
do que ~as duas primeiras gramãticas. 
- ~-
fL 
-St:CfU E=' :) 101 () l H' 1 e,' tf"\'TcYô17ITfõ"C"í.7f[ó l,) 1 ; 
SE~JE='Ol0101101C~001C1Gr111oc101010 1 ; 
--SÃTDA = rr;TCrI1TJ-:-lTT'1 °'.>CITTTTtff,ctr HTJ.1-lJTO 1 1 J ,,-i------f-"'1c•ar,.rr=--·-t' t:"21 
LG= :?.9; 
FRASE=' 110110 HllO":OJ.f':! 1011011'; HORA=' 043 '3 9940'; 
-si:u-tTP- Il:1Tn.7TJJT11J ~Tnrrr:-n-rn rt·""";,._--------~·1.:ri::1r:n,~".',4-3~ 57trrrrrrn; 
SEQUE=' i1n110101n:01c1c.11011•; 
~1TIA= , r17rrrr:rrrrr:".'i-::-rn-rT0Trn1 p-----,--
LG= 21; 
FRASE=' lOl lOCOll01 1 ~ HOR~:=• ''4324037(l 1 ; 
-Sl:OLJ E=•· n·Yrrcrr:Jrr1 l p,-::;:-. -~RTI'R~= ';,t;377+1J''J'fU•T-----1 -.,.---~---··-
s E QU E= ' íl O 1 1D C O 1111 1 ; -n .~ oif;-, ·· nrrrtrr:-cnTtY r,~-2--collf r~=--::;-··-cJ 
~às E=' 11 l 11 C 1 f11 •-;-FR".YK ~ = •"i12;-r-2 ,..-tO 9 '1 n ' ; 
SEQUF=' c111c1111• t HOR~='C:43241010 1 ; 
4 5 ·• f ó 
-!tÊ-õ01:=' ~rrrcrrr:r1 ; ~ --------
SA.10A='ll11C11l1' CONT= H 1 D= ,; 
FRASE=')C.D'; HORi\='C43241C90'; 
S EQU !:=' '.'.lCfta-;----11----=H,IÕP l=' 0432411 O 1; 
.S E QUE:=' ) C l' ; 
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-FR.As·F=' Jf)(\}0' ; HOR ~=' CA324nH?'D'; 
SEQUF='OOCOC'; HOPJ\='04324·19:40'; , 
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1
:I 
S E QU E= ' 1 C l ' ; HO P 1'1, = • 2 O 5 6 11 71 O 1 ; 
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