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ABSTRACT
Inference on a large-scale knowledge graph (KG) is of great importance for KG applications like
question answering. The path-based reasoning models can leverage much information over paths
other than pure triples in the KG, which face several challenges: all the existing path-based methods
are data-driven, lacking explainability for path representation. Besides, some methods either consider
only relational paths or ignore the heterogeneity between entities and relations both contained in paths,
which cannot capture the rich semantics of paths well. To address the above challenges, in this work,
we propose a novel joint semantics and data-driven path representation that balances explainability
and generalization in the framework of KG embedding. More specifically, we inject horn rules to
obtain the condensed paths by the transparent and explainable path composition procedure. The entity
converter is designed to transform the entities along paths into the representations in the semantic level
similar to relations for reducing the heterogeneity between entities and relations, in which the KGs
both with and without type information are considered. Our proposed model is evaluated on two
classes of tasks: link prediction and path query answering task. The experimental results show that it
has a significant performance gain over several different state-of-the-art baselines.
1. Introduction
Knowledge graph (KG) incorporates richmulti-relational
data in a directed graph structure. Many KGs in the real-
world, such as Freebase [3], YAGO [36], WordNet [28] and
NELL [29], often consist of millions or billions of facts1,
have been established and conducted in a wide variety of
real applications such as information extraction[17, 7], se-
mantic search [1, 2], question answering[35, 18], and dialog
system [14], to name a few. A KG is essentially a heteroge-
neous graph in which nodes correspond to entities and edges
correspond to relations. Each directed edge, along with its
head entity and tail entity, constitute a triple, i.e., (head en-
tity, relation, tail entity), which is also named as a fact.
KG embedding aims to embed KG elements (i.e., enti-
ties and relations) into the latent, low-dimensional, and real-
valued vector representations. Over the past decade, it has
been attracting substantial attention in academia and indus-
try, and proven to be a powerful technique for KG infer-
ence [38, 25, 5]. Many KG embedding techniques have been
proposed for the graph structure ofKG, including TransE [4],
TransH [40], TransR [24], ComplEx [37] and ConvE [10].
However, these methods simply consider the direct relations
between entities in the KG. It may encounter the issues in
some more complicated tasks such as path queries because
∗Corresponding author
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they often require multiple hops to infer the correct answer,
as illustrated by an example in Fig.1.
An increasing number of researchers have recently paid
attention to paths in the KG; its core objective lies in incor-
porating path information into the KG embedding frame-
work. A path in the KG is typically defined as a sequence
consisting of intermediate entities and relations in the knowl-
edge graph to provide more connections between entities.
Several typical path-based embedding methods have been
proposed, such as PTransE [23], RTransE [12], DPTransE [43],
and RPJE [33]. PTransE develops a path-constraint resource
allocation (PCRA) algorithm to measure employs a margin-
based loss function, which introduces the relational path rep-
resentations. RPJE leverages the horn rules to compose paths
and create the associations among relations for improving
the accuracy and explainability of representation learning.
However, these models only consider relations along paths
but neglect the semantics implied in entities. For two in-
stances about the paths:
P1. 퐷표푛푎푙푑 푇 푟푢푚푝 푃푟푒푠푖푑푒푛푡푂푓←←←←←←←←←←←←←←←←←←←←←→ 퐺표푣푒푟푛푚푒푛푡 퐿표푐푎푡푒푑퐼푛←←←←←←←←←←←←←←←←←→ 푈푆퐴 and
P2. 퐵푖푙푙 퐺푎푡푒푠 푃푟푒푠푖푑푒푛푡푂푓←←←←←←←←←←←←←←←←←←←←←→ 푀푖푐푟표푠표푓푡 퐿표푐푎푡푒푑퐼푛←←←←←←←←←←←←←←←←←→ 푈푆퐴. Al-
though both the paths exactly contain the same relations,
these two instances can be inferred respectively as (Donald
Trump, PresidentOf, USA) and (Bill Gates, Nationality, USA) due
to the disparate immediate entitiesGovernment andMicrosoft.
To jointly consider the relations and entities along paths,
Wang et al. [39] composes entity and relation embeddings
in each step for LSTM. Still, entities are only independent
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Iron Man
(Film; Hero)
Production_Company Hero
Actor
hop 1
hop 2
hop 3
Marvel Studios
(Company)
USA
(Country)
Tony Stark
(Persom)
Robert Downey
(Person; Actor)
English
(Language)
Figure 1: An example of inference on multi-hop paths in the
KG. Nodes as entities with the same steps reached from the
originator node are in the same color. Entity types are attached
to each entity and shown in red color. The superscript “-
1” of relation means the inverse relation. For this example,
the blue dashed directed edge denotes the predicted relation
Spoken_Language between Iron Man and A that is inferred
by two 3-hop paths linking Iron Man and English.
individuals, and hard to provide semantics to represent the
path. Das et al. [9] replaced each entity over a path by all
the types belonging to this entity, but some types have noth-
ing to do with the semantics of the path, such as the type
Hero of Iron Man in Fig.1 cannot contribute to represent-
ing a path connecting Iron Man and English. The latest re-
search in [26] proposes an attentive path ranking approach
which selects entity types attentively in representing path
patterns. However, such an entity type selection strategy is
purely data-driven and this path ranking framework cannot
predict entities. Besides, both [9] and [26] cannot work on
the KG without types.
Another research line of path-based reasoning methods
is to focus on reinforcement learning (RL). DeepPath [41]
first learns multi-hop relational paths via RL framework, and
then find reliable predictive paths between entity pairs. Das et
al. [8] and Lin et al. [22] designed a end-to-end multi-hop
KG reasoning model based on the RL. Nevertheless, these
RL-based reasoning models spend much more time search-
ing for reliable pathswhile performing less than the embedding-
based methods.
Although the aboveKG inferencemethods have achieved
preliminary performance improvements on various tasks, such
as link prediction and path query answering task, they still
suffer from the following challenges:
(1) The model represents the paths in a data-driven pat-
ternmanner, which achieved the good generalization but lacked
the explainability and sufficient accuracy of the path repre-
sentation.
(2) Each path is expected to be represented as a relation
embedding. Still, the heterogeneity between entities and re-
lations in the path limits the entities to be directly applied to
represent the path. Besides, the strategy of employing entity
types instead of entities to represent paths cannot be applied
to the KG without types.
Based on the above considerations, in this paper, we pro-
pose a novel KG embedding paradigm for inference, which
achieves jointly semantics and data-driven path representa-
tions. Unlike previous path-based approaches in a data-driven
fashion, our model attempts to introduce a joint semantics
and data-drivenmechanism to balance explainability and gen-
eralization of the path representation process. The horn rules
are exploited to compose the original paths consisting of en-
tities and relations into the condensed paths. For the paths
that cannot be further composed by rules, the heterogene-
ity between entities and relations prevents them from being
immediately used to represent paths. Thus, the entities over
paths are transformed into the semantic level representations
similar to relations via a developed entity converter. Specif-
ically, the entity converter contains two modules: attentive
entity-to-type conversion for the KG with explicit types and
entity-to-relation space projection for the KG without any
type. We further employ the path encoder to learn the rep-
resentations of bi-directional path sequences. Finally, the
fusion representation learning of multiple paths is consid-
ered for learning entity and relation embeddings. The criti-
cal contributions of our work are summarized as follows:
• We put forward a novel KG inference method where
semantics and data-driven path representation can be
considered simultaneously to better learning KG em-
beddings.
• Our model introduces horn rules to compose paths ac-
curately for path representations. Moreover, to reduce
the heterogeneity between entities and relations in the
KG, two categories of entity converter strategies are
proposed to transform the entities into the representa-
tions semantically similar to relations, which canwork
for any KG with or without explicit types. These two
aspects are beneficial to balance the explainability and
generalization of the model.
• We conduct extensive experiments on three real-world
KG datasets and compare our model’s performance
against several state-of-the-art methods. The experi-
mental results demonstrate that ourmodel consistently
outperforms baselines on MRR and Hits@1 on both
link prediction and path query answering task.
The remainder of this paper is organized as follows. We
review related research in this area in Section 2. Section 3
provides the details of the proposed model. In Section 4, we
conduct an extensive experimental evaluation and provide
an analysis of the effectiveness of our model. Finally, we
conclude the paper and discuss future research directions in
Section 5.
2. Related Work
This section briefly describes prior works, including knowl-
edge graph embedding approaches and path-based approaches
for inference on knowledge graphs that are most related to
our work.
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2.1. Knowledge Graph Embedding Approaches
On account of the knowledge graph’s symbolic nature,
logical rules can be employed for KG inference. Many rule
mining tools such as AMIE+ [11] and RLvLR [34] extract
logical rules from the KG, which could be leveraged to infer
new triples. Although the KG inference approaches using
logical rules have high accuracy, it cannot guarantee ade-
quate generalization performance. In recent years, knowl-
edge graph embedding approaches have been widely stud-
ied from a representation learning perspective, which could
automatically explore the latent features from facts stored
in the KG and learn the distributed representations for en-
tities and relations. TransE [4] treats relations as transla-
tion operations between entity pairs to measure the com-
patibility of triples, which performs well on link prediction.
TransH [40] extends TransE and projects an entity embed-
ding into a relation-specific hyper-plane, endowing an entity
with various representations. With a similar idea, TransR [24]
projects an entity embedding into space concerning a rela-
tion. ComplEx [37] embeds entities and relations into com-
plex vector space to handle the issue of inferring both sym-
metric and antisymmetric relations. ConvE [10] and Con-
vKB [31] leverage convolutional neural networks to capture
the features of entities together with relations. An alternative
direction is to focus on the matrix or tensor decomposition.
KG2E [16] models the uncertainties of data in a KG from
the perspective of multivariate Gaussian distributions. He et
al. [15] proposed a bayesian neural tensor decomposition
approach to model the deep correlations or dependency be-
tween the latent factors in KG embeddings. Zhang et al. [42]
proposed a two-phase framework called TKGFrame for KG
representation learning. However, thesemethods purely con-
sidering triples are unable to work in several complicated
scenarios, such as path queries.
2.2. Path-based Approaches for Inference on the
Knowledge Graph
In contrast to the approaches only relying on triples, the
path-based reasoning models focus on capturing chains of
reasoning expressed by paths from the KG. Early study on
reasoning over paths is the Path RankingAlgorithm (PRA) [21],
which employs randomwalk on theKG and regards the paths
as features to predict relations by the binary classifier. Some
recent researches formulate path searching as sequential de-
cision problems and aim to find the paths to infer the rela-
tions based on reinforcement learning (RL) [41, 8, 6]. Deep-
Path [41] is the first work that introduces reinforcement learn-
ing for searching paths between entity pairs. MINERVA [8]
is an end-to-end system that develops an RL-based path find-
ing procedure to reach the target entities for answering KG
query. These multi-hop reasoning methods all spend much
time in the complicated path finding process while obtaining
limited inference performance.
Besides, some path and embedding-based approacheswith
higher efficiency and better performance are brought into fo-
cus. Particularly, pre-selected paths are generated by ran-
dom walk for these methods. Neelakantan et al. [30] pro-
posed a compositional vector spacemodel with RNN tomodel
relational paths on KGs. Guu et al. [13] modeled additive
andmultiplicative interactions between relationmatrices along
the path. PTransE [23] extends TransE by representing rela-
tional paths for learning entity and relation embeddings, and
designs a path-constraint resource allocation (PCRA) algo-
rithm tomeasure the reliability of relational paths. PaSKoGE [19]
minimizes a path-specific margin-based loss function while
adaptively determining itsmargin. RPJE [33] introduces horn
rules to compose paths with explainability for compositional
representation learning on the KG. But these models ignore
the entities in paths and only utilize the relations to represent
paths. Both Jiang et al. [20] and Das et al. [9] developed the
similar strategy to average the representations of entity types
for each entity incorporated with relations to represent paths,
neglecting that different entity types may play different roles
in relation inference and these models cannot work on the
KG without entity types.
3. The Proposed Approach
In this section, we extend the PCRA algorithm, which
only extracts the relational paths in [23] by extracting the
paths consisting of both entities and relations together with
the normalizedweight of each path. The pipeline of the over-
all architecture of ourmodel is sketched in Fig. 2. We first in-
ject horn rules to generate the condensed paths (§3.1). Then,
on account of the paths whose length exceeds 1, the entities
in paths are transformed into the representations semanti-
cally similar to relations via a general entity converter con-
taining two modules for the KG both with and without types
(§3.2). Furthermore, a bi-directional paths encoder is devel-
oped to learn the path representations with the input of bi-
directional path sequences between each entity pair (§3.3).
Finally, the optimization objective is proposed for learning
embeddings of entities and relations by introducing the fu-
sion representation learning of multiple paths (§3.4).
3.1. Rule Injection for Composing Paths
A horn rule is of the form head ⇐ body (confi), where
body is a conjunction of atoms 푟푖(푥푖, 푦푖), e.g.,푁푎푡푖표푛푎푙푖푡푦(푥푖,
푦푖), 푥푖, 푦푖 are variables that can be substituted with entities,
head is a single atom containing a specific relation, and confi
is a confidence value of the rule. In particular, the horn
clause rules together with their confidence can bemined from
KGs by employing some open source rule mining tool such
as AMIE+ [11] and AnyBurl [27]. Among them, the rules
of length 2 in the form of 푟3(푥, 푦) ⇐ 푟1(푥, 푧) ∧ 푟2(푧, 푦) areappropriate to compose a path into a single relation or a con-
densed path in a high accuracy with explainability. Two sce-
narios of composing paths by rules are depicted in Fig.3.
Theoretically, the horn rules of length 2 can compose
any path greater than 1 in length, as illustrated in Fig.3 (a).
In terms of a path linking two entities ℎ 푟1←←←←←→ 푒1
푟2
←←←←←→ 푒2
푟3
←←←←←→
푒3
푟4
←←←←←→ 푡, our model can start from the head entity and suc-
cessively select a path segment by a 2-step path sliding win-
dow to search for a horn rule that matches this path segment.
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Figure 2: An overview of our model. The red units denote the entities, the blue units represent the relations, and the green units
denote the path representations. The three paths shown in the figure are just for illustration. The other paths are processed in the
same way as in the figure. Besides, a path between an entity pair could be transformed into bi-directional paths representations.
In the optimization objective, the weight of each path 훼푖 determines the extent to which this path contributes to the fusion
representation learning of multiple paths.
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(a) A special scenario that indicates a path can be composed into
a single relation by horn rules.
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(b) A general scenario that only a segment of the path can be
composed by rules.
Figure 3: Two scenarios that are using horn rules for composing paths. Each rule is attached with a confidence such as 푐1, 푐2, 푐3,
and the “Confi” means the overall confidence of generating a condensed path by the rules. Note that the paths in the two
scenarios are different.
Then, the current segment of path can be composed into the
relation the same as that in the rule head. Finally, our model
loops the above path composition operation and the whole
path can be condensed into a single relation whose embed-
ding is the path representation. Meanwhile, the overall con-
fidence is the multiplication of all the confidence of rules
utilized in composing the path sequentially. However, it is
hard to ensure every path segment can match a horn rule ex-
actly right. An instance illustrated in Fig.3 (b) is the more
general scenario, after composing a path segment once, none
of the remaining path segments can be processed by rules.
Therefore, we apply the following designed modules includ-
ing the entity converter (§3.3) and the path encoder (§3.4)
to produce the path representation. Therefore, it is neces-
sary to develop a joint semantics and data-driven strategy
for balancing the accuracy from rules and the generalization
from path encoder.
3.2. Entity Converter
Because both entities and relations are exploited for rep-
resenting paths, the heterogeneity between entities and rela-
tions should be addressed. Therefore, we propose two kinds
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/film/actor/performanceRobert Downey
/people /award /film /filmDomain Level
Type Level
/people/person /people/profession
/award/winner /award/nominee
+
Type selection
An entity and the associated 
relation in a path 
Attention
/film/actor /film/person_in_film
Entity representation
Figure 4: An example of attentive entity-to-type conversion in Freebase: Entity types with the hierarchical properties are viewed
as a tree, where the entity is the root of the tree, and the depth of an entity type can model various semantic levels of hierarchy.
The red symbols represent the entity’s attended types by type-level attention mechanism, and the blue ones denote the other
types of this entity. The green symbol stands for the composed type embedding, which could represent the entity in the path.
of entity converter mechanisms applicable to any KG.
3.2.1. Attentive Entity-to-Type Conversion
In some KGs such as Freebase, the entity types are al-
ways represented as type hierarchies following abstraction
levels, where “domain” denotes a more abstract type and
“type” represents a more specific type. The attentive entity-
to-type conversion procedure focuses on the entity types that
are most semantically relevant to the current path based on
the type hierarchy and represent this entity with the selected
types. An instance of representing entities by the associ-
ated types on Freebase is shown in Fig. 4. It is obvious that
the type hierarchies of entity 푅표푏푒푟푡 퐷표푤푛푒푦 can be repre-
sented as a tree structure. Specifically, an entity has mul-
tiple types distributed in both domain level and type level.
Several types usually belong to the same domain, such as
∕푝푒표푝푙푒∕푝푒푟푠표푛 and ∕푝푒표푝푙푒∕푝푟표푓푒푠푠푖표푛 belong to ∕푝푒표푝푙푒. In-
spired by the fact that each relation corresponds to a unique
domain included in the domains of entities, such as the re-
lation ∕푓푖푙푚∕푎푐푡표푟 ∕푝푒푟푓표푟푚푎푛푐푒 is associated with the do-
main ∕푓푖푙푚, we develop type-level attention to select the en-
tity types which are closer to the context of the path. The
domain ∕푓푖푙푚 of the entity is selected for the same domain
as that of the relation, and the types ∕푓푖푙푚∕푎푐푡표푟 and ∕푓푖푙푚∕
푝푒푟푠표푛_푖푛_푓푖푙푚 belonging to the domain ∕푓푖푙푚 could reflect
the semantic categories of the entity 푅표푏푒푟푡 퐷표푤푛푒푦 more
precisely and concretely.
Therefore, we develop an attentive entity-to-type conver-
sion module for selecting the valuable types to represent an
entity 푒 over a path with the following two steps: (1) Based
on the designed type-level attention mechanism and the re-
lation 푟 immediately after the entity 푒, the domain of the re-
lation 푟 is denoted as 퐷(푟). Then, among all the domains of
the entity 푒, the same domain as 퐷(푟) is selected in terms
of the contextual semantics of the entity 푒 over the path. (2)
We can represent the entity 푒 by adding all the embeddings
of the types belonging to the selected domain퐷(푟). This at-
tentive entity-to-typemodule guarantees both discrimination
and generalization for representing the entity by entity types,
which benefits from the semantic hierarchy of entity types.
Furthermore, in allusion to an entity, 푒 with the associated
relation 푟 in a path, the entity representation e푟 achieved bythe attentive entity-to-type module can be formulated as:
e푟 =
∑
푒푡∈푇 (푒,푟)
e푡, 푇 (푒, 푟) = 퐷푇 (푎푡푡푒푛푡푖표푛(퐷(푒), 퐷(푟))) (1)
where e푡 denotes an attended type embedding of entity 푒.
퐷(푒) represents all the domains of an entity, and 퐷(푟) de-
notes the domain belonging to a relation. 푎푡푡푒푛푡푖표푛(퐷(푒), 퐷(푟))
is defined as the type-level attention operation for selecting
the domain in the range of 퐷(푒), which closely matches the
contextual semantics of the current path. 퐷푇 (⋅) could output
the types corresponding to the input of the selected domain.
푇 (푒, 푟) is denoted as the set of the types belonging to the se-
lected domain of entity 푒 because of the semantic association
with relation 푟.
3.2.2. Entity-to-Relation Space Projection
In allusion to the KG without entity types, we develop
an entity-to-relation space projection module to project the
entities along the paths into the corresponding relation space
for reducing the heterogeneity between entities and relations.
The representation of the entity 푒 projected into the space of
relation 푟 is denoted as:
e푟 = P푟e (2)
where e푟 ∈ ℝ푘 denotes the projected representation of 푒 inthe space of relation 푟, and e ∈ ℝ푘 is the embedding of
entity 푒. P푟 ∈ ℝ푘×푘 is defined as the projection matrix forprojecting the entity 푒 into the space associated with relation
푟. Note that the quantity of P푟 is consistent with the numberof relation in the KG.
3.3. Path Encoder
We introduce a path encoderwith the input of bi-directional
paths and a shared parameter architecture of RNN, enabling
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fewer parameters to output any relation embedding for rep-
resenting the path. We first define the path sequence as the
input of the path encoder as follows:
p = r1, e푟1, r2, e푟2,⋯ , r푛 (3)
where 푛 denotes the number of relations in the path sequence,
and then the length of the path sequence should be 2푛 − 1.
The relation embeddings r푖, 푖 = 1,⋯ , 푛 and the entity rep-resentations e푟푖 , 푖 = 1,⋯ , 푛−1 derived from the entity con-verter are the components of a path sequence.
To predict a relation which closely represents a path by
consuming the path sequence, the path encoder is defined as:
⃖⃗ℎ푡 = 푅푒퐿푈 (푊ℎ ⃖⃗ℎ푡−1 +푊푖 ⃖⃗푥푡) (4)
in which ⃖⃗ℎ푡 ∈ ℝ푛 and ⃖⃗ℎ푡−1 ∈ ℝ푛 are hidden states of theRNN at step t and t-1, respectively. 푊ℎ ∈ ℝ푛×푛 and 푊푖 ∈
ℝ푛×푘 denote the parameter matrices of the RNN. ⃖⃗푥푡 ∈ ℝ푛is the representation vector of the path component at step 푡.
Specifically, when 푡 is an odd number, ⃖⃗푥푡 is the 푡-th relationrepresentation in the path sequence, and when 푡 is an even
number, ⃖⃗푥푡 is the (푡∕2)-th entity representation in the pathsequence. ReLU is the rectifier linear unit and we select it
for its best performance compared to other commonly used
activation functions. In Eq.4, the final hidden state of the
path encoder is output as the predicted relation embedding
and also the path representation. In particular, for a path
of length 1 containing only one relation, the path encoder
directly outputs the embedding of this relation.
Significantly, according to the added inverse relations,
each original path extracted from the KG can be converted
into the bi-directional path sequences. We can achieve both
forward and inverse path representations with the parameter-
shared path encoder for bi-directional paths linking entities.
3.4. Objective Formalization
The actual human-like inference mechanism infers ac-
cording to the multiple paths organized by a graph structure.
Therefore, to comprehensively exploit the semantics of mul-
tiple paths between entities, we propose the fusion represen-
tation learning of multiple paths to measure the correlation
between a relation with multiple paths in the same direction,
and the weight of each path determines the extent to which
this path contributes to the fusion representation learning of
multiple paths. Two energy functions concerning triples and
multiple paths are developed as follows:
퐸1(ℎ, 푟, 푡) = ‖h + r − t‖퐿1∕퐿2 (5)
퐸2(푟,) = 1∑ 훼푖 푐푖훼푖 ∑푝푖∈ ‖r − 푅푁푁(푝푖)‖퐿1∕퐿2 (6)
where 퐸1 captures the translational principle of each triple
(ℎ, 푟, 푡) and is the primary function depending on single triples.
h, r, t denote the embeddings of head entity, relation and tail
entity, respectively. 퐸2 models the dissimilarity betweenmultiple paths and the direct relationship from head entity
to tail entity. Here  is a set of paths in the same direction
as relation 푟, and 푝푖 is one of the paths in  . 훼푖 is the weightof path 푝푖 obtained in the process of path extraction by ourextended PCRA algorithm. 푐푖 is the overall confidence ofcomposing path 푝푖 by horn rules mentioned in section 3.1.
푅푁푁(푝푖) is the representation of path 푝푖 via the path en-coder defined in Eq.4.
Based on the energy functions stated in Eqs.5, 6 and the
negative sampling strategy, we propose a two-component
loss function 퐿 comprised of 퐿1 and 퐿2 for training ourmodel:
퐿 =
∑
(ℎ,푟,푡)∈
(퐿1 + 휆퐿2) (7)
퐿1 =
∑
(ℎ′ ,푟′ ,푡′ )∈ ′
[
훾1 + 퐸1(ℎ, 푟, 푡) − 퐸1(ℎ
′
, 푟
′
, 푡
′ )
]
+ (8)
퐿2 =
∑
푟′∈ ′
[
훾2 +
퐸2(푟,) + 퐸2(푟−1,−1)
2
− 퐸2(푟
′
,)
]
+
(9)
in which 퐿1 is the triple-specific loss and 퐿2 is the path-specific loss, traded off by a parameter 휆. 훾1 and 훾2 are twomargins in 퐿1 and 퐿2, respectively. [푥]+ returns the max-imum value between 푥 and 0. 푟−1 represents the inverse
version of the relation 푟 and −1 denotes the set of path se-
quences in the inverse direction of  .  is the set of positive
triples observed in the KG. We define the negative sample
set of  as
 ′ = (ℎ′ , 푟, 푡) ∪ (ℎ, 푟′ , 푡) ∪ (ℎ, 푟, 푡′ ) (10)
where  ′ is comprised of the negative triples which are gen-
erated by randomly replacing one of the components in pos-
itive triples by another one and wiping out the generated
triples already in  .
Algorithm. The complete training procedure of our pro-
posed model is shown in Algorithm 1. We take ,, 훾1, 훾2,
휆, 푇 , 푏 as input. Before invoking the main algorithmic loop,
we initialize relevant variables and set the number of epochs
as the stop criterion for the loop. The algorithm starts updat-
ing corresponding entity and relation embeddings, and vari-
ables recurrently until the convergence or stop criterion is
met. Finally, the completed entity and relation embeddings
are generated after several epochs.
4. Experiments
In this section, we will describe the datasets, and the ex-
perimental setup applied in our experiments. In specific, We
compared several tools like AMIE+ [11] and AnyBurl [27],
and AMIE+ is selected for its convenience and good perfor-
mance of mining more high-quality (confidence > 0.7) horn
rules for path composition. We empirically evaluate our pro-
posed approach with state-of-the-art baselines on two tasks,
including link prediction and path query answering.
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Algorithm 1: Training framework of our proposed
model
Input: : Training set: The set of all the paths extracted from 
훾1, 훾2: Margins
휆: The weight for trade-off
푇 : The total number of epochs
푏: The batch size
1 Initialize Entity embeddings e, relation embeddings
r, the projection matrix P푟, the weights of RNN
Wℎ,W푖 randomly
2 for epoch = 1, 2, . . . , T do
3 푏푎푡푐ℎ ← Sample(, b) /* Sample a minibatch
of triples */
4 푏푎푡푐ℎ ← ∅ /* Initialize the set of input
instances */
5 for (ℎ, 푟, 푡) ∈ 푏푎푡푐ℎ do
6 (ℎ′ , 푟′ , 푡′ )← NegativeSample(, (ℎ, 푟, 푡))
/* Sample a corrupted triple */
7  ← Generate(, (ℎ, 푟, 푡)) /* Get a set of
paths between (ℎ, 푡) */
8 for 푝 ∈  do
9 if a Horn rule 푅 can be matched with 푝
then
10 푝′ ← Compose(푝, 푅) /* Compose 푝
with the rule 푅 */
11 푝← Replace(푝, 푝′ ) /* Replace 푝
with 푝′ */
12 end
13 if Entity types in the dataset then
14 Converting entities in path p
according to Eq.1
15 else
16 Converting entities in path p
according to Eq.2
17 end
18 p← Encode(푝) /* Encoding path 푝 by
Eq.4 */
19 end
20 −1 ← Reverse() /* Get the set of
inverse paths */
21 for 푝 ∈ −1 do
22 The same procedure as in line 7-16
23 end
24 푏푎푡푐ℎ ← 푏푎푡푐ℎ
∪{(ℎ, 푟, 푡), (ℎ′ , 푟′ , 푡′ ), ,−1}
25 end
26 Update embeddings e, r, and parameters P푟,
Wℎ,W푖 w.r.t.∑(
(ℎ,푟,푡),(ℎ′ ,푟′ ,푡′ ), ,−1)∈푏푎푡푐ℎ ∇
[
훾1 + 퐸1(ℎ, 푟, 푡)
−퐸1(ℎ
′ , 푟′ , 푡′ )
]
+ + 휆
[
훾2 +
퐸2(푟,)+퐸2(푟−1,−1)
2
−퐸2(푟
′ ,)]+
27 end
4.1. Datasets and Experimental Setup
4.1.1. Datasets
We employ three widely-used benchmark datasets for the
experiments, including FB15K [4], WN18 [4], and NELL-
995 [29]. The statistics of these datasets are exhibited in Ta-
ble 1. In particular, FB15K contains 90 domains and 3,853
types of entities in total, which can be conducted by both at-
tentive entity-to-type conversion and entity-to-relation space
projectionmodules. In contrast, only entity-to-relation space
projection module can be evaluated on WN18 and NELL-
995 due to no types in these two datasets.
4.1.2. Hyperparameter settings
All the experiments are performed on an Intel i9-9900X
CPU with 64 GB main memory. We initialize all the base-
lines with the parameter settings in the corresponding papers
and then turn them on experimental datasets for best perfor-
mance for a fair comparison. For our model, we train it by
setting batch size of 1024 on each dataset, with grid search
for selecting the best hyperparameters. We select the embed-
ding dimension of both entity and relation 푘 ∈ {50, 100, 150,
200}, the learning rate 훿 ∈ {0.001, 0.005, 0.01, 0.02, 0.05},
the margins 훾1, 훾2 ∈ {0.5, 1.0, 1.5, 2.0, 3.0, 5.0}, and theweight for trade-off 휆 ∈ {0.5, 1.0, 1.5, 2.0, 3.0}. During the
training phrase, we select 퐿1 norm for all the equations con-taining norms and apply 퐿1 regularizer for all the parame-ters. The optimal configurations are obtained by trial and
error: {푘 = 100, 훿 = 0.001, 훾1 = 훾2 = 1.0, 휆 = 1.0} onFB15K and NELL-995 datasets, {푘 = 50, 훿 = 0.01, 훾1 =1.0, 훾2 = 2.0, 휆 = 0.5} on WN18 dataset. We also performgrid search on the maximum-length of paths 2 and 3, and
the length of paths is set no longer than 2 due to the compre-
hensive consideration of the training efficiency and inference
performance.
4.1.3. Baseline Methods
For comparison, we select several typical and compet-
itive baselines, which are categorized into two groups: (1)
the models that utilize triples alone, including TransE [4],
TransH [40], TransR [24], HolE [32], ComplEx [37] and
ConvE [10]. (2) The models that introduce paths from the
KG, including embedding-based PTransE [23] and reinforce-
ment learning-based MINERVA [8]. Our model falls into
the second group as it leverages both triples and paths.
4.2. Link Prediction
Link prediction is a classical evaluation task that tries to
predict themissing head or tail entity for an incomplete triple
(ℎ, 푟, 푡). This task could be regarded as a simple question-
answering in a sense.
4.2.1. Evaluation Protocol
For evaluation, we follow the standard protocol: for each
triple (ℎ, 푟, 푡) in the test set, we replace the head or tail entity
with all entities in the KG to create a set of candidate triples.
Then, The candidate triples can be ranked in ascending order
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Table 1
Statistics of the experimental datasets.
Dataset #Relation #Entity #Train #Valid #Test #Rule
FB15K 1,345 14,951 483,142 50,000 59,071 899
WN18 18 40,943 141,442 5,000 5,000 77
NELL-995 200 75,492 123,370 15,000 15,838 201
Table 2
Evaluation results of comparison models on FB15K, WN18 and NELL-995. The best and second best results in each column is
boldfaced and underlined, respectively. Note that both Entity-to-Type and Entity-to-Relation modules are available for FB15K.
FB15K WN18 NELL-995
Model Hits@n Hits@n Hits@n
MRR 1 3 10 MRR 1 3 10 MRR 1 3 10
TransE 0.378 0.229 0.468 0.635 0.452 0.087 0.819 0.928 0.219 0.150 0.247 0.352
TransH 0.280 0.171 0.329 0.641 0.358 0.045 0.618 0.814 0.223 0.152 0.250 0.358
TransR 0.343 0.217 0.405 0.583 0.603 0.334 0.875 0.942 0.232 0.262 0.309 0.382
HolE 0.524 0.403 0.616 0.727 0.938 0.930 0.943 0.946 0.299 0.255 0.304 0.386
ComplEx 0.692 0.599 0.759 0.839 0.941 0.936 0.945 0.947 - - - -
ConvE 0.657 0.558 0.723 0.831 0.943 0.935 0.946 0.956 - - - -
PTransE-ADD 0.679 0.565 0.768 0.855 0.890 0.931 0.942 0.945 0.304 0.234 0.337 0.437
PTransE-RNN 0.539 0.376 0.636 0.822 0.886 0.851 0.919 0.939 0.286 0.232 0.386 0.423
MINERVA 0.387 0.321 0.426 0.511 0.866 0.827 0.899 0.926 0.328 0.274 0.359 0.433
Ours (EC1) 0.716 0.701 0.756 0.868 - - - - - - - -
Ours (EC2) 0.715 0.651 0.750 0.857 0.946 0.940 0.945 0.952 0.350 0.282 0.402 0.475
according to the scores calculated by
퐸푟(ℎ, 푟, 푡,) = 퐸1(ℎ, 푟, 푡) + 휆 (퐸2(푟,) + 퐸2(푟
−1,−1))
2 (11)
Then, we obtain the rank of the correct triple and report the
performance using two standard metrics: the mean recipro-
cal rank (MRR) and the proportion of ranks no larger than
n (Hits@n). Here, higher MRR or Hits@n accounts for bet-
ter performance. Besides, all evaluation results are shown
under the setting “Filter”, i.e., removing any candidate triple
already exists in the training, validation, or test set except for
the correct one.
4.2.2. Experimental Results
We conduct the link prediction experiments for the base-
lines TransE, TransH, TransR 2 and HolE 3 on NELL-995
while PTransE 4 and MINERVA 5 on all the three datasets
by their source codes. The other results of baselines are
achieved from the corresponding original papers. As for our
model, two entity converter modules attentive entity-to-type
conversion and entity-to-relation space projection are abbre-
viated as EC1 and EC2, respectively.
The evaluation results on FB15K,WN18 and NELL-995
are summarized in Table 2. It indicates that our approach
2The code for TransE, TransR, and TransH is from https://github.com/
thunlp/Fast-TransX.
3https://github.com/thunlp/OpenKE
4https://github.com/thunlp/KB2E
5https://github.com/ashiqueh/MINERVA
outperforms the state-of-the-art models in most cases. Some
further analyses are listed as follows:
• Our model consistently outperforms other baselines in
terms of MRR and Hits@1 on all the three datasets.
Compared to the best baselines ComplEx and PTransE-
add, our model obtains the performance gains as: (1)
Comparedwith ComplEx: 3.3%/17.0% ofMRR/Hits@1
on FB15K, 0.5%/0.4% ofMRR/Hits@1 onWN18. (2)
Compared with PTransE-add: 5.5%/24.1% of MRR/
Hits@1 on FB15K, 6.3%/1.0% of MRR/Hits@1 on
WN18, 15.1%/20.5% of MRR/Hits@1 on NELL-995.
These results emphasize the superiority of our approach
in high-precision link prediction.
• Specific to the results on FB15K, our model with at-
tentive entity-to-type conversion performs similarly but
slightly better than that with entity-to-relation space
projection. This result illustrates the effectiveness of
the proposed entity converter mechanism on any KG,
whether it contains entity types.
• All the path-based baselines and our model outper-
form the other models using triples alone on the more
sparse dataset NELL-995, verifying the higher perfor-
mance gains on link prediction benefit from exploiting
multi-hop paths to create more semantic relationships
between entities.
• Our approach outperforms other path-based baselines
PTransE-ADD, PTransE-RNNandMINERVAmainly
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Table 3
Ablation study of our model on FB15K and WN18.
FB15K WN18
Model MRR Hits@10 MRR Hits@10
Our full model 0.715 0.868 0.946 0.952
-EC 0.691 0.817 0.896 0.932
-BDP 0.709 0.835 0.925 0.943
-Rule 0.702 0.853 0.933 0.947
due to incorporating both entities and relations in path
sequences aswell as the joint semantics and data-driven
path representation for introducingmore effective path
representations in KG inference.
4.2.3. Ablation Study
We implement the ablation study to analyze the effects of
the core components by removing them from our full model
and evaluating the performance on FB15K and WN18. As
shown in Table 3, compared to our whole model, the model
that removes Entity Converter (-EC) drops 5.88% ofHits@10
on FB15K, and the model removes Bi-directional Path (-
BDP) drops 3.8% of Hits@10 on FB15K, and the model that
removes Rules (-Rule) drops 1.72% of Hits@10 on FB15K,
respectively. The ablation study emphasizes the significance
of all the components leveraged in our model, especially the
entity converter.
4.3. Path Query Answering
To evaluate the performance of KG inference concentrat-
ing on paths, we conduct the complex multi-hop path query
answering containing two sub-tasks: (1) A path query for
entity contains an initial entity and a path sequence and an-
swering this query is to predict the target entity by the initial
entity and the path. For example, the path query 퐼푟표푛 푀푎푛
퐴푐푡표푟
←←←←←←←←←←←→ 푅표푏푒푟푡 퐷표푤푛푒푦
퐿푖푣푒푠_푖푛
←←←←←←←←←←←←←←←←→? means the multi-hop rea-
soning “where does Robert Downey, the actor of Iron Man,
live?”. (2) A path query for relation consists of an entity pair
and multiple paths between the two entities. Answering this
query is to infer the relation connecting the entity pair by
both entities and multiple paths.
4.3.1. Evaluation Protocol
To create the test sets, the paths for testing are extracted
from the whole graph consisting of both training and test
triples with our paths extraction algorithm, which is the same
training procedure. The paths already exploited for train-
ing should be removed. Then, we evaluate the path query
answering tasks on the test sets generated by both the orig-
inal test triples and the corresponding multiple test paths.
The triples of the constructed test sets on FB15K, WN18
and NELL-995 are 113,676/9,492/12,398, and the paths on
three constructed test sets are 1,825,415/16,934/97,024, re-
spectively.
On account of the path query answering for entity pre-
diction, a query ℎ → 푟1 → 푒1⋯ → 푟푙 →? is created by
removing the tail entity of each test instance and select the
path with the highest weight if there are multiple paths. We
rank the correct answer with the other answers based on the
scores in ascending order according to the score function as
퐸푞(ℎ, 푝, 푡) = ‖h + 푅푁푁(푝) − t‖퐿1∕퐿2
+ ‖t + 푅푁푁(푝−1) − h‖퐿1∕퐿2 (12)
where the forward path 푝 and its inverse version 푝−1 are con-
sidered jointly.
To evaluate the path query answering for relation infer-
ence, we calculate the score via the energy function defined
in Eq. 11 and rank the correct answers. For evaluation on
both path query answering sub-tasks, we employ the “Filter”
setting to report themean rank (MR) and themean reciprocal
rank (MRR) over all the test cases, and also the proportion of
test cases obtaining the correct answer in the top n (Hits@n).
Among all the baselines utilized in link prediction, only
PTransE [23] is applicable for both path query answering
sub-tasks because the other baselines, including the methods
that only consider triples and the RL-based path reasoning
approaches, are unable to infer with the given paths. Specific
to path query answering for relation inference, TransE [4]
can be selected as another baseline representing the methods
of inferring a relation using only two entities.
4.3.2. Experimental Results
The evaluation results of path query answering for entity
prediction are shown in Table 4. We can discover that:
• It is evident that our approach outperforms PTransE
significantly on the three datasets. Specifically, our
model achieves the performance gains: 26.3%/ 30.9%/
74.6% of MR/MRR/Hits@1 on FB15K, 55.0%/ 5.3%/
10.3% onWN18, and 6.5%/4.2%/5.1% on NELL-995.
• Particularly, ourmodel achieves satisfactory results on
WN18; for instance, MR is 9 means any one of the top
10 candidate answers can be guaranteed as a correct
answer. Hits@1 is 0.987 certifies that the correct rate
of the only right answer is 98.7%. These all illustrate
the high accuracy of answering path queries for entity
prediction with our model.
Table 5 reports the evaluation results of path query an-
swering for relation inference. Some discussions are given:
• The evaluation results demonstrate the superiority of
employing multiple paths in path query answering for
relation inference. TransE only calculates the score
according to the translational distance between the em-
beddings of an entity pair in Eq.5, ourmodel and PTransE
introduce not only the translational distance between
two entities but also the semantic similarity between
the paths and the direct relation.
• Our model further outperforms PTransE consistently.
The reason is that our model incorporates both enti-
ties and relations along paths to capture more seman-
tics along paths; meanwhile, the horn rules and the
Guanglin Niu et al.: Preprint submitted to Elsevier Page 9 of 12
Joint Semantics and Data-Driven Path Representation for Knowledge Graph Inference
Table 4
Evaluation results of entity prediction of path query answering.
FB15K WN18 NELL-995
Model Hits@n Hits@n Hits@n
MR MRR 1 10 MR MRR 1 10 MR MRR 1 10
PTransE-ADD 38 0.576 0.433 0.862 20 0.938 0.893 0.993 2068 0.686 0.625 0.812
PTransE-RNN 42 0.564 0.405 0.850 22 0.933 0.895 0.990 2166 0.681 0.607 0.816
Ours (EC1) 28 0.750 0.756 0.883 - - - - - -
Ours (EC2) 30 0.751 0.756 0.879 9 0.988 0.987 0.991 1934 0.715 0.657 0.826
Table 5
Evaluation results of relation inference of path query answering. We just set n = 1 of Hits@n to highlight the performance
differences among the models.
FB15K WN18 NELL-995
Model MR MRR Hits@1 MR MRR Hits@1 MR MRR Hits@1
TransE 2.522 0.578 0.857 1.833 0.774 0.650 34.17 1.374 0.315
PTransE-ADD 1.407 0.934 0.942 1.063 0.970 0.995 1.683 1.858 0.887
PTransE-RNN 1.435 0.917 0.938 1.041 0.983 0.997 1.728 1.854 0.882
Ours (EC1) 1.322 0.970 0.971 - - - - - -
Ours (EC2) 1.335 0.967 0.975 1.016 0.996 0.998 1.625 1.863 0.896
Table 6
Path query answering examples of relation inference with explainability on NELL-995.
Example #1
Path query path: 푘표푏푒_푏푟푦푎푛푡
athlete_plays_for_team
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ 푙표푠_푎푛푔푒푙푒푠_푙푎푘푒푟푠
team_plays_in_league
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ 푛푏푎
query: (푘표푏푒_푏푟푦푎푛푡, ?, 푛푏푎)
The matching rule athlete_plays_in_league (x, y)⇐ athlete_plays_for_team (x, z)
∧ team_plays_in_league (z, y) (confidence: 0.8)
Rank of the correct relation athlete_plays_in_league Rank: 1
The other top 3 relations athlete_plays_sport Rank: 2
coaches_in_league Rank: 3
Example #2
Path query path: 푗표푛푎푡ℎ푎푛
has_sibling
←←←←←←←←←←←←←←←←←←←←→ 푠푖푚표푛
person_born_in_city
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ 푦표푟푘
query: (푗표푛푎푡ℎ푎푛, ?, 푦표푟푘)
The matching rule person_born_in_city(x, y)⇐ has_sibling (x, z)
∧ person_born_in_city (z, y) (confidence: 1.0)
Rank of the correct relation person_born_in_city Rank: 1
The other top 3 relations person_moved_to_state_or_province Rank: 2
person_has_citizenship Rank: 3
Example #3
Path query path: 푏푖푙푙
top_member_of_organization
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ 푚푖푐푟표푠표푓푡_푐표푟푝
company_also_known_as
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ 푚푖푐푟표푠표푓푡
query: (푏푖푙푙, ?, 푚푖푐푟표푠표푓푡)
The matching rule person_leads_organization (x, y)⇐ top_member_of_organization (x, z)
∧ company_also_known_as (z, y) (confidence: 0.83)
Rank of the correct relation person_leads_organization Rank: 1
The other top 3 relations person_has_job_position Rank: 2
athlete_belongs_to_organization Rank: 3
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entity converter are both to the benefit of representing
paths with higher accuracy. This result illustrates that
our approach can better represent and leverage paths
in KG inference.
4.3.3. Case Study
To further illustrate the superiority of ourmodel on infer-
ence with explainability, Table 6 provides three path query
answering examples of relation inference on NELL-995 that
are all capable of leveraging the horn rules to compose paths.
On account of each query in our case study, an answer re-
lation can be inferred by a horn rule matched to the path
query. This answer relation even ranks first among all the
candidate relations by the scores calculated by Eq.11. More
specific to Example #2, given a path 푗표푛푎푡ℎ푎푛 ℎ푎푠_푠푖푏푙푖푛푔←←←←←←←←←←←←←←←←←←←←←→
푠푖푚표푛
푝푒푟푠표푛_푏표푟푛_푖푛_푐푖푡푦
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ 푦표푟푘 and a query (푗표푛푎푡ℎ푎푛, ?, 푦표푟푘),
a horn rule 푝푒푟푠표푛_푏표푟푛_푖푛_푐푖푡푦(푥, 푦)⇐ ℎ푎푠_푠푖푏푙푖푛푔(푥, 푧)∧
푝푒푟푠표푛_푏표푟푛_푖푛_푐푖푡푦(푧, 푦) can be matched to the path. The
correct relation 푝푒푟푠표푛_푏표푟푛_푖푛_푐푖푡푦 for answering the query
can be inferred by this rule to connect the head entity 푗표푛푎푡ℎ푎푛
and the tail entity 푦표푟푘, which provides the human under-
standable explanations to achieving the answer. Furthermore,
the confidence of this rule is 1 and it ensures the accuracy of
the inference result. On the other hand, the rank of the cor-
rect relation is 1 among all the candidate relations calculated
by Eq.11, which also illustrates the good performance of our
model on accurate path query answering.
5. Conclusion
This paper proposes a novel knowledge graph embed-
ding model for inference via learning entity and relation em-
beddings by introducing a joint semantics and data-driven
path representation. We compose the paths into single re-
lations or condensed paths by the horn rules with high ac-
curacy and explainability. For the paths that are still longer
than 1, we develop a general entity converter strategy con-
taining an attentive entity-to-type conversion module for the
KGwith types and an entity-to-relation space projectionmod-
ule for the KG without types to reduce the heterogeneity be-
tween entities and relations. Then, we design a path encoder
to obtain the path representations with bi-directional path
sequences input. We train our model to learn the entity and
relation embeddings by introducing the fusion representa-
tion learning of multiple paths between each entity pair. Ex-
perimental results illustrate that our model achieves superior
performance than the state-of-the-art baselines on link pre-
diction and path query answering tasks. The detailed analy-
ses also demonstrate the effectiveness of representing paths
in a joint semantics data-driven fashion, making for the per-
formance boost on KG inference tasks.
In terms of future work, we plan to further explore the
following research directions: (1) One approach is to investi-
gate the graph neural networks incorporated with horn rules
to obtain the neighbor information to learn accurate KG em-
beddings. (2) A second direction is to provide further con-
sideration to enhance the semantic representations of facts
by including side information (e.g., textual descriptions of
entities and ontology) beyond their relations that we have
considered thus far.
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