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Abstract
Ground states of local Hamiltonians can be generally highly entangled: any quantum cir-
cuit that generates them, even approximately, must be sufficiently deep to allow coupling (en-
tanglement) between any pair of qubits. Until now this property was not known to be ”robust”
- the marginals of such states to a subset of the qubits containing all but a small constant frac-
tion of them may be only locally entangled, and hence approximable by shallow quantum
circuits. In this work we construct a family of 16-local Hamiltonians for which any marginal of
a ground state to a fraction at least 1− 10−9 of the qubits must be globally entangled.
This provides evidence that quantum entanglement is not very fragile, and perhaps our
intuition about its instability is an artifact of considering local Hamiltonians which are not only
local but spatially local. Formally, it provides positive evidence for two wide-open conjectures
in condensed-matter physics and quantum complexity theory which are the qLDPC conjecture,
positing the existence of ”good” quantum LDPC codes, and the NLTS conjecture [19] positing
the existence of local Hamiltonians in which any low-energy state is highly entangled.
Our Hamiltonian is based on applying the hypergraph product by Tillich-Ze´mor [43] to
a classical locally testable code. A key tool in our proof is a new lower bound on the vertex
expansion of the output of low-depth quantum circuits, which may be of independent interest.
1 Introduction
1.1 Background and main result
1.1.1 Multiparticle entanglement, trivial states and topological order
Quantum mechanics has overturned our classical intuitions about the nature of information,
computing and knowledge. Perhaps the greatest departure from earlier notions of information
is the phenomenon of entanglement in which a many-body quantum state cannot be reduced
to a probabilistic mixture of descriptions of the state of each individual particle. For decades,
entanglement was viewed in terms of its counterintuitive properties, e.g. the Bell and GHZ
“paradoxes,” and only in recent years has quantum information theory begun a systematic
program of quantifying, characterizing and finding ways to test entanglement.
However, in typical many-body systems, and from a complexity-theoretic point of view, the
important question is not to establish the existence of entanglement, but rather to determine
the complexity of the quantum circuit required to generate it. Many of the results of quantum
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information theory apply to the case of bipartite entanglement and often do not extend to this
setting of large numbers of interacting systems. For example, a collection of n/2 singlets has
high bipartite entanglement across most cuts but this entanglement is in a certain sense “local”
and could be eliminated by a suitable coarse-graining.
The concept of a “trivial state” is meant to express the notion that states such as n/2 sin-
glets have only low-complexity entanglement, and relates to the circuit complexity of generating
quantum states:
Definition 1 (Depth-d Trivial States). We say that an n-qubit state ρ is depth-d trivial if it can
be prepared by applying a depth-d quantum circuit comprised of d layers of tensor-products of 2-local
quantum gates, to |0〉⊗N (for some N ≥ n) and tracing out N − n qubits.
This is a special case of a more general classification of quantum phases of matter in which
two states are said to be equivalent if they differ by an O(1)-depth quantum circuit [14]; here
trivial states correspond to the phase that includes product states. Nontrivial states are some-
times said to be topologically ordered, and examples include code states of the toric code, or
indeed any QECC with distance more than a constant [9]. “Topological order” is an impre-
cisely defined term that we will not do justice to here, but trivial states have been shown to be
equivalent to states without [various versions of] topological order in [9, 23, 32, 41, 31].
1.1.2 The Physical Perspective: Robustness of Entanglement
Arguably, the biggest barrier to building a quantum computer is quantum decoherence, which
is the process by which long-range entanglement, i.e. the type that could be useful to solve hard
computational problems, e.g. in Shor’s algorithm, evolves into classical distributions of trivial
states, by interacting with the environment. With enough decoherence, classical computers can
simulate the quantum one, thereby extinguishing all hope for a quantum speed-up.
To counter these environmental errors, one must then use quantum codes, which spread-
out the quantum information over a larger space, and so the introduced redundancy then adds
some resilience to the computation we are trying to perform. Indeed, the fault-tolerance theo-
rem (see [38]) uses quantum codes to argue that universal quantum computation can be carried
out efficiently under uniformly random error of sufficiently small constant rate.
However, in some cases the uniform random error model may be insufficient, and we
would want to consider an error model that is much more adversarial than random. In partic-
ular, one might ask a much simpler question: how much entanglement is left in the system if
we trace-out, or damage in some way, a small, yet constant fraction of the qubits. In general,
when physicists have considered locally-defined quantum-mechanical systems, the immedi-
ate notion was to consider regular grids of 2 or 3 dimensions. It can be easily shown that the
quantum codes considered on such lattices easily lose all long-range entanglement by acting
on some small constant fraction of all qubits. This gave rise to the folklore notion that quantum
systems cannot posses a robust form of quantum entanglement: namely the property that even
quantum states that ”pass as groundstates” on most qubits are non-trivial (highly entangled).
Hence, the above problem raises a fundamental question regarding quantum entanglement:
could it be that our notion that entanglement is fragile is merely an artifact of building systems
in low-dimensional grid? Could it be that, at least theoretically, quantum systems defined
on more highly connected topologies could have entanglement which is more resilient? A
conjecture of this form was formulated rigorously by Freedman and Hastings [19] and was
called the NLTS conjecture (see definition 30).
Definition 2. No Low-Energy Trivial States (NLTS)
Let {Hn}n∈N be a family of k-local Hamiltonians for k = O(1). We say that {Hn}n∈N is ε-NLTS if
there exists a constant ε > 0 such that for any d and all sufficiently large n, the following holds: if {ρn}
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is any family of d-trivial states then
tr[ρnHn] > λmin(Hn) + ε. (1)
Several works around the NLTS conjecture, and its parent conjecture (quantum PCP - see
next section) have provided ambiguous evidence about its ultimate status. Indeed, the works
of [12, 7, 27, 4] have suggested that the NLTS conjecture may be false by showing that large
classes of local Hamiltonians have trivial states at very low energies. Moreover, some of these
results study local Hamiltonians on topologies which are highly expanding, and correspond,
in a sense, to classical problems which are hard-to-approximate, because they resist the trivial
divide-and-conquer strategy above.
In this work, we provide a positive indication towards the NLTS conjecture, and hence
the qPCP conjecture by resolving a weaker version of NLTS that considers errors instead of
violations:
Definition 3. Ground-state impostors
Let H be a Hamiltonian. A quantum state ρ is said to be an ε-impostor for H , if there exists a set
S ⊆ [n], |S| ≥ (1− ε)n and a ground state σ (i.e. satisfying tr[Hσ] = λmin(H)) such that ρS = σS .
Definition 4. No Low-Error Trivial States (NLETS)
Let {Hn}n∈N be a family of k-local Hamiltonians for k = O(1). We say that {Hn}n∈N is NLETS
if there exists a constant ε > 0 such that the following holds: for any d and all sufficiently large n, if
F = {ρn} is any family of ε-impostor states for {Hn}n then F is not d-trivial.
By definition any family of bounded-degree local Hamiltonians that is NLTS is also NLETS:
if a quantum state agrees with a ground state of the quantum system on “most” qubits, then
the bounded-degree assumption means that such a state also has low-energy w.r.t. the Hamil-
tonian. We discuss the difference between NLTS and NLETS further in Section 1.1.3. Our main
theorem is as follows:
Theorem 5. Explicit NLETS
There exists constants ε = 10−9, a, b > 0 and an explicit infinite family of Hamiltonians {Hn}n, each
of the form
Hn =
1
m
m∑
i=1
I + Pi
2
, (2)
for Pi equal to ±1 times a tensor product of Pauli matrices on 16 qubits and identity elsewhere. These
Hamiltonians have the property that
• There exists a state |φn〉 such that Hn|φn〉 = 0.
• For any ε-impostor ρn for Hn and any quantum circuit Un of depth at most d = b · log(n), we
have
‖ρn − Un
∣∣0⊗n〉 〈0⊗n∣∣U†n‖1 > n−a. (3)
Despite being possibly weaker than NLTS in terms of the approximation criterion, our the-
orem is stronger than NLETS in the following ways:
1. The original definition of NLTS includes a restriction that the generating circuit Un is
allowed to couple qubits only if they are coupled via some local term of the Hamiltonian
Hn. Here we remove this restriction, and show a lower-bound for circuits Un even if they
are allowed to couple arbitrary pairs of qubits.
2. We show that low-depth circuits not only are unable to produce ground states of residual
Hamiltonians, they cannot even produce states that approximately match the classical
probability distributions resulting from measuring these states in the X and Z bases.
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3. We prove a depth lower bound that is not merely ω(1) but is Ω(log(n)). A circuit of
depth Ω(log(n)) can potentially generate a non-zero correlation between every pair of
qubits, hence it “saturates” all light-cone type arguments. Since the naive algorithm for
estimating expectation values runs in time doubly exponential in d, our results imply that
this algorithm will require time 2n
Ω(1)
.
4. We not only show that d-trivial states cannot be ε-impostors, but we show that these sets
of quantum states are separated by a trace distance of n−Ω(1).
5. We use a relatively simple form of Hamiltonian, consisting only of commuting 16-local
Pauli terms.
NLETS. While previously known constructions of local Hamiltonians are not NLETS, this
may in part be because they are either embedded on a regular grid in low dimensions, or depart
from this in ways that allow for efficient classical description. Thus, our theorem suggests that
the apparent fragility of many-body entanglement from these examples may be simply a sign
of not considering a wide enough range of examples.
1.1.3 Robust Entanglement Zoo
Given the numerous open problems / conjectures mentioned in this paper, it may be useful
to consider their interaction via a ”zoo of robust entanglement” (see Figure 1). We first list for
self-inclusiveness the relevant problems and their definitions. In what follows ε is a positive
constant that can be arbitrarily small.
1. NLTS - There exist local Hamiltonians such that any low-energy state is non-trivial.
2. cNLTS - There exist local Hamiltonians such that any quantum state satisfying a ≥ 1 − ε
fraction of all local terms is non-trivial.
3. NLETS - There exist local Hamiltonians such that any quantum state that is equal to a
ground state up to a unitary incident on at most an ε fraction of qubits, is non-trivial.
4. qLTC - There exist local Hamiltonians for which the energy of a quantum state is propor-
tional to its distance from the ground-space of the Hamiltonian.
5. qLDPC - There exist quantum codes with local checks, and minimal distance scaling lin-
early in the number of qubits.
6. qPCP - It is as hard to approximate the ground energy of a local Hamiltonian to a constant
fraction accuracy, as it is to estimate it to inverse-polynomial accuracy.
In Theorem 46 we show that an affirmative resolution of the qLTC conjecture would im-
ply NLTS. This connects two important conjectures in quantum Hamiltonian complexity, and
as described in the next section, allows us to connect the NLTS conjecture, to open problems
arising in algebraic topology in the context of high-dimensional expanders.
In our main Theorem 5, we will use a residual form of quantum local testability to show that
our local Hamiltonian is NLETS. Essentially, the more restrictive error model of NLETS will
allow us to leverage a weaker form of quantum local testability to argue a circuit lower-bound
on ground-state impostors.
To stress the difference between NLTS and NLETS: States that are low energy w.r.t. some
Hamiltonian may not necessarily corresponds to applying a small constant-weight error to
some ground state of the system, or even to a superposition of such states. To make this logi-
cal step, one needs to argue that the Hamiltonian has some form of local testability, with qLTC
being the strongest version thereof. In other words: while for any bounded-degree local Hamil-
tonian, small weight errors translate to small-weight violations, the converse only holds if the
Hamiltonian (or code) is somewhat qLTC.
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Figure 1: The Robust-Entanglement Zoo
On the other hand, NLETS is sufficiently general (or ”weak”) to serve also as a necessary
condition for the qLDPC (and qLTC) conjecture: if there exists a quantum code with linear
distance δmin, then in particular any error of fractional weight, say δmin/2, cannot make the
state trivial. The qLDPC conjecture is still wide open despite some recent progress [10] so our
Theorem 5 can be considered as progress towards qLDPC from a slightly different angle - that
of robust entanglement as a weak form of proper quantum error correction. Hence NLETS is a
step forward in two hierarchies: one is the hardness-of-approximation chain qPCP⇒ NLTS⇒
cNLTS⇒ NLETS, and the other is the robust-coding chain qLTC⇒ qLDPC⇒ NLETS.
1.2 The Topological Perspective: High-Dimensional Expanders
The quest for robust forms of quantum entanglement (e.g. the qPCP conjecture) has raised
intriguing questions about which interaction topologies may be suitable for such a phenomenon.
As mentioned above, at the very least one would like a topology that is “expanding”,
i.e. one in which discarding a constant fraction of the terms would not break the local Hamil-
tonian in question into small disjoint components. However, previous works [27, 7, 4] have
indicated that mere graph-expansion may be insufficient, and hence a more refined, high-
dimensional property may be required.
This implies a connection to the nascent field of high-dimensional expanders: In an attempt
to repeat the enormous success of expander graphs researchers have recently tried to provide a
“standard” definition of a high-dimensional expander that would allow simultaneous charac-
terization of these objects from both the combinatorial and spectral perspectives, as in expander
graphs [33, 36, 22] .
In this work, we consider a definition of high-dimensional expansion due to [30, 17] on
complex chains over F2. It is called co-systole expansion: Let C be a d-dimensional complex
chain over F2, C = {C0, . . . , Cd−1}with boundary maps δk : Ck 7→ Ck−1 for all k ∈ [d]. Each Ci
is a vector space over F2, and the (linear) boundary maps have the following defining property:
δk−1 ◦ δk = 0,∀k. (4)
Similarly, one can define the k-th co-chain Ck as the space of functions Ck 7→ F2, and corre-
sponding maps, called co-boundary maps, that map δk : Ck 7→ Ck+1, and likewise
δk+1 ◦ δk = 0,∀k (5)
Define Zk = ker(δk), Bk = im(δk−1) for each k. By (5), we have Bk ⊆ Zk. The complex C is
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said to be an (ε, µ)-co-systole expander if for all 0 ≤ k < d:
min
a∈Zk−Bk
|a| ≥ µnk (6)
and
min
A∈Ck−Zk
|δ(A)|
minz∈Zk |A+ z|
≥ εnk, (7)
where |x| is the Hamming weight of x, and nk = dim(Ck). An infinite family of complexes
C(n) is then said to be a co-systole expander if there exist ε, µ independent of n such that each
C(n) is (ε, µ) co-systole. We usually further require that such families have bounded degree,
i.e. where the boundary operator has only O(1) non-zero entries in each row/column. We
similarly define a systole expander, if the above properties hold also for the boundary maps.
A family is then called a systole/co-systole expander if the property holds simultaneously for
both boundary and co-boundary maps.
In the last two years there has been significant progress towards achieving bounded-degree
co-systole expanders. Kazhdan, Kaufman and Lubotzky [30] constructed an infinite family of
2-dimensional co-systole expanders, and subsequent work of Evra and Kaufman [17], provided
a construction an explicit d-dimensional co-systole expander of every dimension d, both of
bounded degree.
This definition of co-boundary expansion has a natural interpretation in the context of
quantum codes (see e.g. [42]). It is known that for every 3-dimensional complex chain {C0, C1, C2},
one can associate a quantum code by canonically translating the boundary maps δ2, δ1 to
tensor-product Pauli operators. Here C1 corresponds to the set of qubits, C2 correspond to
the Z stabilizers and C0 to the X stabilizers. In particular, the stabilizer group is defined to be
{Zδ2z : z ∈ C2} ∪ {X(δ1)T x : x ∈ C0}. (8)
(See Section 2.2 for background and definitions of stabilizer codes.) These operators in (8)
commute because of (4) and they correspond to a quantum error-correcting code whose logical
operators are isomorphic to the quotient Z1/B1. The degree of the complex translates directly
to the weight of the check operators of the quantum code. Finally, if {C0, C1, C2} is both a
co-systole and a systole expander then this implies that the code is in fact a quantum locally
testable code (qLTC) of linear minimal distance (defined formally in Definition 16 below).
Our first main result Theorem 46 shows that the Pauli check terms associated to any such
qLTC comprise an NLTS local Hamiltonian - namely, one in which any low-energy state can
only be approximated by large-depth quantum circuits. Hence, using the qLTC formalism,
one can derive the following corollary which connects the existence of systole / co-systole
expanders to the NLTS conjecture:
Corollary 6. Let C(n) be a 3-dimensional complex that is an (ε, µ) systole/co-systole expander. Then
the Pauli terms associated with C(n) via the CSS formalism, constitute an NLTS.
Alternatively, if NLTS turned out to be false, it would imply a strong non-duality in the
following sense: any 3-complex that is a co-systole expander, cannot be like wise a systole
expander and vice versa.
It is interesting to point out that the recent construction by Evra and Kaufman [17] achieves
only a one-sided expansion, namely of the co-boundary map, but is actually known not to
possess this property for the boundary map. This is because the constructed complex has
boundary / co-boundary maps which behave very differently. Notably, such an equivalence
exists for the Toric Code, but such a code is very far from being a co-systole expander. We
further note that a systole / co-systole expander of dimension 2 (namely a complex of triangles)
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is actually known not to exist by considering these expanders as a system of 3-local commuting
Hamiltonians [3].
A similar property of having boundaries and co-boundaries behave very differently was at
the core of the behavior of the “one-sided” NLTS construction due to Freedman and Hastings
[19]. In fact, one can check that the Evra-Kaufman construction [17] also implies a one-sided
NLTS by applying Theorem 46 in this paper to one side of the checks, say the PauliX operators,
in the same way as in Corollary 6 above. Without including the precise definitions (found in
[17]) one can then connect one-sided NLTS with certain classes of high-dimensional expanders
called “Ramanujan complexes” as follows:
Corollary 7. [17] For every d there exists an infinite family of Ramanujan complexes {C(n)} such
that the Pauli operators corresponding to its boundary maps are d-local Hamiltonians that are one-sided
NLTS.
Hence, Theorem 46 of this paper presents a connection between two difficult problems, one
in quantum complexity and another in algebraic topology: a qPCP-optimistic view calls for
an attempt to construct such expanders, and resolve the NLTS conjecture in the affirmative,
whereas a qPCP-pessimistic approach, would possibly rule out NLTS using quantum argu-
ments, and by that provide a negative result to the systole/ co-systole conjecture.
1.3 Proof Outline
1.3.1 Circuit Lower-bounds
We begin by defining a “complexity witness”, i.e. a simple-to-verify property that can prove
a state is nontrivial. The goal is then to show a local Hamiltonian system for which such a
complexity witness can be found, not only for its ground state, but for any quantum state
which is an ε-impostor.
Our complexity witness is chosen as the following geometric property of quantum states:
we show that measuring a trivial state in any product basis results in a probability distribution
over Fn2 with high expansion. It is well known that the uniform measure on Fn2 , or indeed any
product measure, has good expansion properties. It is not hard to see this is also true for the
output of low-depth classical circuits. We extend this to quantum circuits, by using Chebyshev
polynomials in a way inspired by [20, 6].
Theorem 8 (informal version of Theorem 42). Let N ≥ n > 0 be some integers, and |ψ〉 = U |0N 〉
for U a circuit of depth d. Let p be the probability distribution that results from measuring the first n
qubits in the computational basis; i.e.
p(x) =
∑
y∈{0,1}N−n
| 〈x, y|ψ〉 |2. (9)
Then for any ` ≥ α√n21.5d ≥ 1 with α ≤ 1, we have:
h`(p) ≥ Ω(α2) (10)
where h`(p) is the vertex expansion of Fn2 endowed with measure p and edges between all
x, y with dist(x, y) ≤ `. Vertex expansion is defined precisely in Section 5 but roughly speaking
measures the fraction of weight of any subset that should be near its boundary.
We refer to non-expanding distributions as “approximately partitioned”; meaning that we
can identify two well-separated subsets S0, S1 each with large probability measure. A proto-
typical example of a state giving rise to an approximately partitioned distribution is the so-
called “cat-state” (|0n〉+ |1n〉)/√2. However, the cat state is not the unique ground state of any
local Hamiltonian [13], so it is not a good candidate for an NLETS system. Another possibility,
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the uniform distribution of any (classical) code with good distance, is also approximately parti-
tioned, but simply using the check operators of a classical code is insufficient since any product
string state corresponding to a code-word would pass this test, but is obviously a trivial state.
An example of a state which is both approximately partitioned and locally checkable is a
state of a quantum error correcting code (QECC) with low-weight generators. QECCs protect
quantum information by encoding a given Hilbert space into a larger Hilbert space in a non-
local fashion, so they are natural candidates for creating robust forms of entanglement. We will
show in Section 6 the “warm-up” result that Hamiltonians corresponding to a special subclass
of QECCs (namely CSS codes) have no zero-energy trivial states. (Some version of this claim
was folklore [9, 23].) Here if we want to consider local Hamiltonians then it is necessary to
restrict to codes with low-weight check operators, also known as LPDC (low-density parity-
check) codes.
1.3.2 Local Testability
Later we will construct a quantum code in Section 9 that is robust, meaning that even states
that violate a small constant fraction of constraints would have a “complexity witness” to the
fact that they are hard to generate using quantum circuits. A key ingredient is local testability,
a property of significant interest in theoretical CS [21].
Definition 9. Classical locally testable code
A code C ⊆ Fn2 is said to be locally testable with parameters q, ρ, if there exists a set of q-local check
terms {C1, . . . , Cm}, such that
Probi [Ci(w) = 1] ≥ ρ · dist(w,C)
n
.
This means that strings violating only a few checks must be close to the code.
In [5] the authors define a quantum analog of LTC’s, called qLTC (see Definition 16 below
for a precise definition). It is an open question (the “qLTC conjecture”) whether there exist
qLTCs with constant soundness ρ > 0 and q = O(1). In Section 7 we show that the qLTC
conjecture implies the NLTS conjecture. This is because low-energy quantum states are close to
the encoded quantum space, which has provable circuit lower-bounds. However, our approach
to NLTS will be instead will use the simplest classical LTCs, namely the repetition code, and
use it to construct a quantum code with a residual form of local testability.
1.3.3 The Hypergraph Product
The Tillich-Ze´mor hypergraph product [43] provides a method for embedding a classical code
into a CSS code. It does not preserve the minimal distance of the composing codes. Indeed its
best distance parameter scales likeO(
√
N) forN qubits, whereas we are interested in protecting
against syndromes of linear weight. However, one lesson from our work is that distance may
not always be the best measure for how well a quantum code resists error in the context of
NLTS. As it turns out, there exists a subset of the logical words of the quantum product code
that is isomorphic to the original LTC. While these words have weight only O(
√
N) each, they
also inherit some form of local testability from the underlying classical LTCs.
Next, we note that even a residual form of local testability does not imply, on its own, that
a low-energy quantum state is hard to generate. In particular, as mentioned before, classical
bit-string assignments are trivially easy to generate. Here, we make use of the fact the quantum
uncertainty principle. The fact that we use a quantum code means we can measure in either the
X or Z basis. A standard uncertainty argument means that at least one of these should have
high uncertainty. This forces the distribution of any low-violation quantum state not only to be
clustered around the original code-space as with classical LTCs, but also to have considerable
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δmin = poly(n)
L⊥z
L⊥z + b1 L
⊥
z + b2
Distance partition = poly(n) minimal distance = 1.
Figure 2: Depiction of the robustness of qLTC. The code space should be divided into linear subspaces that are
separated by distance ∆min, and when noise is added it should still cause the state to be clustered near these subspaces.
Thus even though distance drops to 1 when we allow low-energy states, there is still an approximate partition of the
distribution when we measure in the X or Z basis. Our NLETS system will rely on a similar partition to achieve its
circuit lower bound.
measure on at least two far-away subsets of the code, by the uncertainty principle. This places
a lower bound on how dispersed the distribution is. In this context, the distance and local
testability of the original LTC will imply that at least in one of the X or Z basis, the measured
distribution must be approximately partitioned, and therefore that the state must be nontrivial.
1.3.4 The Construction
We provide full details of the construction in Section 9 and here we provide a high-level sketch.
Consider a classical code with a parity-check matrix H , defined with rows corresponding to a
set ofm checks and columns corresponding to n bits, thus kerH ⊆ Fn2 . The hypergraph product
ofH with itself is a quantum code onm2+n2 qubits with check matricesHx, Hz (corresponding
to Pauli X , Pauli Z operators) defined as follows:
Hx =
(
H ⊗ In
∣∣Im ⊗HT ) and Hz = (In ⊗H∣∣HT ⊗ Im) (11)
To see that the usual orthogonality condition for CSS codes is satisfied, observe that
HxH
T
z =
(
H ⊗ In
∣∣Im ⊗HT ) · (In ⊗HTH ⊗ Im
)
= H ⊗HT +H ⊗HT = 0. (12)
We then start by choosing H as a check matrix of the repetition code, corresponding to the
edges of a d-regular expander graph (e.g. from [35]) as equality constraints modulo F2. One
can check that the locality of the matrices Hx, Hz - i.e. the number of 1’s in each row - is the
sum of the right and left degree of the Tanner graph defined by H . In the case of the expander
graph, this results in degree d+ 2.
1.4 Previous Work
Most of the previous results established various settings in which NLTS was known not to
hold. This is true even though in all of the following cases (except the first) , the corresponding
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classical instance is NP-hard to approximate. In the following list we identify Hamiltonians
with the [hyper-]graph in which each qubit is a vertex and each interaction term defines a
[hyper-]edge.
1. Non-expanding graphs, includingO(1)-dimensional lattices. This was folklore and holds
even classically, but was formalized in [7].
2. Graphs where most vertices have ω(1) degree [7].
3. 2-local Hamiltonians with commuting terms [12].
4. 3-qubit Hamiltonians with commuting terms [3].
5. Sparse commutingO(1)-local Hamiltonians corresponding to graphs with high girth [27].
6. Commuting O(1)-local Hamiltonians with high local expansion [4].
The above results rule out topologies (such as high-degree graphs) which are known to be
central to the classical PCP constructions. This combination of constraints (degree and expan-
sion must be high but not too high, etc.) made it plausible that NLETS would be false, at least
in the commuting case. Indeed Ref. [7] shows that if the gap-amplification step of Dinur’s PCP
theorem [15] had a quantum analogue with similar behavior (as was proposed by [2]), it would
actually refute the qPCP conjecture.
On the positive side, it was shown by Hastings [25] that the Toric Code satisfies a variant of
NLTS in which we only consider states whose fractional energy is vanishing in n. Namely, any
quantum state for which tr(Hρ) = ε = on(1) can only be generated by circuits whose depth
is Ω(log(1/ε)) = ωn(1). This implies, in particular, that the Toric Code is also NLETS for any
sub-constant function ε = ε(n).
In proving the NLETS conjecture our proof will narrowly dodge the above no-go theorems
by employing a Hamiltonian (a) on an expanding hypergraph, (b) albeit one with O(1) degree,
(c) by beingO(1)-local (although the terms do commute), and (d) by having much smaller local
expansion than one would expect from a random graph, and specifically not being hyper-finite,
in the language of [27, 19].
We also review the various incomplete attempts at establishing NLTS:
1. The “cat state” is nontrivial but not the ground state of any local Hamiltonian [13].
2. Freedman and Hastings [19] give an example with “one-sided NLTS.” Here the Hamil-
tonian contains X and Z terms and has the property that a state which satisfies most
of the X terms and all of the Z terms must be nontrivial. This result is also implied by
the bounded-degree co-systole expanders of [30, 17]. In particular this one-sided NLTS is
known not to be even NLETS.
3. The uniform super-position over the code space of a classical code can be shown to re-
quire Ω(log(n)) depth to produce. (This is a new result of ours but not hard to prove, and
arguably was implicit in previous works [9, 23].) If the code is an LDPC (low-density
parity check) then this can be verified with O(1)-weight checks. If it is an LTC (locally
testable code; see Section 7 for details), then this claim becomes robust, i.e. it requires
Ω(log(n)) depth to produce a distribution that even approximately matches the desired
distribution. However, there is no way with classical constraints to force the distribution
to be uniform. A single string in the support of the code space can be prepared in depth 1.
Only in a quantum code with bothX and Z terms (or more generally, non-diagonal terms
in the code Hamiltonian) can we require a state to be in a non-trivial superposition. Thus
the NLETS/cNLTS/NLTS conjectures do not have natural classical analogues, although
our arguments for NLETS will rely on some techniques from classical coding.
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1.5 Discussion and Open Questions
NLETS is a necessary condition for NLTS as well as qPCP 1, and qLTC. After a series of papers
containing mostly bad news for the qPCP and qLTC conjectures, this result can be seen as a pro-
qPCP/qLTC development. We conjecture that NLTS is also true, and leave it as an immediate,
yet challenging open question.
Another open question is obtaining lower bounds on circuit depths that are asymptotically
larger than log(n). Not only do our expansion lower bounds break down at this point, but
in fact all stabilizer states can be prepared in O(log(n)) depth [1]. Probabilistic arguments
(cf. [8]) can establish a loose depth hierarchy for quantum circuits: circuits of depth nk cannot
distinguish random circuits of depth n11k+9 from Haar-random circuits. But it would be more
useful to have concrete methods for lower bounding depth at levels above log(n).
Finally, one can consider our construction in the context of qPCP itself. Of course our Hamil-
tonians do not encode any particular problem and always have ground-state energy 0, so in
this context, our result should be regarded as a state-generation lower-bound and not as a
complexity-theoretic result per-se. Moving beyond commuting Pauli operators and encoding
actual computational problems in the ground states of robust Hamiltonians will be one of many
hurdles required to translate our result into a proof of the qPCP conjecture.
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2 Preliminary facts and definitions
2.1 Notation
• ‖M‖ is the operator norm of M , i.e. its largest singular value.
• For x, y ∈ Fn2 , let dist(x, y) denote their Hamming distance, i.e. the number of posi-
tions in which they differ. For a point x ∈ Fn2 and a set Y ∈ Fn2 define dist(x, Y ) :=
miny∈Y dist(x, y). For sets X,Y ⊆ Fn2 , define
dist(X,Y ) = min
x∈X
dist(x, Y ).
For x ∈ Fn2 , |x| is the Hamming weight of x.
• A probability distribution p on Fn2 is (η,D)-approximately partitioned if there exist sets
S1, S2 with dist(S1, S2) ≥ D and p(S1) ≥ η, p(S2) ≥ η. We write simply approximately
partitioned when η = Ω(1) and D = Ω(n).
• For subsets A,B ⊆ Fn2 , let A + B denote the set of all possible pairwise sums x + y with
x ∈ A, y ∈ B. In particular, when B has one element x, we may omit the set notation and
write A+ x.
• For a linear subspace A ⊆ Fn2 over F2, its dual A⊥ is
A⊥ = {x ∈ Fn2 , 〈w, x〉 = 0(mod2),∀w ∈ A} .
We say that A ⊥ B if A ⊆ B⊥ or equivalently if B ⊆ A⊥.
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• Let C ⊆ Fn2 be some code on n bits. The minimal distance of C, denoted by ∆min(C) is
the minimal distance between any pair of unique words in the code
∆min(C) = min
x6=y,x,y∈C
dist(x, y).
In this paper we study linear codes where C is a subspace and so
∆min(C) = min
x∈C−{0}
|x|.
We also define the fractional minimal distance of C by δmin(C) = ∆min(C)/n.
• Let C be a linear code on n bits, defined by the hypergraph G = (V,E) where V corre-
sponds to the set of bits/vertices and the E corresponds to the set of checks/hyperedges.
We also define the F2-linear map ∂ from FV2 7→ FE2 which sends a vertex v to the sum
over all e ∈ E that are incident upon v. The transpose of the code C, denoted by CT , is
defined by exchanging the roles of the bits and checks and replacing ∂ with ∂T . Note that
C = ker ∂ and CT = ker ∂T . We will find it convenient to overload notation so that ∂v
denotes also the set of edges e incident upon v, and ∂T e is the set of vertices in hyperedge
e.
• Let S ⊆ T ⊆ Fn2 denote some linear subspaces. Then T/S denotes the quotient space,
meaning the set of cosets {t + S : t ∈ T}. Also, T − S denotes the set of strings in T that
are not in S. In particular, T/S has a representation in terms of elements of T −S, and the
0 element (representing S).
• For two positive-semidefinite matrices A  0, B  0 we say A  B if A−B  0.
• For a set S we denote by U [S] the uniform distribution on the set S.
2.2 Quantum codes and local Hamiltonians
Definition 10. Pauli operators
X =
(
0 1
1 0
)
and Z =
(
1 0
0 −1
)
(13)
For e ∈ Fn2 , define Xe = Xe1 ⊗Xe2 ⊗· · ·⊗Xen , i.e. the tensor product of X operators in each position
where ei = 1; similarly define Ze =
⊗
i Z
ei .
Definition 11. CSS code
A [[n, k, d]] quantum CSS code on n qubits is a subspace C ⊆ H = (C2)⊗n of n qubits. It is defined by a
pair of linear subspaces of Sx, Sz ⊆ Fn2 such that Sx ⊥ Sz . It is thus denoted C = C(Sx, Sz). Explicitly
the subspace is given by
C(Sx, Sz) =
{|ψ〉 ∈ (C2)⊗n : Xx|ψ〉 = |ψ〉 ∀x ∈ Sx, Zz|ψ〉 = |ψ〉 ∀z ∈ Sz} (14)
= Span
{
1√|Sx|
∑
x∈Sx
|z + x〉 : z ∈ S⊥z
}
. (15)
The code has k = log(|S⊥x /Sz|) logical qubits and distance d = minw∈S⊥x −Sz,S⊥z −Sx |w|.
The spaces of logicalX,Z operators are respectively defined by the quotient spaces S⊥z /Sx, S⊥x /Sz .
The logical X,Z operators that perform non-identity operations (also known as nontrivial log-
ical operators) are given by S⊥z − Sx,S⊥x − Sz , respectively.
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Definition 12. k-local Hamiltonian
A k-local n-qubit Hamiltonian H  0 is a positive semidefinite operator on the n-qubit space (C2)⊗n,
that can be written as a sum H = 1m
∑m
i=1Hi, where each Hi is a positive-semidefinite matrix, 0 
Hi  I , and each Hi may be written as Hi = hi ⊗ I , where hi  0 is a 2k × 2k PSD matrix.
These choices of eigenvalue bounds are to some extent arbitrary, but are also designed to
set the scale so that we can define “low-energy” states below in a natural way.
Definition 13. The Hamiltonian of the code
Suppose C = C(Sx, Sz) is a CSS code and Hx, Hz are subsets of Fn2 that generate Sx, Sz . Then we can
define a Hamiltonian H(C), whose terms correspond to the generators of the CSS code in the following
way.
H = H(C) = 1
2|Hx|
∑
e∈Hx
I +Xe
2
+
1
2|Hz|
∑
e∈Hz
I + Ze
2
. (16)
Observe that the CSS condition Sx ⊥ Sz implies that the terms of H(C) all commute. Thus the
ground subspace of H(C) is precisely the code-space C. Moreover, if the generating sets Hx, Hz
contain only terms with weight ≤ k then the corresponding Hamiltonian H(C) is a k-local
Hamiltonian.
We can think of H as checking whether a state is a valid code state with the energy equal to
the expected fraction of violated constraints. However, in general, the number of violated con-
straints may not correspond to more conventional notions of “distance,” such as (for classical
strings) the Hamming distance to the nearest codeword. In the next section we discuss a type
of code that addresses this.
2.3 Locally Testable Codes
Definition 14. Classical locally testable code
A code C ⊆ Fn2 is said to be locally testable with soundness ρ and query q, if there exists a set of q-local
check terms {C1, . . . , Cm}, such that
Probi∼U [m] [Ci(w) = 1] ≥ ρ · dist(w,C)
n
.
In particular w ∈ C iff Ci(w) = 0 for all i.
Similarly, a quantum locally testable code can be defined by the property that quantum states
at distance d to the codespace have energy ≥ Ω(d/n). (This normalization reflects the fact that
the check Hamiltonian H(C) has norm ≤ 1.) Our definition is a slight variant of the one from
[5].
Definition 15. If V is a subspace of (C2)⊗n then define its t-fattening to be
Vt := Span{(A1 ⊗ · · · ⊗An)|ψ〉 : |ψ〉 ∈ V,#{i : Ai 6= I} ≤ t}. (17)
Let ΠVt project onto Vt. Then define the distance operator
DV :=
∑
t≥1
t(ΠVt −ΠVt−1). (18)
This reflects the fact that for quantum states, Hamming distance should be thought of as
an observable, meaning a Hermitian operator where a given state can be a superposition of
eigenstates.
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Definition 16. Quantum locally testable code
An (q, ρ)-quantum locally testable code C ⊆ (C2)⊗n, is a quantum code with q-local projectionC1, . . . , Cm
such that
1
m
m∑
i=1
Ci  ρ
n
DC . (19)
For stabilizer codes (which we will study exclusively in this paper) this can be seen to be
equivalent to the definition in [5]. However we believe it gives a more generalizable definition
of quantum Hamming distance.
We now state the following connection (proved in Claim 3 of [5]) between classical and quan-
tum CSS locally testable codes:
Fact 17. Classical codes comprising a qLTC CSS code must also be locally testable
Let C(Sx, Sz) be a quantum CSS code corresponding to two linear codes S⊥x , S⊥z ⊆ Fn2 . If C is a (q, ρ)-
qLTC then S⊥x and S⊥z are each q-LTCs with soundness at least ρ/2. Conversely, if S⊥x and S⊥z are each
q-LTCs with soundness parameter ρ with Sx ⊆ S⊥z then C(Sx, Sz) is a (q, ρ)-qLTC.
We now present a slight re-wording of the definition of LTC which would be useful later
on:
Fact 18. The words of a residual LTC cluster around the original code
Let C be a locally testable code with parameter ρ. Any word w that violates a fraction at most ε of the
checks of C is at fractional distance at most ε/ρ from C.
2.4 Expander Graphs
Expander graphs are by now ubiquitous in computer science, and have been shown to be a
crucial element for many complexity theoretic results, most prominently, perhaps is the com-
binatorial version of the PCP theorem [15]. The term “expander” (or more precisely “edge
expander”) refers to the fact that for a not-too-large subsets S of vertices a large fraction of the
edges incident upon S leave S. (In Section 5 we will discuss the related but inequivalent phe-
nomenon of vertex expansion.) Formally, we define a discrete analogue of the isoperimetric
constant, known as the Cheeger constant
h(G) = min
S⊆[n],0<|S|≤n/2
|∂G(S)|
|S| , (20)
where ∂G(S) is the set of edges with one point in S and one in V − S.
Definition 19. Expander Graphs A family of d-regular graphs {Gn}n is said to be expanding, if there
exists a constant h > 0 such that h(Gn) ≥ h for all sufficiently large n.
Expanders can be defined equivalently in terms of the spectrum of their adjacency matrix.
For a graph G we define λ2(G) as the second eigenvalue of its adjacency matrix. Since the top
eigenvalue of the adjacency matrix of a d-regular graph is d, we define the spectral gap to be
d−λ2(G). We say a family {Gn} is [spectrally] gapped if lim inf d−λ2(Gn) > 0. It is was shown
by Tanner, Alon and Milman that spectrally gapped graphs have a large Cheeger constant:
Fact 20. [29] For any d-regular graph G we have:
h(G) ≥ 1
2
(d− λ2). (21)
Following the seminal results of Magulis and Lubotzky, Philips and Sarnak it is known that
there exist infinite families of expander graphs of degree d = O(1), with λ2 ≤ 2
√
d− 1. These
are called Ramanujan graphs.
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Definition 21. Ramanujan graphs
A family of graphs {Gn}n is said to be Ramanujan, if λ2(Gn) ≤ 2
√
d− 1 for all sufficiently large n.
In [35, 37] it was shown how to construct Ramanujan graphs explicitly:
Fact 22. There exists an explicit infinite family of d-regular Ramanujan graphs for every d = q + 1,
where q is a prime power.
We will use these expander graphs to construct an NLETS local Hamiltonian in Section 9. (In
fact, we do not strictly need Ramanujan graphs, but will use specifically graphs where h(Gn) ≥
3. Ramanujan graphs are simply a convenient way to achieve this.)
Expander graphs of bounded-degree give rise naturally to locally-testable codes as follows.
Given an expander graph G = (V,E) we define the following code C(G). It is the repetition
code on |V | bits, with equality constraints of the form xi ⊕ xj = 0 for all (i, j) ∈ E. One can
easily check that this code C(G) is locally testable.
Fact 23. The repetition code from expander graphs is LTC
The code C(G) is the repetition code with a set of checks that is locally testable with query size q = 2,
and soundness ρ = 2h(G)/d. In particular, for d-regular Ramanujan graphs we have ρ ≥ 1− 2
√
d−1
d .
In this paper we require a slightly more robust version of this fact where we allow the
adversarial removal of a small fraction of the vertices and edges.
Definition 24. Maximal-connected residual graph
Let G = (V,E), and subsets Vε ⊆ V,Eε ⊆ E. A connected residual graph of G w.r.t. these sets is
a graph G′ = (V ′, E′) where V ′ ⊆ Vε, E′ ⊆ Eε such that G′ = (V ′, E′) is connected. A maximal-
connected residual graph Gε is a connected residual graph of maximal size |V ′|.
Using the expander mixing lemma, it is easy to check that if G is a d-regular Ramanujan
graph, then for sufficiently small constant ε > 0 there exists sufficiently large d = O(1), such
that for any Vε, Eε there exists a maximal-connected residual graph Gε = (V ′, E′) of large size
Fact 25. Let G = (V,E) be a d-regular Ramanujan graph, and let ε > 0. For any Vε, Eε, where |Vε| ≥
(1 − ε)|V |, |Eε| ≥ (1 − ε)|E|, any corresponding maximal-connected residual graph Gε = (V ′, E′)
satisfies: |V ′| ≥ (1− ε′)|V |, |E′| ≥ (1− 2ε′)|E|, for
ε′ =
ε(d+ 1)
1− 2
√
d−1
d
. (22)
Later we will choose d = 14, in which case (22) simplifies to
ε′ ≤ 31ε (23)
Proof. Let E′ε ⊆ Eε denote the subset of edges of Eε incident on Vε × Vε. By regularity of G we
can upper-bound
|E′ε| ≥ |E|(1− (d+ 1)ε).
Consider the graph G′ = (V,E′ε) - any connected sub-graph of G′ is by definition a connected
residual graph of Gε. Let S ⊆ V be a maximal connected component in G′. Then E′ε(S, S¯) = 0,
implying that
|E(S, S¯)| ≤ ε(d+ 1)|E|. (24)
Let |S| := (1− α)n. Then by Definition 21 and Fact 20, we have
|E(S, S¯)| ≥ |S¯|d− 2
√
d− 1
2
(25)
|E(S, S¯)|
|E| ≥ α
(
1− 2√
d
)
(26)
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Combining (24) and (26) implies that α ≤ ε′, for ε′ defined in (22).
Now define V ′ = S, and define E′ to be the subset of the edges Eε incident on S. Then
G′ = (V ′, E′) is a connected graph with |V ′| ≥ (1− ε′)|V | and |E′| ≥ (1− ε′ − ε(d+ 1))|E|.
We use this property to derive the following:
Proposition 26. Robust LTC
Let G = (V,E) be a d-regular Ramanujan graph. Let Gε = (V ′, E′) denote a maximal connected
residual graph of G induced by a subset Vε ⊆ V , |Vε| ≥ (1 − ε)|V | and Eε ⊆ E, |Eε| ≥ (1 −
ε)|E|. Then any assignment w′ to the vertices of V ′ violating at most δ fraction of the checks of Gε is
δ+2ε′
(1− 2
√
d−1
d )(1−ε′)
-close to either 1V ′ or 0V ′ .
Proof. Any word w′ defined on V ′ that violates at most δ fraction of the checks of E′ can be
extended with 0’s to a word w defined on V that violates a fraction at most δ+ 2ε′ of the checks
of E, with ε′ defined in (22). Since G is Ramanujan then from Fact 23, w is at fractional distance
at most δ+2ε
′
1− 2
√
d−1
d
to either 1V or 0V on V . The fractional distance of w′ to either 1V ′ or 0V ′ can
be larger by a factor of |V |/|V ′| ≤ 1/(1 − ε′), which implies that w′ is δ+2ε′
(1− 2
√
d−1
d )(1−ε′)
close to
either 1V ′ or 0V ′ .
From the above one can derive the following corollary.
Corollary 27. Consider the maximal connected residual graph Gε above. For all d ≥ 14 and ε′ defined
in (22), the following holds:
∀w ∈ FV ′2 , 100ε′ ≤
|w|
|V ′| ≤
1
2
⇒ |∂Gεw| ≥ 3|w|. (27)
Proof. This follows from Proposition 26. We set |w||V ′| =
δ+2ε′
(1− 2
√
d−1
d )(1−ε′)
(with ε′ ≤ 31ε from (22)),
solve for δ and (after some algebra) find that δ ≥ 0.46 |w||V ′| . This calculation uses the fact that
the LHS of (27) is only possible if ε′ ≤ 1/200. Thus the number of violated edges is
≥ δ|E′| ≥ 0.46 |w||V ′| (1− 2ε
′)
dn
2
≥ 3.15|w|. (28)
3 Local Hamiltonians with Approximation-Robust Entangle-
ment
First, we will precisely define our model of quantum circuits. The following definition codifies
some of the common-sense features of circuits that we will use.
Definition 28 (Circuits). A (unitary) quantum circuit C on n qubits of depth d is a product of d layers
U1, . . . , Ud, where each layer Ui can be written as a tensor-product of 2-local unitary gates Ui,(j,k)
Ui =
⊗
(j,k)∈Pi
Ui,(j,k), (29)
where Ui,(j,k) ∈ U(4) and each Pi is a (possibly incomplete) partition of [n] into blocks of size 2.
Corresponding to a circuit C is a unitary operator U ∈ U(2n) representing its action on an
input state; often we will simply refer to U as a circuit when there is no ambiguity.
Low-depth circuits generate a family of “simple” states, known also as trivial states ([19]).
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Definition 29. Depth-d Trivial States (restated)
We say that an n-qubit state ρ is depth-d trivial if it can be prepared by applying a depth-d quantum
circuit to |0〉⊗N (for some N ≥ n) and tracing out N − n qubits.
An infinite family F = {ρn}n of quantum states is said to be trivial if there exists a constant
d such that ρn is depth-d trivial for all sufficiently large n. We now define a family of NLTS
Hamiltonians using the notion of trivial states as follows:
Definition 30. No Low-Energy Trivial States (NLTS) (restated)
An infinite family of local Hamiltonians {Hn}n∈N is ε-NLTS if for any d and a depth-d trivial state
family F and all sufficiently large n
tr[ρnHn] > λmin(Hn) + ε. (30)
We say that {Hn}n∈N is NLTS if it is ε-NLTS for some constant ε > 0.
This definition was motivated, in part, to prevent the following form of NP-approximation
of the ground-state energy of such system: a prover sends a (polynomial-size) description of
the shallow quantum circuit, and the verifier computes the expectation value of the Hamil-
tonian, conjugated by this unitary circuit, on the all-zero state. The verifier is thus able to
accept/reject correctly. Since the circuit has depth O(1), and each term of H is local, each local
term of UHU† is local, so this computation can be carried out efficiently. In general tr[ρH] can
be estimated in DTIME
(
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O(d)
)
if d is a depth-d trivial state, since it requires estimating ob-
servables on neighborhoods of 2O(d) qubits. (Similar but more complicated results hold when
we replace a depth-d circuit with e−iH
′
for H ′ a sum of local terms in which each qubit partici-
pates in interactions with total operator norm O(d). [9, 39])
Conjecture 31 (NLTS conjecture [19]). There exists a family of O(1)-local Hamiltonians with the
NLTS property.
Our main result will be stated in terms of hard-to-approximate classical probability distri-
butions as follows. Recall that QNC1 is the set of languages computable in quantum bounded-
error log depth. We will use the term to describe classical distributions that can be approxi-
mately simulated with a quantum log-depth circuit.
Definition 32. QNC1-hard distribution
A family of distributions {Dn} on n bits is said to be QNC1-hard if there exist constants a, c > 0 such
that for sufficiently large n any n-qubit depth-c · log(n) trivial state ρn satisfies
‖Dn − diag(ρn)‖1 = Ω(n−a). (31)
Here diag(ρ) can be thought of as the probability distribution resulting from measuring
ρ in the computational basis. Next, we define quantum states as QNC1-hard if the classical
distribution induced by their measurement is hard to simulate quantumly:
Definition 33. QNC1-hard quantum states
A family of n-qubit quantum states F = {ρn}n is said to be QNC1-hard if the corresponding family of
distributions Dn = diag(ρn) is QNC1-hard.
Now, we can define local Hamiltonians as QNC1-hard if their ground states are QNC1-hard:
Definition 34. QNC1-hard local Hamiltonian
A family of local Hamiltonians {Hn}n is said to be QNC1-hard if any family of states F = {ρn}n, with
ρn ∈ ker(Hn) is QNC1-hard.
As the final step we define a robust version thereof where we ask that even ground-state
impostors are hard:
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Definition 35. QNC1-robust local Hamiltonian
A family of local Hamiltonians {Hn} is QNC1-robust if there exists ε > 0 such that any family F =
{ρn}n, where ρn is an ε-impostor of Hn for all sufficiently large n, is QNC1-hard.
We can now state our main result.
Theorem 36. NLETS (sketch)
There exists a family of O(1)-local Hamiltonians that is QNC1-robust.
Most of the remainder of the paper is devoted to the proof of Theorem 36. In Section 5
we will prove that the probability distributions resulting from low-depth circuits cannot be
approximately partitioned.
Then we will show that the distribution resulting from measuring quantum code-states can
be approximately partitioned. The canonical example of such a partition is the cat state, as
we mentioned in the introduction, and indeed it is well known that the cat state cannot be
prepared in sub-logarithmic depth. In Section 6 we will prove a “warm-up” result showing
that any Hamiltonian corresponding to a CSS code with n
1
2 +Ω(1) distance is QNC1-hard.
To find a QNC1-robust Hamiltonian we will need a CSS code with stronger properties. In
Section 7 we show that a qLTC with linear distance (quantum locally testable code) gives rise
to a QNC1-robust Hamiltonian, and in fact, the NLTS property.
While no qLTCs are known, these ideas provide a sense of how our full proof works. Our
construction is described in Section 8, where the Tillich-Ze´mor hypergraph product from [43] is
reviewed, and in Section 9 where we use it together with classical LTCs to construct our family
of codes. We then prove that this family is QNC1-robust.
4 The Uncertainty Lemma and Noisy Quantum Code-States
We next present a version of the classic uncertainty principle [40] that implies that if two logical
operators of a CSS codes anti-commute any state must have a high uncertainty (i.e. variance)
in at least one of these operators. This “sum” version is due to Hoffman and Takeuchi [28].
Lemma 37. Let |ψ〉 be a quantum state, and A,B Hermitian observables satisfying AB+BA = 0 and
A2 = B2 = I . Define
∆A2 = 〈ψ|A2|ψ〉 − 〈ψ|A|ψ〉2.
Then
∆A2 + ∆B2 ≥ 1. (32)
Since the proof is short and our assumptions are slightly different from those of [28], we
present a proof here.
Proof. Define the operator
C = 〈A〉A+ 〈B〉B
where 〈X〉 := 〈ψ|X|ψ〉. Define λ ≡ 〈A〉2 + 〈B〉2. Then we can directly calculate
C2 = λI and 〈C〉 = λ (33)
For any random variable X , E[X]2 ≤ E[X2]. Thus λ = 〈C〉 ≤ √〈C2〉 = √λ, implying that
λ ≤ 1. Together with the fact that 〈A2〉 = 〈B2〉 = 1 this implies (32).
Next, we require a simple fact that any CSS code has a pair of bases, one for each of the
quotient logical spaces, that anti-commute in pairs. The proof can be found for example in
[38].
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Fact 38. Anti-commuting logical operators
Let C be a [[n, k, d]]-CSS code: C = C(Sx, Sz). There exist sets
Bx = {bx1 , . . . , bxk} ⊂ S⊥z (34a)
Bz = {bz1, . . . , bzk} ⊂ S⊥x (34b)
such that {bxi + Sx}i∈[k] and {bzi + Sz}i∈[k] are bases for S⊥z /Sx and S⊥x /Sz respectively and
〈bxi , bzj 〉 = δi,j . (35)
Here we should think of {Xbxi } and {Zbzi } as logical X and Z operators.
One useful property of CSS codes is that the value of the logical operators can be read
off from measuring each qubit individually. If we measure a code state of C(Sx, Sz) in the Z
(resp. X) basis then the outcomes will always lie in S⊥z (resp. S⊥x ). The +1/−1 eigenvalues of
the first logical Z operator Zb
z
1 correspond to the outcomes S⊥z ∩ (bz1)⊥ and bx1 + S⊥z ∩ (bz1)⊥
when measuring each qubit in the Z basis. Observe also that S⊥z ∩ (bz1)⊥ = (Sz ∪ bz1)⊥ =
Sx + Span(Bx − bx1). Let us define accordingly the sets
CZ0 = (Sz ∪ bz1)⊥ CZ1 = bx1 + CZ0 (36a)
CX0 = (Sx ∪ bx1)⊥ CX1 = bz1 + CX0 (36b)
The sets CZ0 , CZ1 (resp. CX0 , CX1 ) partition S⊥z (resp. S⊥x ). LetDZψ (resp.DXψ ) denote the distribu-
tion on Fn2 induced by measuring |ψ〉 in the tensor Z basis (resp. the tensorX basis), and define
〈M〉 := 〈ψ|M |ψ〉 for any operator M . The above discussion implies that if |ψ〉 ∈ C then〈
Zb
z
1
〉
= DZψ (CZ0 )−DZψ (CZ1 ) (37a)〈
Xb
x
1
〉
= DXψ (CX0 )−DXψ (CX1 ) (37b)
Next we argue that uncertainty in the logical operators translates into uncertainty of mea-
surement outcomes in either the X or Z product basis.
Proposition 39. Uncertainty for code-states in at least one basis
Let (Sx, Sz) be a CSS code with Bx,Bz as in Fact 38. Let |ψ〉 be a quantum code-state, and DXψ , DZψ be
the distribution of the measurement of |ψ〉 in the Pauli-X or Pauli-Z basis, respectively. Then at least
one of the following equations must hold:
DZψ (C
Z
0 ) ∈
[
1
2
− 1
2
√
2
,
1
2
+
1
2
√
2
]
(38a)
DXψ (C
X
0 ) ∈
[
1
2
− 1
2
√
2
,
1
2
+
1
2
√
2
]
(38b)
Since DPψ (C
P
0 ) +D
P
ψ (C
P
1 ) = 1 for P = X,Z we could equivalently state (38) in terms of CZ1 and CX1 .
Proof. According to Lemma 37 any state |ψ〉will have
1 ≤ (∆Xbx1 )2 + (∆Zbz1 )2 = 2−
〈
Xb
x
1
〉2
−
〈
Zb
z
1
〉2
.
and therefore either | 〈Xbx1 〉 | or | 〈Zbz1〉 |must be ≤ 1/√2. Assume w.l.o.g. (since the other case
is similar) that ∣∣∣〈Zbz1〉∣∣∣ ≤ 1/√2. (39)
The result now follows from (37).
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In this paper, we will mostly consider noisy code-states, and not actual code-states. We
will want to argue that even noisy code-states have an uncertainty property w.r.t. the original
logical operators. To do that we consider pairs of Voronoi cells, corresponding to pairs of
anti-commuting logical operators as in the proposition above. In geometry, “Voronoi cells”
take a set of seeds and partition a space into the regions that are closer to one seed than any
other. In classical coding theory, we can likewise partition the set of strings according to which
code word they are closest to. Equivalently Voronoi cells are the preimages of the maximum-
likelihood decoding map when a string is subjected to independent bit flip errors.
For quantum CSS codes we will partition the measurement outcomes in the X and Z bases
into the following analog of Voronoi cells:
Proposition 40. Generalized uncertainty for unitary decoding
Let C = (Sx, Sz) be a [[n, k, d]]-CSS code and CZ0 , CZ1 , CX0 , CX1 are defined as in (36). Let Ex, Ez be
some set of errors that satisfies:
Sz0 := C
Z
0 + Ez (40a)
Sz1 := C
Z
1 + Ez (40b)
Sz0 ∩ Sz1 = ∅ (40c)
and similarly this holds for the sets Sx0 , Sx1 , defined in the same way w.r.t. Ex. Suppose further that
supp(DZψ ) ⊆ Sz0 ∪ Sz1 and supp(DXψ ) ⊆ Sx0 ∪ Sx1 (41)
Then there exists a constant c0 > 0.07 such that
(DZψ (S
z
0 ) ≥ c0 and DZψ (Sz1 ) ≥ c0) or (DXψ (Sx0 ) ≥ c0 and DXψ (Sx1 ) ≥ c0). (42)
Proof. Define a decoding map for X errors UXDec as follows:
∀e ∈ E,w ∈ S⊥x UXDec(|w + e〉1 ⊗ |0〉2) = |w〉1 ⊗ |e〉2, (43)
Similarly, define a decoding map UZDec for Z errors:
∀e ∈ E,w ∈ S⊥z UZDec(|w + e〉1 ⊗ |0〉2) = |w〉1 ⊗ |e〉2, (44)
Since Sz0 ∩ Sz1 = ∅ and Sx0 ∩ Sx1 = ∅ then these maps are well-defined and can be extended to
unitary operations. In addition, since supp(DZψ ) ⊆ Sz0 ∪ Sz1 and supp(DXψ ) ⊆ Sx0 ∪ Sx1 then the
decoded state
ρ = tr2(UZDec ◦ UXDec|ψ〉1 ⊗ |0〉2) (45)
is supported entirely in C. Let DXρ ,DZρ denote the distribution on Fn2 induced by measuring ρ
in the X,Z basis, respectively.
By Proposition 39 for any code-state |φ〉 ∈ C the distribution DXφ has a measure at least
1/2 − 1/(2√2) on both sets CX0 and CX1 or DZφ has at least that measure on both sets CZ0 and
CZ1 (defined in (36)).
By (45) the distributions DXρ ,DZρ are each a convex combination of corresponding distribu-
tionsDXφ ,DZφ , for code-states |φ〉 ∈ C. Hence by the above at least one ofDXρ ,DZρ has a measure
at least
c0 := 1/2 · (1/2− 1/(2
√
2)) > 0.07
on both CX0 , CX1 or on both CZ0 , CZ1 . Since by definition of the decoders UXDec,UZDec each x ∈ CX0
(or x ∈ CX1 ) could only have come from some x′ ∈ Sx0 , or some x′ ∈ Sx1 , and not from both,
(and the same for the Z basis), this implies that DXψ (Sx0 ) ≥ c0 and DXψ (Sx1 ) ≥ c0, or this holds
for the Z basis.
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5 Vertex expansion bounds for low-depth circuits
As stated above, a central notion of this paper (following Lovett and Viola [34]) is that distribu-
tions over codewords of good codes look very different from the outputs of low-depth circuits.
We will see in this section that these can be distinguished by comparing the different values of
vertex expansion that they induce on a particular graph.
Consider Fn2 to be the vertices of a graph with an edge between all pairs x, y with dist(x, y) ≤
`. If ` = 1 then this is the usual hypercube, but we will be interested in ` ≈ √n. For a set S ⊆ Fn2
define ∂`(S) to be the boundary of S, meaning points in S connected by an edge to a point in
Sc := Fn2 − S, along with points in Sc connected to a point in S. In other words
∂`(S) = {x ∈ S : ∃y ∈ Sc, |x− y| ≤ `} ∪ {x ∈ Sc : ∃y ∈ S, |x− y| ≤ `}. (46)
Let p be a probability distribution over Fn2 . The p-weighted vertex expansion is defined to be
h`(p) := min
S,0<p(S)≤ 12
p(∂`(S))
p(S)
. (47)
In this section we argue that the outputs of low-depth circuits have high vertex expansion
for a suitable value of `. To get intuition for this, we consider first the case of the uniform
distribution over Fn2 . Here Harper’s Theorem [24] implies that h`(U [Fn2 ]) is ≥ Ω(1) when ` =
Ω(
√
n). In fact it goes further and gives the exact isoperimetric profile, meaning it calculates
minp(S)=µ p(∂`(S)\S) for all µ, and shows that this minimization is achieved for the Hamming
ball. Similar bounds are known for any product distribution p.
This can be extended to the case when p is the output of a classical depth-d circuit C :
{0, 1}m 7→ Fn2 which accepts m uniformly random input bits and fan-in, fan-out both ≤ 2. In
this case each output bit depends on at most 2d bits. Let S ⊂ Fn2 , T = C−1(S) ⊆ {0, 1}m, and
p = U [Fm2 ]. Since the output can depend on ≤ n2d bits of the input, we can assume without
loss of generality that n ≤ m ≤ n2d, or if d is constant then m = Θ(n). Using, for example,
Harper’s Theorem, one can show that if p(T ) ≤ 1/2, x is drawn uniformly from T and z is
drawn uniformly from the Hamming ball {|z| ≤ √m} then x+ z has Ω(1) probability of lying
in T c. Now we can use the assumption that the circuit is low depth to argue that
dist(C(x), C(x+ z)) ≤ |z|2d ≤ √m2d ≤ √n21.5d. (48)
Since C(x) ∈ S and C(x + z) ∈ Sc this implies that C(x) ∈ ∂`(S) with ` =
√
n21.5d. We
conclude that h`(p) ≥ Ω(1). This argument is a restatement of Fact 4 from [16] (correcting a
missing factor of
√
n there).
The main result of this section is that a similar bound also holds for the output of low-depth
quantum circuits. We first formalize the fact that in sufficiently low depth circuits not all input
bits can influence a given output bit.
Definition 41 (Light cone). Given a depth-d quantum circuit C on n qubits we define a directed
acyclic graph G = (V,E) by considering d+ 1 layers of n vertices,
V = {V0, . . . , Vd}, |Vi| = n ∀t ∈ {0, . . . , d}, (49)
where V0 is the set of input qubits, and Vd is the set of output qubits. Recall from Definition 28 that the
set of two-qubit gates at time t defines a partition Pt. Then define the edge set E by connecting for all
t ∈ [d], k, l ∈ [n] the vertex Vt−1,k to Vt,l if (k, l) ∈ Pt. For a subset S ⊆ Vd of output qubits, the light
cone of S is defined as the set L(S) ⊆ V0 of input qubits from which there exists a directed path in G to
some vertex in S. The “blow-up” B = B(C) of the circuit C is defined as:
B = B(C) = max
v∈V
L(v).
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For depth-d circuits comprised of k-qubit gates, the blow-up is at most kd. If the gates
are required to be spatially local in D dimensions then this is ≤ (ckd)D for some universal
constant c depending on the specific geometry. In this paper we mostly are interested in the
case of constant-depth circuits of two-qubit gates with unrestricted geometry, although our
results hold more generally.
We now state the main theorem of this section:
Theorem 42. Let |ψ〉 = U |0N 〉 for U a circuit with blow-up B. Let p be the probability distribution
that results from measuring the first n qubits in the computational basis; i.e.
p(x) =
∑
y∈{0,1}N−n
| 〈x, y|ψ〉 |2. (50)
Then for ` = 14B · (Bn)1/2−γ with γ ∈ [0, 1/2] we have:
h`(p) ≥ 1
8
(nB)−2γ . (51)
Our proof is inspired by the use of Chebyshev polynomials by Friedman and Tillich [20] to
relate the diameter of a graph to the spectral gap of its adjacency matrix, as well as by [6] to
show that ground states of 1-d gapped Hamiltonians have bounded entanglement.
Proof. For S ⊆ Fn2 let χS(x) denote the characteristic function of S: it is −1 if x ∈ S and 1 if not.
Define the reflection operator
R =
∑
x∈Fn2
y∈{0,1}N−n
χS(x) |x, y〉 〈x, y| . (52)
Now define |ψ′〉 = R|ψ〉. To gain intuition, if |ψ〉 is analogous to the cat state (|0N 〉+ |1N 〉)/√2
then |ψ′〉 would be (|0N 〉 − |1N 〉)/√2. Our proof strategy will be to construct an operator K
such that
〈ψ|K|ψ〉 = 0 (53a)
〈ψ′|K|ψ′〉 ≤ 4p(∂`(S)) (53b)
〈ψ′|K|ψ′〉 ≥ 1
2
(nB)−2γp(S) (53c)
Proving (53b) will require that K cannot detect the phase flip far from the boundary, while
proving (53c) will require that K can nevertheless distinguish |ψ〉 from |ψ′〉.
Let L ⊆ [N ] denote the qubits in the light cone of [n]. By the definition of blow-up,
|L| ≤ nB. (54)
Define the Hamiltonians
H0 =
1
|L|
∑
i∈L
|1〉〈1|i and H = UH0U†. (55)
Note that H0 can be thought of as the code Hamiltonian (cf. (16)) for the subspace with |0〉⊗|L|
for the qubits in L and arbitrary states elsewhere. BothH0 andH have all eigenvalues between
0 and 1, both have a 2N−|L|-fold degenerate ground space and both have gap 1/|L| to the first
non-zero eigenvalue. Define P0 to project onto the states that are |0〉 in each of the qubits in L,
i.e.
P0 = |0〉 〈0|⊗L ⊗ ILc . (56)
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Similarly define P = UP0U†. The idea of H0 (resp. H) is to approximate I − P0 (resp. I − P ),
and indeed they have the same 0-eigenspace. However, H0 and H have other eigenvalues as
small as 1/|L|, making this a rather weak approximation. We will obtain a better approxima-
tion by taking polynomials of these operators, and will find that higher degree buys us a better
approximation. Indeed limm→∞(I − H0)m = P0. But our proof will require the sharper de-
gree/error tradeoff that comes from using Chebyshev polynomials, which we will see allows
a degree of approximately
√|L|.
Let m = 12 (Bn)
1/2−γ so that m
2
L ≥ 14 (nB)−2γ . Following Lemma 4.1 of [6] we let Tm(x)
denote the degree-m Chebyshev polynomial defined implicitly by the equation Tm(cos(x)) =
cos(mx) One can also write Tm(x) = cos(m cos−1(x)) for |x| ≤ 1 and cosh(m cosh−1(x)) for
|x| ≥ 1. Next define
Cm(x) := 1− Tm(f(x))
Tm(f(0))
, where f(x) :=
1 + 1/|L| − 2x
1− 1/|L| . (57)
Our choice of Cm(x) guarantees that
Cm(0) = 0, (58)
and we have chosen f so that it maps the interval [1/|L|, 1] to [−1, 1], and thus Cm([1/|L|, 1])
takes values only in [−1, 1]. This implies that
Cm(x) ≥ 1− 1
Tm(f(0))
for
1
|L| ≤ x ≤ 1 (59)
To evaluate this, follow again Lemma 4.1 of [6] to observe that
Tm(f(0)) = cosh(m cosh
−1(f(0))) ≥ 1 + (m cosh
−1(f(0)))2
2
(60)
cosh−1(f(0)) ≥ 2 tanh
(
1
2
cosh−1(f(0))
)
= 2
√
f(0)− 1
f(0) + 1
=
2√|L| (61)
Cm(x) ≥ 1− 1
1 + 2m
2
|L|
≥ 1− 1
1 + 12 (nB)
−2γ (62)
From Taylor’s Theorem (1 + x)−1 ≤ 1− x+ x2 for x ≥ 0, and so (62) yields
Cm(x) ≥ 1
2
(nB)−2γ − 1
4
(nB)−4γ ≥ 1
4
(nB)−2γ for
1
|L| ≤ x ≤ 1 (63)
Finally we would like to bound Cm(x) throughout its range.
0 ≤ Cm(x) ≤ 1 + 1
Tm(f(0))
≤ 2 for 0 ≤ x ≤ 1. (64)
Define K0 = Cm(H0) and K = UK0U† = Cm(H). Note that K0 is m-local and K is `-local
for ` = Bm = 14B
1.5−γn1/2−γ . Since Cm(H0) consists only of powers of H0, it commutes with
H0 and can be evaluated by applying Cm to each eigenvalue of H0; the same applies to Cm(H)
and H . Thus 0  K  2I . By (58), the 0-eigenvalues of K are the same as the 0-eigenvalues of
H , and from (63) and (64), all the other eigenvalues of K are between 14 (nB)
−2γ and 2. Thus
we establish (53a) as well as the operator inequality
1
4
(nB)−2γ(I − P )  K  2(I − P ). (65)
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Now we proceed to compute the upper and lower bounds on 〈ψ′|K|ψ′〉 claimed in (53).
Partition Fn2 into four sets S1, S2, S3, S4 as follows:
S1 = (S\∂`(S))× {0, 1}N−n (66a)
S2 = (S ∩ ∂`(S))× {0, 1}N−n (66b)
S3 = (S
c ∩ ∂`(S))× {0, 1}N−n (66c)
S4 = (S
c\∂`(S))× {0, 1}N−n (66d)
Decompose |ψ〉 accordingly as
|ψ〉 = |ψ1〉+ |ψ2〉+ |ψ3〉+ |ψ4〉,
where the |ψi〉 are sub-normalized states whose support is contained in Si. Note that p(∂`(S)) =
‖|ψ2〉‖2 + ‖|ψ3〉‖2. Using this notation we can write
|ψ′〉 = −|ψ1〉 − |ψ2〉+ |ψ3〉+ |ψ4〉.
Let Kij := 〈ψi|K|ψj〉.
The fact that K is `-local means that K13 = K14 = K24 = 0. Additionally (53a) means that∑
i,j∈[4]Kij = 0. Together, and since K is Hermitian, these mean that
〈ψ′|K|ψ′〉 = −2K23 − 2K32 = −4ReK23. (67)
Since ‖K‖ ≤ 2 we can use Cauchy-Schwarz to bound
|〈ψ′|K|ψ′〉| ≤ 8‖|ψ2〉‖ · ‖|ψ3〉‖ ≤ 4(‖|ψ2〉‖2 + ‖|ψ3〉‖2) = 4p(∂`(S)), (68)
thus establishing (53b).
We now turn to the proof of (53c). Observe that U†RU acts only on the qubits in L. Thus
U†RU |0〉⊗N = U†R|ψ〉 = U†|ψ′〉 is a superposition of states of the form |x〉L ⊗ |0〉Lc , implying
that
P0U
†|ψ′〉 ∝ |0〉⊗N .
We can determine the proportionality constant by calculating
〈0|⊗NP0U†|ψ′〉 = 〈0|⊗NU†|ψ′〉 = 〈ψ|ψ′〉 =
∑
x∈Fn2
χS(x)p(x) = 1− 2p(S).
Thus P0U†|ψ′〉 = (1− 2p(S))|0〉⊗N . We can then calculate
〈ψ′|P |ψ′〉 = 〈ψ′|UP0U†|ψ′〉 (69a)
= 〈ψ′|U(1− 2p(S))|0〉⊗N (69b)
= (1− 2p(S)) 〈ψ′|ψ〉 (69c)
= (1− 2p(S))2 (69d)
Finally we can bound
〈ψ′|K|ψ′〉 ≥ 1
4
(nB)−2γ〈ψ′|(I − P )|ψ′〉 using (65) (70a)
=
1
4
(nB)−2γ(1− (1− 2p(S))2) (70b)
≥ 1
2
(nB)−2γp(S) using p(S) ≤ 1/2 (70c)
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Taking now the ratio with the upper bound from (68) implies
hl(p) =
p(∂l(S))
p(S)
≥ 1
8
(nB)−2γ . (71)
Our proof that qLTCs of distance ω(
√
n) are NLTS in Theorem 46 will require a slightly
different graph property: upper bounds on the distance between large sets instead of lower
bounds on the vertex expansion; i.e. showing that p cannot be approximately partitioned. The
relation between these properties is a standard fact that does not involve any features of quan-
tum circuits.
Corollary 43. Let p be a probability distribution on n qubits generated by a quantum circuit with blow-
up B, as in (50). If S1, S2 ⊂ Fn2 satisfy p(S1) ≥ µ and p(S2) ≥ µ, then dist(S1, S2) ≤ 4
√
nB1.5/µ.
The contrapositive of this claim is that if p is (µ,D)-approximately partitioned for D >
4
√
nB1.5/µ then it cannot result from measuring the state resulting from a circuit with blowup
at least B. In terms of depth, p cannot result from a circuit with depth at most
≤ 2
3
log
(
µD
4
√
n
)
. (72)
Proof. Let D = dist(S1, S2) and ` =
√
nB1.5/4. Assume µ ≤ 1/2, since otherwise we would
have D = 0. For t = 0, 1, 2, . . . define the sets
Ut := {x : (t− 1)` < dist(x, S1) ≤ t`}.
Then S1 = U0 and S2 ∩ Ut = ∅ for all t < D/`.
This implies that ∑
1≤t≤D` −2
t odd
p(Ut) + p(Ut+1) ≤ 1− 2µ
and in turn that there exists a particular t0 for which
p(Ut0) + p(Ut0+1) ≤
1− 2µ
D
2` − 1
(73)
We will use t0 to define a partition. Let
S¯1 =
⋃
t≤t0
Ut and S¯2 =
⋃
t>t0
Ut.
Since Si ⊆ S¯i we have p(S¯i) ≥ µ but now S¯1, S¯2 form a partition of Fn2 . Thus by Theorem 42,
p(∂`(S¯1)) ≥ µ/8. On the other hand p(∂`(S¯1)) ≤ p(Ut0) + p(Ut0+1). From (73) we have
D
2`
≤ 1 + 1− 2µ
µ/8
≤ 8
µ
. (74)
Corollary 43 applies to any value of µ but the bounds become weak when µ is small or
when p(S1), p(S2) are not comparable. One plausible generalization of Corollary 43 would
give upper bounds on dist(S1, S2) that scale optimally in terms of both p(S1) and p(S2); see
[20] for the precise statement. Since our main results in this paper do not make use of such a
generalization we do pursue this further here.
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6 Warm-up:
Quantum CSS Code-States are QNC1-hard
Circuit lower bounds for generating quantum code states exactly can be readily derived from
the local indistinguishability property. In this section, we show that our techniques can be
used to derive a robust version of this property, which is that quantum CSS codes cannot be
approximated by bounded-depth quantum circuits, even up to constant l2 error. Such robust
versions have been shown for example by Bravyi, Hastings and Verstraete [11].
Notably, even such a hardness-of-approximation claim is by no means robust, because we
still consider approximation of perfect ground states of the code Hamiltonian. In other words,
while a code-state is QNC1-hard, not every ε-impostor of a code-state is QNC1-hard. In fact,
many constructions of quantum CSS codes are known to be not QNC1-robust: i.e. one can find
ε-impostors of such codes that are trivial (see Section 1.4).
The claims in this section demonstrate our techniques by improving the approximation
bounds on perfect code-states from 0 error to constant l2 error. In subsequent sections we will
then strengthen these bounds even further and demonstrate a quantum code for which every
ε-impostor is QNC1-hard - which amounts to the NLETS theorem. Hence, the following claim
on CSS codes relates only to code-states and not code-state impostors:
Proposition 44. Code-states of quantum CSS codes with large distance are QNC1-hard
Let C = [[n, k,∆min]] be a quantum CSS code. Preparing any |ψ〉 ∈ C up to l2 error at most 0.14
requires depth Ω(log(∆min/
√
n)). In particular, if ∆min ≥ n1/2+Ω(1) then |ψ〉 is QNC1-hard.
Proof of Proposition 44. Let |ψ〉 be some code-state of C. By Fact 38 above, one can find bases
Bx,Bz satisfying (35). Choose, say, the first pair bx := bx1 ∈ Bx, bz := bz1 ∈ Bz .
Let C0 denote the linear space C0 = S⊥z ∩ (bz)⊥ ⊂ Fn2 , and define the affine space C1 =
C0 + b
x. If s0 ∈ C0, s1 ∈ C1 then s0 + s1 ∈ C1 ⊆ S⊥z −Sx, implying that |s0 + s1| ≥ ∆min, and so
dist(C0, C1) ≥ ∆min. (75)
Let DZψ denote the distribution on Fn2 induced by measuring |ψ〉 in the tensor Z basis. Then
by Proposition 39 we either have
DZψ (C0) ≥
1
2
− 1
2
√
2
and DZψ (C1) ≥
1
2
− 1
2
√
2
, (76)
or a similar statement holds for measuring in the X basis. WLOG assume that (76) holds. Thus
DZψ is approximately partitioned with measure at least µ = 12 − 12√2 and distance ∆min. Hence,
any distribution p that is ε-close to DZψ for ε < µ is (µ − ε,∆min)-approximately partitioned.
Therefore, by Corollary 43 (and specifically (72)) producing |ψ〉 to error ε requires depth
≥ 2
3
log
(
(µ− ε)∆min
4
√
n
)
. (77)
Since µ ≥ 0.142 . . ., if we take ε = 0.14 then this implies a depth lower bound of 23 log ∆min√n −
O(1). If ∆min = n1/2+Ω(1) then this bound is Ω(logn) and so |ψ〉 is QNC1-hard.
Implications for known quantum codes Proposition 44 provides a nontrivial quantum
circuit lower bound on the quantum LDPC codes due to [18]. These codes are CSS codes and
have distance Ω(
√
nlog(n)) which corresponds to a circuit depth lower bound of Ω(loglog(n)).
One can also consider the toric code which has distance Θ(
√
n). In such a case, while one
cannot apply directly Proposition 44 - one can still show a similar proposition where the distri-
bution is approximated to within distance ε = n−1−δ for some constant δ > 0.
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δmin = poly(n)
L⊥z
L⊥z + b1 L
⊥
z + b2
Figure 3: Depiction of the approximate partition of a quantum CSS code with large distance. Any code
state must superpose non-negligibly in at least one of the two bases, on two distinct affine spaces separated
by a large distance.
Proposition 45. Let C = [[n, k,∆min]] be a quantum CSS code with ∆min ≥ nα for α > 0 and k ≥ 1.
If |ψ〉 ∈ C and ‖ρ− |ψ〉 〈ψ| ‖ ≤ n−1−β for β > 0 then preparing ρ requires depth Ω(log(n)).
We note that other methods are known [9, 26, 23] for showing that QECC ground states,
and even low-temperature thermal states of the 4-d toric code [25], are nontrivial. Indeed our
proof can be viewed as a certain way of generalizing the argument of [9]. Since the proof is
very similar to that of Proposition 44 we provide only a brief sketch of the proof here.
Proof. Setting γ = 1/2 in Theorem 42 yields2
hB(p) = Ω(1/nB). (78)
Next we follow the proof of Proposition 44 and construct the same pair of sets C0, C1, with
DZψ (C0), D
Z
ψ (C1) ≥ Ω(1), where DZψ is the probability distribution resulting from measuring
|ψ〉 in the Z basis. Additionally observe that DZψ (C0 ∪ C1) = 1 and dist(C0, C1) ≥ ∆min.
Let p := diag(ρ). By hypothesis
1
2
‖p−DZψ‖1 := ε ≤ n−1−β . (79)
Suppose that ρ can be generated by a circuit of depth d and define B = 2d, so that (78) holds.
We will argue that (79) implies that B is large.
IfB ≥ 12∆min then we immediately have d ≥ αlog(n)−1. Otherwise, assume dist(C0, C1) >
2B, and let S be the B-fattening of C0. Then DZψ (∂B(S)) = 0, implying that p(∂B(S)) ≤ ε. On
2We observe that for these parameters the proof of Theorem 42 does not need to make use of any Chebyshev poly-
nomials and could simply set K = H .
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the other hand, p(S) = Ω(1), so by (78) we have p(∂B(S)) = Ω(1/nB). Combining these we
have B = Ω( 1nε ) = Ω(n
β), which again implies the Ω(log(n)) circuit lower bound.
We remark that these arguments never made use of the LDPC property of codes, and would
apply equally well to say, a random stabilizer code with linear distance and linear-weight sta-
bilizers. Rather the claims are only nontrivial when applied to LDPC codes since it would not
be surprising if n-local stabilizers forced a system into an n-partite entangled state.
Non-CSS codes. It is tempting to speculate that Proposition 44 should hold for any quan-
tum code (i.e. not only CSS) with distance ω(n1/2) and at least one logical qubit. While we
believe this is likely to be true, we would need new techniques to prove it. It is possible for
such codes to yield a nearly uniform distribution when measured in any local basis (e.g. con-
sider a random 2-dimensional subspace of (C2)⊗n) which cannot be approximately partitioned.
We note that using a proof similar to that of Proposition 44 one can show QNC1-hardness for
general (i.e. non-Pauli) stabilizer codes, but we omit this here for simplicity.
7 A Bit Further:
Quantum Locally Testable Codes are NLTS
We now connect between quantum locally testable codes (see definition of qLTC’s in Definition
16) and local Hamiltonians with approximation-robust entanglement: For a qLTC with large
minimal distance, all low-energy states are non-trivial. This implies that the corresponding
Hamiltonians have the NLTS property.
Theorem 46. Let C = [[n, k,∆min]] be a quantum locally testable CSS code with soundness ρ > 0,
k ≥ 1, and ∆min = Ω(n). Then the local Hamiltonian of C, H(C), is NLTS.
However, no qLTCs with the required properties are known. In fact, we do not even
know of quantum LDPC codes (i.e. O(1)-weight check operators) with distance greater than
O(
√
nlog1/4(n)). Still the proof is conceptually a bridge between the proof of the exact case in
Proposition 44 and our proof of NLETS in Theorem 5.
Proof. Let |ψ〉 be some quantum state with:
〈ψ|H(C)|ψ〉 ≤ ε, (80)
for ε > 0 a constant we will choose later.
From Fact 38, there exist a pair of logical operators bx1 , bz1. Define C
X,Z
0,1 as in (36). We will
apply Proposition 40 with error sets Ex = Ez = {w ∈ Fn2 : |w| < 12∆min}. This implies the
existence of sets Sx0 , Sx1 , Sz0 , Sz1 defined as in (40) such that such that |ψ〉 has projection at least
c0 on either both Sx0 and Sx1 or both Sz0 and Sz1 . Assume w.l.o.g. that
DZψ (Sz0 ) ≥ c0 and DZψ (Sz1 ) ≥ c0. (81)
Now we cannot directly use the distance guarantees of the code since |ψ〉 is not necessarily
a code state. However, by Fact 17, S⊥x is locally testable with parameter ρ/2. Moreover, by (80)
the expected fraction of violated clauses in HZ is at most 2ε. Thus
E
z∼DZψ
dist(z, S⊥x ) ≤
4εn
ρ
(82)
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So by a Markov argument:
DZψ
(
{z : dist(z, S⊥X) ≥
8εn
ρc0
}
)
≤ c0/2 (83)
We now define the restriction of the Voronoi cells Sx0 , Sx1 , Sz0 , Sz1 to the set of words that violate
few parity checks:
S˜zi = {z ∈ Szi : dist(z, S⊥z ) ≤
8εn
ρc0
}, (84)
for i = 0, 1. By (81) and (83), we have for all i ∈ {0, 1}, DZψ (S˜zi ) ≥ c0 − c0/2 = c0/2.
On the other hand, we claim that dist(S˜z0 , S˜z1 ) is large: Let s0 ∈ S˜z0 , s1 ∈ S˜z1 . Then we can
write si = ti + ui with t0, t1 ∈ S⊥z and |ui| ≤ 8εnρc0 . In addition, since s0 ∈ S˜z0 , s1 ∈ S˜z1 then their
respective closest codewords are in different cosets modulo Sx, i.e.: t0 ∈ CZ0 and t1 ∈ CZ1 . Hence
by the minimal distance of the code: dist(t0, t1) ≥ ∆min. Then dist(s0, s1) ≥ ∆min−16 εnρc0 . Thus
dist(S˜z0 , S˜
z
1 ) ≥ ∆min − 16
εn
ρc0
. (85)
Thus, DZψ is approximately partitioned with parameters each of which is at least (c0/2,∆min −
16 εnρc0 ). For sufficiently small constant ε > 0, Corollary 43 then implies an Ω(logn) lower bound
on the depth required to prepare |ψ〉.
8 The Hypergraph Product
8.1 General
In this section, we survey the hypergraph product due to Tillich-Ze´mor [43]. We provide here
only the very basic definitions that are required to prove our main theorem, and refer the
reader to the original paper [43] for an in-depth view. The hypergraph-product code takes in
two classical codes defined by their Tanner constraint graphs and generates a product of these
codes as hypergraphs. Then it attaches a CSS code to the product graph. Formally stated:
Definition 47. The Hypergraph Product
Let (V1, E1), (V2, E2) be two constraint hypergraphs with corresponding edge-vertex incidence opera-
tors ∂1, ∂2 and codes C1 = ker ∂1, C2 = ker ∂2. Then the Tillich-Ze´mor hypergraph product of these
codes, denoted by
C× = C1 ×TZ C2, (86)
is defined by the hypergraph product of the corresponding graphs. Specifically, its Hilbert space is
comprised of qubits corresponding to
(V1 × V2) ∪ (E1 × E2) ,
and check matrices are
Hx =
(
∂1 ⊗ IV2
∣∣IE1 ⊗ ∂T2 ) Hz = (IV1 ⊗ ∂2∣∣∂T1 ⊗ IE2) (87)
These matrices have rows indexed by qubits and columns indexed by checks. The X con-
straints, for example, are labeled by elements of E1 × V2, with constraint (e1, v2) is connected
to all elements (u, v2) ∈ V1 × V2 for u ∈ ∂T e1 and also to all elements (e1, f) ∈ E1 × E2 for
f ∈ ∂v2. (Here we view ∂T e1, ∂v2 equivalently both as vectors in FV12 ,FE22 respectively and as
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subsets of V1, E2.) It follows from this definition that C× is a CSS code C×(Sx, Sz), where as
usual Sx = ImHx and Sz = ImHz . For |V1| = n1, |V2| = n2, |E1| = m1, |E2| = m2, the code
C× is a quantum CSS code on n1n2 + m1m2 qubits, with n1m2 + n2m1 local checks. One can
check that C× is determined only by C1, C2 and not the specific choices of ∂1, ∂2, so (86) is well
defined.
X
E × E
V × vj
ek × E
(ek, vj)
V × V
X X X
X
Figure 4: An example of a check term (ek, vj) of Hx. It is a parity check on all bits (vm, vj) in the j-th
column of V × V such that vm is examined by ek in the original code C, and on all bits in the k-th row of
E × E that corresponds to checks incident on vj in C. If we specialize to the case when C is the repetition
code with checks corresponding to a d-local graph (as in Section 8.3) then each check examines two bits in
the V × V block and d bits in the E × E block.
We now state several useful facts on this construction, which can all be found in [43]:
Fact 48. Basic Properties of the hypergraph product[43]
1. If C1, C2 have locality parameters l1, l2, lT1 , lT2 , respectively, (lTi is the maximum number of checks
incident upon any bit in code Ci) then C× has locality parameter l1 + lT2 for Hx, and l2 + lT1 for
Hz .
2. δmin(C×) ≥ min
{
δmin(C1), δmin(C2), δmin(CT1 ), δmin(CT2 )
}
3. Let r(C) denote the number of qubits in a code C. Then r(C×) = r(C1) · r(C2) + r(CT1 ) · r(CT2 ).
These logical operators of C× can assume very complex forms, due in part, to the fact that
the rate of the code scales like r(C1) · r(C2). Hence, the hypergraph product of codes with linear
rate is linear itself, i.e. scales like Ω(|V |2).
8.2 Column-wise logical operators
A particularly interesting subset of the logical operators, which is a subgroup w.r.t. addition
modulo F2, has a very succinct and useful form. We exploit the structure of this group to
inherit, in some sense, the classical property of local testability.
Fact 49. Group of logical operators isomorphic to the original code
For any x ∈ C1, and y /∈ C⊥2 , the word(
(x⊗ y)V1×V2 ,0E1×E2
) ∈ S⊥x − Sz (88)
Similarly, for x /∈ C⊥1 , y ∈ C2,(
(x⊗ y)V1×V2 ,0E1×E2
) ∈ S⊥z − Sx. (89)
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One can also show that
(0V1×V2 , CT2 ⊗ (CT⊥1 )c) ⊂ S⊥x − Sz (90a)
(0V1×V2 , (CT⊥2 )c ⊗ CT1 ) ⊂ S⊥z − Sx (90b)
In particular, if C1, C2, CT1 , CT2 are linear codes in which each bit appears at least once as 0 and once as 1
in some non-zero word, then (
(C1 ⊗ FV22 )V1×V2 ,0E1×E2
)
⊂ S⊥x − Sz (91a)(
(FV12 ⊗ C2)V1×V2 ,0E1×E2
)
⊂ S⊥z − Sx (91b)
The proof of this fact is straightforward and can be found in [43].
8.3 The Hypergraph Product of a Connected Graph
Proposition 50. The hypergraph product of a connected graph
Let G = (V,E) denote a d-regular connected graph on n vertices. Let C = C(G) denote the repeti-
tion code on n bits defined by treating the edges of G as equality constraints. Let C×(G) denote the
hypergraph product of C ×TZ C. Then:
1. Denote |V | = n, |E| = m = dn/2, and so |V × V | = n2, |E × E| = d2n2/4, |V × E| =
|E × V | = dn2/2. The number of qubits is N = (1 + d2/4)n2 and the number of checks is dn2.
2. C× is a quantum code on the space of FV×V2 ⊕FE×E2 = FN2 , constrained by the d+ 2-local checks
from the columns of {Hx, Hz}.
3. The following set of vectors, indexed by v ∈ V, e ∈ E, generates Sz ,
sz(v, e) = H
T
z (v ⊗ e) = v ⊗ ∂T e+ ∂v ⊗ e (92)
Likewise Sx is generated by the vectors
sx(e, v) = H
T
x (e⊗ v) = ∂T e⊗ v + e⊗ ∂v. (93)
4. dim(S⊥x /Sz) = 1 + dim(CT )2. This follows from Proposition 14 in [43].
5. The distance of the code is given by the minimum of the distance of the code C and the transposed
code CT .
We can also specialize our characterization of logical operators from Fact 49 to the repetition
code with 2-bit check operators.
Proposition 51. Let C× = C × C = C×(G), where G is a connected graph, and C(G) is the repetition
code constrained by parity checks corresponding to the edges of G. There exists a spanning set Bz of S⊥x ,
and a spanning set Bx of S⊥z , as follows:
Bz := {bz1} ∪ {e⊗ c}e∈E,c∈CT ∪ Sz (94a)
Bx := {bx1} ∪ {c⊗ e}e∈E,c∈CT ∪ Sx (94b)
where CT = ker ∂T denotes the linear span of all indicator vectors of edges corresponding to cycles in
G.
Proof. This follows from [43] as follows. From the proof of Lemma 17 of [43] we have that bz1
and e⊗ c, for each c ∈ CT are in S⊥x − Sz . By Proposition 14 of [43] it follows that these words,
with Sz , span the entire S⊥x space. The argument for Bx is the same.
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8.3.1 Fractal Structure
Another important property of the hypergraph product of a connected graph, is that the hy-
pergraph product exhibits a fractal structure as follows:
Proposition 52. Let G = (V,E) be some graph, and let C×(G) denote the hypergraph product of
the repetition code induced by equality constraints of E, with itself. Let Vl ⊆ V,El ⊆ E denote
some subsets. Then there exists a graph G′ = (Vl, El ∩ Vl × Vl) such that C×(G′) is supported on
Vl × Vl ∪ El × El.
Proof. By definition, the checks of C× are the Cartesian product E × V for Sx and V ×E for Sz .
Define G′ = (V ′, E′) as in the statement of the proposition, i.e. with E′ the set of edges in El
that have both endpoints in Vl. Hence E′ ⊆ E, V ′ ⊆ V , and so in particular E′×V ′∪V ′×E′ ⊆
E × V ∪ V × E.
8.4 The Hypergraph Product of an Expander Graph
In this section, we consider the hypergraph product C×(G) = C(G) × C(G), where G is a d-
regular Ramanujan expander graph. We note that while the minimal distance of C is exactly n,
as it is the repetition code, the minimal distance of CT is much smaller, i.e. O(log(n)) - given by
the minimum length cycle in the expander graph. Hence
δmin(C×) = min{δmin(C), δmin(CT )} = min{O(n), O(log(n))} = O(log(n)).
8.4.1 Comparison to the Toric Code
One can first compare C×(G) to the Toric Code. The Toric Code can be seen as the hyper-
graph product of the repetition code, with equality constraints in a cycle, i.e. x1 = x2, x2 =
x3, . . . , xn = x1. (By contrast our code has equality constraints xi = xj for (i, j) running over
the set of edges in an expander graph.) It follows from the hypergraph product, that the dis-
tance of such a code is precisely n (out of n2 total qubits), which is larger than the O(logn) min-
imum distance of our code. However, the toric code also has low-error trivial states, since we
can delete an O(ε) fraction of constraints and leave it disconnected into blocks of 1/ε2 qubits.
8.4.2 Localized Minimal Distance
As stated above we have δmin(C×) = O(log(n)). However, not all logical qubits are equally
protected: we focus on the logical qubit with distance n, meaning that all elements of CZ1 and
CX1 have weight ≥ n. It turns out, that for this logical qubit, an even stronger property is true:
we will show that any element of CZ1 or CX1 must have weight Ω(n) in some row or column of
V ×V or E×E. In other words, the minimal distance of this logical qubit is manifested locally:
Lemma 53. Locally-manifested minimal distance
Let C×(V ′ × V ′ ∪E′ ×E′) = C(G′) denote the hypergraph product of a graph G′ = (V ′, E′), which is
a connected ε-residual graph of a Ramanujan graph of degree d. If d ≥ 14 and ε ≤ 16200d then
∀w ∈ CZ1
(
∃v ∈ V ′ |wV ′×v| ≥ 1
2
n′ or ∃e ∈ E′ |wE′×e| ≥ 3
8d
n′
)
. (95)
where n′ = |V ′|. Similarly,
∀w ∈ CX1
(
∃v ∈ V ′ |wv×V ′ | ≥ 1
2
n′ or ∃e ∈ E′ |we×E′ | ≥ 3
8d
n′
)
. (96)
35
Proof. Consider w ∈ CZ1 . The proof for CX1 is essentially the same so we omit it. Since C× =
C×(G′) for a connected graph G′ = (V ′, E′) then by Proposition 51, we can represent w as the
following sum:
w = bz1 + s+ c, b
z
1 = 1V ′×v1 , s ∈ Sz, c ∈ (0V ′×V ′ ,FE
′
2 ⊗ ker ∂T ), (97)
and we assume w.l.o.g. that c has minimal weight modulo Sz . By the hypergraph product we
can write s as
s =
∑
v∈V ′,e∈E′
αvesz(v, e) = (IV ′ ⊗ ∂T + ∂ ⊗ I ′E)α, (98)
for some α ∈ FV ′×E′2 . Let us focus initially on the V ′ × V ′ block:
wV ′×V ′ = 1V ′×v1 + (I ⊗ ∂T )α. (99)
Hence,
∀v ∈ V ′ wV ′×v = δv,v11V ′ +
⊕
e∈∂v
αV ′×e. (100)
Suppose that for all v ∈ V ′, this column has low weight, i.e.
|wV ′×v| < 1
2
n′, (101)
(Otherwise we are done.) For each edge e, we consider |αV ′×e| and define as follows:
e is light
|αV ′×e|
n′
<
1
2d
e is medium
1
2d
≤|αV ′×e|
n′
≤ 1− 1
2d
e is heavy 1− 1
2d
<
|αV ′×e|
n′
We claim that there exists at least one medium edge. Suppose, towards a contradiction, that all
edges are light or heavy. For each v, let ξ(v) denote the number of heavy edges incident upon
v.
We now focus on the second term in the RHS of (100). From the triangle inequality,{ ∣∣∑
e∈∂v αV ′×e
∣∣ > n′2 if ξ(v) odd∣∣∑
e∈∂v αV ′×e
∣∣ < n′2 if ξ(v) even (102)
Since by (101) the Hamming weight in each column is < n
′
2 we conclude that ξ(v1) is odd
and all other vertices have an even value of ξ(v). On the other hand, since each heavy edge is
incident upon two vertices we have that
∑
v∈V ′ ξ(v) is even. This is a contradiction, and so we
conclude that there exists at least one medium edge. Let e0 denote a medium edge.
∃e0 ∈ E′ n
′
2d
≤ |αV ′×e0 | ≤
(
1− 1
2d
)
n′. (103)
We turn now to the E′ × E′ block. By the hypergraph product and (98):
|sE′×e0 | = |∂αV ′×e0 |. (104)
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By minimality of c modulo Sz we claim that
|(s+ c)E′×e0 | ≥
1
4
|∂αV ′×e0 |, (105)
Suppose, towards contradiction, that cE′×e0 is |∂αV ′×e0 |/4-close to ∂αV ′×e0 , and let
α˜ :=
{
αV ′×e0 |αV ′×e0 | ≤ n′/2
1V ′ + αV ′×e0 o/w .
By (103) we have |α˜| ∈ [n′/2d, n′/2]. By Corollary 27 for d = 14, and ε ≤ 1/6200 we have:
∀x ∈ FV ′2 , 3100εn′ ≤ |x| ≤ n′/2, |∂x| ≥ 3 · x, (106)
Choosing ε ≤ 16200d (here ε = 10−9, d = 14 works) implies that Corollary 27 applies to α˜:
|∂α˜| ≥ 3 · |α˜| (107)
Consider now the following stabilizer word:
s =
∑
v,α˜(v)=1
sz(v, e0) ∈ Sz
We claim it reduces the weight of c, by contradiction to c’s minimality modulo Sz , as follows:
By the triangle inequality:∣∣∣∣∣∣c+
∑
v,α˜(v)=1
sz(v, e0)
∣∣∣∣∣∣ ≤ |c|+ 14 |∂α˜| − |∂α˜|+ 2|α˜| (108)
where the first three terms come from our assumption that cE′×e0 is |∂α˜|/4-close to ∂α˜, and the
last term from the fact that sz(v, e0)V ′×V ′ has weight exactly 2, By (107) we upper-bound the
above by:
|c| − 1
3
|∂α˜|+ 1
4
|∂α˜| < |c|. (109)
Hence (105) holds, and so:
|wE′×e0 | = |(s+ c)E′×e0 | ≥
1
4
|∂αV ′×e0 | ≥
3
4
|α˜|≥ 3
8d
n′. (110)
9 Explicit QNC1-Robust Local Hamiltonians
9.1 The construction
In this section, we show how to construct QNC1-robust local Hamiltonians based on CSS codes.
Let G be an explicit family of d-regular Ramanujan graphs, for d = q + 1, where q is prime,
following Fact 22. We define
C× = C(G). (111)
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9.2 NLETS Theorem Statement
Theorem 54. NLETS
Let C(N)× denote the hypergraph product above that is defined on a space of N = (1 + d2/4)n2 qubits.
The family of local Hamiltonian
{
H
(
C(N)×
)}
N
is NLETS for d = 14 and ε = 10−9.
(Our proof applies to any d ≥ 14 and sufficiently small ε > 0, which may depend on d.)
The proof has 3 steps.
1. In the first part of the proof we show that any quantum state |ψ〉 that is an ε-impostor of
H(C×) obeys, in fact, a more stringent constraint on a subsystem of the full Hilbert space,
which is the uniform low-weight error condition: there exists some large subset Vl ⊆ V
and large subset El ⊆ E such that for each v ∈ Vl at most an O(
√
ε) fraction of the qubits
V × v have errors, and the same holds for a large fraction of columns E × e, for e ∈ El.
A certain “fractal” property of the hypergraph product of the repetition code defined
by an expander graph, allows us to argue that inside C× there exists a complete smaller
product-hypergraph of a connected sub-graph (V ′, E′) induced by (Vl, El). Hence, we
can reduce the problem of an ε-impostor to the hypergraph product code of G to the
problem of an ε-impostor to the hypergraph product code of Gl, with the extra condition
of uniform low-weight error.
2. In the second part we show that this “uniform low-weight error condition” implies that
there exists a distance partition in either the X or Z basis.
3. In the third part, we finish the proof by using the distance partition above to argue that
the |ψ〉 has low vertex expansion in at least the X or Z basis.
Part 1: Uniform Low-weight Error on a Sub-code
Fix some integer N > 0. We think of N as being sufficiently large given any choice of the other
parameters. We denote C× = C(N)× for simplicity. We are given a quantum state ρ that is an
ε-impostor to H(C×). To establish the theorem we show that ρ is QNC1-hard.
The fact that ρ is an ε-impostor means that there exists a state σ with tr[Hσ] = 0 and a set
S ⊆ (V × V )∪ (E ×E) such that |S| ≥ N(1− ε) and ρS = σS . Here we use the convention that
ρS := trS¯ ρ.
Now define sets Vl ⊆ V,El ⊆ E by
Vl =
{
v : |V × v ∩ S| ≥ (1− d√ε)n ∧ |v × V ∩ S| ≥ (1− d√ε)n} (112)
El =
{
e : |E × e ∩ S| ≥ (1− d√ε)m ∧ |e× E ∩ S| ≥ (1− d√ε)m} (113)
By Markov’s inequality we can bound |Vl| ≥ (1− d
√
ε)n and |El| ≥ (1− d
√
ε)m.
Let G′ = (V ′, E′) denote the maximal connected residual graph of G (see Definition 24) in-
duced by the vertices Vl, and edges El. By Fact 25, (23) and the fact that d = 14, V ′, E′ satisfy
|V ′| ≥ (1 − 31d√ε)n and |E′| ≥ (1 − 62d√ε)m. Let S′ := (V ′ × V ′) ∪ (E′ × E′) be the corre-
sponding qubits.
By Proposition 52 the full hypergraph product C× contains all parity checks of the following
hypergraph product:
C(low)× = C(G′)×TZ C(G′). (114)
Now decompose the Hilbert spaceH of C× according to the uniform low-violation condition:
H = Hh ⊗Hl, where Hl := CS′2 (115)
38
In words, Hl is the support of C(low)× and contains only (though not all) qubits that belong to
columns/rows of V × V or E × E with individually low-weight error, andHh contains qubits
in high-error columns/rows over which we have no control.
When we restrict our attention to the qubits in S′, we find that ρS′ satisfies a stronger ver-
sion of the impostor condition forH(C(low)× ). Define ν := d
√
ε
1−62d√ε . Since S∩S′ contains a≥ 1−ν
fraction of the bits of each row and column of S′, then ρS′ agrees with some ground state of
H(C(low)× ) (namely σS′ ) for a ≥ 1− ν fraction of each row and column.
Part 2: Distance Partition on the Subcode
Let n′ = |V ′| and m′ = |E′|. Let Sx,low, Sz,low denote the set of generators of C(low)× , and let bx1,low
be the corresponding element of S⊥x,low − Sz,low, associated with the first column of the register
Hl: i.e. b1,low = 1V ′×v1 - namely - the word which is 1 in V ′ × v1 and zero otherwise, for some
arbitrary v1 ∈ V ′. Let Nlow denote the number of qubits in Clow× . Let ∂G′ : FV
′
2 7→ FE
′
2 denote
the vertex-edge incidence operator corresponding to the sub-graph G′ defined above.
Definition 55. Uniform low-weight errors
Define the sets of uniform low-weight errors in the X and Z bases to be the following subsets of FV ′2
Uz,ν := {t : |tE′×e| ≤ νm′ ∀e ∈ E′ ∧ |tV ′×v| ≤ νn′ ∀v ∈ V ′} (116a)
Ux,ν := {t : |te×E′ | ≤ νm′ ∀e ∈ E′ ∧ |tv×V ′ | ≤ νn′ ∀v ∈ V ′} (116b)
We can formalize the uniform low-weight error condition from Part 1 by observing that
x ∈ FN2 , supp(x) ⊆ S¯ ∩ S′ ⇒ x ∈ Uz,ν ∩ Ux,ν . (117)
Definition 56. Distance partition
We define Sz,ν0 , S
z,ν
1 as the strings obtained by adding uniform low weight error to a code state as follows.
For a = 0, 1 define
Sz,νa = C
Z
a + U
z,ν (118a)
Sx,νa = C
X
a + U
x,ν (118b)
Since CZ0,1 partitions S⊥x,low (and likewise for C
X
0,1) we have
S⊥x,low + U
z,ν = Sz,ν0 unionsq Sz,ν1 (119a)
S⊥z,low + U
x,ν = Sx,ν0 unionsq Sx,ν1 (119b)
Here CX,Z0,1 are defined as in (36) but with respect to the code Clow× .
We claim that these sets are far apart:
Fact 57. Uniform low-weight errors preserve the distance partition.
∆(Sz,ν0 , S
z,ν
1 ) = Ω(n), (120)
and the same holds for Sx,ν0 , S
x,ν
1 .
Proof. Let x0 ∈ Sz,ν0 , x1 ∈ Sz,ν1 . By the definition of Sz,ν0,1 there exist xˆ0 ∈ CZ0 , xˆ1 ∈ CZ1 such that
x0 − xˆ0, x1 − xˆ1 ∈ Uz,ν .
We note that xˆ0 ∈ CZ0 , xˆ1 ∈ CZ1 where C(G′) is the hypergraph product of G′ which is a
(maximal) connected residual graph (see Definition 24) of a d-regular Ramanujan graph. Thus,
we can invoke Lemma 53 which implies that either there exists v ∈ V ′ such that |(xˆ0)V ′×v +
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(xˆ1)V ′×v| ≥ n′2 or there exists some e ∈ E′ such that |(xˆ0)E′×e + (xˆ1)E′×e| ≥ 38dn′. The triangle
inequality then implies
|x0 + x1| ≥ min
{
1
2
n′ − νn′, 3
8d
n′ − νm′
}
= Ω(n), (121)
for any constant ν < 3/8dm′/n′ . This last bound is satisfied if we take ε ≤ 10−9.
Part 3: Quantum Circuit Lower-bound
Let pZ denote the distribution induced by measuring all Nlow qubits of ρS′ in the Z basis. If
we had measured σS′ instead then the measurement outcomes would have been entirely in
CZ0 ∪ CZ1 . From Part 1, we have that the outcomes from measuring ρS′ are the same on a
≥ 1 − ν fraction of the bits of each row and column. Therefore these outcomes differ by an
element of Uz,ν and we have:
supp(pZ) ⊆ Sz,ν0 ∪ Sz,ν1 . (122)
(We can define pX similarly and likewise observe that supp(pX) ⊆ Sx,ν0 ∪ Sx,ν1 .). Our goal is
now to show that either pZ or pX is QNC1-hard.
By Fact 57 we have:
∆(Sz,ν0 , S
z,ν
1 ) = Ω(n) (123)
In particular Sz,ν0 ∩ Sz,ν1 = ∅, where Sz,ν0 = CZ0 + Uz,ν , Sz,ν1 = CZ1 + Uz,ν , and the same holds
for Sx,ν0,1 . Hence, we can invoke Proposition 40 choosing the error sets as Ez = U
z,ν , Ex = U
x,ν .
This implies we have uncertainty in either theX or Z bases. Without loss of generality, assume
that we have uncertainty in the Z basis, i.e.:
pZ(S
z,ν
0 ) ≥ c0, pZ(Sz,ν1 ) ≥ c0. (124)
Now let p˜ be a distribution that approximates pZ :
‖p˜− pZ‖1 ≤ N−alow.
so that
p˜(Sz,ν0 ∪ Sz,ν1 ) ≥ 1−N−alow (125)
p˜(Sz,ν0 ) ≥ c0 −N−alow ≥ c0/2, (126)
p˜(Sz,ν1 ) ≥ c0 −N−alow ≥ c0/2. (127)
Eqs. (125), (126) and (123) imply together in particular that Sz,ν0 has a very low vertex ex-
pansion for some l = Ω(n):
p˜(∂l(S
z,ν
0 ))
p˜(Sz,ν0 )
≤ N−alow, (128)
Hence, the vertex expansion of the distribution p˜ is upper-bounded by:
h`(p˜) ≤ N−alow, for ` = Ω(n). (129)
We now invoke Theorem 42. By the theorem for any α ∈ [0, 1/2) there is some ` > 0 at most
` ≤ B · (BNlow)1/2−α/2, (130)
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for which h`(p˜) ≥ 12 (BNlow)−α. Since a > 0 is a constant independent of n then we can choose
a constant α > 0 so that
n−a/2 ≤ 1
2
(BNlow)
−α ≤ h`(p˜). (131)
Hence ` is upper-bounded by (130) but must surpass the distance partition of (123), i.e.:
Ω(n) ≤ ` ≤ B · (BNlow)1/2−α/2 = B1.5−α/2 ·O(n1−α) (132)
Therefore by (130), B1.5−α/2 ≥ nα. Hence any quantum circuit U of depth d for which |ψ〉 =
U |0⊗N 〉, has d = Ω(log(n)) = Ω(log(N)). Thus |ψ〉 is QNC1-hard.
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