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Abstract
When sequential design is used to approximate the re-
sponse of a high-fidelity simulator with a surrogate model,
the choice of new data points is crucial to obtain accurate
models with a limited number of evaluations. A successful
algorithm for sequential design (LOLA-Voronoi) approxi-
mates gradients to detect non-linear regions, and increases
the number of data points in these areas. A successor to this
algorithm has been introduced which is computationally
less complex, especially for high-dimensional problems.
1. Introduction
During product design, engineers rely heavily on high-
fidelity simulators to avoid countless prototypes of complex
systems. Using these simulators directly for design space
exploration, optimization or sensitivity analysis of the sys-
tem is often infeasible as each evaluation usually requires a
significant computational effort [2].
As a solution, generally a surrogate model (also knows as
metamodel or response surface model) is constructed from
a limited set of simulator evaluations. When this cheap-
to-evaluate mathematical expression has obtained sufficient
accuracy it can replace the simulator and applications rely-
ing on many evaluations can be performed efficiently.
2. Sequential design
The choice of data points for evaluation by the high-
fidelity simulator is crucial to obtain an accurate surro-
gate model. Instead of constructing a (space-filling) one-
shot design once, evaluating the points and constructing a
model, nowadays the points are usually chosen sequentially
to avoid under- or oversampling. Each iteration, all evalu-
ated data and intermediate models can be analysed to guide
the selection of new data points.
2.1. Existing hybrid strategy
A successful method for sequential design to obtain an
accurate surrogate model on the entire design space is the
LOLA-Voronoi algorithm [1]. This method is essentially a
methodology of two algorithms:
• Exploration algorithm (Voronoi) estimates the size of
the voronoi cell for each data point that has been evalu-
ated, each point is assigned a score proportional to the
relative size of the cell with respect to the other cells.
• Exploitation algorithm (LOLA) estimates a gradient
for each data point, based on a set of neighbouring
points selected according to their similarity to a cross-
polytope configuration. The response values of the
neighbouring points are predicted linearly using the
gradient, and compared to the actual response values.
The point is then assigned a score based on the error of
the gradient prediction.
The scores of both algorithms are added and all points are
ranked according to their score. The highest ranked cells are
then chosen for picking new samples according to the max-
imin criterion. Figure 1 shows how the algorithm is able to
adaptively focus on non-linear regions, without undersam-
pling the other parts of the design space.
2.2. High-dimensional design spaces
The most computational effort of the LOLA algorithm
is the selection of the neighbouring points according. This
part of the algorithm has a complexity of O(exp(2d)) which
makes it infeasible to use LOLA when the number of di-
mensions d increases.
Recently a new approach based on Fuzzy inference has
been introduced [4, 5]. This algorithm known as Fuzzy Lo-
cal Linear Approximation (FLOLA) is based on the con-
cept of LOLA but avoids the complex neighbourhood se-
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Figure 1. Sequential design generated by LOLA-Voronoi for the
MATLAB Peaks function. Starting from a 12 point initial latin
hypercube, samples were added one-at-a-time. The sample den-
sity in the central non-linear region is higher compared to the flat
surrounding.
lection. The properties of the cross-polytope (optimal co-
hesion and adhesion) are later on enforced by using fuzzy
logic to compute weights and estimate the gradient by solv-
ing a weighted-least squares problem. When the gradient
is obtained, a similar approach can be used to compute the
error in the point and combine it with the exploration algo-
rithm.
3. Numerical results
FLOLA-Voronoi was implemented in the SUMO Tool-
box [3], a state-of-the-art framework for surrogate model-
ing with sequential design. As experiment, a 4-dimensional
Levy test function was modeled with Least Squares SVM’s.
The initial design is a 200 point Latin Hypercube. Sequen-
tially, 25 points were added each iteration. This experi-
ment was performed ten times using LOLA-Voronoi and ten
times using FLOLA-Voronoi. The runtime of the LOLA,
FLOLA and Voronoi components were recorded each itera-
tion, and the average runtime is shown in Figure 2. Clearly,
FLOLA is a lot faster compared to LOLA. This effect has
proven to be even more significant in problems of higher
dimensionality. However, as illustrated in Figure 3, this re-
duction of computational effort does not affect the perfor-
mance of the algorithm.
4. Conclusion
An improvement to an existing algorithm for sequen-
tial design significantly reduces computational complexity
for high-dimensional problems. This alternative approach
does not affect the performance: the resulting choice of data
points is very similar resulting in comparable evolution of
model accuracy during experiments.
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Figure 2. Average runtime of FLOLA, LOLA and Voronoi each
iteration during the modeling process of a 4-dimensional problem.
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Figure 3. Evolution of the Root-Relative Square Error for the 4-
dimensional Levy experiment averaged over 10 runs for LOLA-
Voronoi and FLOLA-Voronoi. The errorbars indicate the 95%
confidence intervals.
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