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Abstract
We extend the hypocoercivity framework for piecewise-deterministic
Markov process (PDMP) Monte Carlo established in [1] to heavy-tailed
target distributions, which exhibit subgeometric rates of convergence to
equilibrium. We make use of weak Poincaré inequalities, as developed in
the work of [9], the ideas of which we adapt to the PDMPs of interest. On
the way we report largely potential-independent approaches to bounding
explicitly solutions of the Poisson equation of the Langevin diffusion and
its first and second derivatives, required here to control various terms
arising in the application of the hypocoercivity result.
1 Introduction
In this work, we study piecewise-deterministic Markov processes (PDMPs) which
are used in the context of Monte Carlo inference to draw samples from some
given target density π on Rd, for instance in Bayesian computation. Notable
examples of such processes are the Zig-zag process of [3] and the Bouncy Par-
ticle Sampler of [6]. PDMPs have gained attention within the field of Markov
chain Monte Carlo (MCMC) because such methods depart significantly from
traditional reversible MCMC approaches based on Metropolis–Hastings. These





exploration within the state space, rather than the diffusive exploration charac-
teristic of reversible schemes.
However, this nonreversiblility also introduces mathematical difficulties when
analysing the theoretical properties of the resulting algorithms, such as rates of
convergence. Traditional methods based on spectral theory for self-adjoint oper-
ators in Hilbert spaces can no longer be applied, and furthermore the underlying
operators which define the process tend to be non-coercive: the symmetric com-
ponent of the operator has a nontrivial kernel. This implies that one cannot
expect straightforward geometric convergence of the semigroup (Pt), in the sense
that there exists some ρ > 0, such that for appropriate functions f ,
‖Ptf‖ ≤ C‖f‖ξ(t), ∀t ≥ 0, (1)
for some C ≤ 1, ξ(t) = exp(−ρt) for t ≥ 0 and an appropriate norm ‖ · ‖. In
order to understand degenerate dynamics, the hypocoercivity framework has
been developed, following the approach of [7].
This framework was first applied to PDMPs in [1], where exponential conver-
gence of the semigroups was proven as in (1) when the target density π satisfies




for suitably differentiable functions f ∈ L2(π), with
∫
f dπ = 0, where ‖ · ‖2 is
the norm in L2(π). The authors were able to conclude that (1) holds for such
targets, with an exponential rate function ξ, and for some constant C > 1.
The goal of this work is to extend the hypocoercivity results of [1] to targets
π which do not possess a Poincaré inequality (2), but instead possess a weak
Poincaré inequality of the form
‖f‖22 ≤ α(r)‖∇f‖
2
2 + rΨ(f), ∀r > 0,
where α : (0,∞) → [1,∞) is a decreasing function, typically divergent as r ↓ 0,
and Ψ is an appropriate functional. This encompasses target distributions which
possess subgeometric tail decay, and are typically referred to as ‘heavy-tailed’.
To do this, we will utilize the approach of [9], where such inequalities were
studied for degenerate diffusions. Our main abstract result will be a convergence
result of the form (1) where the rate function ξ is in fact subgeometric.
As a concrete application, our bounds on the semigroup of the form (1) will
allow us to check conditions which ensure that a central limit theorem holds for
(appropriately scaled) ergodic averages of the process.
1.1 Contribution
In this subsection, we carefully describe our contributions in relation to the
literature, particularly references [1, 9] and [8]. Readers interested in our actual
results are encouraged to move on to the following subsection where we define
our notation, or to Section 2 for our assumptions, Section 3 for our abstract
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result, Section 4 for our result for PDMPs, or to Section 5 for our illustrative
examples.
In the present manuscript, we work in and extend the general framework
laid out in [1] for PDMPs. The analysis carried out in [1] crucially relied on
the existence of a (strong) Poincaré inequality (2), which enabled the authors
to establish geometric convergence of the semigroup (1). These results rely
themselves on the framework proposed by [7] for which the first rigorous proof
was established in [8] and whose results were adapted to take into account
technical specificities of PDMPs in [1]. Our work aims to combine the framework
recently proposed in [9] to tackle scenarios where application of the ideas of [7, 8]
is sought, but only a weak form of the Poincaré inequality is satisfied, and [1]
which takes into account PDMP idiosyncrasies.
More specifically, while our abstract assumptions and the resulting theorem
and its proof (see Sections 2, 3) may superficially appear very similar to those of
[9], we were not able to straightforwardly apply their results and have adapted
them following [1]. This disparity fundamentally arises from the differences in
the how the corresponding processes arise. For PDMPs, as in the present work
and in [1], the initial point of departure is an explicit construction of the process,
in terms of the deterministic dynamics and the switching mechanism, driven by
an inhomogeneous Poisson process. The infinitesimal generator is a by-product,
and its closure not sufficiently tractable to work with. On the other hand,
for diffusion processes as in [9], one can begin with an appropriate differential
operator, the putative infinitesimal generator, take the closure, and then via
the standard operator-theoretic machinery define the ensuing semigroup and
stochastic process. The key technical differences arise on the level of checking
the closure of certain operators and we comment on this point in relevant places
in the text.
In relation to the actual results of [9], by specialising to our particular PDMP
setting we are also able to obtain slightly better constants in the decay of the
semigroup. In relation to [1], by leveraging the powerful results of [10], we es-
tablish (quasi) potential-independent approaches to bounding the difficult cross
terms arising in the application of the hypocoercivity result, which depend on
smoothness estimates of the solution of the Poisson equation for the Langevin
diffusion process.
The recent work [11] also studies geometric convergence of PDMP semi-
groups. Their work also crucially relies on a (strong) Poincaré inequality, and
their Assumption 3 typically holds when the potential U(x) = − log π(x) grows
at a superlinear rate in |x|. Thus the framework of [11] cannot currently be
applied to heavy-tailed targets.
1.2 Notation
• |·| denotes the Euclidean norm on Rd and for v, w ∈ Rd, 〈v, w〉 = v⊤w is
the associated inner product where v⊤ is the transpose of v.
• Id denotes the d× d identity matrix.
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• For a vector w ∈ Rd we will write wi, i = 1, . . . , d, for its coordinates with
respect to the standard basis.
• For R > 0, BR := {x ∈ Rd : |x| ≤ R}.
• For any s ∈ R, (s)+ := max{s, 0} denotes the positive part.
• For A a set, IA is the associated indicator or characteristic function.
• For a smooth manifold M and k ∈ N ∪ {∞}, Ck(M,Rm) denotes the set
of k-times continuously differentiable functions f : M → Rm. Ck(M) de-
notes Ck(M,R). Ckb (M) denotes functions in C
k(M) which are in addition
bounded and have bounded derivatives up to order k. A subscript Ckc (M)
denotes functions in Ck(M) which are compactly supported.
• For α ∈ (0, 1), Ck+α(M,Rm) denotes the set of k-times continuously dif-
ferentiable functions with locally α-Hölder continuous k-th derivative.
• For f ∈ Ck(M), i ∈ {1, 2, . . . , d}, x 7→ ∂if(x) denotes the partial derivative
of f with respect to the ith coordinate, for k ≥ 1, and analogously for
i, j ∈ {1, 2, . . . , d}, ∂i,jf denotes ∂i∂jf , for k ≥ 2.
• For a function f ∈ C2(X), ∇2f denotes the Hessian matrix of second-
order partial derivatives. For f ∈ C2(X), ∆xf :=
∑d
i=1 ∂i,if denotes the
Laplacian.
• For f = (f1, . . . fm) ∈ Ck(M,Rm), ∇xf is the gradient of f , defined at
any x ∈ M by ∇xf(x) = (∂jfi(x))i∈{1,...,m},j∈{1,...,d} ∈ Rd×m.
• For any measurable space (M,F) with probability measurem, we let L2(m)
be the Hilbert space of real measurable functions f with
∫
M
|f |2dm < ∞,
with inner product 〈f, g〉2 =
∫
M
fg dm and corresponding norm ‖ · ‖2.
When there is ambiguity we may also write 〈f, g〉L2(m), ‖·‖L2(m) or 〈f, g〉m,








F,G : M → Rd.
• Id : L2(m) → L2(m) denotes the identity mapping, f 7→ f .
• We let H1(M,Rm,m) = {g ∈ C1(M,Rm)∩L2(m): ‖∇xg‖2 < ∞}, H1(M) :=
H1(M,R,m) and H2(M) := {g ∈ H1(M) ∩ C2(M) : ‖∇2xg‖2 < ∞}. Note
that we use the notation normally associated with Sobolev spaces, but our
derivatives are not weak derivatives.
• For a measurable function f : M → R, let ‖f‖osc := essm sup f−essm inf f .
• Let L2m(M;R
d) be the space of functions f : M → Rd with ‖h‖2L2m(M;Rd) <






• L∞(m) will denote the Banach space of (equivalence classes of) measurable
functions f : M → R with essm sup |f | < ∞.
• For an unbounded operator (A,D(A)), we let Ran(A) := {Af : f ∈ D(A)}
and Ker(A) := {f ∈ D(A) : Af = 0}. If A is closable, we let Ā denote its
closure.
1.3 PDMP notation
We summarize here our PDMP notation; for the underlying assumptions, see
Section 2. Given potential U : X → R, we will denote the target distribution of
interest by π = e−U/
∫
X
e−U(y)dy on X = Rd equipped with its Borel σ-algebra.
V ⊂ Rd is a closed subset and we have a probability measure ν defined on
V equipped with its Borel σ-algebra V . Then set E = X × V and define the
augmented probability measure µ = π ⊗ ν. We will be working with PDMPs
whose generators are of the form, for f ∈ C2b(E), (x, v) ∈ E,




λk(x, v)[(Bk − Id)f ](x, v) +m1/22 λrefRvf(x, v).
(3)
Here Rv is the refreshment operator, given for any f ∈ L2(µ), by




For a sequence of continuous vector fields Fk : X → Rd, k ∈ {1, 2, . . . ,K}, such
that ∇xU =
∑K
k=1 Fk, we now define the corresponding bounce operators Bk.
For each k ∈ {1, 2, . . . ,K}, x ∈ X set
nk(x) =
{
Fk(x)/|Fk(x)| |Fk(x)| 6= 0,
0 else,
(4)
then set for any f : E → R, (x, v) ∈ E,
Bkf(x, v) = f
(
x, v − 2(v⊤nk(x))nk(x)
)
.
The intensity λk(x, v) has an explicit form, depending on the dynamics, which
ensures invariance of µ. In particular, we require that λk(x, v) − λk(x,−v) =
v⊤Fk(x), which is a necessary condition for µ to be an invariant measure (see





assumed to be finite.
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Remark 1. The PDMPs considered in [1] are slightly more general as they
include the possibility of non-linear drift, that is the first order derivative term
v⊤∇xf(x, v) − F0(x)⊤∇vf(x, v),
This includes important examples such as randomized HMC [5] and the Boomerang
Sampler [4]; to simplify the expressions we have not included this term but the
results hold in this more general setting also. More complex refreshment oper-
ators can also be considered; see [1].
2 PDMP assumptions
In what follows, ‘Conditions’ will refer to the conditions needed for the abstract
hypocoercivity result to hold; these are inspired by [9]. ‘Assumptions’ will refer
to the assumptions made on our PDMP process, which we will show imply that
the Conditions hold. We first give a basic condition, following [1].
Condition 1. We have:
(a) The operator (L,D(L)) is closed in L2(µ) and generates a strongly con-
tinuous contraction semigroup (Pt)t≥0 on L
2(µ).
(b) µ is a stationary measure for (Pt)t≥0.
(c) There exists a core C for L such that C is dense in L2(µ) and C ⊂ D(L) ∩
D(L∗), where (L∗,D(L∗)) is the adjoint of L on L2(µ).
We now give the assumptions on the potential U .
Assumption 1. The potential U is such that,
(a) U ∈ C2+α(X) for some α ∈ (0, 1);
(b) there exists a constant cU ≥ 0 such that for each x ∈ X, ∇2xU(x)  −cU Id
in the sense of definiteness of matrices;
(c) either of the following holds:
(i) ∇xU is bounded,
(ii) ‖∇xU‖π < ∞ and for some CU > 0 and ω ≥ 0,
∆xU(x) ≤ CUd1+ω + |∇xU(x)|2/2 for all x ∈ X. (5)
We remark that this is where our present work diverges substantially from [1].
Since we are interested in studying subgeometric rates of convergence, we do
not assume a Poincaré inequality here as in [1]: instead, we will later assume a
weak Poincaré inequality.
Example 1. We shall consider two different heavy-tailed distributions:
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, for some p > 0, in this case
π(dx) =
Zd,p
(1 + |x|)d+p dx
for some normalising constant Zd,p;
(b) Set U(x) = σ|x|δ, some σ > 0 and 0 < δ < 1, then
π(dx) = Zσ,δe
−σ|x|δdx
for some nomalising constant Zσ,δ.
In both of these cases Assumption 1 holds since ∇xU and ∇2xU are both
bounded. Both of these examples have subexponential decay but satisfy a weak
Poincaré inequality as we show in Example 4 using the results of [14]. We
assume the following assumptions on the vector fields, as in [1].
Assumption 2. The family of vector fields {Fk : X → Rd; k ∈ {0, 1, , . . . ,K}}
satisfies:
(a) for k ∈ {0, 1, . . . ,K}, Fk ∈ C2(X,Rd);
(b) for all x ∈ X, ∇xU(x) =
∑K
k=1 Fk(x);
(c) for all k ∈ {0, 1, . . . ,K}, there exists ak ≥ 0 such that for all x ∈ X,
|Fk(x)| ≤ ak{1 + |∇xU(x)|}.






(x, v) ∈ E and k = 1, 2, . . . ,K.
Example 2. Many standard PDMP algorithms satisfy these assumptions:
(a) Let K = d and for k ∈ {1, . . . , d} , x ∈ X, Fk(x) = ∂kU(x)ek, where ek is
the canonical basis, then we have the Zig-Zag process [3].
(b) The choice K = 1 and F1 = ∇xU gives the Bouncy Particle Sampler [6].
Now we give assumptions on V and ν:
Assumption 4. We assume the following.
(a) V is stable under bounces, i.e. for all (x, v) ∈ E and k ∈ {1, . . . ,K},
v − 2(v⊤nk(x))nk(x) ∈ V, where nk(x) is defined by (4);
(b) For any A ⊆ V Borel measurable, x ∈ X, we have ν((Id−2nk(x)nk(x)⊤)A) =
ν(A), for any k ∈ {1, . . . ,K}.
(c) For any bounded and measurable function g : R2 → R, i, j ∈ {1, . . . , d}
such that i 6= j,
∫
V











v41 dν(v) < ∞,
and for any i, j, k, l ∈ {1, 2, . . . , d} such that
∫
V
vivjvkvl dν(v) = 0 when-
ever card({i, j, k, l}) > 2.
(e) Assume that m2 ≥ 1.
The last condition is purely technical and allows for simpler expressions in The-
orem 1.
We note that this assumption precludes the use of heavy-tailed distributions
for the velocity component v. By the discussion after [1, H4] if ν is rotation
invariant then Assumption 4-(a)-(b)-(c) are satisfied. Assumption 4-(b) above
implies also that





2 dν(v) < ∞.
Assumption 5. The refreshment mechanism is given by
Rv = Πv − Id.
Assumption 6. The refreshment rate λref : X → R is bounded from below and
above as follows: there exist λ > 0, cλ ≥ 0 such that for each x ∈ X,
0 < λ ≤ λref(x) ≤ λ(1 + cλ|∇xU(x)|).
3 Abstract result
We will decompose our operator L into symmetric and antisymmetric parts,
L = S + T on C, as in Condition 1, where
S := (L+ L∗)/2, T := (L − L∗)/2, D(S) = D(T ) = C. (6)
We remark that while our upcoming abstract result, Theorem 1, closely resem-
bles Theorem 2.1 of [9], our definitions of the abstract operators S, T are given
by (6) above, which follows the approach of [1] instead. In our PDMP setting we
require this approach in order to explicitly identify the operators S, T in Section
4 and define intermediate quantities and their properties below. By contrast,
in the diffusion setting of [9], the authors are able to employ It“o’s Formula to
identify their corresponding symmetric and antisymmetric operators. Thus we
cannot simply use the approach and Theorem 2.1 of [9] directly, but we combine
the two approaches of [1, 9].
Condition 2. ΠvC ⊂ C.
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. This allows us to define, by [12, Theorem 5.1.9],
A :=
(
m2Id + (T Πv)∗(T Πv)
)−1





As detailed in [1, Lemma 3] A is closable with bounded closure (on L2(µ)),
and we denote its closure by A hereafter. This is different from [8, 9] where
instead it is assumed that T is closed, or closable, leading to a definition of
A either involving T Πv, or T̄ Πv, and for which we could not establish key
intermediate results, given the level of current understanding of PDMPs of the
type considered in this manuscript.
Condition 3. We have:
(a) Ran(Πv) ⊂ Ker(S∗).
(b) For any f ∈ C, ΠvT Πvf = 0.
Condition 4. There exists some R0 ≥ 1 such that for any f ∈ C,
∣
∣〈ĀT (Id−Πv)f, f〉2 + 〈ĀSf, f〉2
∣
∣ ≤ R0‖(Id−Πv)f‖2‖Πvf‖2.
We state the assumptions on the functional Ψ which will appear in our weak
Poincaré inequalities.
Condition 5. We have a functional Ψ : L2(µ) → [0,∞] such that the set
{f ∈ L2(µ) : Ψ(f) < ∞} is dense in L2(µ). For any f ∈ D(L) there exists a
sequence {fn}∞n=1 ⊂ C such that fn → f in L2(µ) and
lim sup
n→∞
〈−Lfn, fn〉2 ≤ 〈−Lf, f〉2, lim sup
n→∞
Ψ(fn) ≤ Ψ(f). (7)
Further, setting G := (T Πv)∗T Πv with D(G) = {f ∈ D(T Πv) : T Πvf ∈
D((T Πv)∗)}, we also assume that Ψ satisfies for each f ∈ L2(µ) and t ≥ 0,
Ψ(Ptf) ≤ Ψ(f),Ψ(e−tGf) ≤ Ψ(f) and Ψ(Πvf) ≤ Ψ(f). (8)
We now state the required weak Poincaré inequalities.
Condition 6. Assume we have the following weak Poincaré inequalities: for
some decreasing functions α1, α2 : (0,∞) → [1,∞),
‖Πvf − µ(f)‖22 ≤ α1(r)‖T Πvf‖
2
2 + rΨ(Πvf), ∀f ∈ D(T Πv), r > 0, (9)
‖(Id− Πv)f‖22 ≤ α2(r)〈−Sf, f〉2 + rΨ(f), ∀f ∈ C, r > 0. (10)
The following abstract result is inspired by Theorem 2.1 of [9] and Theorem
4 of [1].
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Theorem 1. Assume Conditions 1, 2, 3, 4, 5, 6. Then there exist constants
c1, c2 > 0 such that




, ∀t ≥ 0, f ∈ D(L), (11)
for
ξ(t) := c1 inf
{










Expressions for c1 and c2 are given in (21).
Corollary 1. Assume the same conditions as Theorem 1, except that (10) is
replaced by a strong Poincaré inequality,
‖(Id−Πv)f‖22 ≤ CP〈−Sf, f〉2, ∀f ∈ C, (13)
and assume furthermore that for each f ∈ L2(µ) with Ψ(f) < ∞, we can find a
sequence (fn) ⊂ D(L) with
fn → f in L2(µ), lim sup
n→∞
Ψ(fn) ≤ Ψ(f). (14)
Then we have that (11) holds, additionally, for any f ∈ L2(µ), with
ξ(t) := c1 inf
{
r > 0 : c′2t ≥ α1(r)2 log 1/r
}
,
for some c1, c
′
2 > 0.
As we shall see in Example 3, our application of Theorem 1 to PDMPs, given
in Theorem 2, greatly broadens the class of PDMP Monte Carlo processes for
which a central limit theorem holds. The following corollary will be applied to




t−3/2ξ1/2(t) dt < ∞,
then for any f ∈ L2(µ) such that µ(f) = 0 and Ψ(f) < ∞, the finite-dimensional





converges as N → ∞ to those of a standard one-dimensional Brownian motion,
where σ > 0 is an appropriately chosen constant defined in [15, Theorem MW].
Proof of Corollary 1. Fix some f ∈ L2(µ). If Ψ(f) = ∞ then (11) vacuously
holds. So assume Ψ(f) < ∞, and choose a sequence (fn) ⊂ D(L) satisfying
(14). We can apply (11) to each fn, and by taking the lim sup we conclude the
inequality (11) is valid for f also. The alternative expression for ξ is immediate
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from the expression (12) since in this case, α2 can be uniformly bounded from





Proof of Corollary 2. This is a direct application of [15, Theorem MW] which
holds whenever, with f ∈ L2(µ) such that
∫
f dµ = 0 and vt :=
∫ t
0 Psf ds for
each t > 0,
∫ ∞
0
t−3/2‖vt‖2 dt < ∞. (15)
Remark 2. The proof of Theorem 1 follows the proof of Theorem 2.1 of [9],
however there are two important differences. Firstly for PDMPs we can only
know the form of the operator L on a core C, therefore greater care is required
to ensure that the conditions hold. Secondly for the case of PDMP (10) can be
replaced with the stronger assumption which is that the operator S is coercive
on the image of (Id − Πv), see Corollary 1. Therefore we include the details
of the proof of Theorem 1, so it is straightforward to see how the constants
simplify in Corollary 1.
Before we prove Theorem 1 we need the following two lemmas. The following
is taken from [9, Lemma 2.3]:
Lemma 1 ([9, Lemma 2.3]). Let (A,D(A)) be a densely defined closed lin-
ear operator on a separable Hilbert space (H, 〈·, ·〉, ‖·‖). Let (Tt)t≥0 be the C0-
contraction semigroup generated by the self-adjoint operator −A∗A with domain
D(A∗A) := {f ∈ D(A) : Af ∈ D(A∗)}. If the weak Poincaré inequality
‖f‖2 ≤ α(r)‖Af‖2 + rΨ(f), r > 0, f ∈ D(A) (16)
holds for some decreasing α : (0,∞) → (0,∞), where Ψ : H → [0,∞] satisfies
Ψ(Ttf) ≤ Ψ(f), t ≥ 0, f ∈ D(A).
Then, for any m2 > 0,
‖f‖2 ≤ (m2 + α(r))〈(m2Id +A∗A)−1A∗Af, f〉+ rΨ(f), r > 0, f ∈ D(A).
The following is a consequence of Lemma 1.
Lemma 2. Assume Conditions 1, 2, 3, 4, 5 6, then for any f ∈ C








Proof. We apply Lemma 1 with H := L20(π) =
{





((T Πv)∗T Πv)1/2|H,D(T Πv)
)
. The existence of A follows from:







, (b) (T Πv)∗T Πv is well defined and self-adjoint by
[12, Theorem 5.1.9] and (c) (A,D(A)) exists as defined and is self-adjoint and
positive [13, Theorem VIII.32]. Note that (16) holds by (9) and the fact that










ĀT Πvf = −
(
m2Id + (T Πv)∗(T Πv)
)−1















. This together with Condition 5 allows us to apply Lemma
1 to conclude that




f, f〉2 + rΨ(f), ∀r > 0, f ∈ D(T Πv).
Rearranging, setting f = Πvg for g ∈ C ⊂ D(T Πv) and using Condition 5 we
obtain







We now establish the following result which is based on [1, Lemma 5]. To
prove the above theorem we need to define the closure Ā of A which is defined
on the whole space L2(µ), this is possible since A is a bounded operator see [1,
Lemma 3]. Define for any g ∈ D(L)
F1(g) = 〈Lg, g〉2, F2(g) = 〈Lg, Āg〉2, ,F3(g) = 〈ĀLg, g〉2.
Lemma 3. Assume that Conditions 1, 2, 3, 4, 5, 6 hold. Then for any g ∈ D(L)
















Proof. Note that the proof of the inequality for F2 in [1, Lemma 5] does not
rely upon the Poincaré inequality so we may use the same proof to obtain for
all g ∈ D(L),
F2(g) ≤ ‖(Id−Πv)g‖22.
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Fix g ∈ C and using that T is antisymmetric we have that 〈Lg, g〉2 = 〈Sg, g〉2








To extend this to D(L) fix f ∈ D(L) and let {fn}n ⊆ C be as in Condition 5,
then we have






















Now consider F3, for any g ∈ C ⊆ D(L) ∩D(L∗) ∩D(T Πv) we have by Condi-
tion 4,
F3(g) = 〈ĀT Πvg, g〉2 + 〈ĀT (Id−Πv)g, g〉2 + 〈ĀSg, g〉2
≤ 〈Πvg,ΠvT ∗A∗g〉2 +R0‖(Id−Πv)g‖2‖Πvg‖2.
This inequality can be extended to g ∈ D(L) since C is dense in D(L) and ĀT Πv
is bounded, and Πv and Id−Πv are bounded. From Lemma 2, we have







for g ∈ C ⊆ D(T Πv). Note that (18) can be extended to f ∈ D(L): fix f ∈ D(L)
and let {fn}n ⊆ C be as in Condition 5. Then (18) holds for each fn and can be
extended to f , since ĀT Πv is bounded and by (7). Finally therefore, putting








Proof of Theorem 1. We combine approach of [1, Theorem 4] with that of [9,
Theorem 2.1]. Without loss of generality we may assume µ(f) = 0. Let us define




‖g‖22 + ǫ〈g, Āg〉.
As in [1], we have the equivalence, for any 0 < ǫ < (m2/2)
1/2 and g ∈ L2(µ),
1− (m2/2)−1/2ǫ
2






For f ∈ L2(µ) let us write for convenience, ft := Ptf for each t ≥ 0. Then from
the Dynkin formula we know that ft ∈ D(L) and dft/dt = Lft for each t > 0.
Then, we can use Lemma 3 to obtain
− d
dt




















We now follow the calculations in the proof of [9, Theorem 2.1]. Our approach
is very similar, however we obtain slightly better bounds (from our Lemma 3)
which lead to slightly better constants in the end; hence we include a full proof.























































































































Now we choose r1 = r, r2 = r/α1(r1)
2, and then using that m2 ≥ 1 (Assump-
tion 4) and (19),


























Thus we can conclude that (11) holds with ξ as in (12) for some c1, c2 > 0.
4 Application to PDMPs
In this case the operator L acts on smooth functions in C = C2b(E) as follows,




λk(x, v)(Bk − Id)f(x, v) +m1/22 λref(x)Rvf(x, v).
(22)






λek(x, v)(Bk − Id)f(x, v) +m
1/2
2 λref(x)Rvf(x, v),




v⊤Fk(Bk − Id)f(x, v).
Where, λek(x, v) := λk(x, v) + λk(x,−v), for k ∈ {1, . . . ,K} and (x, v) ∈ E. Re-
call that G := (T Πv)∗T Πv with D(G) = {f ∈ D(T Πv) : T Πvf ∈ D((T Πv)∗)}.
15
By [2, Lemma 9(b)], we have that C2b(E) ⊂ D(G) and for any f ∈ C2b(E),
Gf = m2∇∗x∇xΠvf , here ∇∗ is the adjoint of ∇ as an operator from D(∇) ⊆
L2(π) → L2π(X;Rd). We take Ψ = ‖ · ‖2osc. Our goal in the section is the follow-
ing theorem, which will follow from Corollary 1 once we have checked that the
abstract conditions hold.
Theorem 2. Assume that our basic Condition 1 and our PDMP Assumptions







, ∀t ≥ 0, f ∈ L2(µ),
where
ξ(t) := c1 inf
{
r > 0 : c2t ≥ α1(r)2 log 1/r
}
,
for a decreasing function α1 : (0,∞) → [1,∞) and some constants c1, c2 > 0.








Example 3 (Central limit theorems.). From our results in Example 5, we can
apply Corollary 2 to our running examples to see that a central limit theorem
holds for f ∈ L2(µ) such that ‖f‖osc < ∞,




whenever p is large enough so that
τ < 1/2, where τ is defined later in (24),
(b) for U(x) = σ|x|δ for any σ > 0, 0 < δ < 1.
4.1 Checking Condition 1
In [1] it is argued that the BPS and the ZZ are both well-defined Markov pro-
cesses satisfying Condition 1 with C = C2b(E) as a core (see their remarks after
their Corollary 2). Their arguments are potential-independent and hence carry
over to our present setting.
4.2 Checking Condition 2 and 3
Condition 2 follows from Lemma 9 of [1]. Condition 3-(a) is immediate from
the definition of S. Finally, Condition 3-(b) follows from Lemma 9 of [1].
4.3 Checking Condition 6: weak Poincaré inequalities
To establish weak Poincaré inequalities, our starting point is [14], as in [9]. [14,
Theorem 3.1] and the subsequent remark allow us to deduce that there exists
decreasing functions α1, α2 : (0,∞) → [1,∞) such that the weak Poincaré
inequalities hold
π(f2)− π(f)2 ≤ α1(r)π(|∇xf |2) + r‖f‖2osc, ∀f ∈ C1b(X), r > 0. (23)
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We need to show conditions (9) and (13) hold. First by [1, Lemma 9 (b)] we
have for any f ∈ C,
(T Πv)∗(T Πv)f = m2∇∗x∇xΠvf.
Multiplying by Πvf and integrating we obtain
‖(T Πv)f‖22 = m2‖∇Πvf‖22.
Therefore substituting the above expression into (23) we have
‖Πvf − µ(f)‖22 ≤
α1(r)
m2
‖T Πvf‖22 + r‖f‖2osc, ∀f ∈ C1b(E), r > 0.
Thus we have (9). Note that (13) follows immediately from [1, Proposition














where Rr := inf{s > 0 : π(Bcs) ≤ r/(1 + r)}, δR(U) = sup{x,y∈BR} U(x) − U(y)
and BR = {x ∈ Rd : |x| ≤ R}. We shall exhibit α for the two cases considered
in Example 1




, for some p > 0 then by [14, Example
1.4(a)] we have that (23) holds with







4p+ 4 + 2d
[p2 − 4− 2d− 2p]+
}
, (24)
where c is a universal constant independent of dimension and r. Note
that [14, Example 1.4(a)] considers a slightly different function, V (x) =
(d + p) log (1 + |x|). However, the difference between these functions is
bounded so if (23) holds for V , then it also holds for U .
(b) If U(x) = σ|x|δ then by [14, Example 1.4 (c)] we have that (23) holds with
α1(r) = c
[
1 + log(1 + r−1)
]4(1−δ)/δ
. (25)
We detail convergence rates these potentials lead to in Section 5.
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4.4 Checking Condition 4: finding R0
The most difficult part of the proof is checking Condition 4 which will control
the remainder terms. For light-tailed targets in [1] this is done by showing that
solutions of the Poisson equation
m2(Id +∇∗x∇x)uf = Πvf, (26)
have polynomially growing derivatives. This implies in their setting that they
are π-integrable, however for heavy-tailed measures π this is not sufficient. By
using Schauder estimates we know that the solution uf of the Poisson equation
is twice differentiable, however we do not know in general that the derivatives
are π-integrable. By multiplying the solution by smooth cut-off functions it is
shown in [10] that under Assumption 1 the first and second derivatives are in




since ∇x is a densely-defined closed operator on L2(π), [1, Proposition 26] shows
that (Id+∇∗x∇x)−1 is a positive self-adjoint bounded operator on L2(π), which
furthermore is a bijection between L2(π) and D(∇∗x∇x). In our case, we will
utilize the powerful abstract result of [10].
We also remark here that our subsequent argument patches a minor omission
in [9], in their proof of (H3) for degenerate diffusions. In [9], the authors refer-
ence [7] and [8, Section 5.1] for elliptic a priori estimates. However, the cited
references assume the existence of a strong Poincaré inequality, which precisely
falls outside the scope of the processes under consideration.
Lemma 4. Under our Assumption 1 for any f ∈ C2b(E),
(a) the solution uf of the Poisson equation (26) is uniquely defined and uf ∈
C3(X);
(b) there exist some κ1, κ2 > 0 such that:
max {‖uf‖2, ‖∇xuf‖2} ≤ m−12 ‖Πvf‖2, (27)
‖∇2xuf‖2 ≤ m−12 κ1‖Πvf‖2, (28)




2(2 + cU ),
and if |∇xU | is bounded then we may take κ2 = supx∈X|∇xU(x)|, other-
wise κ2 =
√
4(4κ1 + CUd1+ω), where ω, cU and CU are as in Assump-
tion 1.
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Proof. Note by rescaling f we may takem2 = 1. The fact that uf ∈ L2(π) follows
from the fact that (Id + ∇∗x∇x)−1 is a positive self-adjoint bounded operator
on L2(π), as detailed in [1, Proposition 26]. We now make use of [10, Theorem
3.3]. Since we are dealing with a simplified version of the Poisson equation (26),
the Hypotheses 2.1(i)-(iii) of [10] are trivially satisfied. Hypothesis 2.1(iv) of
[10] is equivalent in our setting to Assumption 1-(b). Hence we have satisfied
the hypotheses of [10, Theorem 3.3]. The bounds (27) then follow immediately
from [10, Theorem 3.3]. The finiteness and upper bound of ‖∇2xuf‖2 follows
from revisiting the proof of [10, Theorem 3.3], see Appendix A.2. If there exists
κ2 such that ‖∇xU‖∞ ≤ κ2 then (29) follows from (27). Now consider the case
where (5) holds.
In the following, for functions Rd → Rd, we will use the bare notation ‖ · ‖
to denote the norm ‖ · ‖L2π(Rd;Rd). Following the proof of [1, Lemma 34] we have
for any ϕ ∈ C∞c (X) and ε > 0 that
‖ϕ∇xU‖2−〈ϕ2,∆xU〉2 ≤ ε−1‖∇xϕ‖2 + ε‖ϕ∇xU‖2.
Now using (5) we obtain
1
2
‖ϕ∇xU‖2−CUd1+ω‖ϕ‖22 ≤ ε−1‖∇xϕ‖2 + ε‖ϕ∇xU‖2.
Rearranging and setting ε = 1/4 gives
1
4
‖ϕ∇xU‖2≤ 4‖∇xϕ‖2 + CUd1+ω‖ϕ‖2. (30)
As C∞c is a core for (∇x,D(∇x)) we have the above inequality for any ϕ ∈ D(∇x).
In particular we shall set ϕ(x) = ∂iuf which gives
1
4
‖∂iuf∇xU‖2≤ 4‖∇x∂iuf‖2 + CUd1+ω‖∂iuf‖2.
Now summing over i ∈ {1, . . . , d} we obtain








Recall here that |∇xuf (x)| denotes the Euclidean norm of ∇xuf (x). Finally by
using Cauchy–Schwarz we obtain the desired result with κ2 =
√
4(4κ1 + CUd1+ω).
A proof of the following result is given in [1, Lemma 9(c)]; however it relies
on a density argument involving C3poly(X), therefore requiring the existence of
moments under π and hence stronger assumption on U . The below establishes
that this assumption is not required.
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Lemma 5. Under Assumption 1, then for any f ∈ L2(π)
{m2Id + (T Πv)∗T Πv}−1f = m2{Id +∇∗x∇xΠv}−1f. (31)
Proof. The proof is along the same lines as that of [1, Lemma 9(c)], replacing
C3poly(X) with H
2(X), thanks to the results of [10]. More precisely from [10,
Lemma 3.1] we have that for any g ∈ H2(X) we can find {gn ∈ C2b(X)}n∈N such
that ∇xgn → ∇xg and ∇2xgn → ∇2xg in L2(π), therefore implying {m2Id +
(T Πv)∗T Πv}gn → m2{Id +∇∗x∇x}g and {m2Id + (T Πv)∗T Πv}gn → m2{Id +
∇∗x∇x}−1g since ∇∗x∇xh = −∆xh + ∇xU⊤∇xh for h ∈ H2(X) (see Lemma
7) and the two operators are closed. Therefore the two operators coincide on
H2(X) ⊂ D
(






. Again from [10] we have




(see Lemma 4), which is dense in L2(π) and
we deduce (31) by boundedness of the two inverses.
In order to show that Condition 4 follows we use [1, Lemma 12 & 13] which
states the following.
Lemma 6 ([1, Lemma 12 & 13]). Assume that L is given by (22). Assume in
addition that Assumptions 1 - 6 hold.
(a) For any f ∈ C2b(E),
|〈AS(Id −Πv)f, f〉2| ≤ ‖(Id−Πv)f‖2‖(Id−Πv)SA∗f‖2.









(c) For any f ∈ C2b(E),
|〈AT (Id−Πv)f, f〉2| ≤ ‖(Id−Πv)f‖2‖(Id−Πv)T A∗f‖2.
(d) For any f ∈ C2b(E),
‖(Id−Πv)T A∗f‖2 ≤
√
3(m4 −m2,2) +m2,2(κ1 + κ2)‖Πvf‖2,
with κ1 and κ2 positive constants as defined in Lemma 4.
Corollary 3. Assume that L is given by (22). Assume in addition that As-
sumptions 1 - 6 hold. Then Condition 4 holds with
R0 =
√
3(m4 −m2,2)+ +m2,2(κ1 + κ2)
+m−12
(
m2(λ(1 + cλκ2) + (1 + κ2)
√








Proof of Corollary 3 . By Lemma 6, we have
∣
















Now by Assumption 2-(c) and Lemma 4 we have
‖F⊤k ∇xuf‖2 ≤ ak(‖∇xuf‖2 + ‖|∇xU |∇xuf‖2) ≤ m−12 ak(1 + κ2)‖Πvf‖2.
Similarly using Assumption 6 we have
‖λref∇xuf‖2 ≤ λ‖(1 + cλ|∇xU(x)|)∇xuf‖2 ≤ m−12 λ(1 + cλκ2)‖Πvf‖2.
Therefore Condition 4 follows with
R0 =
√
3(m4 −m2,2) +m2,2(κ1 + κ2)
+m−12
(
m2λ(1 + cλκ2) + (1 + κ2)
√







4.5 Checking Condition 5
Recall that here Ψ(·) = ‖ · ‖2osc. We combine the approaches of [9] and [1].
Note then that the conditions in (8) follow immediately from the definition
of Ψ and the contractivity in L∞(µ) of the Markov semigroups Pt and e
−tG;
the latter corresponds to a diffusion semigroup. Now we check (7). Fix some
f ∈ D(L) with Ψ(f) = ‖f‖2osc < ∞. Without loss of generality, by translating
f , we can assume that µ(f) = 0. Hence we have γ1 := essµ inf f ≤ 0 and
γ2 := essµ sup f ≥ 0. Since C = C2b(E) is a core, we can choose a sequence
{gn}∞n=1 ⊂ C such that gn → f and Lgn → Lf in L2(µ). We take, as in [9],
for each n ∈ N a monotone increasing function hn ∈ C∞(R) which satisfies







r r ∈ [γ1, γ2],
γ1 − 12n r ≤ γ1 − 1n ,
γ2 +
1
2n r ≥ γ2 + 1n .
Now similarly we set fn := hn(gn) ∈ C and we have fn → f in L2(µ). By
construction ‖fn‖osc ≤ γ2 − γ1 + 1n so we have
lim sup
n→∞
Ψ(fn) = lim sup
n→∞


















































The third equality follows from the fact that Bk is symmetric on L2(µ), and
Bkλek(x, v) = λek(x, v), as in the proof of Proposition 7 of [2]. The inequality
follows from the fact that hn is 1-Lipschitz; we have that (hn(x) − hn(y))2 ≤
(x− y)2 for any x, y ∈ R. Thus we have verified Condition 5.
Since C is a core for L, and L is densely defined, C is also dense in L2(µ).
So given some f ∈ L2(µ) with Ψ(f) < ∞, this argument also allows us to
conclude that there exists a sequence (fn) ⊂ D(L) satisfying (14) as required in
the assumptions of Corollary 1.
5 Examples
In this section we apply Theorem 7 to our running examples and obtain explicit
bounds on convergence rate. We further explore the tightness of such bounds
on various examples, both theoretically and empirically. Our main finding is
that although our bounds are useful (e.g. we establish the existence of a central
limit theorem for a large class of problems; see Example 3), the bounds found
using these techniques are rather pessimistic.
Example 5 (Example 1 and 4 continued). In Example 4 we showed the weak
Poincaré Inequality holds for the two examples considered and we now show
what rate we obtain by applying Theorem 2. These obtained rates will imme-
diately allow us to check condition (15) to ensure central limit theorems, as
discussed in Example 3.
(a) For the case U(x) = 12 (d + p) log(1 + |x|2) for some p > 0, we have from
Example 4 (a) that α1 is given by (24). Hence by Theorem 2, we have the
22







, ∀t ≥ 0, f ∈ D(L).
(b) Consider the case U(x) = σ|x|δ , for x ∈ Rd with |x| ≥ M , for some
δ, σ,M > 0, by Example 4 (b) we have that α1 is given by (25). By Theo-
rem 2 we have that (11) holds with ξ(t) = inf
{
r > 0 : c2t ≥ α1(r)2 log(r−1)
}
.
Setting r = exp(−kt δ8−7δ ) we have
α1(r)
2 log(r−1) = c2
[



















to obtain the inequality in the last line we use that log(1 + x)− log(x) =
log(1 + x−1) ≤ x−1 for x ≥ 1. Now for t ≤ 1 the required bound is
immediate so we shall assume t ≥ 1 in which case 1+exp(−kt δ8−7δ ) ≤ 2 ≤
2kt
δ
8−7δ so there exists C(k, δ) > 0 such that
α1(r)













8−7δ = C(k, δ)t.







, ∀t ≥ 0, f ∈ D(L).
Let us compare the rates we obtain with those found for the reversible
and nonreversible Langevin diffusion. In [14] the authors consider the
reversible (overdamped) Langevin diffusion,
dXt = −∇xU(Xt) dt+
√
2 dBt,
for heavy-tailed target distributions and prove convergence to equilibrium
by using the weak Poincaré Inequality and standard techniques, whereas
in [9] they use hypocoercivity to prove convergence to equilibria for the
nonreversible (underdamped) Langevin diffusion,
dXt = ∇vV2(Vt) dt,
dVt = −[∇xV1(Xt) +∇vV2(Vt)] dt+
√
2 dBt.
In this case the diffusion has a unique invariant measure with density which
is proportional to e−V1(x)−V2(v). In [14, Example 1.4] and [9, Example 1.3]
they find the rates of convergence to equilibria which we summarise in
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U in scenario: (a) (b)
rate of PDMP t−
1
2τ exp(−kt δ8−7δ )
rate of reversible Langevin t−
1
τ exp(−kt δ4−3δ )
nonreversible Langevin with V1 = U , V2 = v
2/2 t−
1
2τ exp(−kt δ8−7δ )
nonreversible Langevin with V1 = v
2/2, V2 = U t
− 1τ exp(−kt δ4−3δ )
Table 1: Comparison of rates of convergence for scenarios in Example 1-4.
the table below. We can see in Table 1 that for the examples we have
considered we obtain the same rate of convergence for PDMP to those
obtained in [9] for non-reversible Langevin dynamics which have Gaussian
velocity. This is a demonstration of the limits of hypocoercivity theory
for subgeometric target distributions, since the rate ξ(t) given by Theorem
1 depends only on α1, α2 and c2 but α1 and α2 are given by the target
measure so are the same for each algorithm.
Example 6. Let d = 1 and U(x) = log(1 + x2), for this choice we can give the























δR(U) = log(1 +R
2).




























, R0 = (1 +
√
1 + cU/2) + λref + 2
√











































−1/6, here W (x) is the Lambert function
defined as the inverse of xex. We can also compare this with the numerical per-
formance for the Zig-Zag sampler, below is a plot of E[f(Xt)]
2 started with inital
condition X0 = −5 and with the velocity V0 drawn uniformly from {1,−1}. To





t ) to estimate µ(f). In the figure below we have used
f(x) = I{x ≥ 5}. As we can see in the plot the process appears to converge
much faster than the theoretical bound of ξ(t) which is included as a refer-
ence. Note that in some of the plots the error is converging to a constant value
(around 10−4) this is due to error in running a finite number of particles to
estimate the expectation. We have also included on the plot a simulation for
the non-reversible Langevin SDE
dXt = Vtdt
dVt = −∇xU(Xt)dt− Vtdt+
√
2dBt,
where (Bt)t≥0 is a one-dimensional Brownian motion. To simlute the non-
reversible Langevin process we used the Euler-Maryuma scheme with step size
0.01. We see for this example that the Zig-Zag process is converging to zero
faster than the non-reversible Langevin SDE.
A Proof of Lemma 4
Definition 1. A (smooth) cut-off function ϑ : X → [0, 1] is such that
(a) ϑ ∈ C∞c (X),
(b) ϑ ≡ 0 on the complement of the unit ball B∁1 ,
(c) ϑ ≡ 1 on the ball B1/2.


















































Figure 1: A plot of the error |Ptf(−5, v) − µ(f)|2 for f(x, v) = I{x ≥ 5}, in
red is a plot of cξ(t) where c is chosen so that curves are initially equal. The
line in blue is the error from the Zig-Zag process whereas the purple is an Euler
approximation to the non-reversible Langevin process using a step size of 0.01.
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if |x| < 1
0 otherwise,
then ϑ(x) = 2−d
∫
I{|y − x| ≤ 1}ω(2y) dy is a cut-off function. We now show
that if |x2| ≥ |x1| then ϑ(x2) ≤ ϑ(x1). First notice that since ω is invariant by
rotation, so is ϑ, and we can focus on the following scenario. Let x ∈ B∁1/2 and
λ > 1 then {y ∈ B1/2 : |y − λx| ≤ 1} ⊂ {y ∈ B1/2 : |y − x| ≤ 1} and therefore
ϑ(λx) ≤ ϑ(x), from which we conclude. The inclusion above is justified by the
fact that for (x, y) ∈ B∁1/2 × B1/2 λ 7→ |λx − y|2 is non-decreasing since, with
n(x) = x/|2x|,
|λx− y|2 = |λx− n(x)|2 + |n(x) − y|2 + 2〈λx− n(x), n(x) − y〉
= (λ|x| − 1/2)2 + |n(x) − y|2 + 2(λ|x| − 1/2)〈n(x), n(x)− y〉,
and 〈n(x), n(x) − y〉 = 〈n(x), n(x)〉 − 〈n(x), y〉 ≥ 0 as 〈n(x), y〉 ≤ |n(x)| |y| ≤
|n(x)|2.
A.1 Expression for ∇∗
Lemma 7. Let Assumption 1 hold. Then with (∇x,D(∇x)) with ∇x : D(∇x) →
L2(π)d where D(∇x) ⊂ L2(π),
(a) for F ∈ H1(X,Rd),
∇∗xF = −divxF +∇xU⊤F,
(b) for f ∈ H2(X),
∇∗x∇xf = −∆xf +∇xU⊤∇xf.
Proof. We follow the ideas of [10]. Consider first the case where d = 1. Let
f ∈ H1(X) and ϑ : X → [0, 1] a cut-off function, then we define for n ∈ N∗ and
x ∈ X fn(x) := f(x)ϑ(x/n) . Note that




Let f, g ∈ H1(X). Then for any n ∈ N∗, using integration by parts and noting















Letting n → ∞ and applying the dominated convergence theorem leads to the
desired result; the required integrability follows from applying the Cauchy–
Schwarz inequality several times, Assumption 1–(c) and that f(x)∂U(x) ∈
L2(π). Note if ∂U is bounded then it is immediate to see f(x)∂U(x) ∈ L2(π)
on the other hand if ∂U is not bounded then Assumption 1- (c)ii holds and we
use (30) with ϕ = f to show f(x)∂U(x) ∈ L2(π), indeed this gives
‖f∂U‖22 ≤ 16‖∂f‖22 + 4CUd1+ω‖f‖22.












and apply the result above. The second statement
is immediate.
Corollary 4. Let L be as in (3) and assume Assumption 1 holds. Then for
f ∈ C2b(E) and (x, v) ∈ E,




λ(x,−v)(Bk − Id)f(x, v) +m1/22 λref(x)Rvf(x).






〈g,−divxF + ∇xU⊤F 〉π. We need to check that this is applicable in the case
x 7→ Fv(x) := v·f(x, v) for fixed v ∈ V, provided Fv ∈ H1(E,Rd), which is clearly
true here. This is true for v = 0. For v 6= 0, noting that ∇x(v ·f) = v(∇xf)⊤ we
deduce that Fv ∈ H1(X,Rd). The rest then follows from a calculation identical
to that in the proof of [1, Proposition 7].
A.2 Bound on ‖∇2xuf‖2 in Lemma 4
Fix f ∈ C2b(E), and let u = uf be the solution of the Poisson equation (26).
Since C∞c (X) is dense in H
2(X) (see [10, Lemma 3.1]) we may assume that f
is smooth with compact support. By rescaling f we may assume that m2 = 1.
Differentiating (26) we have for i ∈ {1, . . . , d},
∂iu+∇∗x∇x∂iu+ (∇x∂iU)⊤∇xu = ∂if, (32)
since from Lemma 4 u ∈ C3(X) as U ∈ C2+α(X). Let ϑ : X → [0, 1] be a
cut-off function. Define ϑn(x) := ϑ(x/n) for (n, x) ∈ N∗ × X and note that
supx∈Bn |∇xϑn(x)| ≤ C1n−1 with C1 := supx∈B1 |∇xϑ(x)|. Now let n ≥ n0 for
n0 ∈ N∗ such that ϑn0 ≡ 1 on the support of f . Throughout this section, we
will write 〈·, ·〉π as shorthand for 〈·, ·〉L2(π). Now multiply (32) by ϑ2n∂iu, sum















































= 〈∇∗x∇xu, f〉π . (34)

























2 = I1 + I2 + I3,
with











It remains to estimate each of the terms I1, I2, I3. For the first term I1, recall




∣ ≤ ‖∇∗x∇xu‖2‖f‖2 ≤ ‖f − u‖2‖f‖2 ≤ 2‖f‖22. (36)
For the third term I3 we use that ∇2xU  −cU Id by Assumption 1 for some







∣ ≤ cU‖ϑn∇xu‖22 ≤ cU‖f‖22. (37)

































Combining (35), (36), (37), (38) we have










Finally taking ε = 1/4 we obtain
‖ϑn∇2xu‖22 ≤ 2(2 + cU + C21n−2)‖f‖22.
The result follows by choosing ϑ as in Remark 3, letting n → ∞ and invoking
the monotone convergence theorem.
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