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Resumen
Este art´ıculo describe, brevemente, las ta-
reas de investigacio´n y desarrollo que se esta´n
llevando a cabo en la l´ınea de investigacio´n
“Toma de decisiones y aprendizaje automa´ti-
co” en el marco del proyecto “Aprendizaje
automa´tico y toma de decisiones en sistemas
inteligentes para la Web”. Esta l´ınea se cen-
tra en la formalizacio´n, disen˜o y desarrollo de
modelos formales y mecanismos para la im-
plementacio´n de sistemas basados en Agen-
tes Inteligentes. En particular, se hace espe-
cial hincapie´ en aquellos procesos y mecanis-
mos que proveen las capacidades fundamen-
tales usualmente asociadas al comportamien-
to “inteligente”, tales como el aprendizaje
automa´tico, el razonamiento y la toma au-
toma´tica de decisiones, la planificacio´n de ac-
ciones para alcanzar un objetivo (planning)
y la comunicacio´n entre agentes, entre otros.
Las tema´ticas incluyen el uso de argu-
mentacio´n en la toma de decisiones, arquitec-
turas de razonamiento pra´ctico, agentes BDI,
agentes basados en Procesos de Decisio´n de
Markov, aprendizaje, votacio´n y argumenta-
cio´n en arquitecturas de agentes inteligentes,
comunicacio´n entre agentes deliberativos, to-
ma de decisiones “anticipada”, etc.
Palabras clave: Aprendizaje Automa´ti-
co, Toma de Decisiones Automa´tica, Pro-
cesos de Decisio´n Secuencial, MDPs,
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Contexto
La l´ınea de investigacio´n “Toma de deci-
siones y aprendizaje automa´tico” es una de
las tres l´ıneas del proyecto “Aprendizaje au-
toma´tico y toma de decisiones en sistemas
inteligentes para la Web”, un nuevo proyec-
to que sera´ presentado este an˜o como conti-
nuacio´n del Proyecto de Investigacio´n Con-
solidado (PROICO) titulado “Herramientas
y mecanismos para la toma de decisiones en
agentes inteligentes artificiales”. Este u´ltimo
proyecto, aprobado por evaluadores externos
a la UNSL, se desarrolla en el Laboratorio
de Investigacio´n y Desarrollo en Inteligen-
cia Computacional (LIDIC) de la UNSL y
ha sido financiado en forma directa por la
UNSL (proyecto PROICO 30312) y en forma
indirecta por: (a) el Programa de Incentivos
(Nro. 22/F237), (b) la Comisio´n Europea de
Investigacio´n e Innovacio´n, a trave´s del pro-
grama Marie Curie Actions: FP7 People 2010
IRSES, (c) el CONICET, a trave´s de un in-
vestigador asistente y becas: dos de Docto-
rado y dos de Post-Doctorado asignadas a
integrantes del proyecto y (d) el Consejo Na-
cional de Ciencia y Tecnolog´ıa (CONACYT-
Me´xico) y otros organismos cient´ıficos del go-
bierno mexicano, en los que distintos inte-
grantes han participado en tres proyectos de
investigacio´n como colaboradores externos.
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Este proyecto posee adema´s otras dos l´ı-
neas de investigacio´n denominadas: “Aplica-
ciones” y “Miner´ıa de textos y de la Web”;
la primera enfocada en el uso del aprendiza-
je automa´tico en psicolog´ıa, educacio´n y el
cuidado de la salud y la segunda vinculada a
la ingenier´ıa del lenguaje natural, incluyendo
temas como el Procesamiento del Lenguaje
Natural (PLN) y la Lingu¨´ıstica Computacio-
nal, la Miner´ıa de Textos y de la Web y la
recuperacio´n de informacio´n de la Web. Es
claro en este contexto, que muchos proble-
mas y aplicaciones intersectan los alcances
de ma´s de una de las l´ıneas de este proyec-
to, lo cual involucra un trabajo integrado y
coordinado permanente a los fines de optimi-
zar los recursos disponibles para la obtencio´n
de los objetivos propuestos.
Introduccio´n
La toma de decisiones es un campo de in-
vestigacio´n muy activo en a´reas muy diversas,
como la Filosof´ıa, Economı´a, Psicolog´ıa, etc.
y donde ha sido estudiada usando las meto-
dolog´ıas cient´ıficas propias de cada disciplina.
En particular, en Ciencias de la Computacio´n,
los problemas de toma de decisio´n han sido
abordados mayormente desde el campo de in-
vestigacio´n relativo a la Inteligencia Artifi-
cial, y donde el concepto de agente artificial
inteligente (AAI) juega un rol protago´nico.
No obstante, no existe actualmente un consen-
so en la definicio´n de AAI, y tal vez la acep-
cio´n ma´s comu´nmente aceptada es la dada en
[26]; donde un agente es un sistema computa-
cional (basado en hardware o software) que es
auto´nomo, social, reactivo y pro-activo. Otra
caracter´ıstica a considerar en ambientes no
determin´ısticos, desconocidos y altamente di-
na´micos como lo son la mayor´ıa de los proble-
mas de la vida real, es la capacidad de apren-
dizaje y adaptacio´n que tienen los agentes
artificiales “embebidos” en este tipo de am-
bientes. Como es bien sabido, este tipo de ca-
pacidades son cruciales para enfrentar la po-
tencial falta de conocimiento inicial de los a-
gentes como tambie´n para actualizar el cono-
cimiento que se tiene sobre un ambiente y/o
agentes que cambian a lo largo del tiempo.
Proveer a un agente de las capacidades
necesarias para exhibir el comportamiento fle-
xible descrito anteriormente, no es una tarea
trivial. De hecho, una de las a´reas de investi-
gacio´n ma´s activa en el a´mbito de agentes ha
sido la definicio´n de modelos y arquitecturas
de agentes que intentan dar una respuesta a
este problema. Existen arquitecturas que se
han concentrado en el aspecto de la reactivi-
dad [1] y otras en cambio que han privilegia-
do los mecanismos de deliberacio´n y planifi-
cacio´n necesarios para proveer un comporta-
miento pro-activo [14]. Sin embargo, existe
actualmente consenso de que cualquier ar-
quitectura realista de agente, deber´ıa pro-
veer un soporte adecuado para todas estas
capacidades. Las arquitecturas h´ıbridas [10]
y las basadas en comportamientos [15] han
intentado lograr un balance adecuado entre
pro-actividad y reactividad. Sin embargo, las
arquitecturas que mayor atencio´n han reci-
bido para este propo´sito son las denomina-
dasBDI [6]. Similarmente, aquellas personas
que se han orientado a los enfoques basados
en utilidad, han tomado a los Procesos de
Decisio´n Markov [4] y los juegos estoca´sti-
cos [5], como los modelos principales para di-
sen˜ar e implementar AAI.
En todas las arquitecturas mencionadas
previamente, el fin u´ltimo de los procesos in-
ternos y de razonamiento de los agentes, es
seleccionar las acciones que e´ste realizara´. En
este contexto, estos procesos orientados hacia
las acciones suelen ser referenciados como de
razonamiento pra´ctico [25], para diferenciar-
lo del razonamiento teo´rico, que so´lo afecta
las creencias del agente sobre el mundo. Sin
embargo, desde un punto de vista ma´s ge-
neral, estas propuestas tambie´n pueden ser
consideradas como modelos y arquitecturas
para la toma de decisiones de AAI.
Por otra parte, en un sistema multi-agente
(SMA) [25] un conjunto de agentes interactu´a
para conseguir algu´n objetivo dif´ıcil de lograr
de forma individual. Usualmente, en este tipo
de sistemas, cada agente posee informacio´n
incompleta sobre su entorno y sobre s´ı mis-
mo, teniendo adema´s capacidades limitadas.
El entorno es dina´mico y cambiante, vie´ndo-
se afectado por las acciones de todos los a-
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gentes. Es por eso que la comunicacio´n entre
agentes emerge como un aspecto sumamente
importante, ya que la misma es una actividad
netamente social que los agentes usan como
parte de un plan para conseguir sus metas.
Cada acto comunicativo [2] tiene su razo´n de
ser, y durante su accionar, los agentes deben
tomar una decisio´n acerca del acto del habla
ma´s adecuado para cada situacio´n, lo que es
una tarea compleja.
En este contexto, ha surgido un nuevo pa-
radigma para la pro´xima generacio´n de sis-
temas distribuidos y abiertos, donde las inte-
racciones entre agentes computacionales es-
ta´n basadas en el concepto de acuerdo. En el
pasado, dicho concepto, fue dominio de estu-
dio para filo´sofos y socio´logos, y fue aplicado
solamente a la sociedad humana. Sin embar-
go, hoy en d´ıa, el acuerdo y todos los procesos
y mecanismos involucrados en lograr acuer-
dos entre diferentes agentes son tambie´n te-
ma de ana´lisis desde perspectivas orientadas
a la tecnolog´ıa, dando lugar a sistemas compu-
tacionales donde las componentes interactu´an
usando protocolos de argumentacio´n [3, 11],
votacio´n [8, 21], negociacio´n [16, 12] y mer-
cado [17], entre otros. Dicho enfoque consti-
tuye la visio´n denominada Tecnolog´ıas de
Acuerdo (en ingle´s, agreement technologies
(AT)) [13] que engloba me´todos, plataformas
y herramientas para definir, especificar y ve-
rificar tales sistemas. Este nuevo paradigma
ha quedado de manifiesto con la creacio´n de
consorcios de investigacio´n europeos especia-
lizados en la tema´tica1 como as´ı tambie´n en
la organizacio´n de Conferencias Internacio-
nales espec´ıficas de Tecnolog´ıas de Acuerdo.
Si bien las AT han recibido una atencio´n
considerable en el a´rea de SMA, su aplica-
cio´n dentro de las arquitecturas y modelos de
agentes individuales para la toma de decisio-
nes racional es un a´rea que no ha recibido,
hasta ahora, la necesaria atencio´n. Ma´s alla´ de
trabajos aislados sobre el uso de votacio´n en
sistemas basados en comportamiento [15] y
algunos esfuerzos por incorporar argumenta-
cio´n y/o votacio´n en arquitecturas BDI [18,
21] existe una falencia notoria de propues-
tas tendientes a sistematizar el uso de estas
1http://www.agreement-technologies.org
tecnolog´ıas en modelos de toma decisio´n ya
establecidos, como las arquitecturas BDI y
las arquitecturas basadas en utilidades. Es-
te no es un dato secundario si consideramos
que el disen˜o modular de los agentes, o bien
la existencia de mu´ltiples criterios o prefe-
rencias personales que pueden entrar en con-
flicto, conducen naturalmente a situaciones
que podra´n ser modeladas como un SMA que
funciona “dentro de la cabeza del agente”.
Por otra parte, si bien el aprendizaje au-
toma´tico (en ingle´s, Machine Learning (ML))
ha sido ampliamente desarrollado en mode-
los como los MDPs, no existe una clara es-
pecificacio´n de co´mo estos procesos podr´ıan
llevarse a cabo en enfoques basados en ar-
quitecturas BDI, o de que´ manera ML y AT
se podr´ıan complementar y/o asistir mutua-
mente. De igual manera, y a excepcio´n de
algunos trabajos recientes en el a´rea [19, 20],
tampoco existen suficientes investigaciones de-
dicadas a analizar la relacio´n entre los MDPs
y las arquitecturas BDI, lo que permitir´ıa en
primer lugar, integrar las ventajas y atenuar
o solucionar los problemas que cada una de
ellas exhibe por separado.
L´ıneas de Investigacio´n y
desarrollo
En base a lo anterior, se puede apreciar la
disposicio´n de enfoques y modelos muy po-
tentes para el desarrollo de AAI como los
MDPs, las arquitecturas BDI, las AT y ML.
Por otra parte, si bien la integracio´n de algu-
nos de estos enfoques ha comenzado a reali-
zarse recientemente, no existe, de acuerdo a
nuestro conocimiento, propuestas que avan-
cen en una integracio´n de todos ellos en for-
ma simulta´nea y consideramos, que esto per-
mitir´ıa modelos efectivos, eficientes y flexi-
bles para la toma de decisiones de alto nivel
de AAI. Por lo tanto, es en esta problema´ti-
ca donde se pretende generar las principales
contribuciones, teniendo como ejes principa-
les de investigacio´n: (1) Arquitecturas de Ra-
zonamiento Pra´ctico, en particular los MDPs
y las arquitecturas BDI; (2) Tecnolog´ıas de
Acuerdo; y (3) Aprendizaje automa´tico.
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Resultados y objetivos
Las principales motivaciones surgen de la
intencio´n de dar respuestas a las falencias
descriptas previamente, y plantear contribu-
ciones en el a´rea a partir del cumplimiento
de los siguientes objetivos: (1) Lograr un en-
tendimiento ma´s profundo de los distintos
enfoques basados en AT y aprendizaje au-
toma´tico para su uso en distintas componen-
tes y procesos de modelos de razonamiento
pra´ctico, como las arquitecturas BDI y algo-
ritmos basados en MDP y sus variantes. Este
aprendizaje de los enfoques, deber´ıa incluir la
determinacio´n y comparacio´n de las propie-
dades formales y los aspectos computaciona-
les que involucran estas te´cnicas y modelos.
(2) Obtener, mediante un proceso adecuado
de generalizacio´n, una arquitectura abstracta
para la incorporacio´n de AT y aprendizaje en
modelos basados en MDPs y BDI. La idea es
lograr un modelo y una arquitectura gene´ri-
ca donde estas componentes puedan ser fa´cil-
mente integradas e intercambiadas. En este
sentido, nuestra idea es lograr un marco de
trabajo gene´rico para la integracio´n de AT
dentro de las arquitecturas de razonamiento
pra´ctico al igual que el soporte para el apren-
dizaje.
En este contexto, ya se han logrado algu-
nos avances. En [24] se presento´ un marco que
integra AT desde un punto de vista multi-
criterio para soportar la toma de decisiones
internas de un agente BDI; a saber: seleccio´n
de deseos conflictivos, seleccio´n de planes y
reconsideracio´n de intenciones. Adema´s, para
abordar tales aspectos se implemento´ un en-
foque concreto basado en votacio´n. As´ı este
trabajo extiende una propuesta anterior ba-
sada en argumentacio´n [22], y se demuestra
su adecuacio´n como marco abstracto al pre-
sentar una instanciacio´n, con un mecanismo
basado en votacio´n, en ma´s etapas de deci-
sio´n internas, que las consideradas original-
mente en [22]. Asimismo, en [23], se presenta
una propuesta novedosa, donde la reconside-
racio´n de intenciones es planteada en te´rmi-
nos de un modelo de eleccio´n dicoto´mico, lo
que permite cambiar de forma flexible las in-
tenciones con las que se ha comprometido el
agente dependiendo de co´mo evoluciona su
entorno.
El trabajo a futuro, incluye el uso de mo-
delos inicialmente pensados para procesos de
decisio´n secuancial (MDPs), en problemas de
categorizacio´n de textos donde es cr´ıtico rea-
lizar la clasificacio´n tan pronto como sea po-
sible. Estos escenarios conocidos como “early
text classification”, ya han sido abordados
como MDPs en [7] y ser´ıan de suma impor-
tancia en problemas de deteccio´n de pedo´filos
y de bullying. Integrantes de nuestro grupo,
ya han participado en estudios preliminares
en esa direccio´n [9], y se dirige un trabajo
final de Licenciatura en esta tema´tica. Res-
pecto al a´rea de comunicacio´n entre agentes,
esta´ previsto continuar con el estudio y expe-
rimentacio´n de distintos modelos de comuni-
cacio´n considerando las ventajas y desventa-
jas de los dos principales estrategias: el enfo-
que mentalista, que sigue la teor´ıa de los ac-
tos del habla en base a las creencias del agen-
te y el enfoque social, donde la coordinacio´n
de acciones se consigue a trave´s de acuerdos
sustentados en la confianza y los compromi-
sos asumidos.
Formacio´n de Recursos Hu-
manos
Trabajos de tesis vinculados con las te-
ma´ticas descritas previamente:
Dos tesis Doctorales en ejecucio´n (una
con beca de la UNSL).
Un trabajo final de Licenciatura.
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