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A B S T R A C T
As the size of engineered systems grows, problems in reliability theory can become computationally challenging,
often due to the combinatorial growth in the number of cut sets. In this paper we demonstrate how Multilevel
Monte Carlo (MLMC) — a simulation approach which is typically used for stochastic diﬀerential equation
models — can be applied in reliability problems by carefully controlling the bias-variance tradeoﬀ in
approximating large system behaviour. In this ﬁrst exposition of MLMC methods in reliability problems we
address the canonical problem of estimating the expectation of a functional of system lifetime for non-repairable
and repairable components, demonstrating the computational advantages compared to classical Monte Carlo
methods. The diﬀerence in computational complexity can be orders of magnitude for very large or complicated
system structures, or where the desired precision is lower.
1. Introduction
It can prove to be computationally intractable to perform classical
reliability analysis of very large engineered systems when the number
of cut (path) sets grows combinatorially. It is well understood that
working instead with subsets of the cut (path) sets or bounding
structural designs can provide probability bounds in many reliability
problems [4], but such bounds can be crude or may not be well
characterised at all.
Evaluation of the reliability of engineered systems is a crucial part
of system design and often scenario planning may involve repeated
evaluation of the reliability for changing system conﬁgurations or
component types meaning rapid simulation is highly desirable. For
simplicity of exposition we herein consider the canonical problem of
estimating the expectation of a functional of system lifetime both with
and without a component repair process, showing the approach
developed is easily generalised to other reliability problems which
depend on cut (path) sets for the analysis.
In the case of static reliability analysis, there are many methods
aside from Monte Carlo simulation using the cut (path) sets, including
Sum of Disjoint Products (SDP) methods [22,30,27] and methods
based on Binary Decision Diagrams (BDD) [25] or multistate BDD
extensions [29]. On the other hand, these approaches are less prevalent
in dynamic reliability problems where there are component dependen-
cies, for example through system shocks, repair or maintenance
programmes, and cascading failures among others. There have been
recent developments in dynamic fault trees [20,26,21] which apply
where event sequence ordering inﬂuences the reliability, including
repairable systems [19]. When there are arbitrary dependencies, the
most generally applicable approach is direct Monte Carlo simulation
(e.g. [7]), so that acceleration of Monte Carlo techniques is important
to address a broad range of the most complex reliability scenarios.
Monte Carlo acceleration through importance sampling [15], or the use
of control variates [28] have been suggested in the context of reliability
estimation, but they are either restricted to the static case and require
regular updates and sorting of all the cut sets (as for [15]), or could be
combined with the MLMC paradigm (as for [28]).
Indeed, also note that interest may not be in the reliability at a
particular ﬁxed mission time, but instead in: some expectation of a
functional of system lifetime; or in ascertaining a quantile of system
lifetime (i.e. the time to which one is 99.9% certain the system will
survive); or in estimation of the entire system lifetime distribution. In
these situations Monte Carlo methods are typically the only tractable
approach.
Multilevel Monte Carlo (MLMC) methods — pioneered by
Heinrich [14] and Giles [10] — are now standard for estimation of
expectations of functionals of processes deﬁned by stochastic diﬀer-
ential equations (SDEs). However, the MLMC approach is in fact a
general paradigm for accelerating any Monte Carlo based method
(whether standard, importance sampling, etc), if one can link the
accuracy of the estimator with the complexity of generating a sample,
while at the same time controlling the variance of the diﬀerence for
approximations with diﬀerent accuracy. The main contribution in this
paper is development of a Multilevel Monte Carlo (MLMC) approach to
http://dx.doi.org/10.1016/j.ress.2017.03.003
Received 14 July 2016; Received in revised form 24 January 2017; Accepted 6 March 2017
⁎ Corresponding author.
E-mail addresses: aslett@stats.ox.ac.uk (L.J.M. Aslett), nagapetyan@stats.ox.ac.uk (T. Nagapetyan).
Reliability Engineering and System Safety 165 (2017) 188–196
Available online 09 March 2017
0951-8320/ © 2017 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/BY/4.0/).
MARK
reliability problems. In this way, we show how any reliability problem
using Monte Carlo simulation over cut (path) sets can be substantially
accelerated, extending the size of systems and complexity of depen-
dencies which are within reach for reliability evaluation.
In Section 2, we recap the traditional cut set method of simulating
system lifetimes which does not scale well to large systems even when
the cut sets are known. This motivates the approach taken in this work.
In Section 3 we recap standard Monte Carlo theory and set out the
error and computational cost metrics which will enable comparison
with our MLMC based approach. The fundamental MLMC methodol-
ogy and our adaptation to the reliability setting then follow in Section
4, before numerical results demonstrating the kind of substantial
computational improvements which can be achieved are covered in
Section 5,6.
2. Simulating system lifetimes
Consider a coherent system with n components. Let x t x t( ), …, ( )n1
denote the operational status (1= working, 0= failed) of the compo-
nents at time t and consider the random variable for the lifetime of
component c to be T F t∼ ( )c c , where F (·)c are positively supported
lifetime distributions which are not necessarily independent or iden-
tical. We will depict a system as an undirected network comprising a set
of nodes (vertices) S, and a set of edges E, where nodes are considered
unreliable and edges are perfectly reliable (note that any setting with
imperfect edge reliability can be easily transformed to a corresponding
representation where they are perfectly reliable [2]).
The system is considered to be functional as long as there is a path
from left to right which passes only though functioning nodes, see
Fig. 1. This is usually represented mathematically by the structure
function, ϕ: {0, 1} → {0, 1}n , which maps component status to system
status.
Herein, our focus is on an equivalent means of evaluation based on
cut sets. A set of components, C, is said to be a cut set of the system if
the system is failed whenever all the components in C are failed. A cut
set is said to be a minimal cut set if no subset of it is also a cut set.
Then, the set of all minimal cut sets, ? , characterises the operational
state of a system completely and is equivalent to knowledge of the
structure function [6]. In addition to the cut sets characterising the
operational state of the system given the binary operational state of the
components, they also immediately provide the system failure time if
the individual component failure times are known [5]:
T f T T T= ( , …, ) ≔ min max{ } .S S n c c1 C∈ ∈C?
⎧⎨⎩
⎫⎬⎭
Thus, the failure time for the system depends on the system structure
and the failure time distributions for each node.
The traditional approach to estimating the expectation of a func-
tional of the lifetime of a system given the lifetime distributions of the
components is to perform a simple Monte Carlo simulation. That is,
 ∑g T N g f t t t F[ ( )] =
1 ( ( , …, )) where ∼ (·).S
i
N
S
i
n
i
j
i
j
=1
1
( ) ( ) ( )
The overall runtime for this approach depends on three quantities:
1. Variance of the estimator. Due to the random nature of component
failure times, the estimator is a random variable: higher variance
estimators will require more iterations to achieve an accurate
estimate;
2. Target accuracy of the estimate. Naturally, the higher the desired
accuracy, the longer the algorithm will take due to more iterations
being required;
3. Number of cut sets. As the system size grows, the number of cut sets
has a combinatorial growth, making the approach impractical for
very large systems.
Less brute force approaches are possible with the restrictive
assumption of iid components by making use of the system signa-
ture [18,23]. More recent work on the survival signature [8] has
generalised the signature to multiple types of component, with the
weaker assumption of exchangeability between components. However,
if a large number of the components are of diﬀerent types or there are
highly dependent failures, then the survival signature will also grow
exponentially in complexity. It can also accommodate a repair pro-
cess [9] through expression as a new component type, though this
increases the complexity if too many repairs occur. Hence, in this work,
we ﬁrst address the most general possible setting in which any form of
component lifetime and dependence structure is allowed, requiring
only knowledge of component lifetimes and the cut sets of the system.
However, note that it should be possible to specialise this approach to
work with the survival signature which we hope to address in future
research.
3. Monte Carlo algorithms
To simplify presentation, hereinafter we only consider estimating
expected failure time directly, rather than some functional of the failure
time, though this is mostly without loss of generality (see Section 4 for
details). Therefore, assume that for a given system S, we want to
estimate the expected failure time.
 T f T T= ( , …, ).S S n1
There are many approaches to simulation which may diﬀer in terms
of convergence to the true value as well as computational character-
istics. In order to compare them, we present some useful cost and error
expressions in the following subsection.
3.1. Performance measures: error and cost deﬁnitions
We start by deﬁning the two main quantities, which will be used
throughout this paper to compare methodologies. Given an estimator ?TS
of the quantity TS, the Mean Squared Error (MSE) of any Monte Carlo
based method is:
? [( ) ]T Terror = − .S S 2
The classical decomposition of the MSE yields:
? ? ? ? ? ?
?
       
 
[( ) ] [( ) ] [( ) ]
( )
T T T T T T T T
T T
− = + − − = −
+ −
S S S S S S S S
S S
2 2 2
2 (1)
where ? T T( − )S S
2
is the squared bias error, while ? ? T T[( − ) ]S S
2
is the
error due to Monte Carlo variance. The ﬁrst is a systematic error arising
from the fact that we might not sample our random variable exactly,
but rather use a suitable approximation, while the second error comes
from the randomised nature of any Monte Carlo algorithm. For
example, in traditional Monte Carlo applications, one samples exactlyFig. 1. A sample network with a minimal cut set.
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so that the ﬁrst error is zero and only the Monte Carlo variance needs to
be treated carefully.
The cost of any Monte Carlo based algorithm is typically taken to be
the expected runtime in order to achieve a prescribed accuracy. A more
convenient approach for theoretical comparison between diﬀerent
methods is to deﬁne
cost = (#random number generations and operations).
We now recap traditional Monte Carlo and then introduce
Multilevel Monte Carlo, in each case highlighting their corresponding
results for these two measures of performance.
3.2. Traditional (or single-level) Monte Carlo algorithm
The traditional Monte Carlo estimator is based on N replications of
simulating the system lifetime, via the minimal cut sets, by simulating
the component lifetimes. That is, given system simulations
τ f t t= ( , …, )i S
i
n
i
1
( ) ( ) the traditional Monte Carlo estimator has the form
? ( )∑T N f t t=
1 , …, .S
i
N
S
i
n
i
=1
1
( ) ( )
(2)
For reasons that will become clear in the sequel, it is useful to refer to
this as the single-level Monte Carlo algorithm because it emphasises
the relationship to Multilevel Monte Carlo.
This single-level Monte Carlo estimate has variance proportional to
N−1,
? ∑ ∑T N τ N τ N τVar( ) = Var
1 = 1 Var = 1 Var( ).S
i
N
i
i
N
i i
=1
2
=1
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
The estimator (2) is clearly unbiased, because there is no approxima-
tion involved in estimating the failure time, so the error measure
introduced earlier only has this second variance term,
N τerror = Var( ).iMC −1
Indeed, more generally the well known central limit result for standard
Monte Carlo means that:
?  T T z τ
n
Z z| − | >
Var( )
≈ (| | > )S S
i
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
for Z ∼ N(0, 1).
Thus, for a desired level of accuracy ε > 0 with conﬁdence level
α1 − , we require
n z τ ε= Var( )α i/22 −2
Monte Carlo simulations, where the quantile zα/2 is chosen to ensure
that  Z z α( > ) = /2α/2 .
Naturally zα/2 is a constant for any ﬁxed level of conﬁdence, so the
variable compute costs in simulation are
τ εcost = Var( )· ·# ,iMC −2 ? (3)
where #? denotes the number of minimal cut sets for the system.
4. Multilevel Monte Carlo
To simplify presentation we again only consider estimating ex-
pected failure time directly, rather than some functional of the failure
time. Note that there is no loss of generality, so long as the functional of
interest is Lipschitz continuous (or bounded for discrete measures).
The most common functional of interest that this would exclude is
computing expectations of quantiles. However, this problem can be
treated with a smoothing approach, as discussed for the MLMC setting
in [13]. In all other cases, the presentation below carries over in the
natural fashion.
4.1. General MLMC
We ﬁrst introduce MLMC in generality before specialising this to
the reliability problem considered herein. Consider a sequence of
estimators T T, , …,0 1 which approximates TL with increasing accuracy,
but also increasing cost. By linearity of expectation, we have
  ∑T T T T( ) = ( ) + [ − ],L
L
0
ℓ=1
ℓ ℓ−1
and therefore we can use the following unbiased estimator for  T[ ]L ,
( )∑ ∑ ∑N T N T T
1 + 1 −
n
N
n
L
n
N
n n
0 =1
0
(0, )
ℓ=1 ℓ =1
ℓ
(ℓ, )
ℓ−1
(ℓ, )
0 ℓ⎪
⎪
⎪
⎪
⎧
⎨
⎩
⎫
⎬
⎭
The inclusion of the level ℓ in the superscript n(ℓ, ) indicates that the
samples used at each level of correction are independent, but crucially
note that the diﬀerences themselves use common samples. Note the
terminology ‘correction’ arises from the fact that each Tℓ is generally
not an unbiased estimate any more.
Let V0 and cost0 be the variance and the expected cost of one
sample of T0, and let V , costℓ ℓ be the variance and expected cost of one
sample of T T−ℓ ℓ−1. Then the overall expected cost and variance of the
multilevel estimator are N∑ ·costLℓ=0 ℓ ℓ and N V∑ ·
L
ℓ=0 ℓ
−1
ℓ, respectively.
More generally, this means that provided the product V ·costℓ ℓ
decreases with ℓ (i.e. the cost increases with level slower than the
variance decreases), then one can achieve signiﬁcant computational
savings, which can be formalised in Theorem 1 from [10].
Theorem 1. Let TS denote a random variable, and let Tℓ denote the
corresponding level ℓ numerical approximation.
If there exist independent estimators Yℓ based on Nℓ Monte Carlo
samples, and positive constants α β γ c c c, , , , ,1 2 3 such that
α β γ≥ min( , )12 and
1.  T T c( − ) ≤ 2S αℓ 1 − ℓ
2.  Y
T
T T( ) =
( ), ℓ = 0
( − ), ℓ > 0ℓ
0
ℓ ℓ−1
⎧⎨⎩
3. Y c NVar( ) ≤ 2 βℓ 2 ℓ−1 − ℓ
4. ccost ≤ 2 ,γℓ 3 ℓ where costℓ is the expected computational complex-
ity of Yℓ
then there exists a positive constant c4 such that for any ε e< −1 there
are values L and Nℓ for which the multilevel estimator
∑Y Y= ,
L
ℓ=0
ℓ
has a mean-square-error with bound
 [( ) ]MSE Y T ε≡ − [ ] <S 2 2
with a computational complexity C with bound
c ε β γ
c ε ε β γ
c ε β γ
cost ≤
, > ,
(log ) , = ,
, < .
MLMC
γ β α
4
−2
4
−2 2
4
−2−( − )/
⎧
⎨⎪
⎩⎪⎪
Remark 2. We will informally illustrate the idea behind MLMC on a
simple example with just two levels. Consider just two approximations
Tk and TL, where k L< , with sample costs cost < costk L. It is clear, that
the cost of one sample for T T−L k is roughly costL. Now assume, that
V T T V T T= Var ≈ Var , and = Var( − ),k L L k1 2
where V V<2 1. Then we have
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?  
( )
∑
∑ ∑
T T T T T
N
T
T
N
T
N
T T
= + ( − ) ⇒ = 1
≈ = 1 + 1 − .
L k L k
n
N
L
n
i
N
k
i
j
N
L
j
k
j
=1
(2, )
1 =1
(1, )
2 =1
(2, ) (2, )
1 2
We see that the overall cost of Monte Carlo estimators, according to (3),
can be expressed as
?T ε V
T ε V V
cost( ) = · ·cost
cost( ) = ·(cost · + cost · ),
L
k L
−2
1
−2
1 2
which gives us a condition
?T T V
V
cost( ) > cost( ) ⇒ 1 > cost
cost
+ .k
L
2
1
In other words, provided there exists a good coupling between
estimators Tk and TL, we have reduced computational cost even for
two levels. The two-level Monte Carlo method in the context of Monte
Carlo path simulation has been suggested and analysed in [16].
Remark 3. Multilevel provides the greatest beneﬁt when β γ≥ ,
because this is the case for which we get the best asymptotic
performance. γ represents the parameter for the exponential increase
of the cost of producing a sample, while β corresponds to the parameter
for the exponential decay in the variance of the sample at a given level.
There are 3 cases:
β γ< . The number of samples required by the MLMC estimator
decays at a slower rate than the increase of the sampling cost at each
level. In this case the overall cost is proportional to the cost of the
last level.
β γ= . This is most common in practice [12]. The decay of the
variance is balanced with the increase of the cost, therefore the
contribution to the overall cost is the same from all the levels.
β γ> . In this most desirable case, the overall cost is dominated by
level ℓ = 0, since consecutive levels will have a decaying contribution
to the cost.
When not available analytically, estimation of α β, and γ is usually done
by empirically regressing using diagnostic quantities in the manner
demonstrated in Sections 5 and 6 for our examples.
Remark 4. Multilevel Monte Carlo became popular after the seminal
work of Mike Giles [10] for estimating expectations of functionals
 f X( ( ))t , where Xt is the solution of a stochastic diﬀerential equation. In
the general Multilevel Monte Carlo path simulation setting, Tℓ from
Theorem 1 is the functional value, evaluated via an approximation
arising from a discretisation method, e.g. the Euler-Maruyama method
[17].
4.2. MLMC for system reliability
Theorem 1 suggests that one may want to try getting a coarser
Monte Carlo estimate of the system lifetime, perhaps by considering
only a subset of the collection of minimal cut sets.
t T T t′ ⊂ ⇒ min max{ } = ′ ≥ = min max{ } .
C i C i S S C i C i∈ ′ ∈ ∈ ∈
? ?
? ?
⎧⎨⎩
⎫⎬⎭
⎧⎨⎩
⎫⎬⎭
On its own T′S is a biased estimator, so although a traditional
single-level Monte Carlo estimator based on it may have lower
computational cost, it will have increased MSE because the ﬁrst error
term in (1) can no longer be ignored. However, by using this coarse
estimate inside an MLMC approach, we aim to improve the overall
performance. To this end we introduce the sequence of estimators
T T, …, L0 based on a nested sequence of minimal cut sets,
⊂ ⋯ ⊂ =L0? ? ? . Note that here T T≡L S , which is not typically true
in a general MLMC setting.
The crucial ingredient is the ﬁnite telescopic sum
   ∑ ∑T T T T Y( ) ≡ ( ) + ( − ) = ( )S
L L
0
ℓ=1
ℓ ℓ−1
ℓ=0
ℓ
As described above, we independently estimate each term, and
within each term, Tℓ and Tℓ−1 use the same random component
simulations:
 ∑Y N τ τ( ) ≈ ( − )
j
N
j j
ℓ ℓ
−1
=1
ℓ
( )
ℓ−1
( )
ℓ
with each level having cost being bounded from above by c Y·Var( )·#ℓ ℓ? .
Here c is a constant independent of ℓ and the desired target accuracy.
We choose # ℓ? — the number of minimal cut sets at level ℓ— to be a
proxy for the upper bound on the cost of each level, because for a ﬁxed
system the number of elements in each minimal cut set is independent
of the target accuracy. In other words, as we double the number of
minimal cut sets in each level, their number is a straightforward way to
construct a meaningful and easy upper bound for the cost of one
sample.
Thus, the overall MLMC variance is
∑ ∑Y N YVar = Var( )
L L
ℓ=0
ℓ
ℓ=0
ℓ
−1
ℓ
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
at a cost of N∑ ·#Lℓ=0 ℓ ℓ? . Therefore, given a ﬁxed target accuracy
(variance), if we choose a sample size N Y≈ Var( )/# lℓ ℓ ? on each level,
this will minimise the computational cost. That is, for a desired
accuracy ε > 0, the overall cost is:
∑ ∑N ε Ycost = ·# = Var( )·#
L L
MLMC
ℓ=0
ℓ ℓ
−2
ℓ=0
ℓ ℓ
2
? ?
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
(4)
Recall that,
τ εcost = Var( )· ·# ,iMC −2 ?
This means that:
1. If we have a good coupling between the approximations, or
equivalently YVar( )ℓ decays rapidly, then we can achieve considerable
savings compared to the single-level Monte Carlo algorithm.
2. Additional savings are possible if we do not calculate all the levels Y ,ℓ
but rather stop the algorithm early. This introduces a (small) bias,
but substantially decreases the overall computational cost. As long as
the bias is quantiﬁed — and when combined with the estimator
variance gives a MSE (1) below our target accuracy — then we can
still solve the original problem at much lower cost.
Our proposed application to reliability involves a nested se-
quence of minimal cut sets providing improving accuracy:
⊂ ⋯ ⊂ = ,L0? ? ?
so the possible gain from stopping early depends on the way the
minimal cut sets are chosen at each level.
4.2.1. Level selection algorithm
The ﬁrst point to note is that existing Multilevel Monte Carlo
literature has shown that anything less than geometric decay in the cost
of computation at each level leads to suboptimal gains, see [12].
Therefore, we pre-specify that level ℓ contain ⌈# /2 ⌉L−ℓ? minimal cut
sets. The levels will be grown from ℓ = 0 up, adding in those minimal
cut sets which are in some sense optimal for the next level. Thus, we
specify level selection in an inductive fashion. Note, we initially ignore
the possibility of repair for simplicity of presentation and address the
changes involved to accommodate repair in Section 6.2, when we
demonstrate MLMC for repairable components.
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Selection of level ℓ = 0
Level 0 will be simulated most frequently since it is the lowest cost.
Therefore, optimal choice of this level is straightforward: it should
contain the minimal cut sets which provide the best approximation to
TS. That is, we wish to assign to level 0 the minimal cut sets which have
smallest expected failure time, since these will most frequently be the
causes of system failure. To achieve this, we propose an initial highly
crude estimate by performing a pilot standard Monte Carlo simulation
of N′ lifetimes of each component in the system, using these to generate
N′ realisations of the failure time associated with each minimal cut set,
∑η N t C=
1
′
max{ }, ∀ ∈ .i
j
N
c C c
j
i
=1
′
∈
( )
i
?
(5)
The cut sets corresponding to the smallest ⌈# /2 ⌉L? of these ηi are then
chosen to form 0? .
Selection of level ℓ > 0
Given that we have chosen levels 0, …, ℓ − 1 already (that is
⊂ ⋯ ⊂0 ℓ−1? ? are now ﬁxed), we need to select which cut sets to add
from = ⧹trial ℓ−1? ? ? . To maximise the performance of MLMC we would
like to select the cut sets such that
 T T[ − ] → max.ℓ−1 ℓ
In other words, choose
 T T= arg max [ − ],ℓ
⊆
s.t. ⊂ ,# =⌈# /2 ⌉
ℓ−1 ℓ
L
ℓ
ℓ−1 ℓ ℓ
−ℓ
?
? ?
? ? ? ?
so that the contribution from each level is as large as possible in the
smallest levels, leading to a rapid decay in the size of the contribution
in each level and hence the possibility of terminating the algorithm
early. In particular, note that if  T T ε∑ ( − ) ≪k
L
ℓ= ℓ ℓ−1 , then levels
k L, …, need not be simulated at all, so that ensuring all large
diﬀerences occur in early levels is highly desirable.
Notice that:
 T T T T t[ − ] ≤ − min , max{ } ,
c C cℓ−1 ℓ ℓ−1 ℓ−1 ∈
⎡
⎣⎢
⎧⎨⎩
⎫⎬⎭
⎤
⎦⎥
for any C ∈ trial? . So our choice for sorting cut sets is motivated by the
minimisation of the upper bound for the increments at each level,
which we can implement for any level ℓ in a simple way:
• use the N′ samples and calculated failure times for all cut sets used
in selecting ℓ = 0,
• calculate the following estimates:
{ }∑δ N T T t=
1
′
− min , max ,k
j
N
c C c
j
=1
′
ℓ−1 ℓ−1 ∈
( )
k
⎡
⎣⎢
⎧⎨⎩
⎫⎬⎭
⎤
⎦⎥
for each C ∈k trial? .
• Sort δk in a descending order and add cut sets corresponding to the
largest values for δk to ℓ? until # = ⌈# /2 ⌉Lℓ −ℓ? ? .
This choice of number of minimal cut sets on each level guarantees an
exponential increase in the cost, corresponding to γ = 1 in Theorem 1.
4.3. Full Multilevel Monte Carlo algorithm for reliability
One of the key features of the Multilevel Monte Carlo algorithm is
its ability to naturally provide stopping criteria for an optimal selection
of the number of levels ?L to actually simulate, which we illustrate now
along with the full description of the algorithm. For more advanced
approaches to implementation of Multilevel Monte Carlo we refer to
[11,3,12].
According to Theorem 1 and the ﬁrst assumption in it, we have
asymptotically as ℓ → ∞
? Y T T( ) ≈ ( − ),Sℓ ℓ
so that a natural stopping criteria is to choose ?L minimal such that
?Y ε| | ≤ /2L .
Input: Required accuracy ε and level speciﬁcation as per §4.2.
1. Set the initial number of levels to ?L≔2. In order to deﬁne the optimal
number of samples at each level we need to estimate the variances
on levels ℓ = 0, 1, 2
2. Compute N ≔100ℓ samples on levels ℓ = 0, 1, 2
3. Estimate YVar( )ℓ and update Nℓ for each level ?Lℓ = 0, …, :
?
?
?
∑
N N N
N ε Y Y
≔ max{ , }, where
= 4· · Var( )2 · Var( )·2
k
L
k
k
ℓ ℓ ℓ
ℓ
−2
ℓ
−ℓ
=0
⎡
⎢
⎢⎢
⎤
⎥
⎥⎥
We take the maximum as it may happen that the numerical variance
was initially overestimated and so more simulations were performed
than necessary. If Nℓ has increased less than 1% on all levels, then
skip to step 5.
4. Compute the additional number of samples on each level
?Lℓ = 0, …, and return to step 3.
5. Upon reaching this step we have converged in terms of MSE due to
the variance. Next we test whether the bias error term is suﬃciently
small to terminate, or whether more levels and simulations are
required. If Y ε| | ≥ℓ :
Then: set ? ?L L≔ + 1, ?? ?Y YVar( ) = Var( )/2L L−1 and return to step 3;
Else: Terminate algorithm returning
? Y∑Lℓ=0 ℓ as the estimate.
There are two extreme cases to bear in mind. In the ﬁrst case, we have
only a few minimal cut sets (or even only one), which inﬂuence the
failure time. This case is treated with the initial choice of the cut sets
and selection as prescribed in §4.2 should ensure the minimal number
of levels is simulated. The second case is when all the cut sets have
similar ‘weight’ in determining the failure time, such as with a fully
connected system with independent and identically distributed failure
times for all components. This case is treated with the doubling of the
number of cut sets with respect to the previous level, which again
assures the mean and variance decay between the levels.
Remark 5. The Multilevel paradigm, with some slight modiﬁcations,
also allows construction of eﬃcient numerical algorithms (see [13]) for
estimating the distribution function on a compact interval in a uniform
norm. More speciﬁcally, one can construct an algorithm which allows
estimates in the norm
?  T t T tsup ( < ) − ( < ) ,
t t t
s s
∈[ , ]
2
1/2
0 1
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
which guarantees the uniformity in the error for numerical estimates.
This is the only Monte Carlo based approach whose estimates are
functions, rather than ﬁnite dimensional entities, which has uniform
norm as a measure of accuracy.
5. Numerical experiments, no repair
5.1. Systems and component reliability distributions
We generated many random systems to test the MLMC reliability
method proposed hereinbefore. These random systems are generated
by starting from the trivial one component system and with ﬁxed
probabilities either:
• replacing a component with two components in series;
• replacing a component with two components in parallel;
• selecting two edges and inserting a ‘bridging’ component.
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This allowed us to generate a wide range of diﬀerent systems and in
particular an increasing sequence of related systems with varying
numbers of component.
For all systems we consider three test cases, where the components
have Weibull distributed lifetimes with shape parameter k = 0.5, 1 or 3
and where the scale is chosen uniformly at random on an interval
[2, 10]. Variety in shape parameters corresponds to diﬀerent applica-
tions in industry (see e.g. [24]). The shape parameter has a substantial
eﬀect on the corresponding density function.
5.2. Numerical results
We ran our algorithm 100 times for systems of diﬀerent sizes with
independent but diﬀerently distributed components, whose reliability
is described above. In each case we considered ﬁxed target accuracies
of ε = 2−4 and ε = 2−7, and computed the cost gains achieved for these
ﬁxed accuracies.
5.2.1. Shape parameter k=0.5
The left top and bottom plots on Fig. 2 show the result of diagnostic
runs, where we tested the variance and mean decay, which correspond
to assumptions (3) and (1) from Theorem 1 with β = 1 and α = 1
respectively (i.e. the slope of decay on the log-scale is −1). This
indicates, that Multilevel Monte Carlo achieves the same convergence
rate as traditional Monte Carlo in terms of accuracy ε, but can oﬀer
computational savings, due to the fact that most of the samples are
calculated for very small subset of minimal cut sets.
The right plot compares the diﬀerences in averaged costs for
Multilevel Monte Carlo and standard Monte Carlo algorithms, which
shows good savings even including the costs for initially selecting the
cut sets for each level.
5.2.2. Shape parameter k=1
The test case with k=1 (Fig. 3) gives us almost the same mean and
variance decays along with computational gains as in the case with
k=0.5. One can see that in the last levels we see even super linear decay
for the mean and variance, which indicates that the cut sets being
added at those levels have very weak impact on system lifetime
compared to those already chosen, which indicates good performance
for the level selection algorithm.
5.2.3. Shape parameter k=3
The case with k=3 (Fig. 4) shows substantial savings for ε = 2−7, as
also seen in the previous examples, while still showing competitive
results for ε = 2−4. The reason the gains are more modest here is that,
as we had before, there is very small variance in the standard Monte
Carlo and overall Multilevel Monte Carlo estimators, which puts more
emphasis on the initial level selection costs which are not ε dependent,
but are size dependent.
6. Numerical experiments, with repair process
To demonstrate the generality of the method and the substantial
computational beneﬁts available in more interesting scenarios, we
consider the same 70 component system as generated in Section 5 with
a repair process included. The components are again taken to have
shape parameter k=0.5 and uniformly distributed scale on [2, 10], but
now failed components are repaired according to an Exponentially
distributed clock with rate λ = 0.05.
Note that the ﬁnal failure time of all components which lead to
system failure cannot be sampled simultaneously any more, because
repairs may change the state of the system en-route to ultimate failure.
Indeed, the computational complexity of sampling is substantially
greater due to the need to simulate the stochastic process of failure
and repair, repeatedly testing after each system state change whether
the system is still functional. Consequently, obtaining a single Monte
Carlo sample may now require many passes over the collection of cut
sets and moreover there is additional randomness in the runtime to
simulate a single system failure time.
Fig. 2. Left: Diagnostic tests for the largest considered system; Right: cost gains for
nested randomly grown systems from 5 to 75 components, with Weibull distribution
having shape parameter k=0.5 and uniformly distributed scale.
Fig. 3. Left: Diagnostic tests for the largest considered system; Right: cost gains for
nested randomly grown systems from 5 to 75 components, with Weibull distribution
having shape parameter k=1 and uniformly distributed scale.
Fig. 4. Left: Diagnostic tests for the largest considered system; Right: cost gains for
nested randomly grown systems from 5 to 75 components, with Weibull distribution
having shape parameter k=3 and uniformly distributed scale.
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However, the Multilevel paradigm still applies and, as will be seen,
even performs marginally better in this more complex scenario.
6.1. Repair process
The repair process is taken to be Exponential (λ = 0.05). Some full
standard Monte Carlo runs show that this leads to a highly random
number of repairs over the lifetime of the system as depicted in Fig. 5.
Note that this is not so much chosen to be representative of any real
system, but is in fact faster repair than might be expected in order to
increase the diﬃculty of the problem.
6.2. Level selection for repairable systems
The procedure described for non-repairable systems can be adapted
to this case. The only minor adjustment required is to the level
selection algorithm as described in Section 4.2.1.
Recall that the level selection procedure ﬁrst involves determining a
failure time for all cut sets. In the non-repairable case, this was simply
a case of computing Eq. (5) for a ﬁxed collection of component
simulations tcj( ). However, the stochastic process of failure and repair
means that tcj( ) depends on the cut set Ci which causes failure, so that in
principle for each j the stochastic process should be simulated
continuously until all cut sets have failed at least once, with the ﬁrst
failure time being recorded as ηi for each C ∈i ? . As such, very rare
failure modes may result in essentially unbounded compute cost.
To address this, we propose simulation of the full stochastic process
of failure and repair until the ﬁrst instance of failure due to a cut set.
We then simulate the conditional failure time of the still functioning
components given survival to this time without further repairs taking
place. Note that the exact behaviour beyond the initial cut set failure is
therefore deemed less important: our primary goal is to establish cut
sets which fail early, so exhaustive simulation is redundant. Clearly,
these simulations cannot be used in the ﬁnal estimate in the way they
could for the non-repairable case.
In every other way, the level selection algorithm is the exact
analogue of that for the non-repairable case, with the objective being
to ensure rapid decay of the mean of each level.
Fig. 5. A standard Monte Carlo estimate of the distribution of number of repairs before
system failure in the example system. Figure truncated at 300 repairs.
Fig. 6. Diagnostic plots for the repairable system example.
Fig. 7. Actual runtimes to perform a single sample on each level for the repairable
example. Note the log-scaled time axis. Density estimates composed from 108 replicates.
Timings are for a single core of a c4.8xlarge Amazon EC2 compute instance using the
AMI from [1].
Fig. 8. Relative speedup of MLMC versus standard Monte Carlo to achieve estimation of
expected lifetime within an accuracy of ε.
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6.3. Results
6.3.1. Diagnostics
Fig. 6 (left) shows a mean decay of order 1, which implies that the
expected contribution to the system lifetime estimate halves compared
to the contribution from the previous level. This strong decay,
corresponding to α = 1 in Theorem 1, means that our sorting approach
does capture the inﬂuence of the cut sets, thus allowing estimation of
the failure time with reasonable accuracy, without spending computa-
tional eﬀort on evaluating ‘non-contributing’ cut sets. Recall that the
stronger the mean decay (i.e. the larger is the value α), the fewer levels
we will need, thus the higher will be the computational gain.
Fig. 6 (right) shows the variance decay and indicates the quality of
the coupling. As each level is more expensive to sample than the
previous one, it is desirable to sample it less often, without destroying
the overall variance. The parameter β quantiﬁes this in a rigorous way,
in our case having β ≈ 1, which implies that the variance on each level
is half that on the previous level, hence halving the number of samples
required.
6.3.2. Computational cost
Recall that the number of cut sets in a level was an accurate proxy
for the computational cost in the non-repairable example (see p.10)
and that γ = 1 could then be targeted by doubling the number of cut
sets in each level.
However, in the repairable case this is no longer so, because the
stochastic process of failure and repair adds a random element to the
simulation runtime before ‘system’ failure, with it also depending on
the cut set collection under consideration. Therefore, Fig. 7 shows the
distribution of empirical wall-clock runtimes to produce a single
simulation for each level on a log scale, showing the desired growth
in compute cost. Regressing a γlog (mean runtime) = + ℓ2 results in
γ ≈ 0.94. Crucially, this means that an exponential improvement in
accuracy is achieved (α β= = 1), but with a little below exponential
increase in cost (γ ≈ 0.94). This means MLMC actually provides
marginally better performance gain in the repairable case than it did
in the non-repairable case (where α β γ= = = 1).
When computing the cost in the repairable case, we can use the
empirical mean compute time for level ℓ, κℓ say, instead of the number
of cut sets in Eq. (4). Then, for a target accuracy ε, the speedup
provided by MLMC is characterised by:
( )
ε τ κ
ε Y κ
Speedup = Var( )
∑ Var( )
i L
L
−2
−2
ℓ=0 ℓ ℓ
2ε
where Lε is the earliest level with mean less than ε. For varying ε this is
depicted in Fig. 8. For coarse estimates, speedups of upto 1000 times
can be achieved. Note that the expected system lifetime is ≈205 with
high variance≈69, 000 — this was chosen as an extreme example to test
MLMCs ability to handle very diﬃcult estimation problems.
To put this in perspective, the time to achieve a Monte Carlo
estimate to accuracy ε = 1.5 would take about 141 days on a single CPU
core (or nearly 4 days using all cores of the c4.8xlarge Amazon EC2
instance used for testing). Multilevel Monte Carlo would achieve the
same accuracy in 1 day, 4 h on a single CPU core (or just 45 min using
all cores of a c4.8xlarge).
7. Conclusion and future work
We have presented an exciting new application for the Multilevel
paradigm for estimating the reliability of systems, which speeds up
traditional Monte Carlo estimation of system lifetimes and provides a
approach which can easily generalise to other reliability problems
which involve cut (path) sets. We have demonstrated that the proposed
approach to using MLMC in reliability problems achieves the strong
mean and variance decay required to enable truncation of the number
of levels which must be simulated. This is a very desirable feature for
MLMC, as the standard approach has to go through all the cut sets for
each sample, regardless of target accuracy. Moreover, we have demon-
strated that harder problems (such as repairable systems) achieve
slightly greater gains through just below exponential growth in the cost
of simulating levels (γ ≈ 0.94) while still having exponential mean and
variance decay (α β= = 1).
Unlike classic MLMC implementations, where one considers dif-
ferent approximations of a certain stochastic process wherein all of
them are biased, here we introduce approximations based on sorting
the minimal cut sets in a special way, which are biased, but less costly
to simulate. The numerical experiments show substantial savings for
large systems and are promising for further study of reliability and
structural optimisation. Indeed, the ease of extending from non-
repairable to a repairable setting shows the ﬂexibility of the approach
and we anticipate it would be likewise straight-forward to incorporate
shock and stress processes in a similar manner, beneﬁtting ever more
greatly from the acceleration oﬀered by MLMC. Our own future work
will include the extension of our approach in the spirit of [13], and
expanding the applicability of the Multilevel paradigm to other
algorithms established in the reliability community.
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