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Abstract. A nonlinear system of time-dependent integro-differential equations that describes the processes of phase transforma-
tions in metastable melts and solutions is investigated. Using the saddle-point method for calculating the Laplace-type integral, a
complete analytical solution was constructed, which determines the dynamic dependencies of the crystal size distribution function
and the supercooling (supersaturation) of the system. The maximum size of the growing crystals, the average number of crystals
and their average size as functions of time are found. It is shown that to correctly describe the evolution of a metastable system, it
is necessary to take into account both the fundamental contribution of the saddle-point method and the following four contributions
of the asymptotic expansion. The theory under consideration is in good agreement with experimental data.
INTRODUCTION
At the initial stages, the process of evolution of a metastable system can be considered, neglecting the influence of
crystallites growing in it, both at each other and at the degree of supercooling or supersaturation. Over time, when
the number of crystals in the system increases, they begin to have a significant impact on the degree of metastability,
reducing it due to the release of the latent heat of the phase transition (in the case of supercooled melts) or absorption
of the dissolved impurity (in the case of supersaturated solutions). In this case, the process of nucleation continues
and a certain particle size distribution appears in the system, which is described using the distribution function. The
mathematical model of the process at this stage, called the intermediate, is an integro-differential system consisting
of the Fokker-Planck equation for the distribution function and the balance equation for the degree of metastability
[1–5]. Such a model is closed using appropriate boundary and initial conditions, which strongly depend on the kinetic
mechanisms of crystal growth (for example, the kinetic mechanisms of Meirs and Weber-Volmer-Frenkel-Zeldovich),
as well as the expressions used for the dependencies of the crystal growth rates on the degree of metastability, and
sometimes even on the radius of the crystals and time [6–8]. The complexity of the mathematical formulation of
an integro-differential problem with moving phase transition boundaries indicates the absence of general methods
for its theoretical analysis so that each individual model deserves special consideration and development of original
approaches for its theoretical or numerical study. At the final stage of phase transformation, the mathematical formu-
lation of the problem is further complicated by the need to take into account the processes of coalescence, coagulation,
and fragmentation of particles [9–16].
The present study is devoted to an analytical description of the nonstationary process of nucleation and growth
of particles at the intermediate stage of phase transformation in metastable melts and solutions. The paper takes into
account a power-law empirical dependence for the growth rate of spherical nuclei, as well as the kinetics of their
nucleation, according to the Meirs and Weber-Volmer-Frenkel-Zeldovich (WVFZ) mechanisms [17, 18].
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THE MODEL
The evolutionary behavior of the dimensionless degree of metastability u(τ) and the particle-radius distribution func-
tion f (τ, l) (here τ and l represent the dimensionless time and spatial variables) is characterized by the following
balance and kinetic equations [19, 20]
du
dτ
= −b1um
∞∫
0
l2 f (l, τ)dl, τ > 0, (1)
∂ f
∂τ
+ um
∂ f
∂l
= 0, τ > 0, l > 0, (2)
where b1 is a positive parameter [19, 20]. Equations (1) and (2) should be supplemented by the boundary conditions
of the form
u = 1, f = 0, τ = 0; f =
1
um
exp[pφ(u)], l = 0, (3)
where p is a positive constant and φ reads as
φ(u) =

1 − u−2,WVFZ (sm),
ln−2(1 + u−1p ) − ln−2(1 + u/up),WVFZ (ss),
ln u, Meirs (sm and ss),
(4)
where symbols sm and ss designate the supercooled melts and supersaturated solutions, up = Cp/∆C0, Cp and ∆C0
are the concentration at saturation and supersaturation.
The dimensionless growth rate for spherical particles can be written out as [17, 18]
dl
dτ
= [u(τ)]m (5)
where m is a positive constant.
A COMPLETE ANALYTICAL SOLUTION
Taking into account the boundary conditions (3) let us express the exact solution of equation (2) as
f (l, τ) = Σ(y(τ) − l)η(y(τ) − l), Σ(u) = exp[pφ(u)]
um
, y(τ) =
τ∫
0
um(τ1)dτ1, (6)
where η is the Heaviside function. Integrating the rate of crystal growth (5), we have (l = 0 at τ = µ)
l = y(τ) − y(µ). (7)
Equation (7) at µ = 0 gives the maximal size lm(τ) of spherical particles that originated at zero time, i.e. lm(τ) = y(τ).
Now we use the new variable µ instead of l accordingly to the following substitution
y(µ) = y(τ) − l. (8)
Let us emphasize that the limits l = 0 and l = lm(τ) of integration transform to the limits µ = τ and µ = 0 . Now
equations (7) and (8) lead to
du
dτ
= −b1um
τ∫
0
q(µ, τ) exp[pφ(µ)]dµ, (9)
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Table 1. Coefficients of the analytical solution
WVFZ (sm) WVFZ (ss) Meirs (ss and sm)
φ(IV), µ = 0 −4b1 −4κb1 −2b1
φ(VIII), µ = 0 16b21(7m + p) 16b
2
1κ(7m + κp) 4b
2
1(14m + p)
H(0) −χ/4 −κ−1/4χ/4 −21/4χ/4
where
q(µ, τ) = [y(τ) − y(µ)]2. (10)
To use the Laplace method for the evaluation of integral in equation (9), we assume that p  1. Expression (4)
demonstrates that the derivative of φ with respect to µ is negative for both kinetic mechanisms under consideration.
So, for example, in the case of supercooled melts, we arrive at
dφ
dµ
=

2u−3
du
dµ
, WVFZ
u−1
du
dµ
, Meirs
. (11)
Note that du/dµ < 0 because the system metastability decreases with time and u > 0. Keeping this in mind, one can
see that φ(µ) attains a maximum value at µ = 0. Now to use the saddle-point technique, we evaluate the first non-zero
derivative of φ(µ) at µ = 0. Our results demonstrate that the first three derivatives vanish at µ = 0 for both kinetics and
only the fourth derivative is nonzero (for details, see Table 1), where
χ =
(
6
b1
)1/4
, κ =
1
(1 + up) ln3(1 + u−1p )
.
So, the integral (9) can be evaluated as [21]
τ∫
0
exp[pφ(µ)]dµ ≈
∞∑
k=0
p−(k+1)/4ak(y), (12)
ak(y) = (−1)k+1 4
k
k!
Γ
(
k + 1
4
)
Hk(0)
dk
dµk
[q(µ, τ)H(µ)]µ=0, (13)
where Γ is the gamma function and
H(µ) =
[φ(µ)]3/4
φ′(µ)
. (14)
To evaluate H(µ) and its derivatives at µ = 0 we expand this function in series at µ = 0 keeping in mind the
nonzero derivatives φ(µ) at µ = 0 listed in Table 1. Substituting (14) into (13), we obtain ak(y) (H′(0) = H′′(0) =
H′′′(0) = 0) in the form
a0(y) = −Γ
(
1
4
)
H(0)y2, a1(y) = −8Γ
(
1
2
)
H2(0)y, a2(y) = −16Γ
(
3
4
)
H3(0), a3(y) = 0,
a4(y) = −A4y2, A4 = 323 Γ
(
5
4
)
H4(0)H(IV)(0), H(IV)(0) =
241/4φ(VIII)
224(−φ(IV))5/4 ,
where H(0), φ(IV), φ(VIII) are presented in Table 1.
Now keeping in mind that
du
dτ
=
du
dy
dy
dτ
= um
du
dy
, (15)
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a) b)
Figure 1. The dimensionless degree of metastability (a) and time (b) as functions of the modified time variable.
we have from expressions (9) and (12)
du
dy
= −b1
∞∑
k=0
p−(k+1)/4ak(y). (16)
Integrating (16), we come to a parametric form of metastability expressed in terms of the modified time variable y
u(y) = 1 − b1
∞∑
k=0
p−(k+1)/4
y∫
0
ak(y1)dy1. (17)
The i−th approximation of u(y) is described by coefficients a0, a1, ..., ak and takes the form
u(y) = ui(y) = 1 − b1
i∑
k=0
p−(k+1)/4
y∫
0
ak(y1)dy1. (18)
The first five approximations have the form
u0(y) = 1 + Γ
(
1
4
)
b1H(0)y3
3p1/4
, u1(y) = u0(y) + Γ
(
1
2
)
4b1H2(0)y2
p1/2
, (19)
u2(y) = u3(y) = u1(y) + Γ
(
3
4
)
16b1H3(0)y
p3/4
, u4(y) = u2(y) +
A4b1y3
3p5/4
. (20)
The dimensionless time and its i−th approximation can also be expressed as a parametric function of y from (15)
as
τ(y) =
y∫
0
dy1
um(y1)
, τi(y) =
y∫
0
dy1
umi (y1)
. (21)
Now combining (6) and (17), we get
f (y, l) =
1
um(y − l) exp
[
p(1 − u2(y − l))
u2(y − l)
]
η(y − l). (22)
Let us note that the radii of particles are bounded by the maximum size lm(τ).
The total number of particles per unit volume and the mean radius of growing crystals are described as
N(y) =
1
l30
lm(y)∫
0
f (l, y)dl, L¯(y) = l0
lm(y)∫
0
lF(l, y)dl

lm(y)∫
0
f (l, y)dl

−1
. (23)
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Figure 2. The dimensionless distribution function. The vertical lines show the maximal radius of the crystals.
Figure 3. The dimensionless degree of metastability as a function of rescaled time: theory (solid line), experiment (filled symbols)
with different initial supersaturations [22], and experiment (open circles) [23].
CONCLUDING REMARKS
Figures 1 and 2 show the obtained analytical solutions in a parametric form (where y plays the role of the parame-
ter). The degree of system metastability decreases with increasing the modified time y and, as a consequence, with
increasing the dimensionless time τ. The size-distribution function grows up to the maximal crystal radius existing
in a metastable liquid. Figure 3 illustrates the present analytical solution versus experimental data for the degree of
system metastability. The theory under consideration well agrees with experiments.
Let us especially emphasize in conclusion that the present theory should be generalized to take into account the
growth of dendritic crystals in a metastable liquid in the spirit of recently developed theories [24–28].
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