Hall-Littlewood Polynomials, Alcove Walks, and Fillings of Young
  Diagrams by Lenart, Cristian
ar
X
iv
:0
80
4.
47
15
v3
  [
ma
th.
CO
]  
28
 M
ay
 20
10
HALL-LITTLEWOOD POLYNOMIALS, ALCOVE WALKS, AND FILLINGS OF
YOUNG DIAGRAMS
CRISTIAN LENART
Abstract. A recent breakthrough in the theory of (type A) Macdonald polynomials is due to Haglund,
Haiman and Loehr, who exhibited a combinatorial formula for these polynomials in terms of a pair
of statistics on fillings of Young diagrams. The inversion statistic, which is the more intricate one,
suffices for specializing a closely related formula to one for the type A Hall-Littlewood Q-polynomials
(spherical functions on p-adic groups). An apparently unrelated development, at the level of arbitrary
finite root systems, led to Schwer’s formula (rephrased and rederived by Ram) for the Hall-Littlewood
P -polynomials of arbitrary type. The latter formula is in terms of so-called alcove walks, which originate
in the work of Gaussent-Littelmann and of the author with Postnikov on discrete counterparts to the
Littelmann path model. In this paper, we relate the above developments, by deriving a Haglund-
Haiman-Loehr type formula for the Hall-Littlewood P -polynomials of type A from Ram’s version of
Schwer’s formula via a “compression” procedure.
1. Introduction
Hall-Littlewood symmetric polynomials are at the center of many recent developments in represen-
tation theory and algebraic combinatorics. They were originally defined in type A, as a basis for the
algebra of symmetric functions depending on a parameter t; this basis interpolates between two fun-
damental bases: the one of Schur functions, at t = 0, and the one of monomial functions, at t = 1.
The original motivation for defining Hall-Littlewood polynomials comes from some counting problems
in group theory that led to the definition of the Hall algebra [21]. Apart from the Hall algebra, the best
known applications of Hall-Littlewood functions include:
• the character theory of finite linear groups [5],
• spherical functions for the general linear group over the field of p-adic numbers [27][Chapter V],
• projective and modular representations of symmetric groups [28, 32],
• Lusztig’s t-analog of weight multiplicities (Kostka-Foulkes polynomials) and affine Hecke algebras
[23],
• unipotent classes and Springer representations [8, 22],
• statistical physics related to certain Bethe ansatz configurations and fermionic multiplicity for-
mulas [11],
• representations of quantum affine algebras and affine crystals [12, 14].
Macdonald [24] showed that there is a formula for the spherical functions corresponding to a Chevalley
group over a p-adic field which generalizes the formula for the Hall-Littlewood polynomials. Thus,
the Macdonald spherical functions generalize the Hall-Littlewood polynomials to all root systems, and
the two names are used interchangeably in the literature. There are two families of Hall-Littlewood
polynomials of arbitrary type, called P -polynomials and Q-polynomials, which form dual bases for the
Weyl group invariants. The P -polynomials specialize to the Weyl characters at t = 0. The transition
matrix between Weyl characters and P -polynomials is given by Lusztig’s t-analog of weight multiplicities
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(Kostka-Foulkes polynomials of arbitrary type), which are certain affine Kazhdan-Lusztig polynomials
[10, 23]. On the combinatorial side, we have the Lascoux-Schu¨tzenberger formula for the Kostka-Foulkes
polynomials in type A [13], but no generalization of this formula to other types is known. Other
applications of the type A Hall-Littlewood polynomials that extend to arbitrary type are those related
to fermionic multiplicity formulas [1] and affine crystals [14]. We refer to [3, 27, 29, 34] for surveys on
Hall-Littlewood polynomials, both of type A and of arbitrary type.
Macdonald [25, 26] defined a remarkable family of orthogonal polynomials depending on parameters
q, t, which bear his name. These polynomials generalize the spherical functions for a p-adic group,
the Jack polynomials, and the zonal polynomials. At q = 0, Macdonald’s integral form polynomials
Jλ(X ; q, t) specialize to the Hall-Littlewood Q-polynomials, and thus they further specialize to the Weyl
characters (upon setting t = 0 as well). There has been considerable interest recently in the combinatorics
of Macdonald polynomials. This stems in part from a combinatorial formula for the ones corresponding
to type A, which is due to Haglund, Haiman, and Loehr [7], and which is in terms of fillings of Young
diagrams. This formula uses two statistics on the mentioned fillings, called inv and maj. The Haglund-
Haiman-Loehr (HHL) formula already found important applications, such as new proofs of the positivity
theorem for Macdonald polynomials, which states that the two-parameter Kostka-Foulkes polynomials
have nonnegative integer coefficients. One of the mentioned proofs, due to Grojnowski and Haiman [6],
is based on Hecke algebras, while the other, due to Assaf [2], is purely combinatorial and leads to a
positive formula for the two-parameter Kostka-Foulkes polynomials.
An apparently unrelated development, at the level of arbitrary finite root systems, led to Schwer’s
formula [33], rephrased and rederived by Ram [30], for the Hall-Littlewood P -polynomials of arbitrary
type. The latter formula is in terms of so-called alcove walks, which originate in the work of Gaussent-
Littelmann [4] and of the author with Postnikov [17, 18] on discrete counterparts to the Littelmann path
model in the representation theory of Lie algebras [19, 20].
In this paper, we relate Schwer’s formula to the HHL formula. More precisely, we show that, if the
partition λ has n − 1 distinct non-zero parts, then we can group into equivalence classes the terms in
the type An−1 instance of Ram’s version of Schwer’s formula for Pλ(X ; t), such that the sum in each
equivalence class is a term in the HHL formula for q = 0. An equivalence class consists of all the
terms corresponding to alcove walks that produce the same filling of the Young diagram λ via a simple
construction. In consequence, we explain the way in which the Macdonald polynomial inversion statistic
(which is the more intricate of the two statistics mentioned above) arises naturally from more general
concepts, as the outcome of “compressing” Ram’s version of Schwer’s formula in type A. More generally,
when λ is arbitrary, with A. Lubovsky we used a combinatorial bijection to show that (Ram’s version of)
Schwer’s formula leads to a new HHL-type formula for Pλ(X ; t); this result is contained in the Appendix.
This article lays the groundwork for several directions of research. In [16] we show that the recent
formula for the Macdonald polynomials due to Ram and Yip [31] (which is also in terms of alcove walks,
but does not specialize to Ram’s version of Schwer’s formula used in this paper upon setting q = 0)
compresses to a formula which is similar to the HHL one, but has fewer terms. Thus, the results in this
paper are not a specialization of those in [16]. Furthermore, note that, unlike in the present paper, in
[16] we only consider partitions λ with n− 1 distinct non-zero parts, and that certain key facts needed
in [16] are proved in the present paper. In [15], we derive new tableau formulas for the Hall-Littlewood
polynomials of type B and C by compressing the corresponding instances of (Ram’s version of) Schwer’s
formula. Type D is slightly more complex, and will be considered in a different publication. We are also
investigating potential applications to positive combinatorial formulas for Lusztig’s t-analog of weight
multiplicity beyond type A.
2. Preliminaries
We recall some background information on finite root systems and affine Weyl groups.
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2.1. Root systems. Let g be a complex semisimple Lie algebra, and h a Cartan subalgebra, whose rank
is r. Let Φ ⊂ h∗ be the corresponding irreducible root system, h∗
R
⊂ h∗ the real span of the roots, and
Φ+ ⊂ Φ the set of positive roots. Let α1, . . . , αr ∈ Φ+ be the corresponding simple roots. We denote by
〈 · , · 〉 the nondegenerate scalar product on h∗
R
induced by the Killing form. Given a root α, we consider
the corresponding coroot α∨ := 2α/〈α, α〉 and reflection sα.
LetW be the correspondingWeyl group, whose Coxeter generators are denoted, as usual, by si := sαi .
The length function on W is denoted by ℓ( · ). The Bruhat graph on W is the directed graph with edges
u→ w where w = usβ for some β ∈ Φ
+, and ℓ(w) > ℓ(u); we usually label such an edge by β and write
u
β
−→ w. The reverse Bruhat graph is obtained by reversing the directed edges above. The Bruhat order
on W is the transitive closure of the relation corresponding to the Bruhat graph.
The weight lattice Λ is given by
(2.1) Λ := {λ ∈ h∗
R
: 〈λ, α∨〉 ∈ Z for any α ∈ Φ}.
The weight lattice Λ is generated by the fundamental weights ω1, . . . , ωr, which form the dual basis to
the basis of simple coroots, i.e., 〈ωi, α∨j 〉 = δij . The set Λ
+ of dominant weights is given by
Λ+ := {λ ∈ Λ : 〈λ, α∨〉 ≥ 0 for any α ∈ Φ+}.
The subgroup ofW stabilizing a weight λ is denoted byWλ, and the set of minimum coset representatives
in W/Wλ by W
λ. Let Z[Λ] be the group algebra of the weight lattice Λ, which has a Z-basis of formal
exponents {xλ : λ ∈ Λ} with multiplication xλ · xµ := xλ+µ.
Given α ∈ Φ and k ∈ Z, we denote by sα,k the reflection in the affine hyperplane
(2.2) Hα,k := {λ ∈ h
∗
R
: 〈λ, α∨〉 = k}.
These reflections generate the affine Weyl group Waff for the dual root system Φ
∨ := {α∨ : α ∈ Φ}.
The hyperplanes Hα,k divide the real vector space h
∗
R
into open regions, called alcoves. The fundamental
alcove A◦ is given by
A◦ := {λ ∈ h
∗
R
: 0 < 〈λ, α∨〉 < 1 for all α ∈ Φ+}.
2.2. Alcove walks. We say that two alcoves A and B are adjacent if they are distinct and have a
common wall. Given a pair of adjacent alcoves A 6= B (i.e., having a common wall), we write A
β
−→ B
if the common wall is of the form Hβ,k and the root β ∈ Φ points in the direction from A to B.
Definition 2.1. An alcove path is a sequence of alcoves such that any two consecutive ones are adjacent.
We say that an alcove path (A0, A1, . . . , Am) is reduced if m is the minimal length of all alcove paths
from A0 to Am.
We need the following generalization of alcove paths.
Definition 2.2. An alcove walk is a sequence Ω = (A0, F1, A1, F2, . . . , Fm, Am, F∞) such that A0, . . . ,
Am are alcoves; Fi is a codimension one common face of the alcoves Ai−1 and Ai, for i = 1, . . . ,m;
and F∞ is a vertex of the last alcove Am. The weight F∞ is called the weight of the alcove walk, and is
denoted by µ(Ω).
The folding operator φi is the operator which acts on an alcove walk by leaving its initial segment
from A0 to Ai−1 intact and by reflecting the remaining tail in the affine hyperplane containing the face
Fi. In other words, we define
φi(Ω) := (A0, F1, A1, . . . , Ai−1, F
′
i = Fi, A
′
i, F
′
i+1, A
′
i+1, . . . , A
′
m, F
′
∞) ;
here A′j := ρi(Aj) for j ∈ {i, . . . ,m}, F
′
j := ρi(Fj) for j ∈ {i, . . . ,m}∪{∞}, and ρi is the affine reflection
in the hyperplane containing Fi. Note that any two folding operators commute. An index j such that
Aj−1 = Aj is called a folding position of Ω. Let fp(Ω) := {j1 < . . . < js} be the set of folding positions of
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Ω. If this set is empty, Ω is called unfolded. Given this data, we define the operator “unfold”, producing
an unfolded alcove walk, by
unfold(Ω) = φj1 . . . φjs(Ω) .
Definition 2.3. An alcove walk Ω = (A0, F1, A1, F2, . . . , Fm, Am, F∞) is called positively folded if, for
any folding position j, the alcove Aj−1 = Aj lies on the positive side of the affine hyperplane containing
the face Fj.
We now fix a dominant weight λ and a reduced alcove path Π := (A0, A1, . . . , Am) from A◦ = A0 to
its translate A◦ + λ = Am. Assume that we have
A0
β1
−→ A1
β2
−→ . . .
βm
−→ Am ,
where Γ := (β1, . . . , βm) is a sequence of positive roots. This sequence, which determines the alcove
path, is called a λ-chain (of roots). Two equivalent definitions of λ-chains (in terms of reduced words in
affine Weyl groups, and an interlacing condition) can be found in [17][Definition 5.4] and [18][Definition
4.1 and Proposition 4.4]; note that the λ-chains considered in the mentioned papers are obtained by
reversing the ones in the present paper. We also let ri := sβi , and let r̂i be the affine reflection in the
common wall of Ai−1 and Ai, for i = 1, . . . ,m; in other words, r̂i := sβi,li , where li := |{j ≤ i : βj = βi}|
is the cardinality of the corresponding set. Given J = {j1 < . . . < js} ⊆ [m] := {1, . . . ,m}, we define
the Weyl group element φ(J) and the weight µ(J) by
(2.3) φ(J) := rj1 . . . rjs , µ(J) := r̂j1 . . . r̂js(λ) .
Given w ∈ W , we define the alcove path w(Π) := (w(A0), w(A1), . . . , w(Am)). Consider the set of
alcove paths
P(Γ) := {w(Π) : w ∈Wλ} .
We identify any w(Π) with the obvious unfolded alcove walk of weight µ(w(Π)) := w(λ). Let us now
consider the set of alcove walks
F+(Γ) := { positively folded alcove walks Ω : unfold(Ω) ∈ P(Γ)} .
We can encode an alcove walk Ω in F+(Γ) by the pair (w, J) in W
λ × 2[m], where
fp(Ω) = J and unfold(Ω) = w(Π) .
Clearly, we can recover Ω from (w, J) with J = {j1 < . . . < js} by
Ω = φj1 . . . φjs(w(Π)) .
Let A(Γ) be the image of F+(Γ) under the map Ω 7→ (w, J). We call a pair (w, J) in A(Γ) an admissible
pair, and the subset J ⊆ [m] in this pair a w-admissible subset.
Proposition 2.4. (1) We have
(2.4) A(Γ) = { (w, J) ∈ Wλ × 2[m] : J = {j1 < . . . < js} , w > wrj1 > . . . > wrj1 . . . rjs = wφ(J)} ;
here the decreasing chain is in the Bruhat order on the Weyl group, its steps not being covers necessarily.
(2) If Ω 7→ (w, J), then
µ(Ω) = w(µ(J)) .
Proof. The first part rests on the well-known fact that, given a positive root α and a Weyl group element
w, we have ℓ(wsα) < ℓ(w) if and only if w(α) is a negative root [9, Proposition 5.7]. The second part
follows from the simple fact that the action of w on an alcove walk commutes with that of the folding
operators. 
The formula for the Hall-Littlewood P -polynomials in [33] was rederived in [30] in a slightly different
version, based on positively folded alcove walks. Based on Proposition 2.4, we now restate the latter
formula in terms of admissible pairs.
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Theorem 2.5. [30, 33] Given a dominant weight λ, we have
(2.5) Pλ(X ; t) =
∑
(w,J)∈A(Γ)
t
1
2 (ℓ(w)+ℓ(wφ(J))−|J|) (1− t)|J| xw(µ(J)) .
2.3. The Macdonald polynomial inversion statistic. This subsection recalls the setup in [7], closely
following the presentation there.
Let λ = (λ1 ≥ λ2 ≥ . . . ≥ λl) with λl > 0 be a partition of m = λ1 + . . .+ λl. The number of parts l
is known as the length of λ, and is denoted by ℓ(λ). Using standard notation, one defines
n(λ) :=
∑
i
(i− 1)λi .
We identify λ with its Young (or Ferrers) diagram
{(i, j) ∈ Z+ × Z+ : j ≤ λi} ,
whose elements are called cells. Diagrams are drawn in “Japanese style” (i.e., in the third quadrant), as
shown below:
λ = (2, 2, 2, 1) = ;
the rows and columns are increasing in the negative direction of the axes. We denote, as usual, by λ′
the conjugate partition of λ (i.e., the reflection of the diagram of λ in the line y = −x, which will be
drawn in French style). For any cell u = (i, j) of λ with j 6= 1, denote the cell v = (i, j − 1) directly to
the right of u by r(u).
Two cells u, v ∈ λ are said to attack each other if either
(i) they are in the same column: u = (i, j), v = (k, j); or
(ii) they are in consecutive columns, with the cell in the left column strictly below the one in the
right column: u = (i, j), v = (k, j − 1), where i > k.
The figure below shows the two types of pairs of attacking cells.
(i)
•
•
, (ii)
•
•
.
A filling is a function σ : λ → [n] := {1, . . . , n} for some n, that is, an assignment of values in [n]
to the cells of λ. As usual, we define the content of a filling σ as ct(σ) := (c1, . . . , cn), where ci is the
number of entries i in the filling, i.e., ci := |σ−1(i)|. The monomial xct(σ) of degree m in the variables
x1, . . . , xn is then given by
xct(σ) := xc11 . . . x
cn
n .
Definition 2.6. Let F(λ, n) denote the set of fillings σ : λ→ [n] satisfying
• σ(u) 6= σ(v) whenever u and v attack each other, and
• σ is weakly decreasing in rows, i.e., σ(u) ≥ σ(r(u)).
The (Japanese) reading order is the total order on the cells of λ given by reading each column from
top to bottom, and by considering the columns from left to right.
Definition 2.7. An inversion of σ is a pair of attacking cells (u, v) where σ(u) < σ(v) and u precedes
v in the reading order.
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Here are two examples of inversions, where a < b:
a
b
,
b
a
.
Definition 2.8. The inversion statistic on fillings σ, denoted inv(σ), is the number of inversions of σ.
The descent statistic, denoted des(σ), is the number of cells u = (i, j) with j 6= 1 and σ(u) > σ(r(u)).
Remark 2.9. The inversion statistic is defined for arbitrary fillings in [7], being used in the combinatorial
formula for the Macdonald polynomials. In order to specialize the general definition to the one in this
paper, one needs to restrict the entries of the fillings to [n], replace each entry i with n + 1 − i, and
convert French diagrams to Japanese ones via the reflection in the line y = −x, as discussed above.
We are now ready to state a combinatorial formula for the Hall-Littlewood Q-polynomials in the
variables X = (x1, . . . , xn) for a fixed n. This is quickly derived from the formula for the Macdonald’s
integral form symmetric polynomials Jλ(X ; q, t) [7, Proposition 8.1] upon setting the variable q to 0. In
fact, as discussed in Remark 2.9, one also needs to set xi = 0 for i > n, and replace xi by xn+1−i for
i ∈ [n] in the cited formula (the Hall-Littlewood polynomials being symmetric in X).
Theorem 2.10. (cf. [7]) For any partition λ, we have
(2.6) Qλ(X ; t) =
∑
σ∈F(λ,n)
tn(λ)−inv(σ) (1− t)ℓ(λ)+des(σ) xct(σ) .
Definition 2.11. We call n(λ)− inv(σ) the complementary inversion statistic, and denote it by cinv(σ).
Proposition 2.12. The statistic cinv(σ) counts the pairs of cells (u, v) in the same column with u below
v, such that σ(u) < σ(v) < σ(w), where w is the cell directly to the left of u, if it exists (otherwise, the
condition consists only of the first inequality).
Proof. Observe first that n(λ) is the number of all pairs of cells (u, v) in the same column with u below
v. We have σ(v) 6= σ(u) and, if w exists, then σ(w) 6= σ(v), by the first condition in Definition 2.6. The
result follows simply by noting that, if w exists, then we cannot simultaneously have σ(w) < σ(v) and
σ(v) < σ(u), because the second condition in Definition 2.6 would be contradicted. 
Here is an example of a configuration counted by the complementary inversion statistic, where a <
b < c.
b
c a
.
We conclude this section by recalling the relation between the Hall-Littlewood polynomials Pλ(X ; t)
and Qλ(X ; t). Assume that λ has mi parts equal to i for each i. As usual, for any positive integer m,
we write
[m]t! := [m]t[m− 1]t . . . 1t , where [k]t :=
1− tk
1− t
.
Then
(2.7) Pλ(X ; t) =
1
(1 − t)ℓ(λ)[m1]t! . . . [mn]t!
Qλ(X ; t) .
Note that (2.6) makes the divisibility of Qλ(X ; t) by (1 − t)ℓ(λ) obvious.
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3. The compression phenomenon
3.1. Specializing Schwer’s formula to type A. We now restrict ourselves to the root system of type
An−1, fow which the Weyl group W is the symmetric group Sn. Permutations w ∈ Sn are written
in one-line notation w = w(1) . . . w(n). We can identify the space h∗
R
with the quotient space V :=
R
n/R(1, . . . , 1), where R(1, . . . , 1) denotes the subspace in Rn spanned by the vector (1, . . . , 1). The
action of the symmetric group Sn on V is obtained from the (left) Sn-action on R
n by permutation of
coordinates. Let ε1, . . . , εn ∈ V be the images of the coordinate vectors in Rn. The root system Φ can
be represented as Φ = {αij := εi − εj : i 6= j, 1 ≤ i, j ≤ n}. The simple roots are αi = αi,i+1, for
i = 1, . . . , n− 1. The fundamental weights are ωi = ε1+ . . .+ εi, for i = 1, . . . , n− 1. The weight lattice
is Λ = Zn/Z(1, . . . , 1). A dominant weight λ = λ1ε1 + . . . + λn−1εn−1 is identified with the partition
(λ1 ≥ λ2 ≥ . . . ≥ λn−1 ≥ λn = 0) of length at most n− 1. We fix such a partition λ for the remainder
of this paper.
For simplicity, we use the same notation (i, j) with i < j for the root αij and the reflection sαij , which
is the transposition of i and j. We proved in [17, Corollary 15.4] that, for any k = 1, . . . , n− 1, we have
the following ωk-chain, denoted by Γ(k):
(3.1)
( (1, n), (1, n− 1), . . . , (1, k + 1) ,
(2, n), (2, n− 1), . . . , (2, k + 1) ,
. . .
(k, n), (k, n− 1), . . . , (k, k + 1) ) .
Hence, we can construct a λ-chain as a concatenation Γ := Γλ1 . . .Γ1, where Γj = Γ(λ
′
j). This λ-chain
is fixed for the remainder of this paper. Thus, we can replace the notation A(Γ) with A(λ).
Example 3.1. Consider n = 4 and λ = (2, 1, 0, 0), for which we have the following λ-chain (the
underlined pairs are only relevant in Example 3.3 below):
(3.2) Γ = Γ2Γ1 = ((1, 4), (1, 3), (1, 2) | (1, 4), (1, 3), (2, 4), (2, 3)) .
We represent the Young diagram of λ inside a broken 4× 2 rectangle, as below. In this way, a transpo-
sitions (i, j) in Γ can be viewed as swapping entries in the two parts of each column (in rows i and j,
where the row numbers are also indicated below).
1 1
2
2
3 3
4 4
Given the λ-chain Γ above, in Section 2.2 we considered subsets J = {j1 < . . . < js} of [m], where in
the present case m =
∑λ1
i=1 λ
′
i(n − λ
′
i). Instead of J , it is now convenient to use the subsequence of Γ
indexed by the positions in J . This is viewed as a concatenation with distinguished factors T = Tλ1 . . . T1
induced by the factorization of Γ as Γλ1 . . .Γ1. More precisely, Tj is the subsequence of Γj indexed by
the following positions in Γ:
J ∩

 λ1∑
i=j+1
λ′i(n− λ
′
i),
λ1∑
i=j
λ′i(n− λ
′
i)

 .
All the notions defined in terms of J are now redefined in terms of T . As such, from now on we will
write φ(T ), µ(T ), and |T |, the latter being the size of T . If J is a w-admissible subset for some w in Sλn ,
we will also call the corresponding T a w-admissible sequence, and (w, T ) an admissible pair. We will
use the notation A(Γ) and A(λ) accordingly.
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We denote by wTλ1 . . . Tj the permutation obtained from w via right multiplication by the transposi-
tions in Tλ1 , . . . , Tj, considered from left to right. This agrees with the above convention of using pairs
to denote both roots and the corresponding reflections. As such, φ(J) in (2.3) can now be written simply
T .
Remark 3.2. Let us introduce the following order on pairs (a, b) with a < b:
(a, b) ≺ (c, d) if (a < c) or (a = c and b > d) .
In the present setup, an admissible pair can be defined as a pair (w, T ), where w is a permutation in
Sλn , T = Tλ1 . . . T1, and each Tj is a sequence of pairs ((a1, b1), . . . , (ap, bp)) such that
• 1 ≤ ai ≤ λ′j < bi ≤ n for i = 1, . . . , p;
• (ai, bi) ≺ (ai+1, bi+1) for i = 1, . . . , p− 1;
• Tj is the sequence of labels on a chain in the reverse Bruhat graph on Sn which starts at
wTλ1 . . . Tj+1.
Example 3.3. We continue Example 3.1, by picking the admissible pair (w, J) with w = 4312 ∈ Sλ4
and J = {1, 5, 7} (see the underlined positions in (3.2)). Thus, we have
T = T2T1 = ((1, 4) | (1, 3), (2, 3)) .
The corresponding decreasing chain in Bruhat order is the following, where the swapped entries are
shown in bold (we represent permutations as broken columns, as discussed in Example 3.1):
w =
4
3
1
2
>
2
3
1
4
|
2
3
1
4
>
1
3
2
4
>
1
2
3
4
.
3.2. The filling map. Given a pair (w, T ), not necessarily admissible, we consider the permutations
πj = πj(w, T ) := wTλ1Tλ1−1 . . . Tj+1 ,
for j = 1, . . . , λ1. In particular, πλ1 = w.
Definition 3.4. The filling map is the map f from pairs (w, T ), not necessarily admissible, to fillings
σ = f(w, T ) of the shape λ, defined by
(3.3) σ(i, j) := πj(i) .
In other words, the j-th column of the filling σ consists of the first λ′j entries of the permutation πj .
Example 3.5. Given (w, T ) as in Example 3.3, we have
f(w, T ) = 4 2
3
.
Proposition 3.6. Given a permutation w and any subsequence T of Γ (not necessarily w-admissible),
we have ct(f(w, T )) = w(µ(T )). In particular, w(µ(T )) only depends on f(w, T ).
This proposition is proved in Section 4, where it is shown how to recover the affine information from
the fillings.
Proposition 3.7. We have f(A(λ)) ⊆ F(λ, n). If the partition λ has n − 1 distinct non-zero parts,
then the map f : A(λ)→ F(λ, n) is surjective.
Proof. Let u = (i, j) be a cell of λ, and σ = f(w, T ). We check that σ satisfies the two conditions
in Definition 2.6. If j 6= 1, then σ(u) ≥ σ(r(u)) by the decreasing chain condition in (2.4). Now let
v = (k, j) with k > i. We clearly have σ(u) 6= σ(v) because σ(u) = πj(i) and σ(v) = πj(k). For the
same reason, if σ(u) = σ(r(u)), then σ(v) 6= σ(r(u)). Otherwise, consider the subchain of the Bruhat
chain corresponding to (w, T ) which starts at πj and ends at πj−1. There is a permutation π in this
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subchain such that σ(v) = π(k) and σ(r(u)) is the entry in some position greater than k, to be swapped
with position i; this follows from the structure of the segment Γj (see (3.1)) in the λ-chain Γ. Thus, we
have σ(v) 6= σ(r(u)) once again. We conclude that σ ∈ F(λ, n).
Now consider λ with n − 1 distinct non-zero parts, and σ ∈ F(λ, n). We construct an increasing
chain in the Bruhat order on Sn, as follows. Let π1 be some permutation such that π1(i) = σ(i, 1) for
1 ≤ i ≤ λ′1. For each i from λ
′
2 down to 1, if σ(i, 2) 6= σ(i, 1), then swap the entry in position i with the
entry σ(i, 2); the latter is always found in a position greater than λ′2 because σ ∈ F(λ, n). The result is
a permutation π2 whose first λ
′
2 entries form the second column of σ. Continue in this way, by moving
to columns 3, . . . , λ1. Then set w := πλ1 . The constructed Bruhat chain determines an admissible pair
(w, T ) mapped to σ by f . 
Based on Proposition 3.7, from now on we consider the filling map as a map f : A(λ)→ F(λ, n).
3.3. Compressing Schwer’s formula. In this section we assume that the partition λ has n−1 distinct
non-zero parts, i.e., corresponds to a regular weight in the root system An−1. In this case S
λ
n = Sn,
and thus the pairs (w, J) in A(λ) are only subject to the decreasing chain condition in (2.4); this fact is
implicitly used in the proof of the theorem below.
We start by recalling Ram’s version of Schwer’s formula (2.5) and the HHL formula (2.6):
Pλ(X ; t) =
∑
(w,T )∈A(Γ)
t
1
2 (ℓ(w)+ℓ(wT )−|T |) (1− t)|T | xw(µ(T )) ,
Pλ(X ; t) =
∑
σ∈F(λ,n)
tcinv(σ) (1− t)des(σ) xct(σ) .
We will now describe the way in which the second formula can be obtained by compressing the first
one.
Theorem 3.8. Given λ with n − 1 distinct non-zero parts and any σ ∈ F(λ, n), we have f−1(σ) 6= ∅
and xw(µ(T )) = xct(σ) for all (w, T ) ∈ f−1(σ). Furthermore, we have
(3.4)
∑
(w,T )∈f−1(σ)
t
1
2 (ℓ(w)+ℓ(wT )−|T |) (1 − t)|T | = tcinv(σ) (1− t)des(σ) .
The first statement in the theorem is just the content of Propositions 3.6 and 3.7. The compression
formula (3.4) will be proved Section 5.
The case of an arbitrary partition λ (with at most n−1 parts) is considered in the Appendix (Section
6).
In order to measure the compression phenomenon, we define the compression factor c(λ) as the ratio
of the number of terms in Ram’s version of Schwer’s formula for λ and the number of terms t(λ) in the
HHL formula above. We list below some examples, which show that the compression factor increases
sharply with the number of variables n.
λ n t(λ) c(λ)
(4, 2, 1) 4 366 2.9
(4, 2, 1) 5 1,869 9.0
(4, 2, 1) 6 6,832 31.3
(4, 3, 2, 1) 5 8,896 4.1
(4, 3, 2, 1) 6 75,960 17.7
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4. The proof of Proposition 3.6
The weight/partition λ is assumed to be an arbitrary one in this section. Recall the λ-chain Γ in
Section 3.1. Let us write Γ = (β1, . . . , βm), as in Section 2.2. As such, we recall the hyperplanes Hβk,lk
and the corresponding affine reflections r̂k = sβk,lk . If βk = (a, b) falls in the segment Γp of Γ (upon the
factorization Γ = Γλ1 . . .Γ1 of the latter), then it is not hard to see that
lk = |{i : p ≤ i ≤ λ1, λ
′
i ≥ a}| .
An affine reflection s(a,b),l acts on our vector space V by
(4.1) s(a,b),l(µ1, . . . , µa, . . . , µb, . . . , µn) := (µ1, . . . , µb + l, . . . , µa − l, . . . , µn) .
Now fix a permutation w in Sn and a subset J = {j1 < . . . < js} of [m] (not necessarily w-admissible).
Let Π be the alcove path corresponding to Γ, and define the alcove walk Ω as in Section 2.2, by
Ω := φj1 . . . φjs(w(Π)) .
Given k in [m], let i = i(k) be the largest index in [s] for which ji < k. Let γk := wrj1 . . . rji (βk), and
let Hγk,mk be the hyperplane containing the face Fk of Ω (cf. Definition 2.2). In other words
Hγk,mk = wr̂j1 . . . r̂ji (Hβk,lk) .
Our first goal is to describe mk purely in terms of the filling associated to (w, J).
Let t̂k be the affine reflection in the hyperplane Hγk,mk . Note that
t̂k = wr̂j1 . . . r̂ji r̂k r̂ji . . . r̂j1w
−1 .
Thus, we can see that
wr̂j1 . . . r̂ji = t̂ji . . . t̂j1w .
Let T = ((a1, b1), . . . , (as, bs)) be the subsequence of Γ indexed by the positions in J , cf. Section 3.1.
Let T i be the initial segment of T with length i, let wi := wT
i, and σi := f(w, T
i). In particular, σ0 is
the filling with all entries in row i equal to w(i), and σ := σs = f(w, T ). The columns of a filling of λ are
numbered, as usual, from left to right by λ1 to 1. Note that, if βji+1 = (ai+1, bi+1) falls in the segment
Γp of Γ, then σi+1 is obtained from σi by replacing the entry wi(ai+1) with wi(bi+1) in the columns
p− 1, . . . , 1 (and the row ai+1) of σi.
Given a fixed k, let βk = (a, b), c := wi(a), and d := wi(b), where i = i(k) is defined as above. Then
γ := γk = (c, d), where we might have c > d. Let Γq be the segment of Γ where βk falls. Given a
filling φ, we denote by φ[p] and φ(p, q] the parts of φ consisting of the columns λ1, λ1 − 1, . . . , p and
p−1, p−2, . . . , q, respectively. We use the notation Ne(φ) to denote the number of entries e in the filling
φ.
Proposition 4.1. With the above notation, we have
mk = 〈ct(σ[q]), γ
∨〉 = Nc(σ[q]) −Nd(σ[q]) .
Proof. We apply induction on i, which starts at i = 0. We will now proceed from j1 < . . . < ji < k,
where i = s or k ≤ ji+1, to j1 < . . . < ji+1 < k, and we will freely use the notation above. Let
βji+1 = (a
′, b′) , c′ := wi(a
′) , d′ := wi(b
′) .
Let Γp be the segment of Γ where βji+1 falls, where p ≥ q.
We need to compute
wr̂j1 . . . r̂ji+1(Hβk,lk) = t̂ji+1 . . . t̂j1w(Hβk,lk) = t̂ji+1(Hγ,m) ,
where m = 〈ct(σi[q]), γ
∨〉, by induction. Note that γ′ := γji+1 = (c
′, d′), and t̂ji+1 = sγ′,m′ , where
m′ = 〈ct(σi[p]), (γ′)∨〉, by induction. We will use the following formula:
sγ′,m′(Hγ,m) = Hsγ′ (γ),m−m′〈γ′,γ∨〉 .
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Thus, the proof is reduced to showing that
m−m′〈γ′, γ∨〉 = 〈ct(σi+1[q]), sγ′(γ
∨)〉 .
An easy calculation, based on the above information, shows that the latter equality is non-trivial only if
p > q, in which case it is equivalent to
(4.2) 〈ct(σi+1(p, q])− ct(σi(p, q]), γ
∨〉 = 〈γ′, γ∨〉 〈ct(σi+1(p, q]), (γ
′)∨〉 .
This equality is a consequence of the fact that
ct(σi+1(p, q]) = sγ′(ct(σi(p, q])) ,
which follows from the construction of σi+1 from σi explained above. 
Proof of Proposition 3.6. We apply induction on the size of T , using freely the notation above. We prove
the statement for T = ((a1, b1), . . . , (as+1, bs+1)), assuming it holds for T
s = ((a1, b1), . . . , (as, bs)). We
have
w(µ(T ) = wr̂j1 . . . r̂js+1(λ) = t̂js+1 . . . t̂j1w(λ) = t̂js+1(ct(σs)) ,
by induction. Let c := ws(as+1), d := ws(bs+1), and assume that (as+1, bs+1) falls in the segment of Γ
corresponding to column p of λ. Then t̂js+1 = s(c,d),m, where
m = Nc(σs[p])−Nd(σs[p]) ,
by Proposition 4.1. Thus, the proof is reduced to
s(c,d),m(N1(σs), . . . , Nn(σs)) = (N1(σs+1), . . . , Nn(σs+1)) .
This follows easily from (4.1) and the following equalities:
Nc(σs+1)−Nc(σs[p]) = |{j : λ
′
j ≥ bs+1}| = Nd(σs)−Nd(σs[p]) ,
Nd(σs+1)−Nd(σs[p]) = p− 1 = Nc(σs)−Nc(σs[p]) .

5. The proof of Theorem 3.8
The weight/partition λ is assumed to be an arbitrary one in this section, unless otherwise specified.
We start with some notation related to sequences of positive integers. Given such a sequence w, we
write w[i, j] for the subsequence w(i)w(i + 1) . . . w(j). We use the notation Na(w) and Nab(w) for the
number of entries w(i) with w(i) < a and a < w(i) < b, respectively. Given a sequence of transpositions
T = ((a1, b1), . . . , (ap, bp)) and a permutation w, we define
(5.1) N(w, T ) :=
p∑
i=1
Ncidi(wi[ai, bi]) ,
where
wi = w(a1, b1) . . . (ai, bi) , ci := min(wi(ai), wi(bi)) , di := max(wi(ai), wi(bi)) .
We extend the notion of length ℓ( · ) for permutations to any sequence w by counting inversions, which
are defined in the same way as for permutations. All the formulas below and the relevant notions are
tacitly extended, in the obvious way, to permutations of some fixed set of n positive integers.
Lemma 5.1. Consider (w, T ) ∈ A(Γ) with T written as a concatenation S1 . . . Sp. Let wi := wS1 . . . Si,
so w0 = w. Then
1
2
(ℓ(w) + ℓ(wT )− |T |) =
1
2
(ℓ(wS1 . . . Sp−1) + ℓ(wT )− |Sp|) +
p−1∑
i=1
N(wi−1, Si) .
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Proof. It is enough to prove the lemma for p = 2, since the function N(u, S) has the obvious additivity
property. For p = 2, we simply note that
(5.2)
1
2
(ℓ(w)− ℓ(wS1)− |S1|) = N(w, S1) .

Given the ωk-chain Γ(k) in (3.1) and 0 ≤ p ≤ n− k, let Γ(k, p) denote the segment of Γ(k) obtained
by removing its first p entries. We define A(Γ(k, p)) like in (2.4), except that w ∈W .
Proposition 5.2. Fix k, p such that 1 ≤ k ≤ n − p ≤ n. Consider a permutation w in Sn given as a
concatenation w1w2w3, where w1 and w3 are sequences of size k and p, respectively. We have
(5.3)
∑
T : (w,T )∈A(Γ(k,p))
t
1
2 (ℓ(w)+ℓ(wT )−|T |) (1− t)|T | = tℓ(w1)+ℓ(w2w3)+Nw(1)(w3) .
In particular, if p = 0, and thus w = w1w2, the above sum is just t
ℓ(w1)+ℓ(w2).
Proof. Let us denote the sum in (5.3) by S(w, k, p). We prove (5.3) for all n by increasing induction on k
and, for a fixed k, by decreasing induction on p. Induction starts at k = 1 and p = n−1, when S(w, k, p)
consists of a single term, corresponding to T = ∅. Now let a := w(1) and w1 = aw′1. If p = n− k, which
means that w2 is empty, then
S(w, k, p) = ta−1S(w′1w3, k − 1, 0) = t
a−1tℓ(w
′
1)+ℓ(w3) ,
by induction. But ℓ(w′1) + a− 1 = ℓ(w1) +Na(w3), which concludes the induction step.
Now let us prove (5.3) for p < n− k, assuming that it holds for p+ 1. As before, let w1 = aw′1; also
let b := w(n − p) and w2 = w′2b. The case a < b is straightforward, so let us assume a > b. The sum
S(w, k, p) splits into two sums, depending on (1, n − p) 6∈ T or (1, n − p) ∈ T . By induction, the first
sum is
S(w, k, p+ 1) = tℓ(w1)+ℓ(w2w3)+Na(w3)+1 .
By Lemma 5.1, the second sum is
(1− t) tNba(w
′
1)+Nba(w
′
2)S(bw′1w
′
2aw3, k, p+ 1) .
By induction,
S(bw′1w
′
2aw3, k, p+ 1) = t
ℓ(bw′1)+ℓ(w
′
2aw3)+Nb(w3) .
But we have
Nba(w
′
1) + ℓ(bw
′
1) = ℓ(w1) , Nba(w
′
2) + ℓ(w
′
2aw3) = ℓ(w2w3) +Nba(w3) , Nba(w3) +Nb(w3) = Na(w3).
Assembling the above information, we have
S(w, k, p) = tℓ(w1)+ℓ(w2w3)+Na(w3)+1 + (1 − t) tℓ(w1)+ℓ(w2w3)+Na(w3) = tℓ(w1)+ℓ(w2w3)+Na(w3) .
This completes the induction step. 
Let us denote by rev(S) the reverse of the sequence S. For simplicity, we write Γr(k) for rev(Γ(k)).
We also consider the segment of Γr(k) with the first p entries removed, which we denote by Γr(k, p).
Given a segment Γ′ of rev(Γ) (where Γ is our fixed λ-chain), in particular Γ′ = Γr(k, p), we define Ar(Γ′)
like in (2.4) except that we impose an increasing chain condition and w ∈W .
Proposition 5.3. Consider a permutation w in Sn and a number b ∈ [n] such that b ≥ a := w(1); also
consider an integer p with 0 ≤ p < w−1(b)− 1. Then we have
(5.4)
∑
T : (w,T )∈Ar(Γr(1,p))
wT (1)=b
tN(w,T )(1 − t)|T | = tNab(w[2,p+1])(1− t)1−δab ;
here δab is the Kronecker delta.
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Proof. Assume that a < b. We use decreasing induction on p. The base case for p = w−1(b) − 2 is
straightforward. Let us now prove the statement for p assuming it for p + 1. If c := w(p + 2) 6∈ (a, b),
the induction step is straightforward, so assume the contrary. In this case, the sum in (5.4), denoted by
S(w, p), splits into two sums, depending on (1, p+2) 6∈ T and (1, p+2) ∈ T . By induction, the first sum
is
S(w, p+ 1) = tNab(w[2,p+1])+1(1− t) .
The second sum is
tNac(w[2,p+1])(1− t)S(w(1, p+ 2), p+ 1) = tNac(w[2,p+1])(1− t) tNcb(w[2,p+1])(1− t)
= tNab(w[2,p+1])(1− t)2 ,
where the first equality is obtained by induction. The desired result easily follows by adding the two
sums into which S(w, p) splits. 
Proposition 5.4. Consider two sequences C1 ≤ C2 of size k and entries in [n], where ≤ denotes the
componentwise order. Also consider a permutation w in Sn such that w[1, k] = C1. Then we have
(5.5)
∑
T : (w,T )∈Ar(Γr(k))
wT [1,k]=C2
tN(w,T )(1− t)|T | = tℓ(C2)−ℓ(C1)+cinv(C2C1)(1− t)des(C2C1) ;
here C2C1 denotes the two-column filling with left column C2 and right column C1.
Proof. Let us split Γr(k) as Γrk(k) . . .Γ
r
1(k) by the rows in (3.1), that is,
Γri (k) = ( (i, k + 1), (i, k + 2), . . . , (i, n) ) .
This splitting induces one for the subsequence T of Γr(k) indexing the sum in (5.5), namely T = Tk . . . T1.
For i = 0, 1, . . . , k, define wi := wTkTk−1 . . . Ti+1, so wk = w. The sum in (5.5) can be written as a
k-fold sum in the following way:
(5.6)
∑
T1 : (w1,T1)∈A
r(Γr1(k))
w0(1)=C2(1)
tN(w1,T1)(1− t)|T1| . . .
∑
Tk : (wk,Tk)∈A
r(Γrk(k))
wk−1(k)=C2(k)
tN(wk,Tk)(1− t)|Tk| .
By Proposition 5.3, we have∑
Ti : (wi,Ti)∈A
r(Γri (k))
wi−1(i)=C2(i)
tN(wi,Ti)(1 − t)|Ti| = tNC1(i),C2(i)(C2[i+1,k])(1− t)1−δC1(i),C2(i) .
We can see that the above sum does not depend on the permutation wi, but only on C1(i) and C2[i, k].
Therefore, the k-fold sum (5.6) is a product of k factors, and evaluates to te(1− t)des(C2C1), where
e =
k−1∑
i=1
NC1(i),C2(i)(C2[i+ 1, k]) .
Clearly, e is just the number of inversions (i, j) in C2 (meaning that i < j and C2(i) > C2(j)) for which
C1(i) < C2(j). If (i, j) is an inversion in C2 not satisfying the previous condition, then C1(i) > C2(j)
(by the first condition in Definition 2.6), and thus (i, j) is an inversion in C1 (by the second condition
in Definition 2.6). Moreover, the only inversions of C1 which do not arise in this way are those counted
by the statistic cinv(C2C1), so e = ℓ(C2)− (ℓ(C1)− cinv(C2C1)). 
We can define a filling map f r : Ar(rev(Γ))→ F(λ, n) in a similar way to Definition 3.4, namely
f r(w, T ) := f(wT, rev(T )) .
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Proposition 5.5. Consider a filling σ ∈ F(λ, n), whose rightmost column is C := (σ(1, 1), . . . , σ(λ′1, 1)).
Let w be a permutation in Sn satisfying w[1, λ
′
1] = C. We have
(5.7)
∑
T : (w,T )∈(fr)−1(σ)
tN(w,T ) (1− t)|T | = tcinv(σ)−ℓ(C) (1− t)des(σ) .
Proof. The splitting rev(Γ) = Γr1 . . .Γ
r
λ1
, where Γ is our fixed λ-chain and Γri := rev(Γi), induces a
splitting T = T1 . . . Tλ1 of any T for which (w, T ) ∈ A
r(rev(Γ)), cf. Section 3.1. Let m := λ1 be the
number of columns of λ, and let C = C1, . . . , Cm be the columns of σ, of lengths c1 := λ
′
1, . . . , cm := λ
′
m.
Let C′i := Ci[1, ci+1], for i = 1, . . . ,m − 1. Note first that the segment T1 of a sequence T in (5.7) is
empty. For i = 1, . . . ,m, define wi := wT1T2 . . . Ti, so w1 = w. The sum in (5.7) can be written as an
(m− 1)-fold sum in the following way:
(5.8)
∑
Tm : (wm−1,Tm)∈A
r(Γrm)
wm[1,cm]=Cm
tN(wm−1,Tm)(1− t)|Tm| . . .
∑
T2 : (w1,T2)∈A
r(Γr2)
w2[1,c2]=C2
tN(w1,T2)(1− t)|T2| .
By Proposition 5.4, we have∑
Ti : (wi−1,Ti)∈A
r(Γri )
wi[1,ci]=Ci
tN(wi−1,Ti)(1 − t)|Ti| = tℓ(Ci)−ℓ(C
′
i−1)+cinv(CiC
′
i−1)(1− t)des(CiCi−1) .
We can see that the above sum does not depend on the permutation wi−1, but only on Ci−1 and Ci.
Therefore, the (m−1)-fold sum (5.8) is a product of m−1 factors, and evaluates to te(1− t)des(σ), where
e =
m∑
i=2
ℓ(Ci)− ℓ(C
′
i−1) + cinv(CiC
′
i−1) .
Since ℓ(Cm) = cinv(Cm), we have
e+ ℓ(C) = cinv(Cm) +
m∑
i=2
ℓ(Ci−1)− ℓ(C
′
i−1) + cinv(CiC
′
i−1) =
= cinv(Cm) +
m∑
i=2
cinv(CiCi−1) = cinv(σ) .

Proof of Theorem 3.8. At this point we assume that λ has n− 1 distinct non-zero parts, so λ′1 = n− 1.
By Lemma 5.1, we have∑
(w,T )∈f−1(σ)
t
1
2 (ℓ(w)+ℓ(wT )−|T |) (1− t)|T |
=
∑
(w,T )∈f−1(σ)
T1=∅
tN(w,T )(1− t)|T |
∑
T ′ : (w′,T ′)∈A(Γ(λ′1))
t
1
2 (ℓ(w
′)+ℓ(w′T ′)−|T ′|) (1 − t)|T
′| ,
where w′ := wT . By Proposition 5.2, the second sum in the 2-fold sum above is just tℓ(C), where C is
the first column of σ. Let w′′ be the unique permutation in Sn for which w
′′[1, λ′1] = C. The 2-fold sum
above can be rewritten as follows:
tℓ(C)
∑
T ′′ : (w′′,T ′′)∈(fr)−1(σ)
tN(w
′′,T ′′)(1 − t)|T
′′| = tℓ(C)tcinv(σ)−ℓ(C)(1− t)des(σ)
= tcinv(σ)(1− t)des(σ) .
The first equality is the content of Proposition 5.5. 
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6. Appendix: The case of partitions with repeated parts (with A. Lubovsky)
We now consider the case of arbitrary partitions λ with at most n− 1 parts (possibly with repeated
parts). In this general case, we will show that Ram’s version of Schwer’s formula leads to a new formula
for Pλ(X ; t), which is analogous to the HHL formula (2.6), and specializes to it when λ has n−1 distinct
non-zero parts. To this end, we need to consider a subset of F(λ, n).
Definition 6.1. Let F(λ, n) be the subset of F(λ, n) containing all fillings in F(λ, n) for which their
rightmost column is a concatenation of increasing segments corresponding to the positions a, a+1, . . . , b
with λa = . . . = λb.
Observe that if λ has n− 1 distinct non-zero parts, then F(λ, n) = F(λ, n).
Theorem 6.2. Given any partition λ with at most n− 1 parts, we have
(6.1) Pλ(X ; t) =
∑
σ∈F(λ,n)
tcinv(σ) (1 − t)des(σ) xct(σ) .
This theorem will be proved in Section 6.2, based on the compression results in Section 5 and a certain
combinatorial bijection discussed in more detail in Section 6.3.
6.1. Related remarks. In (2.7) we recalled that Pλ(X ; t) is obtained from Qλ(X ; t) via division by a
certain polynomial in t. Hence, it is natural to ask whether we can group the terms in the HHL formula
(2.6) for Qλ(X ; t), which are indexed by F(λ, n), such that the sum of each group is a term in (6.1)
multiplied by the mentioned polynomial in t; here each group would have a representative from F(λ, n).
The answer to this question is negative, as the following example shows. However, it would still be
interesting to derive (2.6) from (6.1) or viceversa via a less obvious method.
Let n = 4 and λ = (2, 2, 2, 0). The collection of all fillings with content (2, 1, 2, 1) is
des = 2


1 1
3 2
4 3
3 2
1 1
4 3
3 2
4 3
1 1
cinv = 0 cinv = 1 cinv = 2
des = 1


1 1
4 2
3 3
1 1
3 3
4 2
3 3
1 1
4 2
4 2
1 1
3 3
4 2
3 3
1 1
3 3
4 2
1 1
cinv = 1 cinv = 1 cinv = 2 cinv = 2 cinv = 3 cinv = 3
.
By Theorem 6.2, the coefficient of x(2,1,2,1) in Pλ(X, t) is a sum of two terms:
t0(1− t)2 + t1(1− t)1 = t0(1− t)1 .
By (2.6), the coefficient of x(2,1,2,1) in Qλ(X, t)/(1− t)ℓ(λ) is a sum of nine terms:
(1 − t)2(t0 + t1 + t2) + (1− t)1(2t1 + 2t2 + 2t3) = t0(1− t)1[3]t! .
6.2. The proof of Theorem 6.2. The new ingredient for this proof is the following bijection, to be
discussed in detail in Section 6.3. The notation is the same as in the previous sections. Given w in Sn,
we denote by w the lowest coset representative in wSλn .
Proposition 6.3. There is a bijection φ : AL → AR where
AL :=
{
(w, T ) ∈ Ar(rev(Γ)) : T1 = ∅, wT ∈ S
λ
n
}
, AR :=
{
(u, V ) ∈ Ar(rev(Γ)) : V1 = ∅, u ∈ S
λ
n
}
.
Furthermore, if (w, T )
φ
7→ (u, V ), then we have u = w, |V | = |T |, and
N(w, T ) = N(w, V )− (ℓ(w)− ℓ(w)) , ct(w, T ) = ct(w, V ) .
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Proof of Theorem 6.2. We have
Pλ(X ; t) =
∑
(w′,T ′)∈A(Γ)
t
1
2 (ℓ(w
′)+ℓ(w′T ′)−|T ′|) (1 − t)|T
′| xct(w
′,T ′)
=
∑
(w′,T ′)∈A(Γ)
T ′1=∅
tN(w
′,T ′) (1 − t)|T
′| xct(w
′,T ′)
∑
T ′′:(w,T ′′)∈A(Γ(λ′1))
t
1
2 (ℓ(w)+ℓ(wT
′′)−|T ′′|) (1− t)|T
′′|
=
∑
(w,T )∈Ar(Γr)
T1=∅, wT∈S
λ
n
tN(w,T ) (1 − t)|T | tℓ(w[1,λ
′
1])+ℓ(w[λ
′
1+1,n]) xct(w,T ) .
Here the first equality is Schwer’s formula (2.5), the second one is based on Lemma 5.1, where w := w′T ′,
and the third one is based on Proposition 5.2, where T = rev(T ′).
Let us now apply the bijection (w, T )
φ
7→ (w, V ) in Proposition 6.3. By a property of this bijection,
we have
N(w, T ) + ℓ(w[1, λ′1]) + ℓ(w[λ
′
1 + 1, n]) = N(w, V )− (ℓ(w)− ℓ(w)) + ℓ(w[1, λ
′
1]) + ℓ(w[λ
′
1 + 1, n])
= N(w, V ) + ℓ(w[1, λ′1]) .
The last equality follows from the fact that
ℓ(w)− ℓ(w[1, λ′1])− ℓ(w[λ
′
1 + 1, n]) = ℓ(w)− ℓ(w[1, λ
′
1])− ℓ(w[λ
′
1 + 1, n]) ,
where ℓ(w[λ′1 + 1, n]) = 0. Hence, we can rewrite once again Pλ(X ; t) as
Pλ(X ; t) =
∑
(u,V )∈Ar(Γr)
V1=∅, u∈S
λ
n
tN(u,V )+ℓ(u[1,λ
′
1]) (1 − t)|V | xct(u,V ) ;
here we also used the other properties of the bijection in Proposition 6.3.
We now break up the sum in the right-hand side into smaller sums over the pairs (u, V ) whose image
under f r is the same filling σ; here u is the unique permutation in Sλn for which u[1, λ
′
1] coincides with
the rightmost column of σ. Based on Proposition 5.5, we obtain
Pλ(X ; t) =
∑
σ∈F(λ,n)

tℓ(u[1,λ′1]) ∑
V :(u,V )∈(fr)−1(σ)
tN(u,V ) (1− t)|V |

xct(σ)
=
∑
σ∈F(λ,n)
tℓ(u[1,λ
′
1]) tcinv(σ)−ℓ(u[1,λ
′
1]) (1 − t)des(σ) xct(σ)
=
∑
σ∈F(λ,n)
tcinv(σ) (1 − t)des(σ) xct(σ) .

6.3. The bijection in Proposition 6.3. We now get back to Proposition 6.3, whose proof is based on
Lemma 6.4 below. We start by preparing the background needed for the mentioned lemma.
Given a cycle a = (a1, . . . , an) and a permutation b, we let a
b := bab−1 = (b(a1), . . . , b(an)). The
following simple identities will be needed below:
(j, j + 1)(m, j + 1)(m, j) = (m, j + 1)(6.2)
(j, j + 1)(m, j)(m, j + 1) = (m, j)
(m, j)(j, j + 1) = (m, j + 1)(m, j)
(m, j + 1)(j, j + 1) = (m, j)(m, j + 1) .
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In the sequel we will use both sequences of transpositions and the compositions of these transpo-
sitions (as permutations); the distinction will be made based on the context. Recall the sequence of
transpositions Γr(k), which was interpreted in Section 3.1 as a reversed ωk-chain in the root system
An−1:
( (k, k + 1), (k, k + 2), . . . , (k, n),
(k − 1, k + 1), (k − 1, k + 2), . . . , (k − 1, n),
...
(1, k + 1), (1, k + 2), . . . , (1, n) ) .
It turns out that the following sequence Γ˜r(k) is also a reversed ωk-chain:
( (k, k + 1), (k − 1, k + 1), . . . , (1, k + 1),
(k, k + 2), (k − 1, k + 2), . . . , (1, k + 2),
...
(k, n), (k − 1, n), . . . , (1, n) ) .
Indeed, we can get from Γr(k) to Γ˜r(k) by swapping pairs corresponding to commuting transpositions
(see [17]). We will use the convention of writing (b, a) for transpositions (a, b) in Γ˜r(k). Recall that we
have the reversed λ-chain rev(Γ) = Γr1 . . .Γ
r
λ1
, where Γri := Γ
r(λ′i). For 1 ≤ j ≤ λ
′
1 we will consider the
new reversed λ-chain rev(Γ)j := Γ˜
r
1 . . . Γ˜
r
λj
Γrλj+1 . . .Γ
r
λ1
where Γ˜ri := Γ˜
r(λ′i). The relationship between
Γr(k) and Γ˜r(k) gives a relationship between rev(Γ) and rev(Γ)j , which leads to an obvious bijection
between the corresponding admissible sets. Therefore in the following proof we use rev(Γ)j , but based
on the mentioned bijection the results are easily translated to rev(Γ). The splitting of rev(Γ)j induces
the splitting T = T1 . . . Tλ1 of any T for which (w, T ) ∈ A
r(rev(Γ)j).
Lemma 6.4. If λj = λj+1 for a fixed j, then there is a bijection φj : ALj → A
R
j , where
ALj := {(w, T ) ∈ A
r(rev(Γ)j) : w(j) > w(j + 1), wT (j) < wT (j + 1), T1 = ∅}
and
ARj := {(w
′, T ′) ∈ Ar(rev(Γ)j) : w
′(j) < w′(j + 1), w′T ′(j) > w′T ′(j + 1), T ′1 = ∅} .
If (w, T ) 7→ (w′, T ′) under this bijection, then w′ = w(j, j + 1), |T | = |T ′|, ct(w, T ) = ct(w′, T ′), and
N(w, T ) = N(w′, T ′)− 1 .
Proof. Define the map from ARj to A
L
j by
(w′, T ′) 7→ (w := w′(j, j + 1), T )
where T is described in the sequel.
Consider (w′, T ′) ∈ ARj , and recall the splitting T
′ = T1 . . . Tλ1 , which is induced by the split-
ting of rev(Γ)j := Γ˜
r
1 . . . Γ˜
r
λj
Γrλj+1 . . .Γ
r
λ1
. If T ′ = ((a1, b1), . . . , (ap, bp)), we define (T
′)(j,j+1) :=(
(a1, b1)
(j,j+1), . . . , (ap, bp)
(j,j+1)
)
. If for all i, the sequence Ti does not contain the transpositions
(m, j) and (m, j + 1) adjacent to one another for some m, then define T := (T ′)(j,j+1). We have
wT = w′T ′(j, j + 1), hence (w, T ) ∈ ALj , and it is clear that |T | = |T
′|. The filling f r(w, T ) is obtained
from the filling f r(w′, T ′) by switching row j with row j + 1, hence ct(w, T ) = ct(w′, T ′).
To facilitate with the remainder of the proof we introduce some terminology. In order to construct T ,
we define a new splitting of T ′ (different from T ′ = T1 . . . Tλ1). We scan T
′ from left to right, one Ti at
a time, paying attention to certain transpositions. We define a start marker as a sequence of adjacent
transpositions ((m, j + 1), (m, j)) in Ti for i ≤ λj , and denote it by sm. Similarly, we define an end
marker simply as a transposition (m, j) in Ti for i ≤ λj , and denote it by em. If i > λj , a start marker is
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a sequence ((m, j), (m, j+1)) in Ti, also denoted by sm, and an end marker is a transposition (m, j+1)
in Ti, also denoted by em.
If T ′ contains a start marker sm and we split T
′ as T ′ = UsmV , then w
′U(j) < w′U(j + 1), because
otherwise T ′ is not w′-admissible. By our hypothesis w′T ′(j) > w′T ′(j+1), hence there is a transposition
τ in V determining the splitting T = UsmWτR, where w
′UsmWτ(j) > w
′UsmWτ(j+1). Consider the
first such τ in V , which means that τ is an end marker ek and w
′UsmW (j) < w
′UsmW (j + 1). We call
this ek the complementary end marker to sm. Observe that a complementary end marker can be in Ti,
i > λj for a start marker in Ti′ , i
′ ≤ λj .
Consider the following splitting of T ′:
(6.3) T ′ = U1sm1W1ek1U2 . . . Ut−1smtWtektUt+1 ,
where, in our scanning of T ′, sm1 is the first start maker, ek1 is its complementary end marker, sm2 is the
next start marker, etc., and Ut+1 contains no start markers. Observe that (j, j + 1)smiWeki(j, j + 1) =
e
(j,j+1)
mi Wski , by (6.2). Based on this, we define the sequence of transpositions
(6.4) T := U
(j,j+1)
1 e
(j,j+1)
m1
W1sk1U
(j,j+1)
2 . . . U
(j,j+1)
t−1 e
(j,j+1)
mt
WtsktU
(j,j+1)
t+1 ,
in order to have (j, j+1)T ′(j, j+1) = T as a composition of transpositions. It is not hard to check that
T is w-admissible, where w = w′(j, j + 1). Therefore wT = w′T ′(j, j + 1) and thus (w, T ) ∈ ALj . It is
also clear that |T | = |T ′|. Furthermore, we have ct(w, T ) = ct(w′, T ′), since, for each column, the only
difference that can occur between the fillings f r(w, T ) and f r(w′, T ′) is due to interchanging the values
in rows j and j + 1. The fact that N(w, T ) = N(w′, T ′)− 1 follows from (5.2).
To show that the constructed map is invertible, we apply a similar procedure to T , by scanning it
from right to left; here the notion of an end marker needs to be slightly modified, in the obvious way. It
is not hard to see that this procedure determines a splitting of T at the same positions as those in the
previous splitting of T ′, so we recover the original sequence T ′. 
Proof of Proposition 6.3. Given (w, T ) ∈ AL, we can biject it to (w, T ′) ∈ AR by applying some proce-
dure to get from w to w in Sλn by swapping adjacent positions j and j + 1; then for each such swap,
we apply the bijection φj in Lemma 6.4. The reorderings have to occur in the intervals [a, b] for which
λa = . . . = λb. For instance, the mentioned intervals can be considered from top to bottom, and at each
step, for a certain interval [a, b], we can define j to be the first descent in [a, b) of the corresponding
permutation u; in other words, we set
(6.5) j := min {i ∈ [a, b) : u(i) > u(i+ 1)} .
In order to apply the same sequence of transformations in reverse order to (w, T ′), we need to use
the similar procedure described below. Start with the permutation wT ′ and convert it to a permutation
in Sλn as follows, by considering the intervals [a, b] from bottom to top; then for each swap of adjacent
positions j and j+1, apply the bijection φ−1j . If the current interval is [a, b] and the current permutation
is u, then j is defined as follows:
(6.6) j := u−1(k) , where k := max {u(i) : i ∈ [a, b), u(i) > u(i+ 1)} .
The fact that the second procedure reverses the first one rests on the following simple observation.
Fix π in Sn and sort its entries by swapping adjacent entries, i.e., by applying adjacent transpositions
sj = (j, j + 1) on the right. Assume that j is chosen as in (6.5), where [a, b) = [1, n). The mentioned
sorting of π is realized by the unique reduced word for π−1 of the form
. . . (sisi−1 . . .)(si+1si . . .) . . . (sn−1sn−2 . . .) .
Now consider the sorting of π−1 given by the reversed reduced word (for π)
(. . . sn−2sn−1) . . . (. . . sisi+1)(. . . si−1si) . . . .
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It is not hard to see that this sorting is realized by successively applying sj with j given by (6.6), where
[a, b) = [1, n). 
Remark 6.5. It is clear that the bijections φj in Lemma 6.4 satisfy φiφj = φjφi for j ≥ i+2. If one can
show that they also satisfy the braid relations φjφj+1φj = φj+1φjφj+1, whenever these compositions
are defined, then the bijection in the proof of Proposition 6.3 does not depend on the order in which we
apply the maps φj , to go from (w, T ) to (w, T
′).
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