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Abstract
This paper concerns the theory of non-recollisional ionization or detachment of atoms or ions by
intense few-cycle pulses. It is shown that in certain conditions of pulse duration, peak intensity
and carrier-envelope phase, the ionization probability integrated over ejection angle varies almost
periodically with energy, with a period roughly equal to the photon energy for slow enough outgoing
electrons. This modulation is found both in calculations based on the strong field approximation
(SFA) and in ab initio time-dependent calculations. It is explained as resulting from the interference
between the contributions of different saddle times of the modified classical action. Methods for
efficiently calculating the SFA ionization amplitude beyond the usual saddle point approximation
are also discussed.
PACS numbers: 32.80.Rm,42.50.Hz
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I. INTRODUCTION
Ever since the discovery of above-threshold ionization (ATI) [1], the energy spectrum
of the electrons ejected from atoms or ions exposed to an intense laser pulse has proved
rich in interesting features [2]. These include the suppression of the lowest ATI peaks in
long pulses, which arises from the ponderomotive acceleration of the outgoing electron [3],
prominent Stark-shift induced resonances in short pulses [4], the recollision plateau, which
extends the spectrum well beyond the classical cutoff for direct ionization [5], and the low
energy and very low energy structures recently found in ionization by ultrashort infrared
pulses [6].
The theory of multiphoton ionization has progressed in parallel with these discoveries,
through a combination of ab initio time-dependent calculations and of analyses based on
the strong field approximation (SFA) or on the Floquet theory and other approaches [7]. Of
particular note in the context of the present work is Keldysh’s theory [8], a length-gauge
formulation of the SFA which, since its inception fifty years ago, has been at the basis of
a large fraction of the theoretical work on strong field physics. This formulation predicts
accurate ionization probabilities for detachment from negative ions [9]. It is also both
qualitatively and quantitatively correct for ionization from atoms, provided the Coulomb
interaction between the active electron and the residual ion is properly taken into account
[10].
In this article we study another feature of ionization in intense ultra-short laser pulses,
namely an almost periodic modulation marking the angle-integrated energy spectrum in ap-
propriate conditions of pulse duration, peak intensity and carrier-envelope phase. Although
this modulation is readily found both in SFA calculations and in ab initio calculations, we
are not aware that it has been discussed previously [11]. However, like various other strong
field phenomena, it can be traced, through the SFA, to the interplay between different sad-
dle times of the modified classical action. We concentrate on the low energy end of the
ionization spectrum, where this modulation is clearest. As is well known, this part of the
spectrum is dominated by direction ionization. Recollision of the detached electron with the
residual ion plays no role here, and is therefore neglected in our analysis.
The theoretical background to the work is outlined in Section II. The results are presented
and discussed in Section III. Technical issues concerning the calculation of the ionization
2
amplitude within the SFA are briefly considered in the Appendix — namely avoiding the
spurious contributions made to the ionization amplitude by the end points of the inte-
gral defining it, computational methods bypassing saddle point integration, and improving
the accuracy of the usual (second order) saddle point method. Atomic units are assumed
throughout this article, except where specified otherwise.
II. THEORY
We work within the dipole approximation and describe the laser pulse by a spatially ho-
mogeneous vector potential A(t) and a spatially homogeneous electric field F(t) = −∂tA(t).
Specifically, we set
A(t) = (F0/ω)χ(t)ǫˆ sin(ωt+ ϕ), (1)
where ǫˆ is a unit vector (we assume linear polarization), χ(t) is a function defining the
pulse’s intensity profile, and ϕ is an arbitrary phase [12]. We assume that χ(t) peaks at
t = 0. Most of the results presented below are calculated for pulses with a half-period cos2
amplitude envelope encompassing an integer number of optical cycles, for which
χ(t) =


cos2
(
ωt
2nc
)
−ncpi/ω ≤ t ≤ ncpi/ω
0 t < −ncpi/ω or t > ncpi/ω,
(2)
where nc is the number of optical cycles encompassed by the pulse. Such pulses have the
desirable property of not imparting an unphysical displacement or drift momentum to a free
electron [13]. We also consider pulses with a sech amplitude profile (sech2 in intensity). In
either case, both |A(t)| and |F(t)| are negligibly small, if not exactly zero, before a certain
time ti and after a certain time tf .
For simplicity, we assume that the atom has only one active electron and is initially in a
certain bound state with wave function Φ0(r, t) = φ0(r) exp(Ipt). In Keldysh’s formulation
of the strong field approximation, the probability amplitude for the photoelectron to have a
momentum p at times t ≥ tf is then
A
(K)
p0 = −i
∫ tf
ti
dt
∫
drΨ∗
p
(r, t) [r · F(t)] Φ0(r, t), (3)
within an irrelevant phase factor. The wave function Ψp(r, t) is the Volkov wave
Ψp(r, t) =
1
(2pi)3/2
exp
[
iπ(p, t) · r− i
2
∫ t
ti
dt′π2(p, t)
]
, (4)
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where π(p, t) denotes the kinematical momentum of the electron:
π(p, t) = p+A(t). (5)
In this formulation, the interaction between the photoelectron and the ionic core is treated
exactly in the initial state of the system but is otherwise completely neglected. As is well
known, the effect of this long range interaction on the motion of the electron during the
tunnelling stage of the ionization process can be taken into account semiclassically, and doing
so brings the predictions of the theory into much closer agreement with experiment. For a
stationary laser field of electric field amplitude F0, the correction amounts to multiplying
Ψp(r, t) by the factor [14]
I(r) =
(
4Ip
F0
1
r
)Z/κ
, (6)
where Z is the charge of the residual ion and κ = (2Ip)
1/2. Although derived for a stationary
field, this correction, with F0 taken to the peak electric field amplitude, has been shown to
be effective for ultra short laser pulses [10]. Rather than the Keldysh amplitude (3), we thus
work with the “tunnelling corrected” amplitude
Ap0 = −i
∫ tf
ti
dt
∫
drΨ∗
p
(r, t)I(r) [r · F(t)] Φ0(r, t). (7)
Given the normalization of the Volkov wave (4), the density of probability that an electron
is detached by the pulse with a final kinetic energy E = p2/2 is
P (E) = 2pi
∫ pi
0
P (E, θ) sin θ dθ, (8)
with θ the angle between the momentum p and the polarization vector ǫˆ and
P (E, θ) = p |Ap0|2 . (9)
Eq. (7) can also be written in the form
Ap0 = − 1
(2pi)3/2
∫ tf
ti
dt
∫
dr
(
∂
∂t
exp[−iπ(p, t) · r]
)
I(r)φ0(r) exp[iS(p, t)], (10)
with
S(p, t) =
1
2
∫ t
ti
π(p, t′)2dt′ + Ipt. (11)
Upon integrating by parts, we thus have
Ap0 = − 1
(2pi)3/2
exp[iS(p, t)]Mp0(t)
∣∣∣tf
ti
+
i
(2pi)3/2
∫ tf
ti
exp[iS(p, t)]S ′(p, t)Mp0(t)dt (12)
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where S ′(p, t) is the derivative of S(p, t) with respect to time and
Mp0(t) =
∫
exp[−iπ(p, t) · r]I(r)φ0(r)dr. (13)
As we will soon see, the boundary terms appearing in Eq. (12) are exactly cancelled by
opposite contributions from the end-points of the integral. We note from Eq. (7) that in
fact the ionization amplitude Ap0 does not depend on the precise values of the initial and
final times ti and tf , as long as the pulse’s electric field is effectively zero at and around ti and
at tf (as should be expected on physical grounds — the ionization probability cannot depend
on how the field varies at times where it is too weak to affect the atom). Mathematically,
there is no dependence on ti and tf only if E(t) and all the derivatives of E(t) vanish at
these two times [15]. This condition is not met by the model of pulses commonly used
in calculations, which might have practical consequences if pulses with an excessively fast
turn on and turn off are considered (this issue is considered further in the Appendix but is
normally not problematic in applications to realistic cases).
More specifically, we represent the initial state of the atom by an s-orbital and, following
[16], set
φ0(r) ≡ 2κ3/2Cκ0(κr)(Z/κ)−1 exp(−κr)/
√
4pi, (14)
where Cκ0 is the asymptotic coefficient for the species considered in the definition of [17].
Accordingly, the product S ′(p, t)Mp0(t) reduces to (4piκ)
1/2(4Ipκ/F0)
Z/κCκ0, and [18]
Ap0 = i
(2κ)1/2Cκ0
2pi
(
4Ipκ
F0
)Z/κ(∫ tf
ti
exp[iS(p, t)]dt− exp[iS(p, t)]
iS ′(p, t)
∣∣∣∣
tf
ti
)
. (15)
In this article we present results for detachment from the ground state of an He+ ion or
an hydrogen atom, for which Cκ0 = 1, and for ionization from the ground state of neutral
helium, for which it is appropriate to take Cκ0 = 0.993 [17].
The integral appearing in the right-hand side of Eq. (15) is amenable to saddle point
integration, which is the usual way of calculating the ionization amplitude in the strong
field approximation. Within this approach,
∫ tf
ti
exp[iS(p, t)] dt ≈
∑
j
√
2pii
S ′′(p, tj)
exp[iS(p, tj)] +
exp[iS(p, t)]
iS ′(p, t)
∣∣∣∣
tf
ti
+ . . . (16)
where the times tj are the complex values of t at which S
′(p, t) = 0. The first term in the
right-hand side of Eq. (16) is the contribution to the integral of the saddle times tj , while
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the second term is the dominant contribution of the end-points ti and tf of the integration
contour (dominant in the sense of an asymptotic analysis, see, e.g., [19]). Depending on
the pulse, the second term can be large, even much larger than the first term; however, as
shown by Eq. (15), it is exactly cancelled by the boundary terms arising from the integration
by parts. The remainder, not written down explicitely in the equation, is the sum of the
higher-order contributions of these two end-points and of the saddle times. Since the choice
of ti and tf is arbitrary, it is appropriate to neglect the end-point contributions altogether
and write
Ap0 ≈ i(2κ)
1/2Cκ0
2pi
(
4Ipκ
F0
)Z/κ∑
tj
√
2pii
S ′′(p, tj)
exp[iS(p, tj)]. (17)
However, for maximum accuracy, we prefer not to use the saddle point method to calculate
the energy spectrum. Instead, we treat time as a complex variable and numerically integrate
the function exp[iS(p, t)] over t along a straight line path parallel to the real axis and passing
through the saddle point with the lowest positive imaginary part. This approach and other
alternative methods for integrating this function over the duration of the pulse are discussed
in the Appendix.
III. RESULTS AND DISCUSSION
As is well known, the ionization probability predicted by the SFA is generally an oscillat-
ing function of the detachment energy E and of the angle of emission θ, due to interferences
between the contributions of different saddle times tj . Examples of this oscillatory behavior
are shown in Fig. 1 for the case of a strong 800 nm 4-cycle pulse interacting with an He+
ion. Panel (a) illustrates the variation of P (E, θ) for a “cosine-like” pulse (ϕ = 0), panel (b)
for a “sine-like” pulse (ϕ = pi/2). Comparing these two sets of results, it can be seen that
the energies at which P (E, θ) is maximal tend to vary less with the emission angle for ϕ = 0
than for ϕ = pi/2. In particular, for ϕ = 0 the peaks tend to come in groups concentrated
in the same ranges of energies for all values of θ.
This feature is more striking in the angle-integrated spectra shown in Fig. 2: the propen-
sity of P (E, θ) to be largest in the same ranges of values of E (almost) irrespective of θ
results in broad, almost regularly spaced peaks modulating the angle-integrated probability
P (E) when ϕ ≈ 0. For the pulse duration and intensity considered in Fig. 2, these peaks
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FIG. 1: (Color online) The probability of detachment from the ground state of He+ by a 4-cycle
cos2 pulse, (a) for ϕ = 0, (b) for ϕ = pi/2. The carrier wavelength is 800 nm and the peak intensity
is about 5.6×1015 W cm−2 (F0 = 0.4 a.u. exactly). Solid black curves: θ = pi/20. Solid red curves:
θ = pi/10. Dotted blue curve (left panel only): θ = 3pi/20.
rapidly decrease in contrast when ϕ increases and they do not manifest for ϕ = pi/2. The
peaks found for ϕ ≈ 0, which are almost regularly spaced by the photon energy, are remi-
niscent of the well-known ATI peaks observed in long-pulse experiments [7]. However, their
origin is different. Here ponderomotive scattering plays no role and, as discussed below,
these structures arise directly from the way the modified classical action S(p, t) varies with
the angle of emission. The spacing between the peaks found for few-cycle pulses is actually
energy-dependent, although this feature is not visible in Fig. 2
That these structures are not an artefact of the strong field approximation is shown by Fig.
3, for a 400 nm pulse: the angle-integrated spectra obtained by solving the time-dependent
Schro¨dinger equation ab initio are very similar to the SFA spectra and have the same periodic
structure, apart for an unimportant difference in overall amplitude and a shift in the position
of the peaks [20]. A shift due to the Coulomb interaction between the outgoing electron
and the parent ion can be expected — see, e.g., [10]. However, the predictions of the strong
field approximation are well verified by the ab initio calculation. (Also shown in Fig. 3, and
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FIG. 2: (Color online) The angle-integrated probability of detachment from the ground state of
He+ by a 4-cycle cos2 pulse, (a) for ϕ = 0 (black curve) or ϕ = pi/2 (red curve), (b) for ϕ = pi/10
(blue solid curve) or ϕ = pi/5 (green dashed curve). As in Fig. 1, the carrier wavelength is 800 nm
and F0 = 0.4 a.u. (about 5.6× 1015 W cm−2 peak intensity).
represented by a dashed curve, is the spectrum obtained by projecting the time-dependent
wave function onto plane waves, at the end of the pulse, after this time-dependent wave
function has been orthogonalized to the initial state. This approximate spectrum is a better
comparison and is in better agreement with the SFA spectrum since it is not affected by the
Coulomb force acting on the outgoing electron after the end of the pulse.)
However, observing these structures in a high-intensity experiment is likely to be problem-
atic, as the spectrum depends sensitively on the parameters of the pulse. For example, the
results of Fig. 4 show that a mere 1% change in the peak intensity, from 1.00 to 1.01×1015 W
cm−2, shifts the peaks very significantly in the case of helium atoms ionized by a few-cycle
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FIG. 3: (Color online) The angle-integrated probability of detachment from the ground state of
He+ by a cos2 pulse encompassing exactly 4 optical cycles. Here the carrier wavelength is 400 nm
and the peak intensity of the pulse is 1 × 1016 W cm−2. (a): ϕ = 0. (b): ϕ = pi/2. Solid black
curves: Spectrum obtained by solving the time-dependent Schro¨dinger equation ab initio. Solid red
curves: Predictions of the strong field approximation. Dashed green curves: The same as the solid
black curves, but with the spectrum calculated by projecting the wave function on plane waves.
800 nm pulse. (The amplitude envelope was taken to be a sech function in these calculations,
rather than a cos2 function.) Clearly, in experiments using such strong fields, the peaks and
troughs structure of the energy spectrum would be averaged out by the unavoidable spatial
variation of the pulses’ intensity profile over the interaction region.
The origin of these peaks can be understood by analyzing how the ionization probability
depends on the interference between the contribution of the different saddle times, in the
approximation where the ionization amplitude is given by Eq. (17). In this approximation,
P (E, θ) ≈ pC
(
ns∑
j=1
Ijj + 2
ns−1∑
j=1
ns∑
k=j+1
Ijk
)
, (18)
where ns is the number of saddle times making a non-negligible contribution to P (E, θ), C
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FIG. 4: (Color online) The probability of detachment from the ground state of neutral helium by a
few-cycle pulse. The carrier wavelength is 800 nm. The pulse has a sech-profile in amplitude with
a full width at half maximum of 2 optical cycles. The peak intensity is either 1.00× 1015 W cm−2
(solid curves) or 1.01 × 1015 W cm−2 (dotted curves). (a): ϕ = 0. (b): ϕ = pi/2.
is a real positive constant, and
Ijk = 2piRe
(
[S ′′(p, tj)S
′′∗(p, tk)]
−1/2 exp[iS(p, tj)− iS∗(p, tk)]
)
. (19)
it is worth noting that Ijk would be exactly proportional to cos[ReS(p, tj)− ReS(p, tk)] if
S ′′(p, tj) and S
′′∗(p, tk) had no imaginary part. The terms in Ijk with k 6= j may thus vary
rapidly with E and θ while those with k = j normally vary slowly.
In view of Eqs. (1), (5) and (11), the saddle times tj and tk are solutions of the equation
(F0/ω)χ(t) sin(ωt+ ϕ) = −p‖ ± i
√
2Ip + p2⊥, (20)
where p‖ = p cos θ and p⊥ = p sin θ. (Only those solutions of this equation that have a
positive imaginary part are relevant in this context.) For the small values of E we are
considering here, the complex values of t obtained by solving Eq. (20) are sufficiently close
to the real values of t at which A(t) = 0 that each relevant solutions can be sought by
expanding A(t) in powers of the difference (t− t0), where t0 is the zero of A(t) closest to the
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saddle time considered. Doing so and limiting oneself to terms of second order in (t − t0)
yields
ReS(p, tj)− ReS(p, tk) ≈
(E + Ip)(t0j − t0k) + 1
2
∫ t0k
t0j
A2(t)dt+ ajkp‖
+ p‖
(
Ip +
p2 + 2p2⊥
6
)[
1
E(t0k)
− 1
E(t0j)
]
,
(21)
where t0j and t0k are the real solutions of the equation A(t) = 0 closest to the complex
saddle times tj and tk and
ajk =
∫ t0k
t0j
ǫˆ ·A(t)dt. (22)
We stress that Eq. (21) applies only for low momenta of the ejected electron, which is the
part of the spectrum we focus on in this work.
The difference ReS(p, tj)−ReS(p, tk) thus depends on the angle of ejection θ primarily
through a term proportional to the integral ajk and a term proportional to the difference
1/E(t0k) − 1/E(t0j). Hence, the contribution to P (E, θ) of those pairs of saddle times for
which ajk ≈ 0 together with E(t0j) ≈ E(t0k) varies little with the ejection angle θ.
In the definition of the pulse adopted in this work, where the pulse envelope is symmetric
and peaks at t = 0, such pairs of saddles exist for ϕ = 0: for this carrier-envelope phase,
A(t) = 0 at t01 = −pi/ω, t02 = 0 and t03 = pi/ω, besides other values of t of lesser relevance
for a few-cycle pulse (because the corresponding electric field is somewhat weaker than at
t01, t02 and t03). Let us call t1, t2 and t3 the complex saddle times closest to, respectively,
t01, t02 and t03. The contribution of t1 and t3 to P (E, θ) is (almost) angle-independent since
a13 = 0 and E(t01) = E(t03). The interference between these two saddle times is constructive
rather than destructive, giving a peak in the spectrum, at the values of E for which E ≈ EN ,
where
EN = Nω −
[
Ip +
ω
4pi
∫ pi/ω
−pi/ω
A2(t)dt
]
(23)
with N an integer [21]. The angular distribution will also depend on interferences between
the contributions of t2 and either t1 or t3. However, since the corresponding values of ajk
and 1/E(t0k)−1/E(t0j) are non-zero, these contributions oscillate rapidly with θ and hardly
manifest in the angle-integrated spectrum.
Turning to the case of ϕ ≈ pi/2, the most relevant saddle times for few-cycle pulses are
t1 ≈ t01 ≡ −3pi/2ω, t2 ≈ t02 ≡ −pi/2ω, t3 ≈ t03 ≡ pi/2ω and t4 ≈ t04 ≡ 3pi/2ω. For the peak
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FIG. 5: (Color online) Contribution of individual saddle times to the ionization amplitude for the
same system as in Fig. 4(b), either for E = 3.4 h¯ω (light orange curves) or E = 3.9 h¯ω (dark green
curves) (the pulse peak intensity is 1× 1015 W cm−2). (a): Difference between the real part of the
modified classical action at two different saddle times, divided by pi. (b): The quantity Ijk defined
by Eq. (19). Solid curves: tj ≈ −3pi/2ω and tk ≈ pi/2ω. Dotted curve: tj ≈ −pi/2ω and tk ≈ pi/2ω.
intensity and pulse duration of Fig. 2, however, the electric field is too weak at t1 and t4
for these saddles times to play an important role, and only t2 and t3 need to be considered.
Since a23 6= 0 and E(t02) 6= E(t03), P (E, θ) oscillates rapidly both as a function of E and of
θ, and the resulting angle-integrated spectrum is almost structureless [Fig. 2(a)].
Other saddle times can become significant in longer pulses or closer to saturation. For
example, the peaks and troughs visible in Figs. 3 and 4 in the angle-integrated angular
distribution for ϕ = pi/2 arise from contributions from the saddle times t1 and t4 defined
in the previous paragraph, besides t2 and t3. The structures found in the case of Fig. 4(b)
are analyzed in Fig. 5. Part (a) of the latter shows how I13 and I23 vary with the ejection
angle θ at either E = 3.4 h¯ω (where the angle-integrated spectrum has a peak) or 3.9 h¯ω
(the adjacent trough). I13, represented by the solid curves, oscillates much less than I23 (the
12
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FIG. 6: (Color online) The angle-integrated probability of detachment from the ground state of He+
by a cos2 pulse encompassing exactly nc optical cycles. As in Figs. 1 and 2 the carrier wavelength
is 800 nm; however here F0 = 0.3 a.u., corresponding to a peak intensity of about 3.2 × 1015 W
cm−2, and ϕ = 0.23. Solid black curve: nc = 4. Solid red curve: nc = 5. Dotted blue curve:
nc = 6. Solid green curve: nc = 10. Dashed black curve: nc = 15.
dotted curve) both because |a13| ≪ |a23| and because E(t1) ≈ E(t3) whereas E(t2) = −E(t3)
(a13 and E(t1)−E(t3) would be zero if the field had a constant intensity). As seen from the
figure, I13 keeps the same sign in the angular regions where this term contributes most to
the ionization probability [22]. Positive values give a peak in the angle integrated spectrum,
and negative values a trough. Increasing E leads to a near-periodic succession of peaks and
troughs because, as seen from Fig. 5(b), Re [S(p, t1) − S(p, t3)] increases almost uniformly
with E. I13 oscillates between positive and negative values as Re [S(p, t1)−S(p, t3)] sweeps
through half integer multiples of pi (or thereabout).
Increasing the pulse duration increases the number of saddle times contributing signif-
icantly to the ionization probability. The impact of this change on the structure of the
13
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FIG. 7: (Color online) The angle-integrated probability of ionization from the ground state of
atomic hydrogen by a cos2 pulse encompassing exactly 4 optical cycles. The carrier wavelength is
800 nm and ϕ = 0. The peak intensity of the pulse is (a) 2×1014 W cm−2, (b) 1×1014 W cm−2 or
(c) 5×1013 W cm−2. Black curves: Spectrum obtained by solving the time-dependent Schro¨dinger
equation ab initio. Red curves: Predictions of the strong field approximation.
angle-integrated energy spectrum is illustrated by Fig. 6. The results shown in this figure
were calculated for the same system as in Fig. 2 but for a smaller intensity and for a single
value of the carrier-envelope phase (ϕ = 0.23 in Fig. 6). At the intensity considered, ioniza-
tion occurs almost entirely in the vicinity of the maximum of the pulse envelope. As only
one saddle time is important, that closest to t = 0, the spectrum is almost structureless.
The other saddle times become more significant for longer pulse durations. As a result, the
peaks are more contrasted for 5-cycle pulses, very obvious for 6- and, particularly, 10-cycle
pulses, and then tend to split into subpeaks for still longer pulses.
Interestingly, the structures discussed above seem to subsist down to much lower intensi-
ties. Both ab initio and SFA calculations in atomic hydrogen for 4-cycle 800 nm pulses yield
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angle-integrated energy spectra modulated by near-periodic maxima separated by about h¯ω,
down to intensities as low as 5× 1013 W cm−2 (Fig. 7). Although here the SFA results are
not as close in agreement with the ab initio results as in the case of Fig. 3, they are still
similar in many of their details. The oscillations marking the ab initio spectra can thus
be interpreted as arising primarily from the interference between saddle times. There is no
indication of resonance structures in Fig. 3, albeit at these intensities Stark-shift induced
resonances are prominent in picosecond pulses [4].
IV. CONCLUSIONS
To conclude, we have shown that for direct (non-recollisional) ionization or detachment of
atoms or ions by intense few-cycle pulses, the low-energy part of the angle-integrated energy
spectrum can be modulated by an almost periodic succession of peaks and troughs. This
modulation can be traced to an energy-dependent interference between the saddle times of
the modified classical action. Depending on the duration and peak intensity of the pulse,
these peaks and troughs may appear either for carrier-envelope phases close to zero only or
for a wider range of phases. They are found in ab initio time-dependent calculations as well
as in calculations based on the strong field approximation. While much of the calculations
presented in this paper are for the case of an helium atom or an He+ ion exposed to a
super-intense pulse, a similar modulation is also observed in atomic hydrogen at intensities
as low as 5× 1013 W cm−2.
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Appendix
Here we comment on the key numerical issue in the calculation of the ionization prob-
ability within the approach adopted in this work, which is the evaluation of the integral
of exp[iS(p, t)] over time. As is mentioned in Section II, the usual way of dealing with
this integral is to reduce Eq. (15) to Eq. (17). However, a direct numerical intergration,
not relying on this approximation, can also be contemplated. Special quadradure methods
have then to be used, at least for intense pulses, due to the highly oscillatory nature of the
integrand. Classical methods such as Gauss quadratures or the Simpson method converge,
but at the cost of a large number of sampling points, which makes them time consuming
and inefficient.
We have experimented with a direct integration method based on an approach proposed
by Levin [23] and further developed by Evans and Webster [24]. Levin’s idea is to make the
ansatz ∫
f(x) exp[iq(x)] dx = y(x) exp[iq(x)] (A.1)
and, given the functions f(x) and q(x), obtain a differential equation for the unknown
function y(x). Levin showed that the relevant solution of this equation can be calculated by a
collocation method using a polynomial basis (the choice of the basis eliminates the undesired
solutions, which are more oscillatory than the desired solution). However, this method
becomes numerically unstable if the number of basis functions is excessively increased in
an effort to improve precision. As argued by Evans and Webster [24], using Chebyshev
polynomials to form the collocation basis alleviates this problem of numerical stability. Even
with this improvement, however, the approach still suffers from another limitation, which is
that the systems of coupled linear equations which need to be solved are excessively large
for long integration intervals.
We found that this latter limitation can be turned round by subdividing the integration
interval into smaller subintervals such that a relatively small Chebyshev basis of 10 to 20
polynomials is sufficient within each subinterval. The subdivision can be automated into
an adaptative algorithm which subdivides the intervals until a convergence criteria is met.
We noticed that this method is considerably faster than a trapezoidal quadrature of a same
degree of accuracy for the intense pulses considered in much of this work.
However, care should be taken that the end point contributions of the integration interval
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FIG. 8: (Color online) P (E, θ) at θ = 0 (a) for a 2-cycle pulse, (b) for a 4-cycle pulse. In both (a)
and (b) the pulse peak intensity is 5× 1015 W cm−2, the carrier wavelength is 800 nm, ϕ = 0, the
amplitude envelope is a cos2 function, and the target is He+. Light brown curves: results obtained
by integrating exp[iS(p, t)] along the real axis with the end point contributions removed to first
order. Black curves: prediction of Eq. (17).
do not affect the resulting ionization probability (as noted in Section II, these contributions
are physically irrelevant). As an example, the ionization probability predicted by Eq. (17) is
compared in Fig. 8 to that predicted by Eq. (15) with the integral performed as explained in
the previous paragraph. The former decreases monotonically in the case of a 2-cycle pulse, for
which only one saddle time (that closest to t = 0) contributes significantly, while it oscillates
in the case a 4-cycle pulse due to the interference between several saddle times. The small
difference between these results and the prediction of Eq. (15) noticeable in panel (b) of the
figure is indicative of the accuracy of the saddle point method in this case. However, for the
still shorter pulse considered in panel (a), the higher-order contributions of the end points ti
and tf to the integral of exp[iS(p, t)] are not negligible, because in our model the field varies
more abruptly at these end points, and these contributions produce spurious oscillations in
the ionization probability.
This last difficulty can be avoided by making t complex and deforming the integration
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contour into a line running from ti to ti + iC where C is a positive constant defined below,
from ti+ iC to tf + iC, and finally from tf + iC to tf . Taking C equal to the imaginary part of
the saddle time closest to the real axis makes the non-end-point contributions of the integrals
from ti to ti+ iC and from tf + iC to tf negligibly small compared to the integral from ti+ iC
to tf + iC. Their end-point contributions can be relatively large, but they have no physical
meaning and they can be completely removed by integrating only over the line running from
ti + iC to tf + iC. Along this line exp[iS(p, t)] varies slowly, instead of oscillating rapidly as
in the original integral, which makes the numerical quadrature unproblematic.
Finally, we comment on the saddle point approximation, Eq. (17). It could be expected
that with increasing intensity, and therefore with increasing values of S(p, t), saddle inte-
gration would become more accurate. However, this is not the case. The reason for this
is revealed by examining the cubic term in the Taylor expansion of S(p, t) about a saddle
time. Making the same approximation as that leading to Eq. (21) gives, at a saddle time tj,
S ′′(p, t = tj) ≈ i|E(t0j)|
√
2Ip + p
2
⊥, (A.2)
S ′′′(p, t = tj) ≈ |E(t0j)|2. (A.3)
Clearly, the term in S ′′′(p, tj) in the Taylor expansion increases with intensity faster than
that in S ′′(p, tj), and may therefore become important for strong enough pulses. However,
the ordinary saddle time method takes only the latter into account.
Including the cubic term has been considered previously [25]; however, we are not aware
that the resulting expression of the ionization amplitude in terms of Airy functions have
been used in calculations of the probability of ionization in few-cycle pulses. The saddle
point method is easily generalized to include the cubic dependence, though, by making use
of the formula ∫ ∞
−∞
exp
(
−a
2
x2 + i
b
6
x3
)
dx =
pi
(
16
b
)1/3
exp
(
a3
3b2
)
Ai
[(
a6
4b4
)1/3]
.
(A.4)
Here a ≡ S ′′(p, tj)/i and b ≡ S ′′′(p, tj). Using the asymptotic form of the Airy function Ai
[26], this relation reduces in the limit b→ 0 to the familiar equation
∫ ∞
−∞
exp
(
−a
2
x2
)
dx =
√
2pi
a
, (A.5)
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FIG. 9: (Color online) The relative difference between the value of P (E, θ) calculated by direct
integration of exp[iS(p, t)] and that calculated by saddle point integration. Dashed curve: the
usual saddle point method. Solid curve: the improved saddle point method described in the text.
These results refer to the case of an He+ ion exposed to an 800 nm, 4-cycle cos2 pulse of 8.8×1015
W cm−2 peak intensity with ϕ = 0. Here θ = 0 and the range of energy considered is close to the
classical cutoff of 2Up (2Up = 38.5 a.u.).
which underpins the ordinary saddle point method. We note with Ortner and Rylyuk [25]
that the left-hand side of Eq. (A.4) is formally divergent in applications to the SFA, unless
the approximation (A.3) is made, as S ′′′(p, t) is normally complex at complex saddle times.
Nonetheless, its right-hand side is well defined even for complex values of b. The usual saddle
point result of Eq. (17) can thus be improved by replacing the factor of [2pii/S ′′(p, tj)]
1/2 by
the right-hand side of Eq. (A.4). In practice, the additional cost is small since fast library
routines are available to compute the Airy function of a complex argument.
The improvement in accuracy offered by this method should not be expected to be sig-
nificant for low peak intensities but can be noticeable for ultra intense pulses. For instance,
for the case of a 800 nm pulse of almost 9 × 1015 W cm−2 peak intensity, using Eq. (A.4)
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systematically halves the error on the saddle point integration in the higher energy part of
the direct ionization spectrum (Fig. 9). The error is also generally reduced in the lower end
of the spectrum, although the trend is not as systematic.
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