This paper deals with the asymptotic behavior of the first Bloch eigenvalue in a heterogeneous medium with a high contrast εY -periodic conductivity. When the conductivity is bounded in L 1 and the constant of the Poincaré-Wirtinger weighted by the conductivity is very small with respect to ε −2 , the first Bloch eigenvalue converges as ε → 0 to a limit which preserves the second-order expansion with respect to the Bloch parameter. In dimension two the expansion of the limit can be improved until the fourth-order under the same hypotheses. On the contrary, in dimension three a fibers reinforced medium combined with a L 1 -unbounded conductivity leads us to a discontinuity of the limit first Bloch eigenvalue as the Bloch parameter tends to zero but remains not orthogonal to the direction of the fibers. Therefore, the high contrast conductivity of the microstructure induces an anomalous effect, since for a given low-contrast conductivity the first Bloch eigenvalue is known to be analytic with respect to the Bloch parameter around zero.
Introduction
The oscillating operators of type ∇ · a(x/δ)∇ · , as δ → 0, (1.1)
for coercive and bounded Y -periodic matrix-valued functions a(y) in R d , which model the conduction in highly heterogeneous media, have been widely studied since the seminal work [2] based on an asymptotic expansion of (1.1). In the end of the nineties an alternative approach was proposed in [11] using the Bloch wave decomposition. More precisely, this method consists in considering the discrete spectrum λ m (η), φ m (η) , m ≥ 1, of the translated complex operator (see [12] for the justification)
A(η) := − (∇ + iη) · a(y) (∇ + iη) , for a given η ∈ R d .
2)
It was proved in [11] that the first Bloch pair λ 1 (η), φ 1 (η) actually contains the essential informations on the asymptotic analysis of the operator (1.1), and are analytic with respect to the Bloch parameter η in a neighborhood of 0. Moreover, by virtue of [11, 12] it turns out that the first Bloch eigenvalue satisfies the following expansion in terms of the so-called Burnett coefficients:
where q is the homogenized positive definite conductivity associated with the oscillating sequence a(x/δ), and D is the fourth-order dispersion tensor which has the remarkable property to be non-positive for any conductivity matrix a (see [13] ). The expansion (1.3) has been investigated more deeply in one dimension [16] and in low contrast regime [15] . It is then natural to study the behavior of (1.3) in high contrast regime. This is also motivated by the fact that the homogenization of operators (1.1) with high contrast coefficients may induce nonlocal effects in dimension three as shown in [17, 1, 10, 9] , while the two-dimensional case of [5, 6, 7] is radically different. We are interested in knowing the consequences of these effects in Bloch waves analysis.
The aim of the paper is then to study the asymptotic behavior of the first Bloch eigenvalue in the presence of high contrast conductivity coefficients. In particular we want to specify the validity of expansion (1.3) in high contrast regime. To this end we consider an εY -periodic matrix conductivity a ε which is equi-coercive but not equi-bounded with respect to ε, namely a ε L ∞ → ∞ as ε → 0. The classical picture is an εY -periodic two-phase microstructure, one of the phase has a conductivity which blows up as ε tends to 0. More precisely, we will study the limit behavior of the first Bloch eigenvalue λ ε 1 (η) associated with a ε , and its expansion
In Section 2, we prove that in any dimension (see Theorem 2.2), if the conductivity a ε is bounded in L 1 and the constant of the Poincaré-Wirtinger inequality weighted by a ε is an o(ε −2 ) (see [3] for an example), then the first Bloch eigenvalue λ ε 1 (η) associated with a ε converges to some limit λ * 1 (η) which satisfies 5) where q * is the limit of the homogenized matrix q ε in (1.4). Moreover, in dimension two and under the same assumptions we show that the tensor D ε tends to 0, which thus implies that the fourth-order expansion (1.4) of λ ε 1 (η) converges to the fourth-order expansion of its limit. We can also refine the two-dimensional case by relaxing the L 1 -boundedness of a ε by the sole convergence of q ε (see Theorem 2.3). In Section 3, we show that the previous convergences do not hold generally in dimension three when a ε is not bounded in L 1 . We give a counter-example (see Theorem 3.1) which is based on the fibers reinforced structure introduced first in [17] to derive nonlocal effects in high contrast homogenization. This is the main result of the paper. We show the existence of a jump at η = 0 in the limit λ * 1 (η) of the first Bloch eigenvalue. Indeed, when the radius of the fibers has a critical size and η is not orthogonal to their direction, the first Bloch eigenvector ψ ε 1 is shown to converge weakly in H 1 loc (R 3 ; C) to some function ψ * 1 solution of
where
Therefore, contrary to the analyticity of η → λ in limit (1.6) is linked to the limit zero-order term obtained in [1, 9] under the same regime, for the conduction equation with the conductivity a ε but with a Dirichlet boundary condition. Here, the periodicity condition satisfied by the function y → e −i η·y ψ ε 1 (y) (in connection with the translated operator (1.2)) is quite different and more delicate to handle. Using an estimate of the Poincaré-Wirtinger inequality weighted by a ε and the condition that η is not orthogonal to the direction of the fibers, we can get the limit in the Radon measures sense of the eigenvector ψ ε 1 rescaled in the fibers.
Notations
• ε denotes a small positive number such that ε −1 is an integer.
• (e 1 , . . . , e d ) denotes the canonical basis of R d .
• · denotes the canonical scalar product in R d .
• : denotes the canonical scalar product in R d×d .
• Y denotes the cube (0, 2π
• H 1 ♯ (Y ) denotes the space of the Y -periodic functions which belong to
denotes the space of the functions ψ such that
Similarly, L • For any open set Ω of R d , BV (Ω) denotes the space of the functions in L 2 (Ω) the gradient of which is a Radon measure on Ω.
2 The case of L
-bounded coefficients
Let ε > 0 be such that ε −1 is an integer. Let A ε be a Y -periodic measurable real matrix-valued function satisfying
where α is a fixed positive number and β ε is a sequence in (0, ∞) which tends to ∞ as ε → 0. Let a ε be the rescaled matrix-valued function defined by
Define the effective conductivity q ε by
where X ε λ is the unique solution in
For a fixed ε > 0, the constant matrix q ε is the homogenized matrix associated with the oscillating sequence A ε ( x δ ) as δ → 0, according to the classical homogenization periodic formula (see, e.g., [2] ).
Consider for η ∈ R d , the first Bloch eigenvalue λ ε 1 (η) associated with the conductivity a ε by
A minimizer ψ ε of (2.5) solves the variational problem
An alternative definition for ψ ε is given by the following result:
, and putting the function
as test function in (2.6), we have by the Y -periodicity of a ε (recall that ε is an integer),
Hence, we get that
which yields equation (2.8).
Conversely, assume that ψ ε is a solution of (2.8). Consider ψ ∈ C ∞ η (Y ; C), and for any
Putting ϕ := θ n ψ as test function in (2.8), we have as n → ∞ and by the Y -periodicity of a ε ∇ψ ε · ∇ψ,
and by the Y -periodicity of ψ ε ψ,
Therefore, it follows that ψ ε is solution of the variational problem (2.6).
Note that for a fixed ε > 0, the oscillating sequence a ε (
) has the same homogenized limit as A ε (
) when δ tends to 0, namely the constant matrix q ε defined by (2.3). Hence, the asymptotic expansion in η of the first Bloch eigenvalue derived in [13] reads as
where D ε is a non-positive fourth-order tensor defined in formula (2.31) below. When a ε is not too high, we have the following asymptotic behavior for λ ε 1 (η):
• If d = 2, then there exists a subsequence of ε, still denoted by ε, such that the sequence q ε converges to some q * in R 2×2 . Moreover, we have for any η ∈ R 2 ,
10)
and for small enough |η|, lim
and (2.10), (2.11) still hold. Moreover, if d = 2 we have
Using a more sophisticated approach we can relax in dimension two the
Theorem 2.3. Assume that d = 2 and that the sequence q ε converges to q * in R 2×2 . Then, the limits (2.10) and (2.11) still hold.
Remark 2.4. The constant C ε λ of (2.12) is the best constant of the Poincaré-Wirtinger inequality weighted by A ε . The condition ε 2 C ε λ → 0 was first used in [3] to prevent the appearance of nonlocal effects in the homogenization of the conductivity equation with a ε . Under this assumption the first Bloch eigenvalue and its second-order expansion converge as ε tends to 0 in any dimension d ≥ 2. The case d = 2 is quite particular since it is proved in [7] that nonlocal effects cannot appear. This explains a posteriori that the first Bloch eigenvalue has a good limit behavior under the L 1 (Y )-boundedness of a ε (Theorem 2.2), or the sole boundedness of q ε (Theorem 2.3). Note that the second condition is more general than the first one due to the estimate (2.14) below.
Proof of Theorem 2.2.
The proof is divided in two parts. In the first part we determine the limit of the eigenvalue problem (2.6). The second part provides the limit of the minimization problem (2.5).
The matrix q ε of (2.3) is also given by the minimization problem for any λ ∈ R d :
which is bounded. Therefore, up to a subsequence q ε converges to some q * in R d×d . To obtain the limit behavior of (2.6) we need to consider the rescaled test functions w ε j , j = 1, 2, associated with the cell problem (2.4) and defined by
Since by the εY -periodicity of ∇w ε j , j = 1, 2, and by (2.14) [7] (which is specific to dimension two), the sequence w ε := (w ε 
Next, let us apply the div-curl approach of [5, 6] . 
On the other hand, integrating by parts using that a ε ∇w ε j is divergence free and ψ ε ∂ j χ is Yperiodic, then applying the strong convergence ofw 
This combined with (2.18) and a density argument yields the limit variational problem
where by Rellich's theorem and (2.7) the limit ψ * of ψ ε satisfies
It remains to prove that 
(2.26)
Passing to the limit as ε → 0 in the previous inequality, and using (2.24), the L 1 (Y )-boundedness combined with the Y -periodicity of
, and the convergence
Therefore, since the sequence R n of (2.26) converges strongly to 0 in L 2 (Y ; C) 2 , passing to the limit as n → ∞ in (2.28) we get that for any
Using a density argument the inequality (2.29) combined with the limit problem (2.21) implies the desired formula (2.23). Moreover, due to the uniqueness of (2.23) in term of q * the limit (2.10) holds for any η ∈ R 2 , and for the whole sequence ε such that q ε converges to q * . Finally, decomposing formula (2.23) in Fourier's series and using Parseval's identity we obtain that equality (2.11) holds for any η ∈ R 2 with small enough norm.
The case d ≥ 2 under assumption (2.12): First, note that the proof of the inequality (2.29) in the previous case actually holds for any dimension. Therefore, it is enough to obtain the limit eigenvalue problem (2.21) to conclude to the minimization formula (2.23). To this end, applying the homogenization Theorem 2.1 of [3] to the linear equation (2.8), we get the limit equationˆR
which is equivalent to (2.23) by Proposition 2.1. It thus remains to prove (2.13) when d = 2, which is also a consequence of (2.12). By [13] we have
where, taking into account (2.4) and (2.15), 
Consider the partition of Y by the small cubes 2πεk + εY , for k ∈ {0, . . . , ε −1 − 1} 2 , and define from χ ε j,η , j = 1, 2, the associated average function
where 1 E denotes the characteristic function of the set E. Then, ε-rescaling estimate (2.12) we get thatˆY 
This together with assumption (2.12) yields
On the other hand, by (2.32) and the Corollary 2.3 of [7] (see the previous step) the sequence χ ε 1,η converges uniformly to 0 in Y . At this level the dimension two is crucial. This combined with the Cauchy-Schwarz inequality and the
Therefore, passing to the limit in (2.31) thanks to (2.37) and (2.38) we get the desired convergence (2.13), which concludes the proof of Theorem 2.2.
To prove Theorem 2.3 we need the following result the main ingredients of which are an estimate due to Manfredi [19] and a uniform convergence result of [8] :
Lemma 2.5. Let Ω be a domain of R 2 , and let σ ε be a sequence of symmetric matrix-valued functions in R 2×2 such that α I 2 ≤ σ ε (x) ≤ β ε I 2 a.e. x ∈ Ω, for a constant α > 0 independent of ε and a constant β ε > α. Let f ε be a strongly convergent sequence in
in Ω. Then, up to a subsequence u ε converges uniformly in any compact set of Ω.
Proof. On the one hand, let D be a disk of Ω such thatD ⊂ Ω, and let u [19] . Therefore, the estimate (2.5) of [19] implies that for any x 0 ∈ D, there exists a constant r > 0 such that 
Again using a diagonal procedure from a countable covering of Ω by disks D, there exists a subsequence of ε, still denoted by ε, such that u ε converges uniformly in any compact set of Ω.
Proof of Theorem 2.3. We have only to show that the limit ψ * of the eigenvector ψ ε satisfying (2.6) and (2.7) is solution of (2.21). Indeed, the proof of inequality (2.29) follows from the convergence of q ε thanks to limit (2.27). as shown in the proof of Theorem 2.2. First of all, for χ ∈ C 1 η with a unit L 2 (Y )-norm, χ(w ε ) converges uniformly tends to χ in Y due to the uniform convergence of w ε (see the proof of Theorem 2.2 or apply Lemma 2.5). Then, using successively the minimum formula (2.5) with the test function ψ := χ(w ε ), the Cauchy-Schwarz inequality, the εY -periodicity of a ε ∇w ε j · ∇w ε j and the boundedness of q ε , we have (with the summation over repeated indices)
Hence, up to a subsequence λ ε 1 (η) converges to some λ * 1 (η) in R. This combined with (2.6) and (2.7) implies that the eigenvector ψ ε converges weakly to some ψ Finally, integrating by parts the left-hand side of (2.41) we obtain the limit equation (2.30), which is equivalent to the limit eigenvalue problem (2.21) by virtue of Proposition 2.1.
3 Anomalous effect with L
-unbounded coefficients
In this section we assume that d = 3. Let ε > 0 be such that ε −1 is an integer. Consider the fiber reinforced structure introduced in [17] and extended in several subsequent works [1, 10, 4] to derive nonlocal effects in homogenization. Here we will consider this structure with a very high isotropic conductivity a ε which is not bounded in L 1 (Y ). More precisely, let ω ε ⊂ Y be the εY -periodic lattice composed by ε −2 cylinders of axes 2πk 1 ε + πε, 2πk 2 ε + πε, 0 + R e 3 , for (k 1 , k 2 ) ∈ {0, . . . , ε −1 − 1} 2 , of length 2π, and of radius ε r ε such that lim ε→0 1 2π ε 2 | ln r ε | = γ ∈ (0, ∞). so that a ε is not bounded in L 1 (Y ). Then, we have the following result: Theorem 3.1. Assume that condition (3.1) holds. Then, the first Bloch eigenvalue λ ε 1 (η) defined by (2.5) with the conductivity a ε of (3.2) satisfies for any η ∈ R 3 with η 3 / ∈ Z, Contrary to the case of the L 1 -bounded coefficients the L 1 (Y )-unboundedness of a ε induces a gap of the first Bloch eigenvalue. Therefore, the very high conductivity of the fiber structure deeply modifies the wave propagation in any direction η such that η 3 / ∈ Z.
