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Abstract
Let F be a non-Archimedean local field, A be a central simple F -algebra, and G
be the multiplicative group of A. It is known that for every irreducible supercuspidal
representation pi, there exists a [G,pi]G-type (J, λ), called a (maximal) simple type.
We will show that [G,pi]G-types defined over some maximal compact subgroup are
unique up to G-conjugations under some unramifiedness assumption on a simple
stratum.
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1 Introduction
All the representations considered in this paper are smooth and over C. Let F be a
non-Archimedean local field with its integer ring oF , its radical pF and its residue field
kF = oF/pF Let G be the multiplicative group of a central simple F -algebra. Let Irr(G)
be the set of the isomorphism classes in the irreducible G-representations. Let M(G)
be the category of representaions of G. Then there exists an equivalence relation ∼
on Irr(G) such that M(G) decomposes into indecomposable subcategories, indexed by
B(G) = Irr(G)/ ∼. This decomposition of category is called the Bernstein decomposition.
Definition 1.1 Let s be an element of B(G) and J be a compact open subgroup of G.
An irreducible J-representation λ is called an s-type if the following condition holds: for
π ∈ Irr(G), π ∈ s if and only if π|J ⊃ λ.
When π ∈ Irr(G) is supercuspidal, for π′ ∈ Irr(G), we have π ∼ π′ if and only if there
exists an unramified character χ of F× such that π′ ∼= π ⊗
(
χ ◦ NrdA/F
)
, where NrdA/F
is the reduced norm of A over F . For π ∈ Irr(G) which is supercuspidal, we define
[G, π]G =
{
π′ ∈ Irr(G)
∣∣∣∣ π
′ ∼= π ⊗
(
χ ◦ NrdA/F
)
for some
unramified character χ of F×
}
∈ B(G).
Then [G, π]G consists of supercuspidal representations.
Let G = GLN(F ) and K be a maximal compact subgroup of G. For N = 2, Henniart
proved in the Appendix to [3] that if π is an irreducible supercuspidal representation of
G, then there exists a unique representation ρ of K such that a pair (K, ρ) is [G, π]G-type.
Henniart also determined the number of isomorphism classes of irreducible representation
ρ ofK such that (K, ρ) is an s-type for every s ∈ B(G). Paskunas extended the Henniart’s
result on supercuspidal representations for general N in his paper [10], using the concept
of simple types for GLN(F ), established in [1]. However, for generalG, it is not necessarily
so. WhenD 6= F , a maximal compact subgroupK is properly contained in the normalizer
NG(K) of K in G. If (K, ρ) is [G, π]G-type and k ∈ NG(K), then (K,
kρ) is also [G, π]G-
type, where kρ is the K-representation obtained by twisting ρ by k. For some k ∈
NG(K)\K, it may happen that
kρ is not isomorphic to ρ.
Then, we define T (π) to be the set of (K, τ) such that K is a maximal compact
subgroup of G, τ is a K-representation and (K, τ) is a [G, π]G-type. Every G-conjugacy
class of T (π) is called a [G, π]G-archetype.
The main result of this paper is following:
Theorem 1.2 Let G = GLm(D) and π be an irreducible supercuspidal representation
of G. If π contains a simple type (J, λ) attached to the simple stratum [A, n, 0, β] such
that F [β] is an unramified extension of F , then there exists a unique [G, π]G-archetype.
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Our approach is similar to that in [10]. However, the same approach as in [10] cannot
be applied in our case.
In the proof of the main theorem, we consider depth-zero supercuspidal representa-
tions of G. One of the key point of our proof is that for a given depth-zero supercuspidal
repsentation σ, there exists some representation σ′ which is ’similar to’ σ in some sense.
For our purpose, we cannot take representations which intertwine with σ as the candidate
for σ′. If D = F , such a representation is nothing but σ. However, when the dimension
of D over F increases, the number of such representations also increases. Therefore, to
show the existence of the representation σ′ with desired condition, we need to examine
depth-zero supercuspidal representations more closely than [10].
In fact, we will construct some irreducible supercuspidal representation π of G such
that a [G, π]G-archetype is not unique in some case. Then, this representation is a coun-
terexample for the conjecture on the unicity of archetypes in [8, Conjecture 4.4]. This
conjecture holds for the split case G = GLN(F ) and the multiplicative group G = D
×
of a central division algebra over F (for G = D×, see, for example, [5]). It is interesting
that for the multiplicative group G = GLm(D) of a general central simple algebra over
F , which is similar to these groups, the conjecture does not hold any longer.
In [9], the unicity of types is discussed for tame, toral and positive regular super-
cuspidal representations of a simply connected and semisimple group. Latham–Nevins
showed that if we assume some unramifiedness on the representation, then the conjecture
in [8] holds. For G = GLm(D), a simple stratum [A, n, 0, β] for a toral supercuspidal
representation is considered to satisfy the condition that F [β] is a maximal subfield of A.
From this point of view, both of the unramified assumptions seem to be linked to each
other. We note that the result in this paper covers some nontoral representations of G.
We sketch the outline of this paper. In §2, we introduce the consepts which we will
need later. In §3, using the Mackey decomposition we consider the restriction of an
irreducible supercuspidal representation π to a maximal compact open subgroup K of G.
We need to consider the double cosets ofK\G/K(A), where K(A) is the normalizer of some
hereditary oF -order A in A, defined in §2. In §4, for every g
′ ∈ G \KK(A) we take a nice
representative g ∈ Kg′K(A). In §5, we consider irreducible K-representations contained
in the representations corresponding to a pair (g,Kg′K(A)) in the Mackey decomposition
of π|K when the pair (g,Kg
′K(A)) has ‘Property A’. In §6, the main theorem of this
paper is proved.
Acknowledgment I would like to thank my supervisor Naoki Imai for his tremendous
support, constant encouragement and helpful advice. He also checked the draft of this
paper and pointed out mistakes. I am supported by the FMSP program at Graduate
School of Mathematical Sciences, the Univercity of Tokyo.
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2 Notation and Preliminary
Let F be a non-Archimedean local field. Let oF be its integers, pF be the prime ideal
of oF and kF = oF/pF be the residue field of F with the cardinality qF . If D is a finite
extension field of F or a division F -algebra, we use the same notation oD, pD, kD, qD.
2.1 Intertwining
If H is a subgroup of G and g is an element of G, then we denote gH = gHg−1. Moreover,
if σ is a representations of H , we define the representation gσ of gH as follows:
gσ(x) = σ(g−1xg), x ∈ gH.
Let H1, H2, G
′ be subgroups of G, H be a subgroups of H1 ∩H2. Let for i = 1, 2, σi be a
representation of Hi such that HomH(σ1, σ2) is finite-dimensional. We define
〈σ1, σ2〉H = dimHomH(σ1, σ2),
Ig(σ1, σ2) = HomH1∩gH2(σ1,
gσ2) for g ∈ G,
IG′(σ1, σ2) = { g ∈ G
′ | Ig(σ1, σ2) 6= 0 } .
We say σ1 and σ2 intertwine in G if IG(σ1, σ2) 6= ∅. When H1 and H2 are compact, σ1
and σ2 intertwine in G if and only if σ2 and σ1 intertwine.
2.2 Lattices, hereditary orders
We recall difinitions on lattices and hereditary orders from [13, §1].
Let A be a central simple F -algebra and G be the multiplicative group of A. Let V
be a simple left A-module. Then, EndA(V ) is a central division F -algebra. Let D denote
the opposite of EndA(V ). Then, V becomes a right D-vector space with dimD V = m and
the natural F -algebra isomorphism A ∼= EndD(V ) exists. If we fix a right D-isomorphism
V ∼= Dm, this isomorphism induces A ∼= Mm(D) and G ∼= GLm(D).
Let E/F be a subfield in A. Then V is equipped with an E-vector space structure
which is compatible with the D-action, whence V becomes a right E⊗FD-module. LetW
be a simple right E⊗F D-module. Then, there exists m
′ ∈ N and a right E⊗F D-module
isomorphism V ∼= W⊕m
′
. Put A(E) = EndD(W ). By the above isomorphism, we have F -
algebra isomorphisms EndD(V ) ∼= EndD(W
⊕m′) ∼= Mm′ (EndD(W )) = Mm′ (A(E)). The
centralizer CentA(E)(E) of E in A(E) is the set of D-morphisms which are also E-linear
maps, that is, E⊗F D-linear maps. Therefore, CentA(E)(E) = EndE⊗FD(W ) is a division
E-algebra, whose opposite algebra is denoted by D′. Let B be the centralizer of E in
A. Under the isomorphism A ∼= Mm′ (A(E)) , E is diagonally embedded in Mm′ (A(E)).
Therefore, the isomorphism maps B to Mm′(D
′).
An oD-submodule Λ in V is called an oD-lattice in V if it is a compact open submodule.
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Definition 2.1 Let Λi be an oD-lattice in V for every i ∈ Z. We say that Λ = (Λi)i∈Z is
an oD-sequence if
(i) for all i ∈ Z, we have Λi ⊃ Λi+1,
(ii) there exists e = e(Λ) ∈ N such that Λi+e = ΛipD for all i ∈ Z.
The number e = e(Λ) is called the period of Λ. An oD-sequence Λ = (Λi) in V is called
an oD-chain if Λi ) Λi+1 for every i.
Let A be an oF -order in A. Then, A is hereditary if every left and right ideal in A is
A-projective.
Let Λ = (Λi) be an oD-sequence in V . Put Pi(Λ) = { x ∈ A | xΛj ⊂ Λi+j, j ∈ Z }.
Then, A = P0(Λ) is a hereditary oF -order in A. The radical of A is P(A) = P1(Λ). For
every hereditary oF -order A, there exists an oD-chain Λ such that A = A(Λ). If [Λi : Λi+1]
is constant for any i, then A = A(Λ) is called principal.
Let Λ = (Λi) be an oD-chain in V . Let K(Λ) be the set of g ∈ A with the condition
that there exists n ∈ N such that g(Λi) = Λn+i for all i. For the hereditary oF -order
A = A(Λ), we put K(A) = { g ∈ G | gAg−1 = A }. Then K(A) is equal to K(Λ) and
the group homomorphism vA : K(A) → Z is defined as vA(g) = n for g ∈ K(A) with
gA = P(A)n. Then, the short exact sequence
1→ U(A)→ K(A)→ Z
exists, where U(A) = U0(A) = A× is the unique maximal compact open subgroup of
K(A). For n ∈ N>0, put U
n(A) = 1 +P(A)n.
A hereditary oF -order A in A is E-pure if E
× ⊂ K(A).
Theorem 2.2 ([4, Theorem 1.3]) Let A be an E-pure hereditary oF -order in A with
its radical P. Then, B = A∩B is a hereditary oE-order in B with its radical Q = P∩B.
If A(E) is as above, there is a unique E-pure hereditary oF -order A(E) with its
radical P(E); see [13, §1.5.2]. The hereditary oF -order A(E) is principal. The equations
A(E) ∩D′ = oD′ and P(E) ∩D
′ = pD′ hold.
2.3 Proper hereditary orders
Let A,E,B be as above. If V is a simple left A-module and W is a simple right E ⊗F
D-module, then an E ⊗F D-module isomorphism V ∼= W
⊕m′ induces the F -algebra
isomorphism A ∼= Mm′ (A(E)).
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Definition 2.3 ([13, §4.3.1]) A hereditary oF -order A in A is proper if there exists an
E ⊗F D-module isomorphism V ∼= W
⊕m′ and integers r, s such that rs = m′ holds and
A =


Ms (A(E)) · · · Ms (A(E))
...
. . .
...
Ms (P(E)) · · · Ms (A(E))


under the identifaction between A and Mm′ (A(E)) = Mr (Ms (A(E))) given by the iso-
morphism V ∼= W⊕m
′
.
If A is as above, since A(E) is principal, A is also principal and
B = A ∩ B =


Ms (oD′) · · · Ms (oD′)
...
. . .
...
Ms (pD′) · · · Ms (oD′)


holds, whence B is a principal hereditary oE-order in B with its period r.
Remark 2.4 (i) If A is proper and B is maximal, then r = 1 and we have an isomor-
phism A ∼= Ms (A(E)).
(ii) If B is a principal hereditary oE-order in B, then there exists a proper hereditary
oF -order A in A such that A ∩ B = B, see [13, Remarque 4.8]. It is proved in [12,
Lemme 1.6] that if B is maximal, then there is a unique hereditary oF -order A in
A such that A ∩B = B, whence A is proper.
2.4 Strata, simple characters, simple types
Definition 2.5 ([13, §2.1]) A 4-tuple [A, n, r, β] is called a stratum of A if the following
conditions hold:
• A is a hereditary oF -order in A.
• n, r are integers with n > r.
• β is an element of P(A)−n.
A stratum [A, n, r, β] is pure if
(i) E = F [β] is a subfield,
(ii) A is E-pure,
(iii) vA(β) = −n.
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A pure stratum [A, n, r, β] is simple if r < −k0(β,A), where for β ∈ A the element
k0(β,A) ∈ Z ∪ {−∞} is defined as in [13, §2.1] and satisfies vA(β) ≤ k0(β,A).
If [A, n, r, β] is a simple stratum of A, we can define subgroups J(β,A) and H(β,A)
of U(A) as in [11, §3]. For i ∈ N, put J i(β,A) = J(β,A) ∩ Ui(A) and H i(β,A) =
H(β,A) ∩Ui(A). We have an equation J(β,A) = U(B)J1(β,A), where B = A ∩ B.
We can also define the set of ‘simple characters’ C (β,m,A), consisting of characters
of H1(β,A) satisfying some condition, initially defined in [11, De´finition 3.45]. We put
C (β,A) = C (β, 0,A).
We recall properties on C (β,A) from [12]. For every θ ∈ C (β,A), there exists a
unique irreducible representation ηθ of J
1(β,A) such that ηθ|H1(β,A) is a direct sum of θ,
called the Heisenberg representation of θ. Moreover, for every ηθ as above, there exist
a number of extensions κ to J(β,A) such that B× ⊂ IG(κ, κ), called the β-extensions
of ηθ. If κ is as above, then IG(ηθ, ηθ) = IG(κ, κ) = JB
×J and for g ∈ JB×J , we have
dim Ig(ηθ, ηθ) = dim Ig(κ, κ) = 1.
Definition 2.6 ([13, §2.5 and §4.1]) Let J be a compact open subgroup of G and λ
be an irreducible J-representation. A pair (J, λ) is called a simple type of level 0 if
(i) for some principal hereditary oF -order A, we have J = U(A),
(ii) there exists an irreducible cuspidal representation σ of GLs(kD) such that λ is the
lift of the irreducible representation σ⊗r of U(A)/U1(A) ∼= GLs(kD)
r to U(A).
A pair (J, λ) is called a simple type of level > 0 if
(i) there exists a simple stratum [A, n, 0, β] with n > 0 such that J = J(β,A),
(ii) there exist irreducible representations κ, σ of J with λ = κ⊗ σ such that
• κ is a β-extension of the Heisenberg representation ηθ for some θ ∈ C (β,A),
and
• σ is a J(β,A)-representation trivial on J1(β,A), and when J(β,A)-representations
which are trivial on J1(β,A) are regarded as U(B)-representations under the
group isomorphism
J(β,A)/J1(β,A) ∼= U(B)/U1(B),
(U(B), σ) is a simple type of level 0, where B = CentA(F [β]),B = A ∩B.
A pair (J, λ) is a simple type if it is a simple type of level 0 or level > 0.
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2.5 Maximal simple types
Definition 2.7 ([13, 5.1]) Let (J, λ) be a simple type. The simple type (J, λ) is called
maximal if one of the following conditions holds:
(i) The simple type (J, λ) is of level 0 and J = U(A) for some maximal oF -order A in
A,
(ii) The simple type (J, λ) is of level > 0, attached to the simple stratum [A, n, 0, β]
and B = A ∩ CentA(F [β]) = A ∩ B is a maximal oF [β]-order in B.
Theorem 2.8 ([7, Theorem 5.5(ii)] and [14, The´oreme 5.21]) Let (J, λ) be a sim-
ple type. The simple type (J, λ) is maximal if and only if there exists an irreducible super-
cuspidal representation π of G such that λ is contained in ResGJ π. If (J, λ) is comtained
in some irreducible supercuspidal representation π of G, then (J, λ) is a [G, π]G-type. If π
is an irreducible supercuspidal representation, then there exists a simple type (J, λ) such
that λ ⊂ π|J .
For a maximal simple type (J, λ), we define a subgroup J˜ of G, containing and nor-
malizing F×J .
Let A be a maximal oF -order in A in this paragraph. We fix an isomorphism A ∼=
Mm(D) such that under the identification by the isomorphism, A = Mm(oD). This
isomorphism induces U(A)/U1(A) ∼= GLm(kD). Let σ be a representation of U(A),
which is trivial on U1(A). Then σ is the lift of a representation τ of GLm(kD) to U(A).
For γ ∈ Gal(kD/kF ), we define
(γ · σ) (g) = τ
((
γ−1(gi,j mod pD)
)
i,j
)
, g = (gij)i,j ∈ U(A).
When (J, λ) is of level 0, let A be a hereditary oF -order in A such that J = U(A),
which is a maximal compact subgroup in G, and fix an isomorphism A ∼= Mm(D) with
A = Mm(oD). We put
l0 = min
{
n′ ∈ N>0
∣∣∣ γn′ · σ ∼= σ for any γ ∈ Gal(kD/kF )
}
.
We also fix a uniformizer ̟D of D. Let y be the diagonal matrix of Mm(D) with every
diagonal entry ̟D. Then J˜ = IG(σ, σ) is a subgroup of G generated by U(A) and y
l0.
When (J, λ) is of level > 0, let [A, n, 0, β] be a simple stratum giving (J, λ). Then
there exist κ, σ as Definition 2.6. Since (J, λ) is maximal, B is a maximal hereditary
oE-order in B and (U(B), σ) is a maximal simple type of B of level 0. Therefore we can
choose y ∈ B× and l0 as well as the case of simple type of level 0. Then J˜ = IG(λ, λ) is
a subgroup of G, generated by J, F× and yl0.
Theorem 2.9 ([13, The´oreme 5.2]) For a maximal simple type (J, λ), there exists
an extension λ˜ of λ to J˜ . If λ˜ is such as an extension, c-IndG
J˜
λ˜ is irreducible and
supercuspidal.
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2.6 Some property for A(E)
In this subsection, we fix an arbitrary finite field extension E/F and will consider some
property for A(E). We put d = (dimF D)
1/2.
Proposition 2.10 Then we have ̟FA(E) = P(E)
de′/(d,e′), where e′ = e(E/F ) is the
ramification index of E/F .
Proof. Let W be a simple right E ⊗F D-module and Λ = (Λi) be an oD-chain in W
such that A(E) = A(Λ). Applying [14, The´oreme 1.7] with Γ = (piD′), we obtain ρ0 ∈ N
such that P(E)j ∩ D′ = p
⌈j/ρ0⌉
D′ for any j ∈ N, where ⌈·⌉ is the ceil function. We have
ρ0 = d/(d, e
′r0) by the proof in [14, The´oreme 1.7], where r0 is the integer satisfying
piD′̟E = p
i+r0
D′ , that is, r0 = d/(d, [E : F ]). Then we obtain ρ0 = (d, [E : F ])/(d, e
′).
Therefore, vA(E)(̟D′) = ρ0 = (d, [E : F ])/(d, e
′) and
vA(E)(̟F ) = e
′vA(E)(̟E) = e
′ ·
d
(d, [E : F ])
vA(E)(̟D′) =
de′
(d, e′)
.
This implies that ̟FA(E) = P(E)
de′/(d,e′).
Corollary 2.11 Let [A, n, 0, β] is a simple stratum for some maximal simple type such
that E = F [β] is an unramified extension of F . Then A is a maximal hereditary oF -order.
Proof. Let Λ = (Λi) be as in the proof of Proposition 2.10. Since E/F is unramified,
Λip
d
D = Λi̟F = Λi+d by Proposition 2.10. Then ΛipD = Λi+1. Therefore A(E) = A(Λ)
is simply equal to EndoD(Λ0) and A(E) is maximal. Since [A, n, 0, β] is a simple stratum
for some maximal simple type, B = A ∩ CentA(E) is a maximal oE-order in CentA(E).
Then A is proper by Remark 2.4 (ii), and we have A ∼= Ms(A(E)) for some s by Remark
2.4 (i). Therefore A is also maximal.
For later use, we will show the following lemma.
Lemma 2.12 Let E/F be an unramified extension and let E1 be the unique subextension
of E/F such that dimF E1 = (d, [E : F ]). We fix an inclusion E1 →֒ D. Let W be a
simple right E ⊗F D-module. Then there exists a right D-basis B of W such that under
the identification of A(E) with Mm0(D) given by B,
(i) we have A(E) = Mm0(oD), and
(ii) the canonical inclusion E1 ⊂ E →֒ A(E) coincides with the composition of the fixed
inclusion E1 →֒ D and the diagonal embedding of D in Mm0(D),
where m0 = dimD(W ).
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Proof. First, we give an isomorphism ofW with a more concrete module. There is a (non-
canonical) E1-algebra isomorphism E1⊗F D ∼= Mm1(D1) for some division E1-algebra D1
with m1 = [E1 : F ]. We put dimE1 D1 = d
2
1 , and then d1 = (d/[E1 : F ]). Since d1 and
[E : E1] are coprime by the assumption, D
′ = E ⊗E1 D1 is a division E-algebra and
E ⊗F D ∼= E ⊗E1 (E1 ⊗F D)
∼= E ⊗E1 Mm1(D1)
∼= Mm1 (E ⊗E1 D1) = Mm1 (D
′) .
Then, we have dimD′ W = m1 = [E1 : F ].
Put W0 = E⊗E1 D. We show W
∼= W0. The module W0 has a natural right E⊗F D-
module structure. Then, there exists a right E⊗F D-module isomorphism W0 ∼= W
⊕i for
some positive integer i. Since, in particular, this isomorphism is also an E-vector space
isomorphism, the equation dimEW0 = i dimEW holds. We have dimEW0 = dimE1 D =
(dimF D)/[E1 : F ] = d
2/[E1 : F ] and dimEW = d
2
1 dimD′ W = d
2/[E1 : F ]. Therefore, we
obtain i = 1 and W0 ∼= W . Then we may assume W =W0.
We have m0 = dimDW0 = [E : E1]. If an E1-basis of E is fixed, the embedding
E = EndE(E) ⊂ EndE1(E)
∼= Mm0(E1) is defined. We fix an oE1-basis B
′ = {b1, . . . , bm0}
of oE , and obtain a D-basis B = {b1 ⊗ 1, . . . , bm0 ⊗ 1} of W0. Under the idenfit-
ication of Mm0(D) with A(E) defined by this basis, E1 is embedded diagonally and
o×E ⊂ GLm0(oE1) ⊂ GLm0(oD).
Put A0 = Mm0(oD). Then, o
×
E and E
×
1 →֒ D
× are contained in K(A0). Since E/E1
is unramified, this shows that A0 is E-pure. Since A(E) is the unique E-pure hereditary
oD-order, we have A(E) = A0 and we obtain the desired conditions.
3 Mackey Decomposition
In this section, we will show that for K = GLm(oD) and an irreducible supercuspidal
representation π of G, there exists a [G, π]G-type (K, τ). Any maximal compact subgroup
K ′ of G is G-conjugate to K, so this fact implies that there also exists a representation
τ ′ of K ′ such that (K ′, τ ′) is also a [G, π]G-type.
Lemma 3.1 Let s ∈ B(G), (J, λ) be an s-type and K be a compact open subgroup of
G containing J . Assume s contains an irreducible supercuspidal representation π0 of G.
Then, the irreducible components of IndKJ λ contained in π0|K are s-types. In particular,
if IndKJ λ is irreducible, Ind
K
J λ is an s-type.
Proof. Let τ be an irreducible component of IndKJ λ contained in π0|K and π ∈ Irr(G).
We show that τ ⊂ π|K if and only if π ∈ s.
Let τ ⊂ π|K . Then, we have〈
IndKJ λ, π
〉
K
≥ 〈τ, π〉K > 0,
and by the Frobenius reciprocity we obtain 〈λ, π〉J > 0. Since (J, λ) is an s-type, it
follows that π ∈ s.
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Conversely, let π ∈ s. Then, there exists an unramified character χ of F× with
π ∼= π0 ⊗ χ ◦ NrdA/F and we have π|K ∼= π0|K . Therefore τ is a K-subrepresentation of
π|K ∼= π0|K .
Let π be an irreducible supercuspidal representations of G. There exists a simple type
(J, λ) and a unique extension (J˜ , λ˜) such that
π = c-IndG
J˜
λ˜.
If (J, λ) is of level 0, then J is the multiplicative group of some maximal hereditary
oF -order A in A. If (J, λ) attached to the simple stratum [A, n, 0, β] with n > 0. Since
B is maximal, A is a proper F [β]-pure hereditary oF -order. Anyway, by G-conjugation,
we may assume A is contained in Mm(oD) and U(A) is a group consisting of block upper
triangular matrices modulo pD. Let Λ = (Λi) be an oD-chain which A is the hereditary
oF -order associated with, and let e be the period of Λ. Then there is a natural bijection
A/P ∼=
e−1∏
i=0
EndkD(Λi/Λi+1).
We can take an oD-chain Λ such that A = A(Λ) and a basis {v1, . . . , vm} of V as
Λ0 = v1oD + · · ·+ vmoD,
Λi = v1oD + · · ·+ v(m/e)(e−i)oD + v(m/e)(e−i)+1pD + · · ·+ vmpD
for 0 < i < e.
Lemma 3.2 If (J˜ , λ˜) is as above, then J˜ is contained in K(A).
Proof. The group J˜ is generated by J, F× and yl0 as in §2.5. Since J ⊂ A and F× is the
center of G, it is enough to show that y normalizes A. Moreover, if (J, λ) is of level 0,
then y ∈ K(A) by definition of y. Then we may assume (J, λ) is of level > 0.
Because A is proper and (J, λ) is maximal, we may assume A = Mm′ (A(E)). We
fix a uniformizer ̟D′ of D
′, contained in A(E), and y is a diagonal matrix such that
its diagonal coefficients are all ̟D′. Then yAy
−1 = Mm′(̟D′A(E)̟
−1
D′ ). Therefore, it is
enough to show ̟D′A(E)̟
−1
D′ = A(E).
Since ̟D′ ∈ D
′ = CentA(E)(E) and A(E) is E-pure, for every x ∈ E
×, we have
x
(
̟D′A(E)̟
−1
D′
)
x−1 = ̟D′xA(E)x
−1̟−1D′ = ̟D′A(E)̟
−1
D′ .
Therefore it follows that ̟D′A(E)̟
−1
D′ is E-pure. Since A(E) is the unique E-pure
hereditary oF -order in A(E), we obtain ̟D′A(E)̟
−1
D′ = A(E).
Lemma 3.3 If K0 is a compact open subgroup of G containing J , then J˜ ∩K0 = J . In
particular, J is the unique maximal compact subgroup of J˜ .
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Proof. If (J, λ) is of level 0, then J is a maximal compact subgroup of G, whence J ⊂ K0
implies J = K0.
If (J, λ) is of level > 0, let L be a subgroup of K(B), generated by F× and yl0. Since
y normalizes J , we have J˜ = LJ and J˜ ∩K0 = (L∩K0)J . The group L∩K0 is compact,
whence contained in U(B). Since U(B) is a subgroup of J , we have J˜ ∩K0 = J .
Put ρ˜ = c-Ind
K(A)
J˜
λ˜ and ρ = Ind
U(A)
J λ. By the transivity of compact induction, we
have π ∼= c-IndGK(A) ρ˜. By Lemma 3.3, we have IG(λ, λ) ∩U(A) = J and ρ is irreducible.
By the Mackey decomposition, we have
ResGK π
∼=
⊕
g∈K\G/K(A)
IndKK∩gK(A) Res
gK(A)
K∩gK(A)
gρ˜.
By the term corresponding to g=1 in the above decomposition, we have π|K ⊃
IndK
U(A)Res
K(A)
U(A) ρ˜ since K ∩ K(A) = U(A). By the Mackey decomposition, we obtain
Res
K(A)
U(A) ρ˜
∼=
⊕
h∈U(A)\K(A)/J˜
Ind
U(A)
U(A)∩hJ˜
Res
hJ˜
U(A)∩hJ˜
hλ˜.
The group U(A) is a normal subgroup of K(A), hence U(A) = hU(A), U(A) ∩ hJ˜ =
h
(
U(A) ∩ J˜
)
= hJ and Res
hJ˜
U(A)∩hJ˜
hλ˜ = hλ. Therefore we obtain
Res
K(A)
U(A) ρ˜
∼=
⊕
h∈U(A)\K(A)/J˜
h
(
Ind
U(A)
J λ
)
∼=
⊕
h∈U(A)\K(A)/J˜
hρ.
Corollary 3.4 Let h ∈ K(A). Then, IndK
U(A)
hρ is irreducible and a [G, π]G-type.
Proof. We have IndK
U(A)
hρ = IndK
U(A) Ind
U(A)
hJ
hλ = IndKhJ
hλ. Since (hJ, hλ) is a simple
type, it is enough to show that IndKhJ
hλ is irreducible by Lemma 3.1. We have
IK(
hλ, hλ) = IG(
hλ, hλ) ∩K = hJ˜ ∩K = ˜(hJ) ∩K = hJ,
from K ⊃ U(A) = hU(A) ⊃ hJ and Lemma 3.3. Therefore, IndKhJ λ is irreducible.
Proposition 3.5 For every h ∈ K(A), there exists k ∈ NG(K) such that Ind
K
J λ
∼=
k(IndKhJ
hλ).
Proof. Assume that we find k ∈ NG(K) such that kh ∈ J˜ . Then kh is the element of
IG(λ, λ) and
0 6= HomJ∩khJ
(
ResJJ∩khJ λ,Res
khJ
J∩khJ
khλ
)
∼= HomJ
(
λ, IndJJ∩khJ Res
khJ
J∩khJ
khλ
)
→֒ HomJ

λ, ⊕
j∈J\K/khJ
IndJJ∩jkhJ Res
jkhJ
J∩jkhJ
khλ


∼= HomJ
(
λ,ResKJ Ind
K
khJ
khλ
)
∼= HomK
(
IndKJ λ,
k
(
IndKhJ
hλ
))
.
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Since IndKJ λ and Ind
K
hJ
hλ are irreducible by Corollary 3.4, they are isomorphic. There-
fore, it is enough to show that there exists k ∈ NG(K) such that kh ∈ J˜ .
First, we fix a uniformizer ̟D of D and embed oD in Mm(oD) diagonally. Then
̟D ∈ K(A) and NG(K) is generated by K and ̟D.
We will show that vA (NG(K) ∩ K(A)) and vA(J˜) generate Z. If (J, λ) is of level 0,
then A is maximal and vA(̟D) = 1, whence vA ((NG(K) ∩ K(A)) = Z. Then we may
assume that (J, λ) is of level > 0 with a simple stratum [A, n, 0, β]. We put E = F [β].
Since A is proper and B is maximal, the period of A is equal to the period of A(E) and
we have vA(̟D) = (1/d)vA(̟F ) = e
′/(d, e′) by Proposition 2.10. Hence, we have
vA (NG(K) ∩ K(A)) ⊃ vA(̟D)Z =
e′
(d, e′)
Z.
On the other hand, we choose y ∈ B× and l0 ∈ N>0 as in 2.5. Then we have vA(y) =
vA(E)(̟D′) = (d, [E : F ])/(d, e
′) by the proof of Proposition 2.10. Moreover, l0 is a divisor
of |Gal(kD′/kE)| = d/(d, [E : F ]) by definition of l0. Therefore
vA(J˜) ⊃ vA(y
l0)Z =
(d, [E : F ])l0
(d, e′)
Z ⊃
d
(d, e′)
Z
and we obtain
vA (NG(K) ∩ K(A)) + vA(J˜) ⊃
e′
(d, e′)
Z+
d
(d, e′)
Z =
(d, e′)
(d, e′)
Z = Z.
For fixed h, by the above discussion, there exist k1 ∈ NG(K) ∩ K(A) and j ∈ J˜ such
that vA(k1) + vA(j) = vA(h
−1). Then we have vA(k1hj) = 0 and k2 = k1hj ∈ U(A). We
put k = k2
−1k1 ∈ NG(K), whence we obtain kh = k2
−1k1h = j
−1 ∈ J˜ and complete the
proof.
For a general g ∈ G,
Res
gK(A)
K∩gK(A)
gρ˜ = Res
g U(A)
K∩gU(A)Res
gK(A)
g U(A)
gρ˜ =
⊕
h∈U(A)\K(A)/J˜
Res
g U(A)
K∩gU(A)
ghρ.
Hence, we obtain
ResGK π
∼=
⊕
g∈K\G/K(A)
⊕
h∈U(A)\K(A)/J˜
IndKK∩g U(A)Res
g
U(A)
K∩gU(A)
ghρ.
Lemma 3.6 Let g ∈ G and h ∈ K(A). Let τ be a representation of K such that〈
τ, IndKK∩g U(A)
ghρ
〉
K
6= 0.
Then there exists h′ ∈ K(A) such that
hρ = Ind
U(A)
J ′ λ
′, and
〈
τ, IndKK∩gJ ′
gλ′
〉
K
6= 0,
where (J ′, λ′) = (h
′
J, h
′
λ) is a simple type.
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Proof. By the Mackey decomposition,
Res
U(A)
g−1K∩U(A)
hρ
∼=
⊕
u∈g−1K∩U(A)\U(A)/hJ
Ind
g−1K∩U(A)
g−1K∩U(A)∩uhJ
Res
uhJ
g−1K∩U(A)∩uhJ
uhλ
=
⊕
u∈g−1K∩U(A)\U(A)/hJ
Ind
g−1K∩U(A)
g−1K∩uhJ
Res
uhJ
g−1K∩uhJ
uhλ.
Then
Ind
g−1K
g−1K∩U(A)
Res
U(A)
g−1K∩U(A)
hρ
∼=
⊕
u∈g−1K∩U(A)\U(A)/hJ
Ind
g−1K
g−1K∩uhJ
Res
uhJ
g−1K∩uhJ
uhλ.
Therefore there exists u ∈ U(A) such that
〈
τ, IndKK∩guhJ
guhλ
〉
K
=
〈
g−1τ, Ind
g−1K
g−1K∩uhJ
uhλ
〉
g−1K
6= 0.
Then h′ = uh and (J ′, λ′) = (uhJ, uhλ) satisfies the conditions of Lemma.
Proposition 3.7 Let g ∈ G and h ∈ K(A). Let τ be an irreducible representation of K
such that 〈
τ, IndKK∩g U(A)
ghρ
〉
K
6= 0.
Let (J, λ) be a simple type such that
hρ = Ind
U(A)
J λ and
〈
τ, IndKK∩gJ
gλ
〉
K
6= 0.
Suppose for every irreducible summand ξ of λ|J∩g−1K , there exists an irreducible repre-
sentation λ′ of J such that
〈ξ, λ′〉J∩g−1K 6= 0 and IG(λ, λ
′) = ∅.
Then, τ cannot be a type.
Proof. Assume that τ is a type. Let τ˜ be an extension of τ to F×K. Then, by [2, (5.2)],
there are finitely many unramified characters χi of F
× such that
c-IndGF×K τ˜ =
⊕
i
π ⊗
(
χi ◦ NrdA/F
)
.
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Hence every irreducible subrepresentaion of
ResGJ c-Ind
G
F×K τ˜
∼=
⊕
g′∈J\G/F×K
IndJ
J∩g′F×K
Res
g′F×K
J∩g′F×K
g′ τ˜
is contained in π|J . In particular, π|J contains every irreducible subrepresentation of
IndJ
J∩g−1K
Res
g−1K
J∩g−1K
g−1τ.
Since 〈
g−1τ, λ
〉
g−1K∩J
= 〈τ, gλ〉K∩gJ =
〈
τ, IndKK∩gJ
gλ
〉
K
6= 0,
there exists an irreducible summand ξ of λ|J∩g−1K such that
〈
g−1τ, ξ
〉
J∩g−1K
6= 0. By our
assumption, there exists an irreducible representation λ′ of J such that
〈ξ, λ′〉J∩g−1K 6= 0, and IG(λ, λ
′) = ∅.
Then 〈
λ′, IndJ
J∩g−1K
Res
g−1K
J∩g−1K
g−1τ
〉
J
=
〈
λ′, g
−1
τ
〉
J∩g−1K
≥
〈
ξ, g
−1
τ
〉
J∩g−1K
> 0,
whence λ′ is a J-subrepresentation of IndJ
J∩g−1K
Res
g−1K
J∩g−1K
g−1τ , so λ′ is contained in π|J .
On the other hand, there exists an extension (J˜ , λ˜) of (J, λ) such that π ∼= c-IndGJ˜ λ˜.
Then
λ′ ⊂ π|J ∼=
⊕
g′∈J\G/J˜
IndJ
J∩g′ J˜
Res
g′ J˜
J∩g′ J˜
g′ λ˜
and there is g′ ∈ G such that
λ′ ⊂ IndJ
J∩g′ J˜
Res
g′ J˜
J∩g′ J˜
g′ λ˜ = IndJ
J∩g′J
Res
g′J
J∩g′J
g′λ,
where since J ∩ ˜(g′J) is a compact subgroup of ˜(g′J), the group J ∩ ˜(g′J) is a subgroup
in g
′
J by Lemma 3.3 and we have J ∩ ˜(g′J) = J ∩ ˜(g′J) ∩ g
′
J = J ∩ g
′
J . Therefore〈
λ′, g
′
λ
〉
J∩g′J
6= 0 and IG(λ, λ
′) 6= ∅, which is a contradiction.
4 Representatives of K\G/K(A)
Fix a uniformizer ̟D of D. Put
R =




̟a1D
. . .
̟amD


∣∣∣∣∣∣∣
a1, . . . , am ∈ Z

 .
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For a1, . . . , am ∈ Z, the diagonal matrix whose entries are ̟
a1
D , ̟
a2
D , . . . , ̟
am
D is denoted
by aR(a1, . . . , am).
Lemma 4.1 Let g′ be an element of G such that Kg′K(A) 6= KK(A). Then, there
exists an element g of R such that its entries are ̟a1D , ̟
a2
D , . . . , ̟
am
D (a1, . . . , am ∈ N),
a(m/e)i+1 ≥ · · · ≥ a(m/e)(i+1) for 0 ≤ i < e, and one of the following conditions holds:
(i) There exists 0 ≤ i < e and 1 ≤ j < m/e such that a(m/e)i+j > a(m/e)i+j+1.
(ii) We have a(m/e)i+1 = · · · = a(m/e)(i+1) for 0 ≤ i < e and
• a1 ≥ 2,
• there exists 2 ≤ j ≤ e such that for 1 ≤ i ≤ e we have a(m/e)i > 0 if and only
if i < j.
Proof. Let A0 ⊂ A be a minimal hereditary oF -order which consists of upper triangular
matrices modulo pD. The groups of permutation matrices, isomorphic to Sm, is natu-
rally embedded in G. Let W˜ be the semidirect product of Sm and R in G. Then we
have G =
∐
w∈W˜ U(A0)wU(A0) by [7, §0.8]. Therefore we obtain G =
⋃
w∈W˜ KwK(A) =⋃
g∈RKgK(A). Then we can pick g
′′ = aR(a1, . . . , am) ∈ Kg
′K(A)∩R. Since aR(1, . . . , 1) ∈
K(A), we may assume a1, . . . , am ∈ N and there exists 1 ≤ i ≤ m such that ai = 0. We
have Sm/e
×e ⊂ U(A), so we may assume a(m/e)i+1 ≥ · · · ≥ a(m/e)(i+1) for 0 ≤ i < e.
If there exists 0 ≤ i < e and 1 ≤ j < m/e such that a(m/e)i+j > a(m/e)i+j+1, then
g = g′′ satisfies (i). Otherwise, we define
t =


Im/e
. . .
Im/e
Im/e


and
bR(b1, . . . , be) =


̟b1D Im/e
. . .
̟beD Im/e

 ∈ R,
where b1, . . . , be ∈ Z. Then we may assume there exist b1, . . . , be ∈ N such that g
′′ =
bR(b1, . . . , be) and min {b1, . . . , bm} = 0. We put
Π =


Im/e
. . .
Im/e
̟D Im/e

 ∈ K(A),
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where Im/e is the (m/e)× (m/e) identity matrix. We define a bijective map f : W˜ → W˜
as
f(w) = t−1wΠ, w ∈ W˜ .
We have f (bR(b1, . . . , be)) = bR(be + 1, b1, . . . , be−1) and f(g
′′) ∈ Kg′K(A).
We put i1 = min { 1 ≤ i ≤ e | bi = 0 } and bR(b
′
1, . . . , b
′
e) = f
e−i1(g′′). If b′1 ≥ 2, then
g = f e−i1(g′′) satisfies (ii) with j = e. If b′1 = 1, we put i2 = max { i | b
′
i′ = 1 for i
′ ≤ i }. If
i2 = e−1, then (f
−1)e−1◦f e−i1(g′′) = Im andKg
′K(A) = KK(A), which is a contradiction.
Therefore we have i2 < e− 1. Then g = (f
−1)
i2 ◦ f e−i1(g′′) satisfies (ii) with j = e− i2.
Definition 4.2 Let g, g′ ∈ G. We say that a pair (g,Kg′K(A)) has Property A if
Kg′K(A) 6= KK(A) and g is a representative of Kg′K(A) as in Lemma 4.1 and satis-
fying (i).
Lemma 4.3 If A is maximal, then for every double coset Kg′K(A) not equal to KK(A),
there is g ∈ Kg′K(A) such that the pair (g,Kg′K(A)) has Property A.
Proof. Since A is maximal, we have e = 1. We pick g′′ = aR(a1, . . . , am) ∈ Kg
′K(A) ∩ R
as in the proof of Lemma 4.1. The equation e = 1 implies a1 ≥ · · · ≥ am ≥ 0. If
a1 = · · · = am, then g
′′ ∈ K(A) ⊂ KK(A), which is a contradiction. Therefore there
exists 1 ≤ j < m such that aj > aj+1, so (g
′′, Kg′K(A)) has Property A.
Proposition 4.4 Assume that a pair (g,Kg′K(A)) has Property A. Then there is 0 ≤
i0 < e such that the image of U(A) ∩
g−1K under the map
U(A)→ U(A)/U1(A) ∼=
e−1∏
i=0
AutkD(Λi/Λi+1)→ AutkD(Λi0/Λi0+1)
is contained in some proper parabolic subgroup of AutkD(Λi0/Λi0+1).
Proof. For 0 < i ≤ e, the morphism U(A) → AutkD(Λe−i/Λe−i+1)
∼= GLm/e(kD) is as
follows: 

A1,1 · · · A1,e
...
. . .
...
Ae,1 · · · Ae,e

 7→ Ai,i mod pD,
where Aj,j′ ∈ Mm/e(oD) for 1 ≤ j, j
′ ≤ e. Since g is as in Lemma 4.1 and satisfying
(i), there exist 0 ≤ i1 < e and 1 ≤ j1 < m/e such that a(m/e)i1+j1 > a(m/e)i1+j1+1.
If h = (hij) ∈ U(A) ∩
g−1K, then hij ∈ pD for (m/e)i1 + j1 < i ≤ (m/e)(i1 + 1)
and (m/e)i1 + 1 ≤ j ≤ (m/e)i1 + j1. We put i0 = e − (i1 + 1). Then the image of
h = (hij) ∈ U(A) ∩
g−1K under the map U(A) → AutkD(Λi0/Λi0+1) is contained in a
proper parabolic subgroup of AutkD(Λi0/Λi0+1).
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5 Double Cosets with Property A
Definition 5.1 Suppose (g,KgK(A)) has Property A. We define the subgroup K(g) of
U(A) by
K(g) =
(
U(A) ∩ g
−1
K
)
U1(A).
Definition 5.2 [10, Definition 6.2] Let H be a subgroup of GLN(Fq) and put
S =
{
h ∈ GLN (Fq)
∣∣∣∣ χh(X) = f(X)
l for some irreducible
polynomial f ∈ Fq[X ] and l ∈ N
}
,
where χh is the characteristic polynomial of h.
The group H is sufficiently small if there exists a proper subfield F of FqN such that
for every h ∈ H ∩ S the roots of χh are the elements of F.
The lemma in the following are proved in [10, Lemma 6.5].
Lemma 5.3 Let Fq/Fq′ be an extension of finite fields and V0 be a finite dimensional
Fq-vector space. Let
ι : EndFq(V0)→ EndFq′ (V0)
be the natural embedding by scalar restriction. If H is a subgroup of AutFq(V0) such that
ι(H) is contained in a proper parabolic subgroup of AutFq′ (V0), then H is sufficiently
small.
Proposition 5.4 Suppose that a pair (g,KgK(A)) has Property A and that E/F is
unramified. The image of K(g) ∩U(B) in U(B)/U1(B) is sufficiently small.
Proof. Let E1/F be the unique field extension in E as in Lemma 2.12. Put B1 =
CentA(E1) and B1 = A ∩ B1. We also fix an inclusion E1 ∈ D.
We will show that B1 is a maximal hereditary oE1-order. Let W be a simple right
E ⊗F D-module. By Lemma 2.12, there is a right D-basis B of W such that A(E) is
identified with M[E:E1](oD) under the identification A(E)
∼= M[E:E1](D) induced by B.
On the other hand, since A is proper, there is an E ⊗F D-isomorphism V ∼= W
⊕m′
which induces the identification between A and Mm′(A(E)) such that A = Mm′(A(E)).
We define a D-basis B1 of V by B and the D-isomorphism V ∼= W
⊕m′ , and obtain the
identification A ∼= Mm(D). Under this identification, the subrings A, E and E1 in A
correspond the subrings in Mm(D) as follows:
• A = Mm′(M[E:E1](oD)).
• E →֒ A(E) →֒ Mm′ (A(E)), where E →֒ A(E) is the canonical embedding and
A(E) →֒Mm′(A(E)) is the diagonal embedding.
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• E1 →֒ D →֒ Mm(D), where E1 →֒ D is the inclusion we fixed above and D →֒
Mm(D) is the diagonal embedding.
We put D1 = CentD(E1), and then B1 = CentA(E1) = Mm(D1), so we have A ∩ B1 =
Mm(oD1) and B1 is maximal.
Since E1/F is unramified, we have kD1 = kD and U(B1)/U
1(B1) ∼= U(A)/U
1(A).
Since K(g) ⊃ U1(A), under the identificationU(B1)/U
1(B1) ∼= U(A)/U
1(A), the image
of U(B1)∩K(g) in U(B1)/U
1(B1) is identified with K(g)/U
1(A), which is equal to the
image of U(A)∩ g
−1
K in U(A)/U1(A) and contained in some proper parabolic subgroup
ofU(A)/U1(A) by Proposition 4.4, as A is maximal. Therefore the image ofU(B1)∩K(g)
in U(B1)/U
1(B1) is contained in some proper parabolic subgroup of U(B1)/U
1(B1).
We also have B = CentB1(E), B1 is E-pure, and that B = B1 ∩ B. Hence, we may
assume that E1 = F .
The hereditary oF -order A is maximal, and we have Λi+1 = Λi̟D. Since A is E-pure,
Λ is also an oE ⊗oF oD-chain, where we have oE ⊗oF oD
∼= oD′ because [E : F ] and d are
coprime and E/F is unramified. Let B′ be the hereditary oE-order in B = EndD′(V )
corresponding to Λ. Since E/F is unramified, ̟D is also a uniformizer of D
′ and Λi+1 =
ΛipD′ holds. Therefore we have
U(B′)/U1(B′) ∼= AutkD′(Λ0/Λ1).
On the other hand, B′ = { x ∈ B | xΛi ⊂ Λi, i ∈ Z } = A∩B = B also holds. By Lemma
5.3 with V0 = Λ0/Λ1, we obtain this proposition.
Next, we examine the restriction of some cuspidal representations of GLN(Fq) to its
sufficiently small subgroup. Let p be the characteristic of Fq.
Lemma 5.5 For integers q > 1 and N > 1, there exists a prime number r such that r
divides qN − 1, but does not divide qs − 1 for any 0 < s < N , except when N = 2 and
q = 2i − 1 with i ≥ 2 , or N = 6 and p = 2.
Proof. This result is known as Zsigmondy’s Theorem in [15].
Proposition 5.6 Let σ be an irreducible cuspidal representation of GLN(Fq) with char-
acter X , and H be a sufficiently small subgroup of GLN(Fq). Suppose [Fq : Fp] > 1, and if
p = 2 and [Fq : Fp] ≤ 3, we further assume that H is contained in some proper parabolic
subgroup of GLN(Fq). If ξ is an irreducible representation of H such that 〈ξ, σ〉H 6= 0,
then there exists an irreducible representation σ′ of GLN (Fq) such that 〈ξ, σ
′〉H 6= 0 and
σ′ 6= γ · σ for any γ ∈ Gal(Fq/Fp).
Proof. Let S be as in Definition 5.2. Since H is sufficiently small, there exists a proper
subfield F of FqN such that for every h ∈ H ∩ S the roots of χh are in F. Let Γ =
GLN (Fq), a = [Fq : Fp] and b = [F : Fp].
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According to [6], for a character Ψ of F×
qN
such that Ψq
s−1 6= 1 for any s dividing
but not equal to N , we can define a class function XΨ of Γ, which is a character of
an irreducible cuspidal representation of Γ. Every character of an irreducible cuspidal
representation of Γ is obtained from a character of F×
qN
as above. If Θ is another character
of F×
qN
such that Θq
s−1 6= 1 for any s dividing but not equal to N , we have XΨ = XΘ if
and only if Θ = Ψq
s
for some s ≥ 0. Moreover, if Ψ|F× = Θ|F×, then XΨ|H = XΘ|H .
For every γ ∈ Gal(Fq/Fp), we take a character Ψγ of F
×
qN
corresponding to γ · σ.
Let Ψ = Ψ1. Suppose there exists another character Θ of F
×
qN
such that Θq
s−1 6= 1
for any s dividing but not equal to N , Ψ|F× = Θ|F×, and that Θ 6= Ψ
qs
γ for any s ≥ 0
and γ ∈ Gal(Fq/Fp). Let σ
′ be a cuspidal representation of Γ with character XΘ. Then
σ′ 6= γ · σ for any γ ∈ Gal(Fq/Fp) because Θ 6= Ψ
qs
γ for any s. Moreover, we have
XΨ|H = XΘ|H , so σ|H = σ
′|H .
In almost all cases, we can pick such Θ by counting characters of F×
qN
. By Lemma
5.5, there exists a prime number r such that r divides paN − 1 = qN − 1, but does not
divide ps − 1 for any 0 < s < aN , except when aN = 2 and p = 2i − 1 with i ≥ 2, or
aN = 6 and p = 2.
Suppose such r as above exists. If Θ is not an rth power, r divides the order of Θ since
F×
qN
is cyclic. Then Θq
s−1 6= 1 for any 0 < s < N as 0 < as < aN and pas − 1 = qs − 1 is
not divided by r. In particular, Θq
s−1 6= 1 for any s dividing but not equal to N .
We count the characters Θ such that Θ is not an rth power and Ψ|F× = Θ|F×. At
first, there exist (qN − 1)/(pb − 1) characters such that Ψ|F× = Θ|F×. For any character
χ of F×, let C (χ) be the set of characters Θ of F×
qN
such that Θ is an rth power and
Θ|F× = χ. Since r does not divide p
b − 1 = |F×|, we can take a character Θ0 ∈ C (Ψ|F×).
By multiplying Θ−10 , we obtain one-to-one correspondence between C (Ψ|F×) and C (1).
The characters of F×
qN
trivial on F× correspond to the characters of F×
qN
/F×. Under this
correspondence, the elements of C (1) correspond to the characters that are rth power,
since r does not divide |F×|. Therefore, there will be(
1−
1
r
)
qN − 1
pb − 1
characters Θ such that Θ is not an rth power and Ψ|F× = Θ|F×. The cardinality of the
set
{
Ψq
s
γ | γ ∈ Gal(Fq/Fp), s ∈ N
}
is at most aN , so if the inequation
(
1−
1
r
)
qN − 1
pb − 1
> aN
holds, then we can take the desired character Θ. Since qN = paN and pb = |F| ≤
|FqN |
1/2 = paN/2, it is enough to show(
1−
1
r
)
(paN/2 + 1) > aN.
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By our assumption, we have a ≥ 2 and aN ≥ 2. By using induction on aN , we can
examine when the inequation holds. When p ≥ 5, for any prime r the inequation holds.
When p = 3, we may assume r ≥ 5 and then the inequation holds. When p = 2, since
3 = 22 − 1, we may assume r ≥ 5 and then the inequation holds for aN = 3 or aN > 5.
The remaining cases are following: (aN, p) = (6, 2), (4, 2), (2, 2), or (2, 2i − 1) with
i ≥ 2.
When aN = 2, we have a = 2 and N = 1, so q = p2 and F = Fp. Since N = 1, every
irreducible representation of Γ is a character. Our assumption that H is sufficiently small
implies H ⊂ F×p . If χ is a character of F
×
p , there exist p+1 characters of F
×
q extending χ.
Since p + 1 > 2, there exists a character σ′ of F×q extending σ|H such that σ
′ 6= σ, γ · σ,
where γ ∈ Gal(Fq/Fp) is the nontrivial element.
Suppose (aN, p) = (6, 2) or (4, 2).
If N = 1, then b ≤ a/2 and H ⊂ F×
2b
. If χ is a character of F×
2b
, there exist at least
2a/2+1 characters of F×q extending χ. Because 2
2+1 > 4 and 23+1 > 6, we can deduce
the proposition for this case in the same way as in the case that aN = 2.
If N > 1, then a ≤ 3 and H is contained in some proper parabolic subgroup P of Γ
by our assumption. Let U be the unipotent radical of the parabolic subgroup opposite
to P . Let ξ be as in this proposition. Since U ∩ P = 1, we have U ∩ H = 1. Hence,
ResΓU Ind
Γ
H ξ ⊃ Ind
U
1 Res
H
1 ξ ⊃ 1U . Therefore there exists some irreducible summand σ
′
of IndΓH ξ such that 〈1U , σ
′〉U 6= 0. The inclusion σ
′ ⊂ IndΓH ξ implies that 〈ξ, σ
′〉H 6= 0.
Moreover, σ′ is not cuspidal, whence σ′ 6= γ · σ as every γ · σ is cuspidal.
Proposition 5.7 Suppose A is a maximal hereditary oF -order of A. Let π be an irre-
ducible supercuspidal representation of G with the U1(A)-fixed part πU
1(A) 6= 0. Then,
there exists an irreducible cuspidal representation τ of U(A)/U1(A) such that π|U(A)
contains the lift σ of τ to U(A) and for every irreducible U(A)-subrepresentation σ′ of
πU
1(A), there exists γ ∈ Gal(kD/kF ) with σ
′ ∼= γ · σ.
Proof. This is the result from [7, Theorem 5.5 (ii)].
Corollary 5.8 Let A be a maximal hereditary oF -order of A and σ, σ
′ be irreducible
representations of U(A), trivial on U1(A). Suppose that σ is cuspidal. Then, σ and σ′
intertwine in G if and only if there exists γ ∈ Gal(kD/kF ) such that σ
′ ∼= γ · σ.
Proof. There exists h ∈ K(A) such that hσ ∼= γ·σ. Then, if σ′ ∼= γ·σ, these representations
σ and σ′ ∼= hσ intertwine.
Conversely, suppose that σ and σ′ intertwine. Then, there exists h ∈ G such that
HomU(A)∩h U(A)
(
σ′, hσ
)
6= 0.
Let (J˜ , σ˜) be an extension of the simple type (U(A), σ) of level 0 such that π = c-IndG
J˜
σ˜
is irreducible and supercuspidal. Since U(A) ∩ hJ˜ is a compact subgroup of hJ˜ , we have
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U(A) ∩ hJ˜ ⊂ hU(A) by Lemma 3.3. Then we obtain U(A) ∩ hJ˜ = U(A) ∩ hU(A) and
hσ˜|
U(A)∩hJ˜ =
hσ|U(A)∩h U(A), so we have
0 6=
〈
σ′, hσ
〉
U(A)∩h U(A)
=
〈
hσ˜,Res
U(A)
U(A)∩hJ˜
σ′
〉
U(A)∩hJ˜
=
〈
Ind
U(A)
U(A)∩hJ˜
Res
hJ˜
U(A)∩hJ˜
hσ˜, σ′
〉
U(A)
= dimHomU(A)
(
σ′, Ind
U(A)
U(A)∩hJ˜
Res
hJ˜
U(A)∩hJ˜
hσ˜
)
.
Since σ′ is irreducible, there exists an inclusion of U(A)-representations
σ′ →֒ Ind
U(A)
U(A)∩hJ˜
Res
hJ˜
U(A)∩hJ˜
hσ˜ ⊂ ResG
U(A) c-Ind
G
J˜
σ˜ = π|U(A).
By Proposition 5.7, there exists γ ∈ Gal(kD/kF ) such that σ
′ ∼= γ · σ.
Corollary 5.9 Let A be a maximal hereditary oF -order of A, and let K be a subgroup
of U(A) such that the image of K in U(A)/U1(A) is sufficiently small, and σ be a lift of
an irreducible cuspidal representation τ of U(A)/U1(A) to U(A). Moreover, if qF = 2
and qD ≤ 8, we further assume that the image of K in U(A)/U
1(A) is contained in some
proper parabolic subgroup of U(A)/U1(A). Then, for every K-subrepsentation ζ of σ,
there exists an irreducible representation σ′ of U(A) such that σ′ is trivial on U1(A), and
we have 〈ζ, σ′〉K 6= 0 and IG (σ, σ
′) = ∅.
Proof. Let H be the image of K in U(A)/U1(A). Let ω be a H-representation such that
ζ is the lift of ω.
Suppose there is an irreducible representation τ ′ of U(A)/U1(A) such that 〈ω, τ ′〉H 6=
0 and τ ′ 6= γ · τ for any γ ∈ Gal(kD/kF ). Let σ
′ be the lift of τ ′ to U(A). Then
〈ζ, σ′〉K = 〈ω, τ
′〉H 6= 0 and σ
′ 6= γ · σ for any γ. By Corollary 5.8, the latter condition
implies IG (σ, σ
′) = ∅. Therefore, it is enough to show that there exists such τ ′.
Unless the characteristic of kF is equal to 2, or qD ≤ 8, by Proposition 5.6, such a
representation τ ′ exists. When qF = 2 and qD ≤ 8, since H is contained in some proper
parabolic subgroup, we can apply Proposition 5.6 and obtain τ ′ with desired conditions.
If qF > 2 and qD = 4, 8, then qD = qF and D = F . Since qF ≥ 4, this corollary for this
case is already proved in [10, Corollary 6.14].
Proposition 5.10 Let [A, n, 0, β] be a simple stratum of A with n > 0, and θ ∈ C (β,A).
Let κ be a β-extension of the Heisenberg representation η of θ. Let σ and σ′ be irreducible
representations of J , trivial on J1. If IB×(σ, σ
′) = ∅, then IG(κ⊗ σ, κ⊗ σ
′) = ∅.
Proof. Let x be an element of G and φ ∈ Ix(κ ⊗ σ, κ ⊗ σ
′). We will show that φ = 0.
Let X, Y and Y ′ be the representation spaces of κ, σ and σ′. There exist Sj ∈ EndC(X)
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and Tj ∈ HomC(Y, Y
′) such that φ =
∑
j Sj ⊗ Tj and Tj are linearly independent. For
h ∈ J1 ∩ xJ1, we have
φ ◦ (η(h)⊗ idY ) = φ ◦ ((κ⊗ σ)(h)) = (
x(κ⊗ σ′)(h)) ◦ φ = (xη(h)⊗ idY ′) ◦ φ.
Since φ =
∑
j Sj ⊗ Tj , we also have
φ ◦ (η(h)⊗ idY ) =
∑
j
(Sj ◦ η(h))⊗ Tj ,
(xη(h)⊗ idY ′) ◦ φ =
∑
j
(xη(h) ◦ Sj)⊗ Tj ,
and
∑
j (Sj ◦ η(h)−
xη(h) ◦ Sj) ⊗ Tj = 0. Since Tj are linearly independent, it follows
that Sj ◦ η(h) =
xη(h) ◦ Sj, that is, Sj ∈ Ix(η, η). Now dimC Ix(η, η) ≤ 1. Then we may
assume φ = S ⊗ T for some S ∈ Ix(η, η) = Ix(κ, κ) and T ∈ HomC(Y, Y
′). We may
assume S 6= 0. Then x ∈ IG(κ, κ) = JB
×J , so we may assume x ∈ B×. For h ∈ J ∩ xJ ,
we have
(xκ(h) ◦ S)⊗ (T ◦ σ(h)) = (S ◦ κ(h))⊗ (T ◦ σ(h)) = (xκ(h) ◦ S)⊗ (xσ′(h)⊗ T ) .
Since xκ(h) ◦ S 6= 0, it follows that T ◦ σ(h) = xσ′(h) ◦ T , that is, T ∈ Ix(σ, σ
′). The
assumption IB×(σ, σ
′) = ∅ implies Ix(σ, σ
′) = 0, whence T = 0 and φ = 0.
Lemma 5.11 Let [A, n, 0, β] be a simple stratum such that β ∈ F and A is a maximal
oF -order in A.
(i) We have J(β,A) = U(A) and J1(β,A) = H1(β,A) = U1(A).
(ii) Let θ ∈ C (β,A) and let κ be a β-extension of θ. Then κ is the restriction of a
character of G to U(A).
(iii) Let (J, λ) be attached to [A, n, 0, β]. Then (J, λ) is obtained from twisting a simple
type of G of level 0 by some character of G.
Proof. Since β ∈ F , we have B = CentA(β) = A. Then B = A ∩B = A.
To show (i), we recall some property for J(β,A) and H(β,A) from [11]. The subrings
J(β,A) and H(β,A) of A are defined in [11, §3.3.1]. According to [11, §3.3], the group
J(β,A) (resp. H(β,A) ) is the multiplicative group of J(β,A) (resp. H(β,A) ).
Therefore, for (i), it is enough to show that J(β,A) = H(β,A) = A. Since β ∈ F , the
element β is ’minimal’ in the sense of [11, 2.3.3]. Then we have J(β,A) = H(β,A) = A
by [11, Proposition 3.42(1)].
The simple character θ factors through NrdA/F by [11, Proposition 3.47(3)]. Then
there exists a character χ1 of F
× such that θ = χ1 ◦
(
NrdA/F |U1(A)
)
. We put κ0 =
χ1 ◦
(
NrdA/F |U(A)
)
. Then κ0 is an extension of θ to U(A).
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We will show that κ0 is a β-extension of θ. To show this, it is enough to show that
IG(κ0, κ0) = G. Since κ0 is the restriction of a character of G, we have κ0(x
−1gx) = κ0(g)
for any x ∈ G and g ∈ U(A). Therefore x ∈ IG(κ0, κ0), that is, IG(κ0, κ0) = G.
There exists a character χ2 of F
× such that κ = κ0⊗
(
(χ2 ◦ NrdA/F )|U(A)
)
by The´oreme
2.28 in [12]. Since κ0 and (χ2 ◦ NrdA/F )|U(A) are the restrictions of characters of G, κ is
also the restrition of a character of G.
To show (iii), let κ and σ be irreducible J(β,A)-representations such that λ = κ⊗ σ,
as in Defenition 2.6. Since B = A, the representation σ is a simple type of G of level 0.
Moreover, κ is the restriction of a character of G by (ii). Therefore, (iii) holds.
Proposition 5.12 Suppose (g,Kg′K(A)) has Property A. Let (J0, λ0) be a maximal
simple type such that J0 ⊂ U(A). If (J0, λ0) is of level > 0, then we further assume that
(J0, λ0) is attached to a simple stratum [A, n, 0, β0] such that F [β0]/F is unramified. We
put ρ = Ind
U(A)
J0
λ0. Let τ be an irreducible K-representation such that
〈
τ, IndKK∩g U(A))
ghρ
〉
K
6= 0
for some h ∈ K(A). Then, τ cannot be a type.
Proof. By Lemma 3.6, there exists h′ ∈ K(A) such that (J, λ) = (h
′
J0,
h′λ0) is a simple
type,
hρ = Ind
U(A)
J λ and
〈
τ, IndKK∩gJ
gλ
〉
K
6= 0
hold.
Assume that (J0, λ0) is level 0. Then J0 = U(A) is maximal and λ0 is trivial onU
1(A).
Since h′ ∈ K(A), we have J = U(A) and λ is also trivial on U1(A). Therefore, the image
of K(g) in U(A)/U1(A) is contained in some proper parabolic subgroup by applying
Proposition 4.4 with e = 1. Let ξ be an irreducible J∩g
−1
K-subrepresentation of λ. Since
λ is trivial onU1(A), ξ can be extended to a unique K(g)-subrepresentation of λ by ξ|U1(A)
being trivial. Hence by Corollary 5.9, there exists an irreducible representation λ′ ofU(A)
such that the representation λ′ is trivial onU1(A), 〈ξ, λ′〉K(g) 6= 0 and IG (λ, λ
′) = ∅. Since
J ∩ g
−1
K ⊂ K(g), we have 〈ξ, λ′〉J∩g−1K ≥ 〈ξ, λ
′〉K(g) > 0. Therefore, the representation τ
cannot be a type by Proposition 3.7.
Assume that (J0, λ0) is attached to the simple stratum [A, n, 0, β0] with n > 0.
At first, we will consider the case when β ∈ F . We have J0 = U(A) by Lemma 5.11
(i). Then ρ = λ0. There exists a simple type (U(A), λ1) of level 0 and a character µ
of G such that λ0 = µ ⊗ λ1 by Lemma 5.11 (iii). We put τ1 = τ ⊗ µ
−1. Since τ1 is
a type if and only if τ is a type, it is enough to show τ1 cannot be a type. We have〈
τ1, Ind
K
K∩g U(A)
ghλ1
〉
K
=
〈
τ, IndKK∩g U(A))
ghλ0
〉
K
6= 0. Therefore, by the proposition for
simple types of level 0, τ1 cannot be a type.
Then we may assume F [β0]/F is nontrivial. Since (J0, λ0) is attached to the simple
stratum [A, n, 0, β0], the type (J, λ) is a simple type attached to the simple stratum
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[A, n, 0, β] = [A, n, 0, h′β0h
′−1]. Therefore, there exist representations κ, σ as in Definition
2.6. By our assumption, E = F [β] ∼= F [β0] is an unramified extension of F . By the
isomorphism J/J1 ∼= U(B)/U1(B), we can regard representations of U(B), trivial on
U1(B), as representations of J , trivial on J1.
Let ξ be an irreducible summand of λ|J∩g−1K . Then there exists an irreducible sum-
mand ζ of σ|J∩g−1K such that 〈ξ, κ⊗ ζ〉J∩g−1K 6= 0. Let K0(g) = (J ∩
g−1K)J1, and then
K0(g) ⊂ K(g) and ζ can be extended to a K0(g)-representation which is trivial on J
1,
since ζ ⊂ σ and σ is trivial on J1. The group K0(g) contains J
1 and ζ is trivial on J1, so
ζ can be regarded as a K0(g) ∩U(B)-representation which is trivial on U
1(B). Because
E/F is unramified and K0(g) ⊂ K(g), the image of K0(g) ∩ U(B) in U(B)/U
1(B) is
sufficiently small by Proposition 5.4. Since the field extension E/F is nontrivial and
unramified, we have qE 6= 2. Then by Corollary 5.9, there exists an irreducible represen-
tation σ′ of U(B), trivial on U1(B), such that 〈ζ, σ′〉
U(B)∩K′(g) 6= 0 and IB× (σ, σ
′) = ∅.
Let λ′ = κ⊗ σ′.
In the same way as in the proof of Proposition 5.10, it follows that λ′ is irreducible.
Since J1 ⊂ K0(g) ⊂ J , we have K0(g)/J
1 ∼= (U(B) ∩ K0(g)) /U
1(B). Hence, we
have 〈ζ, σ′〉K0(g) = 〈ζ, σ
′〉
U(B)∩K0(g)
6= 0. Therefore 〈ζ, σ′〉J∩g−1K ≥ 〈ζ, σ
′〉K0(g) > 0 and
〈ξ, λ′〉J∩g−1K ≥ 〈ξ, κ⊗ ζ〉J∩g−1K > 0.
On the other hand, by Proposition 5.10, we have IG(λ, λ
′) = ∅. Therefore, by Propo-
sition 3.7, τ cannot be a type.
6 Proof of main theorem
Theorem 6.1 Let π be an irreducible supercuspidal representation of G. Suppose π
contains a simple type (J, λ) satisfying one of the following:
• (J, λ) is level 0,
• (J, λ) is level > 0 and attached to a simple stratum [A, n, 0, β] such that F [β] is an
unramified extension of F .
Then, there exists a unique [G, π]G-archetype.
Moreover, if K is a maximal compact subgroup of G and (K, τ) is a [G, π]G-type, then
there exists a simple type (J ′, λ′) such that J ′ ⊂ K and τ ∼= IndKJ λ
′.
Proof. Let K be a maximal compact subgroup of G and (K, τ) be a [G, π]G-type. All
maximal compact subgroups of G are G-conjugate, so there exists some x ∈ G such that
xK = GLm(oD). Since (K, τ) and (
xK, xτ) are in the same [G, π]G-archetype, we may
assume K = GLm(oD) and τ is defined over K. On the other hand, if (J, λ) is attached
to a simple stratum [A, n, 0, β] (xJ, xλ) is a simple type attached to the simple stratum
[xA, n, 0, xβx−1] for any x ∈ G, and F [xβx−1] ∼= F [β] is an unramified extension of F .
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Then we may assume U(A) is contained in K. By the definition of maximal simple
types of level 0 and Corollary 2.11, A is a maximal oF -order in A and K = U(A). Let
ρ = IndKJ λ. Then ρ is irreducible and a [G, π]G-type by Corollary 3.4 (this also shows
the existence of a [G, π]G-archetype). Since τ is contained in π|K , there exists g ∈ G and
h ∈ K(A) such that τ ⊂ IndKK∩gK
ghρ.
Assume g /∈ KK(A). Since A is maximal, there exists g′ ∈ KgK(A) such that
(g′, KgK(A)) has property A by Lemma 4.3. Because KgK(A) = Kg′K(A) and h ∈ K(A),
we may assume (g,KgK(A)) has Property A. Therefore, by Proposition 5.12, τ cannot
be a type, which is a contradiction. Hence g ∈ KK(A) = K(A) and τ ⊂ ghρ. These
representations are irreducible, so τ ∼= ghρ. Then the representations τ and ρ are in
the same [G, π]G-archetype. Therefore every [G, π]G-type defined over some maximal
compact subgroup of G is G-conjugate to (K, ρ), whence [G, π]G-archetype is unique.
Let (K ′, τ ′) be a [G, π]G-type with a maximal compact subgroup K
′ of G. Then there
exists g ∈ G such that τ ′ ∼= gρ, and then τ ′ ∼= Ind
gK
xJ
gλ. Since (J ′, λ′) = (gJ, gλ) is a
simple type, the proof is completed.
Remark 6.2 If π is an irreducible depth-zero supercuspidal representation, there exists a
simple type of level 0 for π by Proposition 5.7. Then this theorem implies the uniqueness
of [G, π]G-archetype. Therefore, for inner forms of GLN , our result properly contain
Latham’s result [8, Theorem 6.2].
7 An example without the unramified assumption
In this section, we introduce a case where there exist [G, π]G-types on a maximal compact
open subgroup K, which are not NG(K)-conjugate, for some irreducible supercuspidal
representation π. By this case, we find that the uniqueness of archetypes does not hold
in general. Therefore, our example in the following is a counterexample for Latham’s
conjecture in [8, Conjecture 4.4].
Let D be a quaternion algebra over F and A = M2(D). We take an irreducible
supercuspidal representation π of G = GL2(D) such that there exists a simple type (J, λ)
for π, attached to a simple stratum [A, n, 0, β] with the following conditions:
• there exists a field extension E = F [β]/E1/F such thatE1/F is a ramified, quadratic
extension and E/E1 is unramified and quadratic.
• E is E1-subalgebra in M2(E1) with oE ⊂M2(oE1), where the embedding M2(E1) ⊂
M2(D) is induced from some embedding E1 ⊂ D.
Then we have B = CentA(E) = E, A = M2(oD) and B = B ∩ A = oE.
Since kD and kE are quadratic extensions of the finite field kF , the field kE identifies
with kD. We fix such an identification kD ∼= kE. Therefore, we obtain a kF -algebra
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inclusion
kD = kE = B/(B ∩P) →֒ A/P = M2(kD).
Note that this inclusion is not necessarily a kD-algebra inclusion, so kE is not necessarily
contained in the subring of diagonal matrices in M2(kD). However, there exists an element
h in U(A) such that the image of hB in A/P is contained in the ring of diagonal matrices.
Indeed, the above inclusion factors
M2(kF ) = M2(kE1) = M2(oE1)/pE1 M2(oE1) →֒ A/P = M2(kD),
that is, we have a kF -algebra inclusion kD →֒ M2(kF ). Then, if α generates kE over kF ,
the characteristic polynomial χ of α ∈ M2(kD) is equal to the characteristic polynomial
of α ∈ M2(kF ), which is the minimal polynomial of α over kF . Since the polynomial χ
has two different roots in kD, α is diagonalizable as an element in M2(kD). Therefore
there exists an element x in GL2(kD) ∼= U(A)/U
1(A) such that xkE is contained the ring
of diagonal matrices and a lift h of x in U(A) satisfies the desired condition.
We put K = GL2(oD) and g0 = aR(1, 0) as in §4. Then g0 /∈ K(A) = KK(A),
that is, Kg0K(A) is a non-trivial double coset of K\G/K(A). We will show
g0hJ ⊂ K.
First, g0
−1
K contains the subgroup K ′ in GL2(oD) of diagonal matrices modulo pD. Since
J = U(B)J1 ⊂ U(B)U1(A), it suffices to show that h
(
U(B)U1(A)
)
⊂ K ′. These
groups K ′ and h
(
U(B)U1(A)
)
= hU(B)U1(A) contain U1(A), so it is enough to show
that the image of hU(B) in U(A)/U1(A) is contained in the counterpart of K ′, which
is already proved in the above discussion.
We put g = g0h. Then J and
gJ are subgroups in K and we can consider [G, π]G-types
IndKJ λ and Ind
K
gJ
gλ.
For every element k in NG(K), the representation
k
(
IndKgJ
gλ
)
is not isomorphic to
IndKJ λ. Indeed, if such k exists, we have HomK(Ind
K
J λ, Ind
K
kgJ
kgλ) 6= 0 and k′kg ∈
IG(λ, λ) = J˜ for some k
′ ∈ K. Because J˜ ⊂ K(A) by Lemma 3.2, we obtain g ∈ KK(A).
On the other hand, KgK(A) = Kg0K(A) is a non-trivial double coset, which leads to a
contradiction.
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