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Abstract 
Dynamics of Transport and Variability in the 
Denmark Strait Overflow 
by Jeunes Bannister Girton 
Chair of Supervisory Committee: 
Professor Thomas B. Sanford 
School of Oceanography 
The overflow of dense water from the Nordic Seas through the Denmark Strait is one 
of the primary sources of the deep water in the world's oceans. In 1998, a rapid high- 
resolution survey on the F/S Poseidon with expendable profilers (XCP/XCTD) col- 
lected velocity, temperature and salinity data from the region of the Denmark Strait 
sill to study the initial descent of the overflow into the deep North Atlantic. The ma- 
jor results from this £ind an earlier, more modest, survey in 1997 on the RfV Aranda, 
along with additional analysis of satelUte and current meter data, can be simmiarized 
as follows: 
• The flow near the sill is characterized by a strongly barotropic structure asso- 
ciated with a nearly-vertical temperature front. As the denser water descends 
the Greenland slope, it develops the bottom-intensified structure characteristic 
of a gravity current. 
• Initial transport of o-^ > 27.8 water at the sill is measured by the ssmoptic sec- 
tions to be 2.7 ± 0.6 Sv, essentially identical both in mean and variability to that 
measured in 1973 by a 5-week current meter array deployment. 
• Despite large spatial and temporal variability in velocity, thickness and trans- 
port, the overflow's pathway and descent with distance from the sill are remark- 
ably steady. 
• Measurements of near-bottom shear stress (from logarithmic velocity fits) con- 
firm the importance of bottom fi:iction in controlling the rate of overflow descent. 
• Satellite sea-siuface temperature images confirm the birth and downstream 
propagation of cyclonic eddies starting at approximately 125 km southwest of 
the sill. This same point is also marked by a change in the rate of overflow 
entrainment and a maximum in overflow speed. 
• The presence of subsurface eddies upstream of the appearance of the surface 
features suggests a geographical separation between the region of flow insta- 
bility and the site of eddy generation and vortex stretching. These two distinct 
processes occur in the approach to the sill £md over the steepest descent, respec- 
tively. 
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Chapter 1 
INTRODUCTION 
Through the Denmark Strait flows one of the most remarkable currents of the 
world's oceans. Roughly 3 million cubic meters per second of dense water formed 
in the Nordic and Arctic Seas spills over the ridge between Greenland and Iceland 
and cascades more than 2000 m downwards into the North Atlantic, supplying a deep 
boimdary current system that extends through the Labrador Sea, down the eastern 
coast of North America, across the equator and into the South Atlantic. Recognizable 
characteristics of the resulting North Atlantic Deep Water (NADW) are seen through- 
out the Pacific and Indian oceans, making up the lower limb of the "great ocean con- 
veyor belt" [Broecker, 1991). The Denmark Strait is one of the most geographically- 
confined locations along this entire path, and so is a region of great interest to re- 
searchers interested in understanding the forcing and modifications of the overturn- 
ing circulation by its individual components, as well as to those interested in monitor- 
ing the strength of the circulation on long timescales. In addition, physical processes 
such as entrainment and bottom drag occur in many similar density currents and 
overflows, so that knowledge obtained in one can often be appHed to others. In this 
dissertation I will first outline the justifications for and results of previous work and 
then describe the results of a new set of measiurements designed to illuminate some 
of the details of processes at work in the Denmark Strait Overflow (DSO). 
1.1   Higb'Latitade Overflows 
Deep water is only formed in a few locations throughout the world's oceans. Many 
of these are in confined marginal seas separated from the major ocean beisins by 
narrow straits and shallow sills. Dense water formed through thermohaline processes 
at the sea surface (primarily evaporation at low latitudes and sensible and latent 
cooling at high latitudes, although brine rejection during ice formation also plays a 
role) accumulates in the sea and then flows through the constriction as a bottom- 
trapped density current. In the North Atlantic, the exchange of wsirm northward- 
flowing surface waters with these cold deep outflows from the Nordic Seas carries an 
important fraction of the poleward heat transport in the ocean-atmosphere system. 
In addition, the dense overflows through the Denmark Strait and across the Iceland- 
Scotland ridge carry the signature of surface heat and chemical content into the deep 
oceans, forming a mechanism for the ocean's participation in global processes with 
durations corresponding to the overturning timescale of the entire system—up to 
2000 years. 
In fact, a leading theory to explain the rapid climate oscillations observed in ice 
and sediment-core records of the last ice-age (the so-called Dansgaard/Oeschger cy- 
cles between 12,000 and 80,000 years ago [Dansgaard et al., 19931) involves the re- 
peated shutoff and resumption of deep water formation and oceanic heat transport, 
possibly triggered by freshwater input to the high-latitude seas. While the paleo- 
ceanographic picture is a sparse one, not easily able to map bottom currents or water 
properties with sufficient resolution to pinpoint the overflows, some records have sug- 
gested deep oceanic changes S3mchronized with surface variability [e.g., Bond et al., 
1993]. A number of coupled ocean-atmosphere models have also highlighted the im- 
portance of deepwater formation processes in the ocean's response to and effect on 
climate [Manabe and Stouffer, 1988; Schiller et al., 1997; Fanning and Weaver, 19971. 
The ultimate properties of the deep water being formed are determined not only 
by the direct processes of air-sea interaction that create the initial overflowing water, 
but slso by the mixing with and entrainment of surroimding fluid during the den- 
sity current's descent. For this reason, the location and mechanism of entrainment 
is of vital importance to the ability to simulate deep water changes in ocean mod- 
els. This combination of localized smedl-scale physics £md global importance presents 
a particularly difScult situation for the large-scsde numerical models used to study 
the ocean and global climate. Even with continual improvements in computationed 
power, the resolution needed to simulate overflow processes will not be available on 
a global scale in the foreseeable fiiture, and so a realistic approach to subgrid-scale 
parameterization (based on observations) is needed. 
1^   Past Observations of the DSO 
1.2.1   Overflow 
While the importance of deep overflows from the Nordic Seas was suspected by Scan- 
dinavian oceanographers including Knudsen, Nielsen, Nansen emd Helland-Hansen 
during the first decade of the 20th century (and the role of the polar regions in gen- 
eral even earlier by Count Rumford in 1800), the importemce of the Nordic overflows' 
contributions to NADW was discounted or ignored by most investigators until revived 
by Cooper [1955] and subsequently taken up by others [Dietrich, 1961; Lee and El- 
lett, 1965]. The first detailed study focusing on the Denmark Strait was made in 
1967 by the C.S.S. Hudson [Mann, 1969] as part of an attempt to quantify the DSO 
with moored current meters [Worthington, 1969). While a failure of the majority of 
the moorings in the unexpectedly-strong currents made the transport measurements 
unsuccessful, the survey did reveal a number of important featxires of the overflow, 
including the way that the dense water is banked against the Greenland side of the 
strait due to the effects of the earth's rotation and the presence of highly-variable 
currents of up to 1.4 ms~^ 
The ICES "OVERFLOW '73" expedition [described in Ross, 1984; Smith, 1976, and 
hereafter referred to as 073] was far more successful and has remained the most com- 
prehensive set of mooring and hydrographic section data from the Denmark Strait 
region until very recently. The 37-day long mooring deployment in 073 showed that 
the DSO is highly variable on timescales of 2-5 days but steady over longer periods, 
with a mean transport of 2.9 Sv of water colder than 2°C. Tides play only a small role 
in the variability, accounting for 2-10% of the variance in the current meter veloci- 
ties. These data form a large part of the historical context for the new measurements 
presented in this dissertation. The year-long MONA array about 100 km downstream 
from the 073 location corroborated these conclusions and revealed a lack of variabil- 
ity on seasonal timesciJes [Aagaard and Malmberg, 1978]. 
Since 1993 the Nordic WOCE and EC-VEINS programs have undertaken a num- 
ber of cruises to the Denmark Strait sill and nearby regions. Two of these cruises 
on the Finnish WV Aranda are described by Fristedt et al. [1999] and Rudels et al. 
[1999a]. In recent years the German government has also undertaken a number of 
cniises with the F/S Poseidon and other vessels to the region, some of which have 
been briefly described by Krauss and Kdse [19981.1 was fortunate enough to have the 
opportunity to participate in the deplojnnent of velocity profiling instruments from 
two of the above-mentioned cruises on the Aranda and Poseidon, the data from which 
axe described in Chapters 3 and 4 and form the basis for most of this dissertation. 
1.2.2 Sources 
While the most dramatic air-sea interaction and deep convection in the Nordic Seas 
occurs in the center of the ice-free Greenlemd Sea gyre, the majority of the very dense 
Greenland Sea Water (GSW) so produced lies too deep to get over the ridge separating 
the Nordic Seas from the North Atlantic proper. For this reason the primary source 
waters for the DSO are the various intermediate waters of the Nordic Seas, and their 
locations of formation have been the subject of some debate. Swift et al. [1980] foimd 
winter mixed layers in the Iceland Sea (to the north of Iceland) with properties sim- 
ilar to the desired Arctic Intermediate Water (AIW) in the DSO and so concluded 
that this must be an importamt source region. A substantial revision of this view 
was presented by Mauritzen [1996al based on the analysis of a set of hydrographic 
sections tracking the evolution of incoming Atlantic Water as it is modified in the 
Norwegism^ Current, branches into three separate pathways involving the Barents 
Sea, Arctic Ocean and southern Fram Strait, and then is reassembled in the East 
Greenland Current (EGO with the properties necessary to supply the overflows both 
through the Denmark Strait and to the southeast of Iceland. According to this pic- 
ture, supplemented by Rudels et al. [1999b], the primsiry regions of transformation 
are the Norwegian Current and the Arctic Oceein boundiiry current. An additional 
possibiUty, presented by Strass et al. [1993] and substantiated by Swift [1999], in- 
cludes significant ventilation fr^m the Greenland Sea gyre through isopycnal mixing 
intensified by baroclinic instability in the EGC. 
1.2.3 Products 
The fate of the DSO and other Nordic Seas outflows has been studied extensively 
using hydrographic measurements throughout the North Atlantic during the 1950s 
through 1970s as sximmarized by Swift [1984]. Later measiirements [Smethie and 
Swift, 1989; Livingston et al., 1985] added a more comprehensive set of tracers to 
the mix, but definitive estimates of transport and the evolution of the overflows firom 
violent sill flow to (more-or-less) steady boundary cxirrent were not available until the 
deplo3anent of a set of moorings by the UK Lowestoft laboratories at 3 sites along the 
southeast coast of Greenland [Dickson and Brown, 1994]. These moorings showed the 
increase in transport of the DSO from 3 to 5 Sv through entrainment during its initial 
descent as well as subsequent increases to 10 Sv due to the joining of the Iceland- 
Scotland overflows and eventually to 13 Sv at the southern tip of Greenland after 
gradual additional mixing. 
A somewhat different picture of the overflows' effects is given by the consideration 
of the spreading rates of atmospheric tracers [Doney and Jenkins, 1994] and tracer in- 
ventories [Smethie and Fine, 2001]. While the direct pathways of boimdary currents 
are clearly important, the spreading of tracers seems to give almost equal weight to 
lateral processes such as isopycnal stirring and mixing by eddies. The integrating ef- 
fects of tracers is clearly useful in preventing aliasing by high-frequency variability, 
but does make conclusions about time-dependent effects difficult. 
Another major contribution of the Lowestoft arrays was to reveal a lack of sea- 
soned or intereirmual variability in the transport of the overflow waters. This led 
to an apparent contradiction, given the substantial changes in Greenland Sea con- 
vective activity throughout the year and from yetir to year. The contradiction has 
been partially explained by the more gradual transformation process described by 
Mauritzen [1996b] but the question does remain as to what timescale of forcing the 
overflow will respond to. Recent efforts have focused on the possibility of connections 
between the Overflow and convective processes in the Nordic Seas, possibly related 
to decadal forcing by the North Atlantic Oscillation [McCartney et aL, 1998; Bacon, 
1998; Dickson et aL, 1999]. Clearly, if the dramatic changes in deepwater formation 
suggested by the paleo records were to occur, the dense overflows should be one of the 
first places that the effects would be apparent. 
1.2.4   Eddies 
The nature of the short-term variabiUty in the initial descent of the DSO is a puzzle 
that has received attention since some of the earliest specxilations about the Nordic 
outflows [Cooper, 1955]. Mooring deployments near the sill [Stein, 1974; Ross, 1978] 
have given detailed information about the temporal characteristics of velocity and 
temperature at a few fixed locations (and are consistent with the results of a sim- 
ple model of baroclinic instability [Smith, 1976]) but are unable to reveal the spatial 
structure of the observed variability. The wider coverage of the Lowestoft moorings 
did shed some additional light on the nature of the veiriability. While the mean ki- 
netic energy (KE) measured by the current meters at the Angmagssalik array was 
trapped to the bottom in the form of the dense overflow, the fluctuating (eddy) KE in- 
creased upwards towards the shallowest meters (500-800 m above the bottom). Un- 
fortimately these moorings did not reach into the upper water column so the extent 
of the upward eddy KE increase was not known. 
A definitive answer has been elusive due to the complexity of the region and dif- 
ficulty of obtaining comprehensive measurements, but a substantial advancement 
came with the study by Bruce [1995], revisiting the 073 measurements in the light 
of satellite infrared images. Hydrographic measurements simultaneous with the 073 
current meters showed that pulses in transport were often associated with discrete 
intermediate-depth salinity minima. In addition the satellite measurements of sur- 
face temperature showed a persistent train of cyclonic eddies with similar spatial and 
temporsil scale to transport pulses and sedinity minima. Knowledge of the character- 
istics of these surface eddies heis been augmented by siuface drifter studies [Krauss, 
1996] which allowed the tracking of individual eddies for long distances—something 
not possible with satellite measurements, given the infirequency of clear-weather days 
in the Denmark Strait. The conclusion that the eddies are a surface manifestation 
of the variability in the deep plume is supported by laboratory experiments show- 
ing the generation of strongly barotropic vortices by the impulsive entrance of dense 
bottom-water flow onto a slope [Whitehead et al., 1990; Griffiths, 1983]. 
1.3   Modeling and Theory 
1.3.1   Streamtubes 
The mean characteristics of the DSO have been investigated through several model- 
ing approaches. Smith [1975] described many of the plume-averaged features of the 
overflow using a simple reduced-gravity, streamtube model. This basic one-dimensional 
approach, which will be discussed further in Chapter 6, has proven highly-successful 
in simulating a number of observed oceanic density currents. Price and Baringer 
[19941 extended the streamtube description through improved friction and entrain- 
ment schemes and applied it to a number of both high- and low-latitude outflows. Of 
all of these, the DSO is possibly the most problematic because of its highly-variable 
nature and full-water-colunui flow. 
1.3.2   Hydraulic Theory and Experiment 
Although large-sc£de budgets require the inclusion of flows on the opposite side of 
Iceland, the local dsmsunics in the Denmark Strait can be approximated as a two- 
layer exchange (with a substantial amount of interfacial tilt due to rotation). The 
thin deep layer of dense Norwegian Sea Water flows out rapidly while the upper 
layer flows in slowly. The rate of outflow can be modeled as a hydraulically controlled 
system, but the transports so derived are generally too large [Whitehead, 1989,1998). 
To some extent, this may be because the hydraulic value is a theoretical "maximal" 
limit Killworth and MacDonald [1993], although it is unclear to exactly what extent 
the idealized theory applies to the Denmark Strait (or, perhaps more properly, the 
entire Nordic Seas basin). The discrepancy may also be because of fiictional effects 
or the deficiencies of the simplified hydraulic theory in dealing with unsteady flow. As 
an additional effect of the hydraulics, rotating laboratory experiments hyBorends and 
Whitehead [1998] indicated a persistent separation of upstream flow firam the right- 
hand wall of a channel with a sill, and Whitehead and Salzig [1999] have further 
studied the combined effects of contraction and shoaling on flow approaching a sill. 
1.3.3   Instability Calculations 
Theoretical studies [Smith, 1976; Swaters, 1991; Mooney and Swaters, 1996] have 
emphasized the possibility for baroclinic instability of the dense overflow to generate 
variability (either waves or coherent vortices) at temporal and spatial scales consis- 
tent with the variability observed in current meters and satellite images. For exam- 
ple, an analytical two-layer, quasi-geostrophic model for baroclinic instability in the 
strait itself produces unstable motions at wavenumbers and frequencies similar to 
those observed [Smith, 1976). However, the idealized nature of such models makes 
the process difficult to pick out of real data, and it is particuleirly questionable, given 
the strong overflow speeds, whether these instability mechanisms would have time 
to act during the sudden descent of the plume. Calculations of the instability growth 
rates generally suggests that they would not. Motivated by the existence of strong 
barotropic flow at the sill, Fristedt et al. [1999] have postulated a barotropic instabil- 
ity mechanism, suggesting that the variability might even originate upstream of the 
sill. 
1.3.4   Process Models 
More thorough numerical modeling efforts [Jungclaus and Backhaus, 1994; Jiang 
and Garwood, 1996; Spall and Price, 1998; lO-auss and Kase, 1998] have explored the 
effects of topography, background stratification and intermediate-layer outflows, each 
arriving at different explanations for the vsuiability and different interpretations of 
the essentisd dyn£imics. This is no-doubt partly due to differences in forcing, boundary 
conditions, topography and model complexities used, as well as to the niimber of dif- 
ferent processes simultaneously active in the DSO. Most recently, Kdse and Oschlies 
[2000] have configured a primitive-equation sigma-coordinate model with realistic 
topography of the Denmark Strait region to simulate both the approach to the con- 
striction and the subsequent overflow. This model has been successful in reproducing 
many of the features contained in observational studies and laboratory modeling, and 
will be described further in Chapter 5. 
1.3.5   GCMs 
The ocean modeling community has focused on the DSO as represented in several 
general circulation models of the North Atlantic, but transport estimates from these 
have not been in good agreement [DYNAMO Group, 1997; Willebrand et aL, 1999). 
This is not too surprising, considering the low horizontal and vertical resolution of 
these models in the Strait region, as well as their inadequate psirameterizations of 
bottom friction [Marotzke and Willebrand, 1996]. In fact, a current top priority of 
the ocean modeling community is to find an effective way to parameterize unresolved 
overflow processes in coarse resolution models [Beckmann and Doscher, 1997; Winton 
et aL, 1998; Killworth and Edwards, 1999; Song and Chao, 2000; Yang and Price, 
20001. 
1.4   Present Work 
Due to the combined effects of vsiriability on short temporal and spatial scales, we 
chose to undertake a rapid, high-resolution survey of the Denmark Strait region us- 
ing ship-lowered (CTD) and expendable (XCP, XCTD) profiling instruments to mea- 
sure velocity, temperature and salinity. The expendable instrumentation allowed 
for faster S£unpUng and a greater opportunity to conduct measurements in a region 
where rough weather often limits ship operations. 
A sximmary of the chapters in this dissertation is as follows: 
Chapter 2 describes some of the various techniques used in acquiring and process- 
ing the data from these two cruises, including the method for deriving absolute 
velocity by combining the velocity profiles from the XCP and ADC? along with 
GPS navigation information. 
Chapters 3 and 4 describe the surveys undertaken on the Aranda and Poseidon, 
respectively, and give an initial examination of the data collected on each. 
Chapter 5 uses the 7 sections closest to the Denmark Strait sill to both quantify the 
transport of dense water and to evaluate the comparability between the data 
from the surveys and previous metisurements of the DSO. 
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Chapter 6 examines the mean characteristics of the overflow using all of the cross- 
sections from the two surveys seen in the Ught of a streamtube-type approach. 
In addition, I have attempted to explain some deviations from streamtube be- 
havior by looking at the energy flux through each section. 
Chapter 7 investigates the connection between eddies seen in satellite infrared im- 
agery and those sampled in the in-situ surveys. 
Chapter 8 sets forth concluding remarks. 
1.5   Velocity ProBling 
The direct measurement of instantaneous profiles of oceanic velocity is a remarkably 
underutilized and underexploited activity. This is curious, since a major stated goal 
of physical oceanography is the determination of flow magnitudes and pathways. The 
primary reasons for this underutilization have included the historical difficulties and 
disappointments in obtaining direct velocity measurements combined with difficul- 
ties in the interpretation of instantaneous profiles. Early attempts to meeisure ve- 
locity profiles from ship-lowered current meters suffered from large errors due to the 
ship tethering. Later, free-falling, acoustically-tracked dropsondes succeeded in mea- 
suring velocity but required large investments in ship time to set up the tracking ar- 
rays. With the advent of electromagnetic profiling techniques, an autonomous method 
of measuring velocity profiles became viable, but has still received only limited accep- 
tance from the oceanographic community, due in part to the lack of commercially- 
available user-fi:iendly products and the high degree of specialized technical knowl- 
edge reqtiired to design the instruments themselves. The most widely-used technique 
for direct velocity profiling, the LADCP, is vulnerable to its own set of difficulties, in- 
cluding the accumulation of random errors induced by package motion, the inabiUty 
to measure close to the bottom and the lack of absolute velocity in rapidly-chemging 
environments. 
The biggest obstacle to the pursuit of a more effective and more accessible velocity 
profiling method has been the wide range of processes, operating on many different 
timescales, that can produce velocity signals, and the difficulties in interpretation 
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that arise from trsring to distinguish among them in instantaneous measurements. 
Barotropic motions driven by wind and tides, propagating inertial motions, internal 
gravity waves and topographic Rossby waves all add their signature on top of the 
often-weak meem current that is the measurement target of many observational pro- 
grams. To counteract these problems, fixed-point timeseries from moorings and La- 
grangian trajectories from floats have become the methods of choice for flow measure- 
ment, while instantaneous profiles continue to be regarded with some puzzlement. 
There are certsiin situations, however, which cry out for instantaneous profile mea- 
surements. These include the study of processes which exhibit a large degree of iden- 
tifiable structure in the verticeil, as well as those in which the velocity signal is so 
large that it dwarfs all other contributions. The study of internal wave generation 
and propagation has made wide use of the former variety, while surveys of energetic 
boundary currents and eddies often fall into both categories. In fact, other than to the 
degree tjiat currents and eddies include solely geostrophic velocities, the only way to 
learn about the vertical structure of such entities is through velocity profiling. 
While successftil profiling studies have been made of ocesinographic subjects as 
varied as internal wave dynamics, the equatorial imdercurrent, the Florida Current, 
the Mediterranean outflow and eddies and now the Denmark Strait Overflow, veloc- 
ity profiles continue to be low on the list of the oceanographic community's priorities, 
particularly in the growing descriptions of operational oceanographic programs Uke 
GOOS, ARGO and various coastal systems. The small number of currently active ve- 
locity profiling groups simply reinforces this trend. Perhaps the greatest utility of the 
instantaneous velocity profile is in its exploratory character, as an sud to developing 
the phenomenology of oceanic processes. However, it seems to be a mistake to ignore 
it in favor of satellite monitoring, fixed-depth mefisurements and profiling floats that 
measure only T and S. Velocity measiirements, complicated though they may be, are a 
direct indicator of many physical processes active in the ocean and are certain to be a 
vital component in the diagnosis of future changes in the dynamics of those processes. 
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Chapter 2 
INSTRUMENTS AND METHODS 
In the rapidly-changing environment of the Denmark Strait, conventionsil deep- 
water hydrographic measurements and geostrophic calculations are inadequate to 
characterize the flow and variability. In addition, many of the instruments and tech- 
niques designed for high-resolution work in the dynamic coastal zone can operate 
only to limited depths or at reduced ship speeds. For the purposes of this study, 
then, it was necessary to evolve a new approach allowing rapid surveying of oceano- 
graphic properties from a ship xinderway to, at times, 2000 m depth. By combining 
expendable profilers with imderway ADCP measvirements and improved navigation 
(including GPS heading) we have been able to construct full water column profiles 
of absolute velocity with accuracy comparable to or better than other available tech- 
niques. 
In support of the expendable probe measurements it has Eilso been necessary to 
develop methods for correcting echo sounder data, c£dibrating probe fall rates smd 
comparing simultaneous profiles. This chapter primarily describes the application of 
these methods to the data collected from the F/S Poseidon in September 1998 (de- 
scribed more fully in Chapter 4) although some of the techniques have edso been 
applied to the Aranda dataset from 1997 (Chapter 3). A list of abbreviations and a 
brief description of some of the instruments can be found in the Glossary. 
2.1   Bathymetry 
Because of the bottom-trapped nature of the Denmark Strait Overflow current, and 
the importance of bottom shape in defining the path and dynamics of the Overflow, it 
is importzmt that we know as much about the bathymetry as possible. This includes 
both the along-track bathymetry as measured by the ship's echo sounder and the 
regional bathymetry available in gridded datasets. In addition, it is useftil to know 
how well the gridded datasets compare with the echo-sounder depths. Along-track 
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bathjnnetry is also particularly useful for determining the maximum depth attained 
by expendable probes, since these have no independent depth measurement. 
2.1.1   Echo Sounder Correction by CTD and Thermosalinigraph 
The Poseidon's echo sounder (ES) was in operation throughout the cruise and vras 
recorded through the PC log system. It recorded "uncorrected" depth values, using 
an assxmied soundspeed of 1500 ms~'. The actual soundspeed was almost always 
less than this, however, leading to depth errors of 20 m or more in the uncorrected 
data. Although accurate soimdspeed profiles can be constructed from the CTD data, 
when available, a method was needed for correcting the bathymetry over the entire 
cruise. Since the biggest variation in the soundspeed profile is caused by the large 
temperatvire variation across the nearly-vertical Polar Front, it seems usefiil to adopt 
the continuously-recorded measurement of sea-surface temperature (SST) from the 
Poseidon's thermosalinigraph (TSG) as a proxy for the depth-averaged sovmdspeed. 
Of course, this method fails at times when either a thin layer of cold fresh water 
crosses to the warm side of the front or a thin warm layer extends over the cold side, 
as does sometimes happen over eddies or in the interleaving region at the sill. At 
such times, depths could be in error by as much as 2%. The locations at which CTD 
profiles are available serve to calibrate this estimate and also provide a measure of its 
reliability. Table 2.1 shows the mean difference and scatter between various depth- 
correction methods and the best estimate from integrating the CTD specific volvune 
vs. pressure. 
The SST proxy (cfdibrated using the quadratic curve in Figure 2.1) performs very 
well, leading to a one-standard-deviation error estimate of just over ±5m. Fig- 
ure 2.2 shows histograms of the error distribution for the various correction esti- 
mates, including the best corrected (using CTD profiles), uncorrected and proay- 
corrected methods. The proxy correction clearly removes the bi-modal nature of the 
uncorrected estimates, and ends up looking very similar to the best correction. In a 
few periods of time, the ship's echo sounder failed to record usable data, and these 
periods had to be filled in by linear interpolation (when short enough) or by interpo- 
lation using the gridded bathymetry plus an offset and trend (when the interval was 
too long). This last method is clearly inferior to real data, but preferable to missing 
14 
0.995 
o 
I   0.99 
c 
I 0.985 
o   0.98 
a 0.975 
o 
Q 
0.97 
0.965 
Ratio = (1.1 e-04 * SST^) + {J.Ae-M" SST> + 0.97 
0 2 4 6 8 10 
TSG Sea-Surfece Temperature (SST) in°C 
Figure 2.1: Calibratioa of the SST proxy: The graph shows the relationship between the 
"depth correction ratio," (corrected depth)/(uncorrected depth) computed by averaging the in- 
verse soundspeed at each CTD profile, and simultaneous sea-siuface temperatures (SST) 
measured by the Poseidon's thermosalinigraph (TSG). Also plotted is a quadratic best fit of 
the data. The same procedure performed with XCTD profiles gives a very similar relationship 
(not shown here), albeit with more scatter. 
Table 2.1: Statistics of different methods of estimating depth using the Poseidon's echo 
souinder (ES) compared to the best estimate, derived from the maximum CTD pressiu^ con- 
verted into depth using the integrated specific volimie profile (and assimung a CTD stopping 
altitude of 12 m above the bottom, estimated from the 15 m warning line and a brief (~3 s) 
delay in stopping the winch). 57 CTD stations were used for comparison. 
Depth Measurement Mean Difference (m) St.Dev.(m) 
Uncorrected ES 15.70 7.89 
ES corrected by a single average depth ratio 0.90 6.30 
ES corrected by each CTD soundspeed profile 3.21 4.52 
ES corrected by SST proxy 3.07 5.13 
Smith and Sandwell bathymetry 16.85 54.15 
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Figure 2.2: Distributions of differences between various depth measurements. The tightest 
distribution is obtained in panel a) (also the third line of Table 2.1) from the two methods 
using individual CTD profiles—direct computation of depth from integrated specific volume 
and ES correction from the CTD soundspeed profile. The middle three panels show the bi- 
modal distributions of b) the uncorrected ES (corresponding to the first line in Table 2.1), 
c) the CTD-determined correction ratio (see Figure 2.1) Euid d) SST. This distribution results 
from the presence in the Denmark Strait region of two main watermasses generally sepeirated 
by a &t>nt identifiable in surface temperatture. Panel e) shows the improvements over b) made 
by using the SST proxy to correct the depth (also reflected in the fourth line of Table 2.1). 
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intervals. Taking the error in the CTD-integration estimate of depth to be small, the 
value of ±5 m can serve as an error estimate for all of the bathymetry measurements. 
2.1.2   Comparison with Smith and Sandwell and ETOPO-5 bathymetry 
Given the likely importance of topography on the dynamics of the overflow, it would be 
useful to have some sort of independent measure of the accuracy of the gridded prod- 
ucts used to generate bathymetric maps and constrain numerical models of the re- 
gion. Two such popular products sire the high-resolution (2' longitude Mercator grid) 
data from Smith and Sandwell [1997] (hereinafter SS97) and the coarser (5' latitude, 
5' longitude) ETOPO-5. A comparison between these two data products, interpolated 
to the cruise track, £ind the corrected echo sounder bathymetry measured by the Po- 
seidon reveals some interesting differences. The best comparison is between the Po- 
seidon's echo sounder and the SS97 database, shown in Figure 2.3, although even this 
exhibits a substantial scatter of 51 m and mean difference of 11.7 m. ETOPO-5 essen- 
tially compares equally poorly with each of the other two records: the mean difference 
from the echo sovmder is 13.3 m, standard deviation 99 m (Figure 2.4)); the mesm. dif- 
ference from the higher-resolution SS97 is 25.0 m, with a stsmdard deviation of 106 m 
(Figure 2.5). It is encouraging that the newer, higher-resolution SS97, incorporating 
additional ship measurements as well as satelUte data, agrees more closely with the 
Poseidon's measurements than the older ETOPO-5. If we can assume that the echo 
sounder measurements are nearly correct (to the 5 m accuracy claimed above), then 
this comparison clearly argues in favor of using the SS97 database for studies of the 
Denmark Strait region, albeit with substantial caution given the large inconsisten- 
cies that still remain. 
2^   Expendable Probes and Their Calibration 
The use of expendable probes, while often worthwhile for its convenience and the 
added flexibility in survey planning and platform choice, tends to entail a substan- 
tial reduction in measurement accuracy. Reasons for this include necessarily cheaper 
components, noise introduced by the thin wire and the lack of pressure sensors to de- 
termine depth. In attempt to estimate the resulting accuracy of our probes, we have 
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Figure 2.3: Comparison between corrected echo sounder (ES) measurements and gridded 
bathymetry from Smith and Sandwell [1997] (SS97) interpolated to the cruise track. The 
bottom panel shows the difference between the two, with positive values indicating shallower 
depths in SS97. 
18 
3000 
09/14 09/16 09/18 09/20 09/22 09/24 09/26 09/28 09/30 
3000 
09/14 09/16 09/18 09/20 09/22 09/24 09/26 09/28 09/30 
09/14 09/16 09/18 09/20 09/22 09/24 09/26 09/28 09/30 
Figure 2.4: Comparison between corrected ES measurements and gridded bathymetry from 
ETOPO-5 interpolated to the cruise track. The bottom panel shows the difference between 
the two, with positive values indicating shallower depths in ETOPO-5. 
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Figure 2.5: Comparison between ETOPO-5 and SS97 along the cruise track. The bottom 
pemel shows the difference between the two, with positive values indicating shallower depths 
in ETOPO-5. 
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made comparisons between £is many redundant measurements as possible. Over the 
course of Poseidon 244, simultaneous drops include 31 CTD/XCP pairs, 7 CTD/XCTD 
pairs, and 76 XCP/XCTD pairs. In addition, near-surface water velocity is measured 
by both the XCP and ADCP, and water depth cein be estimated from the ship's echo 
sounder as well as from the free-fell time of each probe. Issues relating to the XCP 
and water velocity are, in some ways, the most critical and are discussed extensively 
throughout this chapter. In the following section I focus on other expendable mea- 
surements, including calibrations for fall rates, temperature and salinity. 
2.2.1   Depth Correction 
An accurate bathymetry record, combined with an accurate record of the expendable 
probe start and stop times, allows us to estimate fall rate corrections for each of the 
XCP and XCTD probes. The depths are initially estimated using an empirically- 
determined equation of the form: 
-Z = Zo+Zit + 22t-, (2.1) 
where z is the vertical coordinate (negative depth). Several versions of the coeffi- 
cients ZQ, zi, and z-i have been obtained from different studies, including some by the 
probes' manufacturer, Sippican. The values used in the initied processing of the Po- 
seidon data were the revised ones published by Prater [1991): ZQ = 4.68, zi = 4.377, 
and 22 = -0.00044 for time in seconds and depth in meters. Since probe performance 
appears to differ from experiment to experiment due to variations over time in man- 
ufacturing procedure, design modifications or simply oceanographic environment, I 
have decided to apply a stretching procedure to every probe when possible, or to apply 
an experiment-wide batch average to those which cannot be individually cidibrated. 
For probes which struck the bottom (edmost all in our surveys) a linear stretching 
is applied so that the depth of bottom contact (determined for the XCTDs by a con- 
ductivity spike and for the XCPs by a sudden decrease in rotation rate) matches the 
echo-sounder depth. 
The stretching terms appUed to each of the XCP probes is shown in Figure 2.6. For 
those probes which did not span the entire water column (i.e., the top or the bottom of 
the profile is missing or the water was too deep) the remaining portion of the profile 
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Figure 2.6: Linear stretching applied to the computed XCP profile depths, determined from 
comparison of XCP bottom hit with concurrently-measured corrected depth from the ES. Deep 
XCPs should reqiiire a systematically larger stretching term since they carry more wire and, 
hence, fall faster. Partial depth profiles are missing the top or bottom part of the profile, and 
so are stretched by an average value determined tcom otiier probes of the same type. The 
scatter is most likely due to inter-probe differences, but variability in the ES correction (see 
Section 2.1.1) plays some role. 
is stretched by an average value for the type of probe. Average stretching values were 
1.0149 ± 0.0085 (one standard deviation) for regular XCPs and 1.0456 ± 0.0033 for deep 
probes. 
Similar stretching has been applied to the XCTD profiles, for which the original 
depth coefficients are not known (due to the direct output depth rather than time 
from the MK-12 processing software). Stretching values used for regular and deep 
XCTDs were 1.01 and 1.04, respectively. 
2.2.2   XCTD 
According to the manxifacturer's specifications, the XCTD is accurate to 0.035°C and 
0.035 mS cm~^ translating to approximately 0.06 PSU salinity accuracy. 
Alberola et oL [1996] report comparisons of XCTDs with CTD casts with tmcertain- 
ties of 0.02°C and 0.004 S/m, agreeing with Sippican's specifications. On the Poseidon 
cruise, several XCTDs were dropped immediately after lowered CTD profiles, but nat- 
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ural variability even on this short timescale made these difficult to compare directly 
(due to dear changes in the shape of the profile or depth of the thermocline). The 
3 most directly comparable of these profiles revealed consistent biases of -0.029°C 
and +0.0012 S/m in the XCTDs, but a scatter of only O-OIS^C and 0.0001 SAn. Vi- 
sual inspection of these comparisons indicates that the XCTD is usually accurate 
to 0.02 PSU and 0.02°C (corresponding to a density uncertainty of 0.02 kgm"^) af- 
ter correction for temperature vs. conductivity sensor time lags and removal of the 
systematic temperature and conductivity biases. 
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Figure 2.7: XCTD II temperature t;& conductivity coherence (squared) and phase, along 
with linear fit to significantly coherent wavenumbers below 0.15 cycles per meter. 
2.2.3  XCTD nmpemture-Conductivity (TIC) Lag 
The XCTD salinity data are vulnerable to errors caiised by delays in the conductivity 
vs. temperature measurements which appear to vary firom probe to probe. To correct 
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for this, I have used the slope in phase vs. vertical wavenumber (frequency) of the 
conductivity-temperature coherence to estimate the delay for each probe. Figure 2.7 
shows an example of this estimation. The mean delay determined from 75 XCTDs 
corresponds to T leading C by 0.33m (or approximately 0.1s at a fall rate of 3ms"'), 
with a standard deviation of 0.16 m. Although the sampling interval for the XCTD 
is around 0.8 m, the T/C delay is clearly identifiable from the phase slope. In addi- 
tion, shifting T by the delay thus determined and then interpolating back to the s£ime 
grid as C does appear to improve the character of the calculated salinity and den- 
sity values. The degree of improvement is difficult to gauge, however, since the few 
XCTD/CTD compeuisons available contain oceanic variability that is substemtially 
larger than the changes produced by incorporating the T/C shift. 
Alternatively, since the effects of T/C delays are most apparent in salinity and 
density (through salinity spikes and spurious density overturns) another approach 
to determining the delay is to find the shift which, when applied to T, minimizes 
density overturns (or, more specifically, the RMS difference between the sorted and 
unsorted density profiles). This produces similar results to the phase slope method: T 
leads C by a mean of 0.25 m with a standard deviation of 0.16 m over the 75 profiles. 
However, while the mean delay determined by each of these methods is similar, the 
probe-to-probe variations are not well correlated between the two methods. In fact 
the correlation coefficient (r) between the two is only 0.33, barely above the 95% zero- 
significance level of 0.23 for 75 points. This low correlation could be an indication 
that probe-to-probe variations in T/C delay are due mostly to random peculiarities in 
the noise of each profile and not to actual systematic differences between each probe. 
On the other heuid, the low correlation could simply be due to the differences between 
the two methods of determination, while the fact that the correlation is positive and 
significant (if only barely) argues that applying individual delays to each profile is 
meaningful. 
2.2.4   XCP/CTD 
Figure 2.8 shows the range of temperature differences obtained from comparing XCP 
and CTD data. In order to remove differences due to vertical gradients, only data 
from homogeneous mixed layers nesir the surface or bottom were compared. Com- 
24 
O 
o 
C 
Q I- 
U 
M 3 
C 
E 
Q. 
O X 
0) o 
c 
s 
Q 
I- 
0.2 
0.1 
-0.1 
+ Surface ML 
X Bottom ML 
Q   DeepXCP 
+ 
e 
+ 
S' 
* © ^ 
+. 
X e 
4100       4120 4140       4160       4180 
XCP Profile Number 
4200 
Figure 2.8: Comparisons between XCP and CTD temperatures in surface and bottom mixed 
layers. Only stations for which both XCP and CTD profiles were available are shown. Since 
the meinufacturer claims XCP temperature accuracy of 0.2" C, the performance demonstrated 
here is better than expected. 
parisons from surface and bottom layers, separately, are shown in Table 2.2. The 
scatter in these values can probably be largely explained by the substantial separa- 
tion in space and/or time between these supposedly "simultaneous" drops. The most 
puzzling characteristic of these numbers is the appeirent grouping, especially eunong 
the first 5 or 6 comparisons, in which the XCP measured consistently lower temper- 
atures than the CTD. Comparison with electronic thermometers on the CTD rosette 
indicates that the CTD drifted less than 0.005°C over the duration of the cruise—not 
enough to cause this grouping. 
2.3   LADCP 
A broadband lowered ADCP (LADCP) provided by the University of Hawaii was in- 
cluded in the instrument package on the Poseidon and recorded data on all but 2 of 
the CTD stations. Although these measurements have not yet been incorporated into 
the dataset described here, they will eventually provide additional velocity estimates 
on those stations without simultaneous XCP drops. Initial comparisons indicate that 
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Table 2.2: XCP/CTD temperatiire differences in surface and bottom mixed layers. 
Mean Difference (°C)   St. Dev. (°C) 
Surface ML 0.061 0.048 
Bottom ML 0.038 0.060 
All Estimates 0.050 0.054 
the LADCP underestimated the strong shears often present in the overflow layer and 
therefore may be better suited to less energetic regions. In addition, larger package 
tilts may have caused a substantial amount of lost data on some of the profiles. 
2.3.1   Compass Calibration 
The LADCP compass was tested on Monday, November 2, 1998 (after the cruise) at 
NOAA-PMEL in a magnetically quiet environment on a rigid rotating platform. Over- 
all, the instrument appears to have performed very well during the test. The output 
precision of the LADCP's compass is only 1 degree, but within that resolution the data 
are quite reasonable. There was no detectable effect from moving the battery rela- 
tive to the LADCP. However, after completing the calibration, when the APL pickup 
truck was moved close and the tailgate put down maybe 2 feet from the LADCP, the 
heading changed by about 4 degrees! Figure 2.9 shows the heading-dependent error 
curve determined during the testing with sine fit peak-to-peak amplitude of 4.3 de- 
grees and residual root-mean-squared deviation of 0.7 degrees (with a possible sin 20 
dependence). The maximum error was at a compass reading of 354 degrees. The 
measurement line of the LADCP compass appears to be oriented in the direction of 
transducer #3, but this was not measured precisely. 
The purpose of the test was to see how well the KVH compass in the LADCP 
performs under the best of circimistemces. Clearly, the smaller horizontal magnetic 
field, the magnetism of nearby material on the CTD cage and the veiriable tilt of the 
package will give a completely different picture for the field deployment in the Den- 
mark Strait. However, the reasonable post-calibration values for heading-dependent 
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Figure 2.9: The upper panel shows the data (*) and sine fit from the calibration of the LADCP 
compass at the NOAA-PMEL turntable. A mean compass offset has been removed since the 
orientation of the instrument on the turntable was not precisely determined at the time of 
the test. The lower panel shows the residual error eifter the sine fit has been subtracted. 
error acquired on the NOAA turntable give confidence that, at least, the compass was 
operating satisfactorily to the best of its ability throughout the cruise. 
2.4   Velocity Profiling' with Electromagnetic Induction 
The XCP, manufactured by Sippican, Inc., is a self-contained, free-falling profiler 
based on the principles of geomagnetic induction [Sanford et aL, 1993]. The instru- 
ment consists of a surface float/transmitter and a free-falling probe containing elec- 
trodes, a thermistor, compass coil, and electronics (Figure 2.10). The small size of the 
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Figure 2.10: Photo firom Sippican brochure, showing XCP probe and surface 
float/transmitter along with computer and MK-10 signal processor/receiver. More info avail- 
able at http: //www.sippican.com/expendable^robes.html 
probe gives the XCP the ability to measure to within less than a meter from the ocean 
bottom, allowing resolution of the turbulent boundary layer. Voltage, temperature 
and heading information are encoded as audio frequencies and sent from the probe 
to the surface float via a thin conducting wire (with spools in both the probe and float 
to eliminate pull on either). This frequency-modulation technique gives a signal-to- 
noise performance far superior to that of the raw voltages used in, for example, XBT 
measurements. La the float, the audio data are impressed onto a radio-frequency car- 
rier and sent to the ship in real time, where they can be recorded on any audio device 
(with digital tapes being the currently-preferred medium). The autonomous nature 
of the XCP makes deployment possible in a wide range of weather conditions and 
allows for rapid survejong at full vessel speed. The XCP can be used in conjunction 
with either lowered CTD stations or expendable CTD (XCTD) drops for simidtaneous 
profiles of temperature, salinity and velocity. XCTDs are most useful in situations, 
like the DSO, where rapid sampling is important, allowing for continuous ship mo- 
tion as well as operation in rough weather. On the 1997 Aranda cruise described in 
Chapter 3, the XCP profiles were made either shortly before or shortly after lowered 
CTD stations, while on the 1998 Poseidon cruise (Chapter 4) a combination of XCTD 
and lowered CTD profiles was used. 
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The XCP exploits the fact that the measured electrical voltage is proportional to 
the difference between a depth-independent quantity (v*) and the horizontal velocity 
(v(2)) of the instrument itself, as described below. 
The motion of conducting seawater through the earth's magnetic field (F) gener- 
ates electric currents (J). These currents result from a combination of the local hori- 
zontal motion (v) and the large-scale electric field (-V$) produced by motion over a 
broad (compared to the water depth) region: 
J = ff(v X F - V$), (2.2) 
where a is the seawater conductivity. The magnitude of the large-scale electric field 
depends on the conductivity-weighted depth-averaged horizontal water velocity (v*)^ 
as well as the local and depth-averaged vertical vorticity (C = 5t;/5x - dufdy and 
C* = dv* Idx - dii'/dy) and the vertical and horizontal components of the geomagnetic 
field (Fj and F^): 
V$ = F,v' X k + (/" F.(C - C)d2 + Fyu)k, (2.4) 
where k is the vertical unit vector, so that only the first term contributes to the 
horizontal part of V$. Due to the horizontal nature and thin aspect ratio of most 
oceanographic phenomena the horizontal part of the large-scale electric field is depth- 
independent. 
An instrument in the water will distort the local electric currents arotmd its body 
somewhat, introducing a scale factor Ci, with a value that depends on both the shape 
of the instrument and the position of the electrodes relative to the body. For example, 
a free-floating instnmient moving with the seawatefs horizontal velocity that has 
electrodes mounted flush against a cylindrical body measures a horizontal voltage: 
A^   =   Jl±£ll j.s (2.5) 
(T 
"s   -F;(l-HCi)((v-v')xk)-8 (2.6) 
^Actually, v* is a quantity close, but not exactly equal, to v, the true depth-averaged velocity. The as- 
terisk indicates the influences of variations in seawater conductivity, as well as conducting sediments: 
where H is the water depth and Hs is a. basement depth where conductivity vanishes.  In most 
situations where these effects could be measiured, v* has been within 10% of v. 
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where s is the (horizontal) electrode separation vector. A vertically-falling probe adds 
an additional voltage in the magnetic east direction proportional to the fall rate, Wp, of 
the probe (and an additional scale factor, Co, due to the distortion of vertical currents 
and fluid flow relative to the body), so that 
d.4,= -F:{l+Ci)({v-y')xk)-s + WpFh{l+CS-s, (2.7) 
where i is the magnetic east unit vector. 
In the case of the XCP, Wp is known from aa empirically-determined formula (.Wp = 
-zi - zot from Equation 2.1) and C\, and Co are approximately 1 and 0, respectively, 
based on analytical calculations [Sanford et aL, 1978,1982]. Variations with depth in 
the remaining term are due entirely to variations in velocity, so that a profile of A<^ 
can be converted into a profile of velocity relative to v' (which is generally imknown 
but constant over the water depth). This relative velocity profile will be referred to as 
VEF: 
VEF   =   (UEF,UEF) (2.8) 
=   {u-u',v-v') (2.9) 
=    rot(VEF,mag,¥'decl) (2.10) 
"^^''"='«   -    F.H + COs ^^-^^^ 
_ A0x.mag       ,   Fnii + Co) 
"^^•'"^^   -   -FAi + Os^FAl+C,)""" ^2-^2^ 
Note that because of the importance of flow relative to the earth's magnetic field, 
many of the source quantities will arise naturally in geomagnetic coordinates. In 
general, geomagnetically-oriented vector components will be denoted by the subscript 
"mag" and will need to be rotated into geographical coordinates by the magnetic dec- 
lination, ipdecl- 
Additional information is then needed to get absolute flows from VEF (as required, 
for instance, to estimate volume transport). This can be accomplished using near- 
surface velocity from a vessel-mounted ADCP combined with accurate GPS naviga- 
tion, as described in Section 2.5. 
Further discussion of the theory of motional induction and its appHcation to profil- 
ing instruments can be foxmd in Sanford [19711 and Sanford et aL [19781. In particu- 
lar, issues such as conducting sediments, non-local electrical currents and horizontal 
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motion of a free-falling probe relative to the water are discussed. More detailed de- 
scription of the XCP, including an additioned correction due to probe tilt, can be found 
ia Sanfordetal. [1993]. 
2.5   Absolute Velocity 
Since the XCP measures relative velocity, additional information is needed to deter- 
mine the flow of the water relative to the earth. We have chosen to use the procedure 
illustrated in Figure 2.11. The XCP measures a velocity profile, VEF{Z), relative to an 
unknown constant, u*; the ADCP measiures a near-surface velocity profile, Ur2s(2)» rel- 
ative to the ship; and GPS navigation measures the ship's own velocity, t;ship(i) (later 
called UGPS(O). relative to the earth. In the upper part of the water column, the XCP 
and ADCP profiles overlap and the resulting difference can be used to determine the 
XCP's unknown offset: 
■"EF     = "water - «' (2.13) 
Wr2s     = "water " "ship (2.14) 
v'     = "water - "EF (2.15) 
= "r2s + "ship - "EF (2.16) 
Once determined, the constsmt u* can be added to UEP{Z) to give absolute veloc- 
ity. In addition, v' itself is an interesting quantity to know for some applications, 
representing the large-scale horizontfd electric field in the ocean. In most situations, 
V* is very close to the depth-averaged velocity over the full water column, but is fidso 
eiffected by electrically-conducting sediments and external electric fields. For the pur- 
poses of this dissertation, however, u* will simply be treated as an unknown constant 
to be removed and ignored. 
2.5.1   GPS Navigation 
GPSPACE 
Post-processing GPS corrections were purchased from the Canadian Geodetic Survey 
in the hopes that the resulting positioning would be more precise thsui the single- 
station DGPS corrections that were received on board the Poseidon. The corrections. 
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Figure 2.11: Using ADCP and GPS to reference an XCP velocity profile. 
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derived from receiving stations in the Canadian Active Control System (CACS) net- 
work, allow determination of precise satellite ephemerides (GPS orbits) and precise 
satellite dock corrections to remove the degrading effects of Selective Availability 
(SA). In fact, this wide area network may produce superior orbits to those broadcast 
by the satellite in real time, resulting in improvements beyond the SA removal. The 
corrections are applied by a software program called GPSPACE, which allows consid- 
erable flexibility in the choice of sateUites used to reconstruct the positions. 
Customized Constellations 
Problems with the GPSPACE data arise when the satellite constellation in view 
changes too rapidly, as was frequently the case with the 6-channel Ashtech 3DF re- 
ceiver used on the Poseidon. More satellite channels have helped reheve this problem 
in later cruises, but for the Poseidon data the best solution c£une from constructing 
customized 4-satellite constellations around the period of each XCP drop. By restrict- 
ing the solution to the same 4 satelHtes over a 7-min period, a substantially more 
stable velocity estimate can be made. 
Comparison to DGPS 
It is not obvious, given the broadband nature of the SA degradation, how to com- 
pare different GPS "improvement" techniques. Two ways to compare GPSPACE and 
DGPS are 1) by looking at raw position scatter relative to a constant-steered course 
or constant-held position (Figure 2.12) or 2) by comparing GPS-referenced acoustic 
Doppler current profQer (ADCP) water velocities, which should be markedly smoother 
than the ship's own motion. The first method works if the ship's actual changes in 
position are smaller than the GPS noise, as they definitely are for the raw GPS imder 
SA. The second method, although removing the effect of the ship's own motion, is only 
as good as the ADCP measurements thenaselves, which may have a large scatter or 
bias in rough conditions. An example of this water velocity comparison is shown in 
Figure 2.20. A possible reason for the advantage of DGPS over GPSPACE in some of 
our drops is that the Icelandic DGPS station may be better able to correct for local 
ionospheric and tropospheric variability than the Canadian global average. If a large 
part of the GPS uncertainty was caused by ionospheric disturbances, say through 
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Figure 2.12: Example of GPS comparison showiiig residual E-W and N-S positions after 
removing most of the ship motion via a 2nd-^rder polynomial fit. Red pluses are the DGPS 
1-second positions, which demonstrate somewhat less scatter than the GPSPACE positions 
(blue Xs) but are vulnerable to position discontinuities when switching satellites. PACE data 
are missing when any of the chosen set of 4 satellites is unavailable. The vertical line green 
line marks the time of an XCP drop. 
the aurora borealis, rather than by the SA degradation, the DGPS method could be 
better.   On the other hand, the global nature of the GPSPACE system should, in 
principle, produce superior corrections for each satellite, making the ionospheric and 
tropospheric contributions important only inasmuch as they change over the course 
of a velocity estimate. 
2.5.2   Rotating and Referencing the ADCP 
In order to be interpreted in oceanographic terms, ADCP velocities firom a moving 
and rotating ship must be transformed into absolute velocities relative to the earth. 
This consists of two parts: 
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1. rotating the measured velocity (VADCP) into earth coordinates (by the angle 
2. adding the vessel's own velocity (VGPS) i^ these coordinates. 
The combination of these gives: 
Vwater = rot(vADCP, ¥'Drot) + VGPS (2.17) 
or 
■Uwater 
Wwater 
«ADCP cos y^Drot + «ADCP si^ 'PDrot + "GPS 
WADCP CCS (pBrot - «ADCP sin (^Drot + ^GPS 
(2.18) 
The Importance of Accurate Headings 
If the quantities UADCP. ^ADCP. "GPS. "GPS and (pont have respective uncertainties 
CuD» foD> CUPJ CUP and e^, then the uncertainties in Uwater and Uwater are given by: 
4w     =    (CuD COS (pDmtf + {^vD sin^JDrot)^ + 
(CvJ^ADCP cos ipDrot - e<p«ADCP sin (pvntf + €«p (2.19) 
ejw    =    («uD sin¥>Drot)^ + (foD cos (^rot)^ + 
(e^jWADCP sin tp-Ont + C^UADCP COS VDrot)^ + 4p (2.20) 
For a ship underway, errors in ipont will show up as errors in the velocity compo- 
nent perpendicular to the direction of ship's motion. This becomes apparent in the 
case of a ship steaming northwards (vDrot = 0. "ADCP * 0 and UQPS « 0). Then 
Equation 2.19 becomes: 
4w   =   e2D + («v"ADCp)^ + 4p (2.21) 
4.   =   e^D + (ev»«ADCp)^ + e^P (2.22) 
Since UADCP includes the ship's own velocity, which is very large compared to oceanic 
water velocities, 6uw has the potential to be quite large. For example, if the ship moves 
at a typical cruising speed of 5 ms~^ a heading uncertainty of only 2 milliradians 
(mrad) will produce a 1 cm s~^ uncertainty in the perpendicular velocity component. 
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GPS Heading Measurements 
The most accurate heading measxirements currently available are from multi-antenna 
GPS instnmients which use phase interferometry to very accurately determine rela- 
tive antenna position (and, hence, the orientation of a fixed array of antennas). The 
ADU-n, a 4-antenna unit manufactured by Ashtech Corp., is specified to be accu- 
rate to a resolution of Imrad for an antenna spacing of 2.5 m [Ashtech, 1996]. This 
is approximately the spacing used for the ADU installation on the Poseidon, while 
the Aranda setup involved somewhat greater antenna separation. King and Cooper 
[1993] examined an earlier version of the Ashtech unit and concluded that the man- 
ufacturer's claims of 1 mrad accuracy were justified. 
Gyrocompass Errors 
In comparison, gyrocompasses often exhibit errors which vary considerably among 
different instjdlations. On Poseidon cruise 244, the gyrocompass frequently differed 
from the ADU-II by 50 mrad or more! This included both heading-dependent and 
time-dependent components related to how a gyrocompass is affected by meridional 
velocities and accelerations (Figure 2.13). With the availability of accurate GPS head- 
ing sensors (like the ADU) which are immune to these problems, the nuances become 
less important. 
Definitions 
a.^        ADU mounting emgle to the ship's centerline 
ao        Doppler (ADCP) moimting angle to the ship 
ac       Gyrocompass mounting angle to the ship 
'Phdg True" heading of vessel {i. e., the clockwise angle between true 
north and the ship's centerline—not necessarily the direction the 
ship goes under forward thrust, neutral rudder and calm condi- 
tions, jdthough it will normally be close) 
VADU    Heading output from 4-£mtenna GPS heading sensor 
<Pgyro     Heading output from gyrocompass 
See Figure 2.14 for illustration of these angles. 
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Figure 2.13: VJA-G as a function of time (left panel) and of heading (right panel). 
Application 
Since the GPS heading measurements require a continuous lock on at leeist 4 satel- 
lites by all 4 of the antennas, they Eire often vulnerable to dropouts due to multipath 
effects euid other sources of GPS disruption. For this reason, a common approach has 
been to use the continuous heading measurements from the gyrocompass to rotate 
individual ADCP pings as frequently as every second or two (to account for rapid 
changes in the vessel's orientation) while the GPS headings are appUed to ensemble- 
averaged velocities over 1 minute or more to correct longer-period gyro errors. Using 
this scheme, then, horizontal velocities from the ADCP must be rotated clockwise by 
'PDrot- 
VDrot = V'gyro + V'corr (2.23) 
Ensemble velocities that have already been rotated into "earth" coordinates using 
the gyrocompass, e.g.j by RDFs DAS software, only need to be rotate by i^corr: 
'Pcorr = V.A.-G + Vi mount (2.24) 
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Figure 2.14: Mounting angles of ADU (Ashtech), ADCP and gyrocompass relative to ship 
heading. 
where 
and 
<PX-G = {fAiDU - ¥'gyro)t 
Vmounl =OCD -CtA 
(2.25) 
(2.26) 
A few things to note: 
1. 0^ is an average over some interval of time, and is necessary to remove high- 
frequency noise present in the ADU data. 
2. The parameter dh_avg_ue4 output by Eric Firing's UE4 addition to DAS is 
an estimate of ^A-G obtained by averaging the ADU-^yrocompass heading dif- 
ferences over each 1-min ADCP ensemble. An alternative estimate can also 
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be determined from raw gyro and ADU data, if available, averaged over some 
stiitable period. On the Poseidon cruise, raw gyro data were not recorded, and 
so only an average over each ensemble can be used. If gyro errors (egyro) are 
relatively constant over the averaging interval, ^A-G can still be estimated by 
(¥'ADu)t - (¥'gyro>f Figure 2.15 shows that the UE4 estimate (green) is cleaner 
than the estimate from raw ADU and averaged gyro (blue). 
20:00 21:00 22:00 
Time on 9/14/98 
23:00 00:00 
Figure 2.15: A comparison of two determinations of I^A-G- The blue line is the difference 
between 1-min averages of ADU and gyrocompass (t. e., (tpADv)t ~ (¥'syro)() s^ad the green is 
dlL.avg.ue4 from UE4 {Le., (VADU - Vgyro)^). The similarity confirms the sign of the UE4 
output while the slightly lower noise level of the green line demonstrates the desirability of 
using the ADU-gyro difTerence from each ping. Note also the approximately 1.5 hour period 
of oscillation, corresponding to the Schuler oscillation of the gyrocompass. 
3. Examples of <PA-G are shown in Figures 2.13 and 2.15 as "ADU2-GYR0." 
4. Amount cam. be determined via the bottom track or water track methods [Joyce, 
1989; Pollard and Read, 1989]. 
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Bottom Track Calibration 
The bottom track method compares the course over ground^ measured by GPS navi- 
gation, 
VGPS = atan2(uGPs,UGPs), (2.28) 
with that measured by ADCP bottom-tracking, 
(PBT = atan2(-UBT. -"BT). (2.29) 
where VBT is the measured bottom velocity, rotated into earth coordinates by i^gyro 
and output by DAS. This must be rotated further by (^corr to give true course. The 
GPS and BT courses should then be equal: 
<^GPS     =     VBT + Vcorr (2.30) 
=    VBT + V.\-G + Amount (2.31) 
SO that 
Amount = VGPS - (VBT + VA-G)- (2.32) 
Examples of (Amount determined from successive 1-minute estimates of ^GPS. VBT. 
and V.\-G are shown in Figure 2.16 as "GPS-BTrack." Since bottom tracking was 
available in only three of the 4-hour ADCP acquisition intervals for the cruise, a sep- 
£irate average value was determined for each. Each ensemble gives an independent 
estimate of i^mount- The timeseries of good points (containing both ADCP and GPS in- 
formation) for each file is shown, along with the average Vmount value and an estimate 
of standard error (a/y/N). 
The fact that these three independent estimates of Vmount are so similar implies 
that this angle reedly is known to an accuracy of about 1 mrad, allowing sub-cm s" ^ ADCP 
velocity accuracy even while underway. 
'Courses and directions in this dissertation follow the nautical bearing convention of measuring an- 
gles clockwise from north. In converting vector components I have used the MatLab function atan2, 
which yields a result in the range [jr, -K\ radians. The expression atan2(u, i;) is equivalent to: 
{0       for u > 0 
K      for u < 0 and u > 0 . (2.27) 
-T    for I' < 0 and u < 0 
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Figure 2.16: Three estimates of v?mount determined from compziring ship course over ground 
from bottom tracking (corrected for gyro errors) with GPS navigation. 
More Angles 
For ADCP velocity determination, the only mounting angle that really needs to be 
determined is ao - a.^, so (phdg and ac, as well as the separate values of ao and a^, 
are unimportant. It is possible that other applications may need to know these other 
mounting angles or <phdg. so some additional relationships eire presented here. 
By definition: 
V>.\DV = Vhdg + OCA + CADU (2.33) 
Vgyro = fhds + "C + Cgyro (2.34) 
where egyro is both heading and time dependent and CADU is primarily high-frequency 
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random error. Combining the two yields: 
Vgyro = fADV -OlA- ^ADU + QG + fgyro. (2.35) 
so that 
tpA-G = {aA -aG+ CADU - egyro)( • (2.36) 
A small amoimt of averaging shovdd remove EADU entirely (to an accuracy of 1 mrad, 
at least) but 6gyro is a bit more problematic. With enough averaging, and perhaps sifter 
subtracting a heading-dependent component (i. e, removing a sinusoidal fit and out- 
liers &om the right-hand panel of Fig. 2.13, then averaging), it might be reasonable 
to assume that Cgyro will vanish, leaving an estimate of a A - ac- 
ac is likely to be small, due to the gyro's importance for navigation, so the remain- 
ing angle is probably a good estimate of a A, but one can't be sure. 
A possible option is to compare GPS-derived course over ground with V'ADU. as- 
suming that diSerences between course and heading will vanish in long averages. 
This is not a very solid assumption, though. 
Equivalent Notation in References 
Table 2.3 shows the equivalent notation used by Joyce [1989] and Pollard and Read 
[1989] for quantities described here. Note that Joyce [1989] prefers to define rotations 
as counterclockwise while Pollard and Read [1989] and use clockwise rotations, as 
adopted here. Joyce [1989] does not consider the possibility of a GPS heading sensor. 
Table 2.3: Equivalent notation used in bottom track calibration methods. 
This Work   Joyce [1989]   Pollard and Read [1989] 
'PCOTT —a f 
«GPS «s «s 
"GPS Us Us 
«BT < < 
WBT vk < 
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and so assumes that the correctioii angle will be a time-dependent quantity, including 
both gyrocompass errors and the unknown ADCP and gyro mounting angles. His 
method of solution (Equation 10a) uses matrix methods to determine the bottom track 
and water track corrections, which may do a slightly better job of minimizing noise 
kinetic energy but is not as intuitive as simply adding angles. If the ADCP velocities 
used (us and Ug) have already been corrected by the ADU, then his solution for -a 
gives my constant value of Amount- 
2.5.3   Construction of referenced XCP profile 
We want to measure a profile of absolute velocity, Vabs- The basic equations, reflect- 
ing the construction of absolute velocity from its component measurements, are (see 
Section 2.4 and below for definitions of terms): 
Vab.(z)=VEF(2)+v' (2.37) 
V* = (Vwatx(2) - VEP(2)), (2.38) 
VBF(2) = rot(VEF,mag(-2), r-iecl) (2.39) 
VBF.magCz) = 
Vwatx(2) = (Vwat(2,«)>t (2.41) 
Vwat(z, t) = Vr2s{z, t) + VGPs(t) (2.42) 
Vr28(^, t) = rOt(Ve„,(z, t), tpcoTvit)) (2.43) 
VensC^,*) = (rot(vADCP(-.0,,?g>ro(0))t (2.44) 
Vcorr(*) = i'P.^vit) - ^gyro{i)}t + fmonat (2.45) 
AOr,..»^(:l        FJl+C;)...  ,. (2.40) 
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VGPs(t) = ^^XGPs(i)) (2.46) 
where rot(t;, (p) indicates clockwise rotation of a vector v by the angle (p: 
rot( u 
V 
,¥') = ucostp-hvsmip 
V cos ip — u sin <p 
Combining all together, we get (first the horizontal vector, then its components): 
(2.47) 
Vabs   =  rOt(VBF,mag(«),V'decl)+((rOt((rot(vADCP(2.«),>,3gj.ro(«))f, 
i^XDvit) - v3g>To{t))j + i^mount) + ^^XcPsCO )   )t ~ 
rOt(VBF,mag(«), y-decl ))* (2.48) 
_   AcAy.mag COS (^decl _ '^'Ai.niag SJn 9decl        ^/>(H-C-j)tt?p SJnydecl 
"'''*' ~      F,(l + Ci)a F,{l + Ci)s    "*" F,(l + Ci) 
(( ("ADCI' cos ^gjrn + "ADCl' sin^gyro)^C0S((VJADI: - r'g.vro)t + V^moiint) + 
(f^'ADCPCOSyTgjro " "ADCP sin t;gyro)jSin((Y;ADU - •^gvro)t + t^mount) + ( jI-^GPs)   )t 
_ -AiOy.maK <^0S (^decl        ^'Pi.magSJni^decl _ Fh{l + Ci)WpSiaipdecl. ,n AQ) 
R(1+C0..     "^     F-(l + C,)^ F,(l + Ci) '' ^''•^''^ 
_   fit (1 + C'2)ti;p COS ^decl _ ^^r.mag COS 9decl _ ■^'Py.mag SJn V^decl 
"*'*' " F,(l + Ci) F,(H-Ci)a F,(l + Ci).'. 
(( (T'ADCI' COS yjgjro - "ADCl' Sins3gjro)tC0s(((pADi: " ■Pgim)t + r'mo.mt) " 
("ADCpCOS^'gjTo + »^ADCPSinipgjro)tSin((vJADL- - T'g>ro)t + Amount) + (^^GPSy   )t 
_ Ff>(l + Co)rt;pCOS i^decl        A0i.maK COS y^decl        AOy.mag SJn J^decl. ,n cnx 
F-Cl + Ci) "^     F,(l+Ci)^. F,(l + Ci)^    '' ^^    ^ 
Some explanations: 
RED text variables indicate measurements or other estimated or determined base 
quantities (possibly averaged or smoothed in some way), each of which intro- 
duces some error to the final estimate of Vabs* 
Oj or ()( indicates some kind of estimator operation in space or time, possibly using 
an average of nearby values, an interpolation using a weighted least-squares 
polynomial fit {e.g., firom the MatLab Iscov function), a manual selection (*by 
eye") or something else (.e.g., Kalman filter). Currently the estimators for v* (0^ 
in Eq. 2.38) and VQPS (()t in Eq. 2.46) are handled by Iscov while others are 
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simple averages or hand-picked. Pierce et al. [1999], in their outline of a possible 
ADCP processing procedure, use a polynomial smoother for the Eq. 2.46 estima- 
tor and two steps for the Eq. 2.41 estimator—first a moving outlier-removal pro- 
cedure and second low-pass filtering with a Blackman window. The net result 
probably loses too much oceanic detail for the purposes of this study. 
Boldface quantities are horizontal vectors: v = 
u 
andx = 
X 
y 
Vr28 is the ADCP-measured velocity relative to the ship. 
Yens is the average of an ensemble of ADCP pings, each of which has been rotated by 
(^gyro into "earth coordinates" before averaging. 
Vwatx is the water velocity at the time of the XCP drop, either picked manually or 
interpolated or estimated somehow (via the O^ in Eq. 2.41). For the purposes of 
the individual profiles, I have chosen to use a linear fit over a 15-min window of 
Vwat data and interpolate the resulting line to the time of the XCP drop. 
^corr is the correction required to bring the gyro-rotated Vena into true geographical 
coordinates. It consists of both constant and time-dependent parts. The con- 
stant part is fpmoaat., described below. The time-dependent part, called (PK-G, is 
often obtained firom a 4-antenna GPS heading S3rstem such as the Ashtech ADU. 
For example, could be ^JADU - V'gyro averaged by ue4 over each 1-min interval. 
V'mount is a constant angle offset restating firom the relative moimting angles of the 
ADCP and ADU. Its estimation is described in Section 2.5.2. 
Errors in measured quantities 
Typical (median or estimated) values of each measured quantity are given in Ta- 
ble 2.4, along with estimated error magnitudes. Some comments on each quantity 
are as follows: 
CADCP is derived firom the high-wavenumber noise within individual ADCP profiles, 
on the premise that bin-to-bin scatter derives fi:x>m a mapping of different depths 
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to different bins as the ship rolls, and that the resulting error is also the domi- 
nant contribution to ensemble-to-ensemble noise in time. I have used the stan- 
dard deviation of the high-passed, profile as an estimate of eAOCP- This could be 
an under-estimate. 
6GPS is derived from the linear least-squares fitting used to determine velocity firom 
one-second GPS fixes. An alternative would be to use the position residual out- 
put by the GPS set, which is derived firom the known accuracy of individusd 
satellite fixes combined with the current geometrical configuration of the satel- 
lites used to determine position (the so-called, "dilution of precision"). A fiirther 
possibility might be the residuals generated by the use of more than 4 satellites 
to determine position. 
6gyro is the gyrocompass error which is removed through the correction by the ADU. 
Table 2.4: Estimated typical values and errors for measured quantities. 
quantity typical value error error estimate 
VADCP 5ms~^ CADCP 0.03 ms-^ 
(^XGPS(O)^ 5ms~^ 
€GPS 0.01 ms-^ 
y'g>To Irad Cgyro SOmrad 
T-'moiint lOOmrad Amount 0.6mrad 
^.\DV Irad CADU Imrad 
■fdeci 0.4 rad Cded lOmrad 
Ft, IxlO-'nT «Fk 100 nT 
F, SxlO'^nT ^F. 100 nT 
Wp Sms""^ e„,p O.lms-^ 
|s| 0.05 m ^5 0.001m 
Ci 1 «Ci 0.1 
Co 0 fc. 0.1 
A(p IfiV eA0 25 nV 
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Since the g3nro contributes to the heading measiirement which rotates the full 
ship velocity (as do emount and CADU). the quality of the correction is important. 
Any remaining gyro error {e.g., firom a velocity/heading correlation which pro- 
duces a net velocity vector rotation other than that of the mean heading) could 
contaminate the measurements while the ship is underway. 
emount is the uncertainty in the constant mounting angle offset of the ADU relative 
to the ADCP, estimated from repetitions of the water track or bottom track cal- 
ibration methods. 
€ADU is the accuracy of the 4-antenna GPS heading sensor, as stated by the manufac- 
turer and verified by King and Cooper [1993]. 
edeci (the error in the magnetic declination derived from a geomagnetic reference field 
model) is primarily of concern if oceanic velocities are large (leading to signifi- 
cant errors in the cross-stream component due to direction errors). In addition 
all of the measurements affecting XCP measurements are particularly liable to 
cause errors if they contain significant variation with depth, as in the case of 
near-bottom magnetic anomalies, since the depth-varying component of velocity 
is solely dependent on the XCP. 
ep^ has the potential to produce errors in the magnetic north velocity component 
due to the multiplication by the substantial velocity term Wp. For example, 
variations of the size listed in Table 2.4 (about 1%) will produce velocity er- 
rors of 0.01 ms~^ while a large magnetic anomaly of 1000 nT will result in 
0.1 ms~ Velocity errors. This size of anomaly is not at all unusual and could 
conceivably affect only the near-bottom region where ADCP verification is un- 
available. 
ep, has a direct multiplicative effect on the XCP velocity measurement but the size 
of the steady field should overwhelm most anomalies. A change in Ft of 1000 nT 
(about as large as localized magnetic anomalies and time-varying magnetotel- 
luric effects get) is still only a 2% effect and (because of the ADCP referencing) 
does not touch the depth-averaged component. 
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eu,p contributes to a sizeable term which can aSect the magnetic north component 
but is probably less likely to vary considerably with depth. In addition, the 
multiplication by a factor of ^ reduces the impact in the high latitudes, where 
F; is much greater than F/,. In the Denmark Strait, an unanticipated change in 
fall rate of 1% produces approximately 0.01ms~^velocity error. 
Cs will affect the magnitude of velocity measured and so does not itself have to change 
during the fall in order to produce errors. If shear is large, the restilting veloc- 
ity change will be multiplied by the percent uncertainty in s, which might be 
substantial (a few %) due to the small size of s to begin with. 
eci has not been well quantified except to the extent that different idealized analyt- 
ical instrument shapes have been compeured to give differences on the order of 
0.1 [Sanford et al., 1978]. Like Cs. eci is unlikely to change during the course of 
a drop and probably has remained the same since Sippican started building the 
XCP. It has the potential to affect the observed shear in proportion to its magni- 
tude relative to I + Ci (» 5%), but the historically favorable agreement observed 
between the XCP and other velocity profiling methods may indicate that Ci is, 
in fact, better constrained than this. 
ec, is probably even less well known than eci, but has less of an impact. Like eci. 
ecj has probably been constant since the current configuration of the XCP probe 
was designed. However, the resulting error in the magnetic north velocity com- 
ponent is only on the order of 5 x 10"'' ms~\ due to the combined effects of the 
small change in Wp and the small magnitude of the term in which C2 appears. 
CAd is probably component of the XCP that has been the subject of the most research, 
for obvious reasons. The quality of the signal depends very much on ability of 
the probe to hold a steady rotation rate, but errors of this kind are usually 
obvious. A significant possibility is the existence of non-oceanic electrical fields 
(for example, due to geomagnetic storm activity). In some situations these can 
be quite large (see Appendix A). Additional discussion of XCP error sources can 
be found in Sanford et al. [1982]. 
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Net errors in the results are calculated somewhat differently depending on the 
desired resulting product, and the processing steps that go into it: 
Each ADCP profile measures Vwat(2) and can contain contributions from CADCP. 
CGPS. Cgyro. ^ADU ^^d emount- Examples are shown in Section 2.5.2. 
Each XCP profile of Vabs has contributions from all error quantities in Table 2.4 
(where ocean variability also contributes over a 7-min or 15-min period while 
computing Uwat but then is reduced while fitting to the XCP profile in forming 
V'). 
Each section has contributions from CADCP. CGPS. CADU and the various XCP con- 
stituents (combined £md propagated via a formula for errors in trapezoidal inte- 
gration), Cmount (accumulated by direct integration because of its single-signed, 
though uncertain, nature), Cinterp and Cextrap (quantities depending on the pa- 
reimeters used in the objective mapping of the data into regions near the bottom 
and extrapolation beyond the ends of the section). 
An ensemble of sections contains contributions from each of the random error sources 
in each section, added in quadrature, £is well as from Cmount* added or subtracted 
depending on the direction of travel of each section. 
2.5.4   Techniques Used 
XCP velocity referencing is carried out by the MatLab script xcpabs .m (and later 
modified to rtabs .m for real-time operation on the RRS Discovery cruise to the Faroe 
Bank Channel in June 2000). 
The primary tricky issues for estimating v' in practice are: 1) determining the 
ship's velocity from discrete, noisy GPS positions; 2) deciding what averaging interval 
of noisy ADCP data is most appropriate for comparing to the instantaneous XCP 
profile; and 3) picking the depth interval of overlap for dififerencing the XCP and 
ADCP profiles. It is preferable to be able to allow for temporally and spatially-varjring 
levels of error in all measurements. 
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In order to use as much available information as possible, while not being ad- 
versely affected by lower-quality data, a procedure of weighted averaging and least- 
squares fitting has been adopted. The weighted average *x of a set of values xt is 
found by: 
wj^^Lfif!^ (2.51) 
where Wj are the weights corresponding to each data value. Larger values of u will 
cause the corresponding x value to count more strongly towards the final average. In 
contrast, the weighted least-squares formaUsm assigns values of "Tenown covariance" 
(or error estimates) to each data value, effectively creating an inverse weighting. The 
matrix formulation of the least squares problem solves for X in 
/KX = B + E, (2.52) 
where E is a normally-distributed, zero-mean error term. In genersd, B represents 
a column vector of data values and X represents the coefiKcients of the linefir com- 
bination of columns of A that best reproduces B. The standard solution, X = A~'S 
assumes a uniform error covariance in E. If the covariance of E is known to be C, 
then the solution is: 
X = (A^C-^A)-'A^C-'5 (2.53) 
In practice, this is performed by the MatLab function Iscov, which finds the so- 
lution without actually inverting C. 
2.5.5   Operations and Error Computations 
The operations on raw data firom the XCP, ADCP, GPS and ADU instruments on the 
Poseidon precede as follows (using only the geographical east-west component, u, for 
illustration): 
1. GPS positions (XGPS) fi^om a single-antenna Ashtech 3DF with differential bea- 
con receiver were recorded every second, along with diagnostics such as age (the 
time since the last update firom the DGPS beacon), beacon status (available or 
not) and horizontal and vertical error estimates (herr and verr, firom the resid- 
uals of the overdetermined position when more than 4 satellites sure present). A 
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linear fit (weighted by the estimated error of each position) to GPS 1-sec posi- 
tions us. time is used to determine l-min averages of ship velocity (UGPS)- The 
corresponding quantities from Equation 2.52 (dropping the "GPS" from XGPS) 
are then: 
A = U   I ,B = ,C = 
0 
and X = [ 
"GPS    ^0 
!■ 
The quEuitity minimized is simply 
(Xp - Xj)'- 
where Xp = UGPS^ + ^o is the position predicted by the linear fit. 
The covariance values, Cj, are determined from herr, verr, age and the beacon 
status, according to the following formula: 
a = herrf + (^^)   + e^ + 0.25(agei - 20)^, (2.54) 
where age has been converted to distance via an estimated effective wtmder rate 
of 0.5 m s~^ for fixes older than 20 s and 
e; = 
100 m   if no DGPS beacon available, or 
Om      if DGPS available. 
(2.55) 
An example of this linear fitting is shown in Figure 2.17, which includes just 
over 2 minutes' worth of GPS fixes (color-coded according to the covariance, Cj, 
used in the least-squares weighting) along with lines of constant velocity deter- 
mined by the fit. 
7-min PACE 
With the customized constellation of the PACE data, quality is less of an issue 
but the weighted fitting is used nonetheless. The quantities used to determine 
Ci in this case are the standard deviations of N-S and E-W position, sdlat and 
sdlon (in meters), output by the wide-area differential processing: 
c, = sdlat^ + sdlat^ (2.56) 
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Figure 2.17: Illustration of velodty determination method about lOmin after XCP 4135. 
GPS fixes (longitude only, converted into meters) are plotted vs. time and color coded by logic), 
where c is the covariance estimate used in the least-squares fitting. Black lines indicate the 
uniform velocity determined for each interval. 
In the case of missing differential data, sdlat and sdlon are each set to 1000 m 
(effectively removing those uncorrected points from consideration), while if Cj is 
below a noise threshold of 9 m^, it is set equal to the threshold value. 
Errors 
Standard error values are output by the MatLab Iscov function, and are sim- 
ilar to those derived from the formula for the error of a linear fit, except that 
they incorporate the covariance weighting. The standard error in slope (u) of a 
linear least-squares fit of a straight line to N values of position (x,) vs. time (tj) 
is given by Press et al. [1995]: 
Ctt = 
/ iV (2.57) 
where Efei^ is the quantity being minimised in the fit, i.c, the sum of the 
squared residuals, r„ after the strai^t line has been subtracted firom the data. 
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For example, the errors thus derived in the two l-minute fits shown in Fig- 
ure 2.17 are 0.1450 ms"^ and 0.0063 ms~^ (all of the bad points are in the 
first interved), while the Iscov error output values (which downweight the bad 
points) are 0.0060 ms~^ and 0.0063 ms~S respectively. 
2. VM-ADCP velocities were recorded in one-minute averages output by the DAS 
software with Eric Firing's UE4 enhancement. The DAS/UE4 program uses 
the vessel's gyrocompass to rotate pings (every second) into earth coordinates 
before averaging these together. As described in Section 2.5.2, the l-min ADCP 
ensemble velocities are rotated clockwise by 
¥'corr = ¥'A-G + Amount, (2.58) 
where ^JA-G (given by UE4) is the l-min averaged difference between the ADU 
and gyrocompass headings and i^mount is the difference in mounting angle be- 
tween the ADCP and ADU sensors, determined using bottom track data. Ro- 
tated ADCP velocities are then added to the ship velocity determined above to 
get absolute water velocity. 
Errors 
The error in v'mount can be estimated by combining independent estimates, as 
shown in Figure 2.16. This gives a standard error (emouat) of 0.6mrad, as pre- 
sented in Table 2.4. 
e^^, the error in <PA-G is more difScult to estimate, combining, as it does, errors 
in ADU and gyrocompass heading. The assumption is that the ADU measures 
heading perfectly and that I^A-G is simply a measure of gyro error which will 
be removed by the rotation. In reality, there must be some error in the ADU 
measurement (on the order of Imrad), and there is also a possibility that the 
value cotdd become biased by the wild-point editing used in constructing the 
average fix>m individual ^'A-G measurements. This editing attempts to throw 
out outUers but during periods of acceleration or turning might remove data of 
one sign more than the other. 
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OJ 1 \A 
Relative velocity (m s~') 
Figure 2.18: East component of relative velocity measured by XCP 4135 along with 1-min 
averages of ADCP east component firom 5 min before imtil 10 min after the XCP drop (stag- 
gered sequentially by 0.2ms~^). Color-coding indicates the weighting given the ADCP data 
when these are combined to form a single mean profile. Some of the ADCP variation over 
the 15 minutes does appear to be due to oceanic variability. This particular XCP extends into 
the strong velocity layer of the overflow, illustrating the importance of the full water column 
measurement. Note also the matching of many of the features between the XCP and ADCP 
measurements. This degree of similarily is seen in most of the XCP/ADCP comparisons. 
3. l-min absolute ADCP water velocities (uwat) over the 15-min period surrounding 
each XCP drop (Figure 2.18) are combined into a single weighted mean profile 
(uwatx)- Data are weighted according to the estimated error in the GPS fit of 
ship velocity and the ADCFs percent good (%gd) variable, derived fi:t)m the 
single-ping signal-to-noise ratios: 
a;=rMz 
UOO 
-25\ /0.2-V^T^\ 
- 25 ; \^   0.2 - 0.005   / (2.59) 
where 6u and €„ are the estimated u and v errors determined firom the weighted 
least-squares fit in operation 1, abova 
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Errors 
The error in the weighted mean profile is estimated by constructing a profile of 
"weighted RMS" for the 15-minute interval: 
UvatWRms = f Et(^wat.t - Uwatx)''c«^i Ei^,- (2.60) 
The quantity UwatWRms is, in turn, used in the weighting of the ADCP data for 
comparison with the XCP profile. 
4. The XCP velocity profile (UEF) is rotated from geomagnetic to geographical coor- 
dinates using the geomag routine to interpolate from the IGRF90 geomagnetic 
field model. 
5. The amount to shift the XCP profile to best match the averaged absolute ADCP 
is the quantity u'. This is now determined by minimizing the squared differ- 
ences between UEF and Uwatx. weighted by estimated error, over the range firom 
40 m down to 500 m (or 85% of the bottom depth, whichever is less) as shown in 
Figure 2.19. The method is to again solve Equation 2.52 with the corresponding 
matrices being: 
A = ,B = («watX - «EF)J .C = 
0 
and X = [ u' ] 
Now j indexes over depth and the covariances, Cj, are derived firom UwatWRms, 
the (weighted) RMS of ADCP ensemble velocities, and N, the number of ensem- 
bles used, in operation 3, along with xverr, the XCP error velocity: 
UwatWBms^ 
c = 
y/N 
+ rverr^ (2.61) 
In fact, this is identical to finding u* using a weighted mean of (uwatx - UEF)J 
with the weights equal to 1/c,. 
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Figure 2.19: Profile of ADCP minus XCP 4135 velocity (east-west component only), color- 
coded by error estimates used in determining the final value (dashed line) by tniniTnimng the 
RMS deviation weighted by the known covariances. 
Errors 
The uncertainty in u* can be estimated from the standard deviation of the 
"watx - "EF variations with depth. This is the quantity presented in Table 2.5 
as UVbsRms (where the u and v components have been added in quadrature). 
2.5.6   Final Error Estimate 
The final product, then, is a profile of absolute velocity with the XCFs full range and 
resolution: 
Uabs = «EF + «* (2.62) 
As pointed out in Section 2.5.3, the final error estimate is constructed differently 
for individual profiles than for sections and ensembles of sections, partly due to the 
different treatment required of possible bias error in the ADCP mounting angle The 
final imcertainty in each velocity profile can be estimated in two ways: either by prop- 
agating the uncertainty in the constituent measurements through the operations de- 
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Figure 2.20: Scatter in reference-layer water velocities over the 7 minutes (7 samples of 1 
minute duration each) surrounding each XCP drop (UVwatWBms). Velocity deviations have 
been weighted according to GPS quality determined from other parameters. 
scribed above (and in equations 2.37-2.47) or by using the scatter in averaged quan- 
tities (operations 3 and 5, above) as an estimate of uncertainty. In fact, a number of 
situations exist in which we can compare estimates made in these two ways. 
For example, the scatter of water velocities over the 7 minutes surroimding each 
drop (in Figure 2.20 and Table 2.5) can be compared with the expected uncertainty in 
each of these estimates. (Averages of some of these are presented in Table 2.6.) For 
the most part, the RMS of the measurements is substantially larger than the expected 
variance, which may be a resiilt of the "red" nature of oceanic velocities, but may also 
indicate an tmderestimate of the true vmcertainty in our velocity measiirements. 
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2.5.7   Remaining inconsistencies 
Diagnostics computed during the XCP/ADCP referencing procedure (shown in Ta- 
ble 2.5) can help identify which profiles are more trustworthy than others, as well as 
the possible sources of error. UVbsEtais indicates the quality of the fit between ADCP 
and XCP profiles. A high UVbsRms could indicate the presence of magnetotelluric 
contamination in the XCP or some sort of depth-dependent ADCP error. UVwatWRms 
{u and V contributions to the weighted RMS of ADCP/GPS absolute water velocity 
added in quadrature) measures the apparent water velocity jitter and is a prime esti- 
mate of GPS reliability but could also indicate ADCP problems or simply be a record 
of naturally-occurring oceanic veiriability. 
Table 2.5: Diagnostic statistics to evaluate all XCPs. 
XCP# St# P/D UVwatWRms UVbsRms ErrGPS ErrADCP 
4101 452 D 0.068 ms-' 0.021ms-' 0.004 ms-' 0.022 ms-' 
4102 453 P 0.041 0.024 0.005 0.023 
4103 454 P 0.034 0.020 0.005 0.020 
4104 455 P 0.039 0.026 0.002 0.022 
4105 456 D 0.093 0.026 0.004 0.023 
4106 457 P 0.038 0.046 0.003 0.024 
4107 458 P 0.034 0.044 0.002 0.025 
4108 459 D 0.058 0.034 0.002 0.023 
4109 468 P 0.095 0.030 0.004 0.038 
4110 469 P 0.129 0.113 0.003 0.045 
4111 470 P 0.143 0.122 0.005 0.051 
4112 471 P 0.139 0.075 0.005 0.045 
4113 472 P 0.093 0.060 0.006 0.043 
4114 473 D 0.157 0.082 0.005 0.042 
4115 474 P 0.122 0.123 0.009 0.037 
4116 475 D 0.184 0.101 0.005 0.041 
4117 — D — — — — 
4118 476 P 0.132 0.058 0.011 0.043 
4119 477 D 0.085 0.023 0.003 0.030 
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(continued) 
XCP# St# P/D UVwatWRms UVbsRms ErrGPS ErrADCP 
4120 478 P 0.048 0.033 0.006 0.027 
4121 479 P 0.080 0.110 0.006 0.030 
4122 — D — — — — 
4123 480 P 0.053 0.182 0.004 0.039 
4124 481 P 0.091 0.050 0.003 0.027 
4125 482 D 0.085 0.056 0.004 0.028 
4126 483 P 0.042 0.081 0.004 0.026 
4127 484 P 0.045 0.095 0.007 0.027 
4128 485 P 0.079 0.040 0.008 0.025 
4129 486 D 0.059 0.039 0.003 0.026 
4130 487 D 0.073 0.032 0.005 0.026 
4131 488 P 0.048 0.061 0.004 0.025 
4132 489 P 0.042 0.035 0.005 0.028 
4133 490 P 0.031 0.102 0.002 0.023 
4134 491 P 0.046 0.066 0.006 0.024 
4135 492 D 0.050 0.060 0.003 0.023 
4136 493 D 0.075 0.062 0.005 0.023 
4137 494 D 0.043 0.045 0.003 0.023 
4138 495 D 0.136 0.058 0.005 0.027 
4139 496 D 0.069 0.040 0.004 0.026 
4140 497 P 0.041 0.041 0.004 0.024 
4141 498 D 0.186 0.049 0.016 0.022 
4142 499 P 0.036 0.062 0.004 0.025 
4143 500 P 0.050 0.062 0.002 0.025 
4144 501 P 0.093 0.044 0.011 0.022 
4145 502 D 0.143 0.048 0.005 0.026 
4146 503 P 0.032 0.041 0.005 0.022 
4147 504 P 0.039 0.053 0.005 0.030 
4148 505 P 0.044 0.032 0.004 0.026 
(continued) 
59 
XCP# St# P/D UVwatWRms UVbsRms ErrGPS ErrADCP 
4149 506 P 0.045 0.032 0.005 0.025 
4150 507 P 0.032 0.031 0.003 0.026 
4151 508 P 0.041 0.045 0.006 0.024 
4152 509 P 0.288 0.031 0.004 0.029 
4153 514 P 0.045 0.060 0.004 0.026 
4154 517 P 0.035 0.055 0.001 0.030 
4155 999 P 0.043 0.048 0.001 0.035 
4156 518 P 0.033 0.040 0.004 0.030 
4157 520 D 0.085 0.041 0.005 0.028 
4158 521 P 0.063 0.054 0.004 0.025 
4159 522 P 0.036 0.065 0.004 0.026 
4160 523 P 0.032 0.030 0.004 0.027 
4161 524 P 0.030 0.050 0.006 0.026 
4162 525 P 0.040 0.057 0.005 0.026 
4163 526 P 0.037 0.073 0.004 0.026 
4164 527 D 0.137 0.090 0.012 0.029 
4165 528 D 0.156 0.057 0.013 0.031 
4166 529 D 0.102 0.069 0.004 0.043 
4167 530 D 0.159 0.092 0.004 0.031 
4168 531 P 0.070 0.058 0.004 0.033 
4169 532 D 0.081 0.051 0.004 0.031 
4170 533 P 0.067 0.059 0.004 0.028 
4171 534 P 0.153 0.090 0.013 0.039 
4172 535 D 0.093 0.088 0.003 0.034 
4173 536 P 0.075 0.087 0.005 0.031 
4174 537 P 0.054 0.044 0.005 0.031 
4175 538 P 0.072 0.037 0.006 0.032 
4176 539 P 0.061 0.042 0.004 0.028 
4177 540 P 0.063 0.076 0.005 0.027 
60 
(continued) 
XCP# St# P/D UVwatWRms UVbsRms ErrGPS ErrADCP 
4178 541 P 0.088 0.148 0.007 0.033 
4179 542 P 0.076 0.073 0.006 0.031 
4180 543 D 0.108 0.057 0.006 0.028 
4181 544 P 0.063 0.058 0.005 0.025 
4182 545 P 0.072 0.123 0.004 0.030 
4183 546 P 0.081 0.057 0.008 0.028 
4184 547 P 0.066 0.057 0.004 0.026 
4185 548 P 0.063 0.059 0.005 0.028 
4186 549 D 0.565 0.035 0.009 0.024 
4187 550 D 0.107 0.035 0.009 0.026 
4188 551 P 0.095 0.071 0.004 0.027 
4189 552 P 0.052 0.060 0.004 0.028 
4190 — D — — — — 
4191 553 D 0.128 0.038 0.006 0.028 
4192 554 P 0.052 0.045 0.005 0.026 
4193 555 D 0.124 0.054 0.005 0.031 
4194 556 D 0.113 0.036 0.005 0.027 
4195 557 P 0.063 0.040 0.003 0.027 
4196 558 P 0.042 0.020 0.002 0.024 
4197 560 P 0.054 0.168 0.005 0.022 
4198 563 P 0.031 0.032 0.004 0.023 
4199 565 D 0.062 0.047 0.002 0.022 
4200 566 D 0.046 0.034 0.002 0.020 
4201 567 P 0.027 0.027 0.003 0.022 
4202 568 P 0.023 0.019 0.002 0.022 
4203 569 D 0.119 0.053 0.004 0.023 
4204 570 P 0.037 0.023 0.005 0.021 
4205 571 D 0.115 0.025 0.004 0.024 
4206 573 D 0.118 0.049 0.003 0.032 
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(continued) 
XCP# St# P/D UVwatWRms UVbsRms ErrGPS ErrADCP 
4207 — D — — — — 
4208 582 P 0.033 0.034 0.003 0.023 
4209 583 P 0.036 0.021 0.002 0.023 
4210 584 D 0.177 0.065 0.005 0.025 
Notes: P/D column indicates whether the GPS used was from 
a T-min PACE custom constellation or from 15-min of DGPS 
data. UVwatWRms estimates water velocity scatter. UVbsRms 
estimates the XCP/ADCP fit quality. 
Table 2.6: Average statistics for XCP absolute velocity. 
processing # UVwatWRms UVbsRms UErrGPS UErrADCP 
PACE 0.063 ms-1 0.060 ms"^ 0.005 ms-^ 0.028 ms-^ 
DGPS 0.119 0.051 0.005 0.028 
all 0.081 0.057 0.005 0.028 
Notes: Values are averaged from quantities in Table 2.5 
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2.6   Combining XCP and ADCP for data visualization 
In order to take advantage of both the high spatial resolution of the shipboard ADCP 
in the upper water column and the full-depth capabiUty of the XCP, I have found it 
useful to construct velocity sections by combining the two. Since the absolute XCP 
profiles have already been referenced to the ADCP in the upper layer, there is little 
need to preserve the independent character of the measurements there. Instead I 
have simply used the ADCP at high resolution in the upper 300-400 m of the water 
column and the XCP below this depth. 
The dominant variability in both ADCP and XCP velocity sections seems to be 
barotropic, meaning that it requires only GPS-referenced ADCP data. However, 
bottom-intensified flows do play a role at times, necessitating the full water-column 
XCP profiles. In order to be able to take advantage of the full horizontal resolution 
of the ADCP while still including XCP shears below ADCP range, I have treated 
barotropic and baroclinic parts independently, as shown in Figure 2.21. 
First, each velocity field is sepeirated into a reference layer velocity (the average 
between 100 and 300 meters depth), and residual (baroclinic) velocity. 
«xcp(a:, z) = i;xcp,rea(a:) + uxcp,Bc(a:, z) (2.63) 
and 
y.\DCp(^, z) = UADCP.ren(a:) + w.\DCP,Bc(ar, z). (2.64) 
The baroclinic XCP velocity is interpolated by objective mapping to fill in the spaces 
between profiles, yielding VXCP,BC{X,Z), where the overbar will be used to indicate 
smoothed quantities. The choice of correlation scfdes used in this mapping has some 
effect on the outcome, primarily determining whether features tend to spread hor- 
izontally or vertically. In general, more vertical spreading appears to work better 
(again making the section appear more barotropic, even with the reference layer re- 
moved), but this can lead to losing the signature of XCP shear a short horizontal 
distance away. In some cases, the situation is compUcated by sloping topography—it 
appears that isotachs or at lefist isopycnals should tend to follow the topography, but 
most interpolation methods don't want to do this, preferring vertical and horizontal 
operation. 
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Figure 2.21: A) t;xcp; B) UADCP; C) t;xcp,Bc; D) UADCP,BC; E) objectively-mapped UXCP.BC; F) 
merged baroclinic fields. Panel A illustrates some of the difSculties in the use of widely- 
spaced measurements over variable topography. The algorithm interpolates between the 
bottom-most values but the resulting contours appear imrealistic. The addition of the higher- 
resolution barotropic velocity firom the ADCP (panel B) does seem to sharpen gradients (see 
Figure 2.22) 
The interpolated XCP beiroclinic field is generally quite similar to the ADCP field, 
so I chose to simply make a mosaic: use the ADCP values where available, interpo- 
lated XCP everywhere else. This causes some discontinuities at the bottom of the 
ADCP range, but they are luckily fairly small. At this point, one option would be to 
smooth the mosaicked field, either along each profile or with some 2-D method such 
as another objective mapping, but this would lead to additional loss of resolution and 
so has not been done. 
The reference layer velocity looks pretty noisy at this point so I decided to smooth 
it with a 10-minute boxcar applied using the MatLab function filtfilt, which effec- 
tively gives a 20-minute triangular filter, since it runs the filter (convolution) twice. 
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Figure 2.22: A) Reference layer velocity from ADCP (black line) and XCP (blue stars) profiles, 
along with smoothed version (red line); and B) final velocity section after adding smoothed 
VAocp,refl back into the combined field of Figure 2.21F. 
This removes variability up to about a 5-km scale at the ship speeds generally used. 
I picked the filter length because a spectrum of reference layer velocity seems to 
have a noise floor at shorter than about 30 minute periods. The smoothed velocity is 
then added back into the combined XCP/ADCP residual field to get the final product 
(shovm in Figure 2.22): 
ffinal(ar,^) = UADCP,refl(a?) + 
UADCP,BC (aJ» z)   where ADCP available 
uxcp,Bc(iCt z)     where no ADCP. 
(2.65) 
The resulting section appears to retain the dominantly barotropic variability present 
in the original data as well as additional features provided by the full-depth XCPs. 
Although some discontinmties are evident, and the deep values are clearly smoother 
than the points within ADCP range, the final sections look reasonable. 
Density contours were added to the plots using XCTD profiles. Each profile was 
sorted (since any inversions captured by the XCTD are probably just noise) and below- 
bottom points were filled, with the densest value in preparation for contouring. The 
fields were then contoured using the default MatLab contouring program, which uses 
65 
linear interpolation. The resulting shapes of the contours between profiles are per- 
haps not what would be drawn by a skilled manual contour artist, but do appear to 
represent the data correctly. 
Errors 
The error values were derived by combining the noise present in the GPS, ADCP 
and XCP data with uncertainties obtained by using a range of interpolation and ex- 
trapolation parameters in the calculations. In general, the interpolation of velocity 
below ADCP range and between XCP drops tended to give an overestimate of trans- 
port when a larger horizontal correlation scale was used, and an underestimate with 
a larger vertical scale. In addition, sections which contained a non-zero transport 
of dense water at one or both ends were linearly interpolated to zero at some dis- 
tance, estimating the unsampled portion of flow beyond the section. Using extreme 
values of vertical to horizontal correlation scale ratio differing by a factor of 100 and 
extrapolation scale ranging from 0 to 20 km gives ranges of transports attributable 
to different interpolation and extrapolation choices. Arbitrarily taking these extreme 
ranges as 95% confidence intervals, I have chosen to divide each by 4 to generate la 
uncertainty estimates (so that ±2a returns the 95% confidence) and add them as un- 
correlated errors. For most of the sections, this combined interpolation/extrapolation 
error is much larger than that estimated frx>m instrumental RMS values, and in a 
few cases (xo2, xo3) the magnitudes are comparable. 
2.7   Estimating Bottom Stress 
Bottom stress is an important parameter affecting the path and speed of a bottom- 
intensified flow. In the DSO, where instantaneous near-bottom velocities often reach 
over 1 m s~^ bottom drag may be substantial. 
In the turbident constant-stress layer (or "log layer^ near the bottom, the velocity 
profile assumes the form 
tx(2) = —Inf-V (2.66) 
Here, tx« is the friction velocity, K = 0.4 the von Karman constant and ZQ the roughness 
length. A linear fit to a plot of observed uvs. hiz, then, allows a determination of u. 
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Figure 2.23: A sample profile showing the good match of XCP and ADCP velocities (left 
panel) and the logarithmic velocity fit to the bottom 15 m of the XCP (right panel). Both 
panels are firom the same XCP drop (4113), but the left shows the (geographic) eastward 
component only while the right shows the components in the directions of maximum and 
minimum log-layer stress. 
and, hence, shear stress (r = pul), as shown in Figure 2.23. The direction of the 
stress is determined by rotating the velocity components until all of the stress is in 
one component. Due to the velocity rotation in the planetary boundary layer, this 
direction is normally to the left of the maximum overljong velocity. 
While theoretical and laboratory studies have derived the logarithmic velocity 
shape for time-averaged velocity profiles, rather than instantaneous ones, the tech- 
nique has been successfully applied to XCP data a number of times, including in the 
Mediterranean Outflow [Johnson et al., 1994] and the Faroe Bank Channel [John- 
son and Sanfbrd, 1992]. The reason for this success is attributed to the fact that, 
in general, deviations from the logarithmic shape should only be on the order of the 
magnitude of ti«, which is usually substantially smaller than the velocity range over 
the boundary layer. Figure 2.23 does appear to verify this. 
The correct boundary layer height over which to fit remains the subject of some 
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debate. For example, Sanford and Lien [1999] have found systematic differences 
between stresses estimated from logarithmic fits over the 0-3 m layer vs. the 5—12 m 
layer, and suggest that the former is the "true" layer of boundary (or wall) turbulence 
while the latter is dominated by form drag and represents the actual force exerted by 
the bottom on the flow. If this is correct, 0-15 m should give an adequate value for 
estimating the energy balance of the overflow, emd is thick enough so that the XCP 
yields a suitable number of points to fit. 
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Chapter 3 
AjRAiVDA EXPERIMENT 
As a test of the suitabiUty of XCP measurements to the Denmark Strait £md in 
the hopes of getting a first look at the connection between overflow transport events, 
intermediate low-salinity patches, and cyclonic surface eddies, I made a set of velocity 
profiles (locations shown in Fig. 3.1) from the Fiimish WV Aranda during August 
1997. Initied results from this survey were presented in a poster at the 1998 AGU 
Ocean Sciences meeting in San Diego [Girton and Sanford, 1998] and later presented 
in the International WOCE Newsletter [Girton and Sanford, 1999]. 
3.1    Cruise 
The cruise was a part of both the Nordic WOCE effort suid the European VEENS 
project, and included scientific teams firom primarily Swedish and Finnish institutes. 
The chief scientists were Hannu Gronvall and Jouko Launiainen on two consecutive 
legs in the Denmark Strait. The major component of the cruise was a pattern of 
hydrographic stations including CTD and chemical tracers to span the extent of the 
overflowing plume and upstream basin. The CTD survey, led by Bert Rudels of the 
Finnish Institute for Marine Reseiirch and Peter Lundberg of Stockholm University, 
has been recently described by Rudels et al. [1999a]. 
For the purpose of providing improved ADCP data while underway, I installed a 
4-antenna GPS array on the Aranda to measure heading, pitch and roll. The restdt- 
ing correction to the ship's gyrocompass was similar in character and magnitude to 
that seen on other ships (see Figure 3.2). Water-track and bottom-track caUbration 
methods gave consistent estimates for the constant mounting angle correction (only 
-2.5 milliradians, since the technical staff on the Aranda had apparently fdready en- 
tered a previously-determined caUbration value into the Transect data acquisition 
program). 
The weather and sea ice conditions during the cruise were extremely favorable. 
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Figure 3.1: Locations of XCP sections from theAranda cruise in August 1997. Water shal- 
lower than 500 m is shaded gray, and the 1000 m and 2000 m bathymetric contours from 
Smith and Sandwell [1997] are shown. 
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Figure 3.2: Difference between heading measured by multi-antenna GPS sensor (Ashtech 
3DF) and ship's gyrocompass, plotted versus time and heading. The left-hand panel includes 
the ship's speed, illustrating the effect of accelerations on the gyro error. The right-hand 
panel edso shows a best sinusoidal fit to the heading-dependent component. 
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with only one day lost to rough weather on my leg. This was fortunate, since the 
Aranda is not particularly suited to working in high winds and rough seas, as it is 
a smaller research vessel (60 m) with a low freeboard and an unusual enclosed CTD 
bay designed for comfortable working in very cold conditions, but leaving very little 
allowance for ship motion during instrument recovery. Other research vessels might 
have continued working in the 16 m s~^ winds that caused us to suspend operations, 
although the time lost was not excessive. In contrast to earlier cruises in the Den- 
mark Strait that summer, no pack ice was sighted on the Greenland shelf, although 
several large icebergs did drift by. 
3^   Measurements 
The basic theory of the expendable current profiler (XCP) has been described in Chap- 
ter 2, along with the methods used to generate a profile of absolute velocity. Only the 
ways in which the Aranda measurements differ firom the standard procedure (as used 
on the Poseidon) will be described here. 
In all, 22 of the 23 XCPs deployed firom the Aranda returned usable data. The 
survey consisted of two sections across (D and E) and one along (J) the path of the 
overflow, as well as two additional profiles at the sill (Figure 3.1). The probes were 
deployed immediately before or immediately after CTD stations to allow comparisons 
between the velocity, temperature, salinity and density profiles. Section D was oc- 
cupied first, moving offshore, followed by section J up the axis of the overflow and, 
finally, section E, also in the offshore direction. Sections D and E were separated 
by approximately 115 km in space and 40 hours in time. Repeated stations at the 
crossing points of the sections and at the sill give a hint as to the importance of time- 
variability, which can be considerable. 
The fact that section J was occupied in the upstream direction implies that the 
wavelength of propagating features will be shortened by a ratio of: 
Observed 1 
Ajriginal        ^ "*" ^ 
(3.1) 
V, 
where Vp is the feature's propagation speed and Vg is the ship speed in the opposite 
direction. For example, with an upstream progress of 1.5-2 ms~^, as applicable to 
J, a 100 km feature propagating at 0.5 ms~^ will shrink to 75-80 km in length. This 
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complication in interpretation becomes more difficult as the effective ship speed be- 
comes comparable to or slower than the propagation speed, and especially difficult 
when the survey moves in the same direction as the flow. 
The velocity measurements were refCTenced to the shipboard ADCP. However, 
since the quality of GPS and ADCP data was not quite as good as on the later Pb- 
seidon cruise, and since the survey was not done while continuously underway, the 
ADCP profile used for comparison to the XCP was the average of the absolute veloc- 
ity over the time on station. In addition, a linear fit to the change over time of the 
average reference layer velocity (100-250 m) has been used to correct for the tem- 
poral separation between the XCP profile and the on-station measurements. This 
correction was rarely more than 0.05 ms~^ and, given the remaining ambiguities in 
referencing choices, produces a final velocity accuracy of 0.02 m s"^ or better. 
3.3   Summary of Data 
Contoured sections of temperature, salinity, density and velocity perpendicular to and 
parallel to each line are shown in Appendix B. T, S and v sections from the Aranda 
are also shown in Figure 3.3. They reveal the basic character of the DSO as a cold, 
dense layer flowing to the southwest beneath an interior of warm and salty Atlantic 
water (AW). Figure 3.4 illustrates the contrast between the AW and DSOW with a 
compilation of temperature profiles from the 22 XCPs, plotted over the envelope of 
temperature data Scorn, the OVERFLOW '73 (073) expedition, the most comprehen- 
sive STirvey of the DSO to date. 
At all depths below 200 m or so, water north of the sill is colder and denser than 
water at the same level south of the silL The two XCPs at the sill span the range 
of available temperatures and provide the starting point for the descending overflow, 
which shows up as anomalotisly cold near-bottom water in the stations south of the 
sill. The speed, of this bottom layer ranges firom 0.3 ms~^ to lms~^ and the thickness 
firom 40 m to 400 m. Many of the largest overflow speeds and layer thicknesses were 
seen in conjunction with an overlying salinity minimum, indicating the presence of 
polar intermediate water (PIW, sometimes called upper Arctic intermediate water), 
distinct firom the Arctic intermediate water (AIW) and Norwegian Sea deep water 
(NSW) which make up the bulk of the overflow.  These three water types, shown 
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Figure 3.3: Temperature, salinity and velodly sections from the Aranda (locations shown 
in Figure 3.1). Sections D and E are shown looking to the northeast (upstream). Section J is 
shown looking to the northwest (towards Greenland). 
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Figure 3.4: Temperature profiles fi:t)in iheAranda CTD (red and green) along with data firom 
the OVERFLOW 73 (073) experiment (blue and magenta). The 073 stations are split into 
those in the northern and southern basins (see inset for locations). The position of the CTD 
profiles relative to the envelope of the 073 data appears to show that the upper intermediate 
depths (200-800 m) have warmed between 1973 and 1997. 
in Figure 3.5 and known collectively as DSOW, give an interior stratification to the 
overflow which may act to inhibit mixing between its denser parts and the overlying 
Atlantic water, as suggested hy Rudels et al. [1999a]. 
In fact, examples of overflow layers without the PIW or NSW components can be 
found south of the sill, as can various mixtures of the three water types. It is not 
immediately obvious, however, whether this is due to varying composition at the sill 
or to varying mixing and interleaving processes occurring during the plume's descent. 
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Figure 3.5: Temperature-Salinity plot of Aranda CTD data showing water mass character- 
istics of the dense overflow and surrounding waters. The two profiles in green are at the 
Denmark Strait sill, and illustrate the different tjrpe of water (sfiUnity-stratified) found north 
of the Polar Front. The red profiles show the range of water masses present and trace the evo- 
lution of the intermediate salinity minimum layer as it encounters the Atlantic water. The 
three major water types that make up the "overflow water" are labeled. Also included are 
contours of potential density (0-9). In general, all water denser than 27.8 in the vicinity of the 
sill will be considered to be "DSOW." 
Certainly, PIW, AIW and NSW can all be found at the sill, as evidenced by the typical 
structure of the dense water in the two sill stations (in green in Figure 3.5). 
The velocity structure in the sections varies between primarily barotropic and 
baroclinic conditions, with the barotropic character most pronounced in the shallower 
water (generally less than 1000 m, L &, up on the Greenland shelf in section D, closer 
to the sill in section J and all of section E) and the baroclinic structure manifested 
as a bottom-intensified current in the deeper water, sometimes with an overlying 
counter-flow, as over the thick bottom layers in section J and D. Section E, which is 
entirely shallower than 1000 m, has a mostly barotropic structure, with the addition 
of a bottom-intensified jet. A similar structure appears in the last 30 km of section J, 
where it intersects E. In section D, however, the barotropic and baroclinic components 
appear to have split, with a clear progression from almost solely barotropic current 
at the shelf to a two-layer exchange flow at the offshore edge of the deep water. 
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Aranda bottom temperature and velocity at 40m above the bottom 
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Figure 3.6: Vectors indicating the overflow plvune velocity at 40 m above the bottom and firic- 
tion velocity (u.) magnitude and direction for each of the Aranda XCP profiles. Bathymetry 
in meters firom Smith and Sandwell [1997] is shown. 
Many of the profiles show a pronounced veering in their near-bottom velocity 
structure (appearing as an increase in cross-stream velocity approaching the bottom). 
In some cases, the profiles also reveal strong veering above and within the overflow, 
reminiscent of the frictional laboratory flows of Johnson and Ohlsen [1994]. Most 
also resolve part of the turbulent bottom boxmdary layer and can be used to estimate 
parameters of this layer, such as bottom stress. The method for calculating the bot- 
tom stress ftora. a logarithmic fit to the boundary layer velocity profile is described in 
Chapter 6. The distribution of directions and magnitudes of firiction velocity, (u«, pro- 
portional to the square-root of the stress) over the XCP survey is shown in Figure 3.6, 
along with the bottom temperature and velocity 40 m above the bottom. The effect 
of the bottom Ekman layer veering is apparent here, with the u, direction almost al- 
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ways lying opposite and slightly upslope of the 40 m velocity, indicating a downslope 
flow close to the bottom. 
3.4   Interpretation 
The sections appear to have sampled 3 distinct events of increased overflow transport 
(or "pulses" or "boluses"), separated by 2 low-transport periods. All three of the high- 
transport events include thick layers of DSOW (as defined by either the 2°C isotherm 
or the 27.8 kg m~^ isopycnal), an overlying layer of low-salinity water, and strong 
bottom-layer velocities with a substantial downslope component. 
The second event was transected in its entirety by section J, wherein it appears 
as a dome of DSOW between kilometers 20 and 110 (Figure 3.3). The structure of the 
dome is one of gradual increase in thickness on its leading edge followed by a rapid 
cutoff on its trailing edge. The gradual increase appears to occur again between 
kilometers 120 and 145, leading into the moderately thick DSOW layer in section 
E and the beginnings of the third transport event. The first transport event, most 
obvious in the thick DSOW layer spanning section D, reproduces the sharp trailing- 
edge cutoff sometime between the occupation of D and the repeat of station 457 only 
15 hours later as station 461 in section J, at which time the DSOW has vanished 
completely. Interestingly, both of the stations inmiediately following DSOW cutoffs 
(461 and 467) contain warm bottom water flowing upslope, as if in a counter-flow 
of ambient fluid to balance the downward-flowing cold pxilse that has just passed. 
Both stations also contain an increased amount of intermediate water, evident in the 
spreading of the 27.6 and 27.8 kg m~^ isopycnals. This water is also moving upslope 
and appears, firom if s T-S characteristics and reduced stratification, to be derived 
&om similar water found at the same depth ('N'800m) in the center of the Irminger 
Basin, supposed by Rudels et ai [1999a] to have been formed by local wintertime 
convection. 
This pattern of upslope movement of warm water is also evident in Figure 3.6 
(where the warm color green on station 461 at the intersection of D and J indicates the 
second occupation of the station, and is associated with the northwestward velocity 
vector and shorter u« vector). The inflow of ambient water following a transport pulse 
is not unlike the situation that occurs in some niunerical studies of eddy formation 
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in the DSO, in which deep cyclones are seen to wrap overflow water around ambient 
fluid [Jungdaus et al., 2000]. 
It should be noted that an alternative explanation for the dome-like feature in 
section J is that of a meandering jet, which simply happens to intersect section J 
in such a way as to appear to thicken and thin. Although this interpretation is not 
inconsistent with the meandering character of the near-bottom velocity (Figure 3.6), 
it seems implausible in light of the width of the thick DSOW layers in sections D and 
E. If a hypothetical jet were to meander to such an extent to produce the extremes 
in thickness observed in section J while more-or-less retaining the shapes seen in 
section D and E, it would require excursions of more than 20 km in lateral direction 
and 400 m in height along the slope, which seems quite unlikely, given the strong 
topographic constraints on the overflow's position (see, for example. Section 6.3). The 
occurrence of temporal variability in the form of propagating pulses of overflow water 
is much more consistent with historical observations, although some combination of 
spatial and temporal variability in both thickness and path cannot be ruled out. 
Since only one of the transport events was sampled from beginning to end, we 
have only one estimate of the spacing of such features. The separation of the two 
low-transport periods between the events was about 100 km. Given the Aranda's 
rate of upstream progress at 1.8 ms~^ and a propagation speed of between 0.2 and 
1.0 ms~^ the true spacing coxild be as much as 150 km or as Uttle as 110 km. Deep 
water velocities and eddy propagation speeds (Ch. 5) point towards the upper end of 
this range. 
In addition to the strong bottom-layer plume velocities, section J shows evidence 
of a cyclonic surface eddy, of the sort observed by Bruce [1995], between kilometers 
40 and 140 (see Figure 3.3), both in the low temperature and salinity of the top 50 m 
and in the cross-stream component of velocity in the top 800 m (above the dome in the 
bottom plume). Although the deep layer also has a cyclonic pattern, the upper-layer 
leads slightly. Section D shows a hint of a sinular feature. 
Both of these eddies also show up as cyclonic features in the near-surface velocity 
measured by the shipboard ADCP (Figure 3.7). The section J eddy Garger) appears to 
be centered just upslope of the cruise track, moving southwestward and descending 
over the course of stations 464—467. The ofishore edge of the eddy carries spiral- 
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Figure 3.7: ADCP velocity averaged over the layer 50-150 m below the surface. 
ing cold, fresh EGC surface water in a counter-flow over the thickest overflow layer 
(transport pulse), while the trailing edge of the eddy adds a barotropic component to 
the upslope inflow of warm Atlantic water. 
The section D eddy is weaker and wider, occurring as it does after the overflow 
has spread considerably. Its interpretation is made even more complicated by time 
variability which is most evident in the complete reversal of the flow in the 15 hours 
between the occupations of stations 457 and 461. This reversal is nearly barotropic 
in the cross-slope component, and follows the same pattern as in the section J eddy, 
with downslope (southweird) flow in and above the thick overflow layer of station 457 
followed by a barotropic upslope (northward) inflow of warm water on station 461. 
In the interim between these two situations, the offehore edge of the eddy forms a 
northeastward cotinter-flow above the overflow layer. The progression of the velocity 
vector in the upper layer is, therefore, coxmter-clockwise, as would be expected from 
the passage of a cyclonic eddy north of the cruise track. 
Section D also has surface velocities with an Ekman-hke shear in the southern 
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part.   This may indicate that a wind-driven current is present in addition to the 
overflow-generated events. 
3.5   Hydrograpbic Survey 
Descriptions of the full set of CTD measiirements collected from the Aranda have 
been set forth in the FIMR cruise report and by Rudels et al. [1999a]. These descrip- 
tions provide an important complement to the XCP measurements, setting up the 
larger pictvire of the situation in effect at the time of the cruise. In addition, a few 
other investigators have published results of some relevance to the DSO in 1997. 
3.5.1   Northern Basin 
The sections in the northern basin (northeast of the sill) contained a substirface tem- 
perature maximum of >1°C confined to the Greenland side of the basin. This is the 
AIW core of the water which flows over the sill. 
At the same time, the deep water (<0°C) is banked against the Iceland side of 
the basin, with isopycnal slopes suggesting a deep northeastward flow. This struc- 
ture, shown in Figure 3.8, is present in all of the regular occupations of the northern 
basin (Kogur section) by the Icelandic Marine Research Institute (MRD, as well as 
in the 073 hydrograpbic survey. In seeming contrast, current meter records from 
an ongoing set of Nordic WOCE moorings on the same section indicate that all wa- 
ters over the 800 m isobath on the Iceland slope flow southwestwards, towards the 
sill [Jdnssony 1999]. In order to reconcile these two observations, it is clear that there 
must be a substantial southwestward barotropic flow over the Iceland slope. 
The water on the Icelandic shelf is warm northeastward-flowing Atlantic Water, 
but a substantial amount of mixing occurs across the dividing front, as demonstrated 
by the tracks of surface drifters (Jerome Cuny, personal communication). 
The geostrophic shear acts to retard the outflow velocity near the bottom, and 
it seems possible that the banking of deep water is due at least in part to upslope 
Ekman transport generated by the barotropic pressure gradient. 
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Figure 3.8: Potential density section in the northern basin occupied by the Icelandic Marine 
Research Institute (MRD. This and other sections regularly occupied by the MRI are available 
in cruise reports on their web page at http://www.hafro.is/Sjora/index, htm 
3.5.2   Irminger Basin 
The interior of the Irminger basin (southwest of the sill) contains an 800 m thick layer 
of low-salinity water that Rudels et al. [1999a] suppose originated in deep nuxed 
layers formed the previous winter. They also point out examples of Labrador Sea 
Water and Northeast Atlantic Deep Water in the deep interior and Iceland side of the 
basin, respectively. These waters are not encountered in sections D, E or J. 
3.5.3   Sill Repeats 
The section across the Denmark Strait siU was occupied three times dturing the two 
legs of the cruise, with very different situations observed each time. During the first 
occupation, the siU was dominated by the Arctic waters, including a thick layer of 
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dense water and overlsdng cold and fresh waters. The second occupation saw the op- 
posite situation, with Atlantic waters dominating and a much thinner layer of over- 
flow water confined to the Greenland side of the sill. On the third occupation, both 
Arctic and Atlantic waters were present, with a substantial amount of interleaving 
between the two. 
My section E was occupied approximately 1 full day before the first of these sill sec- 
tions, leaving a great deal of uncertainty as to the relationship between the growing 
transport pulse observed in E and the large overflow at the first sill section. Given the 
distance (65 km) and time separating section E and the sill measurements, it seems 
likely that the large overflow observed was the following transport event, and not the 
one observed at E. In fact, a rough estimate using a 130 km spacing from section J 
together with a propagation speed of 0.6 ms" ^ (derived from satellite imagery in Ch. 
5) suggests that the next transport pulse will appear at the sill about 1.25 days after 
section E. 
An important difference, according to Rudels et al. [1999a], between the sill oc- 
cupations is the lack of the overlying low-salinity water (PIW) during the Atlantic- 
dominated case. This, then puts the AW in direct contact with the denser part of 
the overflow, allowing for direct entrainment. They claim that this situation is con- 
trolled by density at which the Atlemtic and Arctic waters intersect, as well as by the 
amount and density of PIW present. While it is not clear what produces the varia- 
tions in PIW, Rudels et al. [1999al argue that the presence or absence of PIW is a 
determining factor in the amount and character of mixing permitted in the overflow's 
descent. 
3.6   Other observations 
Two other significant reports appeared in 1997 of events occurring further down- 
stream in the overflow plume along the Greenland coast. While the delay time be- 
tween the Denmeirk Strait sill and these downstream locations is not known for cer- 
tain, these reports must be kept in mind when viewing our near-sill observations in 
a larger context. 
McCartney et al. [1998] reported an increase in the transport of the deep bound- 
ary current along the southeast coast of Greenltmd between sections occupied in 1996 
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£ind 1997 and speculated that this might be related to chsmges in the North Atlantic 
oscillation (NAO). The estimates from geostrophic velocities referenced to a 1000 m 
level of no motion and to the near-surface ADCP velocity both give a factor of two in- 
crease in dense water transport. A number of processes unrelated to the DSO could be 
responsible for this increase, including aliasing of short-term variability, an increase 
in subpolar water content of the boundary current, or an increase in the overflows 
east of Iceland. However, there is a very real possibility that a similar change in the 
Denmark Strait was involved. 
Dickson et al. [1999] find no evidence for significant interannued overflow veui- 
ability in a set of long-term current meter and inverted echo-sounder records on the 
Greenland slope. However, these records do support the idea of short-term atmo- 
spheric changes propagating through the boundary current, as shown by a brief (~ 10 
days) thinning and warming of the overflow plume in eeirly 1997. While the evidence 
from this record (and from the temperature record from the Denmark Strait sill also 
presented by Dickson et al. [19991) for persistent long-term changes is inconclusive, 
the records do emphasize that significant short-term variability is present even as far 
as 500 km downstream. 
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Chapter 4 
POSEIDON EXPERIMENT 
In order to better characterize the structure and evolution of the DSO, we con- 
ducted £in extensive survey from the F/S Poseidon in September of 1998, using pri- 
marily expendable instruments to maximize synopticity. Some of the results from 
this survey have appeared in a poster at the WOCE North Atlantic workshop [Girton 
et aL, 2000] and in GiHon et al. [2001]. 
4.1    Cruise 
The cruise was the third of Prof Rolf Kase's set of surveys of the Denmark Strait 
in three consecutive years as part of the German SFB-460 program (subproject Al— 
Overflow and Mixing Processes in the Irminger Sea). A group from APL (Tom Ssin- 
ford, John Dunlap and I) were invited along to conduct our high-resolution survey 
with expendables while the remainder of the time was to be dedicated to a regional 
CTD survey 
As it turned out, the CTD survey was not as extensive as hoped, while the ex- 
pendable survey underwent substantial modification. A continual sequence of low- 
pressure weather systems brought strong winds and Isirge waves, leading to difficult 
working conditions. During several extended periods, the Poseidon experienced wind- 
speeds of over 20 m s~ ^ (Figure 4.1), leading to the cessation of scientific activity, while 
at other times, wind and wave directions severely Umited the available speeds and 
headings that the ship could hold. Fortvmately, even when the winds and sea state 
made cable-lowered CTD operations impossible, we were often still able to launch the 
expendable probes from the 01 level and continue our survey, albeit at a slower pace 
due to the difficvdty of maintaining headway. The result was that much less time was 
lost to the bad weather than would have been the case with a purely conventional 
CTD survey and the net data return was only slightly lower than originally intended. 
Also shown in Figure 4.1 are several other variables recorded by the Poseidon's 
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Figure 4.1: Environmental variables recorded during ibseidon 244. 
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PCLOG system. The sea-surface temperature (SST) and salinity (SSS) records show 
that the region is characterized by a strong front, leading to periods of very rapid 
SST and SSS change, interspersed with only gradual variability. The depth record 
points out the times that the Poseidon was over the Greenland continental shel^ and 
when it was in the deeper waters of the Irminger Basin. Unfortunately, the baromet- 
ric pressure reading exhibited some rather strange behavior, and so it probably not 
trustworthy. 
4^   Survey 
The main goals of the survey were to: 1) estimate the transport through several 
sections, 2) map the dynamical properties of the overflow plvmie, including Froude 
number and bottom stress, 3) determine the upstream condition for hydraulic con- 
siderations and 4) characterize the velocity and watermass structure of one or more 
surface eddies. The eventual pattern and timing of expendable current profiler (XCP) 
stations (shown in Figure 4.2) reflects these goals, but was also heavily influenced by 
weather conditions. In the end, repeat sections were run at the Denmark Strait sill 
(tl u, t2u, t3u) and at the southwestern boundary of the survey region (tl d, t2d, t3d). 
The central along-stream section, which had been intended to be repeated several 
times, was run only twice—once only halfway with CTD (init) before being cut short 
by rough weather and once with XCP and XCTD (aol). Finally, a number of cross- 
stream sections (xol -xo9) were run in sequence to give a synoptic picture of various 
quantities, from the siuface to the bottom, and two sections northeast of the sill (nbl, 
nb2) were also occupied. 
4M   Summary of Data 
Contoured sections of temperature, salinity, density and velocity perpendicular to 
and parallel to each line are shown in Appendix B and labeled with the section name 
and the station numbers included. Because of the substantial overlap and repeti- 
tion within the cruise track, the description of the sections will be divided into three 
separate segmoits here designated Parts I, II and III (see Table 4.1, showing times 
and stations in each part).  Breaking the cruise up in this way allows plotting of 
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Figure 4.2: Locations of expendable Current Profiler (XCP) drops doling Poseidon 244 color- 
coded by time elapsed after the first drop at 0558 UT on September 15, 1998. Note that the 
sill section cmd a few other stations contain overlapping symbols, which may be difScuIt to 
identify. Stations without XCPs are also shown as small dots. The inset shows the location of 
the survey in the Denmark Strait, between Greenland and Iceland. 
data records with minimal overlap and also aids differentiation between spatial and 
temporal changes. 
The surface temperature records for all 3 parts are shown in Figure 4.3. The most 
apparent feature is the varjring position of the temperature front, also evident in 
the satellite AVHRR images of Chapter 7. This frt)nt plays an important role in the 
visualization of cyclonic eddies as described by Bruce [1995], and will be referenced 
in the following narrative: 
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Figure 4.3:  Continuoiisly-recorded sea-surface temperature from the Poseidon's thermo- 
salinigraph (TSG). Parts 1,11 and m of the cruise. 
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Table 4.1: Station numbers and times used to divide Poseidon 244 cruise up into 3 parts. 
Stations Time Interval XCP Profiles 
Parti 
Partn 
Part in 
452-476 9/141200-9/19 0800 4101-4118 
477-519 9/19 0800-9/22 2100 4119-^156 
520-586   9/22 2100-9/30 0000     4157-4210 
4.3.1   Parti 
Sections: tld. gsl. init tla sill 
Near-smface and near-bottom velocities and temperatures irova. those stations in- 
cluding XCPs are shown in Figures 4.4 and 4.5. 
Part I Velocity at lOOm below surface, Temp at surface 
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Figure 4.4: Near-surface temperature and velocity mesisurements from XCFs during Part I 
of the cruise. 
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Part I Velocity at lOOm above bottom. Tamp at Om 
Figure 4.5: Near-bottom temperature and velocity measurements from XCPs during Part I 
of the cruise. 
The overflow layer in section tl d, the first of the cruise, was relatively thin and 
fast (O.S-O.Tms"*^ in the narrow core), as well as stratified in the cross-slope direc- 
tion. At the end of the section, on the Greenland shelfl appeared a strong along-shelf 
barotropic flow of 0.7 m s~S but the water was all quite warm (this persisted through- 
out the temperature profiles of section gsl and also appears in the thermosalinigraph 
(TSG) record shown in Figure 4.3) indicating that the EGC must he fiirther on-shel£ 
As we began the first along-axis section (Init) with CTD stations only, the overflow 
layer thickened to over 400 m (including a cap of low-salinity PIW), then suddenly 
disappeared. The shape was very similar to the dome of overflow water observed in 
section J of the AnzTufa survey. Velocity information was not available for this section, 
and no sign of the cold water appeared in the TSG. At this point, the weather had 
deteriorated to the point that CTD operations had to be suspended, and the Poseidon 
moved to the Greenland shel^ hoping to find calmer seas. Once there, conditions were 
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suitable to begin section t1 u, which showed a very thick layer of dense water but very 
weak outflow (only 0-0.3 ms~S and almost entirely barotropic). Near the center of 
the channel, the dense water ended in a steep (at our station resolution) front with 
very strong shear between the deep outflow and rapidly-inflowing (0.5 ms"^) upper 
layer of Atlantic water. Unfortunately, the maximum speed of the outflow was not 
measured due to the breaking of the XCP wire in the excessive shear! In addition, 
surface weather conditions prevented the continuation of the section towards Iceland. 
Instead, a short perpendicular section with expendables (sill) was made across the 
thickest part of the dense layer, showing a puzzling alternation of thick and thin 
overflow layers, warm and cold surface water and strong velocity angled towards the 
Greenland shelf. After this, the weather shut us down entirely for almost two days 
and we ran before the storm, ending where Part 11 begins at 64.3''N, 30.5°W. 
4.3.2   Part II 
Sections: xoO, aol. xol, xoZ t2u. nbl, nb2 
Near-surface and near-bottom velocities and temperatures from those stations in- 
cluding XCPs are shown in Figures 4.6 and 4.7. 
Once the wind and waves had calmed stif&ciently to allow sampling to resume, 
we made a section (xoO) and another run at the along-axis section (aol), beginning 
almost immediately with a 500 m thick overflow layer, cold surface water, lots of in- 
termediate low-S water and velocities up to 0.9 ms~^! Within a few stations, this 
thick layer had again vanished, to be replaced with a thin (100m), fast (>0.9ms~^) 
overflow, extending more than 50 km without substantial thickening. Much of this 
thin layer is directed strongly downslope with the overljring water sharing a similar 
cross-isobath component (rather than a counter flow). Near the end of section QOl 
the overflow thickened to about 200 m and began to show signs of a PIW layer. 
To verify that the section had not simply bypassed the thick overflow, we ran a 
section across the slope (xol) before continuing. This showed much the same struc- 
ture (thin and fast) persisting high onto the Greenland shel^ with no barotropic shelf 
current (and in fact, some upper-layer warm return flow at the shelf break). Not until 
the diagonal approach to the sill (xo2) do the thick overflow and cold surface water 
return, increasing to both a thick dense layer and a strong, narrow barotropic outflow 
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Figure 4.6: Same as Figure 4.4, Part n. 
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Figure 4.7: Same as Figure 4.5, Part n. 
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at the sill (t2u). 
After this second occupation of the sill section, we moved to two sections northeast 
of the sill (nbl,nb2), using mostly CTD-only stations to characterize the upstream 
conditions for the overflow, nbl contains a number of interleaving isopycnal lay- 
ers in the water lighter than 27.8kgm"^. On nbl the ADCP shows southwestward 
outflow on the Greenland shelfbreak (barotropic) and the XCPs on nb2 show bottom- 
intensified outflow on the Iceland slope (up to 0.9 ms"^). If s likely that this bottom 
water continues southwestward on nbl, but below the range of the ADCP. In addi- 
tion, the stronger tides in the upstream basin probably contribute to the barotropic 
variability. 
Part III Velocity at 100m below surface. Temp at surface 
■ 6 
-28 
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Figure 4.8: Same as Figure 4.4, Part m. 
4.3.3   Partni 
Sections: t3a xo3, xo4, xo5, xo6. xo7. xo8, xo9, dse, t2d. gs2, t3d 
Near-surface and near-bottom velocities and temperatures fix)m those stations in- 
cluding XCPs are shown in Figures 4.8 and 4.9. 
93 
66J 
Part III Velocity at 100m above bottom. Temp at Om 
-25 
Figure 4.9: Same as Figure 4.5, Part in. 
This final segment of the cruise consisted of a succession of sections across the 
overflow progressing downstream as quickly as weather conditions would permit. 
The irregular orientations of these sections came about, in large part, due to the 
ship's inability to proceed on certain headings. The first eight of the sections all con- 
tained thick and fast overflow layers and the first five showed the cold water fi:t)nt 
at the surface extending almost as far offshore as the 1000 m isobath. Over the 
course of the sequence, there was a general transition from mostly barotropic fiow 
close to the sill to barodinic exchange or bottom-intensified fiow downstream (plus a 
barotropic current at or near the shelf break). In many of the sections, this produced 
a qrclonic circulation in the upper layer above the deep overflow. t3u had some of 
the strongest horizontal shear observed in the cruise, with a transition firom a north- 
eastward 0.35 m s~^ upper-layer inflow to a southwestward barotropic 1 m s~^ outflow 
over the 12 km between stations 521 and 522. A constant velocity gradient between 
the two would result in a vortidty of 0.85/. Even larger horizontal shear of just over 
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/ appeared in xo4 in an almost purely barotropic exchange. 
The cross-isobath flow in this sequence appeared somewhat similar to that ob- 
served over the transport pulse in section J of the previous summer. Onshore (to- 
wards Greenland) flow in the upper layers of xo3 and xo4 together with offshore flow 
over the fiill water column in xo5 reinforces the impression of cyclonic circulation. 
Subsequent sections (xo6, xo7, xo8, xo9) showed a greater amount of downslope 
component in the near-bottom velocity with less overlying flow but continued to con- 
tain thick (200 m+) and fast (0.9 m s~^) overflow layers. 
After a couple of stations in the interior of the Irminger Basin (dse), we returned 
to near the location of the first section, now t2cl, only to find that the overflow layer 
had thinned dramatically and slowed. This was accompanied by a thickening of the 
layer between the 27.6 and 27.8 kg m"' isopycnals. Continuing the section up onto 
the Greenland shelf, we encoimtered the cold surface firont between 15 and 20 km 
shoreward of the shelfljreak (gs2). The last section across the slope, t3d, showed 
some thickening in the overflow layer, but was otherwise similar to t2d. 
4.4   Interpretation 
Although sampled with very difTerent degrees of thoroughness, there do appear to 
have been 5 distinct transport events/pulses/eddies transected over the course of the 
cruise. The characteristics observed during the Aranda cruise are also evident here. 
These characteristics include thick, fast overflow layers capped by low-S water (PIW), 
gradual buildup on the leading edge followed by rapid cutoff on the trailing edge, a 
downslope velocity component in the bottom layer and an upslope velocity component 
in the warm water following the cutoff Many (but not all) of the events £dso occur 
below a layer of cold STirface water indicating an offshore excursion of or detachment 
fix)m the cold front. 
Both Part I and Part n, progressing upstream, crossed two eddies. Each leg began 
with thick bottom layers early in its approach (100-150 km firom the silL), sudden cut- 
offs followed by warm upslope upper-layer flow and then large flows and cold surface 
water close to the sill. While the near-sill eddy in Part I is much more difflcult to 
diagnose for certain, the midtiple crossings of the cold surface firont, together with 
the thick bottom layers acljacent to the sill in sill make it seem likely that a forming 
eddy was present. 
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Figure 4.10: E£fective downstream ship speed computed from the sepai-ation in space and 
time of consecutive sections in Part III. 
The fifth eddy/pulse, heavily surveyed in Part III, is clearly present but somewhat 
difficult to piece together due to uncertainty in the relative speeds of the Poseidon 
and the propagating pulse itself. The Poseidon's effective downstream speed (calcu- 
lated from the separation in space and time of the center station in each consecutive 
section) is shown in Figure 4.10. Due to the large changes in downstream speed, the 
various sections across the overflow probably move edtemately forward and backward 
relative to the progressing wavefront of the pulse. Since the rapid trailing edge cutoff 
occurs in section t2d, the pulse must be moving at least faster than 0.3 ms~^ at this 
point. By looking at the successive pairs of sections for which the downstream speed 
was greatest (i. e, t2cl-xo3, xo4-xo5 and xo6-xo7-xo8), it is possible to construct a 
sequence of snapshots of the evolving plume. From this perspective, the plimie does, 
indeed, thin on the leading edge (and then thicken again as the subsequent longer 
gap in time enables it to "catch up"). If correct, this interpretation suggests that the 
propagation speed begins in the range 1-1.5 ms~^ at xo4 and slows to 0.5—lms~^ by 
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xo9. 
When viewed in sequence, sections xo5-xo9 appear to have been occupied at very 
close to the downstream speed of the bottom pulse. The combination of along-section 
velocity and density forms a coherent picture of downslope flow and bottom layer 
slumping, beginning with offshore velocity in the deep layer high on the shelf followed 
by a thickening of the layer and downslope propagation. Even if not truly Lagrangian, 
this sequence does give an intriguing insight into the downstream evolution of the 
deep plume. 
The repeated sections at emd near the sill, despite large differences in layer thick- 
ness and velocity, do have a certain similarity. The presence of a barotropic jet above 
the dense deep layer, as well as strong lateral shear and a nearly vertical front sep- 
arating the outflow from the Atlantic water on the south-eastern side of the strait, 
are clesirly ubiquitous features of this part of the overflow. The jet, at least, has been 
previously observed in near-surface currents [Fristedt et al., 1999]. 
Although not well-sampled by XCPs, the situation in the northern basin (nb 1, nb2) 
also reinforces previous observations. The banking of dense water against the Iceland 
side was interpreted as a recirculating northeastward flow by Rudels et al. [1999a], 
but the few XCPs show that this water is moving southwestward, towsirds the sill. 
The Icelandic current meters in this region also indicate southward flow at all lev- 
els [Jdnsson, 1999]. The reason for the banking is unclear, however, since it leads to a 
geostrophic shear that decreases the velocity approaching the bottom. Could this be 
a frictional affect similar to the "slippery boxmdary layer" of MacCready and Rhines 
[1993], pushing the deep water upslope in an Ekman layer? Or could it be a result of 
the approaching flow's attempt to preserve its potential vorticity? 
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Chapter 5 
TRANSPORT AND VARIABILITY 
Often, the first question asked about the flow of a current is: "What is the volume 
transport?" This number for the DSO is of use both as a benchmark for the com- 
parison of results from regional numerical models and as a vital northern boundary 
condition for the overturning circulation in large-scale models unable to resolve the 
overflow dynamics. The deep boundary current trsmsport and temperature are also 
crucial for estimates of the meridional heat transport in the Atlemtic sector. For these 
reasons, the DSO transport is the subject of the first paper dealing with results firom 
the Poseidon experiment [Girton et al., 2001). This chapter presents the main results 
firom that paper, including comparisons of our measurements with historical current 
meter records firom the OVERFLOW 73 (073) experiment and with a regional numer- 
ical model by Kdse and Oschlies [20001 (KO). It also discusses the issues of hydraulic 
control, tidal aliasing emd atmospheric pressure forcing. 
5.1   NeaT'Sill Transport 
The hydrodynamic environment at the Denmark Strait sill is extremely complex and 
variable. Nevertheless, as the deepest point on the ridge separating the Iceland Sea 
firom the Irminger Basin, it is a logical point to study the origins of the overflow. I 
have used the seven Poseidon sections nearest the sill (see Figure 5.1) to construct 
estimates of the volume transport of the overflow. Three of these sections cross the 
saddle point (tlu. t2u. t3u), two are at approximately the 073 array location (XOl. 
xo4) and two are oriented diagonally in the intervening region (xoZ xo3). These 
seven were close enough to the sill to provide comparable estimates of overflow trans- 
port before it begins its steep descent into the North Atlantic proper. The velocity 
perpendicular to each section is shown in Figvire 5.2, along with a snapshot for com- 
parison firom the KO numerical model. 
There are a number of different methods for defining DSOW and calculating "over- 
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Figure 5.1: Locations of 1998 XCP/XCTD drops (dots) and 1973 current meters (squares). 
Open arrows are 5-week means of cold {6 < 2°C) water trsmsport from the current meters. 
Solid arrows are dense (.ae > 27.8) water transport from single profiles. Bathymetry in meters 
from the Smith and Sandwell [1997] database is shown. 
flow transport." Hydrographic surveys covering a complete set of chemical tracers 
have specified ranges of oxygen, CFCs and tritium in addition to temperature and 
salinity [Fogelquist et al., 1998], while moored current meter observations have had 
to resort to simply including edl water below a certain temperature [Ross, 1978]. A 
p>opular approach, given the density-driven nature of the flow has been to use den- 
sity as the defining characteristic, but a single density value ignores mixing that may 
occvir during the overflow process. Nevertheless, to provide comparison with prior 
and futtire transport estimates, I have calculated the transport values using both 
temperatxire and density definitions present in the literature. 
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Figure 5.2: {a-g) Seven snapshots of XCP/ADCP velocity (component parallel to outward 
normal to section, shaded in color) and XCTD densily (dashed contours) firom sections in 
Figure 5.1, along with {h) one snapshot firom a numerical model. Greenland lies to the left 
and Iceland to the right. Similar sections are aligned vertically for comparison. Positive 
velocities are directed toward the viewei; t.e., southwestward. (i) (Cumulative transports of 
dense water in each section, including the 7-section mean (dot-dashed) and a 22-day average 
firom the model (dashed). 
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Table 5.1: Transport values from the 7 near-sill sections. 
Section   as > 27.8    9 < 2''C    array-sampled 
tlu 2.3 ± 0.2 4.4 ±0.2 1.5 
xol 1.3 ± 0.2 1.4 ± 0.2 2.0 
xo2 1.6 ± 0.2 1.9 ±0.2 1.0 
t2u 2.7 ± 0.1 3.1 ±0.1 2.6 
t3u 4.8 ± 0.3 5.8 ±0.3 6.2 
xo3 4.2 ± 0.2 5.4 ±0.3 4.1 
xo4 1.9 ± 0.1 4.6 ±0.3 3.0 
mean 2.7 3.8 2.9 
median 2.3 4.4 2.6 
=*- 
±0.6 ±0.8 ±0.8 
All values are in Sverdrups (iSv = 10* m^ s"^). Error estimates include the effects of inter- 
polation/extrapolation choices, instrumental errors and ADCP mounting angle uncertainty, 
representing the authors' best attempts to gauge the ±1(7 (67% confidence) level of each syn- 
optic transport measiirement. Array-sampled values are the effective current meter trans- 
ports of 9 < 2''C water estimated by subsampling the measured sections at the equivalent 
depths and distances of the 073 array, as described in Section 5.3. 
The most commonly-used criteria have been ag > 27.8 (where ae + 1000 equals 
density in kgm-^) \Pickson and Brown, 1994] and 6 < 2''C \JRoss, 1984]. Table 5.1 
reports the transports through each section in Figure 5.2, computed using these two 
criteria. (Alternatively, using 9 <3°C [Saunders, 2000], the mean and median trans- 
ports come out to 4.0 Sv and 4.3 Sv, respectively.) The largest contributors to the error 
estimates shown in Table 5.1 are uncertainty in interpolation in near-bottom regions 
between profiles of differing depth and extrapolation beyond the ends of sections. In 
only a few cases do the contributions from random instrumental (XCP, ADCP, GPS) 
errors make a noticeable difference in the error estimates. Uncertainty in the mean 
transport is clearly due more to natural variability than to either interpolation or 
measurement errors. I estimate this uncertainty on the last row of Table 5.1 by as- 
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suming a steady variability equal to the standard deviation of our measiurements and 
an estimated 5 degrees of freedom, resulting firam the close temporal spacing of some 
of our 7 sections relative to the integral timescale of 10 hours present in the 073 data. 
Interestingly, the highly barotropic nature of the flow implies that a great deal of 
the overflow transport could be estimated using only measurements of near-siirface 
velocities and a knowledge of the depth of the surface delimiting DSOW. In fact, over 
80% of the flill-water-column measured transport in our 7 sections can be accounted 
for in this way. Since a number of hydrographic surveys have been made in the sill 
region firom ships equipped with ADCP instruments, a larger database of transport 
estimates could be constructed in this manner. It woTild not be possible, however, to 
do this further downstream along the Greenland slope, once the overflow has begun 
its rapid descent. In addition to the greater water depth and smaller fraction covered 
by the ADCP, the flow becomes more bottom-intensified in this region, making the 
barotropic component relatively less important. 
5^   Historical Variability 
Since 7 samples is a small set of measurements on which to base statements about 
DSOW transport, I have re-examined the original 5-week current meter records from 
073 (Ross, 1998, personal commimication). A timeseries of hourly transport mea- 
surements, calculated in the same manner as Ross [1984] from the temperature and 
velocity records (with the exception of the tidal filtering, as I want to compare the re- 
sults with oxir instantaneous measurements), is shown in Figure 5.3, along with the 
velocity records themselves. Transport values range from 0.2-8.5 Sv, with the dom- 
inant pattern being a series of high-transport episodes occurring at intervals of 2- 
5 days. The distribution of values shown in the upper panel of Figure 5.4 is a skewed 
one with the majority of values clustered near a peak between 1 and 2 Sv but also a 
substantial fraction of values in the high-end "tail." This results in a lower median 
(2.2 Sv) than mean (2.8 Sv), and a large standard deviation (1.9 Sv). De-tiding the 
temperature and velocity records with a 13-hour filter before calculating transport 
reduces the mean to 2.6 Sv, indicating a certain degree of tidal contribution through 
a layer velocity/thickness correlation. Tides are present in the velocity records but do 
not make up a large part of the variance, as will be discussed later in this chapter. 
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Figure 5.3: Tbp panel: Timeseries of transport of water colder than 2°C firom 073 current 
meters. Negative values indicate flow to the southwest (towards 250°T). Other panels: Time- 
series of velodly normal to the 073 array at each current meter. Blue indicates water colder 
than 2°C. Meters are labeled with the mooring number (1—4, where 1 is on the Greenland 
shelf) and instrument depth so that, e.g., 4-831 is at 831 m depth on mooring 4. 
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Figure 5.4: Transport distributions for 9 < 2°C from a) Ross cxirrent meters and b) KO 
model. 
5.3   SubsampUng 
In order to compare our measurements and 073, I performed two subsampling ex- 
ercises. The first was to use observations at the same spacings and heights off 
the bottom as the 073 array instruments to estimate an "array-sampled" version 
of 0 < 2°C transport in each of our velocity and temperature sections. The resulting 
transports are shown in the rightmost colimin of Table 5.1. Although some subjectiv- 
ity exists in the choice of interpolation points iJong sections that were not congruent 
with the original array location, the array-sampled positions on those sections not 
lying close to the 073 eirray were chosen by projection along topography (the 400 m 
isobath in particular) as reahstically as possible. The cumulative probability dis- 
tribution of these array-sampled values (Figure 5.5) Hes almost on top of that firom 
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Figure 5.5: Cumulative probability distribution functions for 073 current meter transports 
(solid), array-sampled 6 <2°C transports from the 7 near-sill Poseidon sections (dashed), and 
numericed model transports (dotted). 
the 073 array, with the Kolmogorov-Smimov (K-S) test [Press et ai, 1995] finding 
the two distributions to be indistinguishable (null hypothesis) to the 99% confidence 
level. Perhaps fortuitously, the mean of the array-sampled values in Table 5.1 also 
falls very close to the mean of the ae > 27.8 values, indicating that the 073 array 
transport may, in fact, be a good proxy for the dense water 
The second exercise repeatedly picked 7 values at random from the 073 transport 
timeseries to construct probability distributions for the 7-sample maximum, mini- 
mum, meem, median and standard deviation. I found that each of these statistics 
from the array-sampled values fell within a ±lcr (67%) probability range fi:om the 073 
distribution. This, along with the K-S test mentioned above, shows that our measure- 
ments are comparable in magnitude and variability to the transport observed during 
the 073 period. 
5.4   Model Comparison 
Because our observations are snapshots of a variable phenomenon, I have collabo- 
rated with Rolf Kase on a numerical process model with realistic topography and 
parameters appropriate to the DSO. The sigma-coordinate model described by KO is 
configured in both "source-driven" and "dambreak" scenarios. 
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In the source-driven case, described in KO, the model initially contains only warm 
(S'C) water everywhere. Then the source basin of the model receives a constant input 
of CC water near the bottom and em equal transport of warm water is removed &t)m 
the upper layer. After about 30 days, the source basin fills with cold water to a level 
where cold water spills over the sill into the receiving basin. This induces an equtd 
transport of receiving basin water into the source beisin as a sheillow compensating 
flow. More than a month after the cold water first spills over the sill and before it 
reaches the end of the receiving basin, the model exhibits many of the principal char- 
acteristics of the observations, including considerable veiriability superposed on the 
mean flow. The variability consists of strong barotropic eddies which occasionally in- 
terrupt the overflow. The tremsport histogram in the lower panel of Figure 5.4 shows 
a similar distribution to that in the 073 current meters, but with a more prominently 
bimodal character and a smaller high-end tail. 
In the dambreak case, tuned to match parameters observed in the summer of 
1998, light {a = 27.55 kgm~^) water fills the southern basin and overlies a denser 
(a = 28.03 kgm~^) layer in the northern basin. Once the model run begins, an ex- 
change flow is set up with interface height and transport varjring nearly as predicted 
by the steady theory. Since the reservoir is finite the exchange decreases with time 
as the interface height is lowered, and the northern basin is filled with lighter water 
at the top. The mean transport at the sill of water denser than o- = 27.79 kgm~^is 
2.9 Sv. 
A snapshot of the model's flow and density structure at the sill (Figure 5.2, panel h) 
contains many of the features present in our observations including a sloping density 
interface, dominantly barotropic velocity structure with some bottom intensification, 
and redrculations on both sides of the outflowing jet. The model's mean cxmiulative 
transport function, shown by the dashed line in Figure 5.2 (panel i), Ues very close 
to the mean transport firom^ our seven sections. This agreement, despite the model's 
closed-basin geometry and lack of surface forcing, indicates the degree to which the 
overflow represents a purely source-driven flow, controlled by topography. 
The model and observations indicate the significant transition firom barotropic 
flow over the siU to predominantly baroclinic fiirther down the slope. Also, the impor- 
tance of bottom firiction is captured in the model results. The model uses a Rayleigh- 
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type parameterization for bottom ftiction, r/p = rjU where U is the velocity of the 
bottom layer of the model and rj, is a constant equal to 4.15 x 10""* m s"^ As mentioned 
earUer, the mean and median of this parameterization are in reasonable agreement 
with the observed values of r/p. Note that the Motion increases downstream because 
of two effects. The flow accelerates first as the slope increases in accordance with 
geostrophic influences and second as the bottom falls away. 
5.5   Hydraulic Control 
The geostrophic transport of a dense layer through a constriction wider than the 
baroclinic Rossby radius is limited by hydraulic and potential vorticity constraints to 
a value of 2^, where / is the Coriolis parameter, g' the reduced gravity and h^ is the 
height above the sill of the upstream layer interface [Whitehead, 1998; Killworth and 
MacDonald, 1993]. Using the conditions in the northern basin during the summer 
of 1998 {g' = 4.3 x lO'-'ms"^ and /i„ = 550 m) gives a maximal transport of 4.9Sv. 
Depending on the choice of hydrographic stations used, this estimate could be as high 
as 5.3 Sv, but is certainly at least 50% higher than both the observed and modeled 
transports. 
The discrepancy is probably due to frictional or time-dependent effects, both of 
which are substantially present in the model and in the observed overflow. KO show 
that the model transport reaches the maximal value at times but is often restrained 
by a geostrophic front created by flow recirculation towards Greenland at the sill. 
In addition, estimates of near-bottom shear stress obtziined fi^m XCP profiles which 
reach into the turbulent boundary layer suggest that Motion plays an important role 
in the dynamics of the overflow. Bottom stresses in the sections discussed here range 
from 0.04-6.7 Pa (median of 0.4 Pa), and a comparison with the velocity at a height of 
50 m above the bottom jrields an estimated drag coefficient of 3.1 x 1D~'. These val- 
ues are compairable to those observed in the Mediterranean outflow [Johnson et aL, 
19941, in which it has been shown that both bottom and interfacial stresses are im- 
portant elements of the momentvma balance in the descending plxmie. Pratt's [1986] 
parameter for the relevance of bottom friction in hydraulic flows, ^jj^, (assimiing an 
along-channel approach length, L, of 100 km and layer thickness, H, of 200 m) yields 
a value of 1.5, indicating that frictional forces may be significant. Interestingly, sig- 
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nificant differences in the KO model transports are not found between runs conducted 
using different values of (linear) bottom fiiction, but this may be because the "high" 
value of rj = 4 X 10""* ms"' (corresponding to 0.2 Pa at 0.5 ms~') is still too low. The 
expected influence of bottom friction on transport is not clear, however, and it may 
still be possible to achieve maximal flow in spite of substantial fiiction if geostrophic 
constraints are more important than inertial ones. 
Another possible limiting factor might be the time-dependence of the flow. In 
particular, Pratt [1991] describes the potential for "geostrophic control" to operate 
when the frequency of dominant variability, u, falls within the range 
;»,»(/|^)A-t, (5.1) 
where / is the Coriolis parameter, Ar; is the change in interface height across the 
sill, H is the lower layer thickness, and A is a parameter which depends on the ratio 
of the strait width to Rossby radius (varjring firom about 1-50 as the width of the 
strait veiries from 0.2-10.0 Rossby radii). In the DSO, using typical near-sill values of 
// = A// = 400 m and taking the width of the deepest channel at the sill to be 30 km, 
terms in (5.1) become 
1.3x 10-*s-^ »w»9x IQ-V^ (5.2) 
A typical DSO value of w = 3 x IO~^s~\ corresponding to a period of 2.5 days, falls 
within this range. Hydraulic control may become vedid for frequencies below the 
rightmost term in (5.2), but this is difficult to define reliably because the strait width 
could be as large as the broad 300-400 m-deep shelf between Greenland and Iceland, 
i. e., more than 200 km. This means that geostrophic control could operate to periods 
as long as 60 days. 
Finally, the Denmark Strait contains neither a true 1.5-layer flow nor a 2-layer 
exchange but has elements of each, in addition to a beirotropic component. The slowly- 
inflowing upper layer partially balances the outflow but does not provide a constraint 
to the volume flux since most of the inflow occurs to the southwest of Iceland. Where 
baroclinic shear is substantial, the constraints of geostrophic control may cause the 
inflow to further restrict the outflow. 
In fact, considering the drastic differences between the real flow observed in the 
Denmark Strait and the ideedized flow described by hydravdic theory, it seems re- 
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markable how close the hydraulic prediction does come. Is this pure coincidence or 
are the hydraulic constraints able to operate on the larger scale of the overflow de- 
spite seeming violations in the locsd dynamics? A more detailed accounting for the 
piecewise energy and vorticity budget of the flow may help to answer this question. 
5.6   Tides 
According to both current meter measurements and a finite-element model [LeProuost 
et al., 1994], tides are substantially smaller than the measured velocity fluctuations, 
although not insignific£mt. Due to the correlation between lower layer thickness and 
velocity, the removal of tidal currents from our measurements is probably not desir- 
able, even if it is possible. 
5.6.1   0VERFL0W73 
Tides are evident in the 073 current meters but only a small part of the velocity 
variability in the overflow itself can be attributed to tides. Figure 5.6 shows the M2 
tidal ellipses computed from fitting 8 constituents to the 5-week mooring record. In 
the northern basin, the tides are substantial, reaching 0.25 ms~' and making up by 
f£ir the majority of the signal, while in the £irray of primary interest for this study 
(50 km southwest of the sill) tidal currents are less than hedf that, and only account 
for 2-10% of the total variance in these records. 
5.6.2   FES94 
I have compared the tidal constituents derived from the 073 current meters with the 
barotropic currents from the FES94 tide model LeProvost et al. [1994] interpolated 
to the mooring positions. While the amplitudes of the model tides are similar to the 
tides in the mooring data, the phases of the constituents are substantially different. 
These differences make it unlikely that a meaningful detiding could be performed 
using the model results. 
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Figure 5.6: Amplitude of the M2 tide determined from the 073 mooring data. The largest 
signals are in the northern basin with currents reaching 0.2-0.3 ms~^ while in the central 
overflow array they drop to 0.1 ms~'or less. 
5.7  Atmospheric Pressure 
I have also looked into an additional possible source of velocity veiriance through at- 
mospheric forcing. Ross [19761 saw a hint of this in his data but was not able to make 
sense of the analysis. From an initial look at NCEP reanalysis fields for the period 
of the Poseidon survey, neither a direct atmospheric pressure (inverted barometer) 
driving nor a direct correlation with wind seems likely. The sjmoptic atmospheric 
variability occurs on much longer periods than the velocity fluctuations in the strait. 
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5.8   Conclusions 
My estimate of the mean transport of 2.7 ± 0.6 Sv of dense water through the Den- 
mark Strait, made over a 1-week period, is essentially identical to the 2.9 Sv of cold 
water measured in 1973 [Ross, 19841. In fact, while our measiirements show that 
the 0 < 2°C criterion encompasses a substantied amount of non-overflow water, the 
positioning of the 073 array was able to give a reasonable measiirement of overflow 
transport. Although both the 073 program and our new measurements took place in 
late stunmer and neither was of particularly long duration, the equivedent results do 
add more evidence to support the view of the DSO as an unchanging, hydraulically- 
controUed flow on timescales longer than a few days. This view is supported by 
current meter studies in the DSO to date, both upstream and downstream of the 
sill, which have been imable to identify significant seasoned or interannual variabil- 
ity \Aagaard and Malmberg, 1978; Dickson and Brown, 1994]. 
Recent hydrographic studies of the dense water downstream have brought the 
steady-state into question [Bacon, 1998; McCartney et al., 1998] but are vulnerable 
to errors due to assumptions about geostrophic reference levels. In addition, the 
multi-year changes in atmospheric forcing and convective activity of the Nordic Seas 
discussed by Dickson et al. [1996] sire likely to have some effect on the DSO, and it is 
stirprising that this has not yet been seen. Perhaps the answer lies in the substan- 
tied variety of source waters available to supply the overflow (generated by processes 
in the Arctic Ocean, Greenland Sea, Icelsind Sea and East Greenland Current, see 
Rudels et al. [1999a]), combined with the restraint imposed on the flow by the shoal- 
ing and constriction in the Strait. 
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Chapter 6 
OVERFLOW PATH, MOMENTUM BUDGET AND ENERGETICS 
In this chapter a number of bulk properties of the DSO will be investigated us- 
ing the entire ensemble of sections from both the Poseidon andAranda cruises. This 
ensemble includes 18 cross-sections of overflow velocity and density (described indi- 
vidually in Chapters 3 and 4) extending between the sill and 250 km downstream. 
The hope is that by including data from two separate years and a number of distinct 
passes through the region, a consistent picture can be constructed of both the mean 
properties of the overflow plume and the envelope of variability of these properties. 
In fact, the number, timing and positioning of sections appears to be just sufficient to 
characterize both the high and low-transport overflow regimes and give a reasonable 
picture of downstream trends and envelope variability of certain properties, while the 
detection of other trends is clearly swamped by the large variability. 
6.1   Streamtube Theory 
In it's most basic description, the DSO can be thought of simply as a slab of dense wa- 
ter sliding down the continental slope through a stratified background (Figure 6.1). 
The flow trades the potential energy it possesses through its density anomaly and 
height on the slope for downstream kinetic energy, which is in turn a) used to accel- 
erate ambient fluid entrained into the flow and b) extracted by turbident stresses in 
the bottom boimdary layer. 
Cross-isobath transport and release of available potential energy (APE) are firmly 
linked to the overflow's ability to overcome the constraints of geostrophic balance, 
which tends to prevent APE release. One way for geophysical fluids to release APE 
is through friction, which reduces velocities and resulting Coriolis accelerations. Fig- 
ure 6.2 illustrates how the resTilting balance between downslope gravitational force, 
Coriolis force and retarding friction produces an angled path, with the flow's down- 
ward angle decreasing as slope and densily anomaly decrease through entrainment 
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Figure 6.1: Schematic illustration of the streamtube concept, intended to capture the domi- 
nant physics of bottom density ciirrents and overflows. 
or flow into denser background water or less-steep topography. This simple force bal- 
ance allows the calculation of the rate of plume descent as simply 
dZ ...     TC0S7 
— = -smosm/? = , d^ pfgh (6.1) 
where r is the magnitude of the combined bottom and interfacial stresses and 7 is 
the angle between the stress and velocity vectors. This is the idealized situation 
studied with simplified analytical and numerical "streamtube" models [Smith, 1975; 
Killworth, 1977; Price and Baringer, 1994] and, to a large extent, it is a valid descrip- 
tion of the DSO. Applications to date for the DSO have not looked in any detail at the 
entrainment region that is the focus of this study, but have focused on the steadier 
regions further downstream, where the streamtube assumptions are arguably more 
vaUd. 
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Figure 6.2: Dominant balance offerees on a 1-D slab-like overflow, illustrating how Motion 
allows descent across bathjnnetric contours. Panel c shows how if the stress (r) is applied not 
in the reverse direction to the velocity but at some angle (7), the downslope angle l0) can be 
diminished (see Eq. 6.1). 
6^   Observed Quantities 
In order to investigate a streamtube description of overflow dynamics from real ob- 
servations and sampling patterns, it is necessary to make some compromises. The 
true structure of flow and hydrography involves far more complex patterns than the 
simple one-dimensional properties of the streamtube, so choices in how to average or 
transform the observations into the desired integral quantities for comparison may 
have an impact on the credibility of the model. Figure 6.3 illustrates some of the 
choices and defines the variables used in the following descriptions. 
First of all, I have chosen to define the overflow in terms of densily, including 
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Figure 6.3: Use of a velocity and water properties section to determine streamtube quanti- 
ties. 
all water with o-fl>27.8kgm~^, following Dickson and Brown [1994].^ Fortunately, 
the p profile constructed firom stations in the interior of the Irminger Basin does not 
reach 27.8 kg m~^ until 2000 m depth (essentially the maximvun depth reached by 
the overflow in the survey area), so this appears to be an adequate way to define the 
overflow for determining general characteristics. 
The sections making up our survey were not alwajrs perfectly straight lines and 
were not always perpendicular to the overflow's path. In order to estimate along- 
section distance, then, the station positions have all been projected onto a best-fit 
line for the section. When cross-sectional area is important, the approximate angle, 
9, of this line to the flow path normal has been estimated and used as a scaling factor 
'In the discussions which follow, densi^ (.p) will always refer to potential density referenced to the 
surface, and aa=p —1000. At times it will be convenient to decompose density into a constant mean 
(po), stratified backgroimd (p) and anomaly (p'), as shown in Figure 6.4. 
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Figure 6.4: Decomposition of density into mean, background and anomaly contributions. The 
thin red line is a typical overflow density profile. The thick black line is the mean background 
(p) density profile firom several profiles in deep water either above or beyond the boundaries of 
the overflow water. Gray shading covers the region within 1 standard deviation of the mean. 
(6.2) 
for integrated values. For example, the cross-sectional area of the overflow is 
A = cos 6   I dzdx = cos6      hdx 
where h is then the thickness of the overflow layer, /^^ denotes integration across the 
width of the overflow water and //^ specifies an int^ration over the cross-sectional 
area of the overflow water. In general, most such areal integrations are constructed 
by deriving averages for the overflow water in each profile, along with thickness h, 
and then integrating along the section {^^ dx) using the trapezoidal method. 
The scaling factor 8 is not used when through-section property fluxes are calcu- 
lated, since the integrated velodly perpendicular to the section is independent of 
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angla For example, the volume transport of overflow water is 
Q= ff vdzdx = I vhdx, (6.3) 
where v is the component of velocity perpendicular to the best-fit section line and v is 
the layer mean for a single profile. 
Certain mean qu£m.tities for streamtube comparison can be equivalently derived 
fix)m others, such as an overall velocity 
V = ^J^^ = ^. (6.4) A A 
Many of the results presented in this chapter deal with density-anomaly-weighted 
averages of various properties, which are compared to the constant properties as- 
sumed by the streamtube concept. This approach has been employed using data from 
a survey of the Mediterranean outflow \Baringer and Price, 1997] with considerable 
success. Two of the simplest such quantities to define are the position of the center of 
mass anomaly, 
Sfpfxdzdx 
and the anomaly-weighted bottom-depth, 
-     fJp'Zdzdx Z = ^rf • (6.6) JJf/dzdx 
Some uncertainty arises when the stations did not span both edges of the over- 
flow water. In these cases, I have chosen to extrapolate the overflow water to zero 
thickness at a distance 10 km beyond the end of each section but have also gener- 
ated "error bars" whose lower limit derives from a lack of extrapolation beyond the 
section and whose upper limit would resvdt from a constant-value extrapolation to 
10 km. Large error bars, then, are an attempt to convey the lack of certain knowledge 
of overflow extent, although in most cases the 10 km extrapolation to zero does ap- 
pear to be a reasonable guess, with the error bars generally producing (in my opinion) 
over-estimates of the probable error. 
The calculation of mean quantities presents special problems for those values 
which could tend to disproportionately weight the overflow edges, such as a mean 
thickness. Even more difficult is an estimate of overflow width, since many sections 
did not reach the limit of the overflow water at both ends, while most sections did 
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cover the vast majority of overflow volume. One way around this is through the use 
of a plume "Tialf-width," Wb.5, defined such that 
{i. e, the middle 50% of the mass anomaly is contained within a width WQ,5). A rea- 
sonable estimate of the mean thickness is then given by 
2 X W^o.5 
6.3   Pathway and Descent 
The geographical distribution of X from all 18 sections is shown in Figure 6.6 (as- 
terisks), along with estimates of Wb.5. Despite the great deal of temporal variability 
in overflow transport, thickness and velocity described in Chapter 5, the mean path 
appears quite stable. Cross-stream variability in X decreases fit)m only 15 km or so 
within the first 50 km of the sill (the region primarily discussed on Ch. 5) to less than 
5 km at the western edge of the domain, just over 220 km from the sill. 
As shown in Figure 6.5, the plume descends relatively slowly at first (during the 
first 50 km from the sill) and then at a more-or-less constant rate of 6 m km"K 
The angled lines in Figure 6.5 show the slope in plume depth vs. distance expected 
firom Equation 6.1, using mean quantities determined at each section (assuming bot- 
tom stress to be the primary contributor to r and applying the measured magnitude 
of Tb in the direction exactly opposite to v—L e., 7 = 0). If rt is permitted to act at 
an angle to v, the restdting rate of descent will be diminished somewhat due to the 
Ekman veering near the bottom of the velocity profile (Figure 6.2). 
While the bottom stresses, and, hence, the expected rates of descent, do vary con- 
siderably from section to section, the plume depth shown in Figure 6.5 is the result 
of the integrated history of descent that the flow has undergone since the sill, and 
so is expected to be substantially smoother than other in-situ properties. This might 
not be the case, however, if the inhomogeneities in r were linked to individual water 
parcels (say, propagating boluses or pulses which carry anomalous water and isolate 
it firom its surroundings). The relative variance in r and depth, then, holds impor- 
tant implications for the phenomenology of the overflow pulses and sets a limit on the 
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Figure 6.5: The descent of the overflow with distance fiom the sill (including sections E 
and D fix)in the Aranda cruise). The red dots show Z, the mass-anomaly-weighted bottom 
depth of the plume (Eq. 6.6) for each section. The thick blue angled lines indicate the rate 
of descent, ^, expected firom a simple balance between buoyancy, Coriolis force and bottom 
stress (Eq. 6.1). The continuous red and blue Unes compare the smoothed Z values and a 
smoothed integration of ^, respectively. 
internal isolation of features. 
6.3.1   Drag Coefficient 
The log-fit determined values of bottom stress can be compared to the absolute speed 
of the water (at 50 m or some other height above the bottom) to estimate a drag co- 
efficient. In aggregate (Figure 6.7), bottom stress estimates yield C7D = 3 x 10~^, in 
good agreement with other studies of oceanographic flows. The chosen height of 50 m 
was intended to be above the boundary layer but still within the overflow water. In 
&ct, due to the frequently large barotropic component of velocity, the mean value of 
Co does not depend strongly on the depth chosen. 
Experiments with a numerical model described ia Kase and Oschlies [2000] (here- 
after KO), as well as earlier results from simpler models \Price and Baringer, 19941, 
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Figure 6.6: Position of overflow center of mass (.X) and half-width (PV0.5) on each of 18 cross- 
sections. Apart from some variability at the sill and early in the descent, the flow follows a 
well-defined path with remarkably little cross-stream scatter. 
have shown, that the pathway of the overflow plume depends strongly on the amount 
of bottom friction used. The model's (linear) drag coefficient that appears to give 
the best agreement with the measured pathway, though, yields a substantiedly lower 
bottom stress value than the median obtained from our observations. 
6.3.2   Slippery Boundary Layers 
Bottom shear stress is often a dominant process retarding deep currents, but its 
importance may be reduced in cases where the near-bottom stratification and topo- 
graphic slope are substantial. As MacCready and Rhines [1993] point out, buoyancy 
transport by the bottom Ekman layer can lead to both a shut-down of the Ekman flow 
120 
.110 
02 04 O-f   ,    2   Ji? ZimU-'^ 1^ 1.4 
Figure 6.7: Best guess at Co from linear fit of u^ vs. UIQ, where uso is the speed 50 m above 
the bottom. 
and a reduction in near-bottom velocities through thermal wind shear. This process 
has the potential to greatly reduce the energy lost to turbulent stresses but may be 
difficult to detect in the DSO. 
For one thing, the interior of the overflow does not appear to be noticeably strat- 
ified in the cross-stream direction, making any interior Ekman flow ineffective in 
producing buoyanQr forces. This same difficulty was noted in a survey of the Deep 
Western Boundary Current at the Blake Outer Ridge (some 6000 km downstream 
of the Denmark Strait) [Stahr and Sanford, 1999]. This appears to point toward a 
substantial difference between the type of boundary layer beneath a plume of anoma- 
lous fluid entering (under its own power) a stratified ocean and the general case of a 
boimdary layer beneath a stratified current (driven by external forces). 
It may still be possible, however, for the stratffication at the upslope edge of the 
pliune to contribute to thermal wind shear, reducing stress and further downslope 
flow at that edge but not at the lower edge. This would contribute to the spreading of 
the plvune, and would also tend to reduce the the entrainment of ambient fluid fix)m 
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the upslope edge. For a given topographic slope a and buoyancy fi^quency N, the 
Ekman transport process can induce a thermal wind shear of, at most \Mcu:Cready 
andRhines,\%%Z], 
^      =^ (6.9) 
which is set up on a timescale, 
Using values observed near the upper edge of the plume of AT^ = 2 x 10"^ s~^ and 
a = 0.04 gives a shear of 0.6 m s~^ over a 100 m layer and a timescale of just over an 
hour. In many cases, the observed shears in the near-bottom region are considerably 
larger than this (see Appendix B), particularly in the presence of the strong barotropic 
currents which tend to dominate the upslope edge of the overflow in the survey region. 
The short timescale does imply, though, that once the shear reduces to a supportable 
magnitude, the adjustment could be quite rapid. 
6.3.3   Other mechanisms for cross-isobath transport 
Another process which can break the geostrophic constraint and allow APE release 
and descent across topography is baroclinic instability. However, the potential for 
Unear instability of the DSO in the region of steep plume descent is limited by the 
magnitude of the slope there [Swaters, 1991]. It may be possible that flow instability 
occurs earlier, over the gradual topography of the siU region. In this case, the inhomo- 
geneities produced near or before the sill could become amplified during the descent 
of the slope. This topic will be addressed further in Chapter 7. 
6.4   Mixing and Momentum 
Compounding the loss of potential energy due to its descent, the pliime's density 
anomaly also undergoes substantial dilution with distance firom the sill. This dilution 
is clearly due to mixing with the surrounding waters, but whether this is through a 
vertical (diapycnal) process at the interface or more through horizontal (isopycnal) 
stirring by eddies is not yet entirely certain. In either case, the addition of non- 
moving ambient flmd acts to reduce the kinetic energy of the flow while conserving 
momentum. This slowing is termed "entrainment stress." 
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Figure 6.8: Evolution of plume density (o?) and density anomaly (//) with distance fin)m 
the sill. The solid red line is firom a smoothing of the points with a 20 km Gaussian window. 
The two green lines in the left-hand panel are from linear fits to the regions before and after 
125 km, and seem to show a significant change in slope. 
If the entrainment process is purely diapycnal, as it must be when the plume 
boundary intersects the bottom, it can be parameterized as an entrainment velocily 
(we), representing a net volume influx into the plume through a combination of verti- 
cal flow across the boundary (in this case, the ae = 27.8 isopycnal) and vertical motion 
of the boundary itself due to turbulent mixing and redistribution of isopycnals.^ 
6.4.1   Density Changes 
Both average density, 
__ JXJp-JL000)d2di 
and density anomaly from the background. 
y _ flAJP - Po - P)dzdx 
^ - fS^dzdx 
(6.11) 
(6.12) 
decrease with distance from the sill (Figure 6.8), with the pf decrease being, of course, 
larger due to the increasing background density as the plume descends. The fact 
that ag itself does decrease, however, points to the additional importance of the en- 
trainment of ambient fluid. Although the background stratification (||) decreases 
'In fact, due to the isopycnal definition of the boundary, this interpretation could cause problems if 
there is substantial mixing between the boundary fluid itself and the background, producing anoma- 
lous fluid "outside" the plume. 
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from 4 X 10-"* kgrn-* to 6 x lO'^ kgrn"'* iN drops from 2 x 10"^ s"^ to 8 x lO"'' s'M 
fairly abruptly at aroimd 1000 m, neither the overflow descent nor the rate of pf de- 
crease appear to change at this point, while the rate of a^ decrease appears to become 
steeper. A simplistic estimate of average entrainment velocity is: 
We = -=^-7ry (6.13) pf   d^ 
where ^ indicates the downstream coordinate, as shown in Figure 6.1. Using the 
slopes shown in Figure 6.8 to estimate ^ for the two regions above and below 1000 m 
(~ 125 km from the sill), combined with mean values of V, H and f/ in each region, 
indicates more than an order of magnitude increase in We froro. 6 x 10"^ ms~^ before 
125 km to 8 x 10"'* ms~'after 125 km. This increase cotild be the result of a decrease 
in bulk Richardson number, _ 
Ri. = ^, (6.14, 
as the plume anomaly decreases (average p' goes fix)m 0.34kgm~^ to 0.14kgm~^) 
and thickness increases (average H goes froxo. 150 m to 240 m). However, the large 
variability in thickness and velocity make the significance of this decrease difficult to 
determine. Estimates from section-averaged quantities do show a larger fraction of 
Rib<l values beyond 125 km from the sill and the mean Rib over the regions before 
and after 125 km are 1.8 and 1.2, respectively. Another possibility is that it is the 
decrease in backgroimd stratification itself which is responsible for this increase in 
entrainment. While the large stratification at the layer interface has been the focus 
of most investigations, the weaker stratification above the interface might have an 
influence on the shape and penetration of the eddies which drive the entrainment. 
Even the lower estimates of w^ above are an order of magnitude higher than val- 
ues estimated from the few existing microstructure measurements in the Denmark 
Strait [Oakey and Elliott, 1980]. Although these measurements were far from com- 
prehensive in coverage, they did estimate vertical diftiisivities (JiTj) residting from 
temperature microstructure and determine that microscale turbulent processes alone 
are insufficient to account for the bulk We estimates of Smith [19751 (which are on the 
order of 10"'* m s"'—smaller than the downstream region of this study). 
In addition to its consequences for overflow mean density, We should have a pro- 
found effect on transport changes resulting firom the inclusion of new water. Fig- 
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Figure 6.9: Dense water transport (Q) vs. distance firom the sill, as measured by all 18 
sections with XCPs (including two from the Aranda) as well as two ctirrent meter arrays 
(labeled as "Hoss" and T)ohm Bank"). Green dashed lines show rates of transport increase 
expected fit)m constant We values of 6 x 10"' ms~' and 8 x 10"'' ms"^ (estimated from Eq. 6.13 
and Fig. 6.8 lines) over widths of 44 km and 32 km (average values of 2 x Ho.s in the regions 
before and ttfter 125 km, respectively). The red curve is from a smoothing of tiie Q values mth 
a 75 km Gaussian filter. 
ure 6.9 shows the through-section transport (Q) of o-e>27.8kgin~^ water on all sec- 
tions, demonstrating that the effect of entrainment may be particularly difficult to 
pick out of the short-term variability present in the measurements. Although the 
integrating effect mentioned above in Section 6.3 should apply to total transport as 
well, the constituent measiirements of velocity (F) and cross-sectional area (A) are 
themselves highly variable (see Figure 6.10). In fact, a substantial fraction of total 
transport may be due to the co-variability of these quantities, casting further doubt 
on the simplified streamtube modeL 
Immediately, complications come to mind due to the fact that the overflow does 
not, in &ct, have only a single velocity and density, and the overlying water is neither 
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Figure 6.10: Variability of plume velocity (V) and cross-sectional area (.-l) over distance from 
the sill. See Equations 6.4 and 6.2 for definitions of these section-averaged quantities. Curves 
show smoothed versions using a 40 km Gaussian window. 
motionless nor tmiform in structure from station to station. However, it is important 
to know how close the reality comes to following these idealized models and whether 
the dominant force balances are as they describe. 
6.4.2   Energy Changes 
As mentioned previously, the energy source for the overflow is the potential energy 
(PE) of the density anomaly due its thickness (internal potential energy—iPE) and 
height on the slope (external potential energy—ePE). Energy terms are calculated as 
follows: 
KE   =   l f polufhdx 2 Jw 
=    55 / P'h' 2   Jw 
= gf P' Jw 
iPE 
ePE 
dx 
hZdx 
(6.15) 
(6.16) 
(6.17) 
Previous studies of oceanic outflows—partictdarly from the Mediterraneem [Johnson 
et al., 1994; Baringer and Price, 1997]—^have suggested that the loss of potential 
energy is primarily due to fractional stresses at the ocean bottom and plume interface. 
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The expected streamtube momentum balance gives 
— (KE + iPE + ePE) = - /" (Tt + r,)dT/. (6.18) 
In terms of their contribution to the along-stream momentum budget, ftictional 
forces applied over the surface of the plume should produce changes in total energy 
with downstream distance. Figure 6.11 shows the total energy (TE = KE + iPE + 
ePE) measured at each section as well as the expected slope (^(TE)) from bottom 
stress measurements alone. While the section-to-section variability makes a defini- 
tive statement difficult, there does appear to be a decrease in TE with distance, pri- 
marily due to the descent of the plume and subsequent loss of ePE. While the mag- 
nitudes of kinetic energy (KE) and iPE terms are substantially smaller than that of 
ePE, there is a hint of an exchange between KE and iPE occurring separately from 
ePE changes. The major sink of ePE appears to be frictional losses. The exception to 
this pattern is clearly the high ePE of the sill sections (tl u, t2u. t3u) which does not 
appear to carry over into the downstream sections. In fact, the sill sections do not 
release all of their APE into the downslope overflow, in part, due to the presence of a 
cross-strait geostrophic flow which holds the dense water back. This same effect has 
been seen in the KO model, with the cross-strait current contributing to both recircu- 
lating flow in the northern basin and to the southwestward-flowing East Greenland 
Current on the shelf. It appears that the intermittency of this front is responsible for 
(or a consequence of) the majority of the variability in the downstream flow. 
Clearly, the streamtube approach is not £in appropriate way to connect observa- 
tions at the sill with those in the overflow downstream. Instead, the less restrictive 
assimiptions of an energy/Zux approach will be considered in Section 6.5. 
6.4.3   Entrainment Stress 
The overflow undergoes substantial modification during the first 100 km of its path 
from the sill. At this stage it is passing through the intermediate depth Labrador Sea 
Water which fills the Irminger Basin between 500 and 1500 m depth, and the influx of 
this water through turbulent entrainment forms an important part of the intermedi- 
ate depth thermohsdine circulation. The tendency for turbulent mixing can be quanti- 
fied by measurements of gradient Richardson number (Rig), which indicates the ten- 
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Figure 6.11: Evolution of energy terms with distance from the sill. Note the exponent in the 
y-axis, with the energy range of the upper two panels a factor of 20 greater than the lower 
two. The sloping lines on upper-left panel indicate rate of energy loss expected from bottom 
friction measurements at each section, as determined from Eq. 6.18 (and neglecting r|). Solid 
curves sire the values smoothed with a 40 km Gaussian window. 
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dency for shear instability to occur at values less than 1/4. In their one-dimensional 
model of oceanic outflows. Price and Baringer [1994] use a bulk Richardson number 
to parameterize entrainment, achieving realistic overflow behaviors. However, it is 
exactly in the high-entrainment region of the current study that the model is least 
certain in its predictions. 
The stress exerted on the plume itself by the entrainment of slower water may 
be an important term in the momentum balance. Assuming a steady £md continuous 
flow, Johnson et al. [1994] used XCP and hydrographic sections across the plume to 
compute a bulk estimate of the vertical turbulent buoyancy flux, calculated from the 
residual of mass and volume fluxes, combined with assvimptions about the relative 
magnitudes of buoyancy flux and dissipation. Another attempt to estimate interfacial 
stress was developed by Pedersen [1990] from a compilation of laboratory and field 
measurements. This method relates stress (r,) to an interfacial friction factor (/j), 
which can be derived from the Reynolds number (Re;) through an empirical relation. 
While Pedersen's method, designed for steady two-layer flow, may not fully apply in 
the case of the DSO, it could be compared with bulk estimates. 
Using the rough estimates of Wg from Section 6.4.1 it is possible to estimate the 
effective mean entrainment stress as r, = poVwe, where V is the streamtube veloc- 
ity [Price and Baringer, 1994]. Taking 0.6 ms~' as a reasonable mean velocity over 
the entire region (from Figure 6.10), the r, values estimated in the low-entrainment 
and high-entrainment regions are 0.04 Pa and 0.8 Pa, respectively. These can be com- 
peired to the overall mean section-averaged bottom stress (rb) of 1.7 Pa (where section- 
averages range from 0.5 Pa to 4 Pa on individual sections). If the high-entrainment 
region diagnosed from erg changes is, in fact, a real feature of the DSO, then it is clear 
that entrainment stress could play a significant role in the momentum balance of this 
region. 
6.5   Energy Flux 
In order to examine the effects of bottom fiiction and entrainment stress on the over- 
flow without having to resort completely to the assumptions of a streamtube model, it 
may be helpftd to examine the energy flux carried by the flow. I will still proceed by as- 
suming that there is a more-or-less continuous flow from the sill along the Greenland 
129 
slope. I will then attempt to relate along-stream changes in total flux to processes 
occurring within and at the boundaries of the overflow. Energy partition changes will 
also be examined. The nature of residuals will not be known exactly, but can be re- 
lated to bottom friction and entraiiunent stress as estimated by previously-mentioned 
means. 
The advantages of a flux-b£ised approach are that the flux through a section is 
made up of the areal integral of the perpendicvilsir component of the flvtx vector £md 
so should not depend very strongly on the angle of the section to the flow. In addition, 
cross-sectional vEuiations in thickness, density and velocity can be included in the 
total flux to give a more accurate representation. A major disadvantage to interpret- 
ing energy flux is the additional variability produced by an extra factor of velocity 
included in most of the terms. 
Following Gill, the kinetic energy equation is derived from the dot-product of u 
with the momentum equation, giving: 
£(^p|u|'') + V ■ F = -wgp - pe, (6.19) 
where F = (p 4- :^p|u|-)u - ^V(5|u|^) is the mechanical energy flux density. Note that 
the KE flux includes not only the advective flux of KE but edso a viscous flux and 
a presstu"e flux. While molecular viscosity can probably be neglected, the effects of 
bottom and interfacial stresses can be included by substituting an eddy viscosity for 
/i (rather than trying to include turbulent fluctuations in u and p). Adding in the 
potential energy equation, 
—(p*) + V-(p*u) = wgp (6.20) 
at 
(where $, the geopotential, is defined by V$ = gk and so contains an arbitrary refer- 
ence height), removes the vertical velocity term, giving the total energy equation: 
|(p($ + i|u|2)) + V . F*°' = -pe, (6.21) 
where F*°' = pu($ + ^|u|2 "^ f) ~ ^V(i|u|2) is the total energy flux density. 
The conservation of total energy within a volume then comes from the volxjme 
integral of 6.21, giving: 
£(/f + P) + jl F'°' • MS = III {-p€)dV, (6.22) 
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where K = fffy h\^{^dV, P = JJJy p<^dV, and JfsOdS and fffyOdV indicate surface 
£uid volume integrals, respectively. 
The volume in question is bounded by the (rg=27.8 isopycnal surface and the ocean 
floor, and we expect that §i{K + P) = 0 over an interval of a few days or longer 
(as supported by the stable means of long-term current meter records Dickson and 
Brown [19M\;Ross [1984]). If we assume that the dissipation rate (e) is much smaller 
theui the throughput of energy flux, we are left with a bsdance between downstream 
changes in flux through vertical cross-sections and fluxes through the top and bottom 
of the volume. As pictured in Figures 6.1 and 6.3, the coordinates parallel to and 
perpendicular to each section are i emd y (unit vectors i" and j), while the idealized 
along-stream coordinate (often plotted as "distance from the sill") is ^. 
Since a steady state is only expected to hold in the mean, it is likely that fluctuat- 
ing components do contribute to the time-mean flux. Any such fluctuating flux in the 
cross-stream direction (due, for example, to the radiation of internal waves) will only 
appear as part of the residual of along-stream flux changes. 
The energy lost to bottom friction can be evaluated from the integral over the 
bottom surface of the overflow of the turbulent form of the -/iV(||u|2) term in F'°'. 
Noting that the turbulent stress |rb| takes the place of the viscous stress /x^ and 
neglecting horizontal derivatives and vertical velocities gives: 
-/xV(i|u|2)   *   -M^(^|u|2) (6.23) 
«   -M|U|^ (6.24) 
«   -|Tb||u|. (6.25) 
Over a distance A^ along the overflow, bottom friction will contribute an amount 
-A^Siy l-Tblluldx to the surface integral of F*°' • n. Alternatively, loss to bottom fric- 
tion alone shovdd result in a balance of 
^ /£(^"" • J)^^'^ = /,. In,l|u|dx. (6.26) 
This rate of change is shown by the slopes of the lines in Figure 6.13. A similar term 
resulting from entrainment stress could also be added. 
The total energy flux through an overflow cross-section, n = j, is made up of the 
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sum of 6 terms: 
ll^iF'°^'i)dzdx   =   [#1] i^^pot;|u|-/.dx (KE) 
4-   [#2] g I   p'vfi-dx (iPE x 2, includes p'u term) 
+   [#3] g [ p'vhZdx (ePE) 
Jw 
+   [#4]  \g I  pvh^dx (iPE - like) 2    Jw 
+   [#5] g I pvhZdx (ePE - like) 
Jw 
+   [#6] g I  [" I  {I   pd2)d2\dx (pu term) 
where v is the velocity component normed to the section, h is the overflow layer thick- 
ness, Z is the bottom height relative to a reference depth of 2500 m, J^y and /^ in- 
dicate integrals over the width and thickness of the overflow, respectively, and p has 
been decomposed into a constant mean (po = 1027.2 kg m""*), stratified background 
(p(2)) and plume anomaly (p'). 
The first three terms are simply the through-section flux of the quantities plotted 
in Figure 6.11, with the exception that the iPE term (#2) is doubled due to the addition 
of an identical pressure term from the KE equation (6.19). The last three terms £U-e 
contributions of the stratified background and represent both the downslope flow of 
background density from one region into another and the increase of interned energy 
due to the increasing pressure of the stratified background. The six terms are shown 
separately in Figure 6.12, and the total through-section flux is shown in Figure 6.13, 
along with the downstream decrease rate expected from T^ measurements. 
Trends are difficult to pick out of the substantial scatter in the energy flux terms. 
Any change in total energy flux (Figure 6.13) is, if anything, less significant than the 
change in overflow volume transport (Figure 6.9) which is already clearly undersam- 
pled. The dominant energy flux terms include ePE (#3) and two of the background 
terms (#5 and #6), indicating that the bulk of the ePE flux decrease is taken up by 
the work against the background stratification. Despite flux divergence due to bot- 
tom finction (shown in Figure 6.13) as well as additional loss to entrainment stress 
and possibly wave radiation, the total energy fiux appears to increase. This is dif- 
ficult to say with certainty, but could indicate the influence of an extemsd pressure 
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Figure 6.13: Total energy flux (/Xi{F*°* •})dzdx) observed at each of 18 sections across the 
overflow. Values plotted axe the sum of all six panels in Fig. 6.12. Slanted lines at each 
section indicate the rate of decrease expected from bottom stress measurements (Eq. 6.26). 
The solid curve is a smoothing of the energy flux values using a 75 km Gaussian window, with 
the dashed curves indicating the envelope of la- variance (weighted with the same filter). 
gradient (either due to surface slope or variations in the water above the overflow) 
that is tending to accelerate the flow. One due to the existence of such a gradient is 
the cross-strait flow at the sill. Although such an external gradient has been explic- 
itly ignored in the streamtube model, it may be a direct consequence of the hydraulic 
control and barotropic dynamics at the sill, and would provide a source of increasing 
energy flux. 
Another feattu% of the total energy fliix apparent in Figure 6.13 is a downstream 
increase in the envelope of variability. This increase may indicate a steepening of the 
flxix-carrying features in the overflow as they propagate downstream. This argues in 
favor of an instability or nonlinear process affecting the evolution of the flow through 
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internal flux convergences. Some of this increase in variability envelope is also ap- 
parent in the smaller individual terms #1 and #2, indicating that at least part of the 
process includes both a conversion of potential to kinetic energy and a steepening in 
overflow interface excursions as might be expected &om a soliton-type wave. 
6.5.1   Inertial Wave Drag 
In rotating laboratory experiments, much of the energy lost during the descent and 
geostrophic adjustment of a dense turbulent pliune on a slope is through the radiation 
of inertial waves [Griffiths, 1983]. This effect has not been observed in the field ie.g. 
the Mediterranean outflow) but may still be an important effect controlling the rates 
of adjustment and decay. Before this can be determined, a survey of inertial wave 
energy must be included in the overflow energy budget. 
6.6   Conclusions 
The primary resiilts of this chapter can be summarized as follows: 
• In aggregate, the set of velocity and hydrography sections collected on the Posei- 
don and Aranda cruises considered in the context of a streamtube description 
do capture a "zeroth-order" picture of certain properties and dominant balances 
of the overflow. In particular, the pathway and descent of the plume are rela- 
tively constant over the first 250 km from the sill, and appear to be dominated 
by topography and bottom stress. 
• The mean plume density steadily decreases throughout the descent, with an 
apparent break in slope at '>'125km. This points to increased entrainment in 
the latter half of the survey area. The increase could be due to the larger topo- 
graphic slopes in this region (see Figure 6.14), in combination with the loss of 
density anomaly as the plume enters deeper water. Average Richardson num- 
bers in these two regions do indicate less stability (and, hence, the likelihood of 
greater entrainment) in the latter region, but the difference is smalL 
• Other properties, such as V, A and Q have much higher levels of variability, and 
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Figure 6.14: Topographic slopes at each section computed from SS97 bathymetry. Large 
dots show the average slope across the width of each section. Stars indicate Uie slope under 
the center of overflow mass anomaly. Small dots are the slope at each station, indicating the 
range of slopes over each section. The solid curve is a smoothing of the average slopes using 
a 20 km Gaussian window. 
are not quite so readily interpreted. The eddies responsible for this variability 
will be discussed in Ch. 7. 
• The energy partitioning of the pltime is dominated by "external potential en- 
ergy" (ePE) due to the position of the density anomaly on the slope, which de- 
creases in the downstream direction due to Motion. However, the sections at 
the siU have a much higher ePE than those on the slope, implying that not all 
PE at the sill is released into the overflow. 
• Energy flux through the sill sections is consistent with the ATIX downstream, 
demonstrating the continuity of the overflow, even if not all potential energy 
present at the sill is released into the plxmie. 
e The energy icax is also dominated by ePE as well as by the pressure resulting 
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firom the descent into a stratified background. 
• Although there there is substantial variability, the total energy flux appears to 
increase or at least steepen with distance from the sill (as shown by the increas- 
ing envelope of Figure 6.13). An increase in the mean flux could imply additional 
forcing by, for example, a surface pressure gradient. The increasing envelope is 
likely related to the evolution of the eddies in their transit through the sxurvey 
region. 
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Chapter 7 
EDDIES 
The persistent chain of cyclonic eddies on the continental slope off southeastern 
Greenland is one of the most fascinating asx)ects of the DSO region. Observation by 
sateUite imagery \Bruce, 1995] and svirface drifters [lO-auss, 1996] has shown the ed- 
dies to be approximately 20-30 km across, with spacings of 50 km or more between 
eddy centers There has been much speculation as to their origin, including a number 
of modeling studies [Spall and Price, 1998; Krauss and Kase, 1998; Jungclaus et al., 
2000], with the bulk of evidence (including laboratory experiments Whitehead et al., 
1990; Griffiths, 1983]) pointing toward a connection with the deep overflow. The exact 
nature of this connection, along with the influence of the eddies in stirring or trans- 
porting overflow water or draining its energy, has not yet been firmly estabUshed. In 
this chapter, the presence of eddies in the Poseidon and Aranda datasets is discussed, 
along with the impUcations for generation and enhancement mechanisms. 
7.1   Surface Eddies in SateUite IR 
Immediately prior to the Poseidon cruise, high-resolution infirared data from the Ad- 
vanced Very High-Resolution Radiometer (AVHRR) sensor on the NOAA-12 polar or- 
biting satellite showed cloud-free conditions over the Denmark Strait. Figures 7.1- 
7.3 from September 13-15 give an impressive view of eddy structures in the sxirface 
temperature front of the region. The LAC format (1 km resolution) data were obtained 
and processed with the TeraScan software package. 
7.1.1   Form and Evolution 
The surface imagery is valuable in that it gives a detailed picture of the situation in 
the Denmark Strait immediately prior to our measurements. Unfortunately, weather 
conditions did not permit further sateUite images during the cruise, making a direct 
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Figure 7.1: Satellite infrared image (NOAA-12 AVHRR) on the first of three clear days be- 
fore the Poseidon 244 cruise, showing the structure of the surface temperature front in the 
Denmark Strait. Warmer water is orange; colder water is blue. Some cloud contamination 
is evident as white regions, as well as speckling in some adjacent colored regions. Contours 
of bathymetry in meters from Smith and Sandwell [1997] are overlaid in black. The cruise 
track is shown in green. Five eddies are labeled A-E for tracking in subsequent images. 
correspondence between AVHBR-observed eddies and profile measurements difficult 
to establish. 
Nevertheless, in the three days that are available, a number of salient features 
are evident. The frontal structures for which rotation can be determined are predom- 
inantly (^clones, and the shapes and sizes give some clue of what to look for in the 
in-situ data. Of particular interest are the two jet-Uke structures observed in approx- 
imately the same location on Sep 13 and Sep 14 (but certainly different features, as 
indicated by the labels C and D attached to them in Figures 7.1 and 7.2). These jets 
appear to signal the birth of new qrclones, and will be discussed further in the follow- 
ing section.   Of final note is the ^:tensiQn of the temperature frx)nt upstream of the 
139 
14 September 1998,19:28 
30 
longitude (°W) 
Figure 7.2: Same as Fig. 7.1 on the second of the three clear days. 
15 September 1998,19:05 
30 
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Figure 7.3: Same as Fig. 7.1 on the third of the three clear days. 
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Figure 7.4: Three images of SST from satellite IR showing the jet-like birth of new eddies 
directly over the initial descent of the overflow. The date of each image is printed in the lower 
right-hand comer. Note that in panel c the eddy bom the previous day (panel b) is still visible 
at approximately 30.7° W, while a new jet is already forming. 
sill along the Icelandic slope, supporting the hydraulic prediction of a flow entering 
on the left-hand side of the Strait and exiting on the right after a transition at the 
sill. Eddy-like features are apparent in this upstream region but seem to have a less 
direct connection to the downstream cyclones. 
7.1.2   Eddy Birth 
The jet-like influx of cold frontal water seen in the Sep 13 and Sep 14 images also 
appears in an image from Aug 21, almost a month earlier (one of the few doud and 
ice-free days foimd in a search of the months of August and September, 1998). It 
would thus appear that this jet is a common feature of the region. Enlargements of 
the three jets are shown in Figure 7.4, showing their positions relative to topography 
and each other. In the sequential images of Figures 7.1-7.3, it is these new eddies (C 
and D), and not upstream features (E), which then translate to the southwest. The jet, 
therefore, seems to be the birthplace of all of the cyclones observed hy Bruce [1995], 
Krauss [1996] and others. The location of this jet is just downstream (west) of the 
OVERFLOW '73 current meter array, and quite close to the point (~125 km from the 
sill) where the overflow's entrainment undergoes a dramatic increase (as discussed 
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Figure 7.5: Two images of SST fix>in satellite IR showing the character of the temperature 
front at the Denmark Strait sill. 
in Chapter 6). While it is not really possible to diagnose the internal motions from 
SST images, it does appear that these jets are the result of internal sinking motions 
which draw in new surface waters and induce cyclonic vorticity, as might be expected 
from the stretching of the overlying water column. 
7.1.3   Sill and Upstream Features 
If the strong Qrclones are bom 100 km after the sill, then what is the origin of the 
features seen upstream from that location? Figure 7.5 shows enlargements of the sill 
region, as seen on Sep 13 and Aug 24, including the existence of eddy-like features 
with a somewhat different character from the cyclones downstream. Two eddies at 
66.6°N, 25.8°W and 66.25°N, 26.3°W on Sep 13 (panel b) form a closely-packed train 
and appear to consist of almost equal portions of water fix)m the two sides of the front. 
These sill eddies are also more-or-less symmetrical, rather than clear displacements 
from the mean frontal position. In this respect, they are suggestive of the "cat-eye" 
patterns familiar from Kelvin-Helmholtz instabilities. 
Aug 24 (panel a) shows a single spiral of intermediate-temperature water (66.5°N, 
26.4°W) and a hook-like feature (66.2°N, 26.1°W), both of which appear to indicate 
cross-frontal ^change. These features are not positioned so cleanly on the frontal 
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axis but indicate complex patterns of currents rather than the clear jet-like structures 
of Figure 7.4. 
By picking out individual eddies and tracking their movements over the three 
days of AVHRR measurements, it is possible to make a rough determination of eddy 
propagation speeds. Although I have not found sequential images with clear weather 
at the sill, the feature labeled E in Figures 7.1-7.3 is marginally visible during the 
3 days and appears to move much slower than the features downstream. It is also 
evident that none of the other sill features from Sep 13 have crossed the sill by Sep 15, 
indicating that they are either stationary or quite slow-moving, 
7Ji   Surface Eddies in In-situ Survey 
The ubiquitous nature of eddies in the DSO region made it inevitable that we would 
cross several during our survey, although a deliberate effort to hunt for eddies was 
not made due to time and weather constraints. 
7.2.1   Appearance in Thermosalinigraph 
The shipboard measurement most comparable to the satellite SST imagery is that of 
the continuously-recorded thermosalinigraph (TSG). While the TSG doesn't measure 
exactly the same quantity as the satellite (the TSG intake is several meters below 
the surface while the satellite measures only the top few millimeters) the two mea- 
surements are of similar accuracy (i. e., not great but certainly good enough to resolve 
the 5—10°C differences across the surface front in the Denmark Strait) and should 
be useful in trying to compare features observed in the survey with the type seen in 
satellite imagery. 
The TSG record for Part m of the Poseidon cruise (in Figure 7.6, along with ADCP 
vectors) clearly shows the location of the surface temperature firont where it intersects 
the ship's track, generally agreeing with the position in the sateUite images. It is not 
possible to identify the positions of eddies &om the along-track TSG alone. However, 
some clues do exist, for example in southward extent of the front in Figure 7.6— 
reaching as far as the 1000 m isobath at one point—or in the presence of a warm 
patch on the Greenland side of the front, indicating some cross-frontal exchange. 
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Figure 7.6: Continuously-recorded sea-surface temperature from, the Poseidon's thermos- 
alinigraph (TSG) and upper-layer velocity from the ADCP during Part El. The ADCP vectors 
are averages over the full range of the ADCP, which varied with conditions but at times ex- 
tended as deep as 500 m. 
7.2.2   Appearance in ADCP 
A complementary picture to the TSG is provided by the near-surface currents of the 
shipboard ADCP. Although the ADCP measures a profile of water velocity to as deep 
as 500 m, the variations over this depth are substantially less than the mean (at 
least partly due to the relatively low stratification in. the region). For the purposes 
of identifying eddies, then, and to minimize the effects of ADCP noise, I have chosen 
to use only the mean of the ADCP over its entire range below 50 m. Interestingly, 
the velocity structure derived firom using only the first (12-20 m) or second (20-28 m) 
ADCP bin is not substantially di£rerent from this mean, justifying the choice. 
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Figure 7.7: Ebcamples of subjective eddy fits to ADCP data in Part I of Poseidon track. The 
TSG record is also shown. Eddies identified in the Poseidon survey have been labeled accord- 
ing to which of the three survey parts (see Ch. 4) they appeared. Eor example, T1.4" is the 
fourth eddy in Part I. This is partly to distinguish these eddies firom those observed in the 
satellite images, labeled alphabetically (i. e., A-E). 
The AOCP velocities reveal a number of instances of cyclonic circulation, some 
associated with a temperature front (generally at the center of the vortex) and some 
without. The patterns are fairly complex, though, and it is difficult to imagine a sim- 
ple vortex structure which will fit the various velocity patterns with much reliability. 
Instead, I have adopted a subjective procedure of fitting "cyclonic-looking" features 
to a circular velocity to determine the position of each vortex center at the time that 
the cruise track passed by. Fo\ir examples of these subjective fits, using ADCP vec- 
tors firom Part I of the cruise, are shown in Figure 7.7. Interestingly, it appears that 
sections tl d, gsl and init perfectly circumnavigated the northern side of eddy D firom 
the satellite images without encountering a siirface signature (although there is a 
moderately-thick overflow layer in tl d, symptomatic of the leading edge.) 
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7.3 Deep Eddy Signature 
The relationship of the overflow layer velocity, temperature and thickness to the 
upper-layer eddy features has already been discussed somewhat in Chapters 3 and 
4. In particular, the surface cyclones are generally connected with a thickening of the 
dense bottom layer, as well as often with enhanced near-bottom downslope velocities. 
Eddies observed in both the Aranda and Poseidon surveys show a similar pattern 
of gradually increasing bottom-layer thickness on the leading edge followed by high 
overflow transport in a thick layer (ofl:en accompanied by the presence of low-salinity 
Polar Intermediate Water) and, finally, a sudden overflow decrease in conjunction 
with warm on-slope flow. 
This pattern is perhaps clearest in the Aranda data, which lacked surface tem- 
perature measurements but did include high-quality CTD information close to the 
surface. Section J, in particular, reveals the cold surface tongues associated with two 
of the eddies transected by the srirvey, as well as strong near-bottom velocities al- 
most in opposition to the surface velocity. As the bottom plume descends with a large 
downslope angle, the near-surface flow sweeps in to replace it. Both layers display 
cyclonic curvature but with the centers of rotation in different locations (offshore for 
the deep flow and onshore for the sruface). 
7.4 Eddy Positions and Speeds 
In all, eddies were sampled by a total of 11 segments of cruise track in the Poseidon 
survey (four in Part I, two in Part II and five in Part HI). Combining these with the 
labeled features in the satellite images, it is possible to construct a full set of eddy 
positions, shown in Figure 7.8. There is a hint of a separation resulting firom the 
different definitions of the in-situ vs. satellite eddies (one using velocity, the other 
SST), with the satellite-observed eddies consequently appearing higher on the slope 
than the velocity signatures. This is consistent with some of the TSG records showing 
the cold firont extending only as far as the vortex center and may indicate a slight 
misinterpretation of the eddy positions in the satellite images. La the mean, the path 
described by all of these eddy positions essentially coincides with the mean overflow 
path firom Chapter 6 (Figure 6.6) in the initial region but then diverges somewhat 
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Figure 7.8: Positions of all eddies picked out in satellite imagery £uid ADCP velocities from 
Poseidon in-situ sirrvey. 
after the overflow descends, with the eddies moving offshore more slowly than the 
overflow mass anomaly. 
The evolution of the eddies makes more sense when these positions are plotted 
as distance from the sill vs. time of observation (Figure 7.9). In this presentation, 
it becomes clear that the eddies observed in the Poseidon survey are, in fact, being 
generated at a more-or-less constant rate and propagating downstream with a speed 
that is initially slow, picks up at aroimd 100-125 km firom the sill and then gradually 
decreases further downstream. There also appears to be a continuity between the 
features observed dose to the sill and those further down (after the '^irth" region 
apparent in the satellite images). It seems likely, then, that the initiation of vari- 
ability occurs prior to the dramatic vortex stretching which gives rise to the surface 
eddies. Since the speed of features during their transit of the sill is relatively slow, it 
is possible that one of the proposed instability mechanisms will have time to operate 
during this initial phase, while the rapid descent, entrain ment and vortex stretching 
suggested by the laboratory experiments of Whitehead et al. [1990] characterize the 
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Figure 7.9: Downstream motion of eddies in satellite imagery and in-situ sxirvey, indicating 
connections not previously noted. Solid arrows indicate eddies that I am reasonably certain 
were observed at successive times, while dashed lines are more speculative trEgectories, based 
in part comparison to other eddies at approximately the same distance regime. 
second phase. Although there is some uncertainty to this interpretation, made up, 
as it is, of isolated observations which appear to connect, it does fit in well with the 
evolving picture of the overflow and suggests answers to a few questions. 
To test some of the hypothesized connections suggested by Figure 7.9,1 have com- 
puted speeds from sequential pairs of positions for each eddy. Plotted vs. distance 
(Figure 7.10) these speeds are highly variable, but still fit the general description 
of low values in the region nearest to the sill, maximum si)eeds around 100 km and 
subsequent downstream decrease. In fact, this pattern is remarkably similar to the 
distribution of mean overflow velocity V shown in Chapter 6 (Figure 6.10). This sim- 
ilarity, along with the critical region of'^100-125 km for both surface eddy birth and 
increased entrain ment, makes the connection between the eddies and overflow virtu- 
ally certain. 
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Figure 7.10: Estimated speeds of eddies picked out in satellite imagery and ADCP velocities 
from in-situ survey. Each speed estimate is obtained from a simple differencing of positions 
(shown in Pig. 7.8) at two different observation times. Horizontal lines extend between the 
two positions used in each difference. The solid curve is from a smoothing of the speeds with 
a 40 km Gatissian window. Compare with overflow speeds in Fig. 6.10 
7.5  A Composite Eddy 
The best-sampled eddy by far is the one caught by multiple sections during the sec- 
ond week of the Poseidon cruise (Part HI). This set of sections dearly shows a cyclonic 
upper-layer circulation in connection with cold surface water, as expected from the 
satellite images. The mean upper-layer velocity of 0.5 m s~^ is in agreement with ob- 
served eddy propagation speeds, while the lower-layer water velocities are up to three 
times greater. A total of 8 cross-stream sections reveal a combination of barotropic 
and baroclinic situations at different water depths. 
In order to compile a composite picture of this eddy's structure and evolution, I 
have taken the center positions shown in Figure 7.8 (eddy P2.2/P3.1) and linearly 
interpolated between them in time and space to model the eddy's motion. This allows 
all points on the ship's track to be referenced to the eddy center, resulting in the cov- 
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Figure 7.11: Composite picture of the eddy observed in Part in of the Poseidon cruise. Mea- 
surement positions relative to the eddy were determined by interpolating the eddy's motion 
in time from the positions in Fig. 7.8. The left-hand panel shows 15-minute averages of full- 
range ADCP velocity and TSG temperature. The right-hand panel shows the same fields 
smoothed with a 5 km gaussian window. 
erage of a region approximately 150 km in diameter. Of course, the eddy is certainly 
undergoing a substantial evolution diiring this period, and all results of this compos- 
ite must be interpreted in light of that evolution. Still, there are some interesting 
features that appear which cannot be investigated in any other way. 
7.5.1   Upper-Layer Composite 
The left-hand panel of Figure 7.11 shows 15-min averages of TSG temperatures and 
ADCP velocities referenced to the eddy's moving center. The cyclonic circulation is 
now plainly apparent, but there is also a substantial asjntnmetry to the velocities, 
with a stronger and broader flow on the northwest (upslope) side of the eddy. This is 
not simply the result of an additive mean advection velocity over the entire domain 
(since the center of the eddy is, in fact, already motionless) but may be considered the 
additional contribution of the Bast Greenland Current over the shelf-break. It is not 
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entirely clear that this is a fair interpretation, since not all of the Poseidon's forays 
onto the Greenland shelf observed this level of velocity. Instead, it seems more Ukely 
that the enhanced shelf velocity is somehow linked to the eddy's acceleration at this 
location. 
Another feature of note is the fact that the cold surface water only extends as 
far as the center of the velocity signature and does not wrap aroiind the eddy. This 
is likely due to the relatively recent entrance of the surface front into the vortex, 
but may also indicate either that the velocity signature of the eddy propagates at a 
different rate from the advected temperature Scont or that the thin, cold surface layer 
is able to mix with warmer water below before it has a chance to extend further. 
A smoothed version of the upper-layer velocity and siirface temperature using a 
5 km Gaussian filter (Figure 7.11, right-hand panel) clarifies the intrusion of soirface 
water from the north but also seems to indicate an inward-spiraling component to the 
velocity. Likewise, a decomposition of the velocity into radial and azimuthal compo- 
nents (Figure 7.12) indicates a mean negative (inward) radial component. The com- 
bined effects of time-variability and the uncertainty in the eddy-tracking algorithm 
make this inflow difficult to interpret with much confidence (in fact, a straightforward 
computation of influx using the velocities in Figure 7.12 yields total sinking values 
on the order of several 10s of Sv, which is \mreasonable). The azimuthal velocity 
curve may be a bit more reliable, indicating a central region of near-soUd body rota- 
tion within a region of velocity decay with distance, not unlike the curve constructed 
by Krauss [1996] from drifter paths. The radius of the core region appears to in- 
crease with time as its velocity decreases. The velocity decrease is not proportional to 
1/r, however, implying that the total vorticity of the eddy is, in fact, increasing over 
time. This increase could be driven by the vortex stretching resxilting frx)m overflow 
entrainment and surface inflow. 
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Figure 7.12: Decomposition of eddy velocities into radial and azimuthal components. Colored 
dots indicate the progression of time from the first encoimter with the eddy on September 23, 
1998. 
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Figure 7.13: Properties of the deep layer in the composite of Fig. 7.11. The left-hand panel 
shows the average velocity over the (TS >27.8 layer, along with a smoothed field of the thickness 
of the layer in meters. Pluses indicate the position of simultaneous XCP/XCTD drops and 
form the base of each velocity vector while dots indicate station locations for which either the 
XCP or the XCTD is unavailable. The right-hand panel shows the mean density within the 
o-9>27.8 layer, highlighting the path of the densest overflow water. 
7.5.2   Deep-Layer Composite 
The thickness and velocity of the deep overflow layer (<rj>27.8) underneath the eddy 
composite is shown in Figure 7.13 (generated by referencing the locations of velocity 
profiles to the eddy center, as described above). In this picture, the eddy is almost 
completely gone, replaced with a descending plume of dense water, crossing only 
slightly to the upslope side of the surface eddy. If a cyclonic circulation is evident, 
its center is some 30 km to the southwest of the surface vortex, and there may even 
be a hint of the antic^clonic circulation seen by Ej-auss and Kase [1998] on the up- 
slope side of the plume. As noted in the Chapter 4 discussion of velocity sections, 
the combination of the bottom plxime and surface vortex leads to a barotropic velocity 
profile over the slope and baroclinic profile offshore. The fact that both surface and 
bottom features appear to move at the same rate argues against a simple superposi- 
tion, however, and it seems rather that the barotropic reach of the deep flow provides 
the impulse to move the surface layer over the shelf and slope. While being contin- 
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uously pushed in this way, the upper layer develops its own propagation speed as 
a half-dipole, with the other half made unnecessary (or, rather, reduced to a virtueil 
image) by the presence of the steep slope (R. Kase, personal communication). 
7.6   Conclusions 
Through the ensemble of many observations of eddies during both the Poseidon and 
Aranda cruises, a number of repeatable characteristics have become apparent: 
• Cyclonic features observed in the near-surface flow at the sill propagate approx- 
imately along the mean overflow path with a speed that increases to ~ 125 km 
from the sill, then gradually decreases with distemce. This pattern matches the 
speed of the overflow plume itself necirly identically. 
• Eddies observed in sateUite imagery do not seem to propagate from the sill re- 
gion but are spontaneously created in offshore jets of cold siirface waters ap- 
proximately 125 km southwest of the sill. 
• The composite structure of an eddy observed in Part III of the Poseidon sur- 
vey appears as a half-dipole with a strong impulsive jet parallel to a boundeiry 
(the Greenland slope) emd a slower offshore recirculation, aU moving at approx- 
imately the speed of the wall jet itself The lower-layer dense water seems to 
be flowing continuously downslope with a similar velocity to the upper-layer jet 
but diverging somewhat in direction. 
Clearly, the point at 125 km from the siU is a criticsd one for both eddies and the 
overflow. The combination of smrface eddy birth (or enhancement) with increased en- 
trainment in the deep plume argues for the existence of strong downweird velocities 
in the overlying layer, and this may even be supported by convergences in the ob- 
served upper-layer currents. The root cause of the enhanced entrainment is, itself^ 
less certain but may be related to the increased topographic slope in this region. 
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Chapter 8 
CONCLUSIONS 
The strong flow, intense entrainment and energetic variabiUty in the Denmark 
Strait have made this choke point in the globed thermohaline circiilation a puzzle 
to oceanographers for almost 50 years. The combination of ice-covered conditions 
much of the year and the likelihood of fierce weather that can strike at any time 
have made this a dif&cult region to study. Nevertheless, a number of research cruises 
have been made to the Denmark Strait and have documented the rapidly-changing 
properties of its water masses. The hydrographic complexity, combined with mooring 
records showing fluctuations as large as the mean current, has made the hope of 
deciphering the overflow's dynamics with conventional ship-lowered instrumentation 
seem exceedingly faint. 
Now, with the combination of two rapid in-situ surveys with expendable profilers, 
along with the analysis of satellite imagery and past current meter records, I have 
undertaken to study the development of overflow variability and to achieve a new 
understanding of the processes at work. The significance of this work is mostly in 
its unique ability to quantify the velocities in a sjmoptic sense, establishing both the 
magnitude and pattern of the steady-state flow and the structiure and magnitude of 
the vEiriations on the steady state. While the results will not give a definitive answer 
to all of the outstanding questions about the Denmfirk Strait Overflow, they will pro- 
vide a new basis for the testing of hypotheses and a context for future observations. 
8.1   Velocity Structure 
Knowledge of the structure of the velocity through the Denmark Strait has been, 
until now, fairly slim. The fiill water column sections described here illustrate the 
persistence of a barotropic jet in the near-sill flow, often including a recirculation 
on the Greenleuid shelf in addition to the counter-flow on the Iceland slope. The 
mechanism underljdng this barotropic flow in a situation in which the primary forcing 
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is by internal density gradients has still to be explained. 
As the overflow descends, the bottom-trapped velocity structure of a density cvir- 
rent becomes apparent, but even then a barotropic flow persists near the Greenland 
shelf-break. This shelf-break flow gradually diverges from the dense current with dis- 
tance downstream. At least during the initial descent, however, the two are directly 
connected, and a substantied fraction of the dense water flux is contributed by the 
barotropic current. While the presence of both surface and deep flows in the region 
has been known by investigators since the first studies there, the extent of the rela- 
tionship between the two could not be known without direct velocity measurements. 
8^   Transport 
One of the significant results of this work is the impressive agreement between the 
transport smd variability in these short-term sxurveys and that in historical records. 
After a careful comparison between the different geographical coverages £md tempo- 
ral distributions of the current meter measurements from OVERFLOW '73 and the 
velocity profiles from the Poseidon cruise, it appears that not only was the mean over- 
flow transport during the two periods statisticsdly identical (to an accuracy of about 
0.6 Sv), but also the distribution of variability was statistically indistinguishable. In 
fact the measured mean transport values only differed by 0.2 Sv, suggesting that a 
relatively brief survey, as long as it spans the extent of the outflowing waters and 
includes direct velocity measurements, is sufficient to quantify the overflow flux with 
equivjdent accuracy to a current meter array of substantially longer duration. This 
could be due to the ability of the greater areal coverage and resolution of the Poseidon 
survey to give additional effective degrees of freedom, thereby reducing the true error 
in the mean tremsport. The direct velocity measurements eire certainly a key element 
in the ability to survey DSO transport, since the steep topographic slope, narrow and 
often barotropic nature of the currents and rapid variability make an estimate of 
transport from the density field alone almost useless. 
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8.3 Energetics 
Once the agreement between the 1973 and 1998 observations is established, it be- 
comes more plausible that significant features observed in the new surveys can be 
considered universal characteristics of the DSO. In particular, the evolution of streamtube- 
averaged properties is important for diagnosing the forcing and modification the over- 
flow undergoes in its path to becoming North Atlantic Deep Water. 
Some of the important points resulting from the bulk overflow (streamtube) anal- 
ysis include: 
• The path of the dense water as it descends the Greenland continental slope has 
surprisingly little variability, following a path of essentially constant rate of 
descent over topography consistent with a bedance between buoyancy, Coriolis 
acceleration and stress at the bottom of the dense plume. 
• Also, at 125 km from the sill a number of changes occur in the behavior of the 
dense overflow: 
1. The plume-averaged mean velocity reaches a maximum; 
2. the plume encounters an abrupt reduction in background stratification at 
approximately 1000 m depth; and 
3. the rate of density change with distance in the plume incre£ises, suggest- 
ing an increase in entrainment velocity (u/g) from 6 x 10~^ms~^ to 8 x 
IO-*ms-^ 
8.4 Eddies 
With the combination of two days of clear weather and £in in-situ survey that made 
multiple passes through the DSO region, it is now finally possible to make a direct 
connection between specific eddies observed in the satellite SST images and their ve- 
locity and hydrographic structure. Unfortunately, since the clear weather occurred 
before the survey stfirted, these two elements still have not been linked simultane- 
ously, but from an analysis of the propagation speeds of the observed surface and 
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subsTirface eddies I am confident that at least one and possibly two eddies were ob- 
served by both satellite and in-situ methods. 
When taken together, the ensemble of remote and in-situ eddy measurements 
paint a consistent picture of the generation and intensification of the DSO variability. 
While the persistent chain of cyclones described hy Bruce [1995] originates in jet-like 
events approximately 125 km to the southwest of the sill, these events occur almost 
insttmtaneously and are not consistent with the day-long or longer growth periods 
predicted by most instability models [Smith, 1976; Fristedt et ai, 1999). However, 
there is ample evidence for flow variability and instability (propagating at a much 
slower speed) in the immediate approach to the sill itself, as well as at least one in- 
stance of a subsiuface cyclonic feature being tracked fi'om the sill into the region of 
siuface intensification. The most likely explanation, then, is that two distinct and 
geographically-separated processes are at work: 
1. First an instabihty of the relatively slow-moving flow at the broad sill generates 
small-ampUtude eddies. 
2. Then, as the deep overflow descends, the resulting entrainment and upper-layer 
sinking causes a horizontal convergence and vortex stretching which dramati- 
cally intensifies only the cyclonic eddies present at that point (due to the sign of 
the potential vorticity given by /). 
These two processes are illustrated schematically in Figure 8.1. 
In fact, far firom being merely noise on top of the transport measurements, the 
high degree of variability in the form of eddies appears to be a major mechanism fa- 
cihtating the transport and modification of waters in the overflow and East Greenland 
Current. The velocity structure of the developing eddies, even before they receive the 
surface frontal water that makes them appear in satellite images, is very similar to 
the cyclonic half of a propagating dipole which moves with the same speed as the un- 
derlying overflow plume (even reaching a maximum at 125 km firom the sill, just as 
in the dense water). 
At this point, questions remain as to what triggers the increased entrainment dur- 
ing the plume's descent and what process generates the initial instability at the sill. 
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entrainment 
and vortex 
stretching 
Figure 8.1: Cartoon illxistratmg the separate processes at work in generating the 
surface eddies observed in the DSO satellite imagery. 
Clues to the entrainment process have already been given by examination of the topo- 
graphic slopes in the region, which tend to increase the plume speeds, and, along with 
decreasing overflow density anomaly, lead to lower Richardson numbers and greater 
likelihood of shear instability. The sill instabihty process remains less certain (and 
possibly even more complex). Given the strongly barotropic nature of the flow there 
and the dipole (or half-dipole)-like nature of the disturbances, a barotropic instability 
mechanism is probably the most-likely candidate for a dominant role in that process. 
In any case, some form of barotropic development must occur in, or prior to, the sill 
region as a way to transform the density gradient forcing into the barotropic flow ob- 
served. The restrictive assumptions of the classic barodinic instability models don't 
really suit this process, but it might be possible to modify them appropriately. I woidd 
suggest that future theoretical attention to instability processes should be focused on 
the sill and approach regions rather than the downstream slope flow, as many studies 
have done. 
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GLOSSARY 
ADCP: Acoustic Doppler Current Profiler—An instrument that uses the Doppler 
shift of soxind scattered firom suspended particles in the water to compute a pro- 
file of velocity. ADCPs in use on the Poseidon and Aranda were both narrowband 
units manufactvu-ed by RD Instruments. 
ADU: Attitude Determination Unit—^A 4-antenna GPS heading sensor manufac- 
tured by Ashtech. Uses phase interferometry to precisely determine the relative 
positions of the antennas in its array, allowing the computation of very accurate 
headings. 
AIW: Arctic Intermediate Water 
AVHRR: Advemced Very High Resolution Radiometer—^An instrument that mea- 
sures sea-surface temperature firom the NASA poleir-orbiting satellites. 
AW:   Atlantic Water 
CTD: Conductivity, Temperature and Depth—^The workhorse of oceanography, gen- 
erally used in a profiling instrument package lowered firom a ship. The CTD 
actu£illy measures pressiire, rather than depth, but there is a direct correspon- 
dence between the two. Conductivity and temperature allow for the calculation 
of salinity and density, which are useful for estimating geostrophic currents as 
weU as to track watermasses. 
DGPS: Differential GPS—^A method for correcting errors in positions determined 
fi'om the GPS satellites by comparing with a receiver at a fixed location. Can be 
done in real-time using signals fi'om established beacons or as a post-processing 
step using data firom a broad region (sometimes called wide-area differential 
GPS,orWADGPS). 
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DSO: Denmark Strait Overflow 
DSOW: Denmark Strait Overflow Water 
EGC: East Greenland Current 
ES: Echo Sovmder—^An instrument that uses the round-trip travel time of an 
acoustic pulse to infer water depth. 
FIMR: Finnish Institute for Marine Research 
GIN SEAS: Greenland, Iceland and Norwegian seas. Also called the "Nordic Seas." 
GPS: Global Positioning System—A constellation of satellites used for precise nav- 
igation, often in conjunction with a shore-based differential station to correct for 
atmospheric effects and the deliberately degraded signal. 
KG:   Kdse and Oschlies [20001 
LADCP: Lowered ADCP—A self-contained ADC? Mounted on a CTD package to 
get full water column velocity. 
MRI: Marine Research Institute of Iceland 
NAO: North Atlantic Oscillation 
NASA: National Aeronautics and Space Administration 
NOAA: National Oceanic and Atmospheric Administration 
NSW: Norwegian Sea Deep Water 
073: The ICES OVERFLOW 73 experiment 
PIW: Polar Intermediate Water 
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SA: Selective Availability—Deliberate degradation of the GPS signal by the De- 
partment of Defense as a national security measure. As of spring 2000, SA 
has been turned off, but it was in effect during the measurement programs dis- 
cussed in this dissertation. One way to circumvent SA is through the use of 
DGPS stations. 
SS97: Smith and Sandwell [1997] 
SST:  Sea-Surface Temperature 
TSG: ThermoSaliniGraph 
VEINS: Variability of Exchanges in the Nordic Seas—^A program nm by the EC to 
monitor all inflows and outflows to the GIN seas. 
v":    "Vee-bar-star"—^The conductivity-weighted depth-averaged velocity determined 
by measuring the oceanic electric field from a fixed platform. 
WOCE: World Ocean Circulation Experiment 
XBT: expendable BathyThermograph—^An expendable probe (manufactured pri- 
marily by Sippicem) to measure temperature only. 
XCP: expendable Current Profiler—An instrument manufactured by Sippican that 
uses the principles of geomagnetic induction to obtain a profile of relative veloc- 
ity to a depth of up to 2000 meters [San ford et al., 1993]. 
XCTD: expendable CTD—An expendable version of the ship-lowered CTD. Pro- 
vides a profile of temperature and electrical conductivity to a depth of up to 
1800 m. (Sippican) 
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Appendix A 
MAGNETOTELLURIC CONTAMINATION 
Since the XCP measures velocity using motionally-induced electrical currents in 
the ocean, it is vulnerable to external processes which may also generate electrical 
currents. These may come from a variety of atmospheric, ionospheric or geophysical 
sources having nothing to do with the water velocity, yet appesuing as velocity signals 
in the XCP measurement. 
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Figure A.1: An estimate of the skin depth of electromagnetic (EM) wave penetration into the 
ocean for a likely range of oceanographic parameters. Skin depth is plotted versus incoming 
frequency (upper panel) emd apparent vertical wavelength, as measured by an XCP fedling at 
5 m s~ ^ (lower panel). 
A.1   Electromagnetic Frequency Window 
Fortunately, the conductivity of seawater shields the deep ocean from high-frequency 
electromagnetic signals (see Figure A.1) while slowly-varjring external electrical cur- 
rents only show up as a depth-independent XCP offset, which is removed by ADCP 
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referencing. There is a window of frequencies, however, from approximately 8 x 
lO—'Hz to 0.4 Hz (periods of 2.5 s to 20inin) which covild have an effect by produc- 
ing apparent shears in the XCP profile. 
At the high-frequenqr end, a signal with a period of 2.5 s could reach to about 
500 m depth, appearing in the velocity profile as a feature with a vertical wavelength 
of 12 m. Most of the velocity profiles presented in this thesis have been smoothed 
by a Savitsky-Golay (polynomial) filter which effectively removes features smaller 
than about 50 m, corresponding to a 10 s period, or 0.1 Hz. At this new upper end 
frequency limit, the skin depth is about 900 m. The high-frequency shielding of the 
ocean at typical conductivities, then, is not really sufficient to limit spurious XCP 
signals. 
At the low-frequency end, a 20-min period would appear as a more-or-less linear 
trend over 1000 m (about 1 radian). Slower oscillations will contribute primarily to 
the mean offset of the velocity profile (see Section A.3) and will not change the shesir 
profile, except in the case of particularly large signals. 
A.2   Sources—aurora/ 
Magnetic records from nearby observatories in Leirvogur, Iceland (LRV), and Nsirsar- 
suaq, Greenland (NAQ), show periods of substantial magnetic activity during the 
course of our cruise. Since the cruise location was right in the center of the latitude 
band of strongest aurora borealis activity, and, in fact, the aurora was visually ap- 
parent during the few clear nights of the cruise, it is likely that the aurora played a 
role in generating these magnetic storms. Images from the Ultraviolet Imager (UVI) 
on the Polar sateUite at around the time of several XCP drops support this view (Fig- 
ure A.2). Two of the most likely candidates for auroral contamination (XCP 4197 and 
4210) show Ifirge bursts of UV emission over the Denmark Strait in conjtmction with 
rapid, large-amplitude variabiUty in accompanjdngmagnetogram records. Drops dur- 
ing periods of quieter magnetogram activity {e.g., XCP 4108 and 4152) show Uttle UV 
emission and Uttle evidence of contamination in the velocity profile (though this is 
not always obvious). 
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Figure A.2: Images of oltraviolet emissions firom the aurora borealis near the times of se- 
lected XCP drops as observed by the Ultraviolet Tmager CUVI) on the Polar satellite. XCP 
profile number and number of consecutive images for each drop are labeled on the figure, as 
are the date and time of each image. Consecutive images are approximately 5 minutes apart. 
174 
"ir- 
«    — 
P=" 
|~- 
:.'fl    :.'3 
MC9 41t4 
■ca«id-:>!>«:< -1*. 300-1, 
FIoCtadlt-Mr-tfM :i<)9ill 
Figure A.3: Profiles of velocity (east-west and north-south in red and blue, respectively), 
temperature (in black) and probe diagnostics (in green and cyan) from XCP 4210 and XCP 
4196. 
Ad   XCP OfEBeta and magnetogram rate of changie 
It is difficult to determine exactly how much contamination of this sort is occurring 
with our measvirements. One indicator might be the presence of shear over a sub- 
stantial depth-range, as seen in XCP 4210 (Figure A.3), which is not expected from 
oceanic conditions. (On the other hand, localized shear near the top and/or bottom is 
expected and seen in, for example, XCP 4196.) A non-oceanic shear of this kind might 
be detectable via differences between the velocity profiles measured by the XCP and 
ADCP in the upper water column. However, diagnosing this difference is difficult 
because of the many other factors that can contribute to ADCP/XCP differences, in- 
cluding oceanic variability, ADCP noise and differing vertical resolutions. 
Another diagnostic of external electrical currents is firom the depth-averaged XCP 
velodly of&et which, according to EM induction theory, should be small, or, at most, 
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Electrical current per unit width from XCP offset 
29 28 
longitude (°W) 
25 
Figure A.4: Electric current required to produce the observed XCP offset at each drop lo- 
cation. Vectors plotted are essentiedly the velocity offsets rotated clockwise by 90° and mul- 
tiplied by local depth, vertical geomagnetic field £md conductivity to give electrical current 
integrated over the water column. 
wesikly proportional to the true depth-averaged water velocity. As the ADCP-referenced 
data show, however, the XCP offsets exhibit a ±0.15 ms"' scatter around this pre- 
dicted range, with several outliers to 0.5 or 1.0^ls~^ probably indicating external 
contamination. (It should be noted that these offsets in themselves do not affect the 
validity of the XCP profile, since they are removed by ADCP referencing, but they may 
be symptomatic of external activity.) The orientation and geographic distribution of 
XCP velocity offsets is shown in Figure A.4, rotated by 90° and scaled by water depth 
into units of electrical current, indicating the effective current required to produce 
such an offset. The vectors in Figure A.4 do show a preferred orientation, roughly 
aligned with topography, possibly indicating the presence of large-scale electrical cur- 
rents channeled by topographic features such as the Denmark Strait. 
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When taken all together, the mean of the XCP offsets indicates a current per unit 
width of about 8Akm~^ directed out of the Nordic Seas. If not simply a residusd of 
large random fluctuations, this covdd be related to the "global electric circuit" of the 
troposphere/ionosphere system, edthough the magnitude seems quite leirge. 
Although initial visual inspection of the magnetogrsim records at the times of 
questionable XCP drops generally does turn up enhanced magnetic activity, a quan- 
tititative match has so far eluded detection. One might expect that magnetogram 
variations such as a change over time (single difference) or a trend over time (linear 
fit) would produce an induced electrical current in the perpendicvdar direction. Since 
the observed electrical currents from XCP offsets appear to be mostly aligned with 
the strait (SS'T), I have attempted to correlate these with the perpendicular magne- 
togram component (towards 125°T), but this has not produced any obviously positive 
results (Figure A.5). Neither has an attempt to correlate magnetogram activity with 
XCP/ADCP fit RMS difference, which might be expected to respond to higher fre- 
quency electrical signals than the mean offset. The lack of correlation either implies 
that too many other factors are responsible for producing either the magnetogram 
variability or the XCP signals to allow the connections to be easily detected, or that 
the sources of the XCP and magnetogram signals are, in fact, not directly related. 
A.4   1-D transfer function estimates of apparent shear 
The next step in the attempt to determine the cause of XCP offsets (and, by extension, 
the likely source of less-obvious XCP contamination) is to use some sort of model of the 
earth's conductivity structure to construct a timeseries of predicted electrical currents 
that would be induced by the observed magnetogram records. This method, known as 
a magnetotelluric (MT) transfer function, involves assiraiptions about the natxire of 
incoming EM radiation (generally taken to be plane waves), and can rapidly become 
quite compUcated if 2-D and 3-D effects are to be included, but has the potential to 
produce a timeseries that can be directly compared to XCP profiles, or possibly even 
used to correct them. The first attempt at a model of this kind would be to use a 
3-layered (earth, water, air) system, followed by some sort of continuous 1-D profile 
of sediment and rock conductivity. 
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Figure A.5: Correlatioii between various parameters from Poseidon XCPs and nearby mag- 
netograms in Iceland (LRV) and Greenland (NAQ). The top two rows show the XCP velodiy 
o£fset component in the direction of maximum variability (55°W—corresponds to electrical 
currents towards 35° E) versus the magnetogram activity in the same direction (across to- 
pography, or '^topo"). The three comparisons are (fit)m left to right) the deviation of the 
magnetogram record at the time of the drop fit)m the 2-week mean, the magnetogram change 
over the time (~5min) that the XCP was falling, and the slope of the magnetogram's linear 
trend over the same time period. The bottom two rows show the RMS differences between 
the XCP and ADCP velocities in the region of overlap versus magnetogram activity. 
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Appendix B 
ATLAS OF SECTIONS 
This appendix contains the complete set of contoured sections used for the finaly- 
ses presented in this dissertation. Data are from CTD, XCP and XCTD profiles taken 
on the Aranda and Poseidon cruises described in Chapters 3 and 4, respectively. De- 
scriptions of the locations and circumstances of these sections can also be foimd in 
those chapters. 
Each variable uses a distinct color scale, except for the two components of veloc- 
ity, and the depth and length coordinates have been kept consistent throughout all 
sections for ease of comparison. The order of presentation is: 
1. temperature (.9), 
2. salinity (S), 
3. potential density [ag), 
4. velocity component perpendicxilfir to each section and 
5. velocity component parallel to each section. 
Within each grouping by variable, the Aranda sections are presented first and Posei- 
don second, ordered alphabetically using the names assigned in Figures 3.1 and 4.2. 
Note that sections dse, gsl, gs2, init and nbl did not include XCP drops so no velocity 
data are available for these. 
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