INTRODUCTION
Wireless computing facilitates mobility, which in turn gives rise to many applications with which location awareness is advantageous [1] . Accordingly, a variety of technologies have been used to determine position of wireless devices [2] . In recent years, the use of signal strengths from one or more wireless devices at fixed positions has been used to determine location. A number of theoretical and laboratory studies have been published on the topic [3] [4] [5] , and a positioning engine based on this technology is commercially available: The Ekahau Positioning Engine™ (EPE) for Wireless LANs enables a variety of location-based applications for PDAs, laptops, Wi-Fi Tags and other Wi-Fi enabled devices, and was used as a readily reproducible basis for this study of practical guidelines in the use of signal strength based positioning systems.
Signal strength based positioning technology offers both obvious cost advantages and obvious challenges as compared with other positioning methods: Commercially available 802.11 radios already include a readable signal strength indication, so special devices are not required, but signal strength varies greatly in commercial environments as a result of many variables other than distance alone: Human bodies, doors, furniture, moving objects, interfering RF signals, and orientation of the device cause the signal readings to vary at a given location over time. A number of academic investigations have been conducted, quite properly and intentionally, in controlled laboratory or simulated environments lacking many of the degradational characteristics of commercial environments. A goal of this study was to determine conditions and guidelines under which signal strength based positioning can be practical in a working commercial environment. With the cooperation of a progressive grocery chain interested in potential applications of the technology, we used an active retail supermarket for our measurements. Setup time was strictly limited to less than one half-day, under the assumption that many commercial establishments lack the resources to support meticulous iterative refinement for improved accuracy.
II. POSITIONING ENGINE OVERVIEW
The EPE is a software-only client-server solution that can work with any wireless technology. A small client program (the Ekahau Client™) is installed in every tracked device. Initially, one or more clients are used to produce a site survey, or calibration, using the Ekahau Manager™ tool and a set of points with known (pre-measured) location coordinates. During calibration, a manual 360 degree rotation as standard procedure minimizes the consequences of RF shielding by the calibrator's body. The Client reads the Received Signal Strength Indication (RSSI) from each access point and forwards this information to the EPE Server, which at site survey time records the signal strengths at each calibration point, and during normal tracking uses this information to calculate the location of the client. The EPE Server provides an API for delivering client location coordinates (floor x, y and optionally z axis), speed, heading, and optionally predefined area (such as "Meeting Room") to third party applications.
As discussed in the Introduction, ordinary triangulation approaches using signal strength do not provide high accuracy. The EPE avoids these common problems via a pattern matching approach, wherein signal strength combinations from all the audible access points at a given location are stored within the positioning model created at site survey time. During tracking, the positioning model is retrieved by the positioning engine, and current device readings are compared to those stored in the positioning model. A number of algorithmic enhancements are used to weight the coordinate probability calculation for increased accuracy, such as filtering using history data, predefined "forbidden" zones of low probability, and predefined high-traffic "rails". Because it always seeks the best possible pattern match, this probability-based positioning algorithm can cope with changes in the environment such as Based on laboratory tests at Ekahau R&D and at a number of its customer locations, several factors were already known to affect the positioning accuracy:
• Number of audible access points: The more audible access points per location, the more accurate the positioning, up to a point of diminishing returns, of course. In general, four access point signals audible at any location should be considered a minimal configuration for commercial scenarios. (The EPE can calculate positions with as few as one access point, however.) The locations of the access points and the use of strategically placed directional antennas also affect accuracy. To increase the access point density, it is possible to deploy "dummy access points", i.e., low cost Wi-Fi access points that simply serve as RF beacons, without connecting them to the backbone network. With this approach, the existing wireless infrastructure can be tuned to support specific application needs. This is important because small improvements in access point placement can improve the RF "fingerprint" used by the Position Engine's pattern matching algorithms.
• Calibration density: Generally the more RSSI samples in the positioning model, the more accurate the positioning is. A spacing of 3 meters or less should be used as a guideline.
• Speed of motion: The EPE's positioning algorithm has been optimized for walking speeds, 1 meter per second or slower for best accuracy.
• Scanning interval: The more frequently RSSI readings are received from the client device, the better the positioning accuracy. A 1 second scanning interval is the recommended guideline for continuous tracking with maximum accuracy.
• Device characteristics: Radio sensitivity, antenna characteristics and the implementation of the RSSI reporting have an impact on the accuracy. In an open space, a Wi-Fi access point can have a range of hundreds of meters. This means that signal strength differences between two nearby locations are very small. Also, in large, empty spaces the effects of human bodies and other moving objects becomes more significant. However, with an adequate access point density, the EPE can be used in open or semi-open areas, depending on the level of positioning accuracy required by the application.
IV. FIELD EXPERIMENT DESIGN AND MEASURED RESULTS

A. Equipment and Environment
With a goal to assess "real-world" application of the technology in a commercial environment, we conducted experiments in a grocery supermarket. This was a newly remodeled store that was open, stocked, and fully operating, with both employee and shopper activity. The store was approximately 3,000 square meters, with 13 aisles and eight checkout lanes. The ceiling was approximately 3.3 meters high, drop type with metal framing, with dual 1.2-meter fluorescent light fixtures spaced approximately at 3 meters between fixtures. The shelves were metal, about 2 meters in height.
We placed seven Cisco and three Nokia 802.11b access points in the ceiling, and calibrated the EPE using one pass of the Manager, with calibration points approximately every 3 meters. We used hand-carried IBM ThinkPad® laptop computers with IBM High Rate Wireless LAN PC cards as the mobile devices. Three of the clients were used to make location measurements, while a fourth client was used for calibration. The EPE software version was 2.0.
B. Static, rotated with half-second sampling
In this experiment, static position data was captured at 12 well-separated physical locations in the store (points 1-12) using three different clients (labeled Clients 1, 5, and 6 in Section V.B below). Data was captured at four different orientations (0, 90, 180, 270 degrees) for 1 minute at each point with each client. Input frequency was 1 signal strength sample per 500 milliseconds. Engine output frequency was 1 location for each device every 2 seconds.
C. Static, rotated with 2-second sampling
The same experiment as B, except that the input sample rate was decreased from a 500 millisecond period to a 2 second period (meaning that 1 signal strength sample per 2 seconds was sent from each client).
D. Moving with half-second sampling
In this experiment, moving position data was captured during four walks through all aisles in the store: two forward walks and two backward walks. A forward walk began near the "origin" and a backward walk began at the farthest store corner from the origin. Input frequency was 1 signal strength sample per 500 milliseconds. Engine output frequency was 1 point every 2 seconds.
E. Moving with 2-second sampling
The same experiment as D, except that the input sample rate was decreased from 500 milliseconds to 2 seconds.
F. Static and moving within areas
In this experiment a single client (Client 6) was moved through small predefined areas (labeled Areas 8A-8F). There were two walks, one forward and one backward, plus static position samples in each region, in each of four orientations. There are both moving and static data sets from this experiment.
V. ANALYSES
A. Statistical Analysis
T-tests of the measurement data were used to determine the statistical significance of differences in the measured means. We use the term "statistically significant" here to mean that there is less than a 10% probability that differences in the means are due solely to random sampling. Figure 2 shows the variation of location accuracy among the three clients tested, at one particular geographic point and orientation. These data were taken in Experiment IV.B. In all cases, the position accuracy is within 2 meters, but there is a statistically significant variation among the different physical clients. In the figure, x is the position vector reported by the Positioning Engine; in our case, a pair of coordinates representing a 2-dimensional position on the floor. Accuracy is reported in the figure according to three different calculations: x* refers to the manually measured position. xAvg is the average over time of the coordinates periodically reported for the particular client device at the given geographic point and the particular orientation. xAvgAvg is the average of the coordinates reported over time by all client devices at that geographic point and orientation. The mean and the standard deviation of the position errors (with respect to the manually measured position x*), calculated over all client devices, are also shown in the figure. Note in the figure the general closeness between |x-x*| and |x-xAvgAvg|. This is evidence that the manual measurement at this point was in fact reliable, and that the device used for calibration during setup was in fact fairly representative of the client devices. The closeness between the |x-xAvg| bar, calculated with respect to the average position reported by this device, and the |x-xAvgAvg| bar, calculated with respect to the average position reported by all devices, indicates that most of the positional error is due to the variation in detected signal strengths over time. Evidently Client 1 exhibited a larger variation than the others in the detected signal strengths over time.
B. Variation across clients
Key findings:
• At most locations, variation in detected signal strength over time was the chief source of positional error at a given orientation. Figure 3 shows the variation of location accuracy with orientation, for a single client (Client 3) at one geographic location. These data were taken in Experiment IV.B. This variation with orientation is statistically significant. This is fully expected and is primarily a statement of the directionality characteristics of the client device. For this reason, the suggested calibration method involves complete manual rotation of the calibration client. Of course, if the client device to be tracked is a new design, it is certainly possible to select an antenna design that exhibits less variation with respect to orientation, and this would be our suggestion. Note in the figure that roughly half of the worst-case error at this location is due to rotational variation.
C. Variation with orientation
Key findings:
• Rotational variation accounted for half the worst-case error. Figure 4 shows variations in positional error at different locations in the store. Here the |x-x*| bar is the average over time of the absolute position error, i.e., the difference between the position reported every 2 seconds by the Position Engine, and the mechanically measured coordinates. The |x-xAvg| bar is an indication of the variation in the reported position over time, irrespective of accuracy. Note that a stable reported position (short |x-xAvg| bar) is not necessarily an indicator of low absolute position error. These data were taken in Experiment IV.B. These variations, both in |x-x*| and |x-xAvg|, are statistically significant. At location 3, the unit under test exhibited a relatively large variation in its reported position over time, yet the error with respect to measured position there is not among the highest. Our experiment was designed to study a commercial environment configured with one-pass calibration. From the figure, we can see that some geographic points are subject to much greater error than others. Obviously, worst-case position error within the store could have been improved had we used these results iteratively to perform denser calibration in the vicinities of the worst points (1, 2, 4, 5, and 7 in the figure), and this would be our suggestion for the calibration procedure in most commercial environments. 
Orientation Variation
D. Variation across geographic points
E. Variation with number of access points
Although Experiments IV.B, IV.D, and IV.E were conducted using ten access points, it was possible to re-run the Positioning Engine software using the captured data for only five of the access points, selecting from among the ten the four corners and one near the center. Numerical analysis of the resulting location data produced by the Positioning Engine indicated no significant difference in accuracy whether five or ten access points were used to determine location. This means that for these particular cases, a point of diminishing returns was already achieved with five access points in the store. Thus, once the access point density is such that at least five can be heard from every point, further increase in access point density alone is less productive than other means of increasing accuracy as described in Section III.
Key findings:
• An access point density of five access points detectable from all locations is adequate; beyond that level, other techniques (like denser calibration) are more effective than adding access points.
F. Variation with sampling frequency
Our statistical analysis of position data comparing 0.5 second and 2 second sampling periods did not indicate a consistent correlation between sampling frequency and location error. For some clients and orientations, accuracy was significantly better at 0.5 second sampling, while for other clients and orientations, accuracy was significantly better at 2 second sampling. Our interpretation is that differences in the reported positions cannot be attributed solely to the sampling frequency difference, but also to other variations from experiment to experiment (e.g., slight differences in orientation or absolute position). This means that for commercial environments similar to a supermarket, increased sampling frequency is less important than the other means of improving accuracy as described in Section III. This analysis used data from Experiments IV.B, IV.C, IV.D, and IV.E.
Key findings:
• For most commercial environments, increasing the sampling frequency above 1 sample per second is less effective than other techniques.
G. Area Accuracy Analysis
For this experiment we divided an aisle into a sequence of six adjacent predefined areas. The area borders did not correspond to any physical barrier and there was no isolation between areas. Figure 5 shows the percentage of samples for which a correct predefined area was reported, when the client was placed in the middle of the predefined area. Note in the figure that two samples (area 8B, orientation 0; and area 8D, orientation 270) had a 0% area accuracy reading, which appears as a missing bar in the figure. Area dimensions were approximately 3 meters by 4 meters. Of course, the size of these predefined areas is intentionally smaller than the worst case positional error (and also smaller than what is needed in many commercial applications), in order to study variations in the error rate. In general, with adjacent area definitions one would not expect 100% accuracy when the area dimensions are smaller than twice the worst case positional error. (For wellseparated area definitions, high accuracy can be expected that is more or less independent of the area size.) These results confirmed our expectation for adjacent areas, but also indicate that area determination is generally more accurate than what can be expected based on worst-case position errors. This is due to the pattern matching algorithms in the EPE and their ability to select the most probable predefined area irrespective of worst-case positional error. This analysis used data from Experiment IV.F. . Positional accuracy of area determination by area and orientation. In this experiment, our pre-defined areas were intentionally worst-case in that they were adjacent and of small size compared to the access point spacing.
The EPE reports an "expected error" which is based on the closeness of the pattern match between reported signal strengths and the patterns stored at calibration time. We verified that this reported "expected error" can be used to determine whether the reported area is accurate. Figure 6 shows histograms of correct and incorrect reported areas versus the reported "expected error". Clearly, accuracy of the reported area is increased for smaller reported "expected error". Key findings:
• Assignment to correct predefined area is more accurate than worst case positional error would indicate.
• Assignment to correct predefined area is extremely accurate when the "expected error" reported by the positioning engine is less than half the area's linear dimensions. 
CONCLUSIONS
We summarize here some observations and guidelines for signal strength positioning in commercial environments, which can be extracted from the results of this study. Although we have extracted from this work a few general guidelines, we wish to emphasize that the actual measurement results presented are specific to this installation. Accuracy can be either better or worse in another similar environment, or with other similar equipment or another access point arrangement.
• In a typical commercial environment, upon initial deployment there may be some regions in which the absolute location accuracy is significantly better or worse than others. Therefore iterative calibration, in which initial absolute error measurements are used to select vicinities for increased calibration density, should be considered routine setup for commercial environments. This is a relatively easy process given proper calibration tools such as the Manager software used in the initial site survey.
• Where possible, non-directional antennas should be used on clients. Positional accuracy can be improved by selective use of directional antennas on some access points, which enables more reliable positioning to a particular aisle, for example.
• In working commercial environments most of the positional error aside from rotational variation, is due to the temporal variation in detected signal strengths. This means that a given level of accuracy requires more work (iterative calibration, directional antennas, etc.) in a commercial environment than a lab.
• Sampling frequency and access point density above five audible access points from any location are less important than other variables in affecting positional accuracy.
• Predefined areas with dimensions considerably smaller than the worst-case positional error can still be used with good results for many applications.
• The "expected error" reported by the Positioning Engine can be used to determine the accuracy of the reported area.
