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Preface
This volume contains the papers presented at IMAV2017: International Micro Air Vehicles Conference and
Flight Competition 2017.
The International Micro Air Vehicle Conference and Competition is a yearly event that aims at fostering
key technologies for the development of micro-air vehicles. It combines a scientific conference and a flight
competition intended to all research groups around the world. After Delft (2014), Aachen (2015) and Beijing
(2016), this year edition was held in Toulouse, France, from September 18th to 21nd, 2017.
This edition was, again, an occasion to put forward the methodological and technological advances in this
rapidly growing field. The impressive variety of application cases, related needs, and breakthroughs has been
represented through the papers gathered in this volume. These papers address many challenges, among which
one may mention:
• Conception for new configurations, more efficient, easier to manufacture, bio-inspired,. . .
• Aerodynamics studies to reduce consumption or to improve drones performances, or to perform finer
simulations
• Aeroacoustics studies to reduce the noise produced by drones
• Human machine cooperation, a domain where impressive progress is ongoing, which helps to better
understand the human brain, and reduce the operator workload
• Improving the control and guidance designs, in particular to allow multi-vehicles cooperation, better
trajectory tracking, and wind gusts rejection, collision avoidance, consumption reduction, or load carrying
• Navigation, the capability to localize the drone in complex environments, with a degraded set of sensors,
in particular with the use of few information, for example vision only
• Artificial intelligence, decision making in uncertain contexts, which helps the embedded system taking
relevant and safe decision in dynamic environments
• Atmospheric wind measurements
This volume shows great achievements in these various areas. Among those high quality papers, the program
committee would like to mention that the paper entitled “Quad-thopter: Tailless Flapping Wing Robot with 4
Pairs of Wings” by Christophe De Wagter, Matej Karasek and Guido de Croon have been nominated for the
Best Paper Award.
The scientific and organization committees is grateful to the support of our sponsors: Re´gion Occitanie,
Toulouse Me´tropole, Parrot, Mathworks, UIMM, Fondation ISAE-Supae´ro and to the contribution of our
partners: Toulouse ESOF 2018, Airborne Concept, Mairie de Cugnaux, Pre´fecture de la Haute-Garonne, DSAC-
Sud, Ae´roport de Francazal.
September 2017
Toulouse
Jean-Marc Moschetta (ISAE-SUPAERO)
Gautier Hattenberger (ENAC)
Henry de Plinval (ONERA)
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Qualitative Investigation of the Dynamics of a Leading
Edge Control Surfaces for MAV Applications
A Panta∗, Petersen P, Marino M, Watkins S, Fisher A and Mohamed A
RMIT University, Melbourne Australia
ABSTRACT
Conventional control surfaces mounted on wing
trailing edges actuated with commercially avail-
able servos have not been able to achieve suffi-
cient control authority and rapidity to keep small
MAVs flying straight and level in turbulent flow.
Non-conventional leading edge control surfaces
are investigated as an alternative actuation so-
lution with the potential to enhance control au-
thority and rapidity. In this study, flow visualiza-
tion of leading edge control surface revealed that
higher deflection rates delayed flow separation
and this is expected to enhance control forces.
Higher actuation rates produced dominant lead-
ing edge vortices and hence a transient lift en-
hancement over the airfoil. Lift spikes from high
rate actuations could be exploited to compensate
for the high frequency perturbations from gusts.
1 INTRODUCTION
Small Micro Air Vehicles (MAVs) are generating high
level of interests in the unmanned sector of aviation because
of the diverse range of reconnaissance, surveillance and
package delivery missions these lightweight systems can
fulfill. However their miniature size and flight environment
introduces a range of flight challenges primarily due to the
relatively high levels of turbulence present at low altitudes
where MAVs operate [1–6]. High frequency energy content
in turbulence has the ability to rapidly accelerate and rotate
these lightweight systems [7, 8]. When attempting to attenu-
ate these deleterious effects of turbulence the actuation rate
of conventional fixed wing control surfaces has been found
insufficient to adequately compensate for the disturbance
inputs. This is due to the relatively higher aircraft frequency
response required by MAVs, coupled with the limited control
authority and actuation power. Existing control surface
placement and turbulence response systems do not have
sufficient power and rapidity to overcome perturbations in
turbulence to a level where MAVs can fly steady in urban
environment [9] .
A range of passive and active methods have been explored
to address this issue of poor attitude control in MAVs. Passive
∗Email address(es): ashim.panta@rmit.edu.au
methods involve the aircraft’s natural ability to produce the
aerodynamic forces to achieve stability, through design fea-
tures of the aircraft (eg., wing sweep, dihedral etc). Existing
literature show that these techniques can only attenuate low
frequencies of perturbations while limiting maneuverability
and agility [10]. Active methods in contrast refers to the use
of a control system, that goes through a Sense (detect tur-
bulence ahead of the aircraft), Plan (consider desired control
surface deflection ahead of time) and Act (aerodynamic actu-
ation) cycle [11], see Figure 1. It is near impossible to manu-
ally fly these aircraft in turbulence [12]. Many MAVs require
control input rates higher than 25 Hz [13], which is beyond
the bandwidth of human operators [14]. Employment of an
active attitude control system is therefore vital as a micro-
controller can provide higher input control rates than human
pilots.
Figure 1: Control system’s process for controlling MAV in
turbulence, adopted from [15]
Despite active turbulence mitigation techniques such
as Phased Advanced Sensing [9] and Real Time Pressure
Sensing [16] showing promising results in the Sense and Plan
component of the SPA cycle, it was found that conventional
designs and control surfaces (i.e. mounted on the trailing
edges of flying surfaces) could not achieve sufficient control
authority and response to keep small unmanned craft flying
straight and level in turbulence [9]. This is primarily due to
the lower than required speed of mechanical actuator and
small control surface of MAVs.
Potential solutions for increasing the control authority lay
in the use of control surfaces that are hinged on the leading
edges of wings. These provide an unstable hinge moment
where the fluid is driving the actuator (forcing a passive mo-
ment), rather than resisting against it, contrary to the situation
with conventional control surfaces. Concerns with the unsta-
ble nature of such Leading Edge Control Surfaces (LECS)
mean that they have not been used on larger manned aircraft.
However the relatively low loads on fixed wing MAV, cou-
pled with the requirement to operate controls at much higher
frequencies than manned aircraft, make them potentially
International Micro Air Vehicle Conference and Flight Competition (IMAV) 2017 1
useful for rapid maneuverability and turbulence rejection.
As a result it might be possible for leading edge devices to
be used more freely for MAV applications and could provide
an insight and solutions to the controllability issues of MAVs.
Figure 2: Free body diagram of trailing edge (left) and lead-
ing edge (right) control surfaces
Trailing Edge Control Surfaces (TECS) need power from
an actuator to rotate a control surface from a neutral position
to a deflected position in order to generate an aerodynamic
control, see Figure 2. At this deflected position there is a
restoring moment from the flow, which could be used to
drive the surface back to its neutral or un-deflected position,
thus potentially no actuator power is required for this part
of the motion. LECS can use the flow to drive the control
surface from its un-deflected position to a predetermined
deflected position (i.e. there is no need for servo actuation
for this part of the motion) but an actuator is needed to bring
the control surface back to a neutral position and to hold
it in position. So there are potential disadvantages present
with the proposed solution. The complex dynamics of a
LECS for low Reynolds Number (Re) (≤150,000) flight is
not well understood in the current body of literature. Thus
the feasibility of using such system for MAV controls (to
improve control authority and response) cannot be dictated
without further investigation.
1.1 Low Reynolds Number Leading Edge Aerodynamics
1.1.1 Static Effects
Though the use of leading edge control surfaces for primarily
control is not common, the use of leading edge devices to
enhance performance is a well explored concept. Airfoil
performance may be enhanced by management of boundary
layer using leading surface roughness, suction or blowing.
Adverse effects of separation bubbles and bubble burst
(which can dominate the flows at low Re) can be overcome
by various means. Transition control can be done by ad-
vancing the transition or maintaining the laminar flow both
of which can suppress flow separation bubble effects [17].
At low Reynolds Numbers, flow separation occurs near the
leading edge, thus it is common to employ a leading edge
flow control mechanisms in order to main attached flow at
high angles of attack. A thorough review of flow control
mechanisms is presented by [18] to control the leading edge
vortices on delta wing aircraft. Along with blowing, suction
and unsteady excitation techniques the author suggested the
use of leading edge control surfaces.
A study by [17] found statically deflected leading edge
flaps (much like Kruger flap) enhanced aerofoil performance
by augmenting lift and limiting drag at certain angle of
attack. These flaps acted like a transition device preventing
the formation of separation bubbles. A range of accepted
flow control methods for low Re was reviewed and the most
promising method was to passively design such that the
(leading edge curvature, camber and thickness) severity of
adverse pressure gradient forces transition to the desired
location. This study was inspired by the findings of leading
edge control surfaces (flaps) in natural flyers much like the
study by [19]. It was found that at Re of 40000 - 120000 the
addition of a leading edge flaps showed distinct performance
enhancement at angle of attack (≥ 200). The leading edge
flaps were found to increase the baseline airfoil’s lift by up to
Cl = 0.52. Further use of leading edge flaps as flow control
mechanism can be found in [17–25].
1.1.2 Dynamic Effects
MAVs must be capable of executing agile and aggressive
maneuvers at highly unsteady dynamic conditions. In
unsteady flow, lift generated is contributed from circulatory
and non circulatory components. Circulatory components
include Leading Edge Vortices (LEV) and bound circulation
while non-circulatory forces are brought about the wing’s
acceleration and added mass. Leading edge devices are
good to generate vortical structures that have significant
contributions to the overall force production on an airfoil.
Examples of these are observed in natural flapping flyers
such as birds and insects [26]. Thus recent research in the
unsteady aerodynamics associated with MAV flights has
been increasingly focusing on LEVs. LEV is a physical
flow phenomenon that generally occurs during a dynamic
stall; i.e., when an airfoil, rapidly pitched up beyond its
static stall angle generates a dynamic stall vortex, causing
the lift coefficients to increase beyond its maximum value
for the un-stalled case. LEVs are well studied in various
aerodynamic contexts such as retreating helicopter blades
or super maneuverable aircraft [27]. In the unsteady low
Re regime the LEV is believed to contribute most to the lift
generation [28]. As MAV flight requires rapid controls to
maneuver in and around obstacles and to overcome turbulent
disturbances, MAV flow physics is highly unsteady. Thus the
formation of LEV have a significant influence in providing
high lift coefficient for MAV applications [29]. Since rapid
pitch or flapping motions occur on a smaller time scale than
the development of full stall, this enhancement is exploited
by small airborne creatures and is of interest for designing
agile MAVs [27, 30].
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A LEV generates lift increment through the low pressure
region induced from the vortex core on the upper surface of
the wing and provides short term enhancement of lift whilst
remaining attached to the wing. LEVs are created when the
adverse pressure gradient and viscous shear stresses create
flow separation which causes a vortex to break away from the
leading edge of the airfoil. LEVs can follow along the chord
(desired) or break away from the airfoil (detrimental) [31].
At high angles of attack LEVs make significant contribution
to the total lift of the wing [32]. Studies by [32] suggested
the possibility of generating appreciable pitching and rolling
moments for flight control. LEVs were found to shed at in-
creasing rates for increasing Re and angle of attack in low
Re [33].
1.1.3 Effects of Actuation Rates
Actuation rates also have a significant influence in unsteady
force production over an airfoil. A study on a rapidly pitch-
ing flat plate wing found that the starting LEV is more pro-
nounced at higher reduced pitch rates [34]. The lift peak was
found to correlate with the maximum size of the LEV be-
fore its shedding and downstream convection [35]. A study
by [36] also found that fast pitch rate enhanced the forces
during the rapid pitch motions. It was found that the devel-
opment and convection of LEV is linear until eruption. At-
tached flow from fast pitch correlates to higher force coeffi-
cients than slow pitch, where flow is quasi steady. Figure 3
from [36] shows the lift characteristics as a function of pitch
rate. Furthermore investigation of a NACA 0015 airfoil pitch-
ing constantly at the mid chord by [37] measured time vary-
ing pressure drag and moment coefficients as a function of
angle of attack. This study also found that higher pitch rates
had dramatic positive effects on both the delay of stall and the
magnitude of maximum lift coefficients, Figure 4.
Figure 3: Force coefficients for fast and slow pitch rates [36]
1.2 Objectives
The little work surrounding the low Re aerodynamics of
leading edge flaps suggests that these devices improve the air-
foil performance. However a comprehensive understanding
of the fluid dynamics of a leading edge flap (as opposed to
rapid motion of an entire airfoil) and the effects of flap de-
flection angles and rates on the overall force production in
Figure 4: Coefficients of lift at various pitch rates [37]
unsteady cases were not well established. Thus the objec-
tive of this paper is to establish qualitative perspective on the
flow structures formed behind a LECS. To get an insight into
the fluid mechanics associated, flow visualizations for various
control surface deflection angles and airfoil angle of attack
were investigated for static and dynamic deflections.
2 EXPERIMENTAL APPARATUS
2.1 Wind Tunnel Setup
An insert box was manufactured to give nominally 2D
flow across the span of a flat plate airfoil in the RMIT
Aerospace Wind Tunnel. The tunnel is closed-return and has
a hexagonal test section of 2.1m, 1.3m and 1.1m [LxWxH].
The insert box was fully transparent for a controlled 2D airfoil
experiment while allowing video data acquisition. The insert
was a Plexiglass box of 1m x 0.5m x 0.5m. The flat-plate air-
foil used was 1% thick and featured a rounded leading edge
and a blunt trailing edge as documented by [38, 39]. Trailing
edge geometry is known not to have a strong effect on the lift
and drag at low Re. The chord was 135 mm; a size typical
of a fixed wing MAV. The flat-plate leading edge control sur-
face was 30% of the chord with a similar thickness. The wing
was mounted horizontally across the insert box, slotting into
rotating dowels on either ends, see Figure 5. The wing was
statically fixed but the leading edge control surface was free
to rotate about its hinge point (at 30% of chord from the lead-
ing edge). The control surfaces were actuated by RJX 1001
servos (mounted on the wing) using an externally positioned
Arduino board. Position feedback of the servo was attained
from tapping the servos potentiometer.
2.1.1 Pitching Kinematics
Three different cases of control surface deflections were
analyzed; a static deflections and fast and slow deflections
based on reduced frequency k, [31]
k =
ωc
U
(1)
Unsteady effects increases with increased reduced frequency.
ω is circular frequency (rad/s), U ref is reference velocity
(m/s) and c is chord (m). The fast pitch motions were done
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at 1200 deg/sec (k=0.14) and slow pitch at (k=0.0017) at 15
deg/sec at Re of 30,000. Typically this involved the wing
positioned at a certain angle of attack, and the control surface
being accelerated at a constant rate from 00 to a maximum of
±300.
2.2 Flow Visualization
A 0.15 mm diameter nichrome wire was mounted ver-
tically across the insert box in order to generate multiple
smoke filaments. The wire was heated electrically (30V at
0.6 Amps) in order to vaporize a mixture of iron powder
and glycerin. A Phantom Miro M310 high-speed camera
was mounted from above focusing on the smoke filaments.
Recordings were done at 1280 x 720 pixels with sample rate
of 1000 fps.
Figure 5: Wind tunnel setup for flow visualization
3 STATIC ANALYSIS
Figure 6 shows the flow over the airfoil at zero-angle of
attack with controls undeflected. Flow features were found to
correlate well with existing literature on flat plate airfoils at
low Re, including the von Karman vortex sheet seen in Figure
6, due to the blunt trailing edge shape [38, 39].
Figure 6: Flow over the wing at zero incidence
For all positive deflections of the control surface (δ), the
flow remained attached over the entire lower (pressure) sur-
face for all angles of attack (α) tested. As expected from
symmetry, all - δ deflections displayed an attached flow over
the upper side for α angles up to 20 degrees. During δ de-
flections, the flow remained attached on the entire lower sur-
face, up to 50 α. At higher incidences thin airfoils are sub-
ject to leading edge laminar separation due to the pronounced
Figure 7: Sign convention, δ = flap deflection angle, α= angle
of attack
Figure 8: Flow over the wing at various incidence angles
suction peak shortly downstream of the leading edge. This
was clearly seen in Figures 8 b-d in which a Laminar Separa-
tion Bubble (LSB) formation is visible. The change in pres-
sure distribution due to LSB formations generally lead to de-
creased lift while increasing drag [40]. LSBs seen in Figures
8 b-d are relatively small in dimension and are considered
short” bubbles which do not significantly alter the pressure
distribution around the airfoil [41, 42].
4 DYNAMIC ANALYSIS
Dynamic actuation of the LECS is analyzed in this
section and flow patterns are compared with the static cases.
A wide range of α’s were tested and only the most significant
variation in between static and dynamic deflections are pre-
sented. Images from the static case in Figure 8 were captured
at an arbitrary time when the flow was fully developed over
the airfoil. Whereas the images from the dynamic cases
presented in Figures 9-12 were captured as the LECS reached
the desired deflection angle.
Figure 9 shows the comparison of flow over LECS and
wing for the three cases; static, slow actuation and fast ac-
tuation. For the cases of α =00 rapid actuation significantly
changed the location of the stagnation line on the upper part
of the control surface, promoted flow attachment on the lower
surface and completely removed the flow separation on the
lower surface of the airfoil. For the cases of α = 100 rapid
actuation promoted separation on the upper part of the control
surface with a reduced region of separated flow over the up-
per surface of the airfoil. The flow over the upper surface was
moderately attached during low δ deflections for α > 100.
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Beyond that, formations of dominant Leading Edge Vortices
(LEV) were visible at the fastest deflection rate (Figure 9).
The flow on the upper surface was found to be of complex
nature and thus requires quantitative investigation of the pres-
sure/forces on the airfoil. Thus the actuation rate of the LECS
significantly influenced how the flow behaves and is expected
to significantly alter the dynamic control forces on both con-
trol surface and airfoil.
Figure 9: Comparison of flow during a static case and actu-
ation rates of k=0.0017 (slow) and k=0.14 (fast) during neg-
ative flap deflections; a-c: increasingly actuation rate for 00
angle of attack (AoA) , d-f:increasingly actuation rate for 50
AoA, g-i:increasingly actuation rate for 100 AoA
Figure 10: Comparison of flow during a static case and
actuation rates of k=0.0017 (slow) and k=0.14 (fast) dur-
ing positive flap deflections; a-c: increasingly actuation rate
for 00 AoA, d-f:increasingly actuation rate for 50 AoA, g-
i:increasingly actuation rate for 100 AoA
Observing both Figure 9 and 10, it is clear that both
slow and fast actuation cases reduced the amount of flow
separation on both the pressure and suction surfaces. The
reduced flow separations on both surfaces of the airfoil
were more noticeable during the fast actuation cases. An
investigation of the effects of rapid actuation rates on a
conventional TECS configuration by [43] also found that
flow separation was delayed with faster deflection rates.
Direct force measurements in a water tunnel demonstrated
that the total lift coefficient responded immediately upon
initiating the deflection of the control surface [43]. This
implies that the attached flow found in this qualitative investi-
gation suggests more lift production. However, these benefits
reduce once the flow develops back to its common static state.
Whilst fast pitch was found to produce more dominating
LEV, slow pitch was found to be largely separated and
featured small LEV sheds (Figure 9). During a fast linear
pitch classical LEV is formed, dominating the flow. It is
hypothesized that pitch component of a shear layer aids the
LEV formation. At slow pitch rates the flow was generally
separated and dominance of LEV was not seen. Development
of upper surface flow and LEV was strongly correlated with
the kinematics of the leading edge, suggesting that local
angle of attack at leading edge is of high significance in
unsteady pitching motions. Investigations of the effect of
pitch rate on the LEV size were done by [29, 44, 45]. In
these investigations it was found that increasing the pitch
rate delayed the formation of LEV on the upper surface,
and made LEV more compact and stronger. While a fast
pitch motion produced classical (dominant) LEV slow pitch
motions lead to non dominating LEV structures where flow
seemed largely separated with small LEV sheds. These
findings correlate well with the qualitative results presented
in this paper, Figure 9 and 10.
Results presented in this paper indicate that actuation
rate of LECS have a significant influence on the flow struc-
tures, especially the LEVs, which can be related to the lift
enhancement on the wing. This implies that higher deflection
rates produce departures from quasi-steady response due
to the lift contributions from the circulatory components,
enhancing force production during the deflection phases,
while slow deflection rates can be expected to be closely
quasi-static. Thus it can be concluded that the flow structures
are a strong function of pitch rates and that higher pitch rates
means higher the angle of attack before the beginning of flow
separation and more energetic suction peak. Thus higher de-
flection rates have significant effects on both the delay of stall
momentarily and the magnitude of maximum lift coefficients.
4.1 Flow Characteristics over time
Figure 11 displays a time history of the control surface
when exposed to smoke flow stream lines. Three separate an-
gle of attack angles are shown. The time sequence displayed
is post full deflection to investigate the flow mechanics
directly after the leading edge deflection. The formation of
LEV initiates as the control surface motion completes and
remains in a deflected state. The maximum defection angle
of the control surface was 300. In all cases the leading edge
deflection activates the formation of a LEV. LEVs are seen
to grow in size as they convect downstream with the flow. As
the angle of attack is increased, the convection rate of the
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LEV is more aggressive on the suction surface of the airfoil.
The LEVs are seen to grow however this growth is disrupted
when the vortex enters into the favourable pressure gradient.
This occurrence is more pronounced in the higher angles of
attack with the vortex almost non-existent in the final frames.
LEV on the upper surface were found to traverse faster with
increasing angle of attack, see Figure 11.
Experiments where performed in the same manner with
actuating opposite deflection increasing the angle of attack
of the airfoil (see Figure 12). In this case a LEV was only
produced on the upper surface where suction pressure exists.
The bottom surface did not show visible signs of LEVs due
to the effect of the favorable pressure gradient. The genera-
tion of the vortex was more pronounced relative to the down-
ward deflection presented previously. This suggests signifi-
cant increases in lift generation. This increase is short lived
as the vortex and surrounding flow return back to a steady
flow scenario. Short lived LEVs shown here may provide
a means to increase the amount of lift which exceeds what
could be achieved with conventional trailing edge control sur-
faces. The fact that the flow is unsteady and returns to a
steady state case means that this actuation may only be vi-
able if done at high frequency and allowed to return to the
non-deflected state. Further experiments are needed to eval-
uate this hypothesis however the strong creation of the LEV
suggest that the lift gains may be significant enough for fur-
ther experiments to quantify the time varying changes in lift.
Figure 11: Flow over the wing against characteristic time dur-
ing negative LECS deflection
5 CONCLUSION
Through flow visualization experiments it was found that
increasing actuation rates on leading edge hinged control
surfaces promoted flow attachment on the airfoil, thus could
be a potential solution towards achieving high responsiveness
and authority required for steady MAV flight in turbulence.
The effect of leading edge flap deflection rates at varying
Figure 12: Flow over the wing against characteristic time dur-
ing positive LECS deflection
wing angles of attack were studied. It was found that higher
deflection rates produced a more dominant LEV, which
grows significantly as it traverses across the chord of the
airfoil. This is expected to provide a significant transient lift
increment due to the presence of the low pressure vortex core
on the upper surface of the airfoil. The size and development
of the LEV at different deflections rates suggest correlation
between quantifiable increases of incremental lift and LECS
deflection rates.
Furthermore the study suggests that faster LECS actua-
tion leads to greater transient lift production. The return of
the LECS to its nominal position will be studied in ongo-
ing experiments. The dynamic influence of a returning LECS
(to original position) may uncover other fluid dynamic phe-
nomena which must be accounted for in the overall system.
Another quantity which must be accounted for is the effect
of control surface mass and how rapid actuation causes sec-
ondary forces in line with Newtons third law. The effects
of virtual mass are also assumed to have an influence on the
force production when LECS are rapidly actuated. Control-
ling the formation of convection of LEV across the airfoil
using a LECS could potentially lead to production of large
control forces. It is hypothesized that LECS could hold the
key in offering the high-frequency mitigation while conven-
tional control surfaces (hinged at the trailing edge) handle the
low frequency disturbances. Further work is needed to under-
stand the generation of these transient pressures and control
forces for MAV flight in turbulence. This is part of planned
future research (potentially from force and pressure measure-
ments). The potential of this control methodology could serve
micro flight applications well as high-frequent response rates
are needed to mitigate high frequency perturbations.
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Aerodynamic Design of a Martian Micro Air Vehicle
T. De´sert ,˚ J.M. Moschetta, and H. Be´zard
ONERA and ISAE-SUPAERO
ABSTRACT
The present study aims at developing a reliable
propulsion system for a rotary wing micro air ve-
hicle (MAV) associated to rovers in order to en-
hance Martian exploration rate. The main chal-
lenge encountered for MAV design is Martian
atmosphere’s density and speed of sound that
are signiﬁcantly lower than on Earth. Lead-
ing to compressible ultra low Reynolds num-
ber (2, 000 ă Redom ă 10, 000) ﬂows met at
blades tip that are unusual and unknown in the
biosphere. Consequently, evaluations of numer-
ical tools have been carried out recreating a de-
pressurized experiment. 2D and 3D steady and
unsteady Navier-Stokes computations are com-
pared to XFoil for ﬂow behavior apprehension
and solver assessment. Based on XFoil’s per-
formances evaluations, camber line and thick-
ness distribution have been optimized for 2D
incompressible and compressible ﬂows. Opti-
mal shape for a steady solver is a highly cam-
bered airfoil shifting the boundary layer sepa-
ration downstream. 2D unsteady Navier-Stokes
computations show that airfoils delaying heavy
unsteadiness generation are producing higher lift
and lower drag in 2D than the picked airfoils en-
hancing vortex production, such as dragonﬂy air-
foils. The impact of airfoil shape on 3D ﬂows
is evaluated with a ﬁrst of its kind experimen-
tal campaign in collaboration with CNES. The
experimental facility is a ONERA’s 18m3 tank
recreating Martian atmosphere in terms on kine-
matic viscosity and composition. The tank size
allows to reduce wall effects and provide - as
compared to previous studies - a more accurate
evaluation of rotor performances.
1 INTRODUCTION
Since 2004, three exploration rovers have successfully
landed on the Martian surface. Yet, only about sixty kilo-
meters have been explored on 21,000 km of the planet’s cir-
cumferential path. The slow exploration rate is mainly due
to a lack of visibility on the ground. A rotary wing micro
air vehicle (MAV) associated to rovers could signiﬁcantly in-
crease their mobility by providing an aerial point of view of
their upcoming pathway. However, Martian atmosphere is far
˚Email address: thibault.desert@onera.fr
from MAV friendly: density is hundred times lower than on
Earth and speed of sound is also lower due to low temperature
and different atmosphere composition (96% of CO2). Hence,
a new aerodynamic domain is explored: compressible ultra
low Reynolds number ﬂows - Table 1.
Earth Mars
Density (kg/m3) 1.225 0.014
Dynamic viscosity (mPa.s) 0.0181 0.0106
Average temperature (0C) 15 -63
Speed of sound (m/s) 340 238
Table 1: Atmospheric conditions of Mars and the Earth at
ground level
So far, the very few papers operating in this Reynolds
number range are mostly studying the impact of Reynolds
number [1] and turbulence rate [2] on ﬂow laminarity or eval-
uating aerodynamic performances of typical airfoils [3] and
planform distributions [4]. Only two studies provide airfoil
camber line optimization at Rec “ 6, 000 [5] and 6, 000 ă
Rec ă 16, 000 [6] for incompressible ﬂows. Neither thick-
ness distribution nor compressible optimization have been
undertaken yet. Incompressible experimental devices are
usually low speed wind tunnels [1], water tunnels [2][3] or
nanorotors [5][6]. As far as we know, only two depressur-
ized experiments recreate compressible ultra-low Reynolds
number conditions for airfoil [7] or rotor [8] performances
measurement. However, neither studies provide a validated
computational tool for ﬂow simulation. In the present study,
a computational tool is validated on compressible ultra low
Reynolds number ﬂows. Moreover, incompressible and com-
pressible airfoil optimizations of both camber line and thick-
ness distributions are carried out. The optimized airfoils are
evaluated and compared to airfoils from literature with the
validated solver and an experimental campaign.
This paper presents an aerodynamic design of a MAV oper-
ating in Martian atmosphere. First, MAV’s ﬂight conditions
domain is deﬁned. In this domain, steady and unsteady nu-
merical tools are evaluated and compared to Mars Wind Tun-
nel experiment [7]. Then, a compressible airfoil shape opti-
mization process based on 2D steady performances is charac-
terized and carried out step by step for ﬂow behavior appre-
hension. Finally, the impact of airfoil shape on rotor perfor-
mances is evaluated thanks to a ﬁrst of its kind experimental
campaign recreating Martian atmospheric conditions and gas
composition in an 18m3 tank.
1
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2 DESCRIPTION OF MARTIAN MICRO AIR VEHICLE
FLIGHT CONDITIONS
Aerodynamic design’s domain of the rotary wing MAV
correspond to the MAV’s ﬂight conditions in hover: Reynolds
Number and Mach number range. These two dimensionless
quantities depend on atmospheric conditions, MAV’s size,
weight and rotational speed. The constraints are the diam-
eter of the MAV around 30 cm, its weight of about 200 g and
the maximum rotational speed set to avoid locally supersonic
ﬂow.
2D laminar steady Navier-Stokes computations set maximal
subsonic rotational speed to 12, 000 rpm corresponding to
M “ 0.8 at blade’s tip for c “ 238m.s´1 (T “ ´630C).
Chord Reynolds number range is determined via BEMT eval-
uations with a number of blades range nblades P rr2, 5ss:
2, 000 ă Redom ă 10, 000. The upper boundary of the
Reynolds number range is enhanced in case of heavier MAV
design. The reference Reynolds number is: Reref “ 3, 000.
3 ASSESSMENT OF 2D AND 3D NUMERICAL TOOLS
FOR COMPRESSIBLE ULTRA-LOW REYNOLDS
NUMBER FLOWS
Numerical tools are not validated on compressible ultra-
Low Reynolds number ﬂows yet. Solvers need to be evalu-
ated and compared to an experiment recreating Martian atmo-
spheric conditions : the Mars Wind Tunnel [7]. The unsteady
solver, elsA [9], is validated on a 3D simulation recreating the
test section. The steady quick solver, XFoil, is assessed for a
purpose of airfoil optimization process.
3.1 Tohoku’s University Mars Wind Tunnel experiment [7]
The Mars Wind Tunnel (MWT) experimental device is lo-
cated at Tohoku’s University - Figure 1. It consists of a wind
tunnel reproducing Martian atmospheric composition: den-
sity and gas. We evaluated the case of the triangular airfoil
[7]. This airfoil’s strong leading edge camber and sharpness
causes signiﬁcant unsteadiness in the ﬂow, making it inter-
esting for numerical validation. Low density allows to reach
Figure 1: Tohoku’s University Mars Wind Tunnel experiment
Rec “ 3, 000 for different Mach numbers - M “ 0.15 & 0.5.
Forces are measured with a balance and pressure distributions
are available on the upper part of the airfoil thanks to pres-
sure sensitive paint (PSP). Even if the MWT experiment is
supposed to recreate 2D ﬂows, PSP measurement showed a
three dimensionality over the airfoil. Moreover, author’s 3D
LES computations [7] provide greater lift and drag predic-
tions than the experiment while not taking into account the
test sections - Figure 2. This phenomenon is due to wall ef-
fect on the sides on the test section: the entire experiment
needs to be simulated for proper ﬂow and forces evaluations.
3.2 3D unsteady Navier-Stokes solver elsA
The solver elsA was developed by ONERA in the 90’s.
It is based on an integral form of the compressible Navier-
Stokes equations [9]. Considering the Reynolds number
range, the hypothesis of laminar ﬂow in a non turbulent envi-
ronment is conceivable. Transition criteria, such as AHD and
Moore, have preliminary conﬁrmed that no transition would
occur neither by ampliﬁcation of Tollmien-Schlichting waves
nor by separation bubble. Mesh convergence has been stud-
ied for all Navier-Stokes simulations.
3D unsteady simulations recreating the MWT test section are
needed in order to recreate the same test conditions as in the
experiment. Representative ﬂow conditions (Rec “ 3, 000,
M “ 0.5) are chosen. 117, 000 cells 2D H-topology meshes
with 242 nodes mapping the airfoil’s upper surface and 151
for the lower surface have been made taking into account the
test section walls with different angles of attack of the air-
foil: 50, 100 and 150. The ﬁrst cell height is set to 2.10´4 for
chord-normalized coordinate system. From those 2D meshes,
15 millions cells 3D meshes have been constructed with 131
nodes in spanwise direction for a width of 3.3c. As presented
Figure 2: Polar comparing MWT, 3D computations from [7]
and 3D elsA simulation (with standard deviation) (Rec “
3, 000, M “ 0.5)
in Figure 2, laminar unsteady Navier-Stokes solver accurately
predicts the 3D forces generated at the two ﬁrst angles of at-
tack ( 50 and 100). However, for the third angle of attack,
corresponding to a fully detached ﬂow, computed lift is over-
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estimated. Since we do not intend to evaluate highly per-
turbed environment, we consider the solver validated for 3D
ﬂows and by extension, we assume that it provides reliable
2D ﬂow predictions.
3.3 2D steady solver assessement for airfoil optimization
process
In an airfoil optimization process, a quick and effec-
tive tool is needed for performances comparison: unsteady
Navier-Stokes simulations’ computational cost is too signif-
icant. XFoil, a potential ﬂow solver strongly interacted with
integral boundary layer formulation, provides a quick steady
evaluation of lift, drag and boundary layer state. In order to
evaluate laminar XFoil forces prediction, we compare it to
laminar steady and unsteady elsA solver on the triangular air-
foil test case (Rec “ 3, 000, M “ 0.5). Mesh used for these
elsA evaluations counts 89, 200 cells with 242 nodes mapping
the upper surface and 151 for the lower surface. It is noted
that XFoil provides a Karman-Tsien compressibility correc-
tion for CP and external velocity ue. The integral bound-
ary layer formulation is already valid for compressible ﬂow,
therefore, it may be considered as a subcritical compressible
solver. As we observe in Figure 3(a), taking into account
(a) Polar comparing elsA steady and unsteady 2D sim-
ulations (with standard deviation) and XFoil (Rec “
3, 000, M “ 0.5)
(b) Mach ﬁelds in steady case (left) and averaged unsteady (right) (Rec “
3, 000, M “ 0.5, α “ 90)
Figure 3: Comparison of different 2D solvers on compress-
ible ultra-low Reynolds number ﬂows
unsteadiness in 2D compressible ultra-low Reynolds number
simulations increases the forces generated by the airfoil. This
is due to the recirculation zone created by boundary layer sep-
aration. For Cl ă 1, detachment is triggered by 0.3c upper
surface discontinuity - Figure 3(b). For Cl ą 1, ﬂow is fully
detached from leading to trailing edge creating a lift and drag
overshoot going along with strong unsteadiness. In steady
computations using XFoil and elsA, boundary layer separa-
tion creates a massive drag rise without signiﬁcant lift gain
causing poor aerodynamic performances. However, forces
predictions anterior to heavy boundary layer separation pro-
vide valuable hint on airfoil’s performances. Therefore, we
consider that we can use the steady solver XFoil for airfoil
comparison in an optimization process acknowledging that it
does not take on board the entire physic of the ﬂow.
4 AIRFOIL OPTIMIZATION PROCESS BASED ON
XFOIL’S PERFORMANCES EVALUATIONS
In a purpose of optimization, automatic airfoil generation
with ﬁnite parameters is primordial. CST method [10] has
been chosen because of its ability to recreate any C2 continu-
ous airfoil shapes with a restricted number of parameters. In
this study, we used ﬁve parameters to reﬂect the shape of one
curve: camber or thickness distribution. Note that discontin-
uous airfoils, for example corrugated airfoils, cannot be rep-
resented with this parametrization method. However, XFoil
is not able to simulate a recirculation zone in a corrugation.
The major issue raised by XFoil is convergence: many phe-
nomenon can cause a non-convergence compelling the opti-
mization process to be extremely robust to it. The optimiza-
tion process consists of evaluating the entire parameters do-
main with an increasing proximity between the different sets
of parameters. As presented in Figure 4, from each input gen-
eration N , ten sets of parameters are selected as the most ef-
fective airfoils by a performance function. The sets of pa-
rameters outside of the zone created by the ten selected are
eliminated from the optimization domain: a new domain is
formed and a new input generation N ` 1 is evaluated. Since
Martian atmosphere is highly turbulent, the blade’s ﬂight con-
ditions can ﬂuctuate. Hence, performance function needs to
evaluate the airfoil’s competitiveness in the entire hover range
of a Martian micro air vehicle. Each set of parameters, repre-
senting an airfoil shape, is evaluated on three Reynolds num-
bers representative of the entire Martian MAV ﬂight domain:
Rec P p2, 000; 6, 000; 10, 000q. The performance function
is built as the mean value between lift-to-drag ratio and en-
durance coefﬁcient over the range of Reynolds numbers and
a range of angles of incidence. The process is robust to non-
convergence because it does not learn from previous evalu-
ations: we observe an unconverged set of parameters from
generation N represented with a green triangle - Figure 4.
Since its set of parameters is part of the zone formed by the
most effective airfoils of its generation, it is still part of the
new generation domain and a close set of parameters is going
to be evaluated and converged. However, sufﬁcient proximity
on the domain is needed in order to avoid the elimination of
3
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Figure 4: 2D representation of selection process robust to
non-convergence
unconverged effective sets of parameters: it demands a very
important number of sets and a parallelized process. Each
generation counts at least 50, 000 sets of parameters evalu-
ated several times for each of the three Reynolds numbers.
Approximately half a million XFoil evaluations are carried
out in each generation.
5 RESULTS OF COMPRESSIBLE AND
INCOMPRESSIBLE AIRFOIL OPTIMIZATION FOR
ULTRA-LOW REYNOLDS NUMBER FLOWS
We acknowledge that heavy boundary layer separa-
tions are causing poor aerodynamic performances or non-
convergence in XFoil. Hence, airfoils enhancing vortex pro-
duction cannot be truly evaluated and the optimization pro-
cess aims at generating airfoils shifting the boundary layer
separation downstream. For ﬂow behavior apprehension, op-
timization has been carried out step by step, adding gradual
complexity in incompressible ﬂows and then assessing the
impact of compressibility.
5.1 Incompressible airfoil shape optimization: camber line
and thickness distribution
In the study, three incompressible optimization process
have been carried out. Camber line optimization with a pre-
scribed 2% relative thickness distribution having round lead-
ing edge and sharp trailing edge. Then, thickness distribution
optimization from optimal camber line with a minimum rel-
ative thickness constraint set to Tmin “ 1%. Finally, since
camber line and thickness distribution are co-dependent, gen-
eral airfoil shape optimization. As presented in Figure 5(a),
camber line shape of each step’s optimal airfoils follows the
same pattern: a cambered leading edge for proper ﬂow adap-
tation avoiding early boundary layer separation. A slightly
tilted ﬂat middle shape permitting to delay boundary layer
detachment. And the highly cambered trailing edge ﬁxes the
separation point. Hence, optimal airfoils are producing sufﬁ-
(a) Incompressible XFoil optimal airfoil shapes:
camber line optimization with a predeﬁned thick-
ness distribution (yellow), thickness distribution
optimization (green) and general shape optimiza-
tion (blue)
(b) XFoil’s lift-to-drag ratio in ﬂight conditions (Rec “
6, 000, M “ 0.1)
Figure 5: Incompressible general airfoil optimization perfor-
mances comparison with the different optimization steps
cient lift with high camber while shifting the boundary layer
separation downstream. The two incompressible camber line
optimizations from literature provide the same general cam-
ber line shape for similar range of Reynolds number [5][6].
Optimized thickness distributions show a thin leading edge
for proper ﬂow adaptation and a surprising round trailing
edge: its impact is evaluated in section 6.2. The optimized
thickness distribution with a pre-optimized camber line dis-
plays thinner parts at x{c “ 0.15 & 0.8 that are no longer
present with the general shape optimization. Thickness dis-
tribution optimization is compensating for the over-cambered
line designed for the prescribed leading edge and trailing edge
distributions. Figure 5(b) exhibit a better lift-to-drag ratio on
a wider range of coefﬁcient of lift at each optimization com-
plexity increment. This is due to better leading edge ﬂow
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adaptation and trailing edge decompression permitting wider
pressure distributions.
5.2 Compressible airfoil shape optimization: camber line
and thickness distribution
The impact of compressibility has been evaluated for the
general airfoil shape optimization. We remind that XFoil may
be considered as a compressible solver for subsonic ﬂows:
ﬂow rate is set to M “ 0.5 for avoiding local shocks ap-
pearance. As presented in Figure 6, compressible airfoil op-
Figure 6: General airfoil shape comparison for a compress-
ible and incompressible optimization
timization results in an equivalent thickness distribution with
a reduced camber compared to incompressible optimization.
In compressible ﬂows, boundary layer separation is more eas-
ily triggered: the reduced camber permits to delay high drag
production at higher lift, hence, a better lift-to-drag ratio is
achieved.
6 EVALUATION OF THE OPTIMIZED AIRFOILS
COMPARED TO AIRFOILS PICKED FROM
LITERATURE IN 2D UNSTEADY COMPRESSIBLE
NAVIER-STOKES SIMULATIONS
Since the optimization process is based on a simpliﬁed
steady solver performances evaluations, it is essential to nu-
merically audit the optimal airfoils with a validated solver.
6.1 Assessment of the optimized airfoils in compressible
ultra-low Reynolds number ﬂows
Figure 7 exhibits the aerodynamic performances of each
optimization steps’ optimal airfoil in compressible ultra low
Reynolds number ﬂows. They have very close unsteady
Navier-Stokes lift-to-drag ratio and tendencies are the same
for each Reynolds number of the Martian MAV’s range.
Compressible optimum generates lower drag for Cl ă 1 than
more highly cambered optimized airfoils. However, more
highly cambered airfoils suffer the drag rise at higher lift gen-
eration. Therefore, the 2D optimal camber line depends on
Figure 7: Averaged unsteady 2D N-S lift-to-drag ratio of
the optimized airfoils evaluated with elsA in ﬂight conditions
(Rec “ 6, 000, M “ 0.5)
the aimed range of lift coefﬁcient. We also note that the in-
compressible camber line optimization provides the best lift-
to-drag ratio. It means that thickness distribution optimiza-
tion for a given camber line did not enhance 2D unsteady
aerodynamic performances.
6.2 Impact of round trailing edge on aerodynamic perfor-
mances
The main difference between the optimized and the pre-
scribed thickness distribution comes from trailing edge deﬁ-
nition, therefore, we intend to evaluate the impact of this dif-
ference by producing an optimal compressible airfoil with a
sharp trailing edge replacing its unusual round shape. As pre-
Figure 8: Evaluation of the impact of round trailing edge on
aerodynamic performances: averaged unsteady N-S polar in
ﬂight conditions (Rec “ 3, 000, M “ 0.5)
sented in Figure 8, gap in 2D aerodynamic performances for
different trailing edge thickness distributions is minor. Con-
sidering the Reynolds number range, boundary layer growth
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and the recirculation zone triggered by separation at up-
per surface minimize the magnitude of trailing edge shape.
Therefore, in Figure 7, the difference in performances be-
tween the incompressible camber line and the incompressible
thickness distribution mainly comes from leading edge deﬁ-
nition.
6.3 Compressible and incompressible evaluation of a
steady optimized airfoil compared to airfoils picked
from literature
Since the optimized airfoils were build relying on a steady
process, we compare the compressible general airfoil shape
to airfoils considered in the literature as effective in ultra
low Reynolds number ﬂows. The 6% cambered plate has
been proven experimentally to be the most effective of the
tested airfoil for Martian ﬂight conditions [5][4]. And since
biomimicry tends to drive us toward corrugated airfoils en-
hancing vortex production, a dragonﬂy airfoil - Figure 10(b)
- is picked: it was also experimentally proven to be the most
aerodynamically effective from three sections at different ra-
dius of a dragonﬂy wing at ultra-low Reynolds number [11].
Both airfoils are generated with a 2% relative thickness distri-
bution. We observe in Figure 9 that airfoils delaying bound-
ary layer separation provide far better 2D unsteady Navier-
Stokes lift-to-drag ratio in ultra-low Reynolds number ﬂows
than the dragonﬂy airfoil. We note that performances are very
similar in compressible and incompressible ﬂows for low lift
production. At higher lift production, drag rise is more im-
portant in compressible ﬂows. Hence, for robustness, design
Cl in rotor generation has to be weakened. Figure 10 dis-
plays the averaged mach number contours for a production
of Cl „ 0.85 of the compressible optimal and the dragon-
ﬂy airfoil. The corrugated airfoil triggers boundary layer de-
tachment early in chordwise direction degrading 2D perfor-
mances. However, we acknowledge that only one corrugated
airfoil has been computed.
To conclude, XFoil provides valuable hints on airfoil perfor-
mances permitting to ﬁgure out trends in airfoil shapes op-
timization. 2D unsteady Navier-Stokes evaluations do not
show large differences in performances for airfoils postpon-
ing boundary layer separation. Nevertheless, a slight 2D per-
formances enhancement could have a greater impact on 3D
ﬂows.
7 EXPERIMENTAL CAMPAIGN IN A DEPRESSURIZED
FACILITY RECREATING MARTIAN ATMOSPHERIC
CONDITIONS
Because ﬂow behaviors might be very different in a 3D
rotary system compared to 2D computations, an experimen-
tal campaign in a depressurized tank has been carried out in
collaboration with CNES. The purposes of the campaign are
to understand the ﬂows encountered by experimental rotors
and to evaluate the impact of airfoil shape and gas composi-
tion on rotor performances.
(a) Incompressible averaged unsteady N-S polar in ﬂight conditions
(Rec “ 3, 000, M “ 0.1)
(b) Compressible averaged unsteady N-S polar in ﬂight conditions
(Rec “ 3, 000, M “ 0.5)
Figure 9: Incompressible and compressible 2D aerodynamic
performances evaluated with elsA of an optimized airfoil
compared to airfoils from literature [11][5][7]
7.1 Experimental setup and rotor production
The depressurized facility is a 18 m3 tank located at ON-
ERA’s Fauga center. Inside the tank, an ISAE-SUPAERO
testbed is incorporated for thrust and torque measurement -
Figure 11. Note that rotor wake heads toward tank’s tube, sig-
niﬁcantly reducing ﬂow recirculation. Martian atmospheric
conditions are met in the tank in terms of kinematic viscosity
for ﬂight Reynolds number consistency with the two differ-
ent gases: Air and CO2 (96%). The aimed pressure inside the
tank has been calculated from temperature and gas composi-
tion. Hence, performances are compared with dimensionless
numbers:
CT “ T
ρApΩRq2 CP “
P
ρApΩRq3 (1)
Experimental rotors have the same planform distribution from
Maryland’s experiment [8] - Figure 12. Four airfoil shapes
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(a) Averaged unsteady N-S mach ﬁelds in ﬂight
conditions (Rec “ 3, 000, M “ 0.5, α “ 50)
for the compressible general airfoil shape
(b) Averaged unsteady N-S mach ﬁelds in ﬂight
conditions (Rec “ 3, 000, M “ 0.5, α “ 70)
for the dragonﬂy airfoil
Figure 10: 2D averaged unsteady N-S mach ﬁelds evaluated
with elsA
(a) ISAE-SUPAERO’s ex-
perimental testbed in the
depressurised tank
(b) 18 m3 depressurized tank located at ON-
ERA’s Fauga center
Figure 11: Experimental facility evaluating rotor perfor-
mances in Martian atmosphere
are evaluated: Maryland’s airfoil (6.35% cambered plate),
compressible optimumwith round and sharp trailing edge and
ﬁnally the dragonﬂy airfoil. Rotors and hubs are produced
with a liquid resin printer except from the rotor with Mary-
land’s airfoil that was built in carbon.
Figure 12: Experimental rotors’ planform distribution [8] for
evaluating the impact of airfoil shape on rotor performances
7.2 Rotor performances in Martian atmospheric conditions
and gas composition
Every experimental rotor has been evaluated in Air and
CO2. Dimensionless performances are comparable in both
cases [7] and differences are within the measurement uncer-
tainty. We chose to show the rotor performances in CO2
since it is closer fromMartian atmosphere. Figure 13 displays
thrust coefﬁcient of experiments from ONERA and Maryland
[8] for different collective pitch angles. Maryland’s efforts are
under-estimated compared to ONERA’s: this is certainly due
to ﬂow recirculation inside the smaller tank (0.6 m3). How-
ever, tendencies are comparable thus a correction for compen-
sating the recirculation might be contemplated. For 3D ultra-
Figure 13: Coefﬁcient of thrust from ONERA and Mary-
land experiments compared to 2D unsteady and steady based
BEMT computations
low Reynolds number ﬂow physics apprehension, Figure 13
also shows expectations from BEMT computations based on
2D unsteady and steady Navier-Stokes polars. For a 190 col-
lective pitch, measured thrust is close to steady based BEMT.
However, for a 300 collective pitch, it is closer to unsteady
based BEMT than steady based BEMT. Our hypothesis is
7
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that centrifugal forces might tend to stabilize the unsteady
ﬂow over the rotor’s blades. But, this phenomenon would not
be important enough to stabilize a highly unsteady ﬂow at
300 collective pitch. Unsteady CFD rotor computations are in
progress for a better understanding of 3D ﬂows encountered
by Martian rotors.
The impact of airfoil shape on 3D ﬂows is studied in Figure
14. Rotor performances show the same tendencies as in 2D
Navier-Stokes computations for the different airfoil shapes.
Highly cambered airfoils shifting boundary layer separation
downstream show comparableCT {CP and thrust range while
the dragonﬂy airfoil displays poor performances and thrust
range. Hence, dragonﬂy wings are not optimized for gliding
at ultra-low Reynolds number.
Figure 14: Impact of airfoil shape on rotor performances in
CO2 for the same planform distribution - Figure 12 - and a
collective pitch angle of 190 (1, 000 ă Rpm ă 4, 000)
8 CONCLUSION
The main conclusions drawn on 2D and 3D compressible
ultra-low Reynolds number ﬂows during this numerical and
experimental study are the following:
• Laminar unsteady Navier-Stokes solver elsA provides a
proper ﬂow simulation and forces prediction in an undis-
turbed 3D environment.
• 2D steady computations allow to assess the incidence of
boundary layer separation and to provide valuable hints on
airfoil performances. Making them useful tools for airfoil
optimization.
• Effective airfoils for 2D ultra-low Reynolds number ﬂows
are highly cambered airfoils with leading edge and trailing
edge camber allowing to delay boundary layer separation and
unsteadiness production.
• Subcritical compressibility has little impact on 2D aerody-
namic performances but eases boundary layer detachment.
• Rotor dimensionless performances are comparable with an
Air or CO2 ﬁlled tank for the same ﬂight Reynolds number.
• Tendencies between airfoils performances in experimental
campaign recreating Martian ﬂight conditions are the same as
with 2D laminar Navier-Stokes computations.
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ABSTRACT
The interference of 17 inch ducted fans with a
height of 10% of propellers diameter was stud-
ied in hovering regime for the case as it was in-
stalled on a quad-rotor copter-type UAV/RPAS.
Numerical simulations were provided by solving
RANS equations with SST turbulence model us-
ing actuator disc with radial distribution of pres-
sure difference according to numerical and ex-
perimental investigation of 17 propeller in hover-
ing regime. The straight modeling of the ducted
fan with propeller rotation was conducted to ob-
tain higher quality resulting flowfield around the
ducted fan. During the 3D numerical simulation
of the interference of four ducted fans the im-
provements of duct geometry were provided in
the term of the power consumption with a con-
stant thrust. The wind stability of the quad-rotor
copter with four ducted fans was studied by mod-
eling the side wind of different velocities.
1 INTRODUCTION
Since multirotor copter-type vehicles started to be in use
for a wide set of applications, such as rescue operations or
monitoring for an archeological excavations in mountains (for
example Altai in Russia or Alps in Europe), the numerous
requirements have been appeared.
The first strong requirement is the hovering time, the
longer the flight time, the longer monitoring time is, for ex-
ample, during the rescue operations iteration. To increase
the hovering time the power consumption should be de-
creased while thrust remains constant. Previous investiga-
tions showed that the thrust of a single propeller could be in-
creased by 40% by installing the duct of the same diameter (as
single propeller) around the propeller (trimmed along the duct
surface) [1]. Thus, the rpm of a propeller could be decreased
and the rotor mast pitch/roll moment will be decreased too
while the thrust remains constant that would cause the power
consumption to drop. The optimal duct also has a height of
60% of the duct diameter that gives a huge side projection
as for the copter and strongly affects the second requirement:
wind stability. To satisfy wind stability requirements (ability
to fly with a wind up to 10 m/s or wind gusts of the same ve-
locity) earlier it was decided to use ducts of 10% of propellers
diameter [2]. It was shown that optimal duct of such a height
could decrease the power consumption by 20% but the pro-
pellers rpm should be slightly increased thus the total power
consumption will be decreased by 16% (taking into account
interference of the ducted fans on quad-rotor copter) [3].
To study the interference of the ducted fans the 17 inch
ducted fan with a height of 10% of diameter obtained earlier
during optimization [3] was chosen. The investigation was
provided numerically and experimentally. It was decided that
the quad-rotor copter to be the experimental vehicle to verify
the numerical simulations. Thus the needed thrust was set as
9N which corresponds to the hovering regime.
2 DUCTED FAN INTERFERENCE AERODYNAMICS
The first series of flight tests showed a strange behavior of
the copter in the hovering regime. After period since take off
the vehicle started to move in roll divergence, such a situation
led to a crash if not to land copter immediately. On testing
the different types of autopilots, engines, regulators, accu-
mulators and other electronic devices, different propellers the
conclusion that this effect to be of duct aerodynamics nature
has been done.
To find the reason of such a behavior the numerical simu-
lations were conducted. To provide the numerical simulations
on the set of different ducts a structured meshes with H-C
topology that contains over 25 million cells and provides re-
sulting Y+ variable of about 0.5-0.75. Duct with actuator disc
were situated between two planes of the geometrical symme-
try (as it is shown in figure 1) and the boundary condition of
rotational periodicity on it. At the actuator disc the pressure
change was set as a function of radius, this radial pressure
change distribution was taken from the previous modelling of
the propeller [4]. The simulations were provided by solving
RANS equations with SST turbulence model.
As a result of the simulations the unsteadiness of the
thrust was found. The thrust was oscillating with an ampli-
tude of 0.4N while the average magnitude was 9N for all ge-
ometries of the duct. Typical dependency of thrust as a func-
tion of time is represented in figure 2. The reason of such
a behavior is vortices found around the duct. These vortices
are starting from the symmetry planes and washing the inner
surface of the duct (figures 3 and 4). The vortices provide
additional thrust by forming a low pressure zone on the duct
surface (figure 5).
Moreover, exchanging the rotational periodicity bound-
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Figure 1: Computational domain for axisymmetric duct.
Figure 2: Typical dependency of thrust as a function of time.
ary conditions on the symmetry planes to symmetry boundary
conditions it was found that these vortices could oscillate in-
dependently along the ducts circle (with an amplitude of 15%
of the ducts circle). Thus this instability leads to the thrust
and pitch/roll moment oscillations which were observed dur-
ing the flight tests. The reason of these vortices to be is dawn-
wash caused by the duct presence. The vortices that occurs
on a low set engine intake of the civil aircraft have the same
nature.
To confirm that the vortices caused by the duct but not
a mistake in the actuator disc the straight modelling of the
ducted fan was provided. For that reason, the two-domain
structured mesh, which is consisted of 15 million cells, was
Figure 3: The vortices found. ω = 200 Hz.
Figure 4: The vortices position at a different time moment. ω
= 250 Hz.
Figure 5: Isopressure lines on the duct surface.
built. First domain around the duct was steady and second one
containing propeller rotated around the propeller axis with a
rotational speed of 3000 rpm. The disposition of two domains
is represented in figure 6. To solve the propeller tip vortices
clearly the additional value of cells were set between pro-
peller and the duct, the distance between propellers blade is
about 0.5 mm. The cross-section on the quarter-chord of the
propellers blade near the duct is shown in figures 7 and 8. In
addition, a number of nodes were added along the ducts circle
to improve the quality of propellers blade simulation (figure
9). Around the propellers axis the cylinder with a diameter
of engine was placed to avoid the zero radii simulation in the
solver. The final mesh view is represented in figure ??.
In straight modelling of the ducted fan the vortices ap-
peared and behave in the same way (figure 10). Each vortex
is destructing by the blade while blade is going through the
vortex and then appears again. This brings to the high fre-
quency oscillations of thrust on the duct surface in addition
to the oscillations mentioned above.
To avoid these vortices oscillation two ways were pro-
posed. First is to change the shape of the duct for the vortices
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Figure 6: Computational domain for the strict propeller sim-
ulation.
Figure 7: Propelleres balde quarter-chord cross section.
Figure 8: The mesh between duct and blade.
Figure 9: The mesh on the blade, planform view.
to tend to fixed position. Decreasing the incidence of the foil
nearest to the symmetry plane, thus it shapes a special cavern
for the vortex to be hard to leave it at the flight conditions.
Figure 10: Vortices around the ducted fan. ω = 300 Hz
The numerical simulation of such a duct showed that the am-
plitude of the vortex oscillation drops up to 0.3% of the ducts
circle and 0.1% in terms of the thrust. The typical view of
such a duct is shown in figure 11. But the power consump-
tion of such a duct slightly rises in comparison with the ax-
isymmetric duct. It happens because changing the incidence
of the airfoil closest to the symmetry the plane in which the
propeller rotates become not strictly round and narrowest in
the inner space of the duct. To form the propeller/actuator
plane strictly round and make it to be narrowest plane it is
proposed the foil nearest to the symmetry to move down, the
resulting view of the duct is represented in figure 12. The
power consumption for this case is 1% lower and is equal to
39.2W, in comparison power consumption of the same pro-
peller without duct in the case when it is installed on the quad-
rotor copter is 49.6W. The vortices struture around the duct is
shown in figure 13.
Figure 11: The pressure distribution on the duct with changed
incidence of the airfoils closest to the symmetry planes.
The second way to remove the oscillation is to remove
the vortices. For this a set of meshes for a numerical sim-
ulations were built where the axisymmetric duct was conse-
quently moved away of a copter center with a step of 50%
of duct height. The preliminary results of power consump-
tion as a function of the distance between two ducted fans is
shown in the figure 14. Now the simulation of the last cases
are ongoing and it is expected that power consumption will
asymptotically take value of 38.7W which is corresponds to
the power consumption of a single axisymmetric ducted fan.
International Micro Air Vehicle Conference and Flight Competition (IMAV) 2017 19
Figure 12: The duct with the airfoils nearest to the symmetry
place rotated and moved down.
Figure 13: The vortices struture around the duct with changed
incidence and moved down airfoils closest to the symmetries.
Figure 14: The power consumption dependency from the dis-
tance between two ducted fans.
3 DUCTED FANS INTERFERENCE WITH A NON-ZERO
SIDE WIND VELOCITY
To study the ducted fans interference in the conditions of
non-zero side wind velocity the mesh on two ducted fans with
a symmetry plane was built. Shape of the axisymmetric ducts
was taken from the previous study [3]. The H-C topology
structured mesh consisted of 50 million cells. Full computa-
tional domain is shown in figure 15. The simulations were
provided by solving RANS equations with SST turbulence
model. The wind velocity of 2.5, 5 and 10 m/s were set on
the outer boundaries of the computational domain. In addi-
tion, the wind gust of bench and sinusoidal view with a mag-
nitude of 2.5 m/s was also simulated. The actuator discs were
set with the same conditions as mentioned above.
Figure 15: The computational domain for the study of inter-
ference in non-zero side wind velocity conditions.
With the appearance of side wind the size of the windward
vortex increases while the size of leeward vortex decreases. If
the wind velocity grows the effect goes more distinctly. The
vorticity of vortices which cores are located along the wind
velocity vector decreases as the wind velocity increases until
the collapse which is shown in figures 16-18. The location of
vortex cores along the actuator changes too. With a growing
wind velocity the vortices are breaking down.
Figure 16: Vortex sheet around duct. Side wind velocity is
equal to 0 m/s.
Figure 17: Vortex sheet around duct. Side wind velocity is
equal to 2.5 m/s.
With a constant side wind the pitch/roll moment acting
on the copter is almost constant; it oscillates in a small range
relative to constant value and the cause of this oscillation as
described above. The pitch/roll moment dependency from
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Figure 18: Vortex sheet around duct. Side wind velocity is
equal to 5.0 m/s.
time while the wind gust is ongoing is represented in figure
19
Figure 19: The pitch/roll moment as a function of time.
The transient simulation of working ducted fan confirmed
the steady one with 2.5 m/s wind velocity. The form of the
bench-like wind gust is given in figure 20. Resultin pitch/roll
moment is shown in figure 21. The thrust and the power con-
sumption on both ducted fans obtained from transient simu-
lation is given in figures 22 and 23 respectively.
The modeling was carried out by providing the total two-
duct thrust to be 18N while the pitch/roll moment is equal to
zero. The power consumption as a dependecy of time in con-
ditions of bench-like side wind gust of 2.5 m/s is represented
in figure 25.
Figure 20: The velocity dependency from time of a bench-
like wind gust.
In addition to the numerical simulations provided a simu-
lation of two ducted fans in conditions of side wind gust with
a same characteristics as above was carried out but with the
Figure 21: The pitch/roll moment as a function of time.
Figure 22: Time dependency of thrust
Figure 23: The power consumption as a function of time
regulations of the actuator disc thrust during the simulation.
The actuator disc thrust has been regulated in the way that
overall thrust of a copter remains constant at the level of 18N
and pitch/roll moment is equal to zero. The resulting thrust
and power consumption dependencies are shown in figures 24
and 25.
Figure 24: The thrust as a function of time while overall thrust
remains constant and pitch/roll moment is equal to zero Nm.
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Figure 25: The power consumption as a function of time
while overall thrust remains constant and pitch/roll moment
is equal to zero Nm.
4 CONCLUSION
The set 3D numerical simulations were carried out to un-
derstand the strange behavior of the copter during the flight
tests in hovering regime. The complex vortices structure was
found. Each vortex is oscillating along the duct circle pro-
viding the thrust to be oscillating too. Thus the nature of
pitch/roll moment occured during the copter flight was ex-
plained. The straight modelling of a propeller rotating in the
duct confirmed the existance of these vortices, moreover dur-
ing the blade passing the vortex the vortex is breaking down,
and the blade thrust is oscillating as the ducts one.
To avoid negative effects caused by these vortices two ap-
proaches were developed. The first is to change the duct ge-
ometry and the second is to distant ducts from each other. For
the first case the vortices were fixed in the same position by
rotating and moving down the duct airfoils nearest to the sym-
metry planes. For the second case it was desided to distant the
ducts until the vortices to disappear.
The numerical study of side wind of different velocities
and wind gusts of different forms was conducted. The results
show that while the velocity of side wind grows the windward
vortex vorticity increases and the leeward decreases until both
vortices breakdown. The ptich/roll moment, thrust and power
consumption as functions of time were obtained.
The thrust and power consumption of windward and lee-
ward ducts, while the overall thrust remains the same and the
pithc/roll moment is equal to zero, as a function of time were
found.
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ABSTRACT
This paper deals with a numerical approach to
control aggressive maneuvers of a multi-rotor
aerial vehicle. The proposed controller uses an
approximate tabulated one-step time discretiza-
tion of the state-space model to find out the out-
puts of controller. It objective is to minimize
the distance between the plant output and a lin-
ear well chosen closed loop system used as ref-
erence, leading the system to adopt its dynami-
cal behavior. The prediction horizon is only one
step time that ensures the execution time is com-
pletely bounded. The results from simulation for
quadrotor show the performance and robustness
of the proposed controller.
1 INTRODUCTION
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Figure 1: Quadrotor model
A quadrotor is a flying vehicle with four rotors. Figure 1
presents a scheme of the system in a 3D space. The rotor i
rotates at speed ωi and generates a lift force Fi and a drag
torque. The quadrotor is an under-actuated system with four
inputs and six degrees of freedom. The control problem for
the quadrotor is usually divided into two stages: the attitude
tracking control and the stabilization of the position. Usu-
ally, the position controller generates a desired attitude for
the attitude controller. To provide solutions, a lot of control
techniques were used: classic PID controllers, adaptive con-
trollers, predictive controllers, controllers based on the Lya-
punov criterion, etc.
Looking at the challenge of control of the quadrotor in
the case of aggressive maneuvers in the literature, the follow-
ing works contain many interesting points for studying and
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comparing. An open loop control was proposed in [1] us-
ing reachable sets where the complex aerobatic flights were
decomposed into sequences of discrete maneuvers. A trajec-
tory generation for multiple-flips has been proposed in the
work of [2] using a simple learning approach. A survey of
the methods for attitude control of a rigid body can be found
in [3]. The minimal time problem has been considered in the
work of [4]. In [5], a quadrotor with flip back behavior was
used; the trajectory generation was solved in order to apply
a state feedback controller based on a Lyapunov function. A
full quaternion based attitude control for quadrotor was intro-
duced in [6]. The authors in [7] designed a controller for flip
control on Lie group SE(3). A learning control used in [8]
allows the quadrotor doing aggressive maneuvers. The work
in [9] have applied an optimal control LQR.
In this context, this paper proposes an attitude control for
a quadrotor using a numerical approach. This controller uses
a tabulated numerical model to represent the dynamics of the
system as a prediction map over one sample time step. Based
on this prediction map, the inputs of the system will be cal-
culated upon the admissible input space as a solution of the
minimization problem of the difference between the desired
output and the predicted output. The rest of the paper will
be organized as follows: firstly, the next section deals with
the quadrotor dynamics model, then the scheme of the pro-
posed control will be introduced as its application for attitude
control of the quadrotor. Finally some results from MAT-
LAB/SIMULINK will be presented.
2 QUADROTOR MODEL
2.1 Mathematical model
In the following, vectors and matrices are denoted in bold
font. The quadrotor depicted on the Figure 1 is operated by
changing the speeds of its four rotors. Using the equation of
Newton-Euler, the system is given by the following equations
in the body frame Gxbybzb:
x˙ = v
v˙ = fR(q)e3 −mge3
q˙ = 12Ξ(q)Ω
JΩ˙ = (JΩ)× Ω + Γ
(1)
with q = [q0, q1, q2, q3]T a unit quaternion and
Ξ(q) =
−q1, q0,−q3, q2−q2, q3, q0,−q1
−q3,−q2, q1, q0
T
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The variables and the parameters of the quadrotor are de-
scribed in the following table:
G Center of mass
x = [x, y, z]T Position of quadrotor
v = [Vx, Vy, Vz]
T Velocity of the quadrotor
m Mass of the quadrotor
J Inertia of the quadrotor
ωi i-rotor’s speed
ωmax Maximum speed of the rotors
Ω Angular velocity
g Gravity
R(q) Rotation matrix
e3 = [0, 0, 1]
T Unit vector
kt Thrust coefficient
kc Drag torque coefficient
L Half-distance between F1F2
Table 1: Notations
The thrust force and the moments applied on the main body
are calculated with the speeds of the rotors as follows:
f
Γx
Γy
Γz
 =

kt kt kt kt
ktL ktL −ktL −ktL
−ktL ktL ktL −ktL
−kc kc −kc kc


ω21
ω22
ω23
ω24

(2)
The skew-matrix operation of a vector x = [x1, x2, x3]T rep-
resents an easy way to compute the cross product of two vec-
tors, x× y = [x]×y.
[x]× =
 0 −x3 x2x3 0 −x1
−x2 x1 0

The inverse operation is denoted as vee-operation such as if
[x]× = X then X∨ = x. Considering only the attitude of the
quadrotor and the vertical dynamic, the equation above can
be written as (3).
v˙z = fR(9)−mg
R˙ = R[Ω]×
JΩ˙ = (JΩ)× Ω + Γ
(3)
where R(9) is the last item of the rotation matrix R and Γ =
[Γx,Γy,Γz]
T . The system becomes a full actuated system
with four inputs and four degrees of freedom.
2.2 Full quadrotor model
There are many toolkits and drag-drop environments to
model the dynamics a vehicle using the multibody dynam-
ics theory, for example SimMechanics from Mathworks,
MapleSim from MapleSoft. In this paper, we used a quadro-
tor Parrot-AR2 model built with MapleSim depicted on Fig-
ure 2. This model contains a main rigid body, four arms with
four brushless motors integrating four propellers to generate
the aerodynamics forces. This model also includes some vir-
tual sensors to obtain the quadrotor’s state: the position, the
velocity, the orientation and the angular velocity. This model
is exported to SIMULINK’s environment.
Figure 2: Quadrotor model in MapleSim
The parameters of the quadrotor are given in Table 2.
Parameters Value Unit
m 0.506 kg
Ix 2.38× 10−3 kg.m2
Iy 3.85× 10−3 kg.m2
Iz 5.9× 10−3 kg.m2
L 0.15 m
kt 2.3× 10−5
kc 2× 10−6
ωmax 350 rad.s
−1
Table 2: Quadrotor parameters
3 PROPOSED CONTROL SCHEME
3.1 Online control algorithm
The time-invariant model of of the system has the follow-
ing form: {
x˙ (t) = f (x (t) ,u (t))
y (t) = h (x (t))
(4)
where x ∈ S ⊂ Rn is the system state vector, u ∈ U ⊂ Rd
its input control vector, and y ∈ Y ⊂ Rm its output vector.
The discretized form of the system is needed in order to con-
struct a discrete-time control law. Generally, it is difficult to
obtain an exact analytic expression for the discretization of
the system. However, the numerical integration of f gives its
approximate value for a given state and input vector as the
form: {
xk+1 = px (xk,uk)
yk+1 = py(xk,uk)
(5)
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using a sampling time ∆t such as tk = k · ∆t. Doing the
prediction evaluations (px, py) at each needed time by us-
ing a numerical integration of (4) would be computationally
expensive which is problematic in a real-time implementa-
tion. A better approach is to build off-line this prediction in
a map using a regular rectangular grid G constructed on the
joint state and input spaces S × U . For each point of G, the
equation of the system is solved over one sample time step
using a simulation tool such as Simulink or using an ordi-
nary differential equation solver such as Runge-Kutta. The
solution vectors are then stored in a table (the map). The val-
ues of px, py at unknown points can be interpolated from
that table by using interpolation technique. The barycentric
linear interpolation as described in [10] has been chosen for
instance. The linear interpolation leads to errors proportional
to the square of the grid size but it presents a low computing
effort needed to get the interpolated values.
The aim of the controller is to make the error yˆ = y− yc
between the plant output y and a given set point yc to be
driven to zero. Defining the state ˙ˆxg of a homogeneous stable
linear system:
˙ˆxg (t) = A · xˆg (t) , xˆg ∈ Rn,A ∈Mn×n. (6)
and xˆg = xg−xc with xg an internal state reference, the out-
put yg of the corresponding system will converge to the given
set point yc. The Hurwitz matrix A is selected according to
the known dynamics of the system to control. A discrete rep-
resentation of the internal reference xgk+1 at step k+ 1 can be
computed from (6) at step k as:
xgk+1 = e
A·∆t (xk − xc) + xc. (7)
Consider now that one of the objective of the control is to
reduce as mush as possible the distance between xg and x
at each step time, as in a sliding mode, and xg converges
naturally to xc then we can say that y will converge to yc.
To construct the algorithm, a vector v =
[
xT ,yT
]T
is
used. The state vector x and the output vector y are then
extracted from v:
x = Px · v,y = Py · v
At step k + 1 this vector is
vk+1 =
[
px(xk,uk)
T , py(xk,uk)
T
]T
= p(xk,uk). (8)
The objective of the controller is to find at each time-step k
a control vector uk that will make the next-step plant output
yk+1 be as close of y
g
k+1 as possible:
uk = arg min
u∈U
∥∥ygk+1 −Py · p (xk,u)∥∥2 . (9)
Due to the interpolation error, the modeling error in (4)
and the unknown disturbance, there exists a prediction error
between the predicted plant state and the outputs at step k
obtained from data at step k−1 and their estimations obtained
from the measurements at step k. The error signal for the
output predictions is handled similarly and the error vector
for the combined vector vk is defined by:
k = p (xk−1,uk−1)− vk.
The use of the prediction map to calculate the input value
needs compensate this error. The error dynamics is supposed
slow relative to the controller. But in the case of noisy condi-
tions, the error signal contains high frequency. Compensating
for high frequency errors can indeed lead to oscillations and
controller instability. To overcome this phenomena, a low-
pass filter is used to remove the high frequency. The error
signal for the state prediction used at step k can be written as:
εk = εk−1 + αk (10)
with α a damping coefficient in (0, 1], forming a numerical
low-pass filter.
The complete algorithm for closed-loop system from [11]
is shown in Figure 3.
Trajectory
Search U PlantPrediction M
Observer/Sensors
Adaptation
yc y
g
y
vˆ
+
−
v− u
Figure 3: The closed - loop system
At step k + 1 the output yk is measured. Then the
block ”Observer/Sensors” is used to estimate state and
output vector and returns vˆk an estimation of vk. Af-
ter that the error εk and the prediction v−k of v is calcu-
lated by the block ”Adaptation” using (10) and the block
”Prediction M” using (8) respectively, allowing computa-
tion of the internal reference xgk+2 following Eq.(7) by the
block ”Trajectory”. Finally, the input vector is calculated
using the block ”Search U” that contains the algorithm to
find the approximate solution of (9). In a perfect world, the
control input uk is supposed to be readily computed and im-
mediately applied to the plant from the measurements at step
k without any delay of the state estimation. In a real time sys-
tem, some methods were proposed to compensate for a delay
between the output control and the measurement, for example
[12].
3.2 Optimization algorithm
As mentioned before, the expression for p is unknown
then the minimization problem (9) has to be solved using a
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derivative free optimization solver. In this subsection an itera-
tive algorithm will be used to approximate the solution of (9).
This algorithms starts by using the input interval U = [u,u]
that is used to build the prediction map.
Ui∈1,...,d =
{
uj |uj = ui + j
ui − ui
Ni
, j ∈ 0, . . . , Ni
}
The input space is divided using triangularization technique
that is based on the simplex and the affine-envelope of a set
of vector. These simplexes are also used at the interpolation
step to calculate the barycentric coordinates of a point that is
not belong to the rectangular grid G. In this algorithm, the
simplexes and the affine-envelope are defined as:
conv (X ) =
{
k∑
i=1
ωi · xi|xi ∈ X , ωi ∈ R+,
k∑
i=1
ωi = 1
}
aff (X ) =
{
k∑
i=1
ωi · xi|xi ∈ X , ωi ∈ R,
k∑
i=1
ωi = 1
}
The algorithm based upon the work presented in [11], [13]
is illustrated on Figure 4. The idea of this algorithm is to
find out a simplex σf in the inputs space containing the so-
lution of the problem (9) that minimizes the distance of the
corresponding simplex Γf in the output space to the reference
point yg . Firstly, one input simplex σ0 is chosen permitting
to calculate its output simplex Γ0. A quasi-gradient is then
built based on the projection of yg onto Γ0. The simplex σ0
is reflected about its edge satisfying the output simplex moves
toward the reference point yg while keeping its beside the in-
put space. This procedure is repeated until the final simplex
σf is found out. Finally, the control input is calculated as an
orthogonal projection of this point onto the solution simplex
σf . To compensate the error of the prediction map εk, the
output simplex Γ is calculated by Γ = Py.p(σ,u)− εk.
Input space
Output space
σ0
Γ0 Γf
σf
Figure 4: Optimal algorithm visualization
3.3 Implementation of the algorithm for the quadrotor
For the implementation of the algorithm, the prediction
map should be built from the equation dynamics of the sys-
tem. The reference equation is (3). The difficulty is that
the orientation represented by the unit quaternion contains
a constraint. The norm of the quaternion is equal to one
q21 + q
2
2 + q
2
3 + q
2
4 = 1, so that, it is not possible to use di-
rectly q as four independent elements. In the other hand, the
use of the three Euler angles contains a singularity. Avoiding
these problems, a new variable will be introduced in order to
represent the orientation dynamics. Define now the rotation
error between two steps as
∆Rk+1 =
1
2
(
RTk+1Rk −RTkRk+1
)
(11)
Note that the rotation error matrix ∆Rk+1 can be verified
being a skew-matrix. So that, this matrix is represented by
using three independent variables ek+1R = ∆R
∨
k+1. Then
from (3), the sub-dynamics of the quadrotor can be written in
a discrete time domain as (12).
[vk+1z , e
k+1
R ,Ωk+1]
T = F (fk,Γk, v
k
z , e
k
R,Ωk,Rk(9))
(12)
Recall that the rotation matrix with the angular velocity Ωk
and the sampling time Ts is calculated by
Rk+1 = Rk exp (TsΩk) (13)
Thanks to the Rodrigues’ rotation formula, ∆Rk+1 has the
approximation form:
∆Rk+1 ≈ −Ts[Ωk]× (14)
That gives the rotation error approximated by
ek+1R ≈ −TsΩk (15)
Combination of (15), (12) and (3) allows a method to build an
approximation map of the attitude dynamics of the quadrotor.
Once the prediction map is built, the control algorithm above
will be used for the stabilization of the attitude of the quadro-
tor.
4 SIMULATION RESULTS
In this section, we will introduce some simulation results
from MATLAB/SIMULINK. The quadrotor model used in
these simulations has been exported from MAPLESIM. The
sampling time Ts = 0.01swas chosen for the prediction map.
A 100 Hz frequency for the control of a quadrotor is rather a
low value. The internal reference linear state-space system
for each axis eR, Ω and vz has an equivalent canonical first-
order transfer function W (s) = τsτs.s+1 with a time constant
of τs = 30−1 s, τs = 50−1 s and τs = 2−1 s respectively.
In the first simulation, the attitude trajectory is constructed
from three RPY angles (roll, pitch, yaw) ydi = 0.5 sin(t− i)
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Figure 5: RPY angles and its reference
Figure 6: Attitude tracking
with i = 1, 2, 3 for roll-pitch-yaw angle respectively. The re-
sponse angles from the quadrotor and its reference are shown
in Figure 5.
This figure shows that the quadrotor tracked well the
desired attitude. On the illustration shown in Figure 6, the
trajectory generated by the vector e3 = [0, 0, 1]T converges
to its reference.
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Figure 7: Roll angle and its reference
The second test is performed by doing a single flip about
the x-axis. The pitch and yaw angle are driven to zeros while
the roll angle was tracking a rotating trajectory. In this test,
the desired vertical velocity vz is controlled so as to keep the
position of the quadrotor at 2.5 m. Figure8 shows that the
vertical unit vector zb rotates well one perfect round about
x-axis. This significant is also justified in Figure 7.
Figure 8: Rotation about x-axis
Figure 9 shows the vertical position z, its reference and
the vertical velocity. The position z (dash-dotted curve) tends
to its reference 2.5 m. The descent while flipping explains
why the user usually accelerate the quadrotor before and dur-
ing doing flips.
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Figure 9: z-position, velocity and its reference
Figure 10 shows the rotors’ nominal speed ωi/ωmax. In
hover flight, the rotors’ speed are kept at a constant value.
To do a single flip, Figure 10 shows the left rotors’ speed
ω1 and ω2 are increased while the right rotors’ speed ω3 and
ω4 are decreased in order to generate a torque that twists the
quadrotor about x-axis. After the loop is perfectly done, the
controller has gotten the smallest speed for the rotors to sta-
bilize faster the roll angle. Finally, the vertical position is
compensated.
Figure 11 shows the nominal inputs T = f/(kt ∗ ω2max),
G1 = Γx/(kt ∗ L ∗ ω2max), G2 = Γy/(kt ∗ L ∗ ω2max) et
G3 = Γz/(kc ∗ω2max). The nominal thrust T also shows that
the acceleration was increased to accelerate the quadrotor in
order to perform the looping while the roll torque G1 rotates
the system about x-axis.
5 CONCLUSION
This paper presents a numerical tabulated approach to the
attitude control problem. The numerical behavior of the sys-
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Figure 10: Rotors’ nominal speed
0 5 10 15 20 25
Time(s)
-0.5
0
0.5
1
1.5
2
2.5
3
3.5
4
In
pu
t
T
G1
G2
G3
Figure 11: Looping: input
tem is a hybrid model that uses the incremental error between
two time steps, avoiding the singularity and ambiguity of the
attitude representation. This control could be combined with
a position control in order to track complex position trajec-
tory. The validation of the proposed controller on a embedded
system requires a good observer for the attitude. Moreover,
the prediction map could be improved online using learning-
based method.
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ABSTRACT
The objective of this paper is to design a con-
trol law to allow a small fixed-wing Unmanned
Aerial Vehicle to extract energy from atmo-
spheric turbulence. From literature data the
properties of atmospheric gusts at low altitude
are discussed and a single point measurement is
proved to be representative of the wind field. The
longitudinal flight dynamics of the aircraft is an-
alyzed and the phugoid mode is found to be the
main driver of the energy extraction process. A
switching controller that places the poles of the
phugoid mode depending on the instantaneous
variation of energy of the aircraft is designed.
Statistical simulations show an increase of en-
ergy of the aircraft when this strategy is applied.
1 INTRODUCTION
A major problem of Unmanned Aerial Vehicles consists
in the duration of the battery, which nowadays strongly re-
duces the endurance of a mission; anyway, the atmosphere
containts energy in the form of wind. While the energy in ev-
eryday gusts is negligible compared to the one of a civil air-
plane [1], it represents a large quantity of the energy of small
UAVs, whose flight domain is close to the one of a bird, thus
making energy extraction worth to be investigated.
Energy harvesting from turbulence is not a topic with well-
defined boundaries and results, thus several research domains
have to be taken into account. First, the experience of glider
pilots [2, 3] and the flight of birds are a source of data. Sec-
ond, in the ‘90s, several authors [4, 5, 6] addressed the re-
sponse of civil planes to gusts (for strong winds due to ex-
traordinary meteorological conditions) in particular in the
phases of take-off and landing, leading to the Total Energy
Control System (TECS), common on civil aircrafts nowa-
days. Specifically about energy harvesting from the atmo-
sphere, the literature have dealt with three phenomena: ther-
mals [7] that are widely known by glider pilots, wind shear
which is exploited by marine birds via a technique called ‘dy-
namic soaring’ [8] and eventually gusts. For the first two
cases, an apriori knowledge of the wind field is used, con-
trary to the stochastic nature of turbulence.
Two approaches are common to deal with atmospheric gusts.
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One is to investigate the natural capability of the wing to
extract energy, in terms of “microlift” force [9], aeroelas-
tic response [10] and overall design [11]. The other is to
implement a suitable control law; the most used technique
[12, 13, 14, 15] computes a set of feedback gains via opti-
mization of the energy of the aircraft on a set of gusts.
The main contributions of this paper are:
1. The evidence that a single point measurement of the
wind field is representative of the energetic turbulent
wind, thus just one probe is needed.
2. The computation of the transfer functions from the tur-
bulent wind velocity to the energy of the aircraft and
the identification of the phugoid as the main dynamics
affecting this process in the case of horizontal gusts.
3. The design of an energy extraction control law that
does not rely on numerical optimization but on the
switching between two controllers to tune the pulsa-
tion of the phugoid dynamics depending on the instan-
taneous loss or gain of energy by the aircraft (and the
proof of its stability).
4. The simulations on Von Karman horizontal gusts to
show that the controller is able to extract energy from
gusts without a consistent increase of the elevator ac-
tivity with respect to a just stabilizing controller
The paper is structured as follow. In ‘Section 2’ the main
results and problems of an optimal control technique are pre-
sented. ‘Section 3’ is dedicated to the analysis of low altitude
atmospheric turbulence. ‘Section 4’ deals with flight mechan-
ics in presence of wind gusts. In ‘Section 5’ we design the
control law and eventually, in ‘Section 6’ we perform simu-
lations on gusts.
2 LITERATURE REVIEW
The main references dealing with energy extraction from
wind gusts using an appropriate control law are the works by
Langelaan [12] and Patel et al [15]. They use similar meth-
ods to optimize the gains of a proportional feedback law on a
set of gusts so to obtain the smallest decrease of energy while
gliding. Patel [15] focuses on vertical gusts using a point-
mass glider model and proves his results by flight tests. He
introduces the idea to use a feedback law depending on the
energy and obtains a reduction of energy losses of 36% with
respect to a stabilizing controller. Langelaan [12] uses the
complete longitudinal rigid dynamics, takes into account ver-
tical and horizontal gusts acting at the same time on the air-
craft and proves a reduction of energy losses of around 40%.
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Even if their results are promising, the usage of an optimal
control strategy leads to some unclear points.
1. Langelaan [12] obtains a set of optimal gains that show
a large scatter and sometimes changes in sign when the
optimization is performed on different sets of gusts.
2. The relations among the characteristics of the aircraft,
the properties of turbulence and the control strategy are
difficult to be analyzed using numerical methods, so the
quantities that have primary importance in the energy
extraction process are not identified.
3. When applying the energy extraction control law, a
large increase in the control action is required, thus a
high amount of power from the batteries is necessary.
3 ATMOSPHERIC TURBULENCE AT LOW ALTITUDE
3.1 What do we mean by turbulence?
The aim of this section is to describe turbulence so to rep-
resent an input for our airplane model. Turbulence, due to
its “randomness”, can be addressed only in a statistical way:
several works in the literature, nicely reviewed in [16], mea-
sure the Power Spectral Density (PSD) of the wind. We deal
only with the turbulent range (at higher frequencies than the
spectral gap identified in [17]), while the low frequency phe-
nomena are considered to create a constant wind; when refer-
ring to turbulent wind speed, we consider the oscillations of
velocity (having zero mean value) with respect to the constant
wind. Only the turbulence in the vertical plane is considered,
since we investigate only the longitudinal dynamics of the
plane.
Common turbulent spectra such as Von Karman [18] or Dry-
den depend on four parameters:
1. Variance of the turbulent velocity σ2: corresponding to
the total power of turbulence.
2. Injection length L: a measure of the scale of the ener-
getic turbulent eddies (it represents the autocorrelation
length of turbulent velocity in a certain direction).
3. Direction with respect to the constant wind: the mathe-
matical representation of the spectrum and the values of
variance and injection length in the longitudinal (paral-
lel to the constant wind) and lateral (perpendicular to
the constant wind) directions are different.
4. Magnitude of the nominal airspeed vanom of the air-
craft: necessary to translate the turbulent spectra given
in terms of wavenumber κ [rad/m] (in the space do-
main) into pulsation Ω = κvanom [rad/s] (time do-
main), so to represent the evolution in time of the gust
felt by the aircraft.
In the case of one dimensional Von Karman gust field in the
vertical plane, flying parallel to the constant wind direction,
the spectra of the turbulent velocity are Sx(Ω) 1 (horizontal)
and Sz(Ω) 2 (vertical).
Sx(Ω) =
σx
2Lx
pivanom
1
(1 + (1.339LxΩ/vanom)2)5/6
(1)
Sz(Ω) =
σz
2Lz
pivanom
3 + 8(1.339LzΩ/va
nom)2
(1 + (1.339LzΩ/vanom)2)11/6
(2)
The difference between Von Karman and Dryden spectra is
in the capability to approximate small scales of turbulence,
in favor to the Von Karman one. Since we are interested in
energetic scales (the largest of turbulence) this distinction is
negligible for the design of the control strategy.
3.2 Flight environment
We are interested in flying at altitudes around 100 meters
from the ground, in “countryside” and “small city” environ-
ments, where there are not major obstacles such as hills or
large buildings. Even in absence of local obstacles, there are
many large scale meteorological phenomena, such as air sta-
bility [19], that have strong influence and could lead to actual
turbulence very different from the modelled one: the control
strategy has to be very robust to unexpected gusts. Exaus-
tive tables containing measured values of turbulent variance
and injection length are reported in [20]. Notice that they de-
clare an uncertainty of about 30% on the spectrum shape, in
particular at low frequencies. Named wx the turbulent wind
component in the direction parallel to the constant wind field
(horizontal) and wz the vertical one, in ‘Table 1’ the typical
parameters for the aforementioned terrain conditions are re-
ported and in ‘Figure 1’ an example of horizontal spectrum
and corresponding gust is shown.
Standard deviation [m/s] Injection length [m]
wx 1.5/2.2 320/425
wz 0.8/1.2 30/40
Table 1: Standard deviation and injection length in country-
side and small city environments, from [20]
Figure 1: Horizontal wind wx in frequency and time for
‘small city and ‘countryside environments
3.3 Scale comparison of turbulence and aircraft
The wingspan of a typical small fixed-wing drone is in the
order of 1 meter (for instance in the model used in [12] it is
around 4 meters) which is significantly smaller than the in-
jection length scale, thus it is meaningful to model the effect
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of energetic turbulence on the plane by its value in a single
point [16] (even though smaller turbulent wavelength whose
impact changes along the wingspan have to be considered for
the stabilization of the aircraft [21]). Moreover we compare
the time that is needed by the plane to go through an energetic
turbulent structure with the time constant of the slowest lon-
gitudinal mode of the aircraft (the phugoid) so to assess if the
plane is able to respond to the turbulent input. The energetic
turbulence time is obtained by dividing the injection length by
the airspeed of the plane (a reasonable value for small UAVs
is 20 m/s) thus obtaining 16 s / 21 s for the horizontal tur-
bulent component and 1.5 s / 2 s for the vertical one. The
time constant of the plane is calculated as the inverse of the
phugoid pulsation for the Langelaan [12] model and it results
to be 1.8 s. We conclude that the plane is capable to follow
easily horizontal gusts, but it could require a strong control
action in order to change its attitude to respond to a vertical
gust.
4 AIRCRAFT MODEL
4.1 Longitudinal dynamics
The longitudinal dynamics equations 13-15 in [12] are
used, where the airspeed is separated from the velocity of
the wind with respect to the ground. The coefficients are
adapted from [12]: for the sake of simplification, we con-
sider a parabolic polar, the thrust aligned with the airspeed
and the lift coefficient independent from the derivative of an-
gle of attack. From the longitudinal dynamics in presence of
wind, the expression of the total energy 3 (of the longitudi-
nal dynamic) of the aircraft can be obtained, where vg and
h stand for the velocity and the altitude in the ground frame.
The energy stored in the rotations is not considered because
these should be limited.
E = −gh+ 1/2mvg2
= −gh+ 1/2[(va cos(γ) + wx)2 + (va sin(γ)− wz)2]
(3)
4.2 Linerarization of the dynamics
The equations are linearized around the stability point
given by a nominal airspeed of vanom = 20 m/s, null flight
path angle and pitch rate. We use the state vector 4 that
is composed (in this order) by the variations from their
nominal value of airspeed, flight path angle, angle of attack
and pitch rate (four variables that are a common choice
to represent the longitudinal dynamics), altitude (which is
necessary to compute the potential energy) and integration
of the wind gradient in horizontal and vertical directions
(because the total energy variation of the aircraft depends
on them). Notice that wx and wz do not take into account
the constant wind field. The input vector 5 is composed by
four variables: thrust and elevator commands and the wind
gradients in horizontal and vertical directions. While we are
able to control the first two, the latter have to be considered
as disturbances (with known spectrum). The output vector 6
is the energy, linearized from 3.
x =
[
δva δγ δα δq δh δwx δwz
]T
(4)
u =
[
δT δe w˙x w˙z
]T
(5)
Elinear = −gδh+ vanomδva + vanomδwx (6)
The numerical value of the coefficients is computed from [12]
(the full state space matrices are in ‘appendix A’) and it leads
to a poorly damped phugoid, thus, before considering the
energy extraction process, a stabilizing controller is needed.
This is designed via pole placement technique, the airspeed
and the flight path angle (the phugoid mode is a combina-
tion of these two variables) are feedbacked through two gains
to the elevator in order to obtain a damping of 0.7 (the fre-
quency is kept to its natural value). Via simulations we assess
that this stabilizing controller does not interfere with the en-
ergy extraction process (the energy of the aircraft oscillates
around its nominal value in presence of gust disturbance).
4.3 Phugoid approximation
We investigate if the phugoid approximation of the longi-
tudinal dynamics is valid to represent the effect of the wind on
the aircraft. The Bode plots of the transfer functions from the
wind gradients to the energy (and to the other state variables)
are coincident for all frequencies a part of a small range close
to the short period mode pulsation. It is thus reasonable to
use the phugoid approximation for the design of the control
law and to reduce the order of the system; this result is in ac-
cordance with the observations made in [22] . The new state
7 is composed by the airspeed, flight path angle, altitude and
the integration of the horizontal and vertical turbulent wind
(the state matrices are in ‘appendix B’).
xphugoid =
[
δva δγ δh δwx δwz
]T
(7)
4.4 Energy analysis
From the linear model we obtain the transfer functions
from the horizontal and vertical wind to the energy, in ‘Fig-
ure 2’. The vertical wind to energy transfer functions has the
shape of an integrator, where the main contribution to the en-
ergy is due to the vertical displacement, while the character-
istics of the plane have a small influence on this process. The
horizontal wind to energy transfer functions has a low pass
behavior whose cut off frequency is close to the phugoid one:
we deduce that by tuning the phugoid mode characteristics,
the energy extraction process can be modified. In the fol-
lowing, we focus only on the energy extraction process from
horizontal gusts and we aim at designing a controller acting
on the phugoid mode.
It is possible to compare the effect of the thrust and the
horizontal wind gradient. The columns in the input matrix
Bphugoid (in ‘appendix B’) corresponding to the thrust (first)
and the horizontal wind gradient (third) have the same effect
(a part of a minus sign) on the dynamics of the airspeed and
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Figure 2: Bode magnitude plots of the transfer functions from
the horizontal and vertical wind to the energy
the flight path angle, thus allowing us to treat wind gradi-
ents as a source of additional propulsion. Their effect on the
overall energy of the plane is neverthless different, since the
integration of wind, but not the one of the thrust appears in 3.
The same conclusion is obtained experimentally in [23].
The linear expression of the energy 6 is composed by three
terms that we name, slightly modifying the convention in [4]:
1. Airspeed energy: Eairspeed = vanomδva
2. Potential energy: Epotential = −gδh
3. Airmass energy: Eairmass = vanomδwx
When a stabilizing controller is used to keep a constant air-
speed, all the energy coming from the wind will be converted
into altitude gain. From ‘Figure 3’, we assess which is the
dominant contribution at a certain pulsation of the gust and
how energy passes from one component to the other.
1. Airmass energy is a constant gain so its contribution is
constant over all the frequencies.
2. Airspeed energy shows a high pass behavior (whose
cut-off frequency is the phugoid one) so to counterbal-
ance the airmass energy at high frequencies (the wind
variation is seen only as a variation of airspeed, since
the inertial velocity of the plane does not have time to
change).
3. Potential energy has a low pass behavior and it coun-
terbalances the airmass energy at low frequencies (the
controller is able to stabilize the airspeed around its
nominal value).
4.5 Static gain of the wind-to-energy transfer function
The pole placement controller (used before for stabiliza-
tion) allows us to change the phugoid pulsation, while keep-
ing its damping at 0.7. Numerically we find a relation be-
tween the static gain of the horizontal wind-to-energy transfer
function and the phugoid frequency, as in ‘Figure 4’, and its
Figure 3: Bode plot of the transfer functions from the hori-
zontal wind gradient to the components of the total energy
effect in the time domain is shown in ‘Figure 5’. This prop-
erty allows us to act on the shape of the horizontal wind-to-
energy transfer function by tuning a feedback controller from
airspeed and flight path angle to the elevator (‘Figure 6’), with
an approach similar to the one used in H-infinity technique.
Figure 4: Relation between the static gain of the wind-energy
transfer and the phugoid frequency (given a damping of 0.7).
5 CONTROL STRATEGY
5.1 Overview on the control architecture
The objective of the control law is extracting energy from
gusts. The innovation present in this work consists in using
a feedback law that switches between two sets of gains de-
pending on the energy derivative of the aircraft to control the
elevator action, as in ‘Figure 7’.
When the aircraft is gaining energy, we exploit it as much as
possible, while, when it loses it, we aim at losing the smallest
quantity. This translates into having large oscillations of en-
ergy (high gain of the wind-energy transfer function) when it
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Figure 5: Effect of tuning the phugoid frequency in the time
domain.
Figure 6: Representation of the system and the pole place-
ment controller.
is entering the plane and very small ones when it is exiting the
system (small gain of the wind-energy transfer function). No-
tice that we do not try to invert the natural energy exchange
process (from losing to gaining energy) but we act only on
the amplitude of it.
Figure 7: Overview of the architecture.
5.2 Phugoid pole placement technique
We exploit the relation found between the phugoid fre-
quency and the static gain of the system in ‘Figure 4’ to
achieve the aforementioned objective. Since the turbulent in-
jection frequency is sensibly lower than the frequency range
where we move the phugoid poles, the static gain corresponds
to the gain at the injection frequency. To place the phugoid
frequency the pole placement method of a second order sys-
tem is used, and the gains become dependent on the energy
derivative 8, where k1in/out represents the gain computed re-
spectively for the “entering” (in) and “exiting” (out) energy
law and E is 3. The same rule is valid for the gain k2. The
magnitude Bode plots of the two switched subsystems are in
‘Figure 8’ and the schematic representation of this law is in
‘Figure 9’.
δe = k1(dE/dt) δva + k2(dE/dt) δγ
k1(dE/dt) =
{
k1
in if dE/dt ≥ 0
k1
out if dE/dt < 0
(8)
The set of phugoid frequency pairs (ωin, ωout) among whom
we can choose for our control strategy is limited by the valid-
ity of the phugoid approximation (in the direction of higher
frequencies), by the non-linear effects present in the realis-
tic model (for lower frequencies) and by the stability of the
switched system (when the difference between the two fre-
quencies becomes too large, as it will be discussed in ‘sub-
section 5.4’).
Figure 8: Magnitude of the closed loop transfer functions be-
tween the horizontal turbulent wind and the energy (dotted
lines) when we place the phugoid poles, for instance, at 0.3
rad/s (“entering” energy mode) and 1.1 rad/s (“exiting” en-
ergy mode). The solid line is the transfer function represent-
ing the Dryden turbulent spectrum.
Figure 9: Energy extraction control strategy.
5.3 Switched system formalism
We can classify the controlled system that is obtained as
belonging to the class of autonomous switched system with
externally forced switching [24]. Turbulence is an external
disturbance, the elevator action is hidden in the modification
of the phugoid dynamics and the thrust input is not used, thus
the only way to control this system is to act on the switching
signal. Moreover, the mode sequence is fixed, since we are
switching between only two systems (even though it would
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have been possible to design more than two modes, we chose
two to stick with physical reasoning). The switched sys-
tem can be represented by 9, where the states are continuous
across switching instants and σ(t) is the switching signal. In
our case σ(t) is not an explicit function of time but of the
states and it can only assume binary values (in or out), mean-
ing the system is in the “entering” or “exiting” energy mode.
We introduce the notation Aσ(t)
phugoid 10 to represent a ma-
trix that assumes the values of the phugoid state matrix with
pulsation ωin or ωout depending on σ(t).
x˙ =
Aσ(t)
phugoid 0 0
0 0
0 −20
0 0
0 0
0 0
x+

−1
0
0
1
 w˙x (9)
Aphugoidσ(t) =
{
Aphugoidin if dE/dt ≥ 0
Aphugoidout if dE/dt < 0
(10)
5.4 Switched system stability
We are interested in guaranteeing the stability of the air-
speed and the flight path angle dynamics (since our objec-
tive is to have an “unstable” altitude) in the case of arbitrary
switching, in fact, even if the two subsystems between whom
we switch are stable, this is not sufficient to prove the sta-
bility of the overall switched system. We apply theorem 3.1
in [25], which gives a necessary and sufficient condition to
have a Common Lyapunov Quadratic Function for a pair of
switched second order stable linear time invariant systems
(such as the phugoid representation). In ‘Figure 10’ the sta-
bility domain is shown, depending on the phugoid pulsations
for the entering and exiting energy case. We choose the sta-
ble couple (ωin, ωout) = (0.3, 1.1) rad/s in order to perform
simulations, but we cannot assess apriori its performances in
terms of energy extraction (there could be stable couples giv-
ing better performances).
Figure 10: Stability domain of the switching system, ex-
pressed in function of the entering (in) and exiting (out)
phugoid pulsations.
6 SIMULATIONS
6.1 Energy evolution in time
The capability of our strategy to extract energy from gusts
is assessed by simulations on a non-realistic sinusoidal gust
of low frequency (0.05 rad/s, in ‘Figure 11’) and on realistic
Von Karman gusts. In both cases we are able to obtain an in-
crease in energy with respect to the stabilizing controller. A
great advantage of our technique is that the control action is
not significantly increased (and so the energy of the battery
cunsumed by the actuators) with respect to the one needed
for stabilisation purposes only (‘Figure 12’), contrary to the
results in [12].
We can simulate on the same gust different pairs of phugoid
frequencies (‘Figure 13’); as expected from ‘Figure 4’, when
the difference between the entering and exiting phugoid fre-
quencies is increased, the extracted energy increases as well.
Further insights are necessary to understand the relation be-
tween the chosen frequencies and the achievable energy in-
crease.
Figure 11: Energy evolution and switching signal in the case
of sinusoidal (A) and Von Karman (B) gust. The “energy ex-
traction” controller is compared to a simple stabilizing con-
troller. The black line is the switching signal (a relay could
be needed to avoid fast switching).
Figure 12: Elevator deflection for the energy extraction con-
troller (red) compared to its usage by the stabilizing controller
(blue).
6.2 Statistical simulations
We simulate our control strategy applied to the non-linear
longitudinal rigid aircraft model on a set of Von Karman hor-
izontal gusts, for the phugoid frequencies chosen in ‘subsec-
tion 5.4’. A set of 200 gusts (100 representative of “country-
side” environment and 100 of the “small city” one) of 60 sec-
onds each are used (‘Table 2’). We can estimate the achiev-
able reduction of thrust ∆T from the amount necessary to fly
in still air (where the airspeed is the ground speed too) corre-
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Figure 13: Effect of the variation of ωout for the same gust.
sponding to the extracted power Pextracted in 11.
Pextracted = ∆Tva
nom (11)
Countryside Small city
Extracted energy [J/Kg] 40.25± 7.98 51.73± 8.23
Extracted power [N/Kg] 0.67± 0.133 0.86± 0.137
Thrust reduction [%] 6.22± 0.013 7.70± 0.013
Table 2: Extracted power and achievable thrust reduction
6.3 Phase plane
Since the phugoid mode is two-dimensional, we use a
phase plane technique to analyze it (‘Figure 14’). A switch-
ing surface (close to the null variation of airspeed axis) can be
identified, seemingly regardless of the evolution of the turbu-
lence disturbance. Even though further insights are needed,
this result is linked to the similarity of the transfer functions
from the wind to the energy derivative and the airspeed varia-
tion: they show identical phase plots but shifted by 180, thus
the sign of the airspeed is always the opposite of the one of
the energy derivative. Thanks to this nice property, the switch
signal can be based on the airspeed evolution, thus reducing
the number of sensors needed (there is no need to measure
the total energy).
Figure 14: Phase plane of airspeed and flight path angle for
Von Karman gust.
6.4 Energy gain dependence on the frequency of the gust
The control strategy that we developed is based on the
difference on static gains between the entering and exiting
energy transfer functions, that is at frequencies consistently
lower than the phugoid one. In the frequency interval where
the phase of the transfer functions is varying, we cannot fore-
see the performances of the control law. When the frequency
of the gust gets consistently higher than the phugoid the “en-
tering” and “exiting” transfer functions in ‘Figure 8’ are coin-
cident, thus we expect that no energy extraction is achievable
for that range. To check these observations, the whole con-
trolled system is treated as input-output between the gust and
the energy, and we scan on a set of gust frequencies the power
extracted by the aircraft (‘Figure 15’). A cutoff frequency is
clearly identified and it is close to the phugoid frequency of
the aircraft, meaning that we can extract energy from low fre-
quency gusts and not from high frequency ones.
Figure 15: Power extraction capability depending on the fre-
quency of the gust input.
7 CONCLUSIONS AND FUTURE WORK
First, we clearly presented the atmospheric gusty environ-
ment and described how much the gust spectrum can fit to the
reality. Then we investigated the energy exchange mecha-
nism between the wind and the aircraft. We proposed an in-
novative energy extraction control strategy based on a switch-
ing controller and we analyzed it. Energy savings between
5−10% of the thrust needed during straight flight are achiev-
able for realistic horizontal gusts and proven stability of the
aircraft. Room for improvement is available, since it seems
possible from numerical simulations to relax the stability lim-
itations. This result is obtained without increasing consider-
ably the control activity with respect to a stabilizing controller
and with only the need of two sensors, one measuring the air-
speed and one the flight path angle.
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APPENDIX A: COMPLETE LINEAR MODEL
The following matrices are the numerical values of the state
space representation when considering the full linear model.
Acomplete =

−0.049 −9.81 −1.79 −0.061 0 0 0
0.049 0 6.78 0.023 0 0 0
−0.049 0 −6.78 0.98 0 0 0
0 0 −31 −2.57 0 0 0
0 −20 0 0 0 0 1
0 0 0 0 0 0 0
0 0 0 0 0 0 0

Bcomplete =

1 −0.119 −1 0
0 0.453 0 0.05
0 −0.453 0 −0.05
0 −49.2 0 0
0 0 0 0
0 0 1 0
0 0 0 1

Ccomplete =
[
20 0 0 0 −9.81 20 0]
APPENDIX B: PHUGOID APPROXIMATION OF THE DAMPED
AIRCRAFT
The phugoid approximation of the damped system is obtained
by reducing the (fast) short period mode states, which is a standard
technique. We obtain the following state space matrices.
Adamped
phugoid =

−0.044 −9.6 0 0 0
0.029 −0.73 0 0 0
0 −20 0 0 0
0 0 0 0 0
0 0 0 0 0

Bphugoid =

1 1.18 −1 0
0 −6.7 0 0.05
0 0 0 0
0 0 1 0
0 0 0 1

Cphugoid =
[
20 0 −9.81 20 0]
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ABSTRACT
This paper deals with the problem of actuator
saturation for INDI (Incremental Nonlinear Dy-
namic Inversion) controlled flying vehicles. The
primary problem that arises from actuator sat-
uration for quadrotors, is that of arbitrary con-
trol objective realization. We have integrated the
weighted least squares control allocation algo-
rithm into INDI, which allows for prioritization
between roll, pitch, yaw and thrust. We propose
that for a quadrotor, the highest priority should
go to pitch and roll, then thrust, and then yaw.
Through an experiment, we show that through
this method, and the appropriate prioritization,
errors in roll and pitch are greatly reduced when
applying large yaw moments. Ultimately, this
leads to increased stability and robustness.
1 INTRODUCTION
Control allocation is often described as the problem of
distributing control effort over more actuators than the num-
ber of controlled variables [1, 2, 3]. This is something that
occurs in traditional aircraft as well as drones, such as hexaro-
tors and octorotors. What sometimes does not receive a lot of
attention, is that the problem of how to deal with actuator sat-
uration is also part of the control allocation topic and, in some
cases, can be very important.
Especially for aerial vehicles with coupled control effec-
tors, such as quadrotors, actuator saturation may lead to unde-
sired, or if occuring for longer timespans, even catastrophic
behaviour. It may be that the desired thrust, and/or control
moments in roll, pitch and yaw, can not be achieved due to
actuator saturation. In absence of an adequate control alloca-
tion algorithm, it is left to chance which part of the control
objective will suffer, it may be the thrust, roll, pitch, or yaw.
However, for the flight stability of multirotor vehicles, it
is far more important to apply the right roll and pitch control
moments than to apply the right yaw moment, since the thrust
vector is indifferent to the yaw in body axis. Therefore, we
would like the control allocation algorithm to prioritize the
control objective of roll and pitch over that of yaw, and to
calculate the control inputs accordingly.
In previous research, we have developed an Incremen-
tal Nonlinear Dynamic Inversion (INDI) controller for Micro
∗Email address: e.j.j.smeur@tudelft.nl
Air Vehicles (MAV) [4, 5]. We have shown that this control
method is very good at disturbance rejection and needs little
model information. Moreover, we presented a method to in-
clude the effects of propeller inertia, yielding faster and more
accurate yaw control. This aggressive yaw control can easily
lead to saturation of multiple actuators, especially when com-
manding large yaw changes. These saturations often lead to
errors in roll and pitch angles and in the thrust, causing the
vehicle to lose control of its position and potentially crash.
But also external moments, such as wind disturbances,
or actuator faults can lead to saturation. This is why a con-
trol allocation method needs to be added to the INDI control
structure. Multiple control allocation algorithms have been
proposed, some of which do not adequately address prioriti-
zation: ganging, redistributed pseudo-inverse, direct control
allocation; and some of which do: linear programming and
quadratic programming [6]. In this paper, we will consider a
quadratic cost function, and the corresponding quadratic op-
timization problem. A solution to this problem can be found
in a straightforward way using the active set method, as has
been shown by Ha¨rkega˚rd [7].
In this paper, we integrate the Weighted Least Squares
(WLS) control allocation algorithm into the INDI attitude
controller. Further, we show through an experiment that pri-
oritization of roll and pitch over yaw leads to stability im-
provements. The structure of this paper is as follows: first,
the INDI control law is introduced in Section 2. Second, Sec-
tion 3 elaborates on the WLS method and how it integrates
with INDI attitude control. Third, the experimental results
are presented in Section 4, and we end with conclusions and
future work in Section 5.
1.1 Related Work
As opposed to our approach of prioritization, some re-
search has focused on the preservation of control direction
[8, 3]. This means that in case of saturation, a solution for the
actuator inputs is sought that corresponds to a linear scaling
of the original control objective. This approachmay be useful
for systems where all axes are equally important. However,
for a quadrotor, if a large yawing moment is needed, the actu-
ators can easily saturate due to the low control effectiveness
in this axis. Scaling the desired control moments will make
the roll and pitch control suffer, which may lead to instability.
Recently, Faessler et al. implemented a heuristics based
algorithm for priority management [9]. They showed that pri-
oritizing roll and pitch over yaw can lead to stability improve-
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Figure 1: Axis definitions.
ments. However, the suggested algorithm resembles the Re-
distributed Pseudo Inverse method (RPI), which is known in
some cases to not find the control solution even if the control
objective is achievable [10]. Furthermore, the scheme is par-
ticularly constructed for quadrotors, and does not generalize.
The WLS approach is much more general, as it does not
depend on a certain configuration of actuators. The method
has been suggested for quadrotors by Monteiro et al. [11],
but was only implemented in simulation. Furthermore, the
weighting matrix, that determines the priorities in the cost
function, is not discussed.
2 INCREMENTAL NONLINEAR DYNAMIC INVERSION
AND ACTUATOR SATURATION
In previous work [4], we derived INDI control for MAVs.
A detailed derivation is beyond the scope of this paper, but
the main feature of the controller is its incremental way of
controlling angular accelerations. The basic idea is that the
current angular acceleration is caused by the combination of
inputs and external moments. In order to change the angular
acceleration, all that is needed is to take the previous inputs
and increment them, based on the error in angular accelera-
tion and the control effectiveness.
A distinction is made between two types of forces and
moments: those that are produced by inputs, and those that
are produced by changes in inputs. The forces and moments
produced due to the propeller aerodynamics fall in the first
category, and the torque it takes to spin up a propeller falls
in the second category. Both need to be accounted for in dif-
ferent ways, which is why the control effectiveness matrix is
split up in two parts: G = G1 + G2, where G2 accounts
for the propeller spin up torque. Though the algorithms pre-
sented here have broad applicability, we will, in order to pro-
mote clarity, consider the quadrotor shown in Figure 1, with
the illustrated axis definitions. We define the angular rotation
vectorΩ, its derivative Ω˙ and the angular rate of the propellers
ω. Then, if we assume a linear control effectiveness and that
gyroscopic effects of the vehicle can be neglected [4], the sys-
tem equation in incremental form is
Ω˙− Ω˙0 +G2L(ω − ω0) = (G1 +G2)(ω − ω0), (1)
subject to
ωmin ≤ ω ≤ ωmax, (2)
whereL is the lag operator, e.g. ω(k−1) = Lω(k). Note that
the angular acceleration needs to be obtained by deriving it
from gyroscopemeasurements through finite difference. This
signal can be quite noisy, and will need appropriate filtering.
In order to synchronize all signals with subscript 0, they all
need to be filtered with this same filter.
Equation 1 can be turned into a control law using the ma-
trix inverse or the pseudo-inverse:
ω = ω0 + (G1 +G2)
−1(ν − Ω˙0 +G2L(ωc − ω0)), (3)
but calculating the control input like this does not guarantee
satisfying Equation 2. If the control inputs exceed the bounds,
simply clipping them will result in different control moments
than desired.
Instead, Equation 3 is replaced with a method that cal-
culates the control inputs while respecting the limits and pri-
oritization. This can be done with a weighted least squares
(WLS) optimization. Since our system description (Equa-
tions 1 and 3) is in incremental form, we will first write it
as a standard least squares problem through a change of vari-
ables:
v = Gu (4)
subject to
umin ≤ u ≤ umax. (5)
where the control objective is v = Ω˙ − Ω˙0 +G2L(ω − ω0),
and the input is u = ω−ω0. The limits umin and umax follow
from these definitions and Equation 2.
3 USING THE ACTIVE SET METHOD TO SOLVE THE
CONSTRAINED ALLOCATION PROBLEM
Though in this paper we will apply the algorithm to a
quadrotor, for the control allocation we will also consider
over-actuated systems. This means that we have to include
a cost for actuator usage in the cost function, such that there
is only one optimum. This will make the derived methodol-
ogy easily applicable to other systems, like multirotors with
more than four rotors, or some over-actuated hybrid systems
like the Quadshot [12].
In most cases, we would like to formulate the control allo-
cation problem as a sequential least squares problem. Primar-
ily, we want to minimize the error between the control objec-
tive and the angular acceleration increment produced by the
calculated control increment. This can be captured in a first
cost function. Secondly, given the inputs that minimize the
primary cost function, we would like the actuators to spend
the lowest amount of energy possible. If G has full rank, the
secondary cost function can be omitted, as the primary cost
function will only have one solution. However, when there
are more actuators than control objectives, the second cost
function will minimize expended energy and avoid actuators
steering in opposite directions.
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The sequential least squares problem is more difficult to
solve than a least squares problem with a single cost func-
tion. This is why we adopt the WLS problem formulation
from Ha¨rkega˚rd [7], where the cost for errors in the control
objective is combined with a cost for applying inputs:
C(u) = ‖Wu (u− ud)‖2 + γ ‖Wv (Gu− v)‖2
=
∥∥∥∥(γ 12Wv GWu
)
u−
(
γ
1
2 Wv v
Wu ud
)∥∥∥∥2 , (6)
where Wv is the diagonal weighting matrix for the control
objective, and Wu is the diagonal weighting matrix for the
inputs. The distinction between the primary and secondary
objective is made by the scale factor γ >> 1. For conve-
nience, we define
A =
[
γ
1
2Wv (G1 +G2)
Wu
]
and b =
[
γ
1
2Wvv
Wuud
]
. (7)
Now that the problem is formulated as a regular quadratic
programming problem, it can be solved using the well known
active set method [7, 13, 14], to find the inputs that minimize
the cost function. The algorithm divides the inputs into a free
set and an active set, which correspond to the inputs that are
not saturated and to the actuators that are saturated respec-
tively. The method disregards the inequality constraints for
the free set, and for the active setW treats the constraints as
equality constraints. At every iteration, it is evaluated if the
division between active and free set is correct. For complete-
ness, we explain our implementation of the active set method
in Algorithm 1.
The algorithm stops when the solution is optimal, or a
maximum number of iterations is reached. Though the algo-
rithm is guaranteed to find the optimum in a finite number
of iterations, we may impose a maximum number of itera-
tions that can be executed in a real time application. If the
algorithm stops because the maximum number of iterations
is reached, the solution will not be optimum. However, since
the value of the cost function decreases at each iteration [14],
the result will be better than at the start of the algorithm.
3.1 Particularities for WLS applied to INDI
Since we are applying theWLS control allocation scheme
to the INDI controller, the inputs are incremental. This means
that the bounds on the input (increment) change every time
step, and the solution for the increment at one time may not
be feasible the next time step. The initial guess for the input,
u0, can therefore not be the solution of the previous time,
as is often done for non-incremental controllers [7, 13, 6].
Instead, we take as initial input the mean of the maximum
and minimum input increment:
u0 =
1
2
(umax − umin). (13)
Additionally, if we consider an over-actuated system, the
choice of the preferred increment up becomes important, as
Algorithm 1: Active set method for WLS problem
Initialization:
W = {∅}, u0 = (umax − umin)/2, d = b− Au0,
S = [∅]
for i = 0, 1, 2, .., nmax do
Determine the free columns in A:
Af = A (:, h) , h /∈ W (8)
Determine the optimal perturbation by solving the
following least squares problem for pf :
d = Afpf (9)
Now p is constructed from pf with zeros for the
elements that are inW .
if ui + p is feasible then
ui+1 = ui + p and: d = d−Afpf
The gradient and Lagrange multipliers are
computed with:
∇ = AT d and: λ = S∇ (10)
if all λ ≥ 0 then
The solution ui+1 is optimal u = ui+1 ;
else
The constraint associated with the most
negative λ has to be removed from the
active setW . Re-iterate with this active
set.
else
The current solution violates a constraint
which is not inW . Determine the maximum
factor α such that αp is a feasible
perturbation, with 0 ≤ α < 1. Update the
residual d and the solution ui+1:
ui+1 = ui + αp (11)
d = d−Afαpf (12)
Finally, update the active set and store the
sign of the constraint: Sjj = sign (pj) with j
the index of the new active constraint.
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there is some degree of freedom in choosing the inputs that
will produce the required forces and moments. Some of these
combinations may require more energy than what is optimal,
for instance if two actuators counteract each other in order
to produce a net zero output. Clearly, this can be achieved
more efficiently by giving zero input to both actuators. For
non-incremental controllers, this means that that up is a zero
vector. For an incremental controller, this means that up =
umin, assuming that the actuators produce zero force/moment
at umin.
3.2 Choice of Weighting Matrices
As for any optimization, the result entirely depends on the
choice of the cost function. In this case, we have the freedom
to chooseWv ,Wu and γ.
For Wv , we choose the diagonal elements to be 1000,
1000, 1 and 100 for roll, pitch, yaw and thrust respectively.
The reason that we give roll and pitch a higher priority than
thrust, is because the thrust can only be applied in the right
direction if the vehicle has the right attitude. As an example,
suppose that the quadrotor is inverted. With the thrust vector
pointing down, it will lose altitude fast. The controller will
have to flip the airframe, and increase thrust to climb. How-
ever, if priority would be put on the thrust, the vehicle could,
in the extreme case, never change the attitude, as all motors
would have to give full thrust.
In general, it appears that satisfying (part of) the roll and
pitch objectives, will lead to a reduction of said objectives in
the short term, as it typically does not take long to rotate to
a desired attitude. On the other hand, satisfying (part of) the
thrust objective, might not lead to a reduction of this objective
in the short term, as the thrust vector may be pointing in the
wrong direction or a large continuous thrust may be needed
over a long period of time. Therefore to the authors, priori-
tizing pitch and roll over thrust seems to be the most stable
configuration. However, for a specific quadrotor, the best pri-
oritization scheme may depend on the mission profile.
We choose γ
1
2 = 10000 and forWu we take the identity
matrix, since all actuators are ’equal’. Do note that the rel-
ative scaling of the signals u and v plays a role here. Also
note that, even though we give a lower weighting to some
signals, they can still become dominant in the cost function
if no bounds are applied. As an example, consider a quadro-
tor that has to climb five kilometers. In case of a simple PD
controller without bounds, an enormous thrust will be com-
manded, leading to more cost in Equation 6.
3.3 Computational Complexity
The computational complexity of the active set algorithm
scales with the number of actuators in two ways. First, each
additional actuator will add a row and a column to the matrix
A, and therefore increase the computational complexity of
solving the quadratic problem each iteration of the active set
algorithm. Additionally, if there are more actuators, more
actuators can saturate in different combinations. This may
lead to more iterations on average, as well as more iterations
in a worst case scenario.
An analysis of the performance of the active set algorithm
on a benchmark problem set, with control objectives in R3
was done by Petersen and Bodson [13]. They report that the
method is efficient in case of few actuators, but that it does not
scale well with the problem size. Specifically, for 15 actuators
or more, an interior point method is more efficient. Since our
control objective is in R4, this point can be somewhere else.
Clearly, it is very beneficial for the computational per-
formance to have few actuators. If computational time is a
problem, it might be an option to combine several actuators
into single ’virtual’ actuators, often referred to as ’ganging’.
However, we are able to run the WLS scheme on an
STMF4 microprocessor, which is equipped with a floating
point unit, for four actuators at 512 Hz without any problem.
Our implementation uses single precision floating point vari-
ables.
4 EXPERIMENTS
As mentioned in the introduction, actuator saturation of-
ten occurs due to yaw commands, as the yaw moment gen-
eration of the actuators is relatively weak. Without proper
priority management, this is a case where instability can oc-
cur. In order to demonstrate the ability of the WLS control
allocator to improve stability of the vehicle through priority
management, an experiment is performed.
The hypothesis is that theWLS control allocation scheme,
with the prioritization as defined in section 3.2, improves the
tracking of pitch and roll when large yaw moments are re-
quired, as compared to calculating the inputs with the pseudo-
inverse and clipping the result.
To test for this hypothesis, the hovering drone will be
given an instant step in its heading reference of 50 degrees.
This is enough to cause severe actuator saturation. The drone
is controlled by a pilot, who will bring the drone back to the
hovering position after each maneuver. During the maneuver,
the pilot does not give any commands.
4.1 Experimental Setup
The test is performed using a Bebop 1 quadrotor from
Parrot, running the Paparazzi open source autopilot software.
The Bebop is equipped with an internal RPM controller,
which accepts commands between 3000 and 12000 RPM. In
practice, we found that in static conditions the motors satu-
rate well before 12000 RPM. To avoid commands above the
saturation limit that will not have any effect, the limit in the
software is put at 9800 RPM.
Again, for details on the INDI control algorithm em-
ployed, we refer to our previous papers [4, 5]. However, we
will list the parameters used for the experiment. Prior to the
experiment, the following control effectivenessmatrices were
identified through test flights:
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G1 =

18 −18 −18 18
11 11 −11 −11
−0.7 0.7 −0.7 0.7
−0.4 −0.4 −0.4 −0.4
 · 10−3 (14)
G2 =

0 0 0 0
0 0 0 0
−65 65 −65 65
0 0 0 0
 · 10−3 (15)
The filter that is used for the angular acceleration is a sec-
ond order Butterworth filter with a cutoff frequency of 5 Hz.
4.2 Results
Figure 2 shows the results of the experiment for the
pseudo-inverse on the top and for WLS on the bottom. From
the left, the first three figures on each row show the Euler
angles for 15 and 12 repetitions of the experiment for the
pseudo-inverse and WLS respectively. For WLS, two repe-
titions were rejected, because the pilot steered during the yaw
step. The last figure on each row shows the inputs to the ac-
tuators during the first repetition.
First, from the plot of the ψ angle it can be observed that
with WLS there is no overshoot, but the rise time is longer.
The longer rise time can be explained, because for WLS, the
inputs are not saturated the whole time the vehicle is moving
towards the reference. Because of this, for WLS, the angular
velocity does not become as high and the quadrotor is able to
reduce the angular velocity without saturating the actuators.
For the pseudo-inverse, the situation can be compared with
integrator windup. The quadcopter builds up so much angular
velocity while the actuators are saturated, that when it has to
reduce this angular velocity, the actuators saturate in the other
direction and the vehicle overshoots.
Though now it may seem that WLS solves this problem,
this is not the case. The figure merely shows that due to the
prioritization, the vehicle can not accelerate as fast in the yaw
axis, which is why the overshoot does not occur. For larger
heading changes, when the vehicle will accumulate angular
velocity in the yaw axis over a longer time, overshoot is also
observed.
However, the plots of pitch and roll show the merit of the
WLS control allocation (note the different scale). To con-
dense this information, we consider the maximum deviation
of the roll and pitch angle from zero as a measure of the per-
formance for each repetition. The mean and standard devia-
tion of this maximum error per repetition is presented in Table
4.2.
Clearly there is a very significant improvement in the
tracking of the pitch and roll angles. We therefore conclude
the hypothesis, that WLS improves the tracking of pitch and
roll when producing large yaw moments, to be true.
Finally, from Figure 2 it does become apparent that there
still is some small cross coupling between roll and pitch mo-
φ θ
µ σ µ σ
Pseudo-inverse 12.2 4.8 22.8 9.7
WLS 0.9 0.2 0.5 0.4
Table 1: Mean and standard deviation of the maximum pitch
and roll error in degrees.
ments and the yaw moment for WLS. The exact cause is be-
yond the scope of this paper, and may be a topic of future
research, but there are possible explanations. For instance,
the controller takes into account a linear control effective-
ness, while this can be expected to be a quadratic one. Es-
pecially for large input changes, as is the case here, some
error may be expected. Furthermore, we may consider the
fact that for WLS, everything is combined into one cost func-
tion. This means that putting more weight on roll and pitch
may reduce the error in tracking these angular accelerations,
but will never bring it to zero. To improve this, the sequential
formulation may be a solution.
5 CONCLUSION
In this paper we have applied the WLS control allocation
scheme to incremental nonlinear dynamic inversion control.
We propose the following prioritization of controlled forces
an moments: first roll and pitch, then thrust, then yaw. This
ensures the capability of the vehicle to come back to a stable
situation from any attitude. Through an experiment we show
that theWLS control allocation with these priorities improves
the stability when applying large yaw moments.
The algorithm is readily applicable to other types of
MAVs for which priorities in controlled axes can be defined,
such as hexacopters, or even hybrid aircraft such as the Cy-
clone [15]. Future research will focus on how constraints in
the guidance loop should be taken into account, and how this
is affected by limits in the inner loop. Finally, given the strong
disturbance rejection properties of the INDI controller, this
control allocation scheme is expected to also increase the ro-
bustness against faults.
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ABSTRACT
Aeroacoustics of nano rotor has an impact on the
stability and reliability of nano air vehicle. The
interference between rotors on aeroacoustics was
investigated for nano coaxial counter-rotating ro-
tor. The aerodynamic model of upper rotor of
nano rotor was firstly established with sliding
mesh technique and multi-blocks method. The
unsteady flow field of upper rotor was then stud-
ied with LES method and the pressure, the veloc-
ity and the vorticity distribution were analyzed.
On the basis of the analysis of flow field, the
FW-H method was used to study the aeroacous-
tics of upper rotor. The total sound pressure lev-
el and the frequency noise spectrum of the upper
rotor were monitored. In order to verify the re-
sults of simulation, the test bench for measuring
the aeronautics of upper rotor was established.
The variation of sound pressure level was mea-
sured. The results between the simulation and
experiment were compared. It was found that
the sound pressure level of monitor point which
is near the vortex is high. In the frequency noise
spectrum, there is an integer in multiple of the ro-
tation frequency and fundamental frequency, and
the peak value decreases with the increase of fre-
quency. The experimental aeroacoustics results
match well with that of the computational result-
s so that the computational method is validated.
The aeroacoustics of nano coaxial rotor was then
studied numerically. When comparing with up-
per rotor, it was found that the SPL of nano coax-
ial rotor increased. Flow field analysis showed
that the shedding vortices of upper rotor interact
the lower rotor resulting the blade-vortex inter-
action. It is evident that the aeroacoustics was
enhanced by the interference of upper rotor and
lower rotor.
1 INTRODUCTION
Nano air vehicle (NAV) [1] proposed by Defense Ad-
vanced Research Projects Agency (DARPA) in 2005 have at-
tracted more attention in recent years. It is required to fulfill
∗Email address(es): contact liuz@mail.xjtu.edu.cn
missions in complex and cluttered environments with a hov-
ering capacity that allows for the timely collection of com-
prehensive intelligence information [2, 3, 4]. Rotary-wing
NAV is one kind of NAV driving with rotors with dimension
less than 7.5cm in length and payloads of up to 2g and is
capable of hovering and flying at a low speed. The nano ro-
tor mainly generates the low-frequency noise due to its low
rotational velocity, which increases the difficulty to fly unde-
tected in narrow space. And the NAV structure vibrates with
the aeroacoutic load, which might induce the fatigue damage
of the structure so that the reliability of the NAV is reduced
[5]. For nano coaxial rotor, it generates more noise because of
the strong interaction between the upper rotor and the lower
rotor. Therefore, it is necessary to investigate the aeroacous-
tic characteristics of nano coaxial rotor so as to improve the
reliability and performance of NAV.
Analytical method and experimental method are usually
two methods widely used to study the aeroacoustics of rotor.
Kirchhoff method [6] and Ffowcs-Williams/Hawking equa-
tion (FW-H) method [7, 8] are two main analytical methods.
Kirchhoff meothod can calculate effectivley the nonlinear a-
coustics including the quadrapole source and is an important
method to calculate the high velocity impulse noise of heli-
copter rotor. However, this method only gives a solution of
a total sound pressure but do not isolate the source related to
blade thickness, the source linked to the aerodynamic loading
and the quadrapole source so that the physical sense of acous-
tics is not clear. FW-H method usually takes into account a
monopole item and a dipole item. But it is difficult to solve
the quadrapole item. So it is suitable for the calculation of
the source related to blade thickness and the source linked to
the aerodynamic loading. FW-H is an appropriate method for
the research on the aeroacoustic characteristics if there is no
supersonic or transonic phenomenon. As nano coaxial rotor
is small and rotates at a low velocity, FW-H method is ap-
plicable for nano rotor. In recent years, enormous amount of
rotary-wing MAV were developed with the development of
the micro air vehicle. Lots of researches were carried out on
aeroacoustics of micro rotor. Giorgia etc. [9] applied FW-
H method to study the aeroacoutic characteristics of a small
propeller with a diameter of 60 cm. Marino [10] also used
FW-H method to predict the noise of a propeller of an UAV.
However, the aeronautic characteristics of small coaxial ro-
tor are scarcely studied. The influence of rotor interference
on aeroacoustics is not taken into account. Some research
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work on full-scalle counter-rotating rotor was carried out. Yi
etc. [11] developed a time-spectral RANS method to study
the counter-rotating open rotor. The aeroacoustics analysis
is carried out using the FW-H equations on the permeable
integral surface. Housman etc. [12] used a coupled compu-
tational fluid dynamics and computational aeroacoustics nu-
merical approach to study the aeroacoutic characteristics of
a contra-rotating open rotor noise. Three-dimensional time-
accurate hybrid Reynolds Averaged Navier-Stokes/Large Ed-
dy Simulation (RANS/LES) CFD simulations are performed
in the inertial frame. The aeroacoustic analysis is based on a
permeable surface FW-H approach evaluated in the frequen-
cy domain. However, the inference between upper rotor and
lower rotor was not studied. Despite of the fact that the full-
scale rotor operates at a high Reynolds number and rotates
at a high speed, the research approach can also be taken as a
reference to study the nano coaxial rotor. Aeroacoustics ex-
periments can be carried out in an anechoic room or in an
open space. The experiment in the anechoic room has the
advantage of low environment noise. But it is required that
the room size is far larger than the rotor diameter to avoid the
circumfluence due to the rotor wake. The experiment in an
open space can alleviate the interference but the background
noise is large. Giorgia etc. [9] and Marino [10] performed the
aeroacoutics experiments of a small propeller in an anechoic
room. In our research, an open space with a low-speed wind
speed was chosen to carry out the experiment.
In this paper, a three-dimensional time-accurate Large
Eddy Simulation (LES) CFD method coupling with FW-H
method was used to study the aeroacoutics characteristics of
nano coaxial rotor. The pressure and viscous force was tak-
en as the input parameters for FW-H equations. And the
quadrapole item was ignored when solving the FW-H equa-
tion. And the aeroacoustics experiments for single rotor were
carried out to validate the approach. Then the influence of the
interference between upper rotor and lower rotor was studied
numerically.
2 METHODOLOGY AND EXPERIMENTAL SETUP
2.1 FW-H Equation
Aeroacoustics originates in the Lighthill formula estab-
lished by Lighthill in 1952. But the most common method
for the analysis of aeroacoutics for moving body is the FW-
H equations developed by Ffowcs-Williams and Hawking in
1969 [7].
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In this equation, the impact of the moving body and its
boundary layer on the fluid is considered. The first item in
the right side of the equation is a surface sound source de-
cided by δ(f) function on the body surface which is called
monopole source or the source related to body thickness. The
second item in the right side of the equation is also a surface
sound source decided by δ(f) function on the body surface.
But it is a dipole source or a source linked to the aerodynam-
ic loading. The third item is a volume sound source decid-
ed by H(f) function distributed outside of the body. It is
a quadrapole source which is related to the nonlinear flow.
Monopole acoustic source and dipole acoustic source belong
to the surface source which predominates in the total aeroa-
coustics. The quadrapole shall be calculated by integrating
the whole flow field which is very difficult. Since the nano
coaxial rotor rotates at a very low speed, the aeroacoustic sur-
face source can only be considered.
2.2 Experimental Setup
The purpose of the experiment is to validate the compu-
tational method. The experimental setup consists of a ro-
tor, a motor, a speed controller, a DC power, a BK acoustics
measurement system and supports. An experimental setup is
shown in Figure 1. The upper rotor of the coaxial rotor is
tested. A micro brushless rotor with diameter of 13mm and
weighted 2.3g was used to drive the rotor. A DC power is
used to supply the energy. And the BK acoustics measure-
ment system was used to measure the noise. A pair of nano
Figure 1: Aeroacoustics test bench for single rotor.
counter-rotating rotors with diameters of 7.5 cm was studied.
The upper rotor has a mean chord of 0.33R and a mean twist
angle of 17.21◦ , and the lower rotor has a mean chord of
0.31R and a mean twisted angle of 17.67◦ as illustrated in
Figure ??. The twist angle and the chord distribution were
optimized to ensure the maximum FM at the working RP-
M during design. Conventional method is not applicable for
the improvement of FM. The blade airfoil has a 2% constant
thickness with a 5% camber circular arc.
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Figure 2: Nano coaxial rotor.
3 RESULTS AND DISCUSSION
3.1 Aeroacoustics Characteristics of Upper Rotor
Prior to the computation, the meshes of the upper rotor
were generated. The multi-block structured mesh was gen-
erated. The boundary of the background mesh was formed
by a 25.5R-high cylinder with top and bottom radii of 12R
and 16R, respectively. In order to calculate the flow field
precisely, the boundary method was generated and the thick-
ness of the first layers satisfied with the Yplus in the order
of 1. The total number of grid is about 10million.The slid-
ing mesh method was used to describe the motion of the rotor
and a three-dimensional time-accurate Large Eddy Simula-
tion (LES) CFD method coupling with FW-H method was
used to predict the noise of the upper rotor rotating at a ve-
locity of 6500RPM in static condition. A commercial solver
FLUENT was used in this research. The simulations were
carried out on the upper rotor at a tip Mach of 0.075. The
rotor rotated 1 deg at each physical time step. Rotors rotated
more than 10 cycles. The computations were performed on
an HP station with 40 Xeon 6290 CPU with 64 GB memory.
Figure 3 shows the vortex contour at the different stations
along the blade. According to the theory of vortex and sound,
the generation and shedding of the vortices induce pressure
fluctuation resulting in the noise. It is found from the figures
that trailing edge vortex generates and sheds from the blade.
The separation of the boundary layer near the trailing edge
induces a large vortex and the vortex sheds due to the insta-
bility of the flow. From the blade tip to the blade root, the flow
field becomes more complicated and the vorticity magnitude
increases. With the analysis of the flow field, the noise moni-
tors were set according to the shedding of the vortex. The a-
coustics characteristics of the upper rotor were analyzed with
FW-H equation method based on the transient analysis of the
flow field. From the 4(a), three types of monitor points are p-
resented in order to show the total sound pressure level in the
wake. The first type of monitor points are the points locat-
ed on the centerline of the rotor. The distance of the monitor
Figure 3: Vorticity contour at different blade station.
point to rotor disk is 3.5 mm, and the distance increases with
a increment of 3.5 mm for the following monitor points. The
second type of monitor points located in the lateral line of ro-
tor. The first six points has the same vertical distance as the
monitor points on the centerline, but the distance in the hor-
izontal direction also increases with an increment of 2 mm.
The last three points has the same horizontal distance. The
third type of monitor points are generated to capture the tip
vortex and locate at the horizontal distance of 0.85 radius of
the rotor. Figure 4(b) shows the total sound pressure level at
different monitor points. It is found that the OASPL of the
monitor points at the blade tip is the highest. The OASPL
along the centerline is the lowest. For the first type and the
second type of monitor points, the OASPL increases with the
distance at the beginning but then decreases with the distance.
The OASPL of the monitor points at the blade tip decreases
with the distance monotonously. The blade tip vortex, which
is one of the main noise source, are very strong at the tip so
that the OASPL of the monitor points at the blade tip is high.
It is also showed that the OASPL increases from the blade
root to the blade tip. Figure 5 shows the total sound pressure
level at different monitor points at different radius and angle
in the vertical plane. In the rotor disk plane, the OASPL is
95.7dB at 1.2R but it is 81.4R at 1.8R. In the vertical plane,
it is found that the OASPL is 85.9dB at the angle of 30 ◦ but
it is 76.5dB at the angle of 60 ◦. Results illustrate that the
OASPL decreases as the radius and the angle increase.
The frequency-analysis could show more information at
each monitor points. Therefore, three monitor pints which
have the maximum OASPL each type of monitor points were
selected to analyze in frequency domain. As the rotational
velocity of nano rotor is not too high and the frequency of
the rotational noise is in low-frequency range, the cut-off fre-
quency is 4000 Hz. Figure 6 shows the frequency spectrum at
different monitor pints. It is found that the peak value for dif-
ferent monitor points is observed at the frequency of 218 Hz
which is the fundamental frequency of rotating rotor because
its rotational speed is 6500 RPM. From the curve for the mon-
itor point on the centerline, results show that the amplitude
fluctuates between -10dB to 20dB and does not change a lot
with frequency. However, the amplitude of the acoustic pres-
sure for the monitor point at the lateral line decreases with the
increase of the frequency from 0 Hz to 1500 Hz. The same
tendency can be found for the monitor point at the blade tip.
The amplitude changes dramatically with the frequency be-
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(a) Monitor point location
(b) OASPL varying with distance to rotor disk
Figure 4: Total sound pressure level in the wake.
fore 2000 Hz. The energy of the noise for single rotor mainly
locates in the frequency lower than 2000 Hz. In summary,
the aeroacoustic noise of nano rotor is mainly composed of
the source related to blade thickness and the source linked to
the aerodynamic loading. The peak value of the frequency
spectrum curve has relation to shedding vortex and the max-
imum value is achieved at the fundamental frequency of the
rotation. The aeroacoustic sources are surface source. The
OASPL decreases with the increase of the distance to rotor
disk.
To validate the computational method, the experiments
were carried out with the aeroacoustics test bench for single
rotor. Figure 7 shows the frequency spectrum of aeronautic-
s at the distance of 20 mm to the blade tip in the wake for
both experiment and computation. The frequency spectrum
of aeronautics shows the typical characteristics of frequency
spectrum for rotational rotor. The maximum peak amplitude
locates at the frequency of 226 Hz which close to the fun-
damental frequency of 218 Hz. It is due to the error of the
rotational velocity of the motor. At the frequency multiplica-
Figure 5: Total sound pressure level at different radius and
angle.
Figure 6: Frequency spectrum of aeronautics of shedding vor-
tex.
tion, peak values can be obtained which is due to the shedding
of the vortex. When comparing with computational results,
more smaller peak values are found. It is caused by the fab-
rication error of the rotor resulting in the asymmetry of the
two blades. At the low frequency the difference between the
experiment results and computational results is small, but it
is high at high frequency. Figure 8 shows that the OASPL
at different monitor points on rotor disk. Results show that
the computational results match well with experimental re-
sults. In summary, the computational method can predict the
aeroacoustics characteristics of nano rotor well.
3.2 Aeroacoustics Characteristics of Nano Coaxial Rotor
The distance between upper rotor and lower rotor is 40
mm. The meshes were generated for nano coaxial rotor. The
basic parameters of the meshes and the computational method
are same to that for single upper rotor. The simulations were
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Figure 7: Frequency spectrum of aeronautics at the distance
of 20 mm to the blade tip in the wake.
Figure 8: Comparison of OASPL for experiment and compu-
tation.
carried out on the both rotors at a tip Mach of 0.075. The rotor
rotated 1 degree at each physical time step. Rotors rotated
more than 10 cycles.
Figure 9 shows the vorticity magnitude contour at the sec-
tion of y = 0 of the flow field for nano coaxial rotor. The
figure illustrates that more vortices are generated between the
lower rotor and the upper rotor besides the tip vortex. The
strength of the shedding vortex in the wake of the lower ro-
tor is higher than that of the single upper rotor. The vortices
in the wake of the upper rotor are stretched due to the inter-
action of the lower rotor. And the tip vortices of the upper
rotor are attract into the upstream flow of the lower rotor. The
flow field of the nano coaxial rotor is more complicate than
the single upper rotor.
The total sound pressure level was calculated for nano
coaxial rotor. Figure 10(a) shows the monitor points in aeroa-
Figure 9: Vorticity magnitude contour of the y = 0 section
for nano coaxial rotor.
coustic field for nano coaxial rotor. Three types of moni-
tor points were generated as the case for single upper rotor.
When comparing the OASPL for single rotor and the coaxial
rotor, it is found that the OASPL at the monitor point on the
center line for coaxial rotor is higher than that for single ro-
tor as illustrated in Figure 10(b). But for the monitor points
on the lateral line and blade tip, one can find that the OAS-
PL for coaxial rotor is lower than that for single rotor when
the monitor points locate between the two rotors. But it is
far higher than that for single rotor when the monitor points
locate below the lower rotor. Results indicates that the in-
terference between upper rotor and lower rotor decreases the
total sound pressure level for upper rotor but enhances the
total sound pressure level for lower rotor. The total sound
pressure level at different radius and angles in vertical plane
was calculated. Two radii of 1.5 R and 2.0 Rand four angles
of 0◦, 30◦ and 45◦ were chosen to set monitor points as illus-
trated in Figure 11(a). From Figure 11(b), results show that
the OASPL increases with the increase of the angle for both
radii of 1.5 R and 2.0 R for the nano coaxial rotor. But the
OASPL decreases with the increase of the angle for single
rotor. And the OASPL for coaxial rotor is higher than that
for single rotor. From 11(a), it can be found that the monitor
points get close to the lower rotor with the increase of angle
for nano coaxial rotor, which is consider as the reason. The
interaction between rotors enhances the OASPL as well.
4 CONCLUSION
The interference between rotors on aeroacoustics was in-
vestigated for nano coaxial counter-rotating rotor. The aeroa-
coustics characteristics of single upper rotor were firstly stud-
ied with transient 3D LES CFD method coupling with FW-H
method. And the experiments were carried out to validate the
computational method. The total sound pressure level and
the frequency noise spectrum of the upper rotor were moni-
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(a) Monitor point location
(b) OASPL varying with distance to rotor disk
Figure 10: Total sound pressure level in the wake for nano
coaxial rotor.
tored. It is found that the total sound pressure level achieved
its maximum value at blade tip. It is considered that the blade
tip vortex is one important source for aeroacoustics of rotor.
In the frequency noise spectrum, there is an integer in multi-
ple of the rotation frequency and fundamental frequency, and
the peak value decreases with the increase of frequency. The
experimental aeroacoustics results match well with that of the
computational results so that the computational method is val-
idated. The aeroacoustics of nano coaxial rotor was then s-
tudied numerically. When comparing with upper rotor, it was
found that the SPL of nano coaxial rotor increased. Flow field
analysis showed that the shedding vortices of upper rotor in-
teract the lower rotor resulting the blade-vortex interaction. It
is evident that the aeroacoustics was enhanced by the inter-
ference of upper rotor and lower rotor.
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ABSTRACT
Micro–Air Vehicles (MAV) are becoming com-
mon devices in a wide range of operations while
the optimization of their propulsion system is
rarely addressed. On the one hand, an aero-
dynamic optimization would have a straightfor-
ward effect on the endurance. On the other hand,
an aeroacoustic optimization might increase dis-
cretion in military operating conditions, reduce
noise pollution in civilian, urban environment
and allow sound recordings in dual applications.
This contribution aims at presenting a complete
methodology for the design of silent and still effi-
cient rotors for MAV, from aerodynamic predic-
tion to aeroacoustic optimization and experimen-
tal validation. This approach is suitable for engi-
neering purposes. The aerodynamic and acous-
tic modeling are described and the optimization
procedure is presented. A step–by–step opti-
mization is achieved and measured on an experi-
mental bench suitable for non–anechoic environ-
ment. A discussion on the results is proposed.
Key parameters on the blade geometry for the re-
duction of rotor noise are provided at the end of
the paper.
1 INTRODUCTION
Designing a silent rotor goes through an aeroacoustic
optimization, which implies understanding the aerodynamic
phenomenon responsible for noise generation. Predicting the
noise generated aerodynamically is relatively straightforward
once detailled aerodynamic involved in the propulsion system
is available through the use of direct noise computation or
hybrid prediction. Aeroacoustic optimization in that frame-
work is possible [1, 2] but demanding in terms of computa-
tional cost hence not realistic in an industrial context. Lower–
fidelity tools are then needed. Reduction in the rotor noise
has received important attention from the early ages of aeroa-
coustics [3]. It has yielded a lot of informations and materials
which allowed development of low–fidelity models of suffi-
cient accuracy. There are identical phenomena that occur in
a helicopter rotor and a MAV rotor but the different noise
sources do not contribute to the overall noise in the same
amount. Detailed analysis of the aerodynamic characteris-
tics has to be specifically dedicated to MAV rotors and low–
fidelity models should be re–calibrated or at least carefully
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selected. For the aerodynamic modeling, a widely spread
low–fidelity model is used, based on the Blade Element and
Momentum Theory (BEMT) [4]. It is fast, reliable but yields
a steady loading on the blades. Acoustic is intrinsically un-
steady. Because of the relative motion between the spinning
blades and a static observer, acoustic radiation can still be re-
trieved from a steady loading but it can only be tonal noise as
a consequence of a periodic perturbation. As stated by Sini-
baldi and Marino [5], the acoustic spectrum radiated by rotors
exhibits also a broadband part. Low–fidelity broadband mod-
els are then needed in the optimization process in order to get
a better description of the acoustic spectrum. The acoustic
modeling is realized in two steps: i) an integral method based
on the Ffowcs Williams and Hawkings [6] (FWH) equation
gives the tonal noise radiated by the rotor from the steady
loading yielded by the BEMT and ii) analytical models es-
timate the broadband part of the acoustic spectrum based on
the work of Roger and Moreau [7]. The optimization pro-
cess is allowed by several evolutionary algorithms as will be
discussed in a future work while results presented hereby are
yielded by a combination method, that is a systematic evalu-
ation of the space of parameters. The blade chord and twist
laws are parameterized by Be´zier curves considering control
points in 4 sections a long the blade span giving 8 variables.
However, to ensure lift at blade tip reaches zero to yield a
minimum induced velocity, the twist at the fourth control
point is imposed at zero eventually giving 7 variables. In
the combination method, each variables may take 5 values
giving 57 individual evaluations. A multi–objective selec-
tion is applied to express the pareto front according to lower
aerodynamic power and lower overall sound pressure level
(OASPL). The optimization of the airfoil sections is carried
out in a second step through another optimization process.
Airfoil shapes are determined using CST parametrization [8]
with 12 coefficients. The optimization objective is to maxi-
mize the lift-to-drag ratio through NSGA–II evolutionary al-
gorithm with a population of about 100 individuals. The final
evaluation is achieved after 55 generations.
2 AERODYNAMIC MODELING
Through a BEMT approach as described by Winarto [4],
local distributions of lift and drag and global thrust and torque
are retrieved from local lift and drag coefficients of the blade
element airfoil sections. As a result, knowledge of the aero-
dynamic polar of the considered airfoil section is essential to
the process. Three strategies may be employed to this end: ex-
perimental [9], numerical simulation [10] or numerical mod-
eling (such as panel method in potential flow theory [11]).
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The last one is used in the present study for efficiency. Lift
and drag coefficients are extracted from Xfoil open–source
software by Drela [11], as well as boundary layer data as will
be seen in the next section. Figure 1 and figure 2 respectively
show lift and drag coefficients prediction by Xfoil compared
with experiments from Lyon et al. [9] on an E–387 airfoil sec-
tion at Reynolds number Re = 100, 000. Xfoil predictions
exhibit good agreement with experimental data, a severe drag
overstimation at high angle of attack notwithstanding. Fig-
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Figure 1: Lift coefficient between Xfoil prediction and exper-
imental work by Lyon et al. [9] on an E–387 airfoil section at
Reynolds number Re = 100, 000.
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Figure 2: Drag coefficient between Xfoil prediction and ex-
perimental work by Lyon et al. [9] on an E–387 airfoil section
at Reynolds number Re = 100, 000.
ure 3 depicts boundary layer thickness δ on a NACA 0012
at Reynolds numbers Re = 23, 000 and Re = 48, 000 and
a 6° angle of attack, compared with experiments by Kim et
al. [12]. The boundary layer behavior experimentally ob-
served is dramatically ignored by Xfoil in the medium chord
region which shows a monotonic trend. However, the values
does not exhibit too much discrepancy at the trailing–edge re-
gion where x/C ∼ 0.04. Boundary layer data needed for the
acoustic modeling is extracted from this region as will be seen
in the next section. Xfoil is considered reliable and is used to
provide input data for the BEMT approach and broadband
noise models.
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Figure 3: Boundary Layer thickness on a NACA 0012 at
Reynolds numbers Re = 23, 000 and Re = 48, 000 and a
6° angle of attack between Xfoil prediction and experiments
by Kim et al. [12].
3 ACOUSTIC MODELING
The FWH equation is implemented in the time domain as
expressed by Casalino [13] in the form known as Formula-
tion 1A and applied on the blade surface. Without any fluid
volume inside the control surface, the quadrupole term repre-
sentative of flow non–linearities is neglected but is believed
to be of small contribution in this low–Reynolds, low–Mach
number regime, typically encountered in MAV rotors [5]. The
FWH equation then only resumes to thickness noise and load-
ing noise through surface integrations. The main input pa-
rameters are the velocity of the blade element that influence
the thickness noise and the force distributions that act on the
loading noise. In that steady loading framework, the latter is
found to be relatively small without significantly contribut-
ing to the overall noise. In this study, the thickness noise is
found to be dominant independently of the observer’s loca-
tion. In addition, two sources of broadband noise are con-
sidered, based on reference [7]: the scattering of boundary
layer waves by the trailing–edge and the ingestion of turbu-
lence at the leading–edge. Roger and Moreau [7] mention a
third source of broadband noise, that is the shedding of vor-
tical eddies in the wake. This source will be considered in
a future work. The main input for the trailing–edge noise
model are a wall–pressure spectrum model as proposed by
Kim and George [14] for instance and a spanwise correlation
length as modeled by Corcco [15]. The boundary layer data
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near the trailing–edge is crucial. This source of broadband
noise does not appear to contribute significantly to the over-
all noise. However, its relevance is supported by the authors
to prevent optimization cases where it might overcome tonal
noise, as discussed by Pagliaroli et al. [16], especially if tonal
noise is to be reduced. For the turbulence ingestion noise
model, information on impinging turbulence is required. The
driving parameters are the cross–correlated upwash velocity
fluctuations spectrum such as von Ka´rma´n model [17], the
mean intensity of the chordwise velocity fluctuations and the
Taylor micro–scale as the turbulence length scale. The lat-
ter is estimated by the numerical tool from the wake width
created at trailing–edge [18] that is believed to impinge the
following blade’s leading–edge [19]. It is believed by the au-
thors to be the dominant source of noise in MAV rotors [19].
These broadband noise models estimate the noise in the form
of a power spectral density, generated in the trailing–edge and
the leading–edge regions from boundary layer data and tur-
bulence statistics through a correlation function modified by
a Doppler shift imposed by the relative motion between the
source and the observer. For the optimization process, only
one observer is considered, located 45° above the plane of
rotation, 1 m away from the center of rotation. Because the
noise models exhibit a symetrical behavior with respect to the
plane of rotation, selecting an observer position 45° above or
below that plane of rotation leads to the same conclusions.
This location has been chosen as compromise following ob-
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Figure 4: Illustration of the directivity from the noise predic-
tion models. The levels are in dB.
servation of figure 4 which depicts the overall sound pres-
sure level (OASPL) in dB for the tonal noise, the broadband
trailing–edge noise and the total noise of a representative ro-
tor blade, for elevation angles between θ = 0° (on the axis of
rotation) and θ = 90° (on the plane of rotation). Formulation
1A of the FWH equation gives a singular value on the axis
of rotation while the trailing–edge noise model has its singu-
larity on the plane of rotation. These two observation angles
should then be avoided.
4 METHODOLOGY
Relatively low optimization studies on low–Reynolds ro-
tors have been published with regards of the general interest
in MAVs and the recent observation that noise from MAVs
is generally considered as annoying [20]. Gur and Rosen
have proposed a rotor optimization based on aerodynamic ef-
ficiency [21]. With aeroacoustic objectives, the reader might
refers to Pagano et al. [1] and Pednekar et al. [2] whose op-
timization is based on high fidelity numerical simulations.
Studies from Wisniewsky et al. [22] and Zawodny et al. [23]
used low fidelity models but at relatively high Reynolds num-
bers and based on empirical data for symetrical airfoil sec-
tions and for that reason theses studies are believed by the au-
thors to lack generality. To demonstrate the feasability of the
optimization methodology and to identify the key parameters
of the blade geometry allowing noise reduction, a step–by–
step optimization of a two–bladed rotor is carried for succes-
sive blade geometries:
1. constant chord and constant twist with a NACA 0012
airfoil section
2. same constant chord and optimized twist with a
NACA 0012 airfoil section
3. optimized chord and twist with a NACA 0012 airfoil
section
4. previous blade geometry with optimized airfoil sec-
tions
The successive optimizations occur at iso–thrust, that is to
say, the rotational speed is adapted so that the optimized ro-
tors deliver the same thrust, set at 2 N. The optimized ge-
ometry is selected to minimize both the aerodynamic power
and the OASPL at one specific observer position. At the
time the optimizations were carried out, only the trailing–
edge noise model was active. The blade geometries are then
builded using SLA technolgy on a FormLabs 3D–printer with
a 50 µm vertical resolution for experimental purposes. The
maximum radius is the same for all the rotors and is set at
R = 0.0875 m, imposed by the printing volume allowed by
the 3D–printer.
5 NUMERICAL RESULTS
The successive configurations show an increased twist,
along with an increase of the chord for the third optimiza-
tion. For that optimized rotor, the chord monotonically de-
creases with the span (figure 5), while the twist is high at the
hub, slightly increases at mid–span before reaching a mini-
mal value at the tip (figure 6). The span direction and the
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chord are normalized by maximum radius of the rotors. A
CAD representation of the four rotors is depicted in figure 7.
The fourth rotor is obtained from the third one (with op-
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Figure 5: Twist distribution laws of the successive rotors.
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Figure 6: Chord distribution laws of the successive rotors.
timized chord and twist) with additional airfoil section opti-
mization. Three airfoil sections at three radial positions are
depicted on figure 8. They were obtained by an optimization
process as described in the introduction of the present paper
to maximize the lift–to–drag ratio on an average in angles of
attack at the specified radial positions. The optimized airfoil
sections are all thinner than the reference one and cambered
as can be expected for low–Reynolds number aerodynamics.
The airfoil section near the tip region (r/R = 1) exhibits a
bump on the suction side, that might indicate an adaptation to
separation phenomenon on a specific local Reynolds number.
It might be avoided if the airfoil optimization occurs on an
average in Reynolds numbers. Figure 9 and 10 show lift and
drag coefficients respectively, distributed along the span for
the successive blades. The lift coefficient is successively in-
creased with a maximum localized around 75% of the blade
radius. The drag coefficient is also increased although less
intensively with a maximum value localized around 65% of
Figure 7: CAD representation of the four rotors considered in
the present study. From left to right: initial rotor (base con-
figuration), optimized twist, optimized twist and chord and
additional optimized airfoil sections.
r/R = 1.0 (Re = 42, 000)
NACA 0012
Optimized airfoil
r/R = 0.5 (Re = 82, 000)
r/R = 0.1 (Re = 32, 000)
0 1
Figure 8: Optimized airfoil sections for the fourth rotor com-
pared with the base configuration (NACA 0012).
the blade radius. The lift coefficient is seen to have been mul-
tiplied by three while the drag coefficient has been multiplied
by two. The gain in aerodynamic efficiency for the succes-
sive optimizations yields a diminution of the rotational speed
required to deliver the thrust objective set at 2 N (table 1) re-
sulting in a diminution of the blade passing frequency (BPF)
(table 2). The tendency of the optimizations to move the BPF
towards low frequencies has an effect on the noise reduction
for low frequencies are less perceived by human ear. During
the optimization process, the sole trailing–edge noise model
was active. Figure 11 is presented to assess the ability of the
optimization tool to reduce overall noise with the trailing–
edge noise model. In figure 11, the blade element contri-
bution to overall noise is shown for the four configurations.
For the base configuration, the blade element contribution in-
creases almost linearly toward the tip region according to a
Reynolds number effect. The three successive optimizations
have a zero twist angle at the tip and it results in a drasti-
cally reduced radiated noise near the tip region. The third
and fourth optimization cases express a lower radiated noise
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Numerical prediction
Base configuration 9310
Optimized twist 7630
Optimized chord and twist 6010
Optimized airfoil 4880
Experiment
Base configuration 9800
Optimized twist 8400
Optimized chord and twist 6650
Optimized airfoil 5450
Table 1: Rotational speeds (in rpm) for a 2 N thrust between
numerical prediction and experiment for the four successive
rotors.
Numerical prediction
Base configuration 310
Optimized twist 255
Optimized chord and twist 200
Optimized airfoil 165
Experiment
Base configuration 325
Optimized twist 280
Optimized chord and twist 220
Optimized airfoil 180
Table 2: Blade passing frequency (BPF, in Hz) for a 2 N
thrust between numerical prediction and experiment for the
four successive rotors.
for each blade element although its chord and twist distribu-
tion laws are higher that the second optimization case. The
airfoil section optimization increases that tendency. To in-
vestigate the noise reduction yielded by the optimization tool
for the successive rotors, figures 12 and 13 shows the sound
power level predicted by the trailing–edge and the turbulence
ingestion noise models, respectively. The sound power level
is computed according to ISO 3746 : 1995 standard in third
octave bands for the successive rotors at a 2 N thrust. The
important difference in magnitude between the two numeri-
cal models is noteworthy. The numerical tool suggests that
turbulence ingestion is a more intense source of noise than
trailing–edge noise and can overcome the main tonal compo-
nent at the first BPF. From the two noise models, noise reduc-
tion is observed for the successive optimizations. The main
tonal noise component that occurs at the first BPF is reduced
at each optimization case, up to 25 dB(A) with the fourth ro-
tor as observed in both figures 12 and 13. From the second
optimization, the trailing–edge noise is dramatically reduced
and the following optimizations increase that tendency (fig-
ure 12). The turbulence ingestion noise is also systematically
reduced (figure 13).
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Figure 9: Spanwise lift coefficient distribution of the succes-
sive rotors for a 2 N thrust. Numerical prediction.
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Figure 10: Spanwise drag coefficient distribution of the suc-
cessive rotors for a 2 N thrust. Numerical prediction.
6 EXPERIMENT
The experiment took place in a rectangular room, not
acoustically treated, of dimensions (l1 × l2 × l3) = (14.9 ×
4.5 × 1.8) m3. The aerodynamic forces are retrieved from a
five components balance. The sound power level and the total
acoustic power are computed according to ISO 3746 : 1995
standard with five measurement points approximately 1 m
around the rotor on Bru¨el & Kjær 1/2′′ free–field micro-
phones and a Nexus frequency analyzer with a frequency res-
olution of 3.125 Hz. The distance between the source and
the microphones approximately represents 5 rotor diameters.
Four of the microphones are on a meridian line parallel to the
ground and centered on the axis of rotation. The fifth micro-
phone is located in the plane of rotation. Figure 14 exhibits
thrust measurements and numerical predictions for the four
successive configurations and several rotational speeds. Mea-
surements and numerical predictions express the same trend,
a slight discrepancy observed for the third and fourth opti-
mizations notwithstanding. Such a discrepancy is explained
with the last two rotors having a significant mass, resulting in
an actual thrust different for the prediction. The mass of the
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Figure 11: Spanwise blade element contribution to the over-
all sound pressure level (OASPL) for a 2 N thrust for the suc-
cessive rotors. Numerical prediction from the trailing–edge
noise model.
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Figure 12: Sound power level of the acoustic spectrum of the
successive rotors for a 2 N thrust. Numerical prediction from
the trailing–edge noise model.
first two rotors is 8.1 g, while the mass of the last two rotors
is 21.0 g representing 4% and 10% of the thrust objective,
respectively. Figure 15 shows the sound power level com-
puted according to ISO 3746 : 1995 standard in third octave
bands for the successive rotors at a 2 N thrust from exper-
iment. It can be directly compared with figures 12 and 13.
Noise reduction is effectively observed, although less than
the noise reduction observed from numerical predictions (fig-
ures 12 and 13). In the experiment, the main tonal compo-
nent at the first BPF is reduced by a maximum of 15 dB(A)
between the base configuration and the fourth rotor, where
the numerical tool predicted a noise reduction by 25 dB(A).
Noise reduction occurs in every frequency bands whereas the
numerical tool predicted higher low frequencies. Compar-
ing figure 15 with figures 12 and 13 suggests evidences that
turbulence ingestion noise might be the dominant source of
broadband noise. A slight overestimation by the numerical
tool at highest frequencies is however to be expected.
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Figure 13: Sound power level of the acoustic spectrum of the
successive rotors for a 2 N thrust. Numerical prediction from
the turbulence ingestion noise model.
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Figure 14: Thrust evolution with rotational speed of the suc-
cessive rotors from numerical prediction and experiment. The
horizontal dash line (red) indicates thrust objective at 2 N.
N: numerical predictions. E: experiment.
7 RESULTS AND DISCUSSION
It appears more clearly on figure 16 why turbulence in-
gestion noise is believed to be the dominant source of noise
in MAV rotors. Figure 16 shows the sound power level com-
puted according to ISO 3746 : 1995 standard in third oc-
tave bands for the final optimized rotor at a 2 N thrust from
measurements and numerical predictions (trailing–edge and
turbulence ingestion noise models). The trailing–edge noise
model predicts sound power levels than do not reach the
sound power levels observed in the experiment. On the con-
trary, the turbulence ingestion noise model seems able to pre-
dict accurately the broadband components of the sound power
spectrum. The experimental data is slightly higher than the
numerical predictions but it is reminded that the rotational
speed needed to reach the thrust objective is higher in the ex-
periment than in the numerical tool. The exceeding sound
power levels seen from the experiments are sub–harmonics
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Figure 15: Sound power level of the acoustic spectrum of the
successive rotors for a 2 N thrust. Experiment.
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Figure 16: Sound power level of the acoustic spectrum of the
final optimized rotor for a 2 N thrust.
tonal peaks that are not retrieved from the tonal noise model
in the numerical tool as a consequence of the steady aero-
dynamic input data. These peaks, as well as the main tonal
component at the first BPF that are higher in the experiments
are a consequence of unsteady loading occuring during the
experiment and may more specifically be a consequence of
installation effects. The experimental test bench holds the ro-
tor in such a way that its axis of rotation is parallel to the
ground. As a consequence, a stand that includes the aero-
dynamic balance is mounted vertically, behind the rotor and
it might yield additional noise radiation at the BPFs. More-
over, the motor radiates its own noise that has not been iden-
tified by the authors. As long as these additional sources
of noise are not isolated, a straightforward identification of
the sources of noise in the rotor can not be carried out from
a typical narrow–band frequency spectrum. Eventually, the
following tables exhibit comparison between numerical pre-
dictions and experiment on the aerodynamic power (table 3)
and on the total acoustic power (table 4). The aerodynamic
power is underestimated by the numerical tool by almost 6 W
but the power reduction is higher in the experiment (table 3).
The total acoustic power is underestimated by the numeri-
cal tool with the trailing–edge noise model but is efficiently
predicted by the numerical tool with the turbulence ingestion
noise model, a slight underestimation for the final configu-
ration notwithstanding. As a result, the reduction in the to-
tal acoustic power is amplified by the numerical (table 4).
Numerical prediction
Base configuration 19.62
Optimized twist 17.18
Optimized chord and twist 17.87
Optimized airfoil 16.87
Experiment
Base configuration 25.21
Optimized twist 22.12
Optimized chord and twist 23.14
Optimized airfoil 21.27
Table 3: Aerodynamic power in Watts for the four successive
rotors for a 2 N thrust.
NTE NTI EXP
Base configuration 72.0 85.0 83.3
Optimized twist 61.9 81.2 81.3
Optimized chord and twist 57.0 77.1 76.6
Optimized airfoil 46.6 71.1 74.5
Table 4: Total acoustic power in dB(A)for the four successive
rotors for a 2 N thrust. NTE: numerical prediction from the
trailing–edge noise model. NTI: numerical prediction from
the turbulence ingestion noise model. EXP: experiment.
The general trend of the optimization process as shown in ta-
bles 3 and 4 is promising: a reduction by 9 dB(A) in the total
acoustic power reduction is experimentally observed together
with a reduction by 4 W in the aerodynamic power and that
is achieved at a minimum cost thank to the numerical tool.
Closer views of the most efficient rotor of the successive con-
figurations are shown in figure 17.
8 CONCLUSION
The successive optimizations presented in this study al-
low to draw the following conclusions: adapting the twist
increases the lift coefficient but more severely increases the
drag coefficient as well. Adapting both chord and twist does
not affect the lift coefficient but decreases significantly the
drag coefficient. Adapting the airfoil section increases again
the lift coefficient but with a slight increase in drag coeffi-
cient. On the acoustic reduction, the main effect of the opti-
mizations is to provide higher aerodynamic efficiency that al-
low to decrease the rotational speed which has two effects: i)
to lower the main frequency of the tonal noise and ii) to
weaken the intensity of the turbulent eddies that create tur-
bulence ingestion noise. The effect is a direct reduction in
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(a) Top view.
(b) Front view.
(c) Side view.
Figure 17: CAD representation of the optimized rotor. It ra-
diates 10 dB(A) less and consummes 4 W less for the same
thrust production.
the radiated acoustic energy. The turbulence ingestion is con-
sidered the dominant source of broadband noise in MAV ro-
tors. As it is generated in the vicinity of the leading–edge,
a biomimetic leading–edge design [24] might help reaching
higher levels of noise reduction. Other factors that might
also contribute to reduce the noise in MAVs include blade ra-
dius and number of blades: increasing the blade radius would
increase the aerodynamic efficiency and lower the rotational
speed while an odd number of blades is perceived as less an-
noying as mentionned in a recent psychoacoustic study [20].
This study has contributed to the validation and the demon-
stration of the efficiency of the low–cost methodology pre-
sented in this paper for reducing rotor noise and increas-
ing endurance of Micro–Air Vehicles. The numerical tool
and the experimental protocole described in the present pa-
per are suitable for engineering purposes. Reducing the noise
from MAVs in hover can then be achieved without expensive
means.
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1 Introduction
Numerical simulation, supported by High Perfor-
mance Computing (HPC) and experimental validation,
led to major breakthroughs in our knowledge of complex
physical phenomena and our capability to design inno-
vative technologies. To go beyond the current state of
the art, there is still a need to improve our aptitude to
deal with complex flow physics, including aerodynamics,
aero-acoustics or fluid/structure interactions. Such ca-
pabilities are mandatory to address ambitious targets,
such as Earth exploration but also the investigations be-
yond the limit of our planet. Together with the advent of
micro-technologies, Micro Air Vehicles (MAVs) recently
appeared as a relevant solution for missions of observa-
tion and surveillance. MAVs with enhanced endurance
and ability to operate in constrained environments would
considerably decrease surveillance costs while preserving
operators safety in many civilian and military applica-
tions. They can also be used in environment where the
presence of Humans is not yet possible. However, be-
cause of their small dimensions and the intrinsically low
Reynolds numbers at which they operate, as well as the
difficulty to optimize aerodynamic performance for both
forward and hovering flight, current MAVs exhibit rela-
tively low endurance (typically between 15 to 25 minutes
in hover) .
Low Reynolds number flows, typical of MAVs (Re ≈
105), tend to promote flow separations (that decrease ef-
ficiency and lift), which are difficult to predict with clas-
sical Computational Fluid Dynamics methods, based on
a Reynolds Averaged Navier-Stokes (RANS) approach
(where all scales of turbulence are modelled). With the
increase in computing power, Large Eddy Simulation
(LES) emerges as a promising technique to improve the
reliability of flow solver predictions [1]. Several works
have already show that LES lead to significant improve-
ments both in the understanding of flow physics and per-
formance predictions of rotors [2]. Usually, LES is based
on the resolution of the filtered Navier-Stokes equations.
While effective, this method require the use of artifi-
cial dissipation which limits its accuracy (e.g. trans-
port of turbulence on a long distance, noise predictions,
etc.). Lattice-Boltzman Method is a recent and (more
and more) popular alternative to such Navier-Stokes flow
∗Email address: nicolas.gourdain@isae.fr
solvers [3]. Instead of directly solving the Navier-Stokes
equations, this method tackles the Boltzmann equation,
a statistical equation for the kinetics of gas molecules.
Thus, the primitive variables of the LBM represent the
statistical particle probability distribution function, to
which the usual macroscopic variables pressure and ve-
locity relate as velocity moments, or observables in the
sense of statistical mechanics. The particle distribution
is a continuous quantity: in contrary to popular believe,
the LBM is a continuum method, and not a discrete par-
ticle approach. Indeed, the method offers an Eulerian
view of the flow and is mesh-based.
To illustrate the advantages and drawbacks of LBM,
two applications have been selected in line with MAVs
challenges: a rotor operating in-ground effect and new
designs to reduce rotor noise. All the LES-LBM simula-
tions have been performed using the open source library
Palabos, mainly developed by the University of Geneva.
2 Application to a rotor in-ground effect
This part of the contribution presents numerical in-
vestigations undertaken to analyze the turbulent flow
produced in the wake of a MAV rotor interacting with
the ground [4]. Two configurations are investigated: a
free rotor and a shrouded rotor. The Reynolds number
based on the chord and tip speed is Retip = 0.86× 105,
which corresponds to a challenging flow where leading
edge separations are commonly observed. The numeri-
cal simulations are performed with a Reynolds Averaged
Navier-Stokes approach and a Large-Eddy Simulation
(by means of a Lattice-Boltzmann Method), combined
with an immersed boundary approach. The compari-
son of numerical data with measurements shows that
the mean flow and the turbulent shear stresses are ac-
curately predicted close to the ground and in the rotor
wake, Fig. 1. However, some discrepancies remain on the
prediction of the rotor torque and thrust, mainly due to
the difficulty to reproduce the flow near the rotor walls.
An analysis is conducted to identify and understand the
different sources of turbulent production. The numeri-
cal simulations show also that the presence of a shroud
contributes, at a given thrust, to reduce the velocity and
the turbulent intensity at the ground.
Shrouded rotors usually generate more thrust than
equivalent free rotors at a given rotation speed. There-
fore, operating at a given total thrust allows reducing
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Figure 1: Comparison of the turbulent kinetic energy
produced by a MAV rotor in hover, interacting with the
ground: (top) measurements and (bottom) LBM predic-
tion.
the part of thrust generated by the rotor itself, hence
the rotation speed, thereby reducing the velocity in the
rotor wake. In addition, another effect of the shroud is to
expand the rotor jet (through a diverging nozzle), which
further contributes to decreasing the downward velocity
of the rotor wake. All this is conducive to weaker inter-
actions between the rotor and the ground. Ducted and
free rotor configurations are compared at a constant ro-
tation rate in Fig. 2. The shroud is responsible for a
shift in the location where the rotor wake impacts the
ground, that moves from x/R=1.0 (free rotor) to x/R
=1.3 (ducted rotor), which corresponds to the effect of
the diffuser. No underdeflection is observed at the exit
of the diffuser, meaning the boundary layer remains at-
tached despite the adverse pressure gradient. Another
effect of the duct is to reduce the thickness of the rotor
wake by 20% compared to the free rotor. In the rotor
wake (z/R < 1.5), the duct reduces the peaks of turbu-
lent kinetic energy (TKE) by 20% and the thickness of
the peaks by 50%. The TKE related to the wake mix-
ing in the free rotor case is partially suppressed, which
is counterbalanced by a shear layer that develops on the
external part of the rotor wake, at the exit of the duct.
Close to the ground (z/R < 0.5), the turbulent activ-
ity remains at the same magnitude order as for the free
rotor.
Figure 2: Comparison between a ducted rotor and a free
rotor in hover, interacting with the ground: (top) time-
averaged velocity flow field and (bottom) time-averaged
turbulent kinetic energy flow field.
3 Application to rotor noise
Whether for discretion in military operations or noise
pollution in civilian use, noise reduction of MAV is a goal
to achieve. Aeroacoustic research has long been focus-
ing on full-scale rotorcrafts. At MAV scales however,
the quantification of the numerous sources of noise is
not straightforward, as a consequence of the relatively
International Micro Air Vehicle Conference and Flight Competition (IMAV) 2017 61
low Reynolds number that ranges typically from 5,000
to 100,000. Reducing the noise generated aerodynami-
cally in this domain then remains an open topic. This
part of the contribution deals with the numerical sim-
ulations performed through RANS and LES-LBM to
study the flow phenomena that are responsible for the
noise generation of a rotor in hover. The initial design
is yielded from a low-cost numerical tool developed at
ISAE-Supaero based on Blade Element and Momentum
Theory (BEMT) for the aerodynamic prediction and for-
mulation of the Ffowcs-Williams and Hawkings (FWH)
equation as expressed by [5] coupled with broadband
noise models for the acoustic prediction.
Only the global aerodynamic forces are measured
with a five components balance. Indeed, the compari-
son between experimental and numerical predictions is
done only for the torque and thrust coefficients, CQ and
CT , defined as
CT =
T
1
2ρ(Ω.R)
2piR2
; CQ =
Q
1
2ρ(Ω.R)
2piR3
, (1)
with R the radius at the rotor tip. These coeffi-
cients are shown in Fig. 3. To check the general shape
of the performance curve, another operating point at
Ω = 314.16rad.s−1 (3000 rpm) has been simulated both
with URANS and LES-LBM. At 3000 rpm, the accuracy
of LES-LBM on thrust is very good (about 1%). Both
URANS and BEMT over-predict the thrust coefficient
by 15%. When considering the torque coefficient, the or-
der of the methods regarding their accuracy is inverted:
LES-LBM, URANS and BEMT over-predicts torque by
50%, 40% and 21%, respectively. At 4950 rpm, similar
conclusions can be drawn: the thrust coefficient is under-
predicted by 2.5% with LES-LBM, and over-predicted by
14% and 17% by URANS and BEMT, respectively. For
the torque, LES-LBM, URANS and BEMT over-predicts
it by 29%, 23% and 12%, respectively. It is unclear why
three very different numerical methods over-predict the
torque (especially the BEMT which neglect 3D effects
and predicts fully attached boundary layers). Unfortu-
nately, due to the lack of experimental data, it is not
possible at the moment to identify the origin of these
discrepancies.
The local thrust coefficient is plotted in Fig. 4 for
the three methods. As already shown, BEMT predicts
the higher thrust coefficient and LES-LBM the lowest
one. From the root to r/R = 0.4, the three meth-
ods give the same local thrust coefficient. Then, both
URANS and LES-LBM predict the same evolution until
r/R = 0.75 while BEMT already predicts a higher value.
All methods show a peak for the thrust coefficient at
r/R =0.82 (URANS, LES-LBM) or 0.83 (BEMT). How-
ever the values of CT at the peak are different: CT=0.19
(LES-LBM), 0.22(URANS) and 0.265 (BEMT). Beyond
(a)
(b)
Figure 3: Comparison of global performance: (a) thrust
coefficient CT and (b) torque coefficient CQ.
r/R = 0.85 the value of CT decreases rapidly. Actually
the main conclusion is that the three numerical methods
agree reasonably well on a large part of the rotor span,
but predict very different behaviour close to the tip.
Three designs are investigated: the reference one,
a wavy leading edge design and a design where the
blade are shifted along the z-axis. For the three de-
signs, a breakdown of the tip vortex starts close to the
trailing edge, due to the recompression. The mixing
process between the different vortices produces turbu-
lence that impacts the following blade. A time-averaged
flow field, obtained in the reference frame of the rotor,
and colored with the normalized fluctuations of pressure
p′/( 12ρ(Ω.R)
2) is shown in Fig. 5. For the three designs,
most of the pressure fluctuations are observed at two lo-
cations close to the trailing edge in the vicinity of the
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Figure 4: Local thrust coefficient.
rotor tip (tip vortex and suction side separation). The
noticeable differences between the three geometries are:
1) for the reference and the wavy leading edge cases, the
three blades exhibit the same field of pressure fluctua-
tions, but it is not the case for the shifted blade case (as
expected); 2) the source of fluctuations at the rotor tip is
reduced with the wavy leading edge; 3) the level of pres-
sure fluctuations in the shifted blade geometry is reduced
for two blades (the top-shifted and the middle blade)
and is increased for the last one (the bottom-shifted).
Compared to the reference geometry, the shifted blade
reduces the source at the leading edge but it has a detri-
mental impact on the trailing edge source.
The global noise of each configuration can be eval-
uated at a distance of 10 rotor radii, by integrating
the pressure signal on all frequencies, which gives a to-
tal noise of 1) 64.9dB (reference geometry), 2) 64.1 dB
(wavy leading edge) and 3) 68.4 dB (shifted blade).
4 Conclusion
This works shows that LES-LBM has a very good ca-
pability to describe the flow around rotors for MAVs ap-
plications, both regarding velocity and turbulence. The
torque and thrust are also correctly predicted, despite
the complexity of the flow (tip vortex, boundary layer
separations), with an accuracy close to RANS. Regard-
ing the understanding of flow physics, LES-LBM shows
that turbulence is mainly produced by the tip vortex.
For a rotor approaching the ground, the slowdown and
redirection of the rotor wake is responsible for an intense
production of turbulence. Different designs have been
investigated to reduce the far-field noise emitted by the
rotor. Among the solutions tested, the use of a wavy
leading edge is a promising approach to reduce noise.
Further investigations should now investigate the poten-
(a)
(b)
(c)
Figure 5: Time-averaged solution on the suction
side colored by the normalized pressure fluctations
p′/( 12ρ(Ω.R)
2): (a) reference geometry, (b) wavy lead-
ing edge and (c) shifted blades.
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tial of LES-LBM to describe near wall flows and further
experimental campaigns are still mandatory to validate
the predictions obtained with the LES-LBM technique.
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ABSTRACT
This paper tackles a problem of UAV safe path
planning in an urban environment in which UAV
is at risks of GPS signal occlusion and obstacle
collision. The key idea is to perform the UAV
path planning along with its navigation and guid-
ance mode planning, where each of these modes
uses different sensors whose availability and per-
formance are environment-dependent. A partial
knowledge on the environment is supposed to be
available in the form of probability maps of ob-
stacles and sensor availabilities. This paper pro-
poses a planner model based on Mixed Observ-
ability Markov Decision Process (MOMDP). It
allows the planner to propagate such probability
map information to the future path for choosing
the best action. This paper provides a MOMDP
model for the planner with an approximation of
the belief states by Mixture of Gaussians.
1 INTRODUCTION
These last years there has been a growing need of UAVs
(Unmanned Aerial Vehicles) to accomplish distant missions
in urban environments. The feasibility and success of these
missions are directly linked to the UAV navigation capac-
ity which relies on onboard sensors (e.g., GPS, vision, . . . ).
Availability and performance of these navigation sensors may
depend on the environment. For example, GPS precision can
be degraded due to signal occlusion or multi-path effect in a
cluttered environment. Applicability and accuracy of vision-
based approaches depend on textures of an image. All of
these environment-dependent sensor availabilities and preci-
sion affect the navigation performance and thus the safety of
the path.
The community has proposed different frameworks and
algorithms to solve vehicle safe path planning problem in a
cluttered and continuous environment. A method suggested
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dress: jean-alexis.delamer@onera.fr
†Information Processing and Systems Department (DTIS), email address:
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in [1] computes an efficient collision-free path for MAV (Mi-
cro Aerial Vehicles) while taking into account uncertainty is-
sued by an onboard camera-based localization. It applies the
RRBT (Rapidly-exploring Random Belief Trees, [2]) algo-
rithm. A method proposed by [3] estimates the probability of
collision under Gaussian motion and sensor uncertainty. The
developed algorithm truncates a state distribution in function
of the environment and propagates this truncated state dis-
tribution along a path. Other frameworks consider dynamic
path being able to self-adapt in function of the events. One
could cite the work of [4] that proposes a method based on
POMDP (Partially Observable Markov Decision Process) for
autonomous vehicles in real situations.
Most of these works do not take into account the variance
of sensor availability and precision in function of the envi-
ronment. Furthermore, the navigation system and its associ-
ated uncertainty are often treated in a deterministic manner
in the path planner, and a choice of navigation sensors is not
included in the elements to be planned.
This paper proposes a planner model which enables the
planner to incorporate a priori partial information of the
environment-related elements (obstacles, sensor availabili-
ties) in the probabilistic state transition. In this work, such
information is given in a form of probability grids which are
overlaid on the continuous environment space (Figure 1). De-
pending on the availability of the sensors, different navigation
and guidance modes can be selected, resulting in different lo-
calization and path execution error propagation. The planner
will be designed to compute a policy which will allow, at each
instant, the UAV to choose the best motion-direction and the
adapted sensors (i.e. navigation and guidance modes), with
regard to the mission efficiency (minimum flight time/length)
and safety (minimum collision risk).
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Figure 1: Continuous state space with discretized sensor availabilities maps
International Micro Air Vehicle Conference and Flight Competition (IMAV) 2017 65
The main contribution of this paper is providing a model
which combines the state transition function of the decision
process to the localization and path execution error propaga-
tion function. Furthermore, the proposed model enables the
planner to propagate a priori knowledge on the availability
of the navigation sensors on the future path. Considering an
uncertainty model propagation, we have chosen to lean our
planning model on the Markov Decision Process [5] and more
precisely on its extension: Mixed Observability Markov De-
cision Processes (MOMDP)[6]. The paper also proposes to
apply Machine Learning technique to approximate the belief
states by a Gaussian mixture.
2 PROBLEM STATEMENT
2.1 System architecture and time differentiation
The architecture of the overall system considered in this
problem combines the vehicle Guidance, Navigation and
Control (GNC) transition model and the MOMDP planning
model (Figure 2). The GNC transition model includes the ve-
hicle motion model, onboard sensor models, and flight con-
trol system. The policy given by the MOMDP planner takes
as inputs the probability distribution over the current state
(called belief state) bsc and a vector of boolean on sensor
availabilities sv . And it will return an action a which selects
the motion direction, and the navigation and guidance modes
to realize it. The belief state update is performed with an ob-
servation s′v after GNC state transition. Then this new belief
state is used by the policy to define the next action. The MDP
Policy Navigation
mode
Guidance
mode
Sensors
Vehicule
motion
model
Belief state
update
Maps
bsc
sv
Observation
s′v
b
′s′v
a
a
GNC
sv
bs′c
p(s′v|s′c)
Figure 2: Architecture diagram
formalisms, in their majority and most of the variants, sup-
pose that actions are accomplished instantly. However, in this
problem, the actions are durative and the state space is con-
tinuous implies that the real state (such as sensor availability)
changes during the actions. Therefore, the unit of time of
the GNC transition model will be distinguished from that of
the MOMDP planning model named epoch. The MOMDP
planning model works at a lower frequency than the GNC
system. Thus an epoch is equivalent to several units of time
of the GNC transition model. It is for lowering the complex-
ity of the planning algorithm by reducing the total number
of actions to complete the task. The GNC transition unit of
time is denoted by k and the planning epoch by t in this paper
(Figure 3).
∆ t . . . ∆ t+m
k k+1 k+2 . . . . . . . . . k+n
| | | |
Time
Figure 3: Difference between the units of time
2.2 GNC transition model
This section presents the vehicle GNC model which con-
structs a state transition model in the planning model.
2.2.1 State transition model
The UAV state x =
[X T VT bTa ]T is defined respectively
by its positon, velocity and the accelerometer bias. Then the
state transition can be defined such as :
xk+1 = Φxk +Bak + vk+1 (1)
where ak is the acceleration, vk+1 ∼ N(0, Q) is the dis-
cretized process noise and
Φ =
I ∆tI 00 I 0
0 0 I
 , B =
∆t22 I∆tI
0

2.2.2 State estimator
x is estimated by sensor measurements available onboard
(Figure 2). The state estimator is based on an EKF (Extended
Kalman Filter, [7]) which proceeds in two steps, firstly with
the INS prediction then the correction by the sensor measure-
ments, if available. The INS measurement integration enables
a high-frequency state estimation, but it suffers from the drift
in the estimate. In order to correct such drift, other sensors
(e.g. GPS, Vision) are fused with INS through the second
correction step.
INS Prediction : The accelerometer measurement aIMUk
is used to propagate the estimated state.
aIMUk = RBIk(ak − g) + bak + ξIMUk (2)
where RBIk is a rotation matrix from the inertial to the UAV
body frames provided by the INS, g is the gravity vector and
ξIMU ∼ N(0, RIMU) is the IMU measurement noise. Ac-
cording to the process model (1), the estimated state xˆk is
propagated to :
xˆ−k+1 = Φxˆk +B
(
RTBIk
(
aIMUk − bˆak
)
+ g
)
(3)
Then the state prediction error is given by :
x˜−k+1 = xk+1−xˆ−k+1 = (Φ−∆Φak) x˜k+vk+1−BRTBIkξIMUk
(4)
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where ∆Φak = BR
T
BIk
[
0 0 I
]
. The associated error co-
variance is given by :
P−k+1 = (Φ−∆Φak)Pk (Φ−∆Φak)T +Q+ R˜IMUk (5)
where R˜IMUk = BR
T
BIk
RIMURBIkB
T . For simplicity, we
can consider the case of RIMU = σ2IMUI and hence R˜IMU =
BRIMUB
T remains constant for all k.
GPS correction : When GPS is available at tk+1, the pre-
dicted state (1) can be corrected by using its position and ve-
locity measurement zGPSk+1 .
zGPSk+1 =
[
I 0 0
0 I 0
]
xk+1+ξGPSk+1 = HGPSxk+1+ξGPSk+1
where ξGPS ∼ N(0, RGPS) is the GPS measurement error.
Then, the estimated state is corrected such as :
xˆk+1 = xˆ
−
k+1 +KGPSk+1HGPS
(
zGPSk+1 −HGPSxˆ−k+1
)
(6)
whereKGPSk+1 = P
−
k+1H
T
GPS
(
HGPSP
−
k+1H
T
GPS +RGPS
)−1
is a Kalman gain. Then the error estimate and its covariance
are given by :
x˜k+1 =
(
I −KGPSk+1HGPS
)
x˜k+1 −KGPSk+1ξGPSk+1
Pk+1 =
(
I −KGPSk+1HGPS
)
P−k+1
(7)
Landmark by an onboard camera : By image proces-
sor, a landmark with a known position XLM is visible and
detectable at tk+1, it can be used to correct the predicted
state (1). By assuming a pin-hole camera model, the pixel-
coordinates measurement is given by :
zLMk+1 = C
XCLMk+1
eT3 XCLMk+1
+ ξLMk+1 = hLM(xk+1) + ξLMk+1
(8)
where C is a known camera matrix, XCLMk+1 =
RCBRBIk+1(XLM − Xk+1) and ξLM ∼ N(0, RLM) is the
landmark image-detection error in pixels. RCB is a camera
orientation with respect to the UAV body. An EKF can be ap-
plied, and similarly to (7), the resulting estimation error and
its covariance matrix are given by :
x˜k+1 =
(
I −KLMk+1HLMk+1
)
x˜k+1 −KLMk+1ξLMk+1
Pk+1 =
(
I −KLMk+1HLMk+1
)
P−k+1
(9)
where HLMk+1 is a Jacobian matrix of the nonlinear mea-
surement function hLM(xk+1) evaluated at xk+1 = xˆ−k+1. It
should be noted that HLMk+1 thus depends on the predicted
state xˆ−k+1, while HGPS does not.
INS-only solution : If no correction is made with neither
sensors, then state estimate at tk+1 is given by:
x˜k+1 = x˜
−
k+1
Pk+1 = P
−
k+1
(10)
2.2.3 Guidance laws
Given a desired velocity Vref , the following linear guidance
law can be applied to realize it :
ak = KˆpVref −Kd(Vˆk − Vref) = KpVref −KdVˆk (11)
where Kp,Kd > O are some control gains and Vˆk is the esti-
mated UAV velocity at instant tk.
This paper considers two different guidance modes for
Vˆk in (11). The first mode uses the state estimation result
from the navigation module (Section 2.2.2), while the second
mode uses some sensor measurements directly. The former
mode corresponds to a conventional absolute guidance ap-
proach such as waypoint tracking, and the latter to a sensor-
based relative guidance method such as visual servoing.
Absolute guidance : Vˆk =
[
0 I 0
]
xˆk, where xˆk is
the estimated state from Section 2.2.2. Then, xk+1 can be
obtained by substituing this guidance law (11) into the dis-
cretized process model (1) :
xk+1 = (Φ−∆ΦV)xk +BKpVref + ∆ΦV x˜k + vk+1 (12)
where ∆ΦV = BKd
[
0 I 0
]
. Hence, the state xk+1 fol-
lows the normal distribution as below.
xk+1 ∼ N((Φ−∆ΦV)xk +BKpVref ,∆ΦVPk∆ΦVT +Q)
= N(x¯k+1|k, Q˜ak+1)
(13)
where the covariance Q˜ak+1 becomes a function of the esti-
mation error covariance Pk.
Sensor-based relative guidance : In the sensor-based rel-
ative guidance mode, Vˆk in (11) is directly given from some
onboard sensors such as optical flow. Let us assume the mea-
surement error V˜k = (Vk − Vˆk) ∼ N(0, RVk). Then, simi-
larly to (12),
xk+1 = (Φ−∆ΦV)xk +BKpVref +BKdV˜k + vk+1
∼ N(x¯k+1|k, BKdRVkKTd BT +Q) = N(x¯k+1|k, Q˜sk+1)
(14)
where the covariance Q˜sk+1 is now independent from Pk.
2.2.4 State probability density function
Given an initial state x(t0) = x0 and initial estimation error
covariance P0 such as x˜0 ∼ N(0, P0). As defined later in
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Section 3.3.2, an action a in the planner model corresponds
to a combination of the direction of desired motion Vref , the
navigation mode and the guidance mode. For a given action
a, it is possible to obtain the distribution of the next state
x1 = x(t1) = x(t0 + ∆t) knowing x0.
fX(x1|x0) ∼ N
(
x¯1|0, Q˜1
)
(15)
where Q˜1 is either Q˜a1 in (13) or Q˜
s
1 in (14) depending on the
selected guidance mode. At the same time, the state estima-
tion error covariance is updated to P1 by using the selected
navigation mode (7, 9 or 10).
Now recall from Section 2.1 that the system’s transition
model and the planning model do not have the same time unit.
It means that a single state transition s = s0 to s′ = s1 with
an action a in the planner corresponds to several state tran-
sitions x0 to xn in the system’s transition model. Thus, the
state transition must continue further up to n > 1 with the
same action a. The conditional state distribution at tk know-
ing x0 can be obtained sequentially as follows.
fX(xk|x0) ∼
∫
fX(xk|xk−1)fX(xk−1|x0)dxk−1
where fX(xk|xk−1) ∼ N(x¯k|k−1, Q˜k). In parallel, the
Kalman filtering process is repeated k times to obtain Pk.
When Q˜k and Pk do not depend on the state xk−1, the in-
tegration above will result in a normal distribution:
fX(xk|x0) = N(x¯k|0, Σ˜k), k > 1 (16)
The derivation of the state distribution (16) becomes more
complex in a case of having a dependency of Q˜k and Pk on
the state xk−1. To avoid this complication, Q˜k and Pk can be
approximated by those evaluated at the expected state x¯k−1|0.
Then, the state transition function in the planning model can
be given by (16) when k = n.
Besides, it is hard to know a priori if a selected sensor
will be available for the entire action. To simplify we will
suppose that if the sensor is available at the end of the action,
the sensor was available during the entire action.
In result, the state transition function from the state s =
s0 to s′ = s1 can be re-wtitten with a notation from the plan-
ning model as below.
fS(s
′ = s1|s = s0) = fX(xn|x0) ∼ N(x¯n|0, Σ˜n) = N(s¯′,Σ′)
(17)
It is worth emphasizing here that this equation will be the
only link to the GNC’s transition model with the MOMDP
planning model (Section 3.3).
2.3 Environment Maps
The planner will use a priori partial knowledge on the
environment. This 3D environment map is discretized into
cells. Let us denote the ci, the i-th cell of the map, then a
probability that the cell ci is occupied, i.e., obstacle, is given
as p(Collision|ci). Similarly, sensor availability maps are
provided as a set of probabilities that a sensor is available
at each cell ci. They can be generated by considering the
corresponding sensor characteristics in relation with the en-
vironment (given by the occupancy map). For example, GPS
performance suffers from its signal occlusion or multi-path
effect due to surrounding obstacles. It is common to measure
the performance of GPS by metrics called DOPs (Dilutions
of Precision) which corresponds to a standard deviation of the
measured position error X˜GPS. Figure 4 shows an example of
3D Position DOP (PDOP) map at a given altitude created by a
GNSS simulator on an obstacle map of San Diego city. In this
paper, this PDOP map is transformed to GPS availability map
by setting a maximum allowable position error threshold . A
probability of GPS availability at each cell ci is calculated by
p(GPS|ci) = p(XGPS(ci) < ).
Figure 4: Example of GPS PDOP map
Availability of the navigation mode using landmark detec-
tion p(LM |ci) is obtained in function of a camera’s field-of-
view and detection performance of an image processor. Like-
wise, availability of the sensor-based relative guidance (e.g.,
wall following) is conditioned by a sensing range concerning
an object-of-interest (wall). Its availability map as a set of
probabilities p(Wall|ci) is supposed to be given.
3 PLANNING MODEL
The objective of this paper is to propose a decision frame-
work for computing the safest and shortest path. To achieve
this goal, the transition model must be accurate. That is why
the GNC transition model is integrated in the planning model.
3.1 Why MOMDP ?
This work is about computing a policy which gives a UAV
at each epoch the best action to execute. Therefore, planning
can be associated with decision-making which is the cogni-
tive process of choosing an action to perform confronted to
a situation. In real life problem, the result of an action is of-
ten synonymous of uncertainty that must be considered in the
problem. POMDPs and variants provide several frameworks
to model sequential decision problem under uncertainty and
partial observability. The idea behind the POMDPs is that the
state is not known, but several observations are possible for
each state with a distinct probability. Then these observations
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are used to update its belief state. The Mixed Observabil-
ity Markov Decision Process (MOMDP) proposed by [8] and
[6] is a variant of the POMDPs. The state is not partially
observable, but a part of the state is known at each epoch.
In this problem, the UAV always knows the current sensor
availabilities which can be considered as a part of the state.
Consequently, MOMDP can be used in this problem.
3.2 Recall on MOMDPs
The MOMDP explores a particular structure where cer-
tain state variables are fully observable. This factored model
leads to a significant time gain in policy computation, improv-
ing the efficiency of a point-based algorithms. A MOMDP is
a tuple (Sv,Sc, A,O, T,R, b0, γ), where:
• Sv and Sc are respectively the bounded set of fully ob-
servable state variables and the bounded set of partially
observable state variables;
• A is a finite set of actions;
• Ω is a finite set of observation;
• T (sv, sc, a, s′v, s′c)→ [0; 1] is a transition function;
• O(s′, a, o) → [0; 1] is an observation function such as
p(ov, oc|a, s′v, s′c)
• R : Sv × Sc × A→ R is a reward function associated
with a state-action pair
• b0 = (s0v, bc,0) an initial belief state, where bc,0 is the
initial probability distribution over the partially observ-
able states, conditionned by s0v , the fully observable
initial states.
• γ ∈ [0, 1[ is the discount factor.
The belief state b is noted by (sv, bc), and Bc is the
belief state space of sc conditioned by sv : Bc(sv) =
{(sv, bc), bc ∈ Bc}. Bc(sv) is a sub-space of B, such that
B = ⋃sv∈Sv Bc(sv).
Solving MOMDPs consists in finding a set of policies
pisv : Bc → A, which maximize the criterion :
pi∗sv ← argmax
pisv∈Π
Episv
[ ∞∑
t=0
γtr((stv, b
t
c), pi((s
t
v, b
t
c)))
∣∣∣∣∣b0 = (s0v, bc,0)
]
(18)
For more details about MOMDP, please see [8].
3.3 MOMDP planning model
Considering the differences between the problem pre-
sented in this paper and a standard MOMDP prob-
lem from the litterature, some modifications are made
to the MOMDP formalism. Our MOMDP is a tuple
(Sv,Sc,A,Ω, T ,O, C, b0) :
• Sv and Sc are respectively bounded set of fully observ-
able states and non observable states.
• T : The state transition function composed of two func-
tions:
– TSc : Sc×Sv×A×Sc → [0; 1] a transition func-
tion such as : TSc(sc, sv, a, s
′
c) = p(s
′
c|sc, sv, a).
– TSv : Sv × Sc → [0; 1] a transition function such
as : TSv (s
′
c, s
′
v) = p(s
′
v|s′c);
• O : Ω× Sc → [0; 1] : observation function such as :
O(o, a, s′c, s
′
v) = p(o|s′c, s′v, a) =
{
1 o = s′v
0 otherwise
(19)
• C : B ×B ×A→ R : the cost function, where B is the
belief state space defined on S = Sv × Sc.
The set of observations Ω is equal to Sv and consequently
the observation function O is deterministic since o = s′v
in (19). Moreover, the Bayesian dependancy in our model
changes from a MOMDP proposed in [8], s′v depends on s
′
c
and s′c depends on sv and sc, therefore it depends on the po-
sition of the vehicle in the environment (Figure: 5).
at r(st, at)
st
svt
sct
st+1
svt+1
sct+1
ovt o
v
t+1
oct o
c
t+1
(a) Transition model for a MOMDP
at
state space
S : Sv ×
Sc
st
stv
stc
st+1
st+1v
st+1c
belief state
space B bt bt+1
C(bt, bt+1, at)
(b) MOMDP model modified with the
complete belief state space B.
Figure 5: Difference between the transition model
3.3.1 State space of the decisional problem
A state s is composed of two sets : sv ∈ Sv and sc ∈ Sc. The
state space |S| = |Sv|×|Sc| represents all the possible states.
It must be noted that for our model it is the entire state space
S that is partially observable. More specifically, we define
sc = x (as defined in section 2.2.1), which is defined on a
non observable continuous bounded space.
sv is a vector containing the fully observable booleans of
sensor availability [0; 1], a boolean on the collision, and P
the localization error covariance matrix. In our example, sv
becomes as follows.
sv =

FlagGPS
F lagLandmark
F lagWallFollowing
F lagColision
P

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P is needed by the state probability density function (15).
Then, it is necessary to keep P in the state.
3.3.2 Action space of the decisional problem
In contrary to the vehicle state space, the action space is dis-
crete and the action a is defined as a tuple (d,mn,mg) com-
posed by three action variables : d, mn and mg . d ∈ D
is the desired directions of motion which specifies Vref in
(11), mn ∈ Mn designates the navigation mode available
on the vehicle and mg ∈ Mg designates the guidance mode.
In our problem, we define the navigation modes Mn =
{INS − only,GPS,Landmark} and the guidance modes
Mg = {Waypoint tracking,Wall following} which cor-
responds to (10, 7, 9) and (13, 14) respectively.
3.3.3 Observation space and observation function of the
decision problem
As explained, a set of observation Ω is considered equal to
Sv and consequently the observation function is determinis-
tic since p(o|s′c, s′v, a) = 1. In contrary to the standard case
of POMDP, the agent does not receive any observation in the
classical meaning in our problem. Considering the navigation
error propagation, the UAV state sc is estimated by noisy (and
biased for INS) sensor measurements. These measurements
are used to estimate the non observable state variables. Un-
fortunately, we cannot consider these measurements as obser-
vations, because it is hard to approach a probabilistic function
allowing to anticipate the future measurements. In this sense,
sc is considered as a non observable state variable in the de-
cision problem.
3.3.4 Transition function
The transition function from one state to other is composed
of two functions :
• TSc a transition function such as :
TSc(sc, sv, a, s
′
c) = fs′c(s
′
c|sc, sv, a) ∼ N(s¯′c, Σ˜′(sv))
As previously developed in (17), the probability distri-
bution of a predicted state s′c follows a normal distribu-
tion N(s¯′c, Σ˜
′(sv)) which is a function of the previous
state sc, the action a. Figure 6a illustrates this function.
• TSv is a transition function such as TSv (s′c, s′v) =
p(s′v|s′c). It represents the transition to s′v and depends
on the sensor availability map and therefore depends
only on the next state s′c. Concretely
p(s′v|s′c) =
|Sv\P |∏
i=1
p(s′v(i)|s′c) (20)
where |Sv \ P | is the number of sensors onboard and
s′v(i) is the i-th sensor. Figure 6b illustrates this func-
tion.
Then, we define the transition function :
T (sv, s
′
v, a, s
′
c, sc) = TSc(sc, sv, a, s
′
c)× TSv (s′c, s′v)
= p(s′v|s′c)fs′c(s′c|sc, sv, a)
(21)
sc
fs′c
s¯c
′
Σ˜′
(a) Propagation of s′c from sc with an
action a : TSc
sc
fs′c
p(s′v, s
′
c|sv, sc, a)
s′v
(b) Reduction of the next reachable
states in function of s′v : TSv
Figure 6: Illustration of the two transition functions : TSc and TSv
3.3.5 Belief state
The belief state condenses all the accumulated information
along the path of length N , which is the complete informa-
tion history h defined by : h = {a0, o1, a1, o1, ..., aN−1, oN}
A belief state b is a probability density function over the pos-
sible states at each time step t,
b(st) = fs(s = s
t),∀st ∈ S (22)
computed from the state transition model with selected navi-
gation and guidance modes. This belief state is updated sup-
posing the Bayes rule after each action a done and at each ob-
servation o perceived. By factoring the state space according
to our model we obtain b = (sv, bsc), with bsc = fsc(sc|sv).
3.3.6 Belief state update
As explained, the belief state must be updated after each ac-
tion associated with the transition function in Section 3.3.4.
The update is done by three sub-functions. The first function
corresponds to the system’s dynamic model which propagates
the current belief state bsc to the futur belief state named bs′c
with a chosen action a :
bs′c(s
′
c) =
∫
fs′c(s
′
c|sc, sv, a)bsc(sc)dsc (23)
The second is the probability of s′v that is computed based on
bs′c :
p(s′v|b, a) =
|G|∑
i=0
p(s′v|s′c ∈ ci)p(s′c ∈ ci|b, a) (24)
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where ci corresponding to the ith cell of the sensor availablity
map and |G| is the number of cells in the map. The third step
corresponds to the ”Belief state update” of Figure 2. b′s
′
v
s′c,a
is
computed in function of s′v , the completely observable state.
b
′s′v
s′c,a
(s′c) =
p(s′v|s′c)
∫
fs′c|sc,sv,a(s
′
c|sc, sv, a)bsc(sc)dsc
|G|∑
i=0
p(s′v|s′c ∈ ci)p(s′c ∈ ci|b, a)
(25)
Therefore the updated belief state is defined as b′s
′
v
a and is
derived as b′s
′
v
a = (s′v, b
′s′v
s′c,a
).
3.3.7 Gaussian Mixtures Learning
The representation of a belief state as a Gaussian mixture
could simplify the calculation in the planning model. If we
consider b0 as a Gaussian (or a Gaussian mixture), the update
of a belief state in Section 3.3.6 raises a problem. Indeed, in
(25), the conditional probability p(s′v|s′c) (given by the prob-
ability grid) make the belief non Gaussian and prevent us to
use the initial Gaussian distribution given by (23) (consider-
ing bsc as a gaussian mixture).
A solution proposed in this paper to overcome the prob-
lem is to use a machine learning algorithm to approximate
the non-Gaussian belief state by a Gaussian mixture model
(GMM). More precisely, an ”Expectation-Minimization”
(EM) algorithm [10] is used to learn the GMM. The idea of
the belief state update is unchanged, but the new probability
distribution function of the belief state results in GMM learnt
with the EM algorithm instead of (25).
Figure 7 illustrates this idea on a given path, the transi-
tion between two belief states in this example is just a simple
propagation of the Gaussian (or the Gaussian mixture). The
belief state update is done by an observation that the GPS is
always available. Figure 7a is the GPS availability map used
in this example. The graphic on the top of Figure 7b repre-
sents the belief states propagated along a given path without
any update. The second represents the propagation of each
belief states with the update by the observation, approximated
by the Gaussian mixture learning.
The effect of the Gaussian mixture learning is more vis-
ible nearby an obstacle. The probability on the GPS avail-
ability is low, and the original belief states without update
are partially in a collision. After using the Gaussian mixture
learning, the belief states are updated supposing that an ob-
servation, GPS available, is received at each decision step.
The belief state is intersected with the GPS availability map,
and it results having a smaller state distribution.
3.3.8 Cost function of the model
Our objective is to find the safest and shortest path. To
achieve this goal without prioritizing neither the uncertainty
nor the length in an artificial way, the cost function is defined
based on uncertainty corridor [9]. The corridor is created by
a sequence of confidence ellipses, and its volume depends
directly on the length of the path and on the dispersion of
the uncertainty. Our cost function will be based on this cor-
ridor between the two consecutive states s = (sv, sc) and
s′ = (s′v, s
′
c) knowing that the uncertainty is characterized
by P which is contained in sv . Moreover, the cost function
includes a direct cost K in case of collisions between states.
This cost is needed for the safety of the path planned. If there
is an obstacle that intersects the corridor on between two be-
lief states, the second belief state is considered unreachable.
The cost function in MOMDPs needs to be defined over
B instead of S such as :
C(b, b′s
′
v
a ) =
1
p(s′v |b, a)
∑
i
p(s′v |s′c ∈ ci)∫
bsc
∫
ci
C(s, s′)fs′c|sc,sv,a(s
′
c|sc, sv , a)ds′cdsc
+K × s′v(Collision)
(26)
This cost function is different from the regular reward func-
tion of the POMDP. Classically, a reward function corre-
sponding to R : S × A → R, where R(s, a) depends di-
rectly on the current state s and the action a done. This
way, the function R(b, a) become the average of R(b, a) =∑
s
R(s, a)b(s). It is a linear average that approaches the
value function of the POMDP with α-vectors based on its
PWLC (Piecewise linear convex) property. In our model, the
expected cost is no longer a linear average, and thus the value
function is not PWLC.
4 DISCUSSION AND PERSPECTIVE
There is an important state of the art and the theories be-
hind PWLC in POMDP. It enables to represent the policy by
a set of α-vectors which is easier and more intuitive, in con-
trary to the representation of the policy by a set of all the be-
lief b ∈ B. Moreover, the theoretical work on the POMDP by
[11] ensures that if the value function is PWLC, then value
function will be PWLC function at each epoch. The algo-
rithms based on PWLC value function used this particularity
to accelerate the computation of the optimum policy. In this
work, it is not possible to use these algorithms. One solu-
tion is to use algorithms that are not based on PWLC value
function. For example, RTDP-bel [12] does not work with
α-vector, but keeps a hash-table that maps beliefs to values.
This algorithm coincides with our problem, but the conver-
gence is not proved. Consequently, the next priority of our
work will be to research algorithms that could be adopted or
to find a new algorithm that can help to solve the problem.
In this paper, we developed our planning model in per-
spective to calculate a safe policy in a continuous environ-
ment. However, for reducing complexity, our model defines
discrete action set which leads to suboptimality in the path
planning solution. Therefore in the future, we would like to
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(a) Map of probability availability of the GPS (b) Belief states propagation without (TOP) and with GMM (BOTTOM)
Figure 7: Example of the gaussian mixture learning
incorporate continuous actions, which will reduce the action
constraints and then increase the optimality of the path.The
planning results depend mainly on the model and the algo-
rithms used. We are also interested in using reinforcement
learning to solve the planning model.
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ABSTRACT
In this paper, we consider the problem of con-
trolling multiple quadrotors fastened to a pay-
load and cooperatively transport it in 3 dimen-
sions. We model the quadrotors as a group
rigidly attached to a payload. Then we de-
velop the equations of motion of this rigid sys-
tem. We propose a rigid-body formation sys-
tem controller based on LQR method as well
as a Paparazzi-based guidance scheme for the
payload mission trajectory. Also a PD con-
troller is developed and its results are compared
with the main controller’s results. A simulation
study with two quadrotors cooperatively stabiliz-
ing, and transporting a payload along two differ-
ent desired three-dimensional trajectories is pre-
sented.
1 INTRODUCTION
Safe co-operative transportation of possibly large and
bulky payloads is extremely important in various missions
such as military operations, Search and Rescue and personal
assistant. With recent advancements in relevant technologies
and commercially available micro aerial vehicles (MAVs), the
problem of autonomous grasping, manipulation, and trans-
portation is advancing to the aerial domain in both theory and
experiments. The problem is addressed and formulated ei-
ther in a way that the payload is connected to the aerial ve-
hicles via flexible cables or gripped to the agents in multiple
locations, forming a rigid body in total, the latter of which
is the subject of the current job. However these results are
based on the common and restricting assumption that the Dy-
namics of the cable and payloads are ignored and they are
considered as a bounded disturbance in the transforming ve-
hicle. Therefore it is challenging to incorporate the effects of
a payload fixed to a group of quadrotors which prompts a dis-
tributed control policy for each agent while the whole system
exhibits a rigid body dynamics. We approach the problem by
first developing a model for a single quadrotor and a team of
quadrotors rigidly attached to a payload ’Sec. 3’. In ’Sec.
4’, we propose a LQR control law for an individual quadro-
tor. Guidance scheme which consists of a reference generator
∗Email address(es): ahmad rajaiizade@yahoo.com
and a PD controller is issued in ’Sec. 5’. A MATLAB-based
simulation is conducted for this problem with figures and dis-
cussions found in ’Sec. 6’. The final edition of this paper
may contain results from an experimental study which is to
be performed in the next step.
2 LITERATURE REVIEW
Modeling and control of a quadrotor with a payload which
is connected via a flexible cable is addressed in [1]. The work
is then extended for multiple quadrotors each carrying a ca-
ble which is attached to a single payload [2]. The system
modeling is based on Lagrangian mechanics and the flexible
cables are modeled as systems of serially-connected links and
has been considered in the full dynamic model. We address
a different problem as the robots have grasped the payload
via rigid connections at multiple locations. The modeling of
contact constraints is considerably simpler as issues of form
or force closure are not relevant. Additionally, contact condi-
tions do not change in our case. However, the system is stati-
cally indeterminate and the coordination of multiple robots is
significantly more complex than in the case when the payload
is suspended from aerial robots. In particular, as the prob-
lem is over-constrained the robots must control to move in
directions that are consistent with kinematic constraints. The
problem of aerial manipulation using rigid cables (rods and
ball joints) is analyzed in [3] with the focus on finding robot
configurations that ensure static equilibrium of the payload at
a desired pose while respecting constraints on the tension. In
the sense that we have access to many rotors to generate the
thrust necessary to manipulate payloads, our work is similar
to [4], where the authors propose control laws that drive a dis-
tributed flight array consisting of many rotors along a desired
trajectory. In [5] quadrotors are attached to a flexible net. The
fleet is capable of throwing and catching balls with the net.
Based on a first-principles model of the net forces, algorithms
that generate open-loop trajectories for throwing and catching
a ball are introduced. A swarm of quadrotors termed as a fly-
ing hand is proposed in [6] which is able to grasp an object
where each UAV contributes to the grasping task with a single
contact point at the tool-tip and is tele-operated by a human
hand whose fingertip motions are tracked. A classification
on how the object is carried or grasped is offered in [7] with
an elaboration on Aerial Grasp and Manipulation proposing
virtual linkage as a new paradigm. According to the offered
terminology, our work is termed Aerial Transportation, where
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a static aerial object is grabbed by magnetic or gripper-type
mechanism. Then, the object is rigidly attached to the main-
frame of the UAV. When two or more UAVs are involved, a
new UAV arises because the two original mainframes are now
rigidly connected to the object. A novel aerial manipulation
system is proposed in [8], where a mechanical structure en-
joys a number of thrusters and their geometry will be derived
from technical optimization problems. The aforementioned
problems are defined by taking into consideration the desired
actuation forces and torques applied to the end-effector of the
system. But the most inspiring work in which the main re-
sults of the current research are mostly utilized from is the
one proposed in [9] that makes use of a PD controller to
stabilize the system. We employed the main results of that
work to formulate our control input (force and moments) dis-
tribution algorithm for each quadrotor with slight modifica-
tions in case of non-symmetrical payload mass distribution,
while differing significantly in terms of autopilot controller
and guidance scheme.
3 SYSTEM MODELING
3.1 Generalities
In modeling the rigid-body system following assumptions
are made :
• The system is made of two quadrotors that are rigidly
attached to a beam shaped payload.
• The center of mass of the whole system coincides the
origin of the rigid-body coordinate system.
• Quadrotors and the payload are rigid.
• Propellers are assumed rigid.
• Thrust and drag forces are proportional to the square of
propellers speed.
• The system is symmetric in its X axis.
3.2 System Configuration and Coordinate
The NED coordinate system is taken as default coordi-
nate system and it’s shown in ’Fig. 1’. The World Frame
axes are X,Y and Z pointing downward. We presume the
body frame axes are the primary axis of the whole system.
Agents have their own coordinate frames and their relative
yaw angles which are assumed zero by default.
To derive the rotation matrix from body to the Inertia frame
we choose zyx Euler angles rotation. Final matrix is shown
as follows:
R(φ, θ, ψ) = R(x, φ)R(y, θ)R(z, ψ) (1)
Which will be:
RIB =
cψcθ cψsθsφ− sψcφ cψsθcφ+ sψsφsψcθ ψsθsφ+ cψcφ sψsθcφ− cψsφ
−sθ cθsφ cθcφ
 (2)
where c = cos and s = sin.
Figure 1: Coordinate Systems.
3.3 Physical Specifications
As the system is composed of 3 separate objects with their
own specific physical characteristics, we need to calculate
system’s overall specifications including mass and moments
of inertia. Considering that the agents are identical quadrotors
with known physical and geometrical specifications the pay-
load is a rectangular-section beam with a mass of mp, width
of w, height of h and length of L, following data are calcu-
lated as:
• Payload’s moments of inertia:
IXp =
1
12
mp(h
2 + w2)
IYp =
1
12
mp(L
2 + h2) (3)
IZp =
1
12
mp(L
2 + w2)
• Position of total center of mass:
X¯ =
∑3
i=1mixi∑3
i=1mi
Y¯ =
∑3
i=1miyi∑3
i=1mi
(4)
Z¯ =
∑3
i=1mizi∑3
i=1mi
• System’s mass and moments of inertia:
M = m1 +m2 +mp
IX =
3∑
i=1
(Ixi +m(y¯i
2 + z¯i
2))
IY =
3∑
i=1
(Iyi +m(x¯i
2 + z¯i
2)) (5)
IZ =
3∑
i=1
(Izi +m(y¯i
2 + x¯i
2))
In which x¯i = xi − X¯ , y¯i = yi − Y¯ and z¯i = zi − Z¯ .
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3.4 Equations of Motion
3.4.1 Single Quad:
First we derive the equations for a single quadrotor. Then
these equations will be developed for a multi agent system.
• Rotational Kinematics:
Since the angular rates are related to the body, they should be
transformed to Inertia World Frame. Using Euler angles we
have: pq
r
 = Rr
φ˙θ˙
ψ˙
 (6)
Rr =
1 0 −sθ0 cφ sφcθ
0 −sφ cφcθ
 (7)
• Rotational Dynamics:
Using the rotation matrix and Coriolis Effect, rotational dy-
namic equation takes the form of:Ix,j 0 00 Iy,j 0
0 0 Iz,j
φ¨θ¨
ψ¨
+
φ˙θ˙
ψ˙
×
Ix,j 0 00 Iy,j 0
0 0 Iz,j
φ˙θ˙
ψ˙

= Mq,j +MGq,j (8)
where:
Mq,j =
 lb(Ω2j,4 − Ω2j,2)lb(Ω2j,3 − Ω2j,1)
d(−Ω2j,1 + Ω2j,2 − Ω2j,3 + Ω2j,4)
 (9)
MGq,j = JrΩj
 θ˙−φ˙
0
 (10)
Ωj = (Ωj,1 − Ωj,2 + Ωj,3 − Ωj,4) (11)
• Translational Dynamics:
Applying the rotation matrix we have:
mj
x¨y¨
z¨
 =
 00
mjg
+RIBFq,j (12)
Fq,j =
 00
−b(Ω2j,1 + Ω2j,2 + Ω2j,3 + Ω2j,4)
 (13)
3.4.2 The Rigid-body System:
As the whole system is supposed rigid its dynamic model is
simpler than a system with cable-suspended load. Consider-
ing each agent produces forces and moments in its own frame,
we need to develop a relationship between the behavior of the
system and the agents. Depending on the configuration, the
following formulation was developed in which j, xj , yj and
ψj are the number, location and relative heading of each agent
in rigid-body coordinate system.
[
FB
MB
]
=
2∑
j=1

1 0 0 0
yj cosψj −sinψj 0
−xj sinψj cosψj 0
0 0 0 1
[Fq,jMq,j
]
(14)
Applying the new formulation for the systems force and
moments, dynamic of the system will be achieved as follows:
X¨ = (sinφsinψ + cosφsinθcosψ)
−U1
M
Y¨ = (−sinφcosψ + cosφsinθsinψ)−U1
M
(15)
Z¨ = g + (cosφcosθ)
−U1
M
φ¨ =
IY − IZ
IX
θ˙ψ˙ − JrΩθ˙
IX
+
U2
IX
θ¨ =
IZ − IX
IY
φ˙ψ˙ +
JrΩφ˙
IY
+
U3
IY
(16)
ψ¨ =
IX − IY
IZ
θ˙φ˙+
U4
IZ
4 CONTROLLER DESIGN
4.1 Cooperative Control Law:
As the Agents are rigidly attached to the payload, design
of the controller will become a challenge. The first step is
to assume the rigid-body system as a single quadrotor with
specification of the system. Then we calculate the necessary
control commands and try to control this quadrotor. For con-
trolling the attitude of the system two techniques were used,
PD and Tracking LQR. In order to distribute controller
commands between agents a comprehensive cooperative con-
trol law is developed. Defining [9]:
uF =
1
M
[
(m1 +mp1), 0, 0, 0, (m2 +mp2), 0, 0, 0
]T
uMx =
1
ωMxy
ωF
∑2
j=1 y
2
j + 2

ωMxy
ωF
y1
cψ1
sψ1
0
ωMxy
ωF
y2
cψ2
sψ2
0

(17)
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uMy =
1
ωMxy
ωF
∑2
j=1 x
2
j + 2

−ωMxyωF x1−sψ1
cψ1
0
−ωMxyωF x2−sψ2
cψ2
0

uMz =
1
2
[
0, 0, 0, 1, 0, 0, 0, 1
]T
where mpj = mp(1−
∣∣∣ xjx¯1−x¯2 ∣∣∣), is the share of payload mass
applied on each agent that rises when the asymmetric distri-
bution of payload’s CG is applied. ωMxyωF indicates the re-
lationship between the moment and the force generated by
the agents to produce a system moment. The bigger amount
of ωMxyωF means the effect of agents forces is bigger than the
effect of their moments in creating systems moment. x and
y are the locations of the CG of each agent in body frame.
Final control commands applying to each agent will be:
U =
[
uF , uMx , uMy , uMz
] [
UF , UMx , UMy , UMz
]T
(18)
This U is an 8 × 1 matrix which its first half elements are
allocated to the first agent and the second half are allocated to
the second agent.
4.2 Control Techniques
In order to control the attitude and altitude of the system
we made use of two classic control laws which are PD and
LQR methods. The control block of the system is described
as:
Figure 2: Control Logic
Reference path and controllers of X and Y positions will
be described. Since the control laws are linear, the equations
of motion of the system need to be linearized. Final linear
equations are as follows :
X¨ =
−U1θ
M
Y¨ =
U1φ
M
(19)
Z¨ = g − U1
M
φ¨ =
U2
IX
θ¨ =
U3
IY
(20)
ψ¨ =
U4
IZ
The control command inputs to each agent are as follows:
Uj,F = b(Ω
2
j,1 + Ω
2
j,2 + Ω
2
j,3 + Ω
2
j,4)
Uj,Mx = lb(Ω
2
j,4 − Ω2j,2) (21)
Uj,My = lb(Ω
2
j,3 − Ω2j,1)
Uj,Mz = d(−Ω2j,1 + Ω2j,2 − Ω2j,3 + Ω2j,4)
4.2.1 PD Controller Design:
PD method is carried out for comparison with LQR method
to see differences in performance of these two methods. The
control command calculated by PD method is obtained as
follows:
U = K(x)(ex) +Kd(x˙)(e(x˙)) (22)
Attitude control commands take the form of:
U2,3,4 = Kp(φ,θ,ψ)(e(φ,θ,ψ)) +Kd(φ˙,θ˙,ψ˙)(e(φ˙,θ˙,ψ˙)) (23)
Altitude control output calculation is as explained above:
U1 = K(z)(ez) +Kd(z˙)(e(z˙)) (24)
The PD gains are determined through Ziegler-Nichols
method. The scheme of this controller is as shown in ’Fig.
3’:
Figure 3: PD Controller Diagram
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4.2.2 LQR Controller Design:
• LQR
Attitude Control:
First, we define the attitude state vectors as below:
X =

x1
x2
x3
x4
x5
x6
 =

φ
φ˙
θ
θ˙
ψ
ψ˙
 (25)
Then the attitude system can be written in state space form
as:
X˙ = AX +BU (26)
Which will be:
φ˙
φ¨
θ˙
θ¨
ψ˙
ψ¨

=

0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0


φ
φ˙
θ
θ˙
ψ
ψ˙

+

0 0 0
1
IX
0 0
0 0 0
0 1IY 0
0 0 0
0 0 1IZ

U2U3
U4
 (27)
The goal is to find the stabilizing feedback control law:
U = −KX (28)
Which minimizes the cost function:
J =
∫ ∞
0
(XTQ X + UTR U)dt (29)
where Q ≥ 0 and R > 0 are weighting matrices of a appro-
priate dimensions. Q is related to the energy of the controlled
output, while R is related to the energy of the control signal.
So the choice of Q and R is a trade-off between the desired
performance and the available capacities. Here we decided Q
to be an identity matrix of appropriate dimension and R will
be accomplished by a trial-and-error process until the best
answer is obtained. Afterward, K is defined as:
K = R−1BTP (30)
Where P is the solution of linear algebraic Riccati equation:
ATP + PA− PBR−1BTP +Q = 0 (31)
After calculating K controlling of the states will be accom-
plished.
Altitude Control:
For altitude the state vector is written as:
X =
[
x1
x2
]
=
[
z
z˙
]
(32)
Then the state space form of the system is as:[
z˙
z¨
]
=
[
0 1
0 0
] [
z
z˙
]
+
[
0
− 1M
]
U1 (33)
All discussed about attitude control is applicable here too.
• Tracking LQR
Since the desired states of the system are not supposed to be
always zero and the LQR control law is only applicable to
the linear time-invariant systems, we needed to make use of
Tracking LQR controller. All discussed about LQR is ap-
plicable to TLQR too but the control law will be different as
follows [10]:
U = −K(X −Xd) (34)
Xd is the desired state and can be either time-variant or time-
invariant none-zero. Defining:
Xd att =
[
φd, φ˙d, θd, θ˙d, ψd, ψ˙d
]T
, Xd alt =
[
zd, z˙d
]T
Calculation of desired rates will be discussed in ’Sec. 5’. For
attitude and altitude control, after applying the iterative trial-
and-error design procedure the following form for the Q and
R matrices is reached:
Attitude:
Q =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 (35)
R =
1× 10−3 0 00 1× 10−4 0
0 0 1× 10−3
 (36)
Altitude:
Q =
[
1 0
0 1
]
(37)
R = 6× 10−5 (38)
5 TRAJECTORY GENERATION
In addition to set point trajectory, a circular path was im-
plemented and the stability and the performance of the sys-
tem were analyzed. For both trajectories we made use of a
PD controller which transforms the desired position to de-
sired angle. This process is carried out by using Paparazzi
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algorithm which consists of a reference generator and a PD
controller and an attitude generator in order to convert the de-
sired position to desired angle and desired angle to desired
states which are the inputs of the control system. These algo-
rithms are available at Paparazzi’s website. In both paths its
assumed that ψ(t) = ψ(0) = 0 .
5.1 Paparazzi Set Point Reference Generator
The generator receives the desired position in X or Y
direction as input signal and converts it to 3 output signals
which are position, velocity and acceleration related to the
desired point respectively. The scheme of the set point R.G.
is shown below:
Figure 4: Set Point Reference Generator
5.2 Reference Controller and States Reference Generator
This module takes signals generated by ’Subsec. 5.1’ as
inputs and produces the desired attitude using a PD con-
troller as follows:
(θd) = Kp(X −Xref ) +Kd(X˙ − X˙ref ) (39)
(φd) = Kp(Y − Yref ) +Kd(Y˙ − Y˙ref ) (40)
As the control laws developed in ’Sec. 4’ need desired states
and considering that reference PD controller only generates
the angle and not its rate, and noting that using the perfect
derivation of this angle is not a scientific solution, we need to
calculate the real attitude rate. This calculation is carried out
by using Paparazzi attitude R.G. This module does the same
as ’Subsec. 5.1’ but the input is an angle not a position. This
module is shown as:
Figure 5: Attitude Reference Generator
It should be mentioned that ’Subsec. 5.1’ is used in alti-
tude controller too.
6 RESULTS
In this section the behavior of the system’s states in track-
ing two different trajectories will be analyzed and the perfor-
mance of the controllers will be compared.
6.1 Set Point Trajectory
To make the simulation similar to what IMAV 2017 out-
door cooperative mission requires, the value of 50 meters is
set as desired position. In order to see system’s behavior in
both lateral and longitudinal axes, the desired position is set
in bothX and Y directions and the results are as follows (fig.:
6-9):
Figure 6: Euler Angles
Figure 7: Euler Rates
6.2 Circular Trajectory
A circular path with a radius of 50 meters in an altitude of
3 meters is designed and is given to the system as the desired
trajectory. The results are as follows (fig.: 10-13):
7 CONCLUSION AND FUTURE WORKS
Due to asymmetry in the geometry of the rigid-body sys-
tem, for maneuvers in the asymmetry axis more control effort
is needed to achieve the desired state and the stabilization in
this axis is more challenging.
78 International Micro Air Vehicle Conference and Flight Competition (IMAV) 2017
Figure 8: Control Inputs (UF , UMx,y,z )
Figure 9: 3D Trajectory
We defined the subject of transporting a payload by 2
quadrotors rigidly attached to it and made use of two con-
trol techniques to reach the desired states of the system. An-
alyzing the achieved results in defined scenarios we can see
that the behaviors of these two controllers are close to each
other. We are currently planning to implement this simula-
tion and carry out the experimental phase of this article using
Paparazzi autopilot. Experimental results may be available in
the final edition of this paper. Also a visualized simulation of
this job is in progress.
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Figure 10: Euler Angles
Figure 11: Euler Rates
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ABSTRACT
This study investigates a design procedure for
a robust nonlinear control algorithm based on
sliding mode control (SMC) to stabilize the atti-
tude of a 3-DOF quadrotor UAV subject to exter-
nal disturbances. Since traditional sliding mode
controllers are sensitive against external distur-
bances in the reaching phase, a new algorithm
is proposed to enhance the robust performance
of an SMC strategy. Dynamic equations are ob-
tained using Newton-Euler formalism and the
quadrotor’s centre of mass is assumed not to be
coincident at the origin of body frame. The ro-
bust stability and the robust tracking property are
achieved using the Lyapunov’s direct method.
Experimental results are given to highlight the
effectiveness of the designed control strategy.
1 INTRODUCTION
Flight control of Unmanned Aerial Vehicles (UAVs) have
received considerable attention from researchers recently be-
cause of numerous applications ranging from transportation
(such as Amazon delivery system), security, rescue mission,
agriculture, construction, traffic surveillance, image process-
ing over nuclear reactors, management of natural risks, en-
vironment exploration, mapping, aerial cinematography, bor-
der prohibition and military. To accomplish these features
which are executed in hazardous and inaccessible situations,
the designed controller must be robust against environmental
disturbances (such as wind gust) and parameter uncertainty
(such as inertia variation).
Real systems exhibit hard nonlinearities such as Coulomb
friction, actuator saturation, valve dead zones, gear backlash
and hysteresis which may possess some discontinuous fea-
tures that do not lend themselves to the linear approximation
[1]. Nonlinear control systems provide a level of dynamic
capabilities when dealing with parameter variations and un-
modeled dynamics that linear approaches cannot deal with.
Indeed, the success of a UAV mission strongly depends upon
the precision of its attitude control in spite of the presence
of environmental disturbances and large parameter uncertain-
ties. Hence, the designed controller must be somewhat im-
mune to variations across parameters in the model and be able
∗Email address: hr.nemati@gmail.com
to overcome the above inaccuracies. Sliding mode control
(SMC) has been recognized as a robust control technique for
quadrotor’s attitude motion because of its inherent advantages
of strong stability, disturbance rejection and low sensitivity to
plant parameter variations [2].
The quadrotor is a four-propeller Vertical Take-Off and
Landing (VTOL) rotorcraft which has been proven to be one
of the efficient vehicles to achieve rapid turns and strong ma-
neuverability compared to traditional aircraft. Over several
years much research has been devoted to design of the atti-
tude controller for the quadrotor UAV. In [3], a robust flight
controller for a 6-DOF quadrotor model has been designed
based on the sliding mode control driven by sliding mode
disturbance observer (SMC-SMDO). This controller has been
relied on the knowledge of the limits of the disturbance. Since
the determination of the coefficients used in the sliding sur-
face is difficult in practice, Hurwitz stability analysis has
been employed in [4, 5] to obtain the nonlinear coefficients
of the second order sliding manifold. Besides, the nonlin-
ear sliding surface has been simplified by linearizing around
the desired equilibrium points and then the nonlinear coeffi-
cients were calculated by Hurwitz stability. A super twist-
ing sliding mode controller has been designed in [6] by uti-
lizing a cascaded inner-outer loop structure for a quadrotor.
Its robustness has been also compared against a traditional
SMC, a popular linear controller (LQR-PD) and a nonlinear
feedback linearization based controller subject to wind turbu-
lence conditions and modeling uncertainties. Active distur-
bance rejection control are often used to eliminate the effect
of the state coupling and uncertainties. The robust trajectory
tracking problem of an autonomous quadrotor with obstacle
avoidance based on the active disturbance rejection control
has been introduced in [7]. The problem of attitude regula-
tion for a quadrotor with parametric uncertainties and exter-
nal disturbances has been studied theoretically by employing
a novel adaptive fuzzy gain-scheduling sliding mode control
approach in [8].
So far, a large number of references have been devoted to
the theoretical analysis of a quadrotor flight controller based
upon the linear and nonlinear control methods. There is much
research for position/attitude control of a quadrotor in a real
time. Model based controller for position and attitude trajec-
tory tracking of a quadrotor have been introduced experimen-
tally in [9]. The problem of designing and experimentally
validating a controller based on a backstepping procedure for
steering a quadrotor system along a trajectory subject to ex-
1
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ternal disturbances has been addressed in [10, 11]. A high-
performance flight control approach utilizing an active dis-
turbance rejection technique for the quadrotors has been stud-
ied in [12]. Recently, second order sliding mode controllers
which are the simplest class of the higer order sliding mode
(HOSM) approach are taken into account experimentally by
many researchers. A popular type of the second order sliding
mode control, super twisting algorithm, has been utilized in
[13] to stabilize a quadrotor UAV experimentally. However,
HOSM is not able to ensure the finite time stability [14] and
the system trajectory in the second order sliding mode control
strategy is very slow when states are far away from the origin
[15]. Traditional SMC has been employed in [16] to stabilize
the translational motion of a quadrotor experimentally.
Generally, sliding motion consists of two phases: reach-
ing phase and sliding phase. In the reaching phase, the system
trajectory starts from a given initial condition of the prede-
termined sliding surface, moves towards it and reaches it in
a finite time. In the sliding phase, the motion is restricted
to the sliding manifold, lies on it and converges to the de-
sired condition. However, the control system trajectory in the
reaching phase is sensitive to external disturbances and uncer-
tainties while the system motion is insensitive against distur-
bances/parameter variations within sliding phase. There ex-
ists a method to enhance the robust performance of the SMC
technique by shortening the reaching phase known as Time-
Varying Sliding Mode Control (TVSMC). In [17] a stepwise
time-varying switching manifold has been introduced. How-
ever, this method cannot guarantee insensitivity of the system
subject to external disturbances and parameter uncertainties.
In this paper, the problem of attitude control of a 3-
DOF quadrotor UAV is investigated experimentally. Accurate
quadrotor model is considered such that the centre of mass of
the quadrotor does not coincide with the origin of the body-
fixed frame. The reminder of this paper is organized as fol-
lows: at first, preliminaries for deriving an attitude model of a
3-DOF quadrotor are introduced. Then, a design procedure of
an SMC law is developed. Thereafter, numerical simulations
and experimental implementations are performed to validate
the effectiveness of the designed controller in the presence of
the wind gust (as an external disturbance) using an experi-
mental wind tunnel. Finally, this paper is ended with some
concluding remarks.
2 DYNAMIC MODEL
The dynamical model of a quadrotor consisting of four
propellers in cross-shaped frame is studied in this section, as
shown in Fig. 1. The attitude change of the quadrotor results
from variations on forces and moments produced by adjust-
ing rotors’ speeds. To calculate the dynamic model of the
quadrotor, the following assumptions have been considered:
• The quadrotor’s structure is supposed to be rigid and
symmetrical.
Figure 1: Schematic of the quadrotor configuration with co-
ordinate axes
• The propellers are rigid i.e. propeller flapping does not
happen.
• The centre of mass does not coincide with the origin of
the body-fixed frame.
• Aerodynamic forces and moments are proportional to
the square of rotor’s speed.
• The axes of the body-frame are coincident with the
principle axes of the quadrotor i.e. the inertia matrix
of the quadrotor is diagonal.
Let E = {xE , yE , zE} be the Earth-fixed inertial frame
and B = {xB , yB , zB} denotes the body-fixed frame in
which its origin is located in the centre of mass of the quadro-
tor. The attitude of the quadrotor is described by ZY X Euler
angle notations where the Euler angles Θ =
[
φ θ ψ
]T
are respectively known as roll (rotation around x−axis), pitch
(rotation around y−axis) and yaw (rotation around z−axis).
Attitude angles are bounded as follows: φ ∈ (−pi2 , pi2 ),
θ ∈ (−pi2 , pi2 ) and ψ ∈ (−pi, pi) because the various acro-
batic flying is not admissible. ωB =
[
p q r
]T
repre-
sents quadrotor’s angular velocity in frameB. The rotational
kinematics is obtained from the transformation of the Euler
rates Θ˙ =
[
φ˙ θ˙ ψ˙
]T
measured in the Earth-fixed iner-
tial frame and angular body rates ωB =
[
p q r
]T
as
follows:
ωB =M Θ˙ pq
r
 =
 1 0 − Sθ0 Cφ Sφ Cθ
0 − Sφ Cφ Cθ
 φ˙θ˙
ψ˙
 (1)
where “S” and “C” denote “sin” and “cos” trigonometric
functions, respectively. Euler angles are assumed to be small
around the hovering position. On the other hand, cosφ =
cos θ = 1, sinφ = φ and sin θ = θ are assumed.
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The attitude dynamics of the quadrotor can be derived us-
ing the Newton-Euler equations in the body frame with the
following general formalism:
Jω˙B + ωB × (JωB) +Mg = τ (2)
where J is an inertia matrix
(
J = diag[Jxx, Jyy, Jzz]
)
of the quadrotor, Mg is the propeller gyroscopic effect and
τ =
[
τx τy τz
]T
presents the total moments acting on
the quadrotor in the body frame. The gyroscopic moment re-
sulting from the propeller’s kinetic energies can be described
as:
Mg = ω
B × [ 0 0 JrΩr ]T (3)
where Jr denotes the propellers’ inertia and Ωr represents the
relative propeller’s speed which can be defined as:
Ωr =
4∑
i=1
(−1)i+1Ωi (4)
The aerodynamic forces (T ) and moments (M ) produced
by the ith propeller can be expressed as:
Ti = kTi Ωi
2
Mi = kMi Ωi
2
(5)
where kTi and kMi are aerodynamic constants which can be
determined experimentally for each rotor. Then, the total mo-
ments τ can be derived using the following relationship:
τx =
√
2
2
L (T1 − T2 − T3 + T4)
τy =
√
2
2
L (−T1 − T2 + T3 + T4)
τz = M1 −M2 +M3 −M4
(6)
where L is a distance between the propeller and the centre of
mass of the quadrotor. Hence, control inputs can be described
by combining Eqs. (5) and (6) in a vector form as:
u1
u2
u3
u4
 =

1 1 1 1√
2
2 L −
√
2
2 L −
√
2
2 L
√
2
2 L
−
√
2
2 L −
√
2
2 L
√
2
2 L
√
2
2 L
kM1
kT1
−kM2kT2 kM3kT3 −kM4kT4


T1
T2
T3
T4

(7)
Eventually, the quadrotor attitude dynamics can be writ-
ten using Eqs. (2) and (7) in the following form: φ¨θ¨
ψ¨
 =

Jyy+mc
2−Jzz
Jxx+mc2
θ˙ψ˙
Jzz−Jxx−mc2
Jyy+mc2
φ˙ψ˙
Jxx−Jyy
Jzz
φ˙θ˙
− JrΩr
 θ˙Jxx+mc2− φ˙Jyy+mc2
0
+
 u2Jxx+mc2u3
Jyy+mc2
u4
Jzz
+mgc
 − sinφJxx+mc2− sin θJyy+mc2
0

(8)
where c is a distance between the centre of mass and the cen-
tre of rotation of the quadrotor. Since propellers are very
light, their moment of inertia can be ignored.
3 CONTROLLER DESIGN
In this section, sliding mode control (SMC) is designed
for stabilization of the attitude of an over-actuated 3-DOF
quadrotor.
3.1 Conventional Sliding Mode Control (Conv. SMC)
A conventional sliding surface (σconv.) can be expressed
as follows:
σconv.,i = ˙˜xi + λi x˜i ; i = 1, 2, 3 (9)
where xi =
[
φ θ ψ
]T
is a state vector, x˜ is a pertur-
bation from the reference (x˜ = x − xd) and λ is a positive
constant.
To guarantee the asymptotic stability of the system, con-
sider the following positive-definite function of σconv. as a
Lyapunov candidate:
Vi =
1
2
σconv.,i
2 (10)
The time derivative of the Lyapunov candidate can be written
in the following form:
V˙i = σconv.,i
∂σconv.,i
∂t
= σconv.,i (¨˜xi + λi ˙˜xi)
(11)
According to the Lyapunov’s direct method, the negative def-
initeness of V˙ implies that the equilibrium state at the origin
is asymptotically stable i.e.,
σconv.,i
∂σconv.,i
∂t
= −µi |σconv.,i|
⇒ ¨˜xi + λi ˙˜xi = −µi signσconv.,i
(12)
where µ is a positive constant. signσ denotes a signum func-
tion and can be determined as:
signσ =
 +1 σ > 00 σ = 0−1 σ < 0 (13)
As a consequence, the nonlinear control inputs are designed
using Eqs. (8) and (12) as:
u2 =(Jxx +mc
2)
[
φ¨d − µ1 signσconv.,1 − λ1(φ˙− φ˙d)
]
+
(Jzz − Jyy −mc2) θ˙ψ˙ + JrΩr θ˙ +mgc sinφ
(14)
,
u3 =(Jyy +mc
2)
[
θ¨d − µ2 signσconv.,2 − λ2(θ˙ − θ˙d)
]
+
(Jxx +mc
2 − Jzz) φ˙ψ˙ − JrΩrφ˙+mgc sin θ
(15)
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and
u4 =Jzz
[
ψ¨d − µ3 signσconv.,3 − λ3(ψ˙ − ψ˙d)
]
+
(Jyy − Jxx) φ˙θ˙
(16)
As it can be seen from Eqs. (13) to (16), signum function is
a discontinuous function which can switch the control sig-
nal at an infinite frequency and therefore excite the unmod-
eled fast dynamics or undesired oscillations called chattering
(or ripple). The chattering phenomenon is undesired in prac-
tice because it can reduce the system’s performance or even
lead to instability. Particularly, for a system with flexible ap-
pendages, the chattering may disintegrate the whole system.
To solve this problem, one may approximate the discontinu-
ous function with a hyperbolic switching function as:
u2 =(Jxx +mc
2)
[
φ¨d − µ1 tanhσconv.,1 − λ1(φ˙− φ˙d)
]
+
(Jzz − Jyy −mc2) θ˙ψ˙ + JrΩr θ˙ +mgc sinφ
(17)
,
u3 =(Jyy +mc
2)
[
θ¨d − µ2 tanhσconv.,2 − λ2(θ˙ − θ˙d)
]
+
(Jxx +mc
2 − Jzz) φ˙ψ˙ − JrΩrφ˙+mgc sin θ
(18)
and
u4 =Jzz
[
ψ¨d − µ3 tanhσconv.,3 − λ3(ψ˙ − ψ˙d)
]
+
(Jyy − Jxx) φ˙θ˙
(19)
3.2 Nonsingular Terminal Sliding Mode Control (NTSMC)
Conventional SMC utilizes a linear switching surface
which cannot guarantee the finite time convergence of the
state variables. On the other hand, the convergence rate to
the desired state variables has an infinite settling time expo-
nentially. In [18], a hierarchical control strategy has been pre-
sented theoretically based on the adaptive radical basis func-
tion neural networks and an integral SMC for the position and
attitude tracking of a quadrotor UAV. Though, the hierarchi-
cal control scheme offered fast convergence, it employs larger
control domain. To enhance the convergence performance of
the traditional sliding mode controller, terminal sliding mode
control (TSMC) has been introduced [19]. TSMC uses non-
linear switching manifold in which output errors converge to
zero in a finite time. However, TSMC has a critical disadvan-
tage of a singularity problem. Hence, nonsingular terminal
sliding mode control (NTSMC) [20] is employed to stabilize
the attitude of a quadrotor UAV.
Without loss of generality, a nonsingular terminal sliding
manifold can be described as:
σNTSMC,i = x˜i + ξi ˙˜xi
βi
αi ; i = 1, 2, 3 (20)
where α and β are positive odd integers and must satisfy
α < β < 2α. ξ is a positive scalar. The nonlinearity term
˙˜xi
β
α in Eq. (20) can improve the convergence speed and as-
sure a bounded control input toward an equilibrium point. To
guarantee that the state trajectory remains around the non-
singular terminal switching surface, the following condition
should be satisfied:
σNTSMC,i
∂σNTSMC,i
∂t
< 0 (21)
Taking the time-derivative of Eq. (21) along Eq. (20) leads to:
σNTSMC,i
∂σNTSMC,i
∂t
= σNTSMC,i
(
˙˜xi + ξi
βi
αi
¨˜xi ˙˜xi
(
βi
αi
−1))
(22)
As a result, to ensure the Lyapunov stability, the following
relation should be satisfied:
˙˜xi
(2− βiαi ) + ξi
βi
αi
¨˜xi = −µi signσNTSMC,i (23)
Finally, nonsingular terminal sliding mode controllers can be
rewritten as:
u2 =
(
φ¨d − µ1 signσNTSMC,1 − (φ˙− φ˙d)(2−
β1
α1
)
)
(Jxx +mc
2)
α1
ξ1β1
+ (Jzz − Jyy −mc2) θ˙ψ˙+
JrΩr θ˙ +mgc sinφ
(24)
,
u3 =
(
θ¨d − µ2 signσNTSMC,2 − (θ˙ − θ˙d)(2−
β2
α2
)
)
(Jyy +mc
2)
α2
ξ2β2
+ (Jxx +mc
2 − Jzz) φ˙ψ˙−
JrΩrφ˙+mgc sin θ
(25)
and
u4 =
(
ψ¨d − µ3 signσNTSMC,3 − (ψ˙ − ψ˙d)(2−
β3
α3
)
)
Jzz
α3
ξ3β3
+ (Jyy − Jxx) φ˙θ˙
(26)
As can be observed from Eqs. (24) to (26), nonsingular termi-
nal sliding controllers still include the discontinuous signum
function which may cause the chattering phenomenon. To
avoid this problem, the signum function can be easily re-
placed by the hyperbolic function as discussed from Eqs. (14)
to (16).
u2 =
(
φ¨d − µ1 tanhσNTSMC,1 − (φ˙− φ˙d)(2−
β1
α1
)
)
(Jxx +mc
2)
α1
ξ1β1
+ (Jzz − Jyy −mc2) θ˙ψ˙+
JrΩr θ˙ +mgc sinφ
(27)
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,u3 =
(
θ¨d − µ2 tanhσNTSMC,2 − (θ˙ − θ˙d)(2−
β2
α2
)
)
(Jyy +mc
2)
α2
ξ2β2
+ (Jxx +mc
2 − Jzz) φ˙ψ˙−
JrΩrφ˙+mgc sin θ
(28)
and
u4 =
(
ψ¨d − µ3 tanhσNTSMC,3 − (ψ˙ − ψ˙d)(2−
β3
α3
)
)
Jzz
α3
ξ3β3
+ (Jyy − Jxx) φ˙θ˙
(29)
3.3 Slope-Varying Nonsingular Terminal Sliding Mode
Control (SVNTSMC)
In this subsection, a new continuous time-varying switch-
ing surface is introduced. The main feature of the proposed
time-varying sliding mode control approach is to shorten the
reaching phase via continuously rotating switching manifold
(known as slope-varying). Therefore, the following sliding
manifold is suggested as:
σSV NTSMC,i = x˜i+fi(t) ξi ˙˜xi
βi
αi ; i = 1, 2, 3 (30)
where fi(t) is a nonlinear time-varying function. It should
be noted that the proposed time-varying switching mani-
fold is applicable to any types of SMC approaches, although
NTSMC has been chosen because of its aforementioned ad-
vantages.
Then, the design procedure of the proposed nonlinear
function f(t) is studied. First, the initial values for f(t) func-
tion must be described such that the initial states lies on the
sliding surface i.e.,
fi(0) = − x˜i(0)
ξi ˙˜xi(0)
βi
αi
; i = 1, 2, 3 (31)
Thereafter, the function f(t) must be chosen such that the
slope-varying sliding manifold approaches the desired sliding
surface in a finite time. As an example, one may select the
following nonlinear function:
fi(t) = fi(0) +
(
1− fi(0)
)
tanh t ; i = 1, 2, 3 (32)
As a result, slope-varying nonsingular terminal sliding mode
controllers can be derived as:
u2 =
(
φ¨d − µ1 tanhσSV NTSMC,1 − (φ˙− φ˙d)(2−
β1
α1
)−
ξ1 f˙1(t)(φ˙− φ˙d)
)
(Jxx +mc
2)
α1
ξ1β1 f1(t)
+
(Jzz − Jyy −mc2) θ˙ψ˙ + JrΩr θ˙ +mgc sinφ
(33)
,
u3 =
(
θ¨d − µ2 tanhσSV NTSMC,2 − (θ˙ − θ˙d)(2−
β2
α2
)−
ξ2 f˙2(t)(θ˙ − θ˙d)
)
(Jyy +mc
2)
α2
ξ2β2 f2(t)
+
(Jxx +mc
2 − Jzz) φ˙ψ˙ − JrΩrφ˙+mgc sin θ
(34)
and
u4 =
(
ψ¨d − µ3 tanhσSV NTSMC,3 − (ψ˙ − ψ˙d)(2−
β3
α3
)−
ξ3 f˙3(t)(ψ˙ − ψ˙d)
)
Jzz
α3
ξ3β3 f3(t)
+ (Jyy − Jxx) φ˙θ˙
(35)
To calculate a first component of the control input vector
(u1), let’s rewrite Ti from Eq. (7) as:
T1 =
1
4
u1 +
√
2
4L
u2 −
√
2
4L
u3 +
kT1
4 kM1
u4
T2 =
1
4
u1 −
√
2
4L
u2 −
√
2
4L
u3 − kT2
4 kM2
u4
T3 =
1
4
u1 −
√
2
4L
u2 +
√
2
4L
u3 +
kT3
4 kM3
u4
T4 =
1
4
u1 +
√
2
4L
u2 +
√
2
4L
u3 − kT4
4 kM4
u4
(36)
It is apparent from Eq. (36) that each Ti includes a fixed term
( 14u1) and a variable term (u¯i) as:
u¯1 =
√
2
4L
u2 −
√
2
4L
u3 +
kT1
4 kM1
u4
u¯2 = −
√
2
4L
u2 −
√
2
4L
u3 − kT2
4 kM2
u4
u¯3 = −
√
2
4L
u2 +
√
2
4L
u3 +
kT3
4 kM3
u4
u¯4 =
√
2
4L
u2 +
√
2
4L
u3 − kT4
4 kM4
u4
(37)
Therefore, the minimum value of u1 can be obtained as:
u1 = 4
∣∣∣(min u¯i)− Tmin∣∣∣ (38)
where Tmin is a minimum thrust that can be computed exper-
imentally as Tmin = 0.096 N.
4 SIMULATION AND EXPERIMENTAL RESULTS
This section is dedicated to simulation and real-time
experimental validation of the nonsingular terminal sliding
mode control (NTSMC) approach for stabilizing the attitude
of a 3-DOF quadrotor UAV. The designed experimental test
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bed is demonstrated in Fig. 2. The quadrotor under investiga-
tion consists of an inertial measurement unit (IMU) and an in-
ternal computer with a 1 GHz 32 bit ARM Cortex A8 proces-
sor. All the measurements collected by the micro-processor
with a frequency of 500 Hz is sent to a ground station us-
ing a Wi-Fi connection. The testing architecture is devel-
oped utilizing a Paparazzi UAV to merge sensors, control
law and the communication with the quadrotor. The identi-
fied parameters for the experimental test bed are as follows:
m = 0.42 kg, L = 0.18 m, Jxx = Jyy = 1.8× 10−3 kg m2,
Jzz = 4.7 × 10−3 kg m2, Jr = 1.85 × 10−5 kg m2,
kTi = 5.7 × 10−6, kMi = 1.7 × 10−7, g = 9.81 m/s2 and
c = 3 × 10−2 m. In this work, attitude Euler angles are re-
stricted as: −pi3 ≤ φ ≤ 5pi12 and −pi3 ≤ θ ≤ pi3 . Sliding gains
are chosen as ξ1 = ξ2 = ξ3 = 0.5, µ1 = µ2 = µ3 = 6,
α1 = α2 = α3 = 11 and β1 = β2 = β3 = 13.
In this paper, two sliding mode controllers (NTSMC and
the proposed SVNTSMC) are applied to a quadrotor subject
to the maximum wind velocity (18 m/s). Then, a roll com-
mand (φd = 10 deg) is executed to the system and attitude
stabilization is performed during this maneuver. It is neces-
sary to mention that the wind gust is provided in the AUT
wind tunnel, DANA Laboratory.
Attitude tracking of the quadrotor by experiments are
shown in Figs. 3 and 4. Fig. 3 displays time history of Eu-
ler angles experimentally using NTSMC. Time history of Eu-
ler rates are demonstrated in Figs. 5 and 6 based on NTSMC
and the proposed SVNTSMC approaches, respectively. From
Figs. 3 and 5, one can simply observe that the NTSMC ap-
proach is not able to handle large disturbance at the final time.
Figs. 4 and 6 prove that the proposed SVNTSMC could suc-
cessfully enhance the robust tracking performance. In addi-
tion, there are some high frequencies present in practice such
as unmodeled dynamics, sensor noises and so on that show
up in the experimental results.
Figure 2: Experimental test bed of a 3-DOF quadrotor in the
AUTMAV laboratory.
Figure 3: Time history of Euler angles using NTSMC.
Figure 4: Time history of Euler angles using the proposed
SVNTSMC.
5 CONCLUSION
In this paper, an effective implementation of a nonsin-
gular terminal sliding mode control (NTSMC) approach has
been developed for attitude stabilization of a 2-DOF quadro-
tor. Furthermore, the mathematical model of a quadrotor is
derived accurately by considering that the centre of mass of
the quadrotor does not coincide with the origin of the body-
fixed frame. Traditional sliding mode controllers are not able
to tackle any disturbances in the reaching phase. Therefore, a
new sliding mode control approach known as Slope-Varying
Nonsingular Terminal Sliding Mode Control (SVNTSMC)
is proposed to enhance the robust performance of the plant
subject to external disturbances. The applied NTSMC and
SVNTSMC can assure the finite convergence time of the
Figure 5: Time history of Euler rates using NTSMC.
86 International Micro Air Vehicle Conference and Flight Competition (IMAV) 2017
Figure 6: Time history of Euler rates using the proposed
SVNTSMC.
state variables as well as singularity avoidance. The chat-
tering phenomenon is eliminated using a smooth approxima-
tion of the switching surface around origin. Finally, NTSMC
and the proposed SVNTSMC are applied experimentally to a
quadrotor subject to a wind gust (as an external disturbance)
with high velocity. The comparison between two controllers
proved that the proposed SVNTSMC law is effective in prac-
tice.
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ABSTRACT
This paper presents a controller tuning strategy
for a quadrotor MAV carrying a cable-suspended
load. In our study, no measurement nor estima-
tion of the load’s position is used in the con-
trol strategy and only the quadrotor attitude and
position are controlled. The tuning of the con-
trollers has been done in order to satisfy mixed
H∞ requirements and a pole-location require-
ment. The resolution is made with an avail-
able tool based on non-smooth optimization. The
proposed methodology, allowing to find a good
trade-off between fast displacements of the MAV
and well damped oscillations of the load, is vali-
dated in simulation.
Keywords : PID control, quadrotor, suspended
load perturbations, fixed-structure controller tun-
ing.
1 INTRODUCTION
Multirotor micro air vehicles (MAV) are now considered
for multiple kinds of missions such as search and rescue
[1], surveillance [2], exploration, field recognition and cargo
transportation [3]. This project focuses on the payload trans-
port missions, specifically on the problem of carrying a load
suspended with a cable. Over the last few years, the increas-
ing demand of this capability on quadrotors has motivated
researchers to study this problem and diverse efforts have al-
ready been done to solve it. Different control techniques have
been already implemented for quadrotor applications with the
aim to improve their performances and capabilities.
In general, pioneers on the subject started with the design
of the control strategies of quadrotors. Altug et al. [4] pro-
posed the use of backstepping controllers for position control
considering the dependency with the attitude control. Hamel
et al. [5] developed control Lyapunov functions by separating
the rigid body dynamics and the motors dynamics. They also
introduced the use of quaternions for attitude error estima-
tion. Pounds et al. presented the design of a controller based
on two cascaded loops integrating a double lead compensator
and a pure proportional feedback loop [6].
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Returning to the specific problem here discussed, it can
be viewed and analyzed from different angles. One approach
focuses on the control of the suspended load so it follows a
specific trajectory while damping the oscillations. Faust et
al. developed an algorithm based on machine learning for the
generation of trajectories reducing the swing of the load [7].
They, as most of other researchers, use the model of a rigid
3D pendulum for the cable-suspended load. Dai et al. pre-
ferred to use a more accurate model considering the cable as
a series of connected links and they design a controller im-
plementation to align these links vertically while transporting
the load to a desired position [8]. In their results, an adaptive
controller is used to compensate the payload’s mass uncer-
tainty that demonstrates better performances than a PID con-
troller with constant gains. Other design methods have been
proposed in order to reject the perturbations generated by the
oscillations of the suspended load seen as a disturbance. For
example, in [9, 10], nonlinear controllers are presented for
trajectory tracking based on partial feedback linearization and
on the backstepping technique, respectively. In [11], both dis-
turbance rejection and swing reduction problems are consid-
ered. A nonlinear H∞ controller added to a control law ob-
tained by the Lyapunov redesign technique is proposed and
evaluated in simulation. Finally, a third variant of the prob-
lem considers the case of a load carried by multiple coopera-
tive MAVs [12].
In most of the cases, it is considered that the complete
state vector is measurable. For this reason, experimentation
is frequently done in rooms equipped with motion capture
vision systems. A problem that arises here is the implemen-
tation of these control strategies for outdoor flights. In this
paper, the classical PID control strategy is implemented on a
quadrotor where no sensor is employed to estimate the ori-
entation of the cable nor the load’s position. The PID struc-
ture here implemented is similar to the B-type presented in
[13] by Szafranski where derivation is applied directly on the
measurement signal and not on the error signal. The PID con-
troller has been commonly used on MAVs and, as in many
other applications, it is frequently included in studies where
different controllers are to be evaluated [14]. Moreover, this
kind of controller is commonly implemented in open source
and commercial autopilot frameworks used for MAV. The
analysis of the controller performance is presented with a tun-
ing strategy for the gain parameters with optimization algo-
rithms considering the dynamic model of the load in the sys-
tem.
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In Section 2, the complete system modeling is detailed.
Section 3 details the attitude control strategy, including simu-
lations results. Section 4 presents an analysis for the position
control. Section 6 concludes the paper and discusses some
future work.
2 SYSTEM MODELING
After introducing the quadrotor MAV structure used for
the present study, the modeling of the system with the sus-
pended load is presented using the Euler-Lagrange formal-
ism. The suspended load is considered as a pendulum with
the cable assumed to be a rigid massless link attached at a
certain distance under the center of gravity of the quadrotor.
2.1 Millenium quadrotor
The Millenium quadrotor, developed at INSA Strasbourg,
is considered in this project [15]. Its structure is entirely
made with composite materials that offer excellent mechan-
ical properties while minimizing the weight, increasing the
payload that it can carry up-to 1 kg. Its configuration is of X
type, however its structure has only a longitudinal symmetry.
The two frontal arms are more open so they do not appear in
the field of view of a camera looking towards that direction,
see Figure 1.
A Pixhawk Autopilot board is used for the control of this
drone which runs the PX4 firmware pilot. PID type con-
trollers are used by default and their parameters can be easily
modified via a ground control station.
Figure 1: INSA’s quadrotor’s framework and motors map.
2.2 Kinematics and system coordinates
Two main reference frames are used for modeling the
MAV: the inertial frame attached to a point in the earth
(RE = XE ,YE ,ZE) and the body fixed frame (RB =
XB,YB,ZB). Inertial frame is defined as NED type since it
is the case in the PX4 board controller.
Position vector ξ ∈ RE is defined as the position of the
body frame origin in the inertial frame coordinate system.
ξ =
[
xE yE zE
]T
(1)
Euler angles are used to define the attitude of the quadro-
tor with respect to the inertial frame in the following order:
yaw (ψ) around the Z-axis, then pitch (θ) around Y-axis and
finally roll (ϕ) around the X-axis.
η =
[
ϕ θ ψ
]T
(2)
The rotation matrix RBE from body to inertial frame is
defined in (3).
REB =
 cψcθ cψsθsϕ − sψcϕ cψsθcϕ + sψsϕsψcθ sψsθsϕ + cψcϕ sψsθcϕ − cψsϕ
−sθ cθsϕ cθcϕ
 (3)
To transform the derivatives of the Euler angles from the
inertial frame, η˙, to the body frame, ωB , the transformation
matrix J defined in Equation (4) is used.
ωB =
 pq
r
 = J · η˙ =
 1 0 −sθ0 cϕ sϕcθ
0 −sϕ cϕcθ
 ϕ˙θ˙
ψ˙
 (4)
Figure 2: Suspended load parametrization.
For the load displacement analysis, a new coordinate
frame fixed to the pendulum (RP = XP ,YP ,ZP ) is defined
with its origin on the attachment point and with ZP coinci-
dent with the cable. The rotation matrixREP from the pendu-
lum frame to the inertial frame is defined with angles α and
β corresponding to rotation of the pendulum firstly around
the XE axis and then around the already rotated Y ′E axis, as
illustrated in Figure 2.
REP =
 cβ 0 sβsαsβ cα −sαcβ
−cαsβ sα cαcβ
 (5)
In addition, the position of the cable fixation point is un-
der a distance d from the center of gravity of the quadrotor
which is chosen as the body frame origin. Finally, the posi-
tion vector of the load in the inertial frame, ξL, is obtained in
Equation (6) with l the length of the cable.
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ξL =
 xLyL
zL
 = ξ +REB
 00
d
+REL
 00
l
 (6)
2.3 Forces and torques
The quadcopter is an under-actuated system since only
four propellers induce the movement while it has a total of 6
degrees of freedom. In Figure 3, the forces and moments in-
duced by the propellers are illustrated. They are considered to
be proportional to the square of the propeller rotation speed:{
Fi = kf · ω2i
τi = kc · ω2i
(7)
Figure 3: Forces and moments induced by the propellers.
To simplify the analysis, a change among the input vari-
ables is defined as following: the control inputs are defined
as the total thrust, T , and the torques, τϕ, τθ and τψ , with
respect to the three body frame axis. These new inputs vari-
ables depend on the rotation speed of propellers, ωi, and are
calculated with Equation (8). The matrix used in this equa-
tion is defined considering the particular structure geometry
of the quadrotor of this study depicted in Figure 1:

T
τϕ
τθ
τψ
 =

kf kf kf kf
−kf ly1 kf ly2 kf ly1 −kf ly2
kf lx −kf lx kf lx −kf lx
kc kc −kc −kc


ω21
ω22
ω23
ω24
 (8)
2.4 Dynamic model
Euler-Lagrange equations are used to obtain the dynamic
model of the complete system : quadrotor with suspended
load. The translational kinetic energy is composed by both
the quadrotor and the load energies :
Ktranslation =
1
2
(
mξ˙
T
ξ˙ +mLξ˙L
T
ξ˙L
)
(9)
where m is the quadrotor’s mass and mL is the load’s mass.
On the other hand, considering the load as a punctual mass, its
rotational kinetic energy is neglected and only the quadrotor
energy is included :
Krotation =
1
2
ωB
T IωB (10)
where I is the inertial matrix of the quadrotor with respect
to the body frame and which is considered as a diagonal one
(I = diag(Ixx, Iyy, Izz)) since the MAV principal axes are
supposed to be coincident with the body frame axes for sim-
plification. However, in reality they are slightly rotated.
Finally, the potential energy is defined in Equation (11)
where g represents the gravity constant. The negative sign
of this equation is due to the positive direction of the Z axis
which is downwards.
U = −mDgZET ξ −mLgZET ξL (11)
The dynamic of the system is summarized with the La-
grangian L equal to the kinetic energy minus the potential
energy.
L = Ktranslation +Krotation − U (12)
Then, the Euler-Lagrange equations represents the equa-
tions of motion of the system for the generalized coordinates
q =
[
xE yE zE ϕ θ ψ α β
]T
:
d
dt
[
∂L
∂q˙i
]
− ∂L
∂qi
= Qi, i = 1, ..., 8 (13)
The generalized force vector Q is defined by the input
force F , the input torque τ and the gyroscopic effect mo-
ment of the rotors Γ. Note that the frictional forces due to air
resistance have been neglected.
Q =
 Fτ − Γ
02×1
 (14)
F = REB
[
0 0 −T ]T (15)
τ =
[
τϕ τθ τψ
]T
(16)
The gyroscopic moments of the rotors are calculated us-
ing Equation (17) with Ω = ω1 + ω2 − ω3 − ω4 and Ir cor-
respond to the angular moment of rotors.
Γ = Ir (ωB ×ZB) Ω = Ir
 pq
r
×
 00
1
Ω =
 IrqΩ−IrpΩ
0
 (17)
Finally using the matrix representation of the Euler-
Lagrange equations, motion equation can be written as fol-
lows.
M(q)q¨ +C(q, q˙)q˙ +G(q) = Q (18)
q¨ = M(q)
−1
(Q−C(q, q˙)q˙ −G(q)) (19)
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MatricesM(q),C(q, q˙) andG(q) have been easily ob-
tained with a Matlab script but they are very extensive to ap-
pear in this paper.
2.5 Propellers dynamic model identification
Dynamic model of the motor-propeller set is commonly
identified by a first-order model [16], with a time constant τ
and a gain K in addition to a delay d due to the period of the
pulse-width modulated input signal to the motors ESC.
T (s) = e−d·s
K
1 + τ · s (20)
Identification experimental data showed that the time con-
stant is different when the motor speed is increased and when
it is lowered. In addition, the static gain identified follows a
quadratic behavior in function of the positive pulse duration
of the PWM input of ESC controllers which varies from 1.1
ms to 1.9 ms with a frequency of 400Hz. Then, the non linear
model in Equation (21) has been defined, with y the rotation
speed in RPM and u the ESC input in ms.
K = a2u
2 + a1u+ a0{
y˙ = 1τ1 (Ku− y) ,Ku− y ≥ 0
y˙ = 1τ2 (Ku− y) ,Ku− y < 0
(21)
A noticeable improvement fit has been observed with the
proposed nonlinear model compared to the linear model.
2.6 System parameters
The dimensions and mass parameters of the quadrotor
have been directly measured. Furthermore, the diagonal in-
ertia matrix values have been estimated with the compound
pendulum method described in [17]. The identified parame-
ter values are presented in Table 1 and compared to the values
obtained with the CAD model of the system. As observed, the
CAD model values help as an approximation to validate the
coherency of the measurements.
Table 1: Dimensions, mass and inertia parameters.
DATA CAD Measurements
m [kg] 2.834 2.832 ± 0.02
lx [m] 0.262 0.270 ± 0.005
ly1 [m] 0.284 0.295 ± 0.005
ly2 [m] 0.222 0.225 ± 0.005
Ixx [kg ·m2] 0.064 [0.054 - 0.061]
Iyy [kg ·m2] 0.077 [0.060 - 0.068]
Izz [kg ·m2] 0.127 [0.107 - 0.118]
Thrust coefficient has been approximated from experi-
mental flight data where the quadrotor stayed on a hover posi-
tion. Drag coefficient has not been identified and an approxi-
mated value has been chosen based on online databases.
3 ATTITUDE CONTROL
As already mentioned before, the interest of this paper is
not to design a better controller structure for this application,
but to suggest an original strategy to calculate the best param-
eters of the imposed controllers which structure is defined in
Figure 4. It is a pure proportional controller in the outer-loop
cascaded with a PID in the inner-loop.
Figure 4: PX4 attitude PID controller structure.
3.1 Tuning of the control parameters
For the tuning of the controller parameters, a solution
with optimization algorithms for non-smooth and non-convex
problems is available (see [18, 19]). The optimization prob-
lem solved by this algorithm, considering only one plant
model, is of the form
minimize
p∈<
max
i=1,...,nf
{fi(p)}
subject to max
j=1,...,ng
{gj(p)} ≤ 1
(22)
where p is the vector of tunable parameters. Functions fi and
gj represent the requirements, considered as soft and hard re-
spectively. There can be as many requirements as desired in
the form of H2 or H∞ norms of weighted transfer functions,
or in terms of a pole location constrain. Values γs and γh rep-
resent the optimization results for the soft and hard require-
ments.
Moreover, this tuning method can be easily implemented
in Matlab with the ’systune’ tool. Here, this has been used
looking to satisfy three different hard performance require-
ments (same results are obtained with only soft require-
ments):
Req 1: Maximum tracking error from the angle reference to
the angle measurement in the frequency domain;
Req 2: Maximum gain from disturbance to angle measure-
ment in the frequency domain;
Req 3: Pole location of the closed-loop system.
To simplify the problem, the dynamic model for each of
the controlled variables has been separated and simplified.
Two different models have been used for roll and pitch, the
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Figure 5: Simplified control system for roll (KA2).
first one without considering the pendulum load, and the sec-
ond one including it. This way two different sets of parame-
ters for attitude controllers have been obtained and evaluated.
The following notations are used for next references:
KA1: Tuning of the parameters when considering the model
of the system without the load;
KA2: Tuning of the parameters when considering the model
of the system with the load.
Figure 5 shows the general aspect of the simulink model
used for tuning the roll controller in case KA2. A linear model
has been used for the actuators with a gainM from the control
output to the system input due to the PX4 normalized mixer
(mixer transforms the controller outputs into the motors ESC
control inputs).
For both cases, the weighting functions used on the per-
formance channel have been adjusted iteratively by looking
for the most demanding performances that could be satisfied
(γh ≤ 1). In a first step, the bandwidth, the reject of perturba-
tion, the damping ratio and the decay ratio (associated to the
phase and the real part of the dominant poles respectively)
of dominant poles were required to a relative high value for
this specific application. The system could never satisfy these
constrains but this gave an intuition of the performances lim-
its of the system. In a next step, the requirements have been
lowered until all of them could be satisfied. Figures 6(a) and
6(b) show the evaluation of the final requirements for cases
KA1 and KA2 respectively.
It can be observed that in the case of KA1, the bandwidth
of the system is a little higher than in the case of KA2. Note
that when a higher bandwidth was requested in the case of
KA2, it could not be satisfied without affecting the stability of
the system (reducing the damping ratio and decay component
for the pole location constrain).
3.2 Simulation results
To evaluate roll and pitch controllers, two different tests
have been performed in simulation.
In the first test, the MAV is controlled to be on the hover
state, and the load is initially perturbed. Specifically, the load
is initialized with angles α and β of 20◦. Figure 7 shows the
results for the control of roll attitude, for both set of con-
troller parameters KA1 and KA2. The response for pitch
is almost the same as the obtained for roll. As it can be
clearly observed, with the KA2 parameters, the load oscil-
lations are rapidly attenuated, contrarily to the case with pa-
rameters KA1.
In a second test, the MAV attitude angles φ and θ were
initially set to 20◦, and the control reference is the horizontal
attitude. This time the load is initially at rest but it will be
excited by the horizontal movement induced with the initial
attitude of the MAV. For this test, results are presented in Fig-
ure 8. Again, with the controllers KA2, the oscillations of the
load are more rapidly attenuated while the reference attitude
is also reached.
These results already demonstrate that good stability per-
formances can be achieved considering the model of the load
in the tuning process, even when no feedback of the load po-
sition is used in the control strategy.
4 POSITION CONTROL
The same controller structure as used for attitude in sec-
tion 3 is employed for the position control. Note that for hor-
izontal movements, the position controller is cascaded with
attitude controller. The X, Y and Z control signals define a
reference thrust vector in the inertial frame which orientation
is used to define the pitch and roll reference angles. Besides,
in function of the current attitude of the drone, the thrust vec-
tor is redefined and its magnitude is calculated for the con-
trol of the altitude. As a result, control is done for X, Y, Z,
and yaw. Again, the same process followed for the attitude
controllers tuning has been implemented in this case. Two
models have been also used :
KP1: Tuning of the parameters when considering the model
of the system without the load and KA1 attitude con-
trollers;
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(a) KA1. (b) KA2.
Figure 6: Requirements for roll controller tuning.
Figure 7: Quadrotor’s roll attitude in time, first test.
Figure 8: Quadrotor’s roll attitude in time, second test.
KP2: Tuning of the parameters when considering the model
of the system with the load and KA2 attitude con-
trollers.
This time, only one test has been used for evaluation.
From an initial position at rest, the test consisted in step vari-
ations of the reference signal. Note that, rather than using a
trajectory generation algorithm as it is usually the case, steps
have been used to fully excite the system and emphasize its
stability properties. The reference positions formed a square
trajectory with the center in the initial position. A 3D visual-
ization of thethis test appears on Figure 9.
The comparison of the reference tracking results with the
different sets of parameters can be appreciated in Figure 10.
On the one hand, with parameters KP1-KA1, Figure 10(a),
the system shows relative good performances. The reference
is rapidly reached with a small overshot and few oscillations.
On the other hand, with parameters KP2-KA2, Figure 10(b),
the system is less dynamic. However, in terms of the stabi-
lization of the load, better results are obtained with the later
parameters. As it can be observed in Figure 11, with the sec-
ond set of controller parameters, the oscillations of the load
are more attenuated and the highest amplitude is around four
times lower.
5 DISCUSSION ON THE TUNING STRATEGY
From our experience in the tunning process, we draw sev-
eral recommendations.
Model with or without the load. It is possible to use a syn-
thesis model that does not include the load, which simplifies
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Figure 9: 3D visualization of the position control simulation (with
controller KP2 and KA2)
(a) Controller KP1 and KA1.
(b) Controller KP2 and KA2.
Figure 10: Quadrotor’s position with respect to time.
the modeling step. With this model, it is possible to obtain a
much faster control of the orientation and the position of the
UAV, but at the cost of undamped or unstable load oscilla-
tions if the bandwidth is chosen higher than the load oscilla-
tion frequency. The model including the load displacements
was found convenient to tune a controller that damps the load
oscillations.
(a) Angle α.
(b) Angle β.
Figure 11: Load angle α and β during the position control test.
Pole location requirement only. In an attempt to simplify
the requirements specification, the pole location constrain has
been used as the only requirement. However, we observed
that the resulting dynamics of the UAV is degraded and then
sticks to the dynamics of the load.
Remove the pole location requirement. We replaced the
pole location by a frequency requirement on the transfer be-
tween the reference and the load displacement, which results
in purely frequency-domain requirements. Even if these re-
quirements allowed to damp the load oscillations, we ob-
tained a better results by including the pole placement re-
quirements. Notice that once the pole placement requirement
is included, the requirements on the transfer between the ref-
erence and the load displacement can be removed without any
drawback.
Hard vs soft requirements. The possibility of prioritizing
some of the requirements (using hard and soft requirements)
has also been investigated. However, better results have been
obtained by keeping the same strength for all requirements.
6 CONCLUSIONS AND FUTURE WORK
The problem of the control of a quadrotor MAV with a
cable-suspended load has been studied. The modeling of the
system including the load has been described. It has been
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considered that the attachment point of the cable is not co-
incident with the center of gravity of the MAV, allowing the
load to induce perturbations on the drone’s attitude. More-
over, a tuning methodology for the controllers has been pro-
posed in order to find a good trade-off between the response
time of the vehicle and the damping of the load oscillations,
even when there is no feedback of them. The validity of this
methodology has been proved with simulations. This can be
useful during outdoor flights with standard quadrotors, avoid-
ing the need of adding sensors for the load position estimation
and maintaining the simplicity of this type of control imple-
mentation. In future work, the evaluation of the tuned con-
trollers will be performed experimentally using the Millenium
quadrotor from INSA Strasbourg to observe the robustness
against non modeled dynamics and uncertainty on the identi-
fied parameters of the system.
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Landing and Take-off on/from Sloped and Non-planar
Surfaces with more than 50 Degrees of Inclination
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ABSTRACT
This technical paper summarizes the recent ex-
perimental results concerning the challenging
problem of landing and take-off on/from a sloped
surface with an aerial vehicle exploiting the force
provided by an anchored taut tether. A special
regard is given to the practical aspects concern-
ing the experimental part. In this manuscript we
show extreme landing and take-off maneuvers on
slopes with at least 50◦ inclination and non flat
surfaces, such as, e.g., on industrial pipes.
1 INTRODUCTION
The popularity of aerial vehicles is growing day by day
thanks to their versatility. Indeed they are currently used for
several applications ranging from civil inspection to search
and rescue. Those kinds of applications often require to land
the vehicles on a sloped surface. For example, in the context
of the European project Aeroarms1, the aerial robot has to
deploy a magnetic crawler or a sensor on industrial pipes that
are often non-horizontal. Figure 1 shows an example of a
tethered landing on a pipe tilted by an angle of 60◦.
Take-off and landing from/on a sloped surface requires to
control both position and orientation (pitch) independently,
since the last has match the inclination of the surface. This
makes the task very challenging for a standard Vertical Take-
off and Landing vehicle (VTOL) in a free-flight configura-
tion. Indeed due to underactuation, VTOLs can control only
the position and the yaw angle, while roll and pitch are a
byproduct of the vehicle acceleration and the gravity force.
The method normally used exploits the flatness of the system
to plan a desired trajectory that ends in the landing spot and
with the proper orientation [1]. However, the landing can not
be done in a stable and safe configuration, i.e., with zero ve-
locities and accelerations. Instead it requires an agile maneu-
ver that has to be executed with very high precision. Indeed
small tracking errors can easily lead to misses of the land-
ing surface or to crashes. Furthermore, adhesive membranes
are used to enforce the cohesion between the vehicle and the
∗Email address(es): marco.tognon@laas.fr
1http://www.aeroarms-project.eu/
Figure 1: Tethered landing on a sloped pipe tilted by 60◦.
surface to reduce the chances to fly away after the contact.
Those facts makes the task very complex and prone to errors
and failures.
On the other hand, a much more reliable method gaining
interest, consists on the use of a tether that connects the vehi-
cle to a fixed point on the surface (see Fig. 1). Recent works
have already studied this system, analyzing its principal prop-
erties as differential flatness, controllability and observability
in the 2D case [2, 3, 4] and also in the 3D cases [5, 6, 7]. The
tether, with the help of an actuated winch, has been also used
in [5, 8] to land an underactuated aerial vehicle on a moving
platform. Instead, in [6] we have shown that a passive tether
(with no extra actuation) is enough to accomplish landing and
take-off on/from sloped surfaces in a robust and reliable way.
In this paper we shall thoroughly discuss all the techni-
cal and practical aspects concerning the real execution of the
landing and take-off maneuvers exploiting a tether. Here we
consider a quadrotor-like vehicle and sloped surfaces tilted by
at least 50◦.
2 TETHERED LANDING
In [6] we proved that the tether configuration and the in-
clination of the robot w.r.t. the cable are flat outputs of the
system. This means that the two quantities can be precisely
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Figure 3: Sequence of images of a real experiment with a sloped surface tilted by 50◦. The first row of images represents the
experimental part in which the quadrotor is in a free-flight condition. In this case a standard position controller is used to track
the desired position trajectory marked with a dashed red line. The second row of images represents the experimental part in
which the quadrotor is tethered to the surface. In this case the controller proposed in [6] is used to track the desired position
and attitude trajectories marked with a dashed yellow line and a solid blue line, respectively.
Figure 2: Inclined hovering with the robot tilted by 30◦ and
with the cable elevation (represented in yellow) equal to 25◦.
controlled in an decoupled way. In particular, thanks to the
tether, the robot can hover in any point of the sphere de-
fined by the cable constraint, with almost any orientations
(not only horizontally as for the free-flight case). In partic-
ular the sphere is centered on the anchoring point and has the
radius equal to the cable length. In Fig. 2 we show the robot
hovering at a constant position and with an inclination of 30◦
with respect to the horizon.
In [6] we have shown that this property can be exploited
to land the aerial robot in inclined hovering on any sloped sur-
faces. The capacity of performing the maneuver with practi-
cally zero velocity, angular velocity, acceleration, and angular
acceleration makes the tethered method very robust, reliable,
and safe. Thus much preferable over the free-flight method.
To control the system in [6] we designed a hierarchical
controller based on the differential flatness. The controller
can steer the tether configuration and the inclination of the
robot along any desired trajectories. It is then used to track
a spline-defined trajectory from the initial configuration to
the desired landing configuration, performing the task (see
Fig. 3). The take-off is done analogously.
3 LANDING AND TAKE-OFF ON/FROM A SLOPED
SURFACE TILTED BY 50 DEGREES
In this experiment we consider the plausible scenario
where a quadrotor-like vehicle has to deploy a smaller robot
or a sensor on a sloped surface tilted by 50◦, shown in Fig. 3.
The robot, equipped with a cable ending with a hook, starts
from a non-tethered configuration on the ground. Therefore
it has to anchor the other end of the cable to the surface to
then perform the landing in a tethered configuration. Once
the robot has landed on the desired spot and deployed the
robot/sensor, it can take-off from the surface again exploiting
the tether. Finally it can go back to the initial position after
having detached the cable from the surface.
3.1 Anchoring Tools and Mechanisms
In order to pass from a free-flight configuration to a teth-
ered one, a method to fix the end of the cable to the surface
has to be found. The mechanism to do so strongly depends
on the application scenario and in particular on the material of
the slope. For example, in the previously mentioned scenario
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Figure 4: Zoom of the hook and the anchoring mechanism.
considered in the European project Aeroarms, the landing sur-
face is mainly a pipe made of iron/steel. Thus in this case, and
whenever the surface is made of proper metal, a magnetic an-
chor can be used to enhance the physical connection between
surface and cable. In the case of a ground, snowed, or iced
surface an harpoon-like mechanism might be envisaged.
In our experimental testbed we instead used a simpler so-
lution based on a commercial fishing hook made of three tips,
and an anchoring mechanism fixed to the surface made by an
horizontal cable. In this way the robot can be tethered to the
surface by sliding the vertical cable on the anchoring mech-
anism until the hook is anchored to the horizontal cable, as
shown in Fig. 4. The hook can be detached from the anchor-
ing mechanism doing the opposite operation. To facilitate this
last action we increased the force pulling down the hook by
slightly increasing its mass with an extra weight.
3.2 Experimental phases
Considering the previous experimental scenario and the
goal, we divided the overall maneuver into several phases:
(a) approach to the anchor point with the hook,
(b) hooking of the anchoring system,
(c) stretching of the cable,
(d) tracking of the desired trajectory for tethered landing.
The phases from (a) to (c), described by the first row of
images in Fig. 3, serve to pass from the initial free-flight con-
figuration to the tethered one. Using a standard free-flight
position controller and following a straight-line trajectory,
the robot is able to anchor the anchoring system attached to
the surface with the hook (see Fig. 3.b.2). The trajectory is
planned such that the cable attached to the robot slides on the
anchoring cable until the hook results attached to the last one.
Afterworld, during phase (c), the cable is stretched fol-
lowing a simple radial trajectory whose ending point is
slightly outside the reachable region limited by the cable
length. The robot, trying to reach this ending position, as
explained in [9], will apply an extra force to the cable that
will make it taut. In particular, the farther the desired ending
position, the larger the internal force on the link. Using the
dynamics of the system, the estimated state, and the control
inputs, the robot can estimate the tension on the link. This
estimation is then used to understand when the cable results
sufficiently taut. Once the tension exceeds a certain security
threshold a supervisor switches from the free-flight controller
to the tethered one. Finally the planned landing trajectory
is tracked. In order to compute the desired trajectories the
parameters of the landing surface, such as slope angle and
anchoring point, must be known. To acquire those numbers
we applied some markers on the surface to measure its pose
with a motion capture system. However, thanks to the robust-
ness of the method, those parameters does not have to be very
precise.
Once the robot ends the landing maneuver the take-off can
start. The take-off is practically the play-back of the previous
phases. Indeed, following the previous trajectory in the op-
posite sense lets the hook be de-attached from the anchoring
mechanism to then go back to the starting point in a free-flight
configuration.
3.3 Controller Switch
During the switching between the controllers, the conti-
nuity of the control input has to be guaranteed in order to
preserve the stability of the system and to avoid undesired vi-
brations and jerks on the cable. This is obtained by setting as
desired output of the next controller, the value of the system
output at the switching instant. This is possible because for a
specific output, there exist a unique input and state to obtain
it. Therefore, asking to the next controller to remain in cur-
rent state, it will requires the same input, thus preserving its
continuity and the continuity of the full state.
3.4 Software Architecture
A schematic representation of the software architecture is
represented in Fig. 5. The overall controllers and observers
run on a ground PC. The desired spinning velocities of each
propeller are sent at 500 [Hz] to the robot using a serial ca-
ble. The received velocity commands are then actuated by a
controller (presented in [10]) running on the on-board ESC
(Electronic Speed Control). The same serial communica-
tion is used to read at 1 [KHz] the IMU measurements that
are then UKF-fused together with the motion capture system
measurements (position and orientation of the quadrotor at
120 [Hz]) to obtain an estimation of the pose of the vehicle.
The state estimation is then used to close the control loop and
to get an estimation of the internal force along the link when
the latter is taut.
The controller for the free-flight and tethered cases run
in parallel and a supervisor, according to the state of the ex-
periment, decides whose input has to be applied to the real
system. The user input in the supervisor is needed to trigger
situations of emergency.
International Micro Air Vehicle Conference and Flight Competition (IMAV) 2017 99
qd(t)
Mocap
p˜, R˜
xˆ
Quadrotor
IMU
a˜, ω˜
w˜
Observer
Planner
Param.
Observer
Tension fˆL
Free
Flight
Control.
Tethered
Flight
Supervisor
user
Wrench
to
propeller
velocity
BL
ctrl
serial
cable
serial
cable
fR,
τR
Control.
Figure 5: Schematic representation of the software architecture. Pink blocks represent the sensors. Green blocks represent the
controllers and light yellow blocks represent the observers. Starting from the left, p˜ and R˜ represent the measured robot position
and orientation, respectively; xˆ and fˆL represent the estimated state and link internal force, respectively; qd(t) represents the
desired output trajectory; fR and τR represents the input of the robot, i.e., thrust intensity and torque vector; w˜ represents the
desired spinning velocity of the propellers. Finally a˜ and ω˜ represent the readings of the IMU, i.e., specific acceleration and
angular velocity.
3.5 Nonideality
Another practical aspect that has to be considered is the
non-zero offset between the cable attaching point and the ve-
hicle center of mass. Indeed the controller presented in [6]
assumes that this offset is equal to zero. In this way the
robot translational and rotational dynamics can be decoupled.
However, this never happens in a practical case. Then, due to
this non-zero offset, the internal force along the cable gen-
erates a torque on the vehicle that has to be carefully com-
pensated. This is done computing the extra torque from the
estimated tension and the estimated offset calculated with a
mechanical analysis.
Finally we highlight the fact that the maximum tiling of
the surface is bounded by the input limits. Indeed the more
inclined is the slope, the less it is the thrust required to com-
pensate the gravity close to the surface. Due to the impos-
sibility of producing negative thrust for the single propeller,
the almost zero total thrust implies a reduced control author-
ity on the total input moment that may cause the instability of
the attitude dynamics and of the whole system in general.
3.6 Experimental Results
In Fig. 3 and 6 the experimental results are shown. Fig-
ure 3 shows the first half of the experiment, i.e., the land-
ing, by a series of images. In particular the first row shows
the anchoring procedure done in a free-flight condition. On
the other hand, the second row shows the actual execution
of the tethered landing. A video of the full experiment is
available at https://www.youtube.com/watch?v=
01UYN289YXk&t=7s
Figure 6 shows the evolution of the state, outputs and in-
puts of the system during the landing and take-off maneuvers.
At time zero the tethered controller is activated and the land-
ing maneuver starts. At time tL the landing is accomplished
and the surface is reached. At time tG the motors are stop to
simulate the deploying of a robot/sensor. Finally, at time tT
the take-off maneuver starts.
From those plots one can see that the desired trajectory is
tracked precisely, with only some small errors due to calibra-
tion errors. Despite the presence of tracking errors the land-
ing and take-off maneuver are accomplished successfully and
in a very safe and gentle way. This shows the big advantage
of using a tether that makes the execution on the task reliable
and robust to tracking and modeling errors.
Furthermore, notice that the intensity of the internal force
along the link, defined by the symbol fL, is always positive.
This shows that the cable is kept taut for the whole execution
of the maneuvers.
4 CONCLUSION
Despite its practical issues, the use of the tether and the
presented control method, greatly increases the robustness
and the reliability of the maneuver with respect to the free-
flight method. However for the real application some im-
provement of the system has to be considered. For example
a small winch could be added to unroll and roll-up the ca-
ble immediately before and after the tethered maneuvers. A
more suitable anchoring mechanism can be designed accord-
ing to the type of landing surface. Finally the robot could be
equipped with a on-board vision system to identify the posi-
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Figure 6: Plots of the state, outputs and inputs of the system during the tethered landing and take-off. In particular ϕ and δ
describe the attitude on the cable and, given the link constraint, the position of the vehicle with respect to the anchoring point.
ϑA is the angle between the robot and the link. φ and ψ are the angles that together with ϑA describe the orientation of the
robot. f1, f2, f3, f4 are the forces produced by each propeller. Finally, fL is the intensity of the internal force along the link.
The super-script d and n represent the desired and the nominal values of the variable, respectively.
tion of anchoring point and the slope of the surface.
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ABSTRACT
Last decade witnessed the rapid increase in num-
ber of drones of various purposes. This pushes
the regulators to rush for safe integration strate-
gies in a way to properly share the utilization
of airspace. Accommodating faults and failures
is one of the key issues since they constitute
the bigger chunk in the occurrence reports avail-
able. The hardware limitations for these small
vehicles point the utilization of analytical redun-
dancy rather than the usual practice of hardware
redundancy in the conventional flights. In the
course of this study, fault detection and diag-
nosis for aircraft is reviewed. Then a nonlinear
model for MAKO aircraft is simulated to gener-
ate faulty and nominal flight data. This platform
enables to generate data for various flight condi-
tions and design machine learning implementa-
tions for fault detection and diagnosis.
1 INTRODUCTION
Unmanned Aircraft Systems (UAS) are becoming more
efficient platforms everyday for scientific/commercial do-
mains offering benefits in terms of cost, flexibility, endurance
as well as realizing missions that would be impossible with
a human onboard. Increasing usage of these vehicles for a
variety of missions, such as defense, civilian tasks including
transportation, communication, agriculture, disaster mitiga-
tion applications pushes demand on the airspace. Further-
more, this congestion is predicted to accelerate with the grow-
ing diversity of these vehicles[1].
Improvement of the reliability of the flight is considered
to be one of the main goals for integrating UAVs into civil
airspace according to Unmanned systems roadmap by US Of-
fice of the Secretary of Defense, DoD [2]. To achieve a safe
flight is not an easy task considering the unknowns of the sys-
tems hardware, environment and possible system faults and
failures to emerge. Also, increasing demand on cost effec-
tive systems, resulting in the smaller sensors and actuators
with less accuracy, impose the software to achieve even more.
The expectation that UAVs should be less expensive than their
∗Email addresses: elgiz.baskaya@enac.fr, murat.bronz@enac.fr,
daniel.delahaye@enac.fr
manned counterparts might have a hit on reliability of the sys-
tem. Cost saving measures other than the need to support a
pilot/crew onboard or decrement in size would probably lead
to decrease in system reliability.
Systems are often susceptible to faults of different na-
ture. Existing irregularities in sensors, actuators, or controller
could be amplified due to the control system design and lead
to failures. A fault could be hidden thanks to the control ac-
tion [3].
Under the research and development programs and initia-
tives identified by DoD in order to develop technologies and
capabilities for UAS, the biggest chunk in control technolo-
gies is the health management and adaptive control with a
budget of 74.3 M dollars. Other safety features such as vali-
dation and verification of flight critical intelligent software is
the second with 57.8 M dollars [2].
The widely used method to increase reliability is to use
more reliable components and/or hardware redundancy. Both
requires an increase in the cost of the UAS conflicting one of
the main reasons of UAS design itself band consumer expec-
tations [4]. To offer solutions for all different foreseen cate-
gories of airspace, a variety of approaches should be consid-
ered. While hardware redundancy could cope with the failure
situations of UAVs in the certified airspace, it may not be suit-
able for UAVs in open or some subsets of specific categories
due to budget constraints. Analytical redundancy is another
solution, may be not as effective and simple as hardware re-
dundancy, but relies on the design of intelligent methods to
utilize every bit of information onboard aircraft wisely to deal
with the instances.
There are three approaches to achieve safe FTC in stan-
dard flight conventions. First one is the fail operational sys-
tems which are made insensitive to any single point com-
ponent failure. The second approach is the fail safe sys-
tems where a controlled shut down to a safe state is prac-
ticed whenever a critical fault is pointed out by a sensor. The
level of degradation assures to switch to robust (alternate) or
direct (minimal level of stability augmentation independent
of the nature of the fault) mode. Switching from nominal
mode to the robust and direct modes leads to a decrease in
the available GNC functions. This causes a degradation in
ease of piloting. And also some optimality conditions could
have been compromised. The third approach is fault toler-
ant control systems in which redundancy in the plant and the
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automation system is employed to design software that mon-
itors the components and takes in action whenever needed.
The strategy is most probably to try to keep plant availability
and accept reduced performance [5].
RECONFIGURE project of FP7 [6] aims to attack at this
problem of piloting degradation and optimality compromisa-
tion by attacking Flight Parameter Estimation (FPE) which is
the online estimation of aircraft parameters, FDD and FTC in
case of off-nominal events [7] They utilize a black box non-
linear model of aircraft and The project uses some outputs of
a previous FP 7 project ADDSAFE leaded by Deimos Space
[8].
2 METHODS FOR FTCS
Since fault tolerant control is comprised of a set of differ-
ent disciplines and a relatively new topic, the terminology is
not solid. FDI could be a proper example to this ambiguity. In
some works, it stands for Fault Detection and Isolation while
in some other Fault Detection and Identification, which could
also named after Fault Detection and Diagnosis, meaning that
identification is added to Fault Detection and Isolation [9].
One of the first attempts to unify the terminology is car-
ried out by IFAC SAFEPROCESS technical committee in
1996 and published by [10]. Fault, failure, and the method-
ology to handle those such as fault detection, fault isolation,
fault identification, fault diagnosis and supervision terms ex-
plained separately to avoid the ongoing ambiguity in this
field. Although fault detection methods are clearer in the
work, difference between the methods for two steps of fault
diagnosis, namely the fault isolation and fault identification
is not very obvious.
Among different categorizations for the fault tolerance,
there are options to handle faults on-line or off-line. Em-
ploying fault diagnosis schemes on-line is a way to achieve
fault tolerance. In this case, as soon as a fault detected, a su-
pervisory agent is informed via a discrete event signal. Then
accommodation of the faults are handled either with the selec-
tion of a predetermined controller for the specific fault case,
or by designing the action online with real-time analysis and
optimization [5].
Another common categorization of FTCS is passive and
active FTCS. In passive FTCS, the flight controller is de-
signed in such a way to accommodate not only the distur-
bances but also the faults. Most of the times it a robust con-
troller and does not require a diagnosis scheme. Active FTCS
first distinguishes the fault via fault detection and diagnosis
module and then switch between the designed controllers spe-
cific to the fault case or design a new one online [4]. While
active FTCS requires more tools to handle faults as seen in
Fig. 1, for faults not predicted and not counted for during the
design of the robust controller, robust controller most proba-
bly fails.
Even with a long list of available methods, aerospace in-
dustry has not implemented FTC widely, except some space
Fault Tolerant Control 
Systems
ACTIVE PASSIVE
Fault Detection and 
Diagnosis + Adaptive Control Robust Controller Design
Model Based
Data-Driven
Figure 1: Variations of fault tolerant control systems
systems, due to the evolving nature of the methods, the tricks
coming with the nonlinear nature of the problem, design com-
plexity and high possibility of wrong alarms in case of large
disturbances and/or modeling uncertainties. So the already
carried reliability measures concerning the hardware redun-
dancy is now the preferred way because of its ease and matu-
rity being implemented on various critical missions with con-
sidering human lives.
3 FAULT DETECTION AND DIAGNOSIS
FDD is handled in two main steps; fault detection and
fault diagnosis. Fault diagnosis encapsulates fault isolation
and fault identification. The methods for detection and diag-
nosis are investigated for their frequency of utilization sep-
arately for sensor, actuator, process and controller faults in
[10]. FDD should not only be sensitive to the faults but also
robust to the model uncertainties and external disturbances.
Two distinct options to proceed in analytical redundancy
are the model based approaches and data-driven approaches.
They form the two ends of a continuous solution set line, so
utilizing them in a combination might end up with better solu-
tions. Model based fault diagnosis highlights the components
of a system and the connections in-between, and their corre-
sponding fault modes. Data driven fault diagnosis rely on the
observational data and prefers dense, redundant and with a
frequency larger than the failure rate.
This work constitutes the basis for our research on fault
detection. The idea to simulate the data using the MAKO
model given here first, rather than utilizing flight data, is to
start small in order to isolate some probable consequences
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Figure 2: Accelerometer data readings ax vs ay
such as the probable effect of the controller on the diagnosis.
Detection of faults from real data is a challenging goal to start
with as can be seen in Figure 2 real data accelerometer read-
ings showing that it seems impossible to classify in case of a
fault with one of the control surfaces is 50% less efficient.
Most of the FDI algorithms are implemented to open-
loop systems, ignoring the probable influences of the con-
troller might cause on the detection performance [11]. Here
the system is open-loop as well. So we follow a step by
step approach and hope to end with a more realistic case in
the future, in which real flight data is utilized and diagnosis
is achieved on-line aside a functioning controller. Here we
present a literature survey for FTC of drones followed by ef-
forts to deliver a full drone simulation which will serve as an
environment to simulate measurements. A MAKO simulation
is given in Matlab script which is freely available though the
GIT 1 platform, using specifications MAKO, stability deriva-
tives, aerodynamic force derivatives generated by AVL.
4 METHODOLOGY AND SIMULATIONS
In this study, first, a model of an aircraft is simulated. This
model, will not be used for the design of FDI algorithms, but
instead will be utilized to test them. Nonlinear aircraft flight
dynamics for translational and attitude motion can be given
as a system of first order differential equations
1https://github.com/benelgiz/curedRone/tree/MAKOmodel
Figure 3: MAKO
x˙n = C
n
b v
b (1)
v˙b =
1
m
[
mgb + F bt + F
b
a
]− ωbb/n×vb (2)
q˙0 = −1
2
qTν ω
b
b/n (3)
q˙ν =
1
2
(
q×ν + q0I3
)
ωbb/n (4)
Jω˙bb/n = M − ωbb/n
×
Jωbb/n (5)
where xn ∈ IR3 is the position of the center of mass of
UAV in navigation frame N , vb is the velocity of the center
of mass of UAV in body frame B, q = [q0, qTv ]T ∈ IR3 × IR
is the unit quaternion representing the attitude of the body
frame B with respect to navigation frame N expressed in the
body frame B, ωbb/n is the angular velocity of the body frame
B with respect to navigation frame N expressed in the body
frame B, J ∈ IR3×3 is the positive definite inertia matrix of
the drone, M ∈ IR3 represents the moments acting on the
drone, Cnb is the direction cosine matrix which transforms
a vector expressed in the body frame to its equal expressed
in the navigation frame, I3 ∈ IR3×3 is the identity matrix,
F bt ∈ IR3 is the thrust force expressed in the body frame,
F ba ∈ IR3 are the aerodynamic forces given in the body frame.
The navigation frame is assumed to be a local inertial frame
in which Newton’s Laws apply. The notation x× for a vector
x = [x1 x2 x3]
T represents the skew-symmetric matrix
x× =
 0 −x3 x2x3 0 −x1
−x2 x1 0
 (6)
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The stability derivatives and aerodynamic force coeffi-
cients are generated by AVL and given in Appendix A. AVL
is an open source program developed at MIT and uses vortex-
lattice method for the aerodynamic and stability calculations.
The output of the program is linearized at a selected condi-
tion, therefore all the coefficients are calculated around the
equilibrium point at 14m/s cruise flight condition. The cen-
ter of gravity is located at XCG = 0.295m, which corre-
sponds to a 8 % of positive static margin that has been flight
tested.
As an addition to the aerodynamic coefficients and sta-
bility derivatives, it is useful to have the moments of inertia
of the aircraft so that one can use the model in a simulator.
For that purpose, the aircraft is hanged by two strings, at dif-
ferent orientations, as shown in Figure 4, and measurements
performed by timing the oscillation period for each axis. The
resultant moment of inertias are given Table 2.
Further, the equations for calculation of forces and mo-
ments are given in Appendix B to simulate translational and
rotational motion of a MAKO UAV.
The input vector can be written as u (t) ∈ IR3
u (t) =
[
δa δe n
]T
(7)
Here δa aileron deflection angle in degrees, δe elevator
deflection angle in degrees, n engine speed in rev/s.
To validate the written translational and attitude motion
dynamics and kinematics, MATLAB Simulink 6DOF block
has been utilized. This block accepts inputs as the force
and moment and outputs the states of aircraft motion Fig. 6.
To compare the generated model and Simulink 6DOF block,
forces and moments have been calculated via equations and
constants given in Appendix A and Appendix B. The simu-
lated states from the model script have been saved in advance
and called from Simulink by From Workspace blocks then
compared with the 6DOF outputs. The difference found to
be negligible indicating the validity of the model.
When the actuators are healthy, actual control input signal
will be equal to the given input signal. In case of a fault the
actual signal can be modeled as
u (t) = Euc + uf (8)
where uc is the desired control signal, E =
diag(e1, e2, e3) is the effectiveness of the actuators where
0 ≤ ei ≤ 1 with (i = 1, 2, 3) and uf additive actuator fault.
This model makes it possible to simulate all four types of ac-
tuator faults shown in Fig. 5.
The measurements are simulated using the statistics of
the hardware in the house. The sensor suit simulated is the
InvenSense MPU-9250 Nine-axis (Gyro + Accelerometer +
Compass) MEMS MotionTracking Device.
zgyro = kgyroω
b
b/i + βgyro + ηgyro (9)
zacc = kaccω
b
b/i + βacc + ηacc (10)
Here β is the bias, and η is the zero mean Gaussian pro-
cess with σ2 variance and given in Table 3. For faulty and
normal measurement values, drone model simulation which
outputs the measurements as well should be run twice with
different control surface input values. As an example, a faulty
situation can be that even the controller gives an desired out-
put of 4 degrees to the control surface, the control surface
might have stuck at 1 degrees. Generated set of measure-
ments can be visualized in feature space one by one. Such an
example is the normalized accelerometer measurement com-
ponents plotted Fig. 7.
It is always important to visualize the features to have a
grasp of data structure. For that reason, available observations
forms the 6-dimensional pattern space, z ∈ IR6 can be visual-
ized in pairs to observe. There are further methods to visual-
ize multidimensional data such as Tours methods [12, 13, 14],
and GGobi data visualization system [15].
In this study, dimensionality reduction technique called
Principle Component Analysis (PCA) is used for visualiza-
tion. In PCA, the idea in general is to map the feature vector,
x ∈ IRn to a lower dimensional space where the new feature
set will be represented by z ∈ IRk. Fig. 8 shows the resulted
most significant elements for a mapped feature space from six
dimensional feature vector to two. The structure of the data
gives insight for the selection of some parameters or kernels
for the purpose of classification. Here, it seems that a lin-
ear kernel is satisfactory by discarding the outliers. Another
point is that the classifier might need a nice tuning due the
the presence of outliers. The learning phase utilizes data in-
cluding outliers and preciseness to fit the model to each of the
data might end up an overfitted model, resulting in worse per-
formance to generalize to new data coming in the prediction
phase.
5 CONCLUSION
In this work, first a review on fault tolerant control for
UAVs is given by pointing out its importance on today’s chal-
lenging task of safe integration of drones into airspace. Data-
driven methods for fault diagnosis is aimed to avoid the bur-
den of modeling each craft especially considering for small
drones it is not very realistic for most of the applications to
have an accurate model for a variety reasons such as cost.
AVL program is used to generate the coefficients for MAKO
and a full simulation is realized. Statistics of the sensor suite
in house is used for simulation of accelerometer and gyro
data. For a preliminary investigation on data, six dimensional
feature space is mapped to two dimensions via PCA for visu-
alization purposes. The data shows that a linear kernel might
be satisfactory for the purpose of two class classification. Due
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Figure 4: Moments of inertia measurements for each axis, Ixx, Iyy, Izz .
to the presence of outliers, fine tuning or using optimization
techniques could be needed to avoid overfitting or under fit-
ting during the learning phase of the classification problem.
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APPENDIX A: MAKO COEFFICIENTS
Table 1: General specifications of MAKO [16]
Parameter Value Definition
Wing span 1.288 [m]
Wing surface area 0.27 [m2]
Mean aero chord 0.21 [m]
Take-off mass 0.7− 2.0 [kg]
Flight velocity 10− 25 [m/s]
Ixx 0.02471284 [kg ·m2]
Iyy 0.015835159 [kg ·m2]
Izz 0.037424499 [kg ·m2]
Table 2: Specifications of the sensor suit InvenSense MPU-
9250 Nine-axis (Gyro + Accelerometer + Compass) MEMS
MotionTracking Device[18]
Measurement β σ
zaccx 0.142 0.0319
zaccy −0.3 0.0985
zaccz 0.19 0.049
zgyrox −1.55 0.0825
zgyroy −1.13 0.1673
zgyroz −1.7 0.2214
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Table 3: Stability derivatives for MAKO extracted from AVL
program at 14m/s equilibrium cruise speed
Parameter Value Definition
CLa −0.1956× 10−2 roll derivative
CLp˜ −4.095× 10−1 roll derivative
CLr˜ 6.203× 10−2 roll derivative
CLβ 3.319× 10−2 roll derivative
CM0 0 pitch derivative
CMe −0.076× 10−1 pitch derivative
CMq˜ −1.6834 pitch derivative
CMα −32.34× 10−2 pitch derivative
CNa −0.0126× 10−2 yaw derivative
CNp˜ −4.139× 10−2 yaw derivative
CNr˜ −0.1002× 10−1 yaw derivative
CNβ 2.28× 10−2 yaw derivative
Table 4: Aerodynamic force derivatives for MAKO extracted
from AVL program at 14m/s equilibrium cruise speed
Parameter Value Definition
CZ0 −8.53× 10−2 lift derivative
CZα 3.9444 lift derivative
CZq 4.8198 lift derivative
CZe 1.6558× 10−2 lift derivative
CX0 2.313× 10−2 drag derivative
CXk 1.897× 10−1 drag derivative
CYβ −2.708× 10−1 side force derivative
CYp˜ 1.695× 10−2 side force derivative
CYr˜ 5.003× 10−2 side force derivative
CYa 0.0254× 10−2 side force derivative
Table 5: Thrust force coefficients for propeller APC SF 9× 6
from wind tunnel experiments [17]
Parameter Value Definition
CFT1 1.342× 10−1 thrust derivative
CFT2 −1.975× 10−1 thrust derivative
CFTrpm 7.048× 10−6 thrust derivative
D 0.228m propeller diameter
APPENDIX B: FORCE, MOMENT CALCULATIONS
Roll torque
LB = q¯ S bCL (11)
CL = CLa δa + CLp˜ p˜+ CLr˜ r˜ + CLβ β (12)
Pitch torque
MB = q¯ S c¯ CM (13)
CM = CMe δe + CMq˜ q˜ + CMα α (14)
Yaw torque
NB = q¯ S bCN (15)
CN = CNa δa + CNp˜ p˜+ CNr˜ r˜ + CNβ β (16)
q¯ =
ρV 2T
2
(17)
Lift force
Zw = q¯ S CZ(α) (18)
CZ(α) = CZ0 + CZαα (19)
Drag force
Xw = q¯ S CZ(α, β) (20)
CX(α) = CX1 + CXk C
2
Z = CX1 + CXk (CZ1 + CZαα)
2
(21)
Lateral force
Y w = q¯ S CY (β) (22)
CY (β, p˜, r˜, δa) = CYββ + CYp˜ p˜+ CYr˜ r˜ + CYa δa (23)
Thrust force model
FT = ρn
2D4CFT (24)
CFT = CFT1 + CFT2J + CFT3J
2 (25)
J =
VT
npiD
(26)
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ABSTRACT
Maintaining stable flight during high turbulence
intensities is challenging for fixed-wing mi-
cro air vehicles (MAV). Two methods are pro-
posed to improve the disturbance rejection per-
formance of the MAV: incremental nonlinear
dynamic inversion (INDI) control and phase-
advanced pitch probes. INDI uses the angular
acceleration measurements to counteract distur-
bances. Multihole pressure probes measure the
incoming flow angle and velocity ahead of the
wing in order to react to gusts before an inertial
response has occurred. The performance of INDI
is compared to a traditional proportional inte-
gral derivative (PID) controller with and with-
out the multihole pressure probes. The attitude
controllers are tested by performing autonomous
wind tunnel flights and stability augmented out-
door flights. This paper shows that INDI im-
proves the disturbance rejection performance of
fixed-wing MAVs compared to traditional pro-
portional integral derivative controllers.
1 INTRODUCTION
THE number of Micro Air Vehicles (MAVs) flying in urbanareas is increasing due to the low cost, the low weight,
the availability of ready-to-use platforms and the variety of
applications. Fixed-wing MAVs are ideal for tasks which re-
quire a long range and endurance such as mapping the en-
vironment, surveillance, photography and delivering goods.
These tasks may require the MAV to fly between buildings
and obstacles which generate high energy turbulence [1]. The
turbulence intensity profile increases as the MAV flies closer
to the ground reaching levels up to 50% [2]. The perceived
turbulence level depends on the MAV flight speed. The lower
the flight speed the higher the turbulence intensity, indicat-
ing that hover is the most critical condition for MAVs [3].
Fixed-wing MAVs are particularly susceptible to wind gusts
due to the large wing area [3]. Mohamed et al. identified
two main approaches to counteract turbulence: reactive and
∗Msc. Student, Control and Simulation Department, Faculty of
Aerospace Engineering
phase-advanced [2]. Reactive techniques use sensors to mea-
sure the inertial response to disturbances. This paper focuses
on developing a reactive nonlinear controller in combination
with phase-advanced sensors to increase the stability of fixed-
wing MAVs flying through turbulence.
Gusts cause large variations in airspeed and attitude an-
gles in MAV, leading to nonlinear behavior. To maintain an
optimal performance gain scheduling is needed [4]. Alter-
natively, using the model based Nonlinear Dynamic Inver-
sion (NDI) a uniform performance over the flight envelope
is guaranteed if the aerodynamic model is accurately known
[5]. The major disadvantage of NDI is the sensitivity to model
mismatch [6]. Determining an accurate aerodynamic model
of the MAV is very expensive and time consuming. It has
been very successful in programs like the Lockheed Marting
X-35 [7][8] and the NASA X-36 tailless aircraft [9]. Incre-
mental Nonlinear Dynamic Inversion (INDI) [10][11][6] has
been proposed to highly reduce model sensitivity. It relies
on angular acceleration, filtered from differentiated angular
rate provided by the gyroscopes[12]. Smeur et al. [12] found
that the same filter should be used on the actuators to provide
time synchronization with the measured acceleration. The
only model parameters required by the INDI attitude con-
troller are the actuator dynamics and the control effectiveness
[12]. INDI has been implemented on fixed-wing MAVs for
the first time by Vlaar [13].
Phase-advanced sensors are used to measure turbulence
before an inertial response has occurred [14][15]. The first
phenomenon to occur is the change in flow pitch angle and
velocity ahead of the wing. These variations cause an uneven
lift distribution over the wings leading to structural stresses
which can be measured by strain sensors [16]. Mohamed et
al. [2] developed a pitch probe sensor inspired by the leading
edge feathers of birds. This sensor measures the variations
in the angle of attack and speed of the incoming flow. By
measuring the incoming gust ahead of the wing a time advan-
tage is created. The gust is related to the pressure distribution
over the wing which in turn causes an angular acceleration
measurement. The sensor was therefore placed at the point
of highest correlation between the surface pressure variation
and the measured angular acceleration [16]. The gust mea-
surement is used as a feed-forward component to each aileron
separately to locally counteract the gust on each wing [2].
This sensor enhances the controller performance by decreas-
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ing the range of the roll and pitch angle displacements [2].
Wind tunnel flights were performed by inserting static tur-
bulence generating grids at the inlet of the test section. The
distance from the grids in the direction of the flow determines
the turbulence intensity level experienced by the MAV [17].
Outdoor tests are performed with natural turbulence. The
length scale of indoor turbulence is in the order of 1 meter
compared to 15 meters for outdoor flights [2]. The aim of this
paper is to investigate the disturbance rejection performance
of INDI applied to fixed-wing MAVs in high turbulence in-
tensities and to compare the performance of the proposed sys-
tem with a traditional PID controller. Finally research is per-
formed on the incorporation of the pitch probe sensors in the
INDI control structure. All systems are implemented on the
Slick 360 Micro fixed-wing MAV with the Open-Source Pa-
parazzi Autopilot system. The disturbance rejection perfor-
mance is tested in the same turbulence intensity conditions
which are typical for urban environments.
The structure of this paper is the following: Section 2 de-
scribes the MAV model, Section 3 is dedicated to the design
of the INDI and PID controllers and Section 4 describes the
pitch probe sensors. Section 5 presents the experimental set-
up. The results are presented in Section 6.
2 MAV MODEL
The sum of moments experienced during flight by the
Slick 360 Micro fixed-wing MAV expressed in the body
frame are described by Eq. 1 [6] [18].
Ω˙ = I−1(M−Ω× IΩ) (1)
The sum of moments around the body axes {XB , YB , ZB}
is given byMT =
[
Mx My Mz
]
. The angular rates are
denoted by ΩT =
[
p q r
]
. The moment of inertia matrix
is defined by Eq. 2 assuming a plane of symmetry around the
longitudinal and vertical axis (XBZB − plane).
I =
 Ixx 0 −Ixz0 Iyy 0
−Ixz 0 Izz
 (2)
The resulting system of equations is given by Eq. 3 [18] [19].
Mx = Ixxp˙+ (Izz − Iyy)qr − Ixz(r˙ + pq)
My = Iyy q˙ + (Ixx − Izz)rp+ Ixz(p2 − r2)
Mz = Izz r˙ + (Iyy − Ixx)pq − Ixz(p˙+ rq)
(3)
Expressed in terms of the angular accelerations Eq. 3 be-
comes Eq. 4 [19].
p˙ = (c1r + c2p)q + c3Mx + c4Mz
q˙ = c5pr − c6(p2 − r2) + c7My
r˙ = (c8p− c2r)q + c4Mx + c9Mz
(4)
The definitions of the multiplication parameters c1 up to c9
with Γ = IxxIzz − I2xz [19]:
Γc1 = (Iyy − Izz)Izz − I2xz Γc3 = Izz
Γc2 = (Ixx − Iyy + Izz)Ixz Γc4 = Ixz
c5 = (Izz − Ixx)I−1yy c6 = IxzI−1yy
c7 = I
−1
yy c8 = (Ixx − Iyy)Ixx − Ixz2
Γc9 = Ixx
The moments can be spit into two components Eq. 5: a part
depending on the aerodynamic state variables and a part in-
fluenced by the control surfaces of the vehicle.
M = Ma +Mc (5)
Substituting Eq. 5 into Eq. 3 leads to Eq. 6 around the roll
axis.
p˙ = (c1r + c2p)q + c3Mxa(u, v, w, p, q, r)+
c3Mxc(V, δa, δe, δr) + c4Mza(u, v, v˙, w, p, q, r)+
c4Mzc(V, δa, δe, δr))
(6)
In the body frame the components of the free stream velocity
V are defined as u, v, w. The control surface deflections are
denoted by δa, δe, δr for the ailerons, elevator and rudder re-
spectively. Around the pitch axis substituting Eq. 5 into Eq. 3
leads to Eq. 7.
q˙ = c5pr − c6(p2 − r2) + c7Mya(u, v, w, w˙, p, q, r)+
c7Myc(V, δa, δe, δr, δt)
(7)
A second derivative term is incorporated for the vertical
velocity component w˙. The thrust of the propeller is defined
as δt.
Euler angles are used to define the orientation of the body
frame with respect to the earth frame [18]. The kinematic
attitude equations Eq. 8 for a flat non-rotating earth are used
to relate the angular rates to the Euler angles [18].
φ˙ = p+ q sinφ tan θ + r cosφ tan θ
θ˙ = q cosφ− r sinφ
ψ˙ = q sinφcos θ + r
cosφ
cos θ
(8)
3 INCREMENTAL NONLINEAR DYNAMIC INVERSION
The angular accelerations around the body axes defined
by Eq. 4 can be written in an incremental form by applying a
Taylor series expansion. The resulting equation is used by the
controller to predict the angular acceleration one step ahead
in time based on the current time point [12].
3.1 Roll axis
Three eigenmotions characterize the behavior of the MAV
around the roll axis: the aperiodic roll, the dutch roll and
the spiral. The fast aperiodic roll is used to model the an-
gular acceleration based on aileron inputs. During this ma-
neuver the MAV is flown at a constant speed V of 10m/s
with ∆u = 0. The yawing motion and rudder input are ne-
glected: ∆v = 0 ∆v˙ = 0 ∆r = 0 ∆δr = 0. Due
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to this assumption the yaw momentMz can be omitted [18].
The asymmetric and symmetric motions are considered de-
coupled. The effects of the symmetric motions are neglected:
∆δe = 0 ∆w = 0 ∆q = 0. Applying a Taylor series ex-
pansion to Eq. 6 with the above mentioned assumptions leads
to Eq. 9.
p˙ = p˙0 +
∂(c3Mxa)
∂p
∣∣∣∣
p=p0
(p− p0)+
∂(c3Mxc)
∂δa
∣∣∣∣
δa=δa0
(δa − δa0)
(9)
The partial derivative of the aerodynamic moment ∂(c3Mxa)∂p
is defined as Fp. The partial derivative of the control moment
∂(c3Mxc)
∂δa
is defined as Gδa , simplifying Eq. 9 to Eq. 10.
∆p˙ = Fp∆p+Gδa∆δa (10)
A least-square fitting method is used to determine Fp and
Gδa . Data was collected by performing outdoor test flights.
In total 90 seconds of flight test data are used, 80% for the
training set and 20% for the test set. An airspeed controller
was used to maintain the cruise speed at 10m/s. During the
flight p and δa were logged. p˙ can be calculated by differen-
tiating the angular rate. The change in p˙ is too noisy to be
used directly for the fit, all signals are therefore filtered with
the same second order low pass filter given by Eq. 11 with
wn = 15.9 Hz and ζ = 0.65.
H(s) =
ω2n
s2 + 2ζωns+ ω2n
(11)
The root mean square error of the test set and training set dif-
fer by 2% indicating the model is not over-fitted. The model
parameters are Fp = −16 ± 1 [1/s] and Gδa = 212 ± 6
[rad/(s2rad)]. The INDI controller is based on the principle
of time scale separation [12] [6] simplifying Eq. 10 to Eq. 12.
∆p˙ = Gδa∆δa (12)
The angular acceleration prediction of the INDI controller
with damping Eq. 10 and without damping Eq. 12 are com-
pared and shown in Figure 1. The root mean square error of
the model without damping is 0.4% higher than with damp-
ing.
3.2 Pitch axis
Around the pitch axis the short period motion is mod-
eled during cruise at 10m/s, with ∆u = 0 [18]. The thrust
input is kept constant: ∆δt = 0. The asymmetric mo-
tions are neglected leading to ∆v = 0 ∆p = 0 ∆r =
0 ∆δa = 0 ∆δr = 0. The second order derivative is ne-
glected ∆w˙ = 0. With these assumptions Eq. 7 is simplified
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Figure 1: Measured and modeled angular acceleration: roll axis, 10m/s
to Eq. 13.
q˙ = q˙0 +
∂(c7Mya)
∂w
∣∣∣∣
w=w0
(w − w0)+
∂(c7Mya)
∂q
∣∣∣∣
q=q0
(q − q0)+
∂(c7Myc)
∂δe
∣∣∣∣
δe=δe0
(δe − δe0)
(13)
The partial derivatives of the aerodynamic moment are de-
fined as Fq =
∂(c7Mya)
∂q and Fw =
∂(c7Mya)
∂w . The control
effectiveness is defined as Gδe =
∂(c7Myc)
∂δe
leading to Eq. 14.
∆q˙ = FwV∆α+ Fq∆q +Gδe∆δe α = w/V (14)
To measure the angle of attack the MAV is placed in a pitch
rig set-up where the MAV can only rotate around the pitch
axis through the center of gravity. In this set-up the angle
of attack α is considered equal to the pitch angle θ. A least-
square fitting is used to determine Fw, Fq andGδe . Open loop
doublet inputs were applied in the wind tunnel at a speed of
10m/s. In total 45 seconds of flight test data are considered,
80% for the training set and 20% for the test set. During the
flight q, θ and δe are logged. q˙ is obtained by differentiating
the angular rate. To decrease the noise level, all signals are
filtered with the same second order low pass filter given by
Eq. 11 with wn = 15.9 Hz and ζ = 0.65. The root mean
square error of the test set and training set differ by only 0.2%.
The model parameters are Fw = −31.7 ± 0.3 [ radms ], Fq =−8.3 ± 0.2 [1/s] and Gδe = 73 ± 1 [rad/(s2rad)]. The
damping term Fw and the control effectiveness Gδe are in
the same order of magnitude. This indicates the principle of
time scale separation is theoretically no longer valid [6]. It
is however, difficult to predict the value of the term ∆α for
the next time point. The INDI controller is therefore designed
based on Eq. 15 considering errors can be present due to the
effect of the damping term Fw.
∆q˙ = Gδe∆δe (15)
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The root mean square error of the model without damping
is 22% higher compared to the model with damping. The
increase in root mean square error is mainly due to the open
loop response which includes a slow damping motion which
is not captured by the initial elevator input. The damping
is slower compared to the initial change in acceleration due
to the elevator input and can therefore be compensated by
a closed loop control structure. The comparison of the two
models and the measured change in angular acceleration is
given in Figure 2.
79 79.5 80 80.5 81
−5
0
5
10
time [s]
∆
q˙
[r
a
d
/s
2
]
measured
model with damping terms
model without damping
Figure 2: Measured and modeled angular acceleration: pitch axis, 10m/s
3.3 Implementation
The INDI control scheme has the form given in Figure 3
and Figure 4 based on Eq. 12 and Eq. 15. The virtual control
input v denotes the reference acceleration of the systemwhich
is compared to the measured acceleration p˙f for roll and q˙f
for pitch. The subscript f is used to denote all signals which
have been filtered with second order low pass filterH(s). The
inverse of the control effectiveness G is used to calculate the
required change in input based on the angular acceleration er-
ror. This change in input cannot be achieved instantaneously
but is filtered by the actuator dynamics A(s). The actuator
position that is achieved after a time step is fed back into
the system delayed by the same filter H(s) to achieve time
synchronization with the angular acceleration. The linear PD
controller is used to control the attitude angles. The con-
troller uses the angular rate to calculate the derivative term.
For small pitch angles this assumption is valid as shown by
Eq. 8.
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Figure 3: INDI control block structure roll
The actuators determine the reference tracking and dis-
turbance rejection performance of the INDI controller [12].
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Figure 4: INDI control block structure pitch
The Slick 360 Micro uses 4 HK5330 micro servos to move
the control surfaces. These servos are the fastest in this cat-
egory currently available with a speed of 0.04 sec from 0 to
60 deg. The servo model is determined by logging the PWM
command given by the autopilot and the position of the servo
arm measured by the servo potentiometer. The servo is mod-
eled as a first order system with a limited rate Eq. 16 and an
initial delay of 10 milliseconds.
A(s) = 60s+60(
∆δa
∆t Gδa
)
max
= 11 [rad/s](
∆δe
∆t Gδe
)
max
= 4 [rad/s]
(16)
3.4 Closed-loop Analysis
The closed-loop performance of the system can be cal-
culated by simplifying the INDI controller to the actuator
dynamics block shown in Figure 5 [12]. The actuator dy-
60
s+60
+
−
ref +P
D
Rate   Limiter
1
s
rate
−
A(s)
angle angle
Figure 5: Linear gains analysis
namics block contains a first order system and a rate limiter
which is influenced by the control effectiveness G. Due to
the rate limiter, increasing the PD gains does not necessarily
lead to a faster reference tracking performance. During high
turbulence intensities the system is considered to be operat-
ing in the range influenced by the rate limiter. The closed-
loop response is analyzed for a step input of 0.2 rad for pitch
and 0.4 rad for roll. Figure 6 shows the performance of the
model with the parameters from Eq. 16 forP = 100, 185, 300
and 400. The ratio between the proportional and derivative
gain should remain constant leading to a corresponding set of
derivative gains D = 12, 22, 36 and 48. This shows that a
drawback of using a higher P gain is the amplification of the
noise in the roll and pitch rate signals due to a higher D gain.
Figure 6 shows that the response of the system for a range
of proportional gains is identical except for the last part of
the step response where the first order system determines the
behavior.
Around the roll axis, the linear gains are designed to ob-
tain a rise time of 0.22 sec given a step input of 0.4 rad with-
out overshoot. This leads to P = 185 andD = 22. For pitch,
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(a) Roll angle tracking of a step input of 0.4 radians
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(b) Pitch angle tracking of a step input of 0.2 radians
Figure 6: Reference tracking performance for varying PD gains
the reference tracking for a step input of 0.2 rad is designed
to give a rise time of 0.23 sec and a small overshoot of 6%.
This leads to the same set of gains P = 185 and D = 22.
The PID gains used in this paper were manually tuned to
obtain comparable rise time and overshoot properties as the
INDI controller. For roll, the manually tuned P gain is 1.6
times higher compared to the INDI gain. The D gain used
in the PID structure is 0.7 times lower compared to the INDI
gain.
4 PHASED-ADVANCED PITCH PROBES
The pressure probes system designed by Mohamed et al.
[2] is used in the same configuration. The probe head is con-
nected to a differential pressure sensor through acrylic tubes
embedded in the wings. The probe is placed 15 cm ahead of
the wing to create a 15 milliseconds time advantage at cruise
speeds. The signals are feed-forwarded to both ailerons sep-
arately as shown in Figure 7 [2]. The probes sense changes
in angle of attack of the incoming flow. Mohamed et al. [2]
showed that a linear relationship between the angle of attack
measurement and the differential pressure measurement. The
probes are high pass filter using a fourth order Butterworth
filter given by Eq. 17. Based on flight test data, the cut-off
frequency was selected at 4Hz.
H(z) = b(1)+b(2)z
−1+b(3)z−2+b(4)z−3+b(5)z−4
a(1)+a(2)z−1+a(3)z−2+a(4)z−3+a(5)z−4 (17)
High Pass Filter
left aileron
+
δa +
+
High Pass Filter
right aileron
+
P
P
Pitch Probe left
Pitch Probe right
Figure 7: Feed-forward control probes [2]
with b = [ 0.7194 −2.8774 4.3162 −2.8774 0.7194 ] and
a = [ 1 −3.3441 4.2389 −2.4093 0.5175 ].
5 EXPERIMENTAL SET-UP
Figure 8: Slick 360 Micro
The tests presented in this paper are all performed with
the Slick 360Micro shown in Figure 8. The MAVweighs 130
grams and has a wing span of 49 cm. The MAV is equipped
with the LISAM Paparazzi open-source autopilot system and
the phase-advanced pitch probes developed by Mohamed et
al. [2]. Tests were performed in the Open Jet Facility (OJF) at
Delft University of Technology and outdoors during a windy
day. To ensure the human element is not influencing the re-
sults the MAV is flown completely autonomously with a ver-
tical, longitudinal and lateral position control system.
5.1 Open Jet Facility
The OJF tunnel cross section is 285 × 285 cm. In the
wind tunnel the coordinate system is defined as: Xw to the
right perpendicular to the flow direction, Yw in the direction
of the tunnel flow and Zw to the top of the wind tunnel. The
origin of the axis system is given in Figure 9 in the middle
of the cross section underneath the tunnel inlet. The head-
XY
Z
tunn
el cr
oss s
ectio
n
air ow
OJF
12 OptiTrack camera’s
N
O
Figure 9: OJF wind tunnel coordinate system definition
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ing is defined as 0 deg in the flow direction. The position is
measured by 12 Optitrack cameras and sent at 20Hz.
Figure 10: Pitch rig set-up
The pitch rig wind tunnel tests were performed to ana-
lyze the short period motion. The rig consists of a wooden
construction attached to the tunnel floor and a movable rod
connected to the wooden frame through low friction bearings.
The rotational axis of the rig passed through the quarter chord
line which corresponds to the center of gravity of the MAV.
The pitch rig set-up is shown in Figure 10.
To replicate high levels of turbulence intensity static grids
were placed at the test section inlet. The grids are built up of
metal rods evenly spaced in the vertical direction and con-
nected at the edges as shown in Figure 11. Close to the grids
wake turbulence is generated which slowly decays into ho-
mogeneous turbulence [17]. This decay is captured by the
variation of the turbulence intensity in the flow direction. The
results shown in Section 6 are therefore always compared at
the same {Xw, Yw, Zw} position.
Figure 11: Turbulence grids set-up
5.2 Position Control
The MAV has to fly in a box with a maximum cross sec-
tion of 285 × 285 cm minus the wing span. The position
in the flow direction has to be constant to ensure the same
level of turbulence intensity is experienced throughout multi-
ple flights. In the wind tunnel the course angle cannot be used
as the position of the MAV is constant and the MAV is effec-
tively hovering. A heading based controller is used instead to
control the lateral position.
5.2.1 Vertical and longitudinal control
The throttle is used to control the longitudinal displacements.
During outdoor flights the throttle is only used for the climb
and descent phases and therefore always combined with a cor-
responding pitch angle. The vertical controller uses the alti-
tude error to calculate the reference climb rate. The altitude
error is the difference between the reference altitude defined
in the flight plan and the altitude z measured by the Opti-
Track system. Based on climb rate, a feed-forward increase
in throttle level on top of the cruise throttle is commanded.
The longitudinal position y is compared to the reference po-
sition. A standard PID control structure is used to keep the
aircraft at one location in the tunnel, as shown in Figure 12.
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Figure 12: Vertical and longitudinal throttle control
The reference pitch angle is calculated from the desired
climb rate which, as shown in Figure 13, depends on the alti-
tude error.
Optitrack
pitch loop
− +
1/s I
+
ACDs
alt
−
ref err
P
z
+
climbref+
+
Feed Forward
+
zv
Figure 13: Vertical pitch control
5.2.2 Lateral control
The lateral controller defines a reference course (heading) an-
gle χref as the arctangent of the x and y distances between
the MAV and the desired waypoint. A PD controller calcu-
lates the roll angle setpoint based on the heading error. An
overview of the lateral position control block is given in Fig-
ure 14.
χ
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+
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+err
s D
P
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x +
−
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x
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−
ref
y
−: atan2
heading
Figure 14: Lateral roll control
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5.3 Outdoor test flights
The flight tests were performed in a field surrounded by
trees to ensure the MAV is constantly subject to turbulence.
The speed of the MAV was kept constant at 10m/s by a pro-
portional integral (PI) airspeed controller regulating the throt-
tle. The attitude was controlled by the test pilot. The turbu-
lence length scale can be estimated by using the von Karman
model given by Eq. 18 [17].
Su¯u¯(f) =
4σ2Lx
V
1(
1 + 70.8
(
Lxf
V
)2) 56 (18)
Su¯u¯ is the power spectral density as a function of the fre-
quency f expressed in Hz. The power spectral density fol-
lows a -5/6 decay law as can be seen by the denominator of
the function. σ is the standard deviation of the flow and Lx
the turbulence length scale.
6 RESULTS
Table 1: Preliminary and final parameters of the INDI controllers
Roll Pitch
Preliminary Final Preliminary Final
P 400 185 400 185
D 22 22 22 22
G 0.019 0.022 0.014 0.008
ωn 3.2 15.9 1.6 15.9
Table 2: Preliminary and final parameters of the PID controllers
Roll Pitch
Preliminary Final Preliminary Final
P 12500 15000 4500 16000
I 1 30 1 30
D 700 700 1.5 1.5
6.1 Wind Tunnel Flights
Approximate values of the control effectiveness, linear
gains and filter cut-off frequency were used during the initial
OJF windtunnel tests. The parameters calculated in Section 3
are summarized in Table 1 and Table 2 and compared to the
empirically determined preliminary parameters used during
the autonomous wind tunnel tests.
The INDI controller proved to be very precise and able
to maintain the position within a 1x1x1 meter box during all
flights. The performance of INDI and PID is evaluated for the
same time frame and for the the same position {Xw, Yw, Zw}
and is shown in Figure 17.
The results given in Figure 15 and Figure 16 show that
the range of the probability density function for the roll an-
gle error decreases by 40% with the INDI controller com-
pared to the PID controller. For the pitch angle the range
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Figure 15: Roll angle perturbation for PID and INDI controller
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Figure 16: Pitch angle perturbation for PID and INDI controller
decreases by 43% for INDI compared to PID. The probabil-
ity density functions of the PID controller for roll and pitch
are not centered around zero. This indicates that the integral
gains should be increased to obtain a better performance. The
integral gains were therefore increased by a factor 30 for the
final test flights, as shown in Table 2.
6.2 Outdoor flights
The reference tracking performance of the INDI con-
troller around the roll axis is shown in Figure 18(a). The
rise time of the step input given from 0 to 0.4 radians is on
average 0.15 sec which is faster than the expected rise time
obtained with the closed loop analysis in subsection 3.4 of
Section 3. Overshoot is an average value of 10%. The ref-
erence tracking performance of the PID controller around the
roll axis is shown in Figure 18(b) with an average rise time
of 0.19 sec and overshoot of 5%. These tests were performed
consecutively outdoors on the same day.
The reference tracking performance of the INDI con-
troller around the pitch axis is shown in Figure 19(a). The
rise time for the test performed at 10.6 m/s is 0.37 sec and
the overshoot 13%. The variation between the three curves
is due to the high levels of turbulence experienced during the
flight and the different airspeeds at which the step inputs were
given. The PID step response test was executed twice during
this flight. The performance is difficult to assess due to the
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Figure 18: Roll axis tracking performance.
influence of high energy turbulence as shown in Figure 19(b).
On a calm day the results obtained with the same PID gains
show a very high performance as given in Figure 20. A small
steady state-error is visible in the results indicating the tuning
of the integral gain can be improved to eliminate the steady-
state offset.
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Figure 19: Pitch axis tracking performance.
The disturbance rejection of the INDI controller and the
PID controller with and without pitch probes was tested on
the same day while flying the same trajectory multiple times.
The analysis of all test flights showed that one on the pitch
probes got obstructed during landing causing a bias in the
measurements of the subsequent flights. Therefore no reliable
data was obtained on the performance of the INDI controller
in combination with the pitch probe sensors. The disturbance
rejection performance is therefore analyzed for the other three
control approaches. In total 120sec of reliable flight data are
analyzed in this section, 40 seconds for each controller. The
turbulence intensity level of the flight data is Ti = 12.9%.
The turbulence length scale is estimated by using the von
Karman spectrum Eq. 18 to be 2.5 meters. The performance
is evaluated for the part of the flight which used the airspeed
controller to maintain the average velocity around 10m/s. The
average velocity of the flight test data is 9.7 m/s.
Figure 21(a) clearly shows an improvement in the prob-
ability density function of the roll angle error for the INDI
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Figure 20: Pitch angle during doublet (PID, calm air, 10m/s)
controller compared to the PID controller. The box plot of the
data given in Figure 21(b) shows that the range decreases by
21% for INDI compared to PID. The enhanced PID controller
with the pitch probes does not show an improvement in per-
formance compared to the traditional PID controller. This re-
sult is not as expected from literature. Two main reasons have
been identified which can influence the results: the high pass
filter and degraded servos. The flight data show that the fil-
tered probe values contain offsets. These offsets should have
been eliminated by the high pass filter. The parameters used
for the high pass filter during testing had a precision of 10−4.
By increasing the accuracy of the filter parameters to 10−6
all offsets are removed from the data. Another factor which
was not taken into account is the degrading performance of
the servos due to overheating. To eliminate this aspect the
servos should be replaced after each test flight. Additional
flight tests should be performed with accurate filter parame-
ters and new servos to improve the performance of the pitch
probe sensors.
The pitch angle error shown in Figure 22(a) also shows a
clear improvement with INDI compared to PID. The box plot
highlights the difference in Figure 22(b) which indicates that
the range decreases by 24% for INDI compared to PID.
7 CONCLUSION
This research shows the potential of incremental nonlin-
ear dynamic inversion applied to fixed-wing micro air vehi-
cles flown in high turbulence intensities. The angular accel-
eration measurements are predicted based upon the control
surface deflections eliminating the need for a complex aero-
dynamic model. To test the performance of the system a novel
control solution is presented which allows autonomous free
flight in a wind tunnel. The throttle is used for both the lon-
gitudinal an vertical control and the heading angle is used for
lateral control. This experimental set-up eliminates all human
factors and provides the opportunity to test in turbulence in-
tensities which are beyond human capabilities. Autonomous
free flight wind tunnel tests in turbulence were performed
with estimates of the control effectiveness and the filter cut-
off frequency. The performance of the estimated model is
presented as it illustrates the robustness of the system. The
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Figure 21: Disturbance rejection performance around the roll axis
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Figure 22: Disturbance rejection performance around the pitch axis
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results show that the controller eliminates all steady-state er-
rors and counteracts accelerations caused by external distur-
bances making it a suitable solution for precise movements in
the wind tunnel. Accurate model parameters for the control
effectiveness, the actuators and the filter cut-off frequency are
determined in this paper and used to assess the performance
of the system during outdoor test flights. During outdoor
flights the performance is compared to a proportional inte-
gral derivative controller tuned to obtain the same reference
tracking performance. The nonlinear incremental controller
significantly improves the disturbance rejection performance
around both the roll and pitch axis. More research should
be performed to assess the performance of the nonlinear con-
troller compared to an enhanced linear controller with phase-
advanced pitch probes.
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ABSTRACT
The goal of the work presented in this paper is to
facilitate the cooperation between human opera-
tors and aerial robots to perform surface inspec-
tion missions. Our approach is based on a model
of human collaborative control with a mixed ini-
tiative interaction. In the paper, we present our
human-robot cooperation model based on the
combination of a supervisory mode and an as-
sistance mode with a set of interaction patterns.
We developed a software system implementing
this interaction model and carried out several
real flight experiments that proved that this ap-
proach can be used in aerial robotics for sur-
face inspection missions (e.g., in vision based
indoor missions). Compared to a conventional
tele-operated inspection system, the solution pre-
sented in this paper gives more autonomy to the
aerial systems, reducing the cognitive load of the
operator during the mission development.
1 INTRODUCTION
Certain types of missions in aerial robotics may require
special human-robot interaction with intermediate degrees of
robot autonomy between manual teleoperation and complete
autonomy. One example of this type of mission is surface
inspection in which the operator uses aerial robots to inspect
the state of a certain surface (e.g., an indoor wall, the surface
of a dam, the facade of a building, etc.) to find defects (e.g.,
holes, fissures, mold, spots, humidity, etc.) as symptoms of
potential problems due to, for example, structural imperfec-
tions.
In this type of scenario, the aerial robot may operate as
an assistant for the human operator who delegates in the ve-
hicle inspection tasks. The robot may have certain inspection
abilities (e.g., path planning, defect recognition, etc.). These
abilities may reduce significantly the workload of the opera-
tor and increase safety, compared to simple manual teleoper-
ation. However, in this type of mission, it is difficult to have
robots that operate fully autonomously because they may not
have a complete understanding of the environment. Robots
may have recognition abilities for certain defects but, some-
times, certain defects are difficult to classify automatically.
In this case, the robot may ask for assistance to the operator,
which requires a richer interaction model between operator
and robot.
The goal of this paper is to present preliminary results of
our ongoing research work to analyze more complex human-
robot interaction in surface inspection missions. In our work,
we have followed the general concept of collaborative con-
trol to formulate a specific human-robot interaction model
designed for mission inspections. Our approach combines
two interaction modes, supervisory and assistance (with a
set of interaction patterns). We implemented this model us-
ing the software framework Aerostack (www.aerostack.
org) [1, 2] and developed several flight experiments that
proved the adequacy of this approach for aerial robotics.
Figure 1: Collaborative control for surface inspection.
The remainder of the paper describes our model and the
main results of our work. Section 2 describes the type of user-
system collaboration that we have identified for this prob-
lem. Section 3 the required inspection abilities. Section 4 de-
scribes how we implemented it using Aerostack and, finally,
section 5 describes real flight experiments that we performed
to refine and evaluate our approach.
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2 THE HUMAN-ROBOT INTERACTION
MODEL
The problem that we consider in this work is the develop-
ment of a surface inspection mission performed by a human
operator and one or several aerial robots. The goal is to ex-
plore a spatial region of a given surface to detect the presence
of certain defects. A simple example of this problem is to
find imperfections such as fissures or holes in the surface of a
wall.
Figure 1 summarizes this type of human-robot interac-
tion. On the one hand, the operator can play the role of su-
pervisor. This form of automation is related to the notion of
supervisory control [3] in which a human operator is intermit-
tently acting on the robot to delegate tasks. The robot closes
an autonomous control loop through effectors to the environ-
ment. This concept has been used to design flexible inter-
action models, for example, for military mission planning of
UAVs [4], swarming networks [5] or remote surveillance sys-
tem [6].
But, on the other hand, the operator can also play the role
of assistant. The human works as a resource for the robot,
providing additional information. The robot may ask the hu-
man questions as it works, to obtain assistance with percep-
tion and cognition. This allows the human to compensate for
limitations of autonomy. This is related to the idea of collab-
orative control in which human and robot work together [7].
The human and the robot dialogue to exchange information,
to ask questions, and to resolve differences. This interaction
scheme is a kind of mixed initiative approach [8]. Both, the
operator and the robot, may take the initiative of the conver-
sation during the dialogue.
Based on this collaborative scheme, we designed a gen-
eral human-robot interaction model considering messages in
categories according to the theory of speech acts [9, 10, 11].
We consider different illocutionary acts to distinguish the in-
tention of the messages, and other subcategories defined by
different schemes: DAMSL (Dialogue Act Markup In Sev-
eral Layers) [12], KQML [13], Move Coding Scheme [14],
etc. In particular we use the following categories:
• Assertive messages. These messages are sent to give
certain information to the receiver (for example, the
robot informs the operator the completion of a task).
• Directive messages. These messages cause the receiver
to take a particular action. Within directive messages,
we distinguish between two categories: action direc-
tives (requests for action) and information requests.
Our interaction model is divided in two interaction modes
(supervisory mode and assistance mode) that are described
in the following sections.
2.1 Supervisory mode
In this interaction mode, the operator sends action direc-
tives to the robot in order to delegate mission tasks to the
robot. The operator may ask the aerial robot to perform an
inspection mission, specifying the area to cover and the ex-
ploration strategy. In this case, the relation between opera-
tor and robot follows a hierarchical authority (as supervisor-
subordinate schema) in which the operator delegates a set of
tasks to the robot.
During the development of the mission, the operator ob-
serves the robot behavior and the robot sends assertive mes-
sages to inform about the mission execution progress (e.g.,
completed task or finished mission). These messages are use-
ful for the operator to verify that the mission is developing as
expected. The operator can interrupt the mission under cer-
tain circumstances (for example, to avoid wrong behaviors).
In this interaction mode, the robot shows autonomy to
adapt to a dynamic environment while tries to reach its goal
[15]. But the robot shows also autonomy to accept or re-
ject the proposed actions according to characteristics of the
environment and its own goals (e.g., safety goals) [16]. Its
behavior is not completely determined by the influence of the
operator.
(a)
(b)
Figure 2: Dialog model for mission control (a) and behavior
control (b).
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Figure 2a shows the structure of the dialog for mission
control. The figure is a state-transition diagram. Transitions
with continue arrows correspond to messages sent to the robot
by the operator: start mission, pause mission, continue mis-
sion, abort mission and delegate mission to other robot. Tran-
sitions with dashed arrows correspond to types of messages
sent by the robot.
The operator can also control the execution activating and
canceling individual robot behaviors (e.g., land, go to point,
turn lights on, etc.). Figure 2b shows the dialog model for this
type of interaction in which the operator can send messages
such as start behavior, pause behavior, continue behavior, re-
peat behavior and abort behavior.
Both models include a specific transition called required
assistance. This transition represents that the robot has
reached an impasse because there is an event that prevents
from continuing the execution and needs operator assistance.
2.2 Assistance mode
In the presence of uncertainty, a robot may ask the opera-
tor for assistance. This interaction mode is required because
robots have partial knowledge and are not completely self-
sufficient. In this case, the robot works like the field tech-
nician (i.e., it is skilled, but may need help) and the opera-
tor is like the expert (i.e., she or he can provide assistance
when needed) as it is considered in human collaborative con-
trol [17].
In the particular case of inspection missions, robots may
have recognition abilities for certain defects but, sometimes,
certain defects are difficult to classify automatically. In addi-
tion, unexpected changes of the environment (e.g., shadows,
wind, etc.) may require attention from the operator to decide
the appropriate response.
The interaction mode for assistance starts, for example,
when the robot is not able to recognize the category of a de-
tected defect in the surface. In this case, the robot sends an
information request to ask the operator for the category of the
detected defect. The operator answers the category or rejects
the detection. In addition, the operator may help the robot
proposing motion actions to have better views of the surface.
This interaction mode may also start when the robot is
not able to complete a requested task because there is a prob-
lem in the environment such as: low visibility, low battery,
lost position, high vibrations, impassable barrier, or unstable
ground. This includes also the time out event that happens
when the robot is not able to complete the task in the ex-
pected time due to unknown reasons. The operator helps the
robot saying how to respond to these events.
We consider also that the robot may delegate certain spe-
cialized tasks to other robots. For example, the robot can
transfer part of the mission to other robot because it does not
have enough battery charge, or the robot can delegate a cer-
tain specialized task that require specialized actuators (e.g.,
use a special device to mark the detected defect on the wall).
To formulate a model for this type of dialog, we use in-
teraction patterns (see table 1). Each interaction pattern ex-
presses how the robot must interact with the operator in the
presence of a certain event. Each pattern is a tuple consist-
ing of two parts. The first part of the pattern is the event that
generates an impasse in the development of the mission. The
event is the reason why the assistance is required. The sec-
ond part of the pattern is a list of suggested actions to be pre-
sented to the operator (for some of these actions, additional
question-answers are needed).
For example, the third pattern in the table is used by the
robot in the following way. When there is low visibility, the
robot informs about this event to the operator and asks the
operator for the next action to do, showing a list of suggested
actions. In this case, the operator can select either (1) turn
on the lights and continue mission or (2) abort mission and
land. If one of these options is selected by the operator, it is
performed automatically. The list of suggested actions is not
closed. This means that, instead of the suggested actions, the
operator can decide to do any other action using the supervi-
sory mode.
Event Suggested actions
Unknown
object
• Zoom in
• Zoom out
• Learn new category
• Horizontal exploration
• Vertical exploration
Recognized
category
• Confirm category and continue mission
• Reject category and continue mission
• Learn new category
• Mark defect
Problem low
visibility
• Turn on the lights and continue mission
• Abort mission and land
Problem low
battery
• Turn off the lights
• Turn off the camera
• Delegate mission to another robot and land
Problem time
out
• Repeat behavior
• Continue mission
Table 1: Example interaction patterns for operator assistance.
In general, the list of actions include different types of
actions: (1) behavior control directives (e.g., zoom in, land,
etc.), (2) mission control directives (e.g., abort mission, con-
tinue mission, repeat behavior), and (3) information requests
to the operator (e.g., learn new category, a robot to delegate
the mission).
The list of actions should not include more than a small
number of options (e.g., 5 options) to facilitate an agile com-
munication with the operator. In addition, the list is ordered
according to its probability of selection (most probable ac-
tion first). This list can be initially given by the programmer.
But its components could be also learned and its probability
updated according the interaction with the operator.
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3 ROBOT BEHAVIORS FOR SURFACE
INSPECTION
This section describes the specific robot behaviors that we
have considered for surface inspection missions.
3.1 Visual recognition of surface imperfections
One of the requirements of an autonomous robot for sur-
face inspection tasks is the ability to detect abnormal marks
in a surface and classify the images in the corresponding cat-
egory. For this purpose, it is possible to use computer vision
algorithms.
In this work, we have used the method based on fre-
quency histogram of connected elements (FHCE) [18, 19].
This method is useful to treat the image pixel by pixel and
characterize the different types of flaws of the surface.
This method uses the concept of neighborhood, i.e. for
a given pixel p(i, j) of an image, its neighborhood is formed
by a set of pixels which distances to p are not greater than
two integer values r, s and is defined as φr,s(i,j). A connected
element is the neighborhood selected such as the intensity I
of a pixel is a subset of a given grayscale range [T −, T +]:
C(i,j)(T ) = φ
r,s
(i,j) : I(k, l) ⊂ [T − , T + ], ∀(k, l) ∈ φr,s(i,j)
Given the previous definitions, H(T ) is defined as the
sum of all the connected elements for each pixel of an im-
age on different gray levels T , where T is greater than 0 and
inferior than the maximum intensity minus one:
H(T ) = C(i,j)(T ), 0 ≤ T ≤ Imax − 1 (1)
We use this algorithm to separate the flaws from the back-
ground, dividing the process into several steps. We defined
the neighborhood shape with a square kernel to fit both the
hole and fissure needs. Our square kernel is formed by a 3×3
matrix (i.e. r = 1 and s = 1) of neighboring pixels where the
center pixel is the target.
Figure 3: Example of original vs resulting image after flaw
separation.
To find the connected elements in the kernel, we calculate
the standard deviation of the grayscale values between pixels
within the same neighborhood. Then, given a threshold th (in
our case 0.1), if the standard deviation is inferior than th, we
assign to the pixel the mean gray value of all the pixels of the
kernel. If not, we preserve its original grayscale value.
Then, to calculate FHCE we apply equation 1 to the re-
sulting image after separating connected elements. Accord-
ing to FHCE result, we see that the region related to a flaw
is characterized by a range of gray levels between 1 and 50
(i.e. dark gray). If we assign a white value to all the pixels
in that range, we have as a result an image with all the flaws
separated from the background (Figure 3).
Finally, we have to distinguish between categories of
flaws. In this work, two main flaws were considered on the
inspected surface: fissures and holes. Fissures can be char-
acterized as a linear flaw, which is why we search for areas
where white values are concentrated along a certain linear di-
rection. Holes have to be defined as a square (or circular)
flaw, which is why we search for areas where white values
are concentrated along a square area of a certain dimension.
As a result, we will get delimited areas for both flaw types
(see Figure 4).
Figure 4: Example of image classification.
3.2 Motion behaviors
In addition to visual recognition of flaws, the robot re-
quires specifc motion behaviors to develop a safe exploration
search with an appropriate degree of autonomy. Table 2
shows a list of behaviors that the robot may need for inspec-
tion tasks.
We have designed this set of behaviors to be reusable
for different inspection missions. There are general behav-
iors (e.g., TAKE OFF, LAND) and more specific behaviors
for inspection tasks (e.g., ZOOM, EXPLORE). For example,
the behavior EXPLORE develops an exploration search fol-
lowing a prefixed trajectory to cover the complete surface.
The trajectory may follow different strategies such as vertical
search or horizontal search (see Figure 5).
4 SYSTEM IMPLEMENTATION
We implemented an experimental software prototype to
refine and evaluate the approach for surface inspection mis-
sions described in this paper. For this purpose, we used
and extended the software framework Aerostack (www.
aerostack.org) [1, 2]. Aerostack is a general software
framework for aerial robotics that provides different soft-
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Behavior Description
TAKE OFF The robot takes off
EXPLORE
The robot explores the surface following
a search strategy. Argument: strategy
VERTICAL, HORIZONTAL
LAND The robot lands
GO HOME The robot returns to the home base
ZOOM
The robot moves forward to zoom in or
backwards to zoom out. Argument: IN,
OUT
MOVE
The robot moves a prefixed distance (e.g.,
0.5 m) in the specified direction.
Argument: direction UP, DOWN,
RIGHT, LEFT
KEEP
HOVERING
The robot pauses its movement
TURN LIGHT
The robot turns the light on or off.
Argument: ON, OFF
MARK
SURFACE
The robot draws a colored circle around
the flaw
APPROACH
The robot goes to the position of another
robot. Argument: robot identifier.
Table 2: Example behaviors for inspection tasks.
(a) (b)
Figure 5: Example of exploration strategies: (a) horizontal
and (b) vertical.
ware components and a combination scheme for building the
software architecture for autonomous operation of an aerial
robotic system. For example, Aerostack provides software
components with perception algorithms, SLAM algorithms,
controllers, mission plan interpretation methods, multi-robot
communication and a general graphical user interface for
human-robot interaction.
Figure 6 shows a block diagram with the main software
components of our implementation. In the figure, blue blocks
correspond to processes provided by Aerostack and orange
blocks are new processes that we programmed and added to
Aerostack for inspection problems. For instance, we pro-
grammed the process called surface defect recognizer that
implements the FHCE algorithm presented previously, using
the images captured by the front camera of the drone. In this
implementation of FHCE we also used simple routines pro-
vided by the OpenCV library (e.g., for representation of im-
ages, pixel manipulation, etc.). Aerostack provides a library
of behaviors such as general motion behaviors (take off, land,
got to point, etc.). We extended this library with specific
Figure 6: Block diagram with the main software components.
behaviors useful for inspection missions. For example, we
implemented the behavior explore with different exploration
strategies, or the behavior zoom, to move closer or farther to
the surface.
The dialog between the operator and the robot uses three
communication channels. First, Aerostack provides a graph-
ical user interface (GUI) to interact with the drone. This in-
terface allows the operator to do supervisory control. Figure
7 shows an example of window presented by the Aerostack
GUI which can be used by the operator to control the mission
execution (start mission, abort mission, etc.). This window is
called control panel, with specific buttons and fields, where
operator can control the state of the mission. The robot uses
also this panel to show the current action (e.g., take off, go
to point, land, etc.). This is useful to help the operator to
supervise the correct execution of the mission.
The Aerostack GUI also provides another channel that the
operator can use to send behavior directives to the robot. In
this case, the operator selects the specific behavior to do (e.g.,
land, take off, etc.).
The version of Aerostack that we used for this work did
not provide the assistance request for human-robot interac-
tion, as we defined in this paper. Therefore, we programmed
a new process, called assistance requester, to provide this ser-
vice. This process receives events corresponding to a mis-
sion impasse (e.g., the presence of an unrecognized image
or the presence of a problem) and interacts with the operator
requesting the appropriate information according to the inter-
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Figure 7: Window for mission control provided by Aerostack.
action patterns.
We programmed the assistance requester using a com-
mand line interpreter with simple commands with two let-
ters (e.g., cm for continue mission, etc.). However, for a
future more complete implementation, we designed two al-
ternative options for assistance request. The first option is
based on a interruption window presented to the operator (a
pop-up window) asking for operator attention and requesting
an answer. Figure 8 shows an example of the design of such
a window. We asume that while this window is presented,
the robot keeps hovering and, if the operator does not answer
after a limited time T (e.g., T = 45 seconds), the robot con-
tinues the mission.
Figure 8: Example window presented to the operator for as-
sistance request.
An alternative option for the previous window is based on
using voice messages and speech recognition used in natural
user interfaces (as we propose in [20]). In this case, the robot
generates the following text message:
The mission is stopped because I have rec-
ognized the mark shown on the monitor. Please,
say what to do next: (1) confirm recognition and
continue exploration, (2) reject recognition and
continue exploration, (3) learn a new category,
(4) mark defect, and (5) do another action.
5 EXPERIMENTS
This section shows a preliminary set of scenarios that we
analyzed to evaluate our interaction model. Table 3 shows the
set of flight experiments that we considered to cover different
situations of interaction. The experiments illustrate the kind
of collaborative human-robot interaction presented in this pa-
per.
Scenario Description
Low visibility
and mission
delegation
Robot R1 finds a dark area which does not
allow the proper recognition. The operator
orders R1 to turn on the light and continue
with the mission. Then, the drone has a low
battery charge. The operator transfers the
mission to robot R2.
Distributed
specialized
tasks
Robot R1 finds a hole. The operator orders to
delimitate the hole zone. The drone asks for
painter drone help. Painter drone draws a
circle around the hole. The first drone finishes
the mission.
Reconstruc-
tion of large
fissure
Robot R finds a large fissure. The operator
orders to change the inspection strategy to
up/down. The drone starts moving taking
several pictures of the fissure. Once finished,
it makes a reconstruction of the fissure and
classifies it correctly.
Zoom out for
large fissure
Robot R finds a large fissure. The operator
orders to zoom out. The robot gets a better
(complete) view and classifies it correctly.
Lost position
Robot R loses its position with respect to the
wall. The operator relocates the drone in the
inspection area using movement orders and
orders to continue the mission.
New object to
recognize
Robot R finds an unknown imperfection that
cannot be classified following the trained
imperfections. The drone asks the operator
what to do, and the operator decides to create
a new class stain.
Table 3: Example scenarios corresponding to flight experi-
ments.
For example, in the third scenario, the robot develops the
inspection until it finds a large fissure. The robot recognizes
an unknown object but it is not able to classify it. Then, the
operator orders to zoom out. Then, the drone zooms out from
the fissure to get a better (complete) view and then, classifies
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correctly the defect. Then the drone continues the mission
and no more objects are recognized.
Figure 9: Example exploration trajectory followed by the
robot.
Figure 9 shows the trajectory developed by the robot in
one of the flight experiments. This example corresponds to
an aerial platform AR Drone 2.0 (Figure 10) performing a
indoor inspection to find holes and fissures on a wall. The
whole trajectory is covered in 1 minute and 19 seconds. The
robot develops autonomously an horizontal exploration start-
ing from the takeoff point (2, 2, 0) and landing at the same
point after the exploration. There are two points where the
robot zooms in and out to have closer views of the wall: point
(2, 3, 1) and point (6, 3, 1). In this particular example, the
robot performs an autonomous inspection without any inter-
action with the operator.
Figure 10: The aerial robot (AR Drone 2.0) during wall in-
spection.
Figure 11 shows examples of recognized defects on the
wall, corresponding to a fissure and a hole. In general, the
experiments proved that the recognition method was able to
classify correctly the 88.5% of fissures and the 49.5% of the
holes (evaluated with a sample of 200 images). The recog-
nition performance can be acceptable for the interaction goal
presented in this paper, where the robot requires the confir-
mation of the operator. Especially, the algorithm gives good
results on well differentiated flaws from the background. A
high performance of the recognition process was outside the
goal of this work and may be achieved with future research
work.
Figure 11: Example of recognized defects on the wall.
6 CONCLUSIONS
In this paper we have presented our human-robot ap-
proach for surface inspection tasks based on a collaborative
control with a flexible dialogue between operators and robots
with a mixed initiative interaction. The human-robot dialog
scheme is defined with two main interaction modes, super-
vision and assistance, with generic interaction patterns. The
presented model is generic to be applied for different surface
inspection missions with one operator and one or more aerial
robots.
Compared to a conventional tele-operated inspection sys-
tem, the solution presented in this paper leaves more auton-
omy to the aerial robot, which can reduce the cognitive load
of operator during the mission development.
We developed an experimental prototype of a software
system to refine and validate this model using the framework
Aerostack. The experiments proved that this approach can be
used in aerial robotics for surface inspection missions (e.g.,
vision based indoor missions). However, this preliminary de-
sign and implementation still needs to be extended with addi-
tional components and more extensive evaluation to show in
more detail its contributions and its practial utility.
We plan to extend this approach in the future with more
types of behaviors (e.g, other complex exploration strategies)
and other types of categories of defects to be used in related
scenarios.
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ABSTRACT
In this paper, we presented a wilderness search
and rescue (WiSAR) system based on DJI M100
Unmanned Aerial Vehicle (UAV) and a ground s-
tation to search and rescue the survivors in wild.
We combined infrared and optical target detec-
tion to increase the detection speed and accuracy
and used multiple sensors to make this system
can autonomous avoiding obstructions and land-
ing on mobile platform. For further increase the
Average Precision of SSD, we build a field peo-
ple dataset UAV-PP and use ResNet-101 as the
base net. The actual flying test have been con-
ducted in multiple situations to verify the feasi-
bility of our WiSAR system. Our WiSAR system
laying a solid foundation for building a more in-
telligent search and rescue system based on UAV.
1 INTRODUCTION
Wilderness search and rescue (WiSAR) is very necessary
and difficult due to its vast territory and frequent field dis-
asters. Generally, WiSAR is racing with time, every second
counts. Search and rescue operations usually need a lot of
manpower and resources. Traditional rescue methods, like
human-base search, are inefficient and can easily miss the
best rescue time. In recent years, the rapid development of
Unmanned Ariel Vehicles (UAV) provides another better way
for rapid search and rescue. UAV equipped with image acqui-
sition cameras and a variety of sensors, transport the obtained
video to the ground station. In addition, the UAV is agile,
flexible, and can perform actions that are difficult to perfor-
m by humans. These features make UAV more suitable for
WiSAR. However, currently UAV in WiSAR mainly uses the
image acquisition module, cares little about the automation,
the application scenarios are relatively limited. Therefore, the
key technologies in the design of UAV for WiSAR are stud-
ied, i.e., the autonomous obstacle avoidance, path planning
and automatic landing. Meanwhile, we utilize the target de-
tection and recognition technologies to efficiently detect and
locate survivors.
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Figure 1: The hardware about WiSAR system.
2 WISAR SYSTEM DESCRIPTION
The hardware of our WiSAR system is shown in Figure
1.The whole system can be divided into three components,
i.e., drone system, ground station and remote control. The
details about the three parts are listed as follows,
• Drone system consists of a DJI Matrice 100 drone with
an on-bard PC Maniford, five stereo-vision sensors to
provides around and downside depth cloud maps, two
ultrasonic sensors to keep a safety height, a DJI Zen-
muse X3 camera to provide optical images, a FLIR
VUE Pro to provide infrared images.
• Ground work station is a DELL laptop with a very pow-
erful GPU NVIDIA Quadro M5000, which is mainly
used to process images.
• The remote control is a DJI standard remote control
with an Android phone.
Our WiSAR system works as: after the whole system is pow-
ered on, the on-bard computer Manifold starts to take control
and guide the drone autonomously take off. Then the drone
flies follow the global setting path. When there are obstacles
in the front or downside (point clouds from the stereo-vision
sensors), the Robot Operating System (ROS) [1] (Robot Op-
erating System) navigation package is used to set the local
path. Meanwhile, a searching command is sent from the AP-
P in remote control module to the drone by 2.4GHz/5.8GHz
International Micro Air Vehicle Conference and Flight Competition (IMAV) 2017 129
wireless communication module. The on-bard computer be-
gins screening the infrared video and sending ROI (Region of
Interest) to remote control. When the ground station receives
the searching command and ROI, the improved-SSD algo-
rithm is used to detect target using the optical video stream
transported from the remote control. The data link is shown
in Figure 2.
Figure 2: The data link diagram of Our WiSAR system.
3 PEOPLE SEARCH AND RESCUE
Finding lost people is the main job of our WiSAR sys-
tem. In this section, we provide a method to reduce the false
alarm of detection by combining infrared detection with opti-
cal detection. We use the infrared images for assistance. We
use morphological methods to obtain the salient region, then
converted it into the target candidate regions. After that, we
align the infrared image and the optical image. We use the
improved SSD [2] model to real-time detect people, based on
the candidate region.
3.1 Infrared image target detection
Usually, living target, like humans and other warm blood-
ed animals, can be distinctly displayed on infrared images
because these targets can radiate more energy than the back-
ground. In our WiSRA system, we using FLIR VUE Pro, a
thermal imager with 640×512 pixels resolution, to effectively
detect the thermal information within hundred meters away.
When our WiSAR system fly in the air, the resolution of liv-
ing targets is usually 30× 30 pixels. This relative low makes
the information easily lost and other disturbances make the
analysis of infrared image difficult (Figure 3a). So we ap-
ply several methods described below to handle the infrared
images first, making it easy to process.
First, it is necessary to carry out a equalization of the im-
age because strong light will cause the temperature of the wa-
ter in the air rising, radiating more infrared rays that can affect
thermal imager. While the distribution of water vapor is usu-
ally evenly distributed in a smaller area, the infrared energy
radiated outward is also evenly distributed. Let the length of
the image I beW , the width isH , P (x, y) is the gray level of
the position (x, y), P ′(x, y) is the gray value of (x, y) after
the mean translation, then we have:
P ′(x, y) = P (x, y)− 1
WH
∑
i,jW,H
P (i, j) (1)
After equalization, we use gray-scale transformation to let
the gray scale range from 0 to 255 value instead of negative
value. The linear gray-scale transformation function is define
as,
Db = f(Da) = kDa + b (2)
where k is the slope, b is the intercept. Da indicates the
grayscale of the input infrared image. Db indicates the
grayscale of the output image.
When the gradient k is greater than 1, the contrast of the
processed image will increase, and if the gradient k is less
than 1, the contrast will decrease. Here, we highlight the tar-
get by increasing the contrast. By limiting the grayscale, the
gray values of the infrared images can be distributed equal-
ly in different lighting conditions, allowing for further pro-
cessing. By doing this, the significant region (temperature
anomaly region) is effectively extracted (Figure 3b).
(a) (b)
Figure 3: Infrared image gray scale processing. (a) Blurry
infrared image contained mutiple targets. (b) Image after e-
qualization and gray-scale transformation.
Further, we use the Top Hat transformation to reduce the
impact of light. Considering that the target size under the
UAV perspective is small and the brightness in the image is
high, Using the top hat transformation is reasonable.
From the previous steps, we have been able to get less
noise results. However, the background of the wild environ-
ment is very complex, just using infrared search is unable
to achieve the reliable results. Therefore, if the number of
candidate regions, obtained by the above image analysis pro-
cess, is greater than 0 (Figure 4), the UAV will transmit report
instructions and the coordinates of candidate regions to the
ground station. The ground station will automatically use op-
tical detection to search people based on these informations.
3.2 Optical image taget detection
Recently, the state-of-the-art deep conventional neural
network (DCNN) frameworks like YOLO9000 [3] and SSD
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Figure 4: Candidate region detected by thermal camera.
[2] have been presented. Considering the past target detection
methods based on statistical learning, such as HOG [4] and
DPM [5], are used artificial designed features, not enough for
field complex scenes. And field scenarios, people’s contours,
edges, textures may not be very clear, and even there will
be a certain degree of distortion (Figure 5a and 5b). Thus,
we decide to use the state-of-the-art methods to overcome the
problems above, that is DCNN. Through the use of our own
field people dataset UAV-PP, our WiSAR system can effec-
tively locate the field people. Based on the requirements for
real-time and high accuracy, we compared multiple DCNN
frameworks and finally decided to adopt the improved-SSD
framework.
(a) (b)
Figure 5: People under UAV perspective. (a) People in differ-
ent postures, (b) People with partial occlusions and without
partial occlusions.
The network structure of SSD [2] is very clear and easy
to understand. First it uses a forward-propagating CNN as
a base network. This forward convolution network can pro-
duce a series of fixed-size brackets and these enclosing boxes
contain scoring of various categories of objects. And then
it uses Non-maximum Suppression (NMS) to filter out the
final prediction results. The feature maps, from the same net-
work while at different levels, have different size of receptive
field. However, the SSD model does not have to let the default
bounding box corresponding to the receptive field in every
layer, but let the feature map to be responsible for the predic-
tion of a particular scale. Suppose you want to use m feature
graphs to predict. Then the scale of the default bounding box
corresponding to each feature map sk can be calculated ac-
cording to the following formula:
sk = smin +
smax − smin
m− 1 (k − 1), k[1,m] (3)
We changed the scale partition, making m equal to 4,
smin equal to 0.4 and smax equal to 0.8, because the scale
of the target in UAV perspective does not change much. In
addition, we increased the batch size from 128 to 512, be-
cause the actual size of the target is relatively small.
The original base network of SSD uses the prediction lay-
er in front of VGG16 [6]. VGG16 model has been proved
to be a good classification prediction model, but its structure
is too complex and with many layers, a 32 × 32 target af-
ter VGG becomes 2 × 2 size, makes the extra layer is easy
to lose semantic information. So the original SSD for small
size targets (such as UAV view of the people) detection ef-
fect has been affected. Therefore, for the small target de-
tection, it is necessary to increase the semantic information
of the context[7]. Residual Network(ResNet)[8] proposed by
He et al can preserve as much target semantic information as
possible. ResNet introduces a shortcut between the output
and the input (shortcut), that is identity function, rather than
a simple stack network. This can solve the problem that the
semantic loss occurs due to the network being too deep. Al-
lowing people to further increase the depth of the network.
So we use the depth of the ResNet-101 structure as the SSD
base network to improve. It is worth noting that even using
ResNet-101 will not significantly increase the time required
for target detection. Through the above improvements, SSD-
ResNet model for small target detection has been improved.
3.3 Combination of infrared and optical detection
When trying to combine the optical and infrared target de-
tection, we need some coordinate transformation, because the
optical camera and the infrared camera have a certain phys-
ical distance during installation . In order to get the correct
candidate region coordinate mapping, we need to get the con-
version relationship between the two camera coordinate sys-
tems. In Figure 6,
θ1 is the viewing angle of the infrared camera,
θ2 is the viewing angle of the optical camera (taking the
x-axis as an example),
The point pf (uf , uf ) in the infrared camera image co-
ordinate system will be mapped to the image coordinates
pp(up, up) of the optical camera by the following transfor-
mations.
up = upo+WIDTHP ∗(uf−ufo′ )/WIDTHF +
d
fx
(4)
vp = vpo+HEIGTHP ∗(vf−vfo′ )/HEIGTHF+
d
fx
(5)
Where,
WIDTHP is the width of the optical image,
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Figure 6: Relationship between infrared and optical camera
coordinate system.
WIDTHF is the width of the optical image,
HEIGTHP is the height of the infrared image,
HEIGTHF is the height of the infrared image,
d is the installation position deviation, in our WiSAR is 6
cm,
fx is actual physical length of each pixel in an optical
camera.
By using two of the above image coordinate transforma-
tion equations, it is possible to obtain the corresponding posi-
tion of the target candidate region on the optical image. Then
set it as the region of interest (ROI) in optical images and
perform optical target detection based on this ROI.
4 AUTONOMOUS OBSTACLE AVOIDANCE AND
LANDING
As for autonomous obstacle avoidance, we adopt the ob-
stacle avoidance scheme based on binocular vision. It mainly
uses the parallax principle to carry out motion estimation, so
as to obtain the depth information of the obstacle in front of
the UAV. And then update the cost map based on the point
clouds, and further update the obstacle avoidance route ac-
cording to the cost map, so as to achieve the purpose of avoid-
ing obstacles [9]. If the UAV encounters an uneven terrain
like Figure 8, the ultrasonic detector mounted on the bottom
Figure 7: Human detection results using our WiSAR system.
of the UAV will initiative send signal to keep a safety flight
altitude. The results of the obstacle avoidance experiments
for static obstacles (wall, tree, etc.) and moving obstacles
(pedestrian) show that the vision avoidance scheme based on
binocular vision is more reliable than Light Detection And
Ranging (LIDAR).
Figure 8: UAV use ultrasonic to avoid obstruction .
Regarding the autonomous landing, we introduce the vi-
sual fiducial system AprilTag [10] from the Augmentation
Reality filed. By encoding an AprilTag, the detection algo-
rithm can greatly reduce the false alarm, and because of the
introduction of fault tolerance mechanism, the miss rate is al-
so maintained at a very low level. After detecting the mark,
the UAV can dynamically adjust its pose to achieve accurate
landing on the mobile platform by solving the PnP problem.
Experimental results show that the position deviation of land-
ing is less than 15 cm, which meets the requirement of real
landing scenario where a UAV is likely to land on a platform
with limited area, such as roof and truck rear.
AprilTag information is only expressed in black and white
blocks, without any symmetry(Figure 9a). In our WiSAR sys-
tem, we use the 25h9 set. First, the useful contour information
is extracted by image graying(Figure 9b) and used the adap-
tive binarization algorithm to binarize gray scale images (Fig-
ure 9c), and then processed by Gaussian filtering (because
Gaussian filtering can better preserve the edge information
[11]), and finally through the basic and further screening (pre-
venting false contours detection in internal AprilTag), we can
get the correct results (Figure 9d). Further, we introduced the
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Hamming code [12] to improve error correction and screen
out false alarms, making our AprilTag looks like Figure 9e.
(a) (b) (c) (d) (e)
Figure 9: Detection process of AprilTag. (a) Original image
with 6 AprilTags, (b) Image after gray processing, (c) Image
after binarization, (d) AprilTag edge detection, (e)AprilTag
after Hamming coding.
5 EXPERIMENTS AND RESULTS
5.1 Field people dataset UAV-PP
We build and put forward a field people dataset UAV-PP
and used the VOC [13] dataset format to increase the ver-
satility of UAP-PP dataset. Because the people under the
UAV perspective are very different with the people under the
ground camera perspective, and the deep learning is highly
rely on large volume of data. So lacking UAV perspective
people database will heavily influence the average precision
of detection.
UAV-PP including 3180 original images, resolution of
these images are 1000× 1000 pixels, each image contains 10
to 20 targets (people), each positive sample has a correspond-
ing ground truth bounding box. We provide a labeling tool
(Voc-Annotation-Tool) to facilitate the placement of Ground
Truth. It has the ability to batch rename pictures, import pic-
tures, and mark the image in VOC format and generate the
corresponding structure files. The software runs as Figure 10.
Figure 10: Voc-Annotation-Tool.
To improve the robustness of the DCNN model, we main-
ly use side view and bottom view samples. The ratio of the
human training images in the various postures are about 1:
1: 1 (bottom view 85◦, side view 45◦, and other gestures re-
spectively). Figure 11 shows the example targets in UAV-PP
dateset.
Figure 11: Human sample images.
5.2 Comparison of target detection algorithm
In the same test platform (as described in Table 1), we
used Average Precision (AP) to compare different target de-
tection frameworks and found that:
Table 1: Algorithm test platform
CPU Intel E3-1505M
GPU NVIDIA Quadro M5000, 8GB
RAM 64GB
DPM has a high demand for image capture quality and
perspective. In the different perspectives of people, the DPM
algorithm can not extract the characteristics from numerous
samples. DPM received 63.82% AP on the test set in the
UAV-PP dataset, with an average speed: 3.0 Seconds per im-
age.
As a successful deep learning framework, the detection
effect of Fast-RCNN is quite good. But due to the various
viewing angles, there are still some missed targets can’t be
detected. Using Imagenet dataset, learning rate α equal to
0.0003, batch size equal to 128, after 60000 times iterations,
we have 72.47% AP of Fast-RCNN, the average speed: 0.16
Seconds per image.
SSD is faster and more accurate than Fast-RCNN when
using the same dataset (ImageNet [14] dataset) and test set.
Average speed of SSD: 0.16 Seconds per image. AP of SSD:
80.85%.
After that, we changed the original SSD base network to
the residual network, and optimized the parameters of SSD,
and got 88.92% AP. Meanwhile, the average speed did not
increase, which still was 0.08 seconds per image. The com-
parisons of AP and speed are shown in Figure 12 and Figure
13.
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Figure 12: Average Precision between different target detec-
tion algorithms.
Figure 13: Speed between different target detection algo-
rithms.
5.3 WiSAR system test
The whole WiSAR system is a multi-module integrated
system. For the UAV side, data processing and instruction
transmission is mainly in ROS. For the ground station side,
the system includes a supporting demonstration system to sat-
isfy the practical need. Which includes an Android applica-
tion (Figure14) and a PC application (Figure15).
First of all, we conducted an independent obstacle test,
the results show that the UAV can effectively avoid moving
pedestrians and other obstacles. Then we carried out 20 tests
to test the autonomous landing (Figure 17a and 17b). Let the
center of the platform as the origin point,we have the results
that: the average deviation of X axis is 9.2 cm, the average
deviation of Y axis is 9.0 cm. The results are enough to meet
the requirements of landing on a moving truck. Finally, we
use 15 tests to test the time and distance flying ability of our
WiSAR system when under full load. The average farthest
flight distance is 4.2 km at full load and the average maximum
flight time is 15 minutes and 10 seconds.
Figure 14: Android application interface of our WiSAR sys-
tem.
Figure 15: PC application interface of our WiSAR system.
Figure 16: Some results of obstacle avoidance.
(a) (b)
Figure 17: Autonomous landing test. (a) Autonomous land-
ing on truck rear, (b) Autonomous landing on simulated truck
rear.
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6 CONCULSION
In conclusion, we have completed the design, prototyping
and construction of our WiSAR system. The system adopts
modular development strategy, leading to low coupling de-
gree and high portability. The accompanying software appli-
cations include an Android application and a multi-threaded
graphical PC application. Both applications respond quick-
ly and interactively. The experimental results show that the
performance of our WiSAR system is fully functional. The
simulated search and rescue tasks can be successfully accom-
plished, which lay a solid foundation for building a more in-
telligent search and rescue system based on UAV.
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A honeybee’s navigational toolkit on Board a
Bio-inspired Micro Flying Robot
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ABSTRACT
In this paper, a 395-gram micro flying robot
equipped with an insect-inspired visual system
is presented. The robot’s visual system was de-
signed to make it avoid both ground and lat-
eral obstacles, using optic flow-based regulation
principles. The quadrotor is an open-hardware
X4-MaG drone with an active gimbal system
based on a pair of serial servo motors, which sta-
bilizes 8 retinas dedicated to optic flow measure-
ments in the 25 ◦/s to 1000 ◦/s range, each of
which comprises 12 auto-adaptive pixels work-
ing in a 7-decade lighting range. The X4-MaG
drone is tested in front of a slanted wall, its quasi-
panoramic bio-inspired eye on board is able to
estimate the angle of incidence in the 0◦ to 50◦
range with an error of less than 2.5◦ when fly-
ing. These experimental results are a first step
towards a fully autonomous micro quadrotor re-
quiring no magnetometers, which will be able in
the near future to “sense and avoid” obstacles in
GPS-denied environments.
16 cm
Figure 1: Photograph of the X4-MaG quadrotor with the gimbal
case attached below (total mass: 395 g, span: 30 cm, autonomy: 6
min).
∗Correspondance: julien.serres@univ-amu.fr; Tel.: +33(0)4 91 26 62 38
1 INTRODUCTION
Mimicking the flight of a tiny honeybee is still an ardu-
ous task [1, 2]. Since insect-sized micro air vehicles are in-
creasingly becoming reality, however, [3, 4, 5, 6] it will be
necessary to endow them in the future with sensors and flight
control devices enabling them to perform all kinds of aerial
maneuvers, including ground and obstacle avoidance, terrain-
following and landing, in the same way as honeybees. This is
a difficult challenge in the field of robotics, although drones
can now be miniaturized thanks to recent advances in embed-
ded electronics.
Stereovision-based strategies on board micro flying
robots have recently provided means of exploring and avoid-
ing obstacles indoors, but only under slow flight conditions
[7, 8]. Micro LiDAR ( Light Detection And Ranging devices)
are also available for micro air vehicle applications (e.g.,
Centeye Inc. in the USA or LeddarTech Inc. in Canada),
but these devices require a scanning system and have a high
energy consumption. The optic flow (OF) is also a relevant
visual cue which can be used for quickly sensing the con-
figuration of the environment using either micro cameras or
custom-made OF sensors.
Unfortunately, micro cameras sample tens of thousands
of pixels with a refresh rate of only about 30 frames per sec-
ond [9, 10], which is 10 times lower than the temporal res-
olution of the bees eye (∼ 300 Hz, see [1]), and they also
require much more computational resources than custom-
made OF sensors. In addition, micro cameras are blinded
by the changes in the light which occur when moving from
one room to another, from indoor to outdoor conditions, or
when encountering strong sunny to shadow contrasts. How-
ever, custom-made OF sensors lighten both the weight and the
CPU load of micro flying robots , and enable them to make
quasi panoramic OF measurements [11, 12, 13] as well as
to work under various unpredictable lighting conditions. Be-
cause of their lack of visual stabilization, micro flying robots
have to fly at low speeds despite the use of OF regulation prin-
ciples [14, 10]. Up to now, no OF sensing strategies based on
a stabilization system preventing the rotational effects have
yet been implemented on board a micro flying robot.
In [9], the slope of the ground was assessed on board a
quadrotor. In [15], 10 local OF measurements coupled to a
least mean squares method were used to stabilize a minimal-
istic quasi-panoramic compound eye on the Beerotor robot
with respect to the local downward slope, thus enabling the
robot to avoid any very steep relief encountered. In [16], an
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Figure 2: a) Component architecture of the X4-MaG quadrotor with the gimbal elements surrounded by a dash-dot line. The development
boards and the data transmission units are shown in gray, the actuators in blue, and the sensors in yellow. b) Data diagram of how visual
signals originating from the OctoM2APix eye are processed: 1 high speed synchronous data capture, 2 data put in order, and 3 signal
processing for optic flow computations.
innovative OF-based algorithm was tested in the horizontal
plane as a means of measuring the robot’s incidence angle
when perceiving a slanting wall showing a moving texture.
The results of our experiments showed that our minimalis-
tic algorithm based on 20 local OF measurements could be
used to determine the local visual heading with respect to the
moving slanting wall with an error of less than 3◦ and a mean
accuracy of 3◦ [16].
In the present paper, a bio-inspired micro flying robot,
which will be able to perform both wall-following and
ground-avoidance tasks in GPS-denied (Global Positioning
System-denied) environments. This robot is fitted with a vi-
sual stabilization system involving 8 custom-made OF sen-
sors which can respond appropriately in a 7-decade lighting
range [17] and can measure the OF magnitude from 25 ◦/s to
1000 ◦/s [18]. It was established in real flight tests that this
micro flying robot is able to estimate its incidence angle with
respect to a slanting wall in order to restore its flight parallel
to the wall. The results obtained in the present study show
that our quasi-panoramic bio-inspired eye coupled to a com-
putational unit can estimate this incidence angle in the 0◦ to
50◦ range when flying.
2 MICRO FLYING ROBOT
The micro flying robot presented here, a 320-gram
quadrotor that can carry a maximum payload of 90 g, is based
on the open-hardware X4-MaG model [19]. Thanks to an
open-source Matlab/Simulink toolbox [20], it is possible to
monitor this quadrotor in real time by wifi and change the
relevant parameters directly during its flight. We have added
to this quadrotor a custom-made 3D print gimbal case en-
dowed with a magnet-based system of fixation facilitating its
removal. This custom-made gimbal stabilizes the 8 OF sen-
sors on the pitch and roll axes via two 10-gram serial servo
motors (Fig. 1). The first group of 3 OF sensors oriented to
the left measure a left OF, the second group of 3 sensors ori-
ented to the right measure a right OF: each of these groups has
a field of view of 92.8◦ in the horizontal plane and 13.4◦ in
the vertical plane. The third group of two downward-oriented
sensors measure the ventral OF with a field of view of 62.8◦
in the forward axis and 13.4◦ in the orthogonal axis. The gim-
bal system, which is stabilised in attitude during the robot’s
flight, has a total mass of 75 grams enabling the robot to fly
for 6 minutes.
The quadrotor is fitted with a low-level autopilot based
on the Nanowii (ATmega32u4, MultiWii) with a 6 degrees of
freedom Inertial Measurement Unit (IMU) (Fig. 2a). This
low-level control board makes it possible for the robot to be
piloted manually and takes over from the Gumstix if failure of
the latter occurs. All attitude and trajectory control processes
based on the OF measurements are handled by the high-
level autopilot based on an Overo AirSTORM Computer-On-
Module (COM) (Gumstix) featuring a 1-GHz CPU DM3703
processor (Texas Instruments) comprising an ARM Cortex-
A8 architecture. A Teensy 3.2 featuring a 72 MHz Cortex-
M4 (PJRC) controls the gimbal servo motors and also reads
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the 8 retinas (dedicated to OF measurements) and transmits
the pixel data to the Overo AirSTORM (Fig. 2a, for details).
3 OPTIC FLOW SENSORS
The M2APix sensor is a bio-inspired OF sensor based on
a Michaelis-Menten Auto-adaptive Pixel analog silicon retina
that can auto-adapt in a 7-decade lighting range and responds
appropriately to stepwise changes of up to ± 3 decades [17].
Each M2APix sensor is composed of 12 pixels distributed in
two rows of six pixels offset by half the interpixel distance
[17], and is able to make 10 local OF measurements with a
high output refresh rate [18]. The local OF is measured us-
ing a time-of-travel algorithm based on a contrast detection
matching method (called the thresholding method) running at
only 1 kHz along the pixels rows axis.
The CPU load of the Overo AirSTORM is less than 3
percent per M2APix sensor and the OF refresh rate is up to
99 Hz per M2APix sensor with an OF ranging from 25 ◦/s to
1000 ◦/s [18].
4 A GIMBAL SYSTEM NAMED OCTOM2APIX
A custom-made PCB was designed for the gimbal sys-
tem named OctoM2APixto connect the following compo-
nents (Fig. 2a): a Teensy 3.2 featuring a 72 MHz Cortex-M4
(PJRC), an 8-bit SPI GPIO EXPANDER called XRA1404
(Exar c©), an Inertial Measurement Unit (IMU) MPU 6050,
and connections to 8 M2APix sensors and 2 servo motors be-
longing to the gimbal system, in order to stabilize the bio-
inspired eye on the pitch and roll axes and thus remove any
rotational OF components.
A M2APix sensor works with a SPI bus running at a max-
imum rate of 1 MHz, which transmits a 256-bit data frame,
and the maximum theoretical frame rate is therefore 3906 Hz.
SPI devices communicate in the full duplex mode using a
master-slave architecture with a single master. Only one SPI
bus is usually available on dedicated electronic boards. The
maximum frame rate possible to obtain data from the 8 slave
M2APix sensors is therefore less than 488 Hz, and the data
will not be processed synchronously but sequentially (Fig.
2b). To give from the 8 M2APix sensors higher frame rates
and make the processing synchronous, a XRA1404 GPIO
EXPANDER was used. The XRA1404 can read the logic
state on 8 digital ports and send this data as a byte to an SPI
bus working at a frequency of 26 MHz (Fig. 2b). Each of
these 8 digital ports is used to read the bit to bit data frame
of each M2APix sensor (step 1 in the Fig. 2b). As a re-
sult, the first bit in all the M2APix data frames are arranged
in one byte, which is sent on to the SPI bus. Each bit in each
M2APix sensor is processed in this way.
The Teensy electronic board reads the SPI bus at a fre-
quency of 26 MHz from the XRA1404 and puts each data
frame of each M2APix sensor back into order (step 2 in Fig.
2b). The M2APix sensor sends a mean light value and 12
pixel values, each of which is coded in 10-bit values. The al-
gorithm then selects only the pixel data. This leaves us with
12x10 bits per M2APix sensor . Lastly, the Teensy removes
the offset of the range used and deletes the last bit which is
equivalent to the amplitude of the noise, to express the data
in the 8-bit format. The 12 pixels coded with the 8-bit value
of the 8 M2APix sensors are then sent to the serial bus at a
speed of 3 Mbps to a computational unit to compute the OF
(step 3 shown in Fig. 2b).
5 FLYING STRATEGIES
The OctoM2APix is designed to make the X4-MaG drone
both follow walls and adjust its height at relatively high
speeds (up to 2.5 m · s−1) by removing the rotational OF
component of the sensing performed by the 8 M2APix sen-
sors. Wall-following and ground-following behaviour will be
obtained by merging OF regulation principles [21]. The aim
of the flying strategies we propose to pursue in the near future
will be to maintain the visual contact with the walls in order
to make the robot fly in parallel along one of them. These
strategies will involve adding another visual feedback loop
controlling the yaw component by estimating the relative lo-
cal angle between the nearest wall (e.g., the red rectangle in
Fig. 4a) and the flying robot. Figure 3 and Eq. 1 explain how
to obtain this incidence angle α from OF measurements with
a very light solution in terms of the computational resources
required, where c is cos, s is sin, and t is the tan function.
BD
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Figure 3: Geometry of the OctoM2APix eye (centring in O) on
the horizontal plane with a tapered wall on its left-hand side. Each
green rectangle represents one M2APix sensor. In the left-hand side,
the M2APix are numbered to make the experiments easier to under-
stand.
ωB =
V
OB
· s(ϕB) ωD = V
OD
· s(ϕD)
t(α) =
OD · s(ϕD)−OB · s(ϕB)
OB · c(ϕD)−OD · c(ϕB)
t(α) =
1
ωD
· s(ϕD)2 − 1ωB · s(ϕB)
2
1
ωB
· s(ϕB) · c(ϕB)− 1ωD · s(ϕD) · c(ϕD)
α = t−1
(
ωB · s(ϕD)2 − ωD · s(ϕB)2
ωD · s(ϕB) · c(ϕB)− ωB · s(ϕD) · c(ϕD)
)
(1)
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Figure 4: a) Chronophotograph of the X4-MaG drone at the Mediterranean Flying Arena. The flying robot followed a textured ”wall”
sloping at an angle of 20◦ for about 4.5 s (corresponding to one of the blue trajectories in b). b) Top view of all the trajectories taken in
the Mediterranean Flying Arena1. 6 different trajectories were tested at the same height (0.8 m ± 0.01 m) with a clockwise angle between
the trajectories and the patterned wall. The X4-MaG drone followed each trajectory several times. Depending on the angle of the trajectory,
either M2APix #3 or both M2APix #2 & #3 did not perceive the pattern on the wall due to their orientation (their positions are given by a
dashed line and a dotted line, respectively).
6 FLYING EXPERIMENT
Figure 5: Speed profile (in XY plane) of the aerial robot for all the
trajectories presented in Fig. 4b. µ is the mean value and σ is the
standard deviation.
This flight experiment consisted in observing the dynamic
responses of the OctoM2APix sensor with all the compo-
nents integrated during real flight. The X4-MaG flying at
the Mediterranean Flying Arena1 (6x8x6 m): its trajectory
was controlled in the closed loop mode with a motion capture
system (VICONTM). A 4-m long wall covered with a natural
1http://flying-arena.eu/
pattern was hanging in the arena to generate OF when the X4-
MaG approached it. The X4-MaG repeated various straight
trajectories 6 times at the same height (0.8 m ± 0.01 m) with
the pattern on the right-hand side and with an angle of inci-
dence α between its trajectory and the pattern ranging from
0◦ to 50◦ in 10◦ steps (Fig. 4). The three M2APix sensors
could therefore potentially detect the pattern and measure the
OF during the experiments.
To test the case of future aggressive maneuvers in an in-
door environment, the flights were then performed at high
speed (up to 2.5 m · s−1, see Fig. 5) near obstacles (with
a clearance of up to 0.5 m, see Fig. 4). The figure 5 gives the
speed profiles of all the trajectories including one high ac-
celeration (up to 6 m · s−2) phase and one high deceleration
phase.
The figure 4b presents all the trajectories tracked. Due to
the flying robots proximity with the patterned wall, aerody-
namic perturbations were generated at the end of the trajec-
tories, during the last metre (Fig. 4b). During a part of the
trajectories from 10◦ to 50◦ shown by a dashed line, the pat-
tern was not visible to the M2APix #3 (oriented at an angle of
120◦ in Fig. 3) , and the dotted lines indicate the part of the
trajectories where the pattern was not visible to the M2APix
#2 (oriented at an angle of 90◦ in Fig. 3). None of the OF
measurements obtained during these dashed and dotted parts
of the trajectories were included in the following statistical
analyses.
A median filter was applied to the 10 local OF measure-
ments obtained by each M2APix sensor, and the M2APix out-
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Figure 6: a) Optic flow measurements of M2APix #1 (red), #2
(blue) & #3 (green), during all the trajectories performed at 0◦. b)
and c) Errors distribution of the angles of incidence α per pair of
M2APix sensors when all the optic flow measurements were greater
than 50◦/s in c), and less than 50◦/s in d), where the red bar is
the median, the black whiskers correspond to min and max values,
and the blue box is the interquartile range (IQR) at 50 %. b) me-
dian ± IQR obtained for pair #1&#2 : 2.4◦ ± 11.4◦; pair #2&#3
: −1.2◦ ± 10.1◦; pair #1&#3 : 0.0◦ ± 6.8◦. c) median ± IQR
for pair #1&#2 : 8.8◦ ± 24.5◦; pair #2&#3 : −4.0◦ ± 11.7◦; pair
#1&#3 : 2.6◦ ± 13.4◦. d) Angle of incidence α computed for each
pair of M2APix sensors. µ is the mean value and σ is the standard
deviation.
puts were then used in pairs to compute Eq. 1 in order to
estimate the local angle of incidence α (Fig. 3). We thus
obtained 3 measurements of the α angle from these pairs
(#1&#2, #2&#3 and #1&#3). Statistical results of the angular
measurements obtained from each set of trajectories (from 0◦
to 50◦ ) are presented in Figs. 6 to 11 in 10◦ steps.
The optical parameters of the M2APix sensors were cho-
sen so as to be able to measure OF values greater than 50◦ /s
(up to 1000◦/s, see [18]) accurately. The angle of incidence
α was therefore estimated more accurately with OF values
greater than 50◦ /s, as shown in Figs. 6b-11b than in Figs 6c-
11c. The lowest α errors were consistently obtained with the
pair of M2APix sensors #1 and #2 (Figs. 6b,c-11b,c), where
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Figure 7: a) Optic flow measurements made by M2APix #1 (red),
#2 (blue) & #3 (green) during all the trajectories performed at 10◦.
b) c) Errors distribution of the angles of incidence α recorded per
pair of M2APix when all the optic flow measurements were greater
than 50◦/s in b) and less than 50◦/s in c), where the red bar is the
median, the whiskers correspond to min and max values and the blue
box is the IQR at 50 %. OF measurements plotted in dotted lines
were not generated by the pattern on the wall and were therefore not
included in the results presented in b) and c) in this figure and the
next ones. b) median ± IQR for pair #1&#2 : 0.5◦ ± 9.6◦; pair
#2&#3 : −8.7◦ ± 9.8◦; for pair #1&#3 : −5.6◦ ± 6.7◦. c) median
± IQR for pair #1&#2 : 12.3◦±21.8◦; pair #2&#3 : −1.2◦±11.7◦;
pair #1&#3 : 5.7◦ ± 11.5◦.
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
time [s]
0
50
100
150
200
250
O
pt
ic
Fl
ow
[/
=s
]
a) Optic .ow pattern along the trajectories at 20/
M2APix 1
M2APix 2
M2APix 3
M2APix not facing Pattern
1 & 2 2 & 3 1 & 3
Pair of M2APix sensors
-50
0
50
,
E
rr
or
[/
]
b) , error with OF > 50//s
1 & 2 2 & 3 1 & 3
Pair of M2APix sensors
-50
0
50
,
E
rr
or
[/
]
c) , error with OF < 50//s
Figure 8: Results obtained on the trajectories at 20◦. b) median ±
IQR for pair #1&#2 : 2.0◦±10.1◦; for pair #2&#3 : −22.4◦±7.6◦;
pair #1&#3 : −12.5◦ ± 3.7◦. c) median ± IQR for pair #1&#2 :
10◦±16.6◦; pair #2&#3 : −7.9◦±12.0◦; pair #1&#3 : 0.6◦±9.9◦.
the median error was less than 2.5◦. This pair of sensors was
that which was the most oriented towards the frontal part of
the OF field.
The visual strategy developed in this study should there-
fore be consistent with the confidence range of the angle of
incidence α estimated when the OF values measured on the
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Figure 9: Results obtained on the trajectories 30◦. The M2APix 3
did not measure optic flows greater than 50◦/s, which explains the
lack of results on the pair of M2APix #2&#3 and #1&#3 in b). b)
median ± IQR for pair #1&#2 : −2.3◦ ± 6.0◦. c) median ± IQR
for pair #1&#2 : 6.9◦ ± 13.4◦; pair #2&#3 : −9.1◦ ± 23.0◦; pair
#1&#3 : −3.5◦ ± 8.5◦.
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Figure 10: Results obtained on the trajectories 40◦. b) median ±
IQR for pair #1&#2 : −2.5◦ ± 4.1◦. c) median ± IQR for pair
#1&#2 : −3.4◦ ± 10.7◦; pair #2&#3 : −7.9◦ ± 17.5◦; pair #1&#3
: −6.0◦ ± 13.8◦.
micro aerial vehicle were high, i.e. at high speeds, as well
as when the micro aerial vehicle was travelling very near the
walls.
7 CONCLUSION
The 395-gram X4-MaG quadrotor fitted with a gimbal
system and a set of 8 custom-made optic flow sensors pro-
vides an appropriate flying platform for testing optic-flow
regulation principles during real flight with a view to mim-
icking honeybees’ flight performances. The gimbal sys-
tem makes it possible to minimize the effects of the rota-
tional component of the optic flow measured by the quasi-
panoramic bio-inspired eye. The results obtained in these ex-
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Figure 11: Results obtained on the trajectories at 50◦. The pattern
on the wall was not visible to M2APix #3 during all these trajecto-
ries, which explains the lack of data on the pair of M2APix #2&#3
and #1&#3 in c). c) median ± IQR for pair #1&#2 : −3.1◦±15.8◦.
periments show that our optic flow based algorithm can es-
timate the drone’s local angle of incidence with respect to a
slanting wall in the 0◦ to 50◦ range during flight with an error
of less than 2.5◦, using the optic flow generated on either side
(left or right). To measure larger angles of incidence (from
50◦ to 90◦), the fronto-bilateral optic flow could be used in
the similar way to that simulated in [22], but this possibility
is beyond the scope of the present study and would require
measuring the low optic flow values occurring close to the
focus of expansion.
In the near future, flying at high speed (up to 1 m/s)
near obstacles (at a distance of less than 0.5 m) may be pos-
sible thanks to the large range of optic flow measurements
which can now be made, namely up to 1000◦/s. The ad-
vantages of the custom-made optic flow sensors used here
include low power consumption, low computational require-
ments, and robustness to high dynamic range lighting condi-
tions (7 decades). In conclusion, the present X4-MaG drone
fitted with smart visual sensors is the first step towards de-
signing airborne vehicles capable of autonomous navigation
requiring no magnetometers in GPS-denied environments.
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Loosely Coupled Stereo Inertial Odometry
on Low-cost System
HaoChih, LIN∗, Francois, Defay†
Abstract — We present a fast and robust stereo visual in-
ertial odometry system which is friendly for low cost sensor
and single board computer (SBC). Comparing against other
research which uses tightly coupled algorithms or nonlinear
optimization to increase accuracy in custom powerful hard-
ware or desktop environment, our system adopts the loosely
coupled ESKF to limit the computational complexity in or-
der to fit limited CPU resources and run in real-time on an
ARM based SBC. The experiments demonstrates our method
could be implemented in both indoor and outdoor scenarios
with competitive accuracy. Furthermore, the usage of forward
facing stereo cameras also provides the ability of obstacles
avoidance. The result are released as an open sourced Robot
Operation System (ROS1) package.
I INTRODUCTION
In order to make a micro aerial vehicle (MAVs) achieve
fully autonomous navigation in GPS denied environment, the
one of fundamental challenge is to obtain fast, robust and
accurate 3D egomotion estimation with others sensors. Re-
cently, the visual inertial odomerty (VIO) attracts significant
attentions in MAV researching field because the algorithm
efficiently integrates the rich representation of a scene cap-
tured in an image, together with the accurate short-term mea-
surements by IMU. In addition, comparing to heavy and ex-
pensive 3D laser scanner or rgbd sensor, the VIO approach
could be able to present similar performance with much less
value in both price and size aspects which may increase the
endurance and maneuverability of MAVs.
In this paper, we propose a loosely coupled stereo iner-
tial odometry based on error state kalman filter (ESKF) algo-
rithm. The main contribution of our method is to limit the
computational loading by using the characteristics of loosely
coupled architecture which uses the fixed dimension of state
space in order to be implemented on low-cost ARM based
SBC (Odroid XU42). The algorithm could run at around
100Hz depending on IMU publishing rate and works with
forward-facing stereo cameras, allowing for fast flight and re-
moving the need for a second camera for collision avoidance.
Apart from this, our approach provides steady metric scale in-
formation from disparity matching to meet the power on and
go requirement without requiring specific initialization.
∗Advanced Robotics Co., Ltd, Taiwan. Email: haochihlin93@gmail.com
†ISAE-Supaero, France. Email: francois.defay@isae-supaero.fr
1http://wiki.ros.org/
2http://www.hardkernel.com/main/main.php
Figure 1: The hardware overview of proposed VIO system
composed of ARM based SBC, low cost IMU, and modified
PS4-Eye.
II RELATED WORK
The fusion of Inertial Measurement Units (IMU) with a
visual sensors has become popular in robotics community.
Recent work can be categorized to two approaches: tightly
coupled and loosely coupled system. The former, e.g. [1–3],
jointly estimates the image features information with IMU
data. The latter, [4–6], take the visual odometry(VO) as a
independent black box. By means of the characteristics of
loosely coupled architecture, we could divide our algorithm
into two main sections: VO and ESKF part.
II.1 VO part
There is a vast amount of existing visual algorithms to
estimate the locomotion from traditional feature extraction
and matching method, for instance PTAM [7] and ORB-
SLAM [8], to semi dense approaches, which uses features to
locate small patches, then operates directly on pixel intensi-
ties. The representative of this method is SVO [9] and LSD-
SLAM [10]. In addition, thanks to the significant improve-
ment on CPU/GPU computing power, the current state-of-art
method avoid feature detection process instead using all pixel
information directly from image stream. The famous achieve-
ments are [11, 12]. However, these two approaches generally
rely on powerful or custom hardware. Hence, this is the main
reason that we choose the traditional features based method
for our stereo visual odometry developing.
II.2 ESKF part
The one common way to fuse IMU with odometry or
other types of sensor data is EKF (Extended Kalman Filter).
Although, recently, some researches adopts other nonlinear
optimizer to get more accuracy and robust performance, the
computing cost of the method is too larger to be implemented
on ARM-based SBC. As a result, in our system, we apply
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ESKF algorithm to overcome the limited CPU issue and also
the main drawbacks of traditional EKF architecture. Accord-
ing to the experiments and explanation from [13, 14], ESKF
has following remarkable assets: the orientation error-state is
minimal to avoid over-parametrization issue, the error-state
system is always operating close to the origin to guarantee the
linearization validity and the error dynamics are slow, hence
the rate of correction could be lower than prediction rate.
The rest of the paper is organized as follows. Section III
shows the definition of the notations. Section IV describes
the core algorithm of VO and statical way to remove outliers.
The architecture of ESKF is fully explained in section V, fol-
lowed by section VI, which describes the detail of practical
implementation. Finally, section VII presents the experimen-
tal result and concludes the paper as well as future research
directions.
Figure 2: Visualization of the different coordinate frames.
Blue lines denote the transformation obtained by VO, red
lines stand for the prediction part of ESKF and green lines
depict the update part
III NOTATION AND DEFINITIONS
We employ the following notation throughout this work
and are illustrated in Figure 2. For the Frame definitions:
W is the world frame, Fi is the i-th keyframe frame, I is
IMU frame and C is camera frame. A translation vector from
frame A to frame B expressed in frame A is denoted as bold
pab. A rotation matrix from A to B is expressed as Rab ∈ SO3
which can also be denoted as a quaternion q¯ab. In this pa-
per, we adhere the Hamilton convention [15], which is right-
handed and widespread used in robotics, to define a quater-
nion by q = [qw + qx + qy + qz] = [qw,q]. We adopt the
notation introduced in [1] to handle the quaternion multipli-
cation as qac = qab ⊗ qbc.
IV STEREO VISUAL ODOMETRY
Take the limits of CPU resources into account, our VO
approach adopt ORB [16] for both feature detection and de-
scription instead of robust but slow descriptors like SURF or
SIFT. We also apply the concept of keyframe to decrease the
drift effect. In the other hand, unlike other VO researches
[8, 17] emphasis on back-end optimization process, e.g. bun-
dle adjustment or graphic based loop closure, to tackle the
Figure 3: The system overview of proposed VO algorithm.
long-term global localization issue, we are more focusing on
the short-term accuracy and robustness because the VO out-
come will be used as the local correction inputs for the ESKF
based on the previous keyframe pose rather than global cor-
rection referred to the initial VO frame. Especially speak-
ing, the continuity of VO does not hugely affect the system
performance, hence the back-end optimization process is not
mandatory. This decision also descends the demands of CPU
resource.
IV.1 Disparity Computing
The system overview of our VO approach is illustrated
in Figure 3. Starting from disparity block, the scale metric
information can be calculated immediately and continuously
from the initial phase due to known camera calibration ma-
trix. The matching method in this block is mainly depends on
the brutal force matcher with additional epipolar constraints.
Then the succeeded matching pairs will be sent into tracking
block. The tracking part is composed of two procedures: the
Temporal Features Matching and Pose Recovery.
IV.2 Temporal Features Matching
The state-of-art method to handle the issue is using the
circular searching pattern strategy, e.g. [1, 8], which searches
similar features pairs from both temporal and disparity corre-
spondences to reduce the outlier probability, however, since
the stereo camera in our system is hardware synchronizes and
its baseline is very short, the effect is not significant compared
to other system configuration. Therefore, our system only re-
lies on left side images to search correspondences between
two sets of descriptors. In order to minimize the dissimilarity
score between each pair of descriptors pij and increase the
matching robustness, we adopt exhaustive searching strategy,
also called brutal force, to find all possible pairs. The main
defect of this strategy is the bad correspondences, especially
for indoor environments with many repetitive patterns. To
solve this issue, we introduced a statistics model to determine
which pair is outlier. Every time when the exhaustive search-
ing strategy generates a list of matching pairs, the system will
compute the mean µ and standard deviation σ based on Ham-
ming distance (HD(pij)) of ORB descriptors. Then the sys-
tem would decide the outlier by the following equation:
if HD(pij) > µ+ aσ, then pij ∈ Outlier (1)
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Figure 4: Left: temporal image pair for features tracking
matches. Right: histogram to show distribution of matched
pair Hamming distance.
where a is a custom defined weighted factor. The outcome of
this approach is quite competitive to the circular strategy. Fig-
ure 4 demonstrates the performance of our strategy from both
raw images and histogram graphic views. The green lines of
raw images stands for original brutal force matching result.
The blue lines represents the remaining pairs after statistics
based outliers removing. The red line is the inlier of PnP
RANSAC outputs, which will be explained in the following
section.
IV.3 Pose Recovery
There are three types of standard approaches for motion
estimation: 2D-2D, 2D-3D and 3D-3D. The first method is
based on specified 2D features correspondences in a image
pair. The popular related algorithms are 5 and 8 points solu-
tion [18]. The main issue of 2D-2D is observability of scale
information. The final method also called the point cloud
registration which is widely implemented on RGBD or 3D
laser scanner since the depth data is highly reliable and ac-
curacy. The popular algorithms include ICP [19] and Bundle
Adjustment [20]. None of both methods satisfy our scenario,
thus, we choose the 2D-3D approach in our VO system. Cur-
rently, there are 3 existing algorithms supported by OpenCV3
library, they are: Iterative PnP, EPNP and P3P [21, 22]. The
main concept of the algorithm is to find the minimal repro-
jected error by Equation 2 from 3D structure and 2D image
correspondences.
T kk−1 = arg min
Tkk−1
∑
i
∥∥∥qik − qˆik−1∥∥∥2 (2)
where T kk−1 is a transformation matrix from k-1 to k, q
i
k is
a 2D description vector of i-th feature in k frame. qˆik−1 is a
projected corresponding 2D descriptor from k-1 matched 3D
point.
Because of various characteristics among these options,
we let the users to select the one satisfied their demands. In
addition, to tackle the bad corresponding matching pair gen-
3http://opencv.org/
erated by previous block, all three algorithms are accompa-
nied by RANSAC process in order to remove outliers.
IV.4 Keyframe Selection and Initialization
The accumulated drift issue is the most common problem
among different types of odometry. For the VO system, the
most efficient way to decrease the rate of drift accumulation
is to introduce the keyframe concept like [1–3, 7–12]. There-
fore, we apply the keyframe architecture into our system. The
first keyframe will be selected during the initialization pro-
cess. The VO system will continuously re-initialize until the
first keyframe is selected successfully based on the quality of
disparity and tracking matching. When the re-initialization
occurs, which will be triggered as system detects the lose
tracking phenomenon, system will drop current keyframe and
try to set up a new one.
IV.5 Practical Aspect
Although our system allows the users to modify param-
eters to meet their requirements, to get the optimal perfor-
mance on limited CPU resources SBC, we suggest the resolu-
tion of input video stream should not be higher than 320*240.
The maximum number of extracted feature points from an im-
age extremely affects the realtime performance.
Moreover, as mentioned above, the primary purpose of
our VO system is to provide reliable and accuracy short-
term odometry based on the current keyframe pose. Hence,
we raise the threshold for tracking matching constraints and
re-initialize whole VO system right away when encounter-
ing lose tracking scenario. The outcomes largely decrease
the CPU loading. The format of output data is a transfor-
mation matrix TKC , consists of qKiC and pKiC , from lat-
est Keyframe (Ki) to Camera frame (C) expressed in the
Keyframe.
V ERROR STATE KALMAN FILTER
The most well-known papers to illustrate the detail of
ESKF formula derivation are [13, 14]. This section mainly
adheres the concepts shown in both papers, but we replace
the JPL’s convention with Hamilton’s for quaternion defini-
tion, in addition, with the benefits of loosely coupled system
property, the size of state space and related matrix dimension
are all fixed.
In the following subsections, the state of the filter is de-
noted as a 16-elements state vector x:
x =
[
pWI vWI qWI ba bω
]T
(3)
where pWI is the position of IMU frame’s origin (I) in the
inertial world frame (W ). vWI is a velocity vector of IMU.
qWI describes a rotation from IMU frame to world frame. ba
and bω are bias vector of gyro and acceleration respectively.
The measurements of the IMU are known to be subject to dif-
ferent error terms, such as a process noise and a bias. Thus,
for the real angular velocities ω and the real accelerations a,
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which is expressed in sensor frame, we have following rela-
tions:
ω = ωm − bω − nω, a = am − ba − na (4)
where the subscript m denotes the measured value. na and
nω are zero mean white Gaussian noise processes. The bias is
non-static and simulated as a random walk process: b˙ω = nω
, b˙a = na.
In order to make the filter more robust and converges
faster, we assume the calibrated transformation between IMU
frame (I) and Camera frame (C) are fixed. The calibration
states are denoted as qIC for rotation from camera to IMU
frame and pIC for translation of camera frame expressed in
IMU frame.
Because of limited space and considering the practical
implementation issue of numerical integration on embedded
system, the following subsections only depicts formulas in
discrete time domain. For more information of continuous
time model, the reader is referred to [13, 14].
V.1 Prediction
The main concept of the error-state filter is to treat the
true state (xt) as a composition of the nominal state ( x: the
state is integrated by high-frequency IMU data without con-
sidering noise terms and other possible model imperfections)
and the error state ( δx: the state is in charge of collecting all
the noise and perturbations ). The relation is expressed as:
xt = x ⊕ δx, where the operator ⊕ indicates a generic com-
position. For all vectors in state space are equal to the typical
addition symbol (+), except for the quaternion, it is equiv-
alent to the quaternion multiplication symbol (⊗) Addition-
ally, ESKF also continuously predicts a Gaussian estimate of
the error-state.
The following differential equations govern the nominal
state kinematics:
pk+1 ← p + v∆t+ 0.5(Ω(q)(am − ab) + g)∆t2 (5)
vk+1 ← v + (Ω(q)(am − ab) + g)∆t (6)
qk+1 ← q ⊗ q[(ωm − ωb)∆t] (7)
ab,ωb, g are constant (8)
where Ω(q) is the quaternion multiplication matrix of nominal
quaternion q and q[ω] is a quaternion converted by a rotation
vector ω. Becasue the rate of prediction depends on IMU
publishing rate which is usually higher than 100 Hz and al-
most constant, we assume the angular velocity over the period
∆t is also invariant. Therefore, q[ω] could be interpreted as
the Taylor series ofω∆t by midward zeroth order integration:
qk+1 ← q ⊗ (1 + 1
2
ω¯∆t+
1
2!
(ω¯∆t)2 + ...) (9)
where ω¯k = 0.5(ωk+1 + ωk). In real-time implementation,
the system calculates the Taylor series up to 4th order.
To increases numerical stability and handles the minimal
representation of quaternion computing, we defined the error
quaternions as δq = q ⊗ qˆ ≈ [1, 12δθT ]T . Thus, we define a
15-elements error state vector:
δx =
[
δp δv δθ δba δbω
]T
(10)
There are several ways to illustrate the compact form of the
error-state kinematics, we modify the form listed in [5] which
is expressed as following:
δx← Fd(x,um)δx + GcQdGTc n (11)
where um = [ba bω]T is the input vector, and n = [na nω]T
is the noise vector (n ∼ N{0,Qd}). Fd ∈ IR15x15 and
Qd = diag(σ2ba∆t
2, σ2bω∆t
2, σ2na∆t, σ
2
nω∆t) are the dis-
crete state transition matrix and noise covariance matrix re-
spectively. Gc = [zeros(3, 12); identity(12)]. To find the
ESKF prediction equation, we calculate the expectation of
Equation (11) and its state covariance matrix P:
δˆx← Fd(x,um)δˆx (12)
Pk+1|k = FdPk|kFTd + GcQdG
T
c (13)
Generally, the error-state δx is set to zero during initial-
ization phase, so Equation (12) always returns zero. For the
structure of matrix Fd, we adopt the compact form defined in
[realtime metric], with the small angle approximation when
|ω| → 0. We now proceed the ESKF prediction as follows:
1. Propagate the nominal state variables according to
Equation from (4) to (9)
2. Calculate the matrix Fd and Qd
3. Compute the state covariance matrix by Equation (13)
V.2 Updates
The update procedure will be triggered whenever a val-
idate visual measurement is generated by the stereo odom-
etry algorithm. As described above, the VO system adopts
the keyframe concept to reduce the effect of accumulated
drift, hence, the odometry used in update phase represents
the transformation from the state at keyframe to the present.
Unlike other loosely coupled approaches, e.g. [6], used globe
pose of visual measurements to update EKF states, we choose
the local odometry to correct the ESKF error states. The main
advantage of this approach is the computational delay or los-
ing track scenario will not hugely affect the stability and per-
formance of ESKF.
The measurement model in our case is quite straightfor-
ward since the transformation between IMU frame and Cam-
era frame is assumed to be constant and known by means
of the system extrinsic calibration. The measurement vector
(zvo) is expressed as follows:
zvo =
[
pvoWI
qvoWI
]
=
[
Ω(qWKi)(Ω(qCI)pKiC + pCI) + pWKi + np
qWKi ⊗ (qCI ⊗ qKiC ⊗ q−1CI )⊗ δqnq
]
(14)
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where pvoWI represents the translation from world to imu
frame observed by VO system, qvoWI is for rotation. np and
nq are zero mean, white Gaussian noise of the visual mea-
surement. qKiC and pKiC are the odometry output generated
by VO algorithm.
Then we calculate the update residual between propa-
gated state and measurement state:
z˜ = z	 zˆ =
[
pvoWI − pimuWI
qvoWI ⊗ qimuWI −1
]
(15)
Then we approximates the qvoWI ⊗ qimuWI −1 ≈ [1,−0.5θ˜T ]T ,
and linearise the Equation (15) with respect to the error-state:
z˜ = Hx˜ =
[
I3x3 03x6 03x6
03x6 I3x3 03x6
]
x˜ (16)
where x˜ ∈ IR15x1. Now we can apply the standard EKF up-
date procedure:
1. Compute the residual from Equation (15)
2. Compute the innovation matrix: S = HPHT + V
3. Compute the Kalman gain: K = PHTS−1
4. Compute the correction: ˆ˜x = Kz˜
5. Compute the state covariance matrix:
Pk+1|k+1 = (I−KH)Pk+1|k(I−KH)T + KVKT
where V is the covariance matrix of visual measurement
Gaussian noise. After obtaining the correction vector ˆ˜x, the
nominal state of ESKF gets updated with the particular com-
positions with the correction state: x← x⊕ ˆ˜x.
V.3 Delay Handler
In practical, the computational loading of VO algorithm
is much heaver than ESKF core, therefore, it is a common sit-
uation that the time-stamp of odometry output is slower than
current ESKF state. Hence, we introduce the sliding window
method, proposed in [1, 3, 6], to handle the measurement de-
lay issue. The concept of the method is to store the past states
in a fixed size buffer. Once the delayed measurement is avail-
able, the update procedure will try to find the past state which
has most similar time-stamp among buffer, then re-propagate
all stored states after the one used for update.
VI IMPLEMENTATION
We take the ideas and concepts of [6, 23] as references
to develop the software architecture of our VIO system. The
whole package is developed by C++ under ARM based Linux
environment. We adopt OpenCV library for image processing
functions, especially the PnP solver with RANSAC iteration.
For the matrix, vector and quaternion computing, the Eigen
library is used for the reasons of numerical efficiency and its
cross platform stability. We also employ the Boost library for
multi-thread CPU computing for ESKF updates. The system
provides the ROS wrapper for easily integration with other
ROS packages. The result is fully open source with detail
comments on core section in order to help other developer
to understand quickly and be able to modify the codes de-
pending on their demands. The package has been released
on github link4. To get the best performance, the user has to
run both camera intrinsic and camera-IMU extrinstic calibra-
tion as accurate as possible. The recommended package to
execute this nonlinear optimization
The hardware overview is shown in Figure 1. We hacked
a PS4-Eye5, which is a low-cost, hardware synchronized,
high resolution and FPS stereo camera, to be able to con-
nect with Odroid XU4 through USB 3.0 port with modified
firmware. The accelerometer and gyroscope data is obtained
from mpu6050 (a type of low-cost MEMS IMU) which is
installed on Pixhawk autopilot micro-controller. The total
weight of overall system is lower than 250 grams, and the
price of whole system is not higher than 150 dollars.
VII EXPERIMENTS AND CONCLUSION
VII.1 Experimental result
At present, the proposed VIO system has only been tested
on hand-held scenario and EuRoC MAV Dataset. For the
hand-held experiments, the performance highly depends on
the quality of both intrinsic and extrinsic calibration, the com-
plexity of texture and the motion behaviour. The ESKF prop-
agation rate on Odroid XU4 could achieve 100Hz associated
to Pixhawk IMU data publishing frequency.
For the MAV dataset, because the resolution of the image
stream is too high for Odroid, the testing is executed on the
desktop. The system performance is related to the parameter
settings of VO algorithm.
VII.2 Conclusion and future direction
We propose a low-cost and lightweight loosely coupled
visual inertial odomtery. The result is open source and easily
to be implemented on any kinds of unmanned vehicle. Due
to the benefits of forward facing stereo camera configuration,
the platform which carries our approach could achieve obsta-
cles avoidance without adding extra camera and be able to
accomplish power-on-and-go scenario with no needs of par-
ticular initialization process.
Currently, the two most time consuming procedures
among our VIO system are feature extraction and PnP prob-
lem solving. To improve the performance, the former task,
from image processing view, could be divided into several
cells. Then assigns each CPU thread to handle a subset of
cells parallel. For the latter, if we could guarantee the correct
rate of inputs feature matching pairs, the number of iteration
and criteria of RANSAC procedure would be relaxed, thus,
the VIO correction rate will increase.
4https://github.com/jim1993/StereoVIO
5https://www.playstation.com/en-us/explore/accessories/playstation-
camera-ps4/
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ABSTRACT
An accurate mathematical model is necessary
for controlling an aircraft. Although the ge-
ometrical scale of Unmanned Aerial Vehicles
(UAVs) is very small compared to the large
aircrafts, they are usually designed by means
of the procedure intended for large ones, and
stability calculations similarly follow the same
formulas. This fact can severely affect the basic
assumptions of the formulas and hence it may
not be suitable for UAVs. This research validates
the dutch roll natural frequency of lateral motion
calculated by comparing the usual methods
of estimation for the manned aircraft found in
references of Roskam and Ostoslavsky, and
the numerical Vortex Lattice Method (VLM)
program XFLR5 with experimental values of
real flight. Also a study is carried out to examine
the effect of fuselage on the dutch roll natural
frequency to examine the possibility of neglect-
ing it through the calculations. It is found that
approximate methods for Roskam procedure is
in accordance with the exact solution, and the
same for Ostoslavsky. Estimation methods of
Roskam (exact), Ostoslavsky and XFLR5 give
good results in agreement with the experiment,
while the approximate methods of Roskam
underestimate the frequency. The contribution
of the regular fuselage is found to be very small
and it can safely be neglected.
NOMENCLATURE
ωn dutch roll mode natural frequency
θ pitch angle
b wing span
CL airplane lift coefficient in steady state condition
g gravitational acceleration
∗Email address: elsalamony.mostafa@phystech.edu
†Email address: serokhvostov@phystech.edu
Ixx moment of inertia around fuselage axis
Iyy moment of inertia around wing axis
Izz moment of inertia around normal to fuselage axis
Lβ roll angular acceleration per unit sideslip angle
Lp roll angular acceleration per unit roll rate
Lr roll angular acceleration per unit yaw rate
m aircraft mass
Nβ yaw angular acceleration per unit sideslip angle
Np yaw angular acceleration per unit roll rate
Nr yaw angular acceleration per unit yaw rate
NTβ yaw angular acceleration per unit sideslip angle (due
to thrust)
S wing reference area
U1 cruise velocity
Yβ lateral angular acceleration per unit sideslip angle
Yp lateral angular acceleration per unit roll rate
Yr lateral angular acceleration per unit yaw rate
1 INTRODUCTION
In order to design a control system for an aircraft, the
main step is to make a mathematical model of flight mechan-
ics for the aircraft. The controller’s accuracy depends on the
accuracy of the mathematical model with respect to the phys-
ical model. Even a simple PID control could be used to make
the required response if the mathematical model was accurate
enough.
According to flight mechanics, if any disturbance influences
the aircraft (as gust wind or control surface deflection) the
stable aircraft tries to damp this disturbance and return to its
initial state. This behaviour is very important for the non-
manoeuvrable aircraft and the knowledge about the stability
is strongly required for the aircraft design and autopilot de-
sign.
For the conventional airplane shapes it is possible to separate
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the disturbed motion on the longitudinal and lateral ones.
Lateral motion can be modelled as the fourth-order equation
that describes three modes: spiral, roll and dutch roll. The
first two modes are first-order (corresponding to the exponen-
tial decrease or increase) and the dutch roll is second-order
(corresponding to the decreasing or increasing oscillations or
exponential increasing/decreasing).
In case of damped vibrations, there are two definitions for the
frequency: the damped frequency and the undamped/natural
frequency. In this paper, the natural frequencies are consid-
ered.
Since the UAVs (including mini and micro) are usually de-
signed according to the procedure used for the large aircrafts,
the stability calculations also commonly follow the same for-
mulas derived for the large aircrafts, but the geometrical scale
of UAVs is much smaller. So, the forces acting on the UAV
change their order of power nonlinearly and some assump-
tions for the manned aircrafts may be not valid in this case,
and new assumptions can be introduced. One of the main
questions is how the formulas for these frequencies change
with the scale and Reynolds number.
First attempts of these investigations were conducted previ-
ously in [1]. Among all conclusions, the main finding was
the possibility of separating the equations of UAVs disturbed
motion into the longitudinal and lateral motions. In [2] a test
case was studied for an UAV of mass of 150 gram, wing span
of 85 cm. Based on the procedure of [3] it was found that
the natural frequency of the short mode of longitudinal direc-
tion is big enough compared to the long mode. Longitudinal
flight modes were investigated in detail in [4]. It is found that
the natural frequency of the long mode can be predicted ac-
curately by the exact methods used in [5] and [3] but the short
mode was not captured due to the high damping ratio and the
testing conditions. A method was recommended to overcome
the high damping ratio in [6] by shifting the center of gravity
(CG). Now the dutch roll oscillation of the lateral motion is
being investigated in detail.
The goal of this investigation is to understand how accurate
the calculations based on the ”traditional” formulas with re-
spect to the experimental values are. In this research, an in-
vestigation is carried out on the formulas and assumptions of
calculating the natural frequency of the dutch roll mentioned
by J. Roskam, D. Hull, and I. Ostoslavsky and compare their
results with the numerical VLM calculations from XFLR5
which is mainly designed for small UAVs then these results
are compared to real measurements of the natural frequencies
obtained from UAV ”Sonic 185” at flight.
For big aircrafts usually a mathematical model is created to
simulate its response to follow predefined action in case of
small air disturbance and the response is recorded in the form
of flight path angles and compared to the oscillations from
flight log of flight test to validate the mathematical model and
in particular the frequency. Such a method is not applicable
for small UAVs because the disturbances are relatively high
compared to the forces applying on the UAV, that’s why an-
other method is proposed. Instead of comparing the data of
flight angles obtained from the experiment and mathematical
model, the flight angles are processed to obtain the main pa-
rameters of modelling (natural frequencies) and to compare
them to the theoretical results. This method seems to be more
appropriate for small UAVs flying in disturbed air.
Fuselage has essential role in the aircraft as it has to carry
the weight and it is also affects the aerodynamic performance
specially drag. Calculating the fuselage contribution analyti-
cally is not straight forward because of the shape complexity.
Since drag force doesn’t have big importance in calculating
the natural frequencies of the aircraft, a study is conducted to
quantify the effect of modelling of the fuselage to examine its
importance for the scale of UAVs.
2 INVESTIGATED UAV
The UAV used in this research is ”Sonic 185” of DY-
NAM [7]. Aircraft parameters and geometry are measured
and listed in Tables 1 and 2.
Due to the absence of data about the airfoils used in the wing
and empennage, another airfoil was estimated to have nearly
similar profile shape from the known ones. Estimation of the
airfoil is based on measurements of the thickness to chord ra-
tio and the position of maximum camber and searching for a
similar airfoil. Given that thickness to chord ratio is 10.7%
at 39%, this leads to choose the airfoil E231 of Eppler series
which shows good convergence as its thickness to chord ratio
is 12.3% at 39.4%. For the tail unit, NACA 0006 is used.
Property value
Mass [kg] 1.183
Ixx [kg·m2] 0.108
Iyy [kg·m2] 0.065
Izz [kg·m2] 0.122
Cruise velocity [m/s] 8
Aspect ratio 10.295
Span [m] 1.85
Wing area [m2] 0.33
Center of mass from leading 0.07
edge of root section [m]
Table 1: Aircraft parameters.
3 ANALYTICAL APPROACH
Roskam and Ostoslavsky considered this task by two dif-
ferent procedures using dimensional and nondimensional sta-
bility parameters as shown below.
3.1 Roskam Procedure
Roskam’s procedure [5] starts from estimating the aero-
dynamic coefficients (see Table 3), calculating the forces act-
ing on the aircraft, then calculates the main characteristic
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Property Wing Horizontal Vertical
Tail Tail
Aspect ratio 10.295 4.92 2.03
Root chord [m] 0.205 0.125 0.2
Tip chord [m] 0.06 0.02 0.115
Mean chord [m] 0.189 0.1 0.16
Span [m] 1.85 0.48 0.16
Area [m2] 0.33 0.046 0.03
Sweep angle from 6.71 18.17 23.25
leading edge [degree]
Table 2: ”Sonic 185” geometry.
equation. Based on the big amount of experimental data, the
coefficients are estimated taking into account many details
which may increase the accumulative errors during calcula-
tions. The characteristic equation of the lateral motion [5]
Derivative Sideslip Roll Rate Yaw Rate
Angle (β) (p) (r)
Side Force −0.17 0 0.14
Coeff. (Cy)
Roll Moment −0.113 −0.873 0.204
Coeff. (Cl)
Yaw Moment 0.064 −0.127 0.124
Coeff. (Cn)
Table 3: Aerodynamic lateral derivatives based on Roskam
method.
is:
Ax4 +Bx3 + Cx2 +Dx+ E = 0 (1)
where
A = U1(1− A¯B¯) (2)
B = −Yβ(1− A¯B¯)− U1(Lp +Nr + A¯Np + B¯Lr) (3)
C = U1(LpNr − LrNp) + Yβ(Nr + Lp + A¯Np
+B¯Lr)− Yp(Lβ +NβA¯+NTβA¯) + U1(LβB¯
+Nβ +NTβ)− Yr(LβB¯ +Nβ +NTβ)
(4)
D = −Yβ(LpNr − LrNp) + Yp(LβNr −NβLr
−NTβLr)− g cos θ1(Lβ +NβA¯+NTβA¯)
+U1(LβNp −NβLp −NTβLp)− Yr(LβNp
−NβLp −NTβLp)
(5)
E = g cos θ1(LβNr −NβLr −NTβLr) (6)
where
A¯ = Ixz/Ixx (7)
B¯ = Ixz/Izz (8)
After analysis, the results showed that natural frequency (ωn)
for dutch roll is 0.59 Hz. To simplify the decomposition of
modes Roskam made an approximate solution for obtaining
the natural frequency directly instead of solving the main
fourth order equation by linking the forces directly to the nat-
ural frequency as follows:
ωn1 =
√
Nβ +
YβNr −NβYr
U1
(9)
Under the assumption that (YβNr − NβYr)/U1 is signifi-
cantly less than Nβ , the former equation will be:
ωn2 =
√
Nβ (10)
The natural frequency in these cases are ωn1=0.5 Hz and
ωn2=0.49 Hz respectively.
3.2 Ostoslavsky Procedure
Ostoslavsky [3] has derived the characteristic equation by
a different method. Instead of calculating the forces, the non-
dimensional aerodynamic coefficients are used directly then
the coefficients of the lateral characteristic equation are ob-
tained. Using simple geometrical parameters, the aerody-
namic coefficients can be estimated simply. Results are listed
in Table 4.
Derivative Sideslip Roll Rate Yaw Rate
Angle (β) (p) (r)
Side Force −1.494 0 0
Coeff. (Cy)
Roll Moment −0.011 −1.038 −0.089
Coeff. (Cl)
Yaw Moment 0.036 0.073 0.032
Coeff. (Cn)
Table 4: Aerodynamic lateral derivatives based on Os-
toslavsky method.
Ostoslavsky introduced the characteristic equation of the
system as fourth order function in its eigen values as:
F = λ4 + a1λ
3 + a2λ
2 + a3λ+ a4 = 0 (11)
where the coefficients of these equations under the steady
state condition are:
a1 = −(0.5cLβ + c¯lp + ¯cnr) (12)
a2 = cLβ/2(c¯lp + ¯cnr) + (c¯lp ¯cnr
−c¯lr ¯cnp)− µ( ¯cnβ + αc¯lβ)
(13)
a3 = −µ(c¯lβ ¯cnp − ¯cnβ c¯lp) (14)
a4 = µcL(c¯lβ ¯cnr − ¯cnβ c¯lr + tan θ0)
(c¯lβ ¯cnp − ¯cnβ c¯lp)/2
(15)
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where
clp,lr,lβ =
clp,lr,lβmb
2
4Ixx
(16)
cnp,nr,nβ =
cnp,nr,nβmb
2
4Iyy
(17)
µ =
2m
ρSc
(18)
For simplification of the analysis, the following approximate
equation can be used:
ωn1 = − a3
c¯lp2piτ
(19)
where
τ =
2m
ρSU1
(20)
The results of the exact method show highly-damped
situation while the approximate method showed that
ωn1=0.556 Hz.
4 NUMERICAL APPROACH
In numerical methods as Vortex Lattice Method (VLM) –
as used in XFLR5 – the aircraft is divided into small panels.
For each panel a combination of source, sink, and vortex is
added in one quarter of the panel, and a control point is added
after three quarters of the panel to achieve the no-penetration
condition [8]. By solving N equations obtained from the
N panels, the vortex strength is determined for each panel
then the normal and tangential forces acting on the aircraft
are obtained then converting them into non-dimensional
coefficients. The next step is to import these values – which
depend on the angle of attack and velocity – into the state
space matrix and obtain the eigen values of the matrix which
are a combination of natural frequency and damping ratio
and they can be separated easily. XFLR5 is used because
it is open source and used widely for UAV design process
and also has the ability to obtain the natural frequencies and
damping ratios directly.
The UAV is plotted using the measurements from Tables 1
and 2 as illustrated in Figure 1. It is noted that fuselage in
this case has is not modelled.
Calculation done showed that ωn=0.57 Hz.
5 EXPERIMENTAL APPROACH
The experiment was conducted for the steady cruise flight
with some excitation for the dutch roll mode. To prevent
additional disturbances, the plane was controlled in manual
mode without autopilot stabilization. During the flight the air-
craft was balanced so as it moves straight with constant alti-
tude and constant velocity. Flight parameters were controlled
form the ground station of Ardupilot by means of telemetry
link. Flight data are obtained from the Inertial Measuring
Figure 1: Sonic 185 drawing in XFLR5.
Unit (IMU) of the ”ArduPilot Mega” autopilot which mea-
sure pitch, roll, and yaw angles of the aircraft and has sam-
pling frequency of 3.7 Hz.
The retrieved data are processed by Fast Fourier Transform
[9] once without filter and another time with filter using MAT-
LAB. While examining the signal without filter, it is taken
into account the signal first and last points have the same val-
ues to prevent aliasing.
Data are filtered by Hanning filter [10, 11] to prevent leak-
age in the transform [12]. Such filter is chosen for this case
because:
• overcome the noise and get the mean value of the fre-
quency,
• the exact amplitude of the frequency is not as important
as the value of the frequency itself,
• the investigated signal is random and have unknown
frequency,
• the vibrations are within narrow band.
For these four reasons, the most suitable filter is Hanning fil-
ter [12]. Sample of measured yaw angle is shown in Fig-
ure 2. Fast Fourier Transform is used in converting discrete
time samples from time to frequency domain. After process-
ing and filtering, the results show a freq of 0.61±0.06 Hz as
shown in Figures 3–5 that show samples of the obtained re-
sults at different periods of time.
6 FUSELAGE EFFECT
Fuselage is one of the main parts of the aircraft which
have direct influence on the behaviour of the aircraft towards
disturbances.
Effect of the fuselage contributes in two effects: inertial
forces and aerodynamic forces. Inertial forces are critical
and cannot be omitted because the fuselage is essential
source of weight and its inertia is essential. Aerodynamic
forces applied on the fuselage has an influence on the total
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Figure 2: Sample of yaw angle recorded during flight.
Figure 3: Sample 1 of dutch roll mode frequency.
forces and moments applied on the aircraft which determine
its behaviour towards any disturbances. Calculation of
aerodynamic and stability parameters for fuselage in the
theoretical methods is complex and needs many information
about the exact layout which is not available yet in the
preliminary design phase. On the other hand, many VLM
codes need much less information and an approximate layout
is enough to estimate the applied forces. This conflict is
the motivation to investigate the influence of the fuselage
aerodynamic effect in calculation of natural frequency for the
dutch roll mode. This mode is selected especially because it
is quite popular that modeling of the fuselage is important
is mandatory / important for lateral motion, and now this
lemma is being criticized.
To investigate the fuselage aerodynamic influence on the
dutch roll natural frequency, the frequency is examined by
comparing two UAV cases: without and with fuselage using
Figure 4: Sample 2 of dutch roll mode frequency.
Figure 5: Sample 3 of dutch roll mode frequency.
XFLR5. The second configuration, shown in Figure 6, is
calculated in the same way explained in Section 4.
Results show that ωn1= 0.582 Hz for the case with fuselage.
7 ANALYSIS AND DISCUSSION
It is noticed that the aerodynamic coefficients estimated
from the procedures of Roskam and Ostoslavsky are not
matched together, for example the parameter cyβ in Os-
toslavsky method is ten times higher than Roskam. Though,
there is good agreement in the natural frequencies. From here
it is concluded that each method must use its own aerody-
namic and stability coefficients.
The exact method of Ostoslavsky shows high damping ratio
while the approximate solutions give results in accordance
with the experimental one, which means that the assumptions
used are still valid for UAVs. On the other hand, approximate
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Figure 6: Sonic 185 including fuselage in XFLR5.
methods of Roskam don’t achieve the required accuracy, and
hence the assumptions he did are invalid for the case of small
UAVs.
Calculations and experiments of this research – beside [4,
6]) – show that the frequencies for the longitudinal and lateral
modes are different, so it is possible to separate the longitudi-
nal and lateral disturbed motions for the aircrafts of the type
investigated. Also the dutch roll mode can be sorted out from
the whole lateral motion.
By comparing the results of the exact method of Roskam, ap-
proximate method of Ostoslavsky and XFLR with the exper-
iment, it is notable that these methods give result in the same
order of the actual one as shown in Table 5 while the ap-
proximate methods of Roskam are not accurate enough. This
means that a set of methods valid for the large aircrafts can be
implemented to the smaller ones (for lower Re numbers and
small geometric scales).
Method Frequency (Hz)
Roskam – exact 0.59
Roskam – approx (1) 0.50
Roskam – approx (2) 0.49
Ostoslavsky – exact –
Ostoslavsky – approx 0.56
XFLR5 without fuselage 0.57
XFLR5 with fuselage 0.58
experiment 0.61 ± 0.06
Table 5: Results of dutch roll natural frequency using the dif-
ferent methods.
Formulas and experimental data show that the value of damp-
ing ratio is very close to the one corresponding to aperiodical
motion. In this case to define the mode realizing (periodic or
aperiodic) rather precise values of necessary parameters are
required. As we can’t grantee the absolute precision of pa-
rameters’ values used in the calculations this can explain the
fact that exact Otoslavsky formula predict overdamped (ape-
riodic motion) while approximate Ostoslavsky formula gives
periodic damped motion.
Considering the fuselage effect on the dutch roll frequency,
the difference between the cases with and without fuselage is
0.028 Hz, which is can be neglected compared to the uncer-
tainty of the experiment (0.06 Hz). This means that absence
of conventional fuselage will not affect the accuracy severely
and it can be neglected while studying the natural frequency
of the lateral mode.
8 CONCLUSION
This research validates the dutch roll natural frequency of
lateral motion calculated by the usual methods of estimation
for the manned aircraft found in the references of Roskam
and Ostoslavsky, and the numerical VLM program XFLR5
with experimental values of real flight. It is found that ex-
act and approximate methods of Ostoslavsky, exact method
of Roskam, and XFLR5 estimate the frequency within range
of the experimental results while the approximate methods of
Roskam underestimates the frequency and hence the assump-
tions used are not valid in case of small UAVs. Results from
analytical methods are valid only for the aerodynamic coeffi-
cients defined in the same procedure.
The methods for the large aircraft dynamics of the disturbed
motion can be implemented to the smaller aircrafts and lower
Re numbers while the assumptions must considered carefully
taking into consideration that some stability coefficients can-
not be neglected as in the case of large aircraft.
The role of fuselage in natural frequency estimation is exam-
ined and it is found that absence of conventional fuselage will
not affect the accuracy severely and it can be neglected.
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ABSTRACT
This paper outlines current research conducted
on tilt-body micro air vehicles at ISAE, and
how we exploit recent advances to provide a
tail-sitting flying-wing entry for the IMAV’17
outdoor challenge capable of performing auto-
matic vertical take-off, landing, and trajectory-
tracking.
1 INTRODUCTION
1.1 A quick contextualization
Since their debut in the 50s, tail-sitting vehicles would
only be flown by the most experienced pilots. Recent ad-
vances on microelectromechanical (MEMs) inertial sensors
and embedded computing, on the other hand, support stability
augmentation systems (SAS) in mitigating unstable dynamic
modes and allowing for inexperienced (or even autonomous)
flight. A large and growing body of literature [1, 2] has in-
vestigated underlying modeling, control and planning issues
specific to this architecture. Modeling, for instance, has re-
cently called the attention of aerodynamicists due to unfami-
liar high incidence propeller operation [3]. Further striking
features are its nonlinearity, underactuation and difficult-to-
model post-stall aerodynamics, which pose a beautiful chal-
lenge for the practicing control and robotics communities [4].
From a practical perspective, far too little attention has
been paid to a fundamental question: how should the pilot
control such a multifaceted architecture? While it seems ap-
propriate to fly it as a quadrotor when in hover and as a fixed-
wing when in cruise, it is unclear how to command it during
transition. While platforms that provide an automatic transi-
tion phase do not face such dilemma, our control architecture
allows for steady-flight in each forward velocity from rest to
full forward speed and such question is pertinent. We explore
this issue in this paper, and provide an entry to the IMAV’17
competition by applying an adequate control law to our pi-
loting philosophy. We additionally show that guidance law
design is independent of vehicle dynamics in our proposed
architecture.
1.2 IMAV outdoor challenge specs
The MAVion will take up the outdoor flight performance
challenge. It comprises taking-off automatically, flying as
∗Corresponding e-mail address: l.lustosa@isae.fr
many laps as possible around 2 poles during a single flight,
and landing automatically (see Fig. 1).
Figure 1: Competition lay-out at the Francazal airport run-
way.
2 THE MAVION PROJECT IN A NUTSHELL
2.1 A brief history
ISAE started its tilt-body research with a tail-sitter called
Vertigo that was developed and flown in 2006. Miniaturiza-
tion of the Vertigo was conducted at University of Arizona to
provide the Mini-Vertigo, a 30cm span coaxial-rotor MAV ca-
pable of transition flight. However, the coaxial rotor driving
mechanism represented an additional weight and precluded
further miniaturization. Moreover, the Mini-Vertigo suffe-
red from fairly high induced drag in cruise flight due to its
low aspect ratio. In view of improving aerodynamic perfor-
mance in forward flight and simplifying the rotor mechanism,
a new tilt-body configuration based on bimotor flying-wings
was proposed. The MAVion was initially designed to be a
reasonably efficient airplane capable of flying outdoors and
requiring a minimum number of moving parts (e.g., no til-
ting wings, no tilting motors). The main design guidelines
were simplicity and transition flight robustness. Currently,
our prototypes fly by means of either nonlinear inversion or
scheduled-LQR control laws. In parallel, a Roll and Fly [5]
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version with wheels was designed to pursue indoors explora-
tion.
2.2 Airframe
Fig. 2 illustrates the proposed airframe. In short, the MA-
Vion is a flying-wing capable of tail-sitting. Moreover, it is
capable of sustaining trimmed flight from rest up to 25m/s [6].
Equivalently, it sustains hover flight in face of external wind
up to 25m/s (see Fig. 3). The MAVion has a 42cm wing-
span and 2:1 aspect ratio. It weights (airframe, avionics and
batteries) 435g and it is expected to endure a 10-30min flight
– depending on mission hovering/cruise ratio requirements –
based on wind tunnel measurements [7].
bˆ1
bˆ3
bˆ2
ω2
ω1
δ2
δ1
Figure 2: Perspective view, body-axis definition and actua-
tion inputs for the MAVion tail-sitting vehicle. (Adapted from
[7].)
Vw = 0
α
Vw 6= 0
Figure 3: Transition maneuvers and hovering over ground
target under non-windy (left) and windy (right) conditions.
(Adapted from [8].)
2.3 Avionics
The competition version of the MAVion airframe is equip-
ped with the Paparazzi Apogee autopilot board. It contains
low-cost 3-axis accelerometers, rate-gyros and magnetome-
ter for navigation purposes, and a MicroSD card slot for log-
ging flight data. The autopilot communicates with an external
GNSS receiver, a pitot tube and two radio links (data-link and
fail-safe RC control). Digital servos govern elevons while DC
motors control propellers motion.
Although not yet natively compatible with convertible ar-
chitectures at the time of writing this paper, the Paparazzi fra-
mework [9] is modular, provides various handy mathematical
C libraries, and encourages third-party modifications, such as
the guidance, navigation and control techniques proposed he-
rein.
2.4 Mathematical model
We assume MAVion dynamics as described by the state
space nonlinear equations set forth in [7] and represented he-
reafter by γ(·) as follows
x˙ = γ(x,u,w) (1)
where x ∈ R10, u ∈ R4, w ∈ R3 are, respectively, MAVion
state, control inputs and wind disturbances, given by
x =
(
vl ωb q
)T
(2)
and
u =
(
ω1 ω2 δ1 δ2
)T
(3)
where vl, ωb ∈ R3, q ∈ R4, denote, respectively, linear velo-
city described in local NED frame, angular velocity in body
frame, and vehicle attitude in quaternion formulation. The
control input u components and its associated sign conventi-
ons are depicted in Fig. 2.
The structure of γ(·) is fairly complex and, consequently,
we point the interested reader to [7] for detailed equations
and assumptions. Nevertheless, we remark that γ(·) provides
an analytic continuous singularity-free model over a full 360o
angle-of-attack and sideslip flight envelope. Additionally, the
model incorporates fundamental nonlinear aerodynamics –
e.g., post-stall and prop-wash effects – in view of hybrid and
high maneuverable vehicles. Incidentally, the tilt-body nature
of the vehicle calls for a global numerically stable formula-
tion of attitude and upholds quaternion employment. Another
important practical feature of γ(·) is its polynomial-like alge-
braic structure that allows for efficient online trajectory ge-
neration by means of semidefinite programming and sum-of-
squares (SOS) optimization. The IMAV outdoor challenge,
however, proposes a known a priori trajectory and, there-
fore, we benefit from a simpler guidance solution detailed in
Section 5.
In summary, for this challenge, whereas γ(·) is not used
for trajectory generation, it supports simulation and control
design (see Section 4). Our MATLAB-based simulator is
composed of an outdoor mode which simply integrates (1)
numerically, and an indoor mode that relies on the Unreal
Engine (UE) physics collision engine. Fig. 5 illustrates the
overall architecture: MATLAB computes resultant forces and
moments based on γ and sends it to UE for kinematics com-
putation in view of a UE-based map (with obstacles). If exis-
tent, collisions are handled and an updated state is then sent
back to MATLAB for computing new forces. Additionally,
UE provides a beautiful 3D viewer (see Fig. 4) and straight-
forward map/obstacles editing tools.
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Figure 4: MAVion Unreal Engine-based simulator.
3 NAVIGATION SYSTEM
In light of the challenge requirements and availa-
ble on-board avionics, we opted for deploying the sub-
set of navigation sensors described in Table 1. We em-
ploy dead-reckoning inertial navigation assuming stationary
and flat Earth on account of low-grade inertial sensors.
A magnetometer/accelerometer-based complementary filter
(CF) bounds the resulting divergent attitude errors. On top of
the aforementioned system, a loosely-coupled extended Kal-
man filter (EKF) corrects for position and velocity errors by
means of GNSS receiver measurements. Such architecture
(see Fig. 6) benefits from a previous [10] compelling filter
formulation that accounts for complementary filter dynamics
in the EKF state transition matrix. This section briefly details
the overall architecture for the sake of completeness. For a
detailed study, we invite the reader to read [10].
Function Device Noise (typ) Bias (typ)
Rate-gyro MPU-9150 0.005 (o/s/
√
Hz) 20 (o/s)
Accelerom. MPU-9150 400 (µg/
√
Hz) 150 (mg)
Magnetom. MPU-9150 N/A N/A
GNSS pos. NEO-6M σ = 2.5 (m) 0 (m)
GNSS vel. NEO-6M σ = 0.1 (m/s) 0 (m/s)
Table 1: Avionics subset for loosely-coupled GNSS and mag-
netometer aided strapdown inertial navigation. Inertial sen-
sors specifications are readily determined from manufacturer
datasheet. On the other hand, our GNSS receiver manufactu-
rer datasheet lacks noise and bias statistics (understandably,
since GNSS receiver loosely-coupled position and velocity
errors are hardly Gaussian). Therefore, the available infor-
mation was loosely recast to somewhat equivalent Gaussian
noise and bias quantities (in view of suboptimal Kalman fil-
tering implementation).
We model and simulate rate-gyro measurements ω ∈ R3
Guidance
Control
γ(·)
Navigation
Sensors
∫
Collision Handler
Map and obstacles definition
MATLAB
UNREAL ENGINE
UDP SOCKETx˙ x
u
w
Figure 5: MAVion simulator architecture.
according to
ω(t) = ωbb(t) + εb + ν
g
b (t) (4)
whereωbb , εb ∈ R3, and νgb ∼ N(0,Σg) denote, respectively,
nominal angular velocity, rate-gyro drift and rate-gyro white
Gaussian noise (all described in body frame). Likewise, acce-
lerometer and magnetometer measurements, namely f(t) and
b(t) are modeled as
f(t) = abb(t)− gb(t) +∇b + νab (t) (5)
and
b(t) = Bb(t) + ∆b + ν
m
b (t) (6)
where abb, gb, ∇b ∈ R3, and νab ∼ N(0,Σa) denote, re-
spectively, linear acceleration, local gravity field, accelero-
meter bias and noise. Additionally, Bb, ∆b ∈ R3, and
νmb ∼ N(0,Σm), denote local magnetic field, magnetometer
bias and noise.
Rate-gyro measurements are filtered to bound attitude er-
rors by means of the complementary filter, in such a way that
the computed dead-reckoning angular velocity is given by
ωcc = ω − kaf ×Dlcgl + kmb×DlcBl (7)
where ka, km ∈ R+, and Dlc ∈ SO(3), are the complemen-
tary filter gains and NED-to-body CF-computed direction co-
sine matrix. Subsequently,ωcc andD
c
l f+gl are integrated (in
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the rigid-body motion sense) to yield CF-computed estimates
of quaternion attitude, NED-position and velocity, namely,
qlc, p
c
l and v
c
l (see Fig. 6).
Complementary
Filter
ω(t)
f(t)
b(t)
qlc(t)
pcl (t)
vcl (t)
Extended
Kalman
Filter
Inertial
Sensors
and
Magnet.
δp(t), δv(t), ψ(t) (correction)
GNSS receiver
λg(t), vgl (t)
∇(t), ε(t), ∆(t) (calibration)
Figure 6: CF-EKF filter architecture. (Adapted from [10].)
Notice that CF outputs estimates with errors due to sensor
imperfections. Previous work [10] modeled how CF errors
evolve with time in function of sensor imperfections. That is,
given unknown CF errors and sensor biases, namely,
xEKF =
(
δpl δvl ψ ∇b εb ∆b
)T
(8)
and process noise as
wEKF =
(
νab ν
g
b ν
m
b a
b
b
)T
(9)
[10] computes g(·) such that
x˙EKF = g(xEKF ,wEKF ) (10)
The jacobians of g(·) yield the state transition matrix Fk
and process noise transport matrixBk that are employed in an
EKF for CF error estimation. Navigation errors δpl, δvl, ψ
are periodically used for correcting the CF while∇b, and εb
and ∆b are periodically used for sensors in-flight calibration
(see Fig. 6).
4 CONTROL SYSTEM
Our approach is to regulate the MAVion to a priori com-
puted equilibrium points and limit cycles of γ(·) by means of
stabilization of unstable transverse dynamics [11] employing
scheduled-LQR control. Although often overlooked, we re-
mark that any quaternion-based model linearization yields
uncontrollable Jacobians [12] that preclude LQR direct em-
ployment. We overcome this shortcoming by employing the
strategies set forth in [12] (a commonplace strategy, for in-
stance, is to neglect one out of the four quaternion compo-
nents in LQR design). Furthermore, quaternion double cover
of SO(3) does not pose a problem since we are applying lo-
cal controllers and reference-to-estimated quaternions unwin-
ding is effortlessly detected by dot product sign inspection.
4.1 Longitudinal equilibrium points
For longitudinal flight, previous work [6] experimentally
shows that trimmed flight condition establishes an one-to-one
correspondence between pitch angles θ and free-stream velo-
cities v. This motivated us to pursue a velocity controlled ar-
chitecture, where the pilot (or high level guidance loop) does
not command angles or angle rates but, instead, desired velo-
cities in an almost-body frame (i.e., forward horizontal, la-
teral horizontal and vertical velocities). Therefore, a given
desired velocity v0 is sufficient to unambiguously define the
remaining of the desired equilibrium point x0 (e.g., attitude)
in longitudinal flight by means of the (unique) solution of
γ ((v0,0, q),u,0) = 0 (11)
The Jacobian of γ evaluated at x0 and u0 yields an un-
controllable linear system (A,B). After it is rendered con-
trollable by means of the techniques in [12], we design a LQR
controller ∆u = −K∆x to minimize
J(Q,R) =
∫ ∞
0
(
∆xTQ∆x+ ∆uTR∆u
)
dt (12)
given an appropriate choice of Q and R. These are tuned
by trial-and-error runs in our simulator to account for actua-
tor bandwidth, state estimation imperfections and embedded
computer sampling times (all comprised in simulation). Once
appropriate Q and R are found for hover operation, they are
replicated for all other equilibrium points.
4.2 Lateral limit cycles
In contrast to longitudinal flight, lateral dynamics lacks
equilibrium points in view of our choice for x. One way to
see this is observing that any constant ωb 6= 0 changes q
periodically. Therefore, instead of searching for equilibrium
points, we search for states x such that the lateral force con-
stitutes a coordinated curve centripetal force while maintai-
ning constant altitude, that is,
γ ((vb,ωb, q),u,0) =

ωb × vb
0
1
2
[
0 −ωTb
ωb −[ωb×]
]
q
 (13)
In this way, our search for limit cycles reduces to a nonli-
near root solving problem. Once limit cycles are found for a
myriad of (v,ω), LQR control can be designed by means of
previous (Q,R) and transverse dynamics technology in [11].
Notice that we assume a bijection between equilibrium
(v,ω) and the other remaining variables1. This is a result
which has not yet been established, but it is intuitively reaso-
nable. Further study is required to establish its validity.
1Bijection in the sense of classes of equivalence: that is, the set of states
x belonging to a same limit cycle composes a class of equivalence, and this
class is in an one-to-one correspondence to (v,ω) reference commands.
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4.3 RC piloting interface
Notice that control references (equilibrium points or limit
cycles) are given in terms of desired velocities (v,ω). This
means that a human pilot controls the MAVion thinking on
where it needs to go instead of which orientation it needs to
be. This abstracts the internal workings of the MAVion and
relieves piloting efforts. Fig. 7 illustrates our proposition of
RC controller input assignment for commonplace RC radio
standards.
Vx
ψ˙
Vz
Vy
Vx
ψ˙
Vz
Vy
Mode 1 Mode 2
Figure 7: Input assignments of standard RC radio modes.
Notice that ψ, Vx, Vz and Vy denote, respectively, desired
heading with respect to geographic North, forward velocity,
vertical velocity and lateral velocity.
5 GUIDANCE SYSTEM
We employ the commonplace guidance strategy described
in [13], which is fully compatible with our aforementioned
velocity-based controller architecture. This strategy is readily
implemented in most open-source fixed-wing autopilots (e.g.,
Pixhawk, Paparazzi) and can be easily adapted for our
purposes in view of our choice of control system reference
parametrization – namely, forward and turn velocities (v, ω).
6 SIMULATION RESULTS
Flight simulations were conducted employing the afore-
mentioned guidance, navigation and control strategies. The
MAVion model is assumed known but we add wind distur-
bances up to 5m/s to account for robustness in control design.
Additionally, navigation system routines are computed assu-
ming corrupted sensor measurements according to Table 1.
Figure 8 illustrates the obtained results. Those were obtained
after a few controller tuning iterations. While it took conside-
rable effort to find adequate LQR tuning weights, a promising
result – in terms of performance and robustness – was found.
7 CONCLUSION
Previous research conducted on tilt-body vehicles at
ISAE lays the groundwork for our IMAV competition entry.
This paper provides general information on our architecture
and shows promising results in simulation.
0 100 200 300
0
10
20
30
40
North (m)
E
as
t(
m
)
MAVion trajectory
Figure 8: Simulation results: MAV trajectory.
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Simulation and Control of a Tandem Tiltwing RPAS
Without Experimental Data
Y. Beyer∗, T. Kru¨ger, A. Kru¨ger, M. Steen, P. Hecker
Institute of Flight Guidance, TU Braunschweig, Hermann-Blenk-Str. 27, 38108 Brunswick, Germany
ABSTRACT
The tandem tiltwing is one of many aircraft con-
figurations providing vertical takeoff and land-
ing (VTOL). This configuration is expected to be
especially suitable for missions requiring VTOL
capability combined with high range and space
for payload. In this article, an overview of the
simulation process of a tandem tiltwing remotely
piloted aircraft system (RPAS) without experi-
mental data and its control is given. Contrary
to custom, the flight dynamic model, especially
the whole aerodynamics model, consists of the-
oretical equations and interpolations depending
on estimated parameters. Compared to complex
wind tunnel tests, this approach is less expen-
sive. In order to stabilize the unstable flight
characteristics of the tandem tiltwing, a linear-
quadratic regulator (LQR) is designed. As the
change of operating point of this VTOL aircraft
is significant, the LQR has to be gain scheduled.
For that, multiple trim points during the transi-
tion are ascertained making a controlled transi-
tion possible. However, due to the lack of test
data, the probability of failure caused by an in-
accurate flight controller relying on the flight dy-
namic model is increased. Hence, a robustness
analysis of the closed-loop system is conducted,
where the probability of stability of the closed-
loop real RPAS is estimated by a Monte Carlo
method. For this purpose, all uncertain model
parameters are changed based on the normal dis-
tribution by defining their standard deviation.
List of Symbols
α angle of attack
β sideslip angle
ϑ1 front wing’s tilt angle
ϑ2 aft wing’s tilt angle
ωi angular velocity of motor i
Φ, Θ, Ψ Euler angles
b span
CD drag coefficient
Cl rolling moment coefficient
∗Email address: y.beyer@tu-bs.de
Figure 1: CAD model of the tandem tiltwing
CL lift coefficient
Cm pitching moment coefficient
Cn yawing moment coefficient
D drag
e error vector
L lift
p roll rate
P power
q pitch rate
Q lateral force
r yaw rate
r reference command vector
T thrust
u velocity in x direction
u input vector
v velocity in y direction
w velocity in z direction
x state vector
List of Indices
ηi elevon i
ϑi tilt angle i
ωi motor i
b, ti, c, g, w coordinate systems
Meaning of Exponents
cm/W cm relative to the wind (W); example
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1 INTRODUCTION
The tandem tiltwing RPAS [1], which is shown in fig-
ure 1, is a VTOL aircraft that is controlled like a quadcopter
during hover and like a tandem wing during cruise. In sim-
ilar projects, this configuration is also called quad tiltwing
[2, 3, 4] and [5, 6]. It displays some advantages compared
to other VTOL airplanes. The span is decreased maintaining
the same aspect ratio and consequently the same aerodynamic
efficiency resulting in a more compact aircraft. Moreover,
the possibility of a relatively large displacement of the center
of mass is likewise convenient. Four motors are directly at-
tached to the wings providing a quadcopter configuration in
hover mode. Additionally, there are a few advantages com-
pared to a tiltrotor configuration, such as the propeller stream
is not blocked by the wings and that only two (larger) tilt
mechanisms are needed instead of four. Also, a simple trim-
ming possibility is provided by the tiltwings. However, the
realization of a tandem tiltwing is relatively complicated due
to the two tilt mechanisms carrying the moment of both wings
and motors as well as the detached flow on the upper side of
the wings during the transition.
Static longitudinal stability of a tandem wing is accom-
plished by a higher loading of the front wing. However, as a
higher loading of the front wing usually decreases efficiency,
the loading of both wings should be similar causing static lon-
gitudinal instability. Since the motors are used for quadcopter
control, they can similarly be used for yaw control during
cruise. That makes a rudder as well as vertical stabilizer un-
necessary so that they are consequently omitted in order to
make the aircraft more lightweight. Thus, the tandem tiltwing
displays lateral-directional instability.
The tandem tiltwing can be controlled by the four mo-
tors, both tilt angles as well as two elevons. Elevons act as
both elevators and ailerons. They are located at the front
wing because of higher sensitivity. As the control of the un-
stable and unsteady flight dynamics of the presented VTOL
are very challenging, a high accuracy of the flight dynamics
model is crucial in order to properly design an attitude con-
troller. However, no wind tunnel test data is available. In-
stead, the aerodynamics are calculated by formulas and inter-
polations covering the complete domain of the angle of attack
and the sideslip angle as well as effects depending on the an-
gular rates of the aircraft and wing interaction considering a
delayed downwash of the front wing.
Some technical data of the presented tandem tiltwing
RPAS is listed in tabular 1.
2 FLIGHT DYNAMIC MODEL
In this section the analytical flight dynamic model of the
tandem tiltwing is described. Figure 13 shows an outline of
the tandem tiltwing and the needed coordinate systems.
category value/product
mass 5 kg
design airspeed 20 m s−1
measures 1.4 m× 1.4 m× 0.3 m
propellers 4× AeroNau 10x5
motors 4× AXI 2826/10 (V2)
ESCs 4× ZTW Spider Series 50A OPTO 2˜6
batteries 2× Turinigy 5000 mA h 5S 25C LiPo
Table 1: Technical data of the tandem tiltwing RPAS.
xg(Φ = 0, Ψ = 0)
xc
zc
xt1,2
zt1,2
zg(Φ = 0)
xw (β = 0)
xb
zb
zw(β = 0)
xt3,4
zt3,4
g(Φ = 0)
cm
Figure 2: Two-dimensional illustration of the used coordinate
systems to simulate the tandem tiltwing. In the general case,
xw, zw, xg , zg and g are three-dimensional in this side view.
2.1 Motor and Actuator Dynamics
The motor dynamics are based on a first order delay [7]
using the motor torque constant, the inertia as well as the in-
ternal resistance as parameters. The tilt servos and elevon ser-
vos are modeled as second order delays estimating a damping
ratio and frequency.
2.2 Propeller Aerodynamics and Dynamics
The propeller thrust and power are calculated with aid of
a map provided by [8]. The map depends on the angular ve-
locity as well as the vertical airspeed as it is shown in figure 3
and 4. The following moments and forces are considered [9]:
• thrust vector,
• moment vector due to lever arms,
Figure 3: Propeller thrust. Figure 4: Propeller power.
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Figure 5: Lift coefficient as a function of the modified an-
gle of attack seen by the tiltwing obtained by interpolation of
characteristic points.
• moment vector due to drag,
• moment vector due to inertia when accelerated,
• moment vector due to the propeller gyro effect.
2.3 Fuselage and Wing Aerodynamics
Lift and drag coefficient interpolation. Since the range
of the appearing angle of attack is large (it ranges at least
from 0◦ to 90◦), the modeling of nonlinear effects is required.
The most important aerodynamic coefficients, the lift coeffi-
cient CL and the drag coefficient CD, must inevitably be de-
fined with respect to the complete range of the angle of attack
which is quite uncertain without experimental data. More-
over, at low speed and high wind velocities, the sideslip angle
can become large, too. Consequently, the lift coefficient (fig-
ure 5) and the drag coefficient (figure 6) must be a nonlinear
function with respect to the whole range of the sideslip angle.
According to the definition, the angle of attack is defined in
the range of −180◦ ≤ α ≤ 180◦ while the sideslip angle is
defined in the range of −90◦ ≤ β ≤ 90◦. However, working
with high angles of attack and sideslip angles a reversed def-
inition of the ranges is desirable. That is why, in this work,
a modified angle of attack αM and a modified sideslip an-
gle βM are defined changing the order of rotation (appendix
20). For small aerodynamic angles, the difference between
the original aerodynamic angles and the modified angles is
negligible.
The functions of the lift coefficient as well as the drag co-
efficient are created by cubic spline interpolation stepwise in
between of two points whose slope is known. The points are
selected as characteristic points based on experimental data
of similar projects [5, 10] as well as literature [11]. Because
of the uncertainty of the points in the nonlinear area, all points
are defined as parameters which will be changed randomly in
the robustness analysis.
Local aerodynamics. There are multiple additional crucial
aerodynamic coefficients such as the moment coefficients.
Figure 6: Drag coefficient as a function of the modified an-
gle of attack seen by the tiltwing obtained by interpolation of
characteristic points.
Usually, these coefficients are determined by wind tunnel ex-
periments or linear mathematical approaches are used. The
linear approaches work with constant aerodynamic deriva-
tives, which are the dimensionless partial derivatives of aero-
dynamic coefficients with respect to one state, output element
or input element. However, for a tiltwing, a linear approach
does not seem suitable. That is why a different approach is
used.
Except for the lift coefficient, the drag coefficient and the
fuselage aerodynamic coefficients, no other aerodynamic co-
efficients are defined directly. As there are convenient formu-
las to calculate the fuselage moments, this is done separately.
The aerodynamic moments produced by the wings are calcu-
lated by the aerodynamic forces acting on movable centers of
pressure, thus, acting on lever arms. That means, the aircraft
is divided into five parts (left front wing, right front wing,
right aft wing, left aft wing and fuselage) whose aerodynam-
ics are calculated independently. Then, the force and moment
vector in the cm of the aircraft is calculated by multiplying the
local force vectors with the current lever arms to the centers
of pressure and summarizing the result including the aerody-
namics of the fuselage.
Wing interaction. Until this point all aerodynamic compo-
nents of the tandem tiltwing were treated independently. In-
deed, there is an interaction between the aerodynamic com-
ponents as well as the propellers. The modeled interaction
is restricted to a lift coefficient dependent and delayed down-
wash of the front wing decreasing the angle of attack of the
aft wing according to [11].
2.4 Summary of Assumptions
The complexity of the reality can barely be modeled. The
following assumptions of the model may cause substantial de-
viations of the model and the reality:
• the structure of the aircraft is rigid,
• no interaction between the propellers, the wings and
the fuselage except of a simple downwash model,
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• no noncontinuous phenomenons e.g. for the lift coeffi-
cient or the actuators,
• no dependency of the aerodynamics on the Reynolds
number and Mach number,
• the thrust does not depend on the lateral velocity seen
from the propeller.
3 STABILITY AND CONTROL
In this section, the stability of the tandem tiltwing is ana-
lyzed by means of the indirectly defined aerodynamic deriva-
tives as well as root loci. For these linear methods, the model
has to be linearized in the first place. Based on the obtained
linear models, a gain scheduled LQR is designed.
3.1 Operating Points and Linearization
As the desired control strategy requires a linear model,
the flight dynamic model has to be linearized in multiple op-
erating points. At first, these operating points have to be
found starting with steady-state operating points. Therefore,
all steady states are defined and if known, the value also is
defined. This is done by changing the front tilt angle in the
following steps:
ϑ1(
◦) = ( 90 80 70 60 50 40 30 20
14 10 7 3 ) .
(1)
The outcome is the input vector as well as the airspeed. In the
next step, for all obtained airspeeds an additional trimming
for a forward acceleration of ducm/Wb /dt = 3 m s
−2 as well
as a deceleration of ducm/Wb /dt = −3 m s−2 is conducted.
While the forward acceleration is easy to trim, the demanded
deceleration can not be achieved in horizontal flight. That is
why a vertical speed is allowed for the deceleration in order
to convert kinetic energy to potential energy. The outcome of
the unsteady trimming is the input vector.
3.2 Open-Loop Stability
The static stability calculations can be split into longitu-
dinal static stability and lateral-directional static stability.
Longitudinal static stability. A negative slope of the pitch-
ing moment coefficient with respect to the angle of attack is
the most important condition for longitudinal static stability.
The corresponding illustration is shown in figure 7 varying
the relative center of mass (cm) position 0 ≤ h ≤ 1 which
is zero at the neutral point of the front wing and one at the
neutral point of the aft wing. According to the figure, the lon-
gitudinal motion of the tandem tiltwing becomes unstable if
h ≥ 0.46. However, because of efficiency purposes h = 0.5,
which causes static instability, is desired. In figure 8, the pitch
damping is illustrated. Small angles of attack lead to a large
pitch damping, while the positive slope of the curve corre-
sponding to ϑ1 = 14◦ causes unstable pitch damping.
Lateral-directional static stability. The conditions of
lateral-directional static stability mainly are a negative slope
Figure 7: Longitudinal static stability analysis regarding the
slope of the pitching moment coefficient Cm with respect
to the angle of attack α for different center of gravity x-
positions.
Figure 8: Longitudinal static stability analysis regarding the
slope of the pitching moment coefficient Cm with respect to
the dimensionless pitch rate Ωy = q · c¯/V A for different tilt
angles ϑ1 in trimmed steady horizontal flight.
of the rolling moment coefficient (figure 9) and a positive
slope of the yawing moment coefficient (figure 10) with re-
spect to the sideslip angle. However, the yawing moment is
unstable because the unstable moment produced by the fuse-
lage is not overcompensated by a vertical stabilizer. The
other stability derivatives depending on the rates were inves-
tigated equally.
Dynamic stability. While static stability describes the ten-
dency of a system to return to the trimmed state after being
perturbed, dynamic stability contains the behavior of the sys-
tem over time. For the dynamic stability analysis, two root
loci are used. In figure 11 the dependency of the poles to the
relative cm position h is illustrated. Similarly to the longitudi-
nal static stability analysis, according to the poles, the longi-
tudinal motion becomes asymptotically unstable if h ≥ 0.46
while the lateral-directional motion is unstable permanently.
Moreover, figure 12 shows the poles of the tandem tiltwing
during all steady-state operating points. The dutch roll mo-
tion (lateral-directional motion) is unstable once a moderate
airspeed is exceeded because of the lack of a vertical stabi-
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Figure 9: Lateral-directional static stability analysis regard-
ing the slope of the rolling moment coefficientCl with respect
to the sideslip angle β for different angles of attack α.
Figure 10: Lateral-directional static stability analysis regard-
ing the slope of the yawing moment coefficient Cn with re-
spect to the sideslip angle β for different angles of attack.
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Lateral-directional modes
Figure 11: Stability analysis of the design point by means of a
root locus varying the relative center of mass position h from
0.40 < h < 0.52, crosses in equivalent intervals.
lizer. Regarding the longitudinal motion, the short period
mode is asymptotically unstable all the time. Both longitu-
dinal and lateral-directional motion are the most unstable for
a tilt angle of ϑ1 = 14◦.
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Figure 12: Stability analysis by means of a pole plot varying
the steady-state operating point.
# longitudinal motion,
2 lateral motion,
smallest markers: hover mode,
largest markers: cruise.
3.3 Control structure
The control structure, which is illustrated in figure 13,
contains a gain scheduled (GS) trim command acting as feed-
forward as well as a GS linear quadratic regulator (LQR).
Dynamic
Trim
GS LQR
u
(x10, ..., x26)
(x1, ..., x9)
Sensors
−
xˆ
r e
d
dtu
A
b,C
uAb,C
Command
Reference
Command
Model
Flight
Generation
utrim
uLQR
Figure 13: Diagram of the gain scheduled (GS) flight control
structure.
The trim command depends on the desired airspeed as
well as the desired acceleration, where the commanded ac-
celeration is always limited to −3 m s−2 ≤ ducm/Wb /dt ≤
3 m s−2. The trim commanded tilt angles as well as the mo-
tor commands, which are normalized to 0 ≤ uωi ≤ 1, are
shown in figure 14 and 15. The trim command for the elevon
deflection is always the neutral deflection.
3.4 LQR Design
According to [12] the weighting matrices Q and R for
the LQR design can be chosen by determining the maximum
allowed states respectively control inputs. Since the LQR is
gain scheduled, the weighting matrices must be chosen sev-
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Figure 14: Tilt angle trimming (feed-forward) of the front
wing (—–) and the aft wing (- - -) depending on the airspeed
as well as on the forward acceleration.
Figure 15: Motors command trimming (feed-forward) of the
front motors (—–) and the aft motors (- - -) depending on the
airspeed as well as on the forward acceleration.
eral times (depending on the tilt angle of the front wing):
Q(ϑ1) =diag
(
1
p2max
,
1
q2max
,
1
r2max
,
1
Φ2max
,
1
Θ2max
,
1
Ψ2max
,
1
u
cm/W
b,max
2 ,
1
v
cm/e
b,max
2 ,
1
w
cm/e
b,max
2
 , (2)
R(ϑ1) =diag
(
1
u2η1
,
1
u2η2
,
1
u2ϑ1
,
1
u2ϑ2
,
1
u2ω1
,
1
u2ω2
,
1
u2ω3
,
1
u2ω4
)
.
(3)
The weighting matrices are defined for four trimpoints: ϑ1 =
90◦, ϑ1 = 80◦, ϑ1 = 10◦, ϑ1 = 7◦ ∧ ϑ1 = 3◦. Then, they
are linearly interpolated in between of these points, where the
weighting matrices for both cruising operating points are the
same.
3.5 Closed-Loop Stability
An LQR always stabilizes the ideal linear system. Figure
16 illustrates the poles of the open-loop and the closed-loop
system in its design point. It shows that the modes of the
closed-loop model are well damped. However, the frequency
of oscillation is increased which could increase the risk of
causing structural oscillations.
-30 -25 -20 -15 -10 -5 0
-10
-5
0
5
10
open-loop
closed-loop
lateral-directional modes
longitudianl modes
Figure 16: Pole plot of the steady-state trim point correspond-
ing to the tilt angle ϑ1 = 7◦.
3.6 Monte Carlo Robustness Analysis
The flight dynamic model contains about 100 parameters.
As these parameters are more or less uncertain, the robustness
of the system is investigated by varying the parameters main-
taining the same controller gains. Therefore, these parameters
are normally distributed by defining the expected value and
the standard deviation. Then, all parameters are combined
several times in order to determine the random closed-loop
system dynamics. The desired outcome is the probability of
failure of the real system. The necessary number of parame-
ter combinations strongly depends on the actual probability of
failure as well as the desired confidence interval [13, 14, 15].
The system stability is investigated by means of a pole
distribution treating the system as a linear time-invariant sys-
tem [15]. Since the tandem tiltwing model is significantly
nonlinear and time-variant, the system stability is addition-
ally investigated with aid of a dynamic maneuver covering a
whole transition both forward and backwards.
Figure 17 shows the poles of 800 parameter combinations
of the most unstable open-loop operating point of the tan-
dem tiltwing and figure 18 shows the same plot for the de-
sign point. While the poles of the design point remain always
stable, the most unstable open-loop operating point stays un-
stable in several cases. This can be explained by the high
non-linearity in this area. In this operating point, the onset
and ending of the wing’s stall occurs (figure 9).
According to the linear-time invariant analysis, for most
parameter sets, there is at least one operating point which is
unstable. Mostly entirely, the unstable operating points occur
at the end of the forward transition respectively at the begin-
ning of the backwards transition because of the uncertainty of
the ending and onset of the stall.
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Figure 17: Linear time-invariant robustness analysis by
means of a pole map of 800 parameter combinations regard-
ing the decelerated operating point corresponding to the tilt
angle of ϑ1 = 14◦.
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Figure 18: Linear time-invariant robustness analysis by
means of a pole map of 800 parameter combinations regard-
ing the steady-state operating point corresponding to the tilt
angle of ϑ1 = 7◦.
However, the dynamic maneuver robustness analysis
shows that these unstable operating points are very brief.
Thus, in most cases they do not lead to a failure of the system.
According to the dynamic maneuver, the probability of fail-
ure can be expected to be less than 15 % within a confidence
interval of 95 %. All simulated failures occurred at the end of
the forward transition.
4 FLIGHT TEST
In order to validate the approach of this work, a proto-
type of the tandem tiltwing, called Changyucopter, was con-
structed (figure 19).
The designed controller was implemented on a Pixhawk
flight controller [16]. This flight controller contains sensors
like accelerometers, gyroscopes, compasses, an airspeed sen-
sor and a GPS receiver. The open source firmware for the Pix-
Figure 19: The first prototype of the Changyucopter tandem
tiltwing.
hawk flight controller (PX4 or ArduPilot) runs an extended
Kalman filter (EKF) as state estimator. Thus, this EKF can
be used for the LQR with state feedback.
The planned flight tests are supposed to show if the de-
scribed flight dynamic model without experimental data is
valid. However, possible errors of the prototype could not
only be caused due to the lack of experimental data, but also
due to the made assumptions. Especially the neglecting of a
flexible structure and most interactions between the aerody-
namic components are expected to be critical.
5 CONCLUSION
The aerodynamics of a tandem tiltwing RPAS are mod-
eled without experimental data. Therefore, the lift and drag
coefficient are interpolated with respect to the aerodynamic
coefficient based on estimated characteristic points. Multiple
additional aerodynamic coefficients are defined indirectly by
defining moving centers of pressure. For the stability analysis
and the control design, multiple steady-state, accelerated and
decelerated trim points are sought and linearized. The stabil-
ity analysis of the open-loop system shows that the stability
derivatives are reasonable. As both the longitudinal and the
lateral-directional motion are unstable, an active stabilization
by a controller is crucial. The control structure consists on a
gain scheduled feed-forward trim command as well as a gain
scheduled LQR stabilizing the system. Since the model re-
lies on many uncertain parameters, a Monte Carlo robustness
analysis of the closed-loop system is conducted. In most trim
points the system remains stable, however, there is a criti-
cal area within the transition. Instability issues occur when
the tiltwing’s stall starts or end because in that area the aero-
dynamics are highly nonlinear. Nevertheless, the instability
only occurs for a short moment and the dynamic simulation
shows that the RPAS quickly recovers. The flight dynamic
model and the designed controller are going to be tested with
a prototype of the tandem tiltwing.
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APPENDIX A: MODIFIED AERODYNAMIC ANGLES
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Figure 20: Definition of the modified angles αM and βM and
the aerodynamic quantities.
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ABSTRACT
MAVs are increasingly being used as flying sen-
sors due to their ability to be positioned in hard to
access locations for relatively low risk and cost.
The use of fixed wing and multi-rotor MAVs
as flying anemometers were investigated by in-
strumenting one of each with multi-hole pres-
sure probes (simplified versions of the TFI Co-
bra probes) and obtaining data on windy days.
A batch of probe heads were produced by stere-
olithography (STL) rapid prototyping and it was
found that a universal calibration could be used
for one batch unless extreme levels of accuracy
are required. The craft, on-board sensors and the
signal processing techniques are described. The
limited endurance of multirotors was found to
be a significant limitation when trying to obtain
the relatively long samples of data (required for
good descriptions of atmospheric turbulence).
As wind data are usually required at several spa-
tial locations (e.g. vertically displaced replicat-
ing the function of several anemometers on a
mast) it is necessary to have several craft flying
concurrently. Another challenging aspect was
holding a steady position for the multi rotor craft.
Automated position holding is part of on-going
work and we plan to investigate using the tech-
nique of stabilising the craft by upstream flow
measurements (proven on the fixed wing MAV)
for multi-rotors.
1 INTRODUCTION AND OBJECTIVES
MAVs are increasingly being used as flying sensors due
to their ability to be positioned in hard-to-access locations
for relatively low risk and cost. One potential application is
documenting the atmospheric wind, including its interaction
with structures and terrain, using either fixed wing and/or
multi-rotor craft. The advantage of multi-rotors is that they
can hover (either with respect to the Earth or wind), whereas
fixed-wing generally cannot. However fixed-wing MAVs
can fly faster which can be an advantage if a long time
record of the wind needs to be captured (i.e. wind run). As
atmospheric flows vary continuously with time and space it
∗Email address(es): simon@rmit.edu.au
is often required to document the turbulence characteristics,
such as intensities, scales and spectra in three orthogonal
directions. For meteorological and wind engineering studies
sampling times are at least 20 minutes and often over an
hour and sampling frequency can be relatively low (O(1 to
10 Hz). Of relevance to wind effects on buildings structures,
cars, aircraft etc. is the turbulent energy in the micro
meteorological range (generally known as gusts), as opposed
to weather map fluctuations driven by larger scale climatic
events. The duration of the sample lengths fall in the spectral
gap centred about one hour. For more details see [1].
Typically MAVs are less than a metre wingspan and can
be of either fixed wing or multi rotor configuration. The
advantage of multi rotors over fixed wing craft is that they
can hover (either with respect to the Earth or the atmospheric
wind), take off and land vertically and are more manoeu-
vrable (particularly in the lateral and vertical directions and
in yaw). Fixed-wing aircraft generally can fly faster and for
longer, which can be an advantage if a long time record of
the wind needs to be captured (i.e. wind run) and/or when
strong winds are to be measured. Flight speeds of micro
fixed wing aircraft are from 5 to 30 m/s, with a similar top
speed for multi rotor craft.
Traditionally wind data has been obtained from fixed
locations, using mast-mounted anemometers, Lidar etc.,
where the sensor is essentially rigidly mounted. Thus these
methods are not significantly affected by motion of the sup-
port. This is not the case for airborne measurements unless
the aircraft is held steady relative to the ground. When the
sensor is moving; either in a steady translation, or perturbed
by motion of the aircraft, the ensuing spurious motions can
sometimes be removed, thus the resulting data is then in
the (Earth) body axis system. However MAVs are small,
have low mass and MOI, and fly at relatively low speed
thus perturbations from turbulence can be significant. This
is particularly noticeable for fixed wing MAVs in the roll
axis ([2]). As MAVs generally carry inertial measurement
systems (often using the data in feedback control to assist in
flight stabilisation) the acceleration data can be integrated to
give velocity information about sensor movement which can
be then removed from the wind data.
Our objectives are to understand the opportunities and
challenges of measuring wind utilising a fixed wing and a
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quad-rotor aircraft. The sensors used were multi-hole probes
based on the TFI Cobra probe 1.
2 INSTRUMENTATION: MAVS AND SENSORS
2.1 Fixed Wing
A Slick 360 aerobatic aircraft was used which is neutrally
stable, has a 0.490 m span NACA0012 aerofoil section wing,
a typical flying mass of 130g mass and was fabricated via
injection moulding from relatively rigid high-density foam.
The wings had no twist or dihedral and the large ailerons
( 30% x/c) extended over the entire semi-span. The reason for
selecting a model with nominally neutral stability was that
with suitable active stabilisation systems a relatively straight
and level flight path could be held even under turbulent
conditions. Initially a standard inertial-based stabilisation
was used, but then an improved patented stabilisation system
was fitted. This was found to significantly improve the
steadiness of flight in the turbulent atmosphere and utilised
upstream measurements of pitch angle perturbations about to
impinge on the wing to give increased time for the control
system to reduce the unwanted roll reactions. The improved
stabilisation system utilised two carbon fibre multi-hole
pressure probes (described later). The model, with probes
fitted, can be seen in Figure 1 and details of the method can
be found in [3].
Figure 1: Fixed Wing Aircraft
2.2 Multi Rotor
A bespoke racing quadcopter was modified to incorporate
multi-hole pressure probes as shown in Figure 3. Under
the main probe shaft can be seen a carbon-fibre protection
strut which is to provide protection during take-off and
landing. The placement of the probes relative to the rotor
flow field was part of a separate research program [4, 5] and
for the work reported here the probe head was sufficiently
1http://www.turbulentflow.com.au/Products/CobraProbe/CobraProbe.php
far removed from the rotor flow field for the influence to be
insignificant.
2.3 Wind Sensing Instrumentation
Three-component velocity sensing was via multi-hole
pressure probes, which are being increasingly used for
turbulent flow documentation as they are less fragile and
expensive than hot-wire or laser-Doppler anemometers. An
overview of the technique can be found in [6]. Typically
such probe systems are individually calibrated; both in
terms of angle and frequency response. A dynamic cal-
ibration is often applied to correct for the amplitude and
phase changes that occur due to the tubing system and
pressure transducer response. The data zone of acceptance
for the four-hole head design used here (see Figure 3) is a
90 degree cone. Data that lie outsize this zone can be rejected.
For commercially available multi-hole probe systems,
data acquisition and processing is normally performed via
a personal or laptop computer. For the current applications
it was desirable to incorporate on-board data logging, with
data downloaded and analysed post-flight. Thus the probes
and associated hardware had to be lighter than existing
commercial systems. As the risk of ground or building
impact was considered high, low cost, easily replaceable
probe heads were necessary. A series of heads were man-
ufactured via rapid prototyping, including an assessment
of whether a single, (or average calibration) could be used
for a batch of probe heads. This work is described in [4].
A bespoke calibration was used for the two flying systems
described here. The outputs of the probe were connected
to four pressure transducers with temperature compensation
and analog-to-digital conversion. The digital pressure data
was then transmitted to a central FPGA-based processing
unit, which also interfaced with a GPS system and IMU. All
data was logged to a microSD card. This setup allowed for
very accurate (O(10us)) synchronization between IMU/GPS
and pressure data, which is necessary to correct for any
movement of the aircraft, and resolve the measured wind
velocities into the global frame.
3 WIND MEASUREMENTS
Several flights were undertaken using the fixed wing
aircraft including outdoors and in three wind engineering
tunnels. The outdoor flight path depended upon the wind
speed; when winds of higher magnitude than the flight speed
were encountered the aircraft could be held closely stationary
(relative to the Earth), whereas for lower winds the aircraft
was moving relative to the ground thus obtained a wind run
which could (depending upon terrain/fetch) be hundreds of
meters long. Figure 4 shows a raw pressure data from the
probes with velocity spectra shown in Figures 5 and 6. The
typical error in pressure measurements was ±1 Pa and the
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Figure 2: Rotorcraft
Figure 3: TFI Cobra Probe next to the STL-manufactured
Probe
spectra show close alignment with the theorised Von Karman
Spectra.
To date only one short trial flight was conducted with
the quadrotor. There were issues identified with holding a
steady position relative to the Earth but the trial demonstrated
the potential of using a quadrotor- mounted system, see
Figure 7,8 for a plot of elevation vs time (from GPS) and
wind longitudinal velocity vs elevation. Estimated error in
elevation measurements was ±2m.
4 CONCLUDING THOUGHTS AND LESSONS LEARNT
The endurance of rotor craft generally means that sample
times will be limited to below 20 minutes and in our initial
flight trial this was approximately 12 minutes. This is an
issue especially if the wind is to be measured at significant
elevations (of order of hundreds of metres) as considerable
battery energy is utilised to climb and descend to the desired
Figure 4: Airborne raw pressure measurements
Figure 5: Turbulence velocity spectrum outdoors @ Ti=8%
altitude leaving little for the measurement phase. As our trial
was limited to one quadrotor we attempted to obtain data at
several elevations to document the velocity profile but clearly
the sample length was not long enough to be statistically
useful for meteorological and wind engineering purposes.
However if only the high frequency end of the spectra is
required, which will be the case for turbulence studies on
MAVs, this should not pose a problem.
Flying rapidly through the turbulence field can be
advantageous for both types of craft since a long wind run
can be obtained, effectively compressing the sampling time.
Figure 6: Turbulence velocity spectrum in Wind tunnel @
Ti= 7.5%
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Figure 7: Elevation vs Time from Initial Flight of Quadrotor
Figure 8: Velocity Profile from Initial Flight of Quadrotor
Clearly this depends upon the terrain/fetch in question, but
where this is permissible it is a useful technique. As long as
the sampling frequency and system response is sufficiently
high, data samples can then be uncompressed (by removing
the mean flight speed of the aircraft) which gives a longer
effective time record of data. This can technique can be
beneficial under low wind conditions when (from a stationary
sampling location) very large flow angles are encountered;
greater than the 90 degree zone of acceptance for the four
hole probes used here. Increased flight speed reduces the
magnitude of the fluctuating angles. Data can then be post
processed to remove the effect of flight speed in a similar
manner to uncompressing the velocity magnitudes. Note
that this technique has been applied to hot wires which have
been flown through bluff body wakes enabling very large
fluctuating angles to be captured. ([8]).
The multi-hole pressure probes were found to be very
suited to taking 3-D wind turbulence data and rapid pro-
totyping can mass produce probes reasonable well. With
typical STL techniques one universal calibration can be used
for a batch, unless extreme levels of accuracy are required.
Being a pressure-based velocity measuring system it has a
nominally parabolic response of output to velocity. This
makes them insensitive at low wind speeds but as data are
usually required for high wind speed (¿5m/s) this was not a
problem.
The technique of measuring the upstream flow on the
fixed wing craft and utilising the information for stabilisation
control was found to be very useful; particularly in roll. It
enabled flight in very high frequency energetic turbulence
including in wind engineering wind tunnels with levels of
turbulence of over 20% and of a scale of similar dimension
to the craft.
5 WHERE TO FROM HERE?
As wind data are usually required at several spatial
locations (e.g. vertically displaced replicating the function
of several anemometers on a mast) it is necessary to have
several craft flying concurrently. The lack of endurance is
problematic but swarming will be useful. We plan to extend
to a swarm of four rotor craft.
Another challenging aspect was holding a steady position
for the multi rotor craft including at several elevations as
shown in Figure 7. Automated position holding is part of
on-going work and we plan to investigate using the technique
of stabilising the craft by upstream flow measurements
(proven on the fixed wing MAV) for multi-rotors.
It is envisaged that the continuing reduction in cost for
automated micro planes will lead to them being used increas-
ingly in swarms, with commensurate reduction in the use of
mast-mounted anemometers.
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ABSTRACT
One of the major challenges of Mini-UAV flight
is unsteady interaction with turbulent environ-
ment while flying in lower levels of atmospheric
boundary layer. Following inspiration from na-
ture we expose a new system for angle of attack
estimation based on pressure measurements on
the wing. Such an equipment can be used for
real-time estimation of the angle of attack dur-
ing flight or even further building of wind ve-
locity vector with additional equipment. Those
information can find purpose in control and sta-
bilization of the aircraft due to inequalities seen
by the wing or even for various soaring strategies
that rely on active control for energy extraction.
In that purpose flying wing UAV has been used
with totally four span-wise locations for local an-
gle of attack estimation. In-flight angle of attack
estimation of differential pressure measurements
have been compared with magnetic sensor with
wind vane. Difference in local angle of attack
at four span-wise locations has confirmed spa-
tial variation of turbulence. Moreover, theoret-
ical energy dissipation of wind fluctuations de-
scribed by Kaimal spectrum has shown accept-
able match with measured ones.
1 INTRODUCTION
There are strong indications that birds use their feathers
for sensing of flow perturbations over their wingspan. Be-
ing fluffy and subjected to fluttering provoked by small dis-
turbances, birds have natural sensory system which enables
them to “feel” flow disorders along wing. Another conve-
nience of their elastic body structure is capability of using
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adaptronics for various turbulent flight regimes. Eventual im-
mediate action due to surface pressure fluctuations by mod-
ifying wing geometry or profile curvature allows quick and
effective response in gusty environment.
However, for a variety of reasons, it is understood that
identical copies from nature to man-made technologies are
not feasible. Instead, a creative inspiration and conversion
into technology is often based on various steps of abstraction.
Mini UAVs usually fly at lower levels of atmospheric
boundary layer where the turbulence intensity is significantly
increased due to the proximity of the ground. Such a complex
surrounding implies intricate interaction between terrains ge-
ometry, physical conditions and varying meteorology. Be-
ing three-dimensional, turbulence scales larger than wingspan
would result in only pitching attitude of the aircraft. In con-
trary, case of turbulence smaller than wingspan leads to un-
equal lift distribution and need for control of oncoming roll
and yaw moments. These information can be of particular
interest in case of gust energy extraction flight strategy.
The performance of small UAVs being constrained by on-
board energy due to their limited size can be significantly
enhanced by specific flight strategies according to expected
atmospheric formations. Most of the energy harvesting meth-
ods rely on active control system that detect and exploit the
energy of atmospheric turbulence through intentional maneu-
vering of the aircraft. As a response for such a request this
paper propose one of the methods for wind estimation which
could be used as a direct input of control for energy harvest-
ing strategy. Moreover, such a system could be replicated on
various positions along wingspan which could provide neces-
sary information on gust length scales during the flight. The
major benefit of such a biologically inspired sensory system
is that the flying vehicle senses the disturbances rather than
its responses to it.
An approach based on Unscented Kalman Filter (UKF)
is proposed by Condomines [1] for non-linear wind estima-
tion in aspect of formation detection of cumulus-type clouds
with a fleet of drones. Review and suitability of conventional
sensors applicable to small UAVs is performed by Mohamed
[2]. The use of pressure sensors on the wing as a stabiliza-
tion system of a micro UAV for roll axis was demonstrated
by Mohamed [3, 4]. Another way of stabilizing a small UAV
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in turbulent conditions has been performed by Mohamed [5]
with pitch probes (multi-hole probes) located on both sides
of the wing. Both ways promise more effective stabilization
of the aircraft when compared to conventional inertial sys-
tems. Moreover, a correlation between a single pressure tap
on the wing and cord-wise integrated pressure coefficient was
used for roll mitigation of oncoming turbulence by Marino
[6, 7]. Capacitive strip sensors applied on the airfoil skin
was demonstrated by Callegari [8]. A stabilization systems
based on surface pressure measurements can be considered
as feeling way of turbulence affecting aircraft. They promise
more effective response as opposed to conventional approach
of traditional systems based on inertial sensors. The sys-
tems previously mentioned replicate the function of feath-
ers and hairs as shown in Figure 1. A flush air data system
intended for wind vector sensing in dynamic soaring UAVs
is presented in [9]. The system uses pressure holes on the
aircraft nose-cone as inspiration from Wandering Albatross
and Giant Petrel nostrils. As opposite to fluffy wing struc-
tures, some birds are also equipped with rigid sensory sys-
tems as explained in previous work. An overall view on bi-
ologically inspired aerodynamic structures and their purpose
is explained by Rasuo [10].
The advantage of the principle proposed in this paper is
capability to estimate the precise value of angle of attack on
the arbitrary chosen locations on the wing. Those precise in-
formation can be further used for meteorological investiga-
tion or as an direct input of control for energy extraction flight
strategies of soaring or powered flight. The system is partic-
ularly interesting for soaring strategies as it allows aircraft to
feel upcoming disturbances. It also provides insurance that
detected turbulent structures can be exploitable due to their
magnitude frequency and length scale.
2 EXISTING METEOROLOGICAL KNOWLEDGE OF
ATMOSPHERIC BOUNDARY LAYER
Mini and micro UAVs predominantly fly in the surface of
atmospheric boundary layer, where turbulence is strongly in-
fluenced by surface conditions, both terrain and temperature.
We can differentiate two type of sources affecting turbulent
formation of atmosphere. Mechanical is caused by friction as
air flow masses move over the earth surface. Appearance of
gradients in velocity will induce the formation of shear layers.
Those shear layers produce rotating air motions or eddies and
their strength is directly proportional to the magnitude of air
velocity. The other sources could be the roughness and natu-
ral obstacles that deflect air flows. On the other hand thermal
turbulence is caused by buoyancy effects. Unequal heating
of the ground provoked by the clouds or natural obstacles as
cliffs, mountains and valleys generate large circulation sys-
tems called thermals, where warmer air have a tendency of
climbing while being replaced by cold air from the bottom.
Those thermal irregularities are actually magnifying vertical
mixing caused by mechanical turbulence. These two distinct
sources present obvious challenge to flight stability and con-
trol but they also provide the opportunity and energy source
for soaring flight strategies.
The measurements of turbulence in lower part of atmo-
spheric boundary layer (region influenced by the frictional
effect of surface extending from surface up to the range of
100 up to 1000 m depending on the surface and climate con-
ditions) is usually done at fixed mast locations near wind tur-
bine stations. It is known that turbulence intensity increases
nearing the ground, strongly influenced by the terrain, thus
changing the conditions comparable with those at high al-
titudes. Designation of standard deviation Ti of fluctuating
velocity σu divided by mean velocity Uz for different alti-
tudes and terrains shows that inhabited areas have the highest
Ti of up to 50%. Although fluctuations are mainly present
in the horizontal plane, while vertical components are mainly
reduced but still present in the last couple of meters.
The average magnitude of wind in Europe measured in
the horizontal plane at 10m above ground followed over the
period of 44 years (1957-2002) show a variation of 2-4 m·s−1
depending on the exact location of region as presented in [11].
Recent experiments from Watkins [12] considered measure-
ments of spatial variation in pitch angle and confirmed state-
ment about spatial variation of turbulence magnitude.
Previously described environment satisfies possible sce-
nario of MAV flight concerning both altitude and experienced
wind conditions. Moreover, it proves that atmospheric influ-
ence on low altitude UAV flight is three-dimensional.
3 INSPIRATION FROM NATURE
Various styles of flight could be noticed while bird-
watching. According to [13] birds use several strategies of en-
ergy harvesting, which serve as an inspiration for all the cur-
rent improvements in the field of UAV long endurance perfor-
mance. Interaction of wind and obstacles such as buildings,
hills or waves generates an ascending component of air mo-
tion. Many birds with knowledge of soaring techniques use
these up-drafts to power their flight instead of wing flapping.
In case of unequal heating of earth’s surface provoked by ex.
punctured cloud layer, implies uplift of hot air, known as ther-
mal. Eagles, condors, vultures and many other large birds use
these up-drafts with a technique called thermal soaring in or-
der to extend their endurance while searching for a prey. An-
other example is sweeping flight within the gust pushed by
the waves. Gulls and pelicans use these gusts to power their
flight by flying along the wave cliffs. Gaining speed while
wave slows down, they are able to pull up and glide to an-
other wave where the process continues. Some birds such as
kestrels, remain motionless above a point on the ground by
flying into the wind at a speed equal to that of the wind. This
technique is called wind hovering.
There is a dense network of nerves around feather folli-
cles according to [14]. Feathers are actually connected to the
follicles in the skin and they represent a very complex system
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of muscles and nerves interconnected. Primary function of
such an anatomical configuration is mechanoreception. Spe-
cialized feathers on the head and breast have been shown to
act as indicators of wind speed and direction. It has been also
found that birds have very sensitive nerve endings (Herbst
corpuscles) in their skin which are able to detect very high
frequencies of vibrations of more than 100 Hz. Severe turbu-
lent flows will cause the feathers to vibrate and gyrate wildly.
As the feathers are elevated by the air stream, mechanorecep-
tors increase their discharge frequency according to [15].
Micro-structures require much more attention because
they serve a lot of functions. So far understanding of flight
control in birds is very limited. The connection between the
natural sensory system and motor pathways involved in com-
plex movements in soaring flight strategies have not yet been
fully understood.
Mechanical 
pressure sensor
Biological
Mechanoreceptors
Figure 1: Bionical approach.
4 ALGORITHM DEVELOPMENT
4.1 Wind Model for Simulations
From field experiments it is well known that undisturbed
wind velocity is variable in space and time. The most ad-
equate method to simulate a turbulent wind field would be
to solve Navier-Stokes equations of an atmospheric flow
bounded from below by an aerodynamically rough surface.
This method requires enormous computational resources. Al-
ternative could be Large Eddy simulations (LES) as an ap-
proximate solution to the Navier-Stokes equations where the
smallest scales are not solved directly but modeled. Still
even simplified alternative requires big computational power.
Therefore, empirical description is generally used for turbu-
lence representation, using spectral and coherence functions.
A model of turbulent wind field suitable for calculations
requires good representation of both temporal and spatial
structure of turbulence. Method for a generation of a sin-
gle wind time series from a Kaimal spectrum is proposed
by Branlard [16]. It leads to natural representation of tur-
bulent flow of high computational cost compared to alterna-
tive Large Eddy or Navier-Stokes simulations. The spectrum
used in simulations is presented by Kaimal [17] with its ad-
justable constants that depend on the chosen turbulent length
scales, intensity of turbulence, surface roughness, Reynolds
and Richardson number.
Fα(k1) =
A · σ2u/k1m
1 +B · (k1/k1m)5/3 (1)
The characteristics of generated profiles are compared
with available database on wind characteristics that can be
found in [18] with intention to match the same level of turbu-
lence energy (see Figure 2).
4.2 Numerical Calculations
After the generation of wind profile time series, two di-
mensional computational domain has been built with struc-
tured mesh around an airfoil SD2048. Structured mesh con-
vergence has been studied previously to satisfy required num-
ber of cells for precise representation of boundary layer and
wake formation. The chosen airfoil is a typical low-Reynolds
number foil which could be found on several gliders including
SB-XC used by NASA. The resulting vertical and horizontal
wind profiles generated previously have been used as a direct
input for inlet boundary condition of unsteady RANS simu-
lations. The time step chosen for unsteady simulations was
0.5× 10−4s. The intention is to investigate the pressure vari-
ation on multiple locations of the airfoil and find a suitable
way of achieving coherence with upcoming wind velocity or
angle of attack. Moreover, the position of the pitot tube ahead
of the airfoil was studied for various angles of attack.
The intention was to pick a specific pair of pressure ports
where one port is on the upper surface of the airfoil and the
other on the lower surface. Chosen pair has been selected
with a request of precise estimation of angle of attack at high
mean angles of attack, even after beginning of stall. Those
points are recording a pressure with time, while the points in
front of the airfoil record dynamic pressure (see Figure 3 for
point location). The information on the pressure difference
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Figure 2: Generated time series of Kaimal spectrum as an
input for URANS simulations.
is afterwards transformed into difference of pressure coeffi-
cients between the chosen ports. The following relation has
been found:
∆Cp12 = Cp1 − Cp2 = p1 − p2
q
(2)
The imposed wind profile at the inlet of the computational
domain will generate additional angle of attack on the airfoil.
The idea is to capture the angle of attack increments provoked
by wind with related pressure coefficient fluctuations on the
airfoil. This is achieved with polynomial fitting, where the
optimization of the coefficients is performed with method of
least squares.
α = C0 + C1 ·∆Cp12 + C2 ·∆C2p12 (3)
The relation claims that we are able to estimate the angle of
attack knowing the pressure difference between the upper and
lower point on the airfoil and dynamic pressure as shown in
Figure 4. Once optimized for a certain airfoil and position
of ports, coefficients of fitting were tested with various mean
angles of attack and airspeeds. Those tests have shown that
impact of Reynolds number variation does not affect signifi-
cantly the angle of attack estimation.
However, for a variety of reasons it is clear that numerical
simulations if posed correctly represent idealistic case where
all the information of the flow are known in every node of the
domain. Therefore, we proceed to realistic study of equip-
ment in the flight test.
Computational domain
InletOutlet
27 cm
18 cm
2 cm
Probe location q
Pairs of pressure sensors
Measuring p1 – p2  at
IIIIIIIVVVI
Chosen location
X/l = 0.3
Figure 3: CFD computational domain of SD2048 Airfoil with
port pair measuring pressure difference and pitot tube mea-
suring dynamic pressure.
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Figure 4: Curve fitting for numerical simulations (Re =
340, 000 ).
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5 PLATFORM
5.1 UAV and Equipment
The chosen flight test vehicle was a flying wing shown in
Figure 5 built in UAV laboratory of ENAC. Particular interest
of using flying wing configuration is sufficient thickness of
the wing cord for sensor and equipment integration.
Figure 5: Flying wing UAV with equipment for angle of at-
tack estimation.
Description Details
Airfoil Sipkill 1.7/10
Wingspan 1.2 m
Mean Aerodynamic cord 0.27 m
Weight 0.8 kg
Cruise speed 12 m/s
Aspect ratio 7
Table 1: Aircraft characteristics.
Pitot tube
Carbon rod
Flag
Magnetic encoder 
Figure 6: Pitot tube and wind vane with magnetic encoder.
Pressure sensors are located beneath the kevlar wing skin
at 30% of cord distance. Small holes of 2mm diameter were
made in vertical plane of the wing. Totally four places were
chosen marked as points 1,2,3 and 4 on Figure 5. The distance
between points is 40 cm. Each port pair is connected to a
single differential pressure sensor.
Carbon rod has been joined to a 3d printed housing on
its tip. The size of the housing was designed in a way to
accept magnetic encoder, pitot tube and all necessary wiring
and pressure tubes (see Figure 6). The length of the carbon
rod was previously determined in CFD simulations for a non-
disturbed pressure field condition. Small, 3d printed flag was
attached to magnetic encoder. All of the sensors shown in
Table 2 work at high frequency of 50Hz and recorded to on-
board data logger except the differential GPS which works at
5 Hz.
Description Details
Autopilot Paparazzi [19]
Chimera v1.0
IMU MPU-9150 based
DGPS NEO-M8P2
Differential pressure sensor HCLA02×5EB
Magnetic Encoder MA3-P12-125-B
Wind vane 3D printed
Pitot tube 10 cm
Table 2: Equipment on-board.
5.2 Calibration of Sensors
Calibration of the pitot tube, pressure sensors and the
magnetic encoder has been performed in a wind tunnel with
an autopilot on-board. Reference for pitot tube was im-
posed velocity of the wind tunnel measured with a hot wire
anemometer. Calibration of pressure and flag sensor was
done with respect to the IMU output from the autopilot, due
to the equality of climb angle and angle of incidence in the
wind tunnel. Curve fitting has been performed once again
with least square method in PYTHON and obtained constant
coefficients were used for further flight tests analysis. One
of the drawbacks of this system is that pressure sensor (for
angle of attack estimation) calibration is strictly related to the
wing geometry of the pressure port location. Once calibrated,
sensor for chosen aircraft and position is not reusable for a
different wing shape and dimensions. Due to the required
precision, ground and climb speed estimation could not rely
on only GPS output. Especially problematic estimation of al-
titude requires combined work of barometer, differential GPS
and accelerometer.
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6 ANALYSIS OF EXPERIMENTAL DATA
6.1 Flight Data
Our intention is to use available information of flight pa-
rameters for further processing and transformation into wind
components. The process of wind estimation requires knowl-
edge of climb angle θ coming from IMU system, angle of
attack α coming from pressure or flag sensors, dynamic pres-
sure q coming from pitot tube and finally ground and climb
speed coming from GPS, barometer and accelerometer com-
bined together. With respect to the Figure 8 we write follow-
ing equations for wind field estimation:
wx = x˙i − V cos γ (4)
wz = z˙i + V sin γ (5)
L
W
D Vαγ θ
xi
zi xbT
-wx
-wz
W
xi
.
zi
.
Figure 8: Longitudinal equations of motion.
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Figure 9: Algorithm for wind components estimation.
The flight has been started directly in autopilot assisted
mode. After a short attempt, a small angle of attack incre-
ment was required in order to sustain the level flight. Due
to the fact that ailerons occupy most of the wingspan, certain
modifications in algorithm function have been made taking
into account aileron deflection.
α = C0 + C1 ·∆Cp12 + C2 · ∆C2p12 + C3 · δa (6)
Some intentionally provoked oscillations were made in
order to visualize similarity between the angle of attack es-
timated by pressure and flag sensors. The following Figure
10 shows acceptable similarity between the two with a slight
difference in magnitude. The difference is coming due to the
fact that 3D printed flag has a certain inertia and due to rapid
changes in angle of attack it shows a small increment.
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Figure 10: High frequency oscillations in flight test provoked
by command input in calm atmosphere
Most of the time, flight test resulted with negligible er-
ror between angles estimated by different point locations (See
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Figure 11). This is due to the fact that flying was conducted
in relatively calm atmosphere with airspeed of 12 m/s. How-
ever, there were some parts where error was considerable.
One of them is shown in Figure 12 where relative difference
computed with respect to point 1 located at far right side of
the wing is highest for point 4 located at opposite side of the
wing. Described discontinuity results in roll and yaw moment
regulated by actuators for autonomous flight regime. The dis-
continuity is coming from the small length scale gust, thus
implying different wind components seen by each side of the
wing locally. It is clear from Figure 12 that left side of the
wing (Points 3 and 4) saw higher vertical wind component
as this part of the wing registered higher local angle of attack.
Locally, angle of attack were dropping till Point 1 with lowest
amplitude.
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zone of low coherence
Input for the control stabilization in this case is regulated
from the IMU coming from autopilot. On one side, IMU acts
as a correcting system which responds to direct consequence
of disturbance, while on the other local angle of attack esti-
mation promise “feeling” of upcoming disturbance pointing
towards more effective way of control.
Advantage of having multiple location angle of attack
sensors can also be found in stall control and evasion which
was demonstrated by Bunge [20].
The following flight case can be divided into three phases.
First phase represents partial stall of the right side of the wing
as points 1 and 2 first reached stall limit. This led to an imme-
diate, unrecoverable spin of the aircraft. Despite the efforts of
autopilot to recover the plane, as he was leaving stall several
short periods, right part of the wing was still reaching stall
limit which resulted in a crash. The potential of these infor-
mation could be easily implemented into the autopilot control
laws, restricting the exceeding of stall limit on any part of the
wing.
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Figure 13: Stall, spin and crash
Moreover, the case of wind field estimation used as a con-
trol input for gust energy-extracting strategy can be a de-
cisive mechanism for control activation as energy retrieval
presented by Gavrilovic [21] is guaranteed in case of length
scales greater than plane. Accurate estimation of wind field
components depends on precision of all the elements involved
as discussed in the beginning of this section. So far the esti-
mation relies on available equipment where the weakest link
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Figure 14: Estimated wind spectrum
is certainly the climb speed estimated by GPS. As shown in
Figure 14 both vertical and horizontal component follow the
natural law of turbulence dissipation represented by Kaimal
spectrum [17] in this case. However, convincing statement
on accuracy of wind components estimation requires com-
parison between estimated wind field by plane and available
data from another source (example of flying around meteoro-
logical mast at different altitudes) which will be the subject
of our further study.
7 CONCLUSION
Unlike the majority of the wind field data sets, the tests
presented here are related to a typical mini UAV flying en-
vironment in the low-level of atmospheric boundary layer.
The presented work shows development of a system for angle
of attack estimation based on pressure measurements on the
wing for further investigation of meteorological conditions
experienced by a small UAV. The system showed several po-
tential applications. The current results have concentrated on
the spatial variation in angle of attack along an aircraft wing
span. Ability to locally estimate the angle of attack promise
potential for control of upcoming roll motions of the plane
before the inertial response, as information on local angle of
attack can be used as direct input of active control for sta-
bilization. The difference between the local angles of attack
have been clearly identified during the flight tests. Moreover,
the system can be involved in a stall prevention mechanism
of the autopilot. As critical point of stall on the wing de-
pends on its geometry, those locations were used for pres-
sure ports, thus detecting initial separations. Particular in-
terest will be the implementation of algorithm for wind field
estimation. Beside the knowledge of wind field components,
the system will also provide a decisive mechanism for actions
for power gain in energy harvesting flight strategies. Results
have also shown acceptable comparison of measured and the-
oretical wind spectra.
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ABSTRACT
The stability of Small Unmanned Air Systems
(SUASs) can be challenged by turbulence dur-
ing low-altitude flight in cluttered urban environ-
ments. This paper explores the benefits of a tan-
dem wing aircraft configuration with the imple-
mentation of a pressure based phase-advanced
turbulence sensory system on a SUAS for gust
mitigation. The objective was to utilize passive
and active methods to minimise gust-induced
perturbations. Experimentation in repeatable tur-
bulence within a wind tunnel’s test section was
conducted. The experiments focus on the roll
axis, which is isolated through a specially de-
signed roll-axis rig. The results shows improve-
ment over conventional aircraft. This work is
part of a larger research project aimed at enabling
safe, stable and steady SUAS flight in urban en-
vironments.
1 INTRODUCTION
Small Unmanned Air Systems (SUASs), or Micro Air Ve-
hicles (MAVs) typically operate at low altitude, within the
atmospheric boundary layer. This region is optimum for a
range of SUAS applications in Intelligence, Surveillance, and
Reconnaissance (ISR) missions and is characterised as hav-
ing high turbulence intensity [1, 2]. In the presence of winds,
SUAS performance can degrade significantly [3]. However,
turbulence poses an even greater threat to the vehicle’s atti-
tude stability [4–7]. Consequently, attitude control in turbu-
lence is a critical issue for SUASs and MAVs as identified by
Mohamed, Massey, Watkins and Clothier [8]. Current atti-
tude control systems can be challenged by atmospheric tur-
bulence [9]. Sensors which have the ability to detect the on-
coming gusts could potentially complement or replace con-
ventional inertial-based sensors for robust attitude control
[10, 11]. Phase-advanced multi-hole pressure based sensors
which are able to react to the turbulence ahead of the leading
edge have been developed and patented [12], these have been
shown to increase the stability of SUASs in turbulence [13].
This paper explores passive and active methods of aid-
ing the stability of SUASs through experimental wind tun-
nel testing of a tandem wing airframe, in conjunction with
∗Email address(es): Rohan.Gigacz@gmail.com, Abdul-
ghani.Mohamed@rmit.edu.au
the phase-advanced multi-hole pressure probes, to further en-
hance the attitude control performance in high levels of tur-
bulence. Roll perturbations were identified as the most sig-
nificant disturbing factor for small fixed-wing aircraft [1, 14]
and consequently will be the focus of this paper.
2 TANDEM WINGS
The concept of a tandem wing aircraft is not a new one,
Minardo and Trainelli [15] compiled a report with many ex-
amples of tandem wing aircraft which have been produced,
noting how the first Wright Flyer in itself was partially a tan-
dem wing, being a Canard configuration aircraft. A tandem
wing aircraft is described as being an aircraft with two inde-
pendent lift generating wings, which eliminates the need for
a conventional horizontal tail and elevator. In order for it to
remain a true tandem wing aircraft and not a canard aircraft,
both wings must be of similar wingspans, and they will gener-
ally be set on different planes separated vertically and/or hor-
izontally. It should be noted although many different civilian
tandem wing aircraft have been built over time, the design has
not become popular. In recent times the tandem wing config-
uration has started to make a resurgence, unmanned aircraft
can potentially benefit from a tandem wing configuration and
it has been implemented successfully in various aircraft (e.g.,
ADCOM Systems Yabhon, Aeronvironments Switch Blade
and Innocons MicroFalcon).
There have been various studies on Low Reynolds num-
ber tandem wing airfoils, such as [16] along with [17] which
primarily looked at optimization of a tandem wing design, but
not in relation to flight through high levels of turbulence. The
tandem wing configuration has a number of hypothesized ad-
vantages with respect to counteracting turbulence and when
used in conjunction with the phase-advanced multi-hole pres-
sure sensor system, as outlined in Figure 1. They are are well
suited for precision active control through the control surfaces
embedded in its wings providing higher control authority and
an added degree of freedom (heave). Heave is a translational
vertical movement up or down, which is created by activating
both the control surfaces on the front and rear wings to an ex-
tent which would provide an equal lift on both sets of wings,
thus creating a heave motion. Heave has been identified as a
common perturbation for SUASs and MAVs when in turbu-
lence with length scales that are greater or equal to its wing
span [8,18]. The tandem wing design would appear to counter
heave perturbations without the need to change the aircrafts
pitch angle as much as is the case with conventional configu-
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rations. This can be particularly useful for on-board payloads
which can be blurred due to rotational motion. Furthermore,
the implementation of advanced pressure sensors [10, 11, 13]
on tandem wing designs has the potential to enhance the time
advantage by allowing the placement of the roll control sur-
faces (ailerons) further aft of the probe sensors and enables a
number of control architectures to be utilised.
3 VEHICULAR DEVELOPMENT
A tandem wing aircraft has been developed (Figure 2 and
7) which utilises the phase-advanced multi-hole pressure sen-
sors ahead of the front wings leading edge, as used in [13].
The specifications of the aircraft are outlined in Table 1 and
2. Due to the high frequency demands of stable flight in a
high level of turbulence, high performance servos must be
utilised for movement of the control surfaces. An all metal
gear servo was selected, the metal gears are necessary to al-
low for sustained high frequency and load movement of the
servos without overheating. Specifications of this servo are
outlined in Table 3.
A fixed span, flat-plate airfoil was selected for the experi-
mental aircraft, it’s performance in smooth flow has has been
documented by Mueller [19].
The sizing of the aircraft and its wings were made to be
representative of typical SUASs which can be handled and
launched by one person.
For the purpose of comparison, a fixed span flat-plate hor-
izontal stabilizer of 40 % of the main wing was used. This
additional horizontal stabiliser replaced the rear wing, to rep-
resent a similarly sized conventional aircraft of the same wing
span. This conventionally winged alteration of the tandem
wing SUAS is shown in Figure 3.
Characteristic Detail
Airfoil Flat plate
Leading Edge Ellipsoid
Wing length 290.0 mm
Wing-span 650.0mm
Chord 150.0 mm
Camber 4.0 mm
Cruise speed 9 m/s
Wing spacing (LE - LE) 450 mm
Table 1: Aircraft specifications.
3.1 Control System
A custom developed flight controller was used to con-
trol the aircraft’s attitude. The main components are a 32-
bit ARM processor and an inertial-measurement-unit (IMU),
which are required for the attitude estimation and real-time
control implementation. A nonlinear complementary filter,
presented in [20], is implemented to compute the aircraft’s
attitude. In addition to the conventional IMU based control
architecture, the differential phase-advanced pressure based
system as previously described is implemented to react to the
turbulence ahead of the aircraft. This system has been out-
lined in [13] and is implemented by placing the differential
pressure probes ahead of the leading edge of each of the front
wings. The measured pressure is used as a feed-forward into
the inner loop control system of the cascaded PID controller,
as shown in Figure 4, where Kff is the feed forward gain to
be tuned experimentally.
Component Detail
Processor Teensy 3.2
IMU MPU6050
Servo RJX FS0435HV
Receiver FrSky XSR 2.4 Ghz ACCST
ESC Turnigy 30 A, SBEC 4 A 5 V
Battery Turnigy 1200 mah 25-50 C 3 S
Pressure Sensor Honeywell HSCDRRN005NDAA3
Data Logger ”Blackbox” Data Recorder
Voltage Regulator DC-DC Stepdown Module
Table 2: Aircraft component specifications.
Characteristic Detail
Operating Voltage 4.8 - 7.4 V
Torque 3.4 kg/cm @ 7.4 V
Speed 0.04 sec/60◦@ 7.4 V
Frequency 333 hz
Gear Type All Metal Gear
Weight 20 g
Table 3: RJX FS0435HV servo specifications.
4 EXPERIMENTAL SETUP
Passive turbulence generation, using planar grids, repre-
sented the most suitable method for producing elevated levels
of turbulence intensity inside a wind tunnel. RMITs Indus-
trial Wind-Tunnel (2x3x9m test section) was considered suf-
ficiently large to simulate the relevant turbulence conditions
of varying length scales and intensities, the aircraft in the tun-
nel with the turbulence grid can be seen in Figure 2 and 7. The
approach outlined by Watkins, et al [21] is followed to char-
acterize SUAS’s and MAV’s flight environment and replicate
atmospheric turbulence. A Reynolds Number of ≈ 60,000
was tested representing typical SUAS flight regime. The se-
lected turbulence intensities were 12.6 % and 18.0 % with a
length scale of 0.31 m. The wind tunnel was operated at a
speed which corresponds to 9 m/s at the aircraft’s position,
this airspeed value representative of typical SUAS and MAV
flight speeds.
The primary focus of this paper is comparing the roll
stability characteristics of the tandem wing aircraft with the
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More surface area resisting perturbed wing
Passive Stability Features Active Stability Features
Gust
Gust
Lift Force
Perturbed
Wing
More Control Authority
Actuation accounts for time associated with
gust advection and shape change
Heave motion can be acheived
without attitude change
Precise Disturbance Mitigation Additional Degree of Freedom
Actuation accounts for time associated with
gust advection and shape change
More Inertia in roll axis
More Moment of Inertia
Phase advanced sensing
More inertia
advection time
Figure 1: Tandem wing aircraft hypothesized advantages with respect to counteracting turbulence.
Figure 2: Tandem wing SUAS in roll rig.
pressure probes either active or inactive, with both the front
and rear wing control surfaces acting as ailerons. Although
for real flight of a tandem wing aircraft, the front wing may
generally have a higher loading with the CG towards the front
wing and thus some trim to the control surfaces would be
needed, this study looks at the system with all control sur-
faces trimmed at a 0◦angle.
The aircraft’s roll performance has been assessed through
the aid of the roll axis rig detailed in [22]. The rig constrains
the motion of the SUAS to a single axis, that of roll, with low
friction.
4.1 Aircraft Control Loop Tuning
The roll axis PID gains were tuned in the selected exper-
imental turbulence level of 12.6 % via a process of trial and
error, where the final selection of each gains value was se-
lected by running the aircraft for 60 seconds over a range of
Figure 3: Conventional SUAS in roll rig.
−+
φ∗
PID −+
p∗
PID
−
+ G1(s)
δaδ˜a
G2(s)
p φ
Pressure sensors Kff
Measured pressure
δˆa
Figure 4: Pressure-based cascaded PID control structure for
the roll axis.
estimated gain values, and analysing the resulting data, with
the value selected which corresponded to the least roll an-
gle and roll rate perturbations. As this is a SUAS operat-
ing in high frequency turbulence the Derivative component
of the PID controller is neglected, this is because the deriva-
tive term amplifies noisy signals [23]. This can also be better
for the servos, as it may reduce the demand placed on them
by reducing the frequency of actuation commands. Only the
Proportional and Integral components of the PID control loop
are needed.
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Probability density functions (PDF) and boxplots were
used to analyse the aircraft’s performance while tuning in
terms of roll angle and roll rate. The boxplot is a typical
box and whiskers plot with a line for the median, ’+’ for the
mean, a box around the 25 % and 75 % quartiles and whiskers
bounding 2.5% and 97.5%. The PDF plots can be interpreted
such that a lower distribution and higher peaks corresponds to
a reduction in perturbations of roll angles and roll rates.
A similar process of trial and error was followed when
tuning the pressure sensor control loop gains, Kff. An ex-
ample of this tuning is shown through PDFs and boxplots in
Figure 5 and 6, whereby the Kff value of 25 was initially se-
lected as the most appropriate value as it corresponded to the
least roll angle and roll rate perturbations. After this initial
range was tested, the range of values were further lowered
until a more precise value was obtained.
A similar process was followed for the conventional air-
craft, however only the rate mode PID gains required change,
with the attitude mode and probe gains able to remain the
same.
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Figure 5: Roll angle probe tuning.
5 RESULTS
PDFs and boxplots were used to analyse the aircraft’s sta-
bility performance, where if the aircraft remained completely
unperturbed in roll, the PDF plot would all be at 0◦. Figure 8
and 9 show a comparison of the perturbations of the tandem
wing and conventional aircraft in 12.6 % turbulence inten-
sity, with and without the pressure probe system activated in
the control loop. It can be seen through the smaller box plots,
higher peaks and lower distribution that there is a reduction in
perturbations when the pressure probes are activated for both
the tandem wing and conventional aircraft. Through similar
analysis of the PDFs and boxplots, it can be observed that
the tandem wing aircraft has lower perturbations in the turbu-
lence compared to the conventional aircraft.
In an effort to further explore the tandem wing aircraft’s
stability performance in high levels of turbulence, testing was
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Figure 6: Roll rate probe tuning.
Figure 7: Tandem wing SUAS in roll rig.
conducted in 18 % turbulence intensity. PDFs and box plots
of the aircraft’s performance at this intensity are shown in
Figure 10 and 11. Much like in 12.6 % turbulence intensity,
there is a reduction in perturbations when the pressure probes
were activated.
6 CONCLUSION
A tandem wing SUAS has been developed that is
equipped with phase-advanced multi-hole pressure sensors
to explore means of improving the attitude control in high
levels of turbulence. Baseline performance and performance
improvements have been demonstrated, emphasising the suit-
ability of the tandem wing configuration in aiding safe and
stable SUAS flight in turbulent urban environments. Much
like past studies with conventional aircraft, utilising the
phase-advanced pressure probes in conjunction with a stan-
dard PID control structure improves the roll stability of tan-
dem wing SUASs in turbulence. Furthermore it has been
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Figure 8: Roll angle perturbation of tandem wing (T) & con-
ventional (C) aircraft with pressure probes off and on in 12.6
% turbulence intensity.
−150 −100 −50 0 50 100 150
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
Degree/second (°/s)
Pr
ob
ab
ilit
y 
De
ns
ity
 F
un
ct
io
n
Roll Rate 12.6% Turbulence
 
 
T probes off
T probes on
C probes off
C probes on
Figure 9: Roll rate perturbation of tandem wing (T) & con-
ventional (C) aircraft with pressure probes off and on in 12.6
% turbulence intensity.
demonstrated that a tandem wing aircraft has lower roll angle
and roll rate perturbations than a conventional aircraft with
the same wing span in 12.6 % turbulence intensity. Future
work will explore varying control architectures and configu-
rations, comparisons with different conventional aircraft set
ups, along with testing without the aid of a roll rig, includ-
ing testing of the tandem wing configuration heave and pitch
characteristics in turbulence.
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ABSTRACT
This paper proposes a novel collision avoidance
scheme for MAVs. This scheme is based on
the use of a recent technique which is based on
the transformation of state constraints into time-
varying control input saturations. Here, this tech-
nique is extended so as to ensure collision avoid-
ance of a formation of up to three MAVs. Exper-
imental results involving three A.R drones show
the efficiency of the approach.
1 INTRODUCTION
The Unmanned Aicraft Integration into civil Airspace is
a major challenge which involves considering new uses for
these vehicles while reducing technical barriers related to
safety. Underlying many of the safety challenges is the issue
of assessing the capability of one operator to simultaneously
control multiple vehicles. The need for basic formation keep-
ing techniques and especially collision avoidance capability
is surely the most critical in order to enable one operator to
focus on the supervision of the fleet of Unmanned Aerial Ve-
hicles (MAVs).
A large research effort has been focused on the synchro-
nization and formation control of a fleet of MAVs (see e.g
the survey paper [1] and the references therein). Many in-
teresting problems have been adressed so far : to cite a few,
researchers have considered formation control problems deal-
ing with leader-follower approaches [2, 3, 4, 5], cooperative
sensing [6, 7] or communication delays [8]. Another difficult
problem is the collision avoidance between members of a fleet
and/or the environment. This problem was mainly adressed
using the well known potential field method [9, 10] which is
not straightforward to apply when one considers underactu-
ated MAVs (as discussed in the open problems section 8.3
of [11]) or when one would like to choose a sophisticated
dynamical guidance laws when the MAVs are far from each
other.
This paper introduces a novel anti-collision technique,
different from the potential field methods : it makes use of the
Output to Input Saturation Transformation (OIST) method.
First presented in [12], and later applied to visual servoing
[13, 14] and load alleviation for a civil aircraft [15]. The
∗Corresponding author: laurent.burlion(at)onera.fr
principle of this method is to transform a desired bound on
a variable of interest into a saturation expressed on the con-
trol inputs. One of the main features of this approach is that
a smooth switch between a nominal (local) control law and
a saturated (global) one can be performed. Also, once trans-
formed into a saturated input control problem, the formula-
tion boils down to a well-known problem for which an abun-
dant literature is available. Thus, the anti-windup framework
[16] can be applied to the problem transformed via OIST [17].
In this paper, we present experimental results which demon-
strate the successful application of this methodology to a tri-
angular formation of MAVs.
Section 1 indroduces the problematic of obstacle avoid-
ance and formation flying. Section 2 presents the simplified
dynamic model used for the control. In Section 3, the the-
oretical development used to ensure safe collision avoidance
based on the OIST framework is presented. Then Section 4
describes the system architecture. Section 5 describes the ex-
perimental results. Finally, conclusions follow.
2 MAV DYNAMIC MODEL FOR CONTROL
For the control synthesis, the MAV is modeled as a 3 DOF
mass without taking the drag of the mav into account. The
considered control input is the thrust vector. This thrust can
easily be converted into a global thrust provided by the rotors
velocities, and its orientation which may be obtained by dif-
ferences between these velocities. As a result, from now on,
we consider that the thrust vector may be chosen as if it were
the control input. The equation of the dynamics is given as:
mξ¨ +
 00
mg
 = Fd (1)
where ξ := [x , y , z]T ∈ R3 is the MAV position and where
Fd := [Fd,x , Fd,y , Fd,z]
T ∈ R3 is the control input.
2.1 Inner loop controller (PX4)
The experiments will be based on the framework pre-
sented in Section 4 which is done by two separate cards and
control dynamics. Figure 1 describes the data flow between
cards and MAV.
The attitude control inner loop is made by the pixhawk
communauty, only the tunning of the gain have been tuned
in the lab. Using the offboard mode, the baseline postion
control combined to the OIST methodology send directly the
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Figure 1: Output to Input Saturation Transformation methodology diagram
Attitude Target (ϕd, θd, ψd, ud) at the PX4 board. Figure 2
presents the actual inner loop dynamics and response. One
can see the presence of static errors, and the slowness of the
dynamics. These phenomena may be explained by the lack of
integral term in the attitude loop of the PX4, and also by the
poor capabilities of the AR drone platform – especially with
the weight added for our experiments. The nominal thrust
command is arround 70 percent.
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Figure 2: Attitude control dynamics
2.2 Baseline controller (backstepping)
The baseline controller [Fd,x, Fd,y, Fd,z] used was devel-
oped at ISAE for trajectory tracking. More details on this
control law can be found in [18].
The computed control input is expressed in terms of the
thrust vector, as said earlier in this paper; it may be converted
into the desired roll ϕd, pitch θd and thrust ud through the
simple following computations:
 ϕdθd
ud
 =

atan2(Fd,y, Fd,z)
atan2(−Fd,x,
√
F 2d,y + F
2
d,z)√
F 2d,x + F
2
d,y + F
2
d,z
 (2)
The desired roll ϕd, pitch θd and thrust ud are then trans-
mitted as reference for the inner loop. The desired yaw ψd
will be equal to zero.
3 OUTPUT TO INPUT SATURATION
TRANSFORM (OIST) MAV AVOIDANCE
The OIST methodology applies to the aforementioned
baseline controller [18], which output is saturated through the
method in order to force the variable of interest to abide by
the predefined constraints
3.1 Useful notations
Given two real numbers xmin < xmax, we note:
x 7−→ Satxmaxxmin (x) = max (xmin,min(x, xmax)) (3)
the saturation function of a variable x between xmin and
xmax.
With an abuse of notation:
Sat+∞xmin(x) = max(xmin, x) (4)
3.2 OIST methodology for a moving obstacle avoidance
Here, we propose to revisit the OIST design of [14]
which was used to make a MAV avoid some obstacles. In
this preliminary work, the OIST methology was successfully
used for obstacle avoidance but was ”switched off” (by a
simple logic detailed in the experiment section of the paper)
on the frontier of the obstacles in order to avoid the MAV
to be stuck on them. As we shall see, an additional output
constraint is here used to circumvent this problem : roughly
speaking, the OIST method is not only used to avoid another
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MAV but also to avoid that a MAV is stuck on another one
by imposing its (orthoradial) velocity not to vanish on it. We
also slightly extend the OIST framework to take into account
the fact that the obstacle (other MAV) can now move (in the
same (x,y) plane as the MAV), which requires to measure the
velocity and acceleration of the obstacle.
The following assumptions are necessary to apply this
novel OIST technique.
At any time:
• the distance do between the MAV and the other MAV
is measured.
• the obstacle is supposed to be included inside a circle
which is centered on (xo, yo, z) and whose radius is al-
ways lower than do,inf in the (x, y) plane The obstacle
being possibly in motion, its velocity (resp. accelera-
tion) vector (x˙o, y˙o) (resp. (x¨o, y¨o)) are supposed to be
measured in the (x, y) plane.
• the MAV desired position ξd is sufficiently far from the
obstacle so that the mission is feasible.
Figure 1 represents the general principle of the OIST method-
ology when extended to the MAV avoidance problem.
Let us define the following quantities:
do,2 := d
2
o = (x− xo)2 + (y − yo)2 (5)
and
φ⊥ = −(y − yo)vx + (x− xo)vy (6)
To avoid a collision, the following constraint must be satis-
fied:
do,2 ≥ d2o,inf (7)
Moreover, to avoid staying stuck on the obstacle boundary,
we consider the following additional constraint:
φ⊥ ≥ do,infv#⊥ − κ3(do,2 − d2o,inf ) (8)
where v#⊥ > 0, κ3 > 0
Such an inequality simply expresses the constraint that
the orthoradial velocity (component of the MAV velocity
which is perpendicular to a line relating the MAV to the ob-
stacle center) cannot be null on the obstacle boundary so that
the MAV is forced to keep turning around the obstacle.
Remark 1 another possibility is to use the constraint:
φ⊥ ≤ −do,infv#⊥ + κ3(do,2 − d2o,inf ) (9)
where v#⊥ > 0, κ3 > 0. This would change the sign of v⊥
on the obstacle. This other possiblity can be considered as
another degree of freedom of the method which deserves to
be studied in the future.
Following the OIST methodology (see e.g. the guidelines
of [13], subsection II-D)), we compute the successive time
derivatives of the constrained outputs do,2 and φ⊥ till the in-
put terms appear. Deriving two times (resp. one time) do,2
(resp. φ⊥), we obtain:
d¨o,2 = 2
(
(x− xo)
(
Fd,x
m − x¨o
)
+ (y − yo)
(
Fd,y
m − y¨o
)
+(x˙− x˙o)2 + (y˙ − y˙o)2
)
φ˙⊥ = −(y − yo)Fd,xm + (x− xo)Fd,ym − (y˙ − y˙o)vx
+(x˙− x˙o)vy
(10)
We now consider the following matrix:
Mo(ξ) :=
2
m
[
x− xo y − yo
−(y − yo) x− xo
]
(11)
which is invertible when det(Mo) = do,2 ≥ d2o,inf > 0.
Using Mo, we rewrite (10) as follows:[
d¨o,2
2φ˙⊥
]
=Mo(ξ)
[
Fd,x
Fd,y
]
+
[
D1
2D2
]
(12)
where
D1 = 2(x˙− x˙o)2 + 2(y˙ − y˙o)2 − 2(x− xo)x¨o
−2(y − yo)y¨o (13)
D2 = −(y˙ − y˙o)vx + (x˙− x˙o)vy (14)
Mo being invertible when the first constraint is respected, we
define the following change of coordinates:[
u1
2u2
]
:=Mo(ξ)
[
Fd,x
Fd,y
]
(15)
We then rewrite (12) as follows:[
d¨o,2
φ˙⊥
]
=
[
u1
u2
]
+
[
D1
D2
]
(16)
Let us now define d˙o,2 := ddtd0,2 = 2dod˙o and the OIST
tuning parameters κ2, κ3, κ4 > 0.
We’ve got the following result:
Proposition 1 Let us suppose that do,2(t = 0) ≥ d2o,inf ,
d˙o,2(t = 0) ≥ −κ1(do,2(t = 0) − d2o,inf ) and φ⊥(t = 0) ≥
do,infv
#
⊥ − κ3(do,2(t = 0)− d2o,inf ), then if for all t ≥ 0,
u1 ≥ −(κ1 + κ2)d˙o,2 − κ1κ2(do,2 − d2o,inf )−D1 (17)
u2 ≥ −κ3d˙o,2 − κ4(φ⊥ − do,infv#⊥ + κ3(do,2 − d2o,inf ))
−D2 (18)
then the output constraints (7)-(8) are satisfied for all t ≥ 0.
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proof: Straightforward applying Lemma 4.1 of [17].
Finally, it is required to express the input constraints in
terms of the original control inputs.
It is easy to see that (17)-(18) are satisfied when one applies
the following inputs:[
F satd,x
F satd,y
]
=Mo(ξ)
−1
[
Sat+∞
h1(ξ˙,do,d˙0)
(u1)
2Sat+∞
h2(ξ˙,do,d˙0)
(u2)
]
(19)
where
h1(ξ˙, do, d˙0) =−D1 − (κ1 + κ2)d˙o,2
−κ1κ2(do,2 − d2o,inf ) (20)
h2(ξ˙, do, d˙0) =−D2 − κ3d˙o,2 − κ4(φ⊥ − do,infv#⊥ )
−κ3κ4(do,2 − d2o,inf )) (21)
Using (15), we finally obtain the following input saturations
with time varying bounds :
[
F satd,x
F satd,y
]
(22)
=Mo(ξ)
−1

Sat+∞
h1(ξ˙,do,d˙0)
([
1
0
]T
Mo(ξ)
[
Fd,x
Fd,y
])
2Sat+∞
h2(ξ˙,do,d˙0)
(
1
2
[
0
1
]T
Mo(ξ)
[
Fd,x
Fd,y
])

(23)
4 SYSTEM ARCHITECTURE
4.1 Framework for experimentation
Ground station
MAV N°i
Embedded Orocos Components
P X 4
Low level control
 
I M U
Simulink-generated
Control Law
Com Groundstation
Mavlink Bridge
OptiTrack System
Optitrack cl ient
position MAV N°i
High level control and supervision UDP over Wifi
Mavl ink over
 serial connection
UDP over Wifi
Optitrack cl ient
obstacle MAV
UDP over Wifi
Guidance
Figure 3: OIST formation framework
The framework that is used in our lab is described in [14]
and allows many use cases, from the simple Simulink-only
simulation to the experiments involving interaction between a
real MAV and simulated sensors in the MORSE simulator. A
variety of MAVs are available for experiments in our lab. For
the formation flying experiment, the framework used (Fig. 3)
was:
1. Ground station:
A ground station was used to transmit high-level or-
ders to the 3 MAVs using Wi-Fi. The high-level orders
were ”take off”, ”move formation to position [x, y, z]”,
”land”, and ”arm/disarm motors”. It also monitored the
battery level and position of the MAVs.
2. Embedded Orocos components:
An Orocos component was used to relay the high-level
orders received from the ground station to the guidance
(”take off”, ”move to” and ”land”) and mavlink bridge
(”arm/disarm motors”) components. The MAV’s de-
sired position transmitted to the guidance component
was offset to reflect the MAV N◦i position in the for-
mation. From the desired position, the guidance com-
ponent was generating desired trajectories for positions
and velocities without taking into account the obsta-
cle. These trajectories were given to the Simulink-
generated Orocos component which implemented the
OIST control law. The OptiTrack was used to measure
the MAV and MAV’s obstacle positions at 50Hz.
3. MAV N◦i, i ∈ {0,1,2}:
The MAVs used were based on the mechanics of three
Parrot AR.drone with custom electronics, a gumstix
running the Orocos components and a Pixhawks PX4
for the attitude control.
4.2 Code-generation from Simulink models
Automatic code generation is used directly from Simulink
to generate C++ Code which is included in the framework.
5 EXPERIMENT
In order to demonstrate the OIST obstacle avoidance
methodology, we use it for the anti-collision of a fleet com-
posed of three MAVs. The three MAVs take off on the ground
at three different positions, then they go to their target point in
the formation pattern. For i=0 to 2, each MAV N◦i considers
the MAV N◦i+ 1 as a moving obstacle and will avoid it.(By
convention MAV N◦3 is MAV N◦0 so that MAV N◦2 avoids
MAV N◦0).
Figure 4 presents the trajectory of the MAVs with obstacle
avoidance during the formation Establishment. A minimal
distance of 80 centimeters has been chosen for the avoidance
parameter.
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Figure 4: Trajectory of the 3 MAV’s during the flight
One can see that the MAV N◦0 is not deviated from the
desired trajectory given by the guidance component. The two
other MAVs are deviated by OIST as denoted on Fig. 5.
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Figure 5: Positions of the 3 MAV’s during the flight, the de-
sired trajectories are computed without taking into account
the obstacles
The avoidance results can be see on Fig. 6 which shows
the saturation of the baseline thrust Fd by the OIST method-
ology, and the distance between the MAV N◦i and its obstacle
(the position of the MAV N◦i+ 1).
For this experiment, the A.R.drone frame doesn’t allow to
increase the tracking performance of the position due to the
lack of power. In our lab, the MAV based on Parrot weight
more than 500 grams, which is 20 percent more than the nom-
inal weight of the A.R.drone, so the thrust at the equilibrium
point (for static flight) is about 75%. The dynamic cannot be
very fast and we need to increase the minimal distance to 80
centimeters. On Fig. 6, the MAV N◦2 is inside the avoidance
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Figure 6: Saturation of the baseline thrust Fd and distance to
obstacles during the flight
interval but as it is shown on Fig. 5, the tracking error is not
minimal (about 20 centimeters of error) so this is more due to
the position control.
In the video of this experiment [19], we can see that the
MAVs avoid each other during the establishment of the for-
mation. At the second 34 in the video (second 18 in the
Figs. 4 to 6), we can see that even if the distance between the
MAVs N◦1 and N◦2 is greater than 80 cm, the MAV N◦1 still
moves out of the way. This is because the OIST methodol-
ogy also takes into account the velocity of the obstacle (MAV
N◦2 in this case). This effect can also be seen on the MAV
N◦2 between the seconds 10 to 12 when the MAV N◦0 is ap-
proaching quickly.
6 CONCLUSIONS
In this paper, a novel framework to ensure anti-collision
of a fleet of three MAVs has been presented. The OIST
methology has been extended so that a MAV cannot be stuck
on another MAV but turns around it. The main feature of this
method is its simplicity in terms of control design and com-
putational load. An experiment has been performed and val-
idates the OIST methodology to ensure collision avoidance
of up to three MAVs. The experimental results shows that the
minimal distance between MAVs is globally respected during
the establishment of the formation of the fleet. For the future
experiments, MikroKopter-based MAVs will be used to in-
crease the dynamics and the capabilities of the OIST method-
ology. Future works include rigourus stability proofs of satu-
rated systems (in the spirit of [17]), extra experiments involv-
ing a larger number of MAVs and the extension of the OIST
technique to address other problems related to safe guidance
of multiple MAVs.
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ABSTRACT
Formation control in multi-UAV systems can be
obtained through different strategies, each one
with its own advantages and disadvantages. In
order to minimize the weaknesses of each tech-
nique, this paper proposes a combined approach
to drive a group of three quadrotor UAVs in a
time varying formation, using a virtual struc-
ture, a leader-follower strategy and two behav-
ioral rules. To each UAV is assigned a position in
a formation that is represented by a virtual struc-
ture. The UAVs then have to compute their de-
sired positions in order to achieve the formation.
This is done using one of two possible meth-
ods, one based on a leader-follower approach
and another based on waypoints received from
a ground station. Two behavioral rules are then
used to move the UAVs towards their goal while
avoiding collisions with each other. The algo-
rithm was implemented in C++ using the ROS
platform and was tested in simulations using the
Pixhawk SITL simulator. Results show that the
UAVs are able to move in formation and also to
change the formation without colliding with each
other.
1 INTRODUCTION
Recently there have being a growing interest in the use of
UAVs (Unmanned Aerial Vehicles) in a wide range of appli-
cations. This is due to the development of inexpensive and
easy to build UAV models that can carry powerful sensors
and even miniature computers. The number of proposed ap-
plications is large, ranging from civil uses such as forest fire
monitoring and fighting [1][2], buildings and bridges inspec-
tion [3], crop dusting [4] and search and rescue of survivors
after a disaster [5], to millitary uses including surveillance
and monitoring of an area [6] or even air strikes [7]. One of
the most popular model both in commercial use and in aca-
demic research is the quadrotor, thanks to its simplicity and
great mobility.
Since the control of one UAV is already well understood,
a new problem that is attracting attention is the use of a group
∗Email address(es): rafaelbraga@unifei.edu.br
of UAVs to perform missions. There are many advantages
that come from this approach: a group carries more sensors
and so is able to acquire more information about the environ-
ment; the number of UAVs in the swarm can be altered to
tackle missions of different levels of difficulty; if one UAV
fails the remaining ones can continue the mission without it.
All these advantages however come with the drawback of be-
ing more difficult to control a swarm correctly than a single
unit.
There are many examples of successful attempts in con-
trolling groups of UAVs, using techniques proposed in the
swarm robotics field. Kushleyev et al. developed an im-
pressive flock of 20 minature quadrotors capable of assum-
ing many different formations, using a centralized control
strategy [8]. Bu¨rkle et al. created an outdoor quadcopter
swarm also using central processing at a ground station [9].
Va´sa´rhelyi et al. used flocking rules to fly a remarkable
swarm of 10 quadrotors in an outdoor environment [10]. And
in [11] a group of simulated UAVs is used to monitor an area.
Most of the control algorithms proposed in the literature
can be classified as three types: leader-follower [12][13], vir-
tual structure [14][15] or behavior based [16][17]. In the
leader-follower strategy, one of the UAVs in the group is cho-
sen as the leader. The others have to follow it and position
themselves according to its position. This approach has the
advantage of being easier for a human operator to drive the
group, having to control only the leader. However one disad-
vantage is that if the leader stops working, the whole group
also stop. The virtual structure strategy consists in treating
the whole group as a single fixed structure, with each UAV
representing one point that composes it. The controller is de-
signed such as each UAV is moved to create the structure’s
desired behavior. Finally, in the behavior-based strategy the
UAVs are programmed to follow some desired behavior, such
as avoiding collisions or move closer to one another. In most
of the cases, these kind of strategy is based in real phenomena
observed in nature, and so is classified as bio-inspired.
To control a group of three UAVs while avoiding colli-
sions with each other and keeping track of a time varying
formation, we propose an approach that combines elements
from the three mentioned strategies. The formation is treated
as a rigid structure, composed by an array of poses that will
be assigned to each UAV in the group. The leader is the only
robot that can move freely, being controlled by an operator
at a ground station or navigating autonomously. All the other
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UAVs will try to move autonomously to their assigned poses
in the formation, relative to the leader. The position control is
behavior based, using two behavioral rules to move the UAVs:
formation and separation.
The rest of this paper is structured as follow. Section 2
presents our multi-UAV system and describes our hardware
and software platforms. Section 3 describes the design of the
formation control strategy and the pseudocode implementa-
tion of the behavioral rules. Finally, Section 4 presents the
simulation environment and the obtained results.
2 MATERIALS AND METHODS
2.1 Multi-UAV System
Our system consists of a group of robots that fly over
an area and a ground station with which they communicate
through a telemetry link. The ground station is responsible
for collecting flight data from each robot and sending infor-
mation about the desired formation, but not controlling them.
The control algorithm is distributed and runs in each UAV.
The objective is to move the group to a desired point, avoid-
ing collisions between the UAVs and keeping a formation that
can be changed over time.
The quadrotor is a simple machine, capable of vertical
take-off and landing (VTOL) and moving with six Degrees of
Freedom (DoF). It consists of a center body with four individ-
ual rotors attached, as illustrated in Figure 1. By controlling
the thrust generated by each rotor, we can lift the quadrotor
and move it in the air. As shown in Figure 1, rotor i rotates
anticlockwise if i is even and clockwise if i is odd. By adjust-
ing the speed of the clockwise and anticlockwise rotors we
can control the Yaw angle.
Figure 1: Degrees of freedom achieved by the quadrotor and
rotation direction of the rotors
2.2 UAV Hardware
The robots we are developing the algorithm to control are
small quadrotors with 250mm diameter, each one using a Pix-
hawk as a flight controller board. The Pixhawk is an open-
source device [18] equipped with many sensors such as gyro-
scope, accelerometers, magnetometer and barometer and can
also be connected to a external GPS module. It runs a pow-
erful software that implements the basic controller routines
of the quadrotor, along with many other useful functions. In
our application, the main function of the Pixhawk is to pro-
vide the low-level stabilization and height control of the UAV.
Figure 2 shows a photo of one of the UAVs used in our labo-
ratory.
Figure 2: UAV used in the laboratory
Originally the Pixhawk is intended to be controlled by
a human operator via radio controller or receive commands
from a ground station. However, it is also able to communi-
cate with other devices via a protocol called MAVLink. We
use this protocol to send commands from an embedded Linux
computer (Raspberry Pi) which is also carried by the UAV. in
this way we can program the UAV to fly autonomously, while
still being able to regain manual control at any time. Figure 3
shows a schematic view of the UAV components.
Figure 3: UAV components
2.3 Robot Operating System
Our algorithm was implemented in C++ and runs on the
ROS platform. ROS (Robot Operating System) is an open
source framework created to aid researchers in developing
robotic applications [19]. ROS provides us with many tools
and facilities that were very useful in our work.
A ROS application is a network of independent programs,
called nodes, that communicate with each other. This net-
work is managed by another program called ROS Master. The
communication works in a message passing way. Nodes that
generate data publish this information in topics in the form
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of messages, while nodes that need that data subscribe to
the corresponding topics and receive the published messages.
The types of messages represent common data structures used
in robotics, such as sensor readings or velocity commands.
In our application, the ROS system, containing all the
control algorithms, runs on the Raspberry Pi. We used a node
called mavros which connects to the Pixhawk via a serial con-
nection and is able to translate MAVLink messages into ROS
messages and vice versa. In this way the control node can
get data from the Pixhawk and send commands to it. This
architecture is represented in Figure 4.
Figure 4: System architecture overview
3 DEVELOPMENT
3.1 Formation Control Strategy
We define a global reference frame SG with X, Y and Z
Cartesian coordinates, fixed on the ground. The position of
each UAV i in the SG frame is given by:
pGi = (X
G
i , Y
G
i , Z
G
i ) (1)
Each robot uses its embedded sensors to locate itself in
the global frame. Considering the Earth’s geometry and the
origin of the SG frame, the latitude and longitude information
from the GPS sensor can be converted to values in meters in
the X and Y coordinates. This gives us the robot’s initial posi-
tion. From this moment on, the position will be obtained from
the Pixhawk’s internal state estimator, which uses an Extend
Kalman Filter to fuse the measurements from its embedded
sensors, including gyroscope and accelerometers. The Z co-
ordinate is obtained from the GPS and the barometer infor-
mation fused together.
Each UAV receives an unique ID, which is a positive in-
teger number starting at 0 and increasing in increments of 1.
The formation is defined as an array of positions relative to a
formation reference frame, SF. The assigned position to each
UAV is the one whose index in the formation array is equal
to the UAV’s ID. In our experiments we defined three forma-
tions: a horizontal line, a vertical column and a triangle.
Each UAV has to compute its desired position relative to
the formation frame. We defined two methods to make this
calculation:
• Leader-follower method: In this method, one UAV
is considered the leader of the group (the one with ID
0). The leader ignores its position in the formation and
instead is able to move freely, being controlled by an
operator or following a sequence of waypoints. The
other UAVs calculate their desired position relative to
the leader, considering it the origin of the formation
frame.
• Waypoint method: In this method, all UAVs receive
a waypoint to follow and treat it as the origin of the
formation frame. There is no leader in this method.
As such, this approach is more tolerant to UAV failure
than the first one, however is more difficult for a human
operator to drive the group.
The position of each UAV i in the SF frame is represented
by pFi . In the first position calculation method, the origin of
the SF frame is the position of the leader, and then the desired
position of each UAV i in the global frame is given by:
pGiD = p
G
0 + p
F
i (2)
where pGiD is the desired position of UAV i in the SG frame
and pG0 is the leader’s current position in the SG frame. In
the second method, the SF frame is centralized at the next
waypoint, so the desired position of UAV i in the global frame
is given by:
pGiD = p
G
w + p
F
i (3)
where pGw is the position of the next waypoint.
3.2 The ROS Application
Two nodes are executed by each UAV: mavros and the
control node, called formation controller node, which is our
main control program. This node subscribes to some of
the topics where mavros publishes data received from the
Pixhawk. Using information from the GPS sensor and
the internal state estimator of the Pixhawk, the forma-
tion controller node determines the position of the UAV in
the global reference frame. It then publishes this information
in a topic called /uav positions. The node also subscribes to
this same topic, but since all UAVs are publishing their posi-
tions in this topic, the node receives the position information
of all other UAVs. This data will be used by the behavioral
rules to move the UAV.
The formation controller node also subscribes to a topic
called /formation, where the ground station publishes mes-
sages of type geometry msgs/PoseArray. These messages
contain an array of positions representing the formation vir-
tual structure. Each time a new message arrives, the forma-
tion controller node updates an internal formation array vari-
able, which means that the formation can be changed during
the flight.
Using all the information obtained, the forma-
tion controller node then uses the behavioural rules to
drive the UAV by publishing a geometry msgs/TwistStamped
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message in the mavros/setpoint velocity/cmd vel topic. The
mavros node receives this message, creates the corresponding
MAVLink message and then sends it to the Pixhawk, which
will follow that command accordingly.
Since each UAV runs instances of the same nodes, it is
necessary to run them under different namespaces to avoid
causing conflicts. To each UAV is assigned a namespace in
the form of /uavn where n is that UAV’s ID. A simplified
diagram of the resulting system is shown in figure 5.
Figure 5: Simplified diagram of the ROS application gener-
ated by the program rqt graph.
3.3 Algorithm Implementation
In this section we will describe how we implemented the
two behavioral rules that move the UAVs together in a forma-
tion.
In each loop of the control algorithm, it follows the fol-
lowing steps: i. Obtain the UAV’s own pose from the Pix-
hawk’s internal state estimator; ii. Determine the position of
the neighbors based on the position messages received from
the other UAVs; iii. Obtain the formation array from the /for-
mation topic; iv. Use the behavioural rules for Cohesion and
Separation to determine the direction which the UAV should
move. The main loop of the algorithm is given in Algorithm
1.
First the program calls the function getPose() which cal-
culates the pose of the UAV and sets the variable this.position
representing the UAV’s position in the global frame. Then,
the program calls another function getNeighbors() that gets
the positions of the nearby robots from the received messages
and stores this data in an array called neighbors.
Then the program starts calling the functions where the
actual behavioral rules are implemented. Each function re-
turns a vector that represent the direction that rule tells the
UAV to go. For example, the Separation rule urges the UAV
Algorithm 1 Main loop of the formation control algorithm
1: procedure SWARM
2: getPose()
3: getNeighbors()
4: getFormation()
5: v1← separation()
6: v2← cohesion()
7: vres← r1 ∗ v1+ r2 ∗ v2
8: move(vres)
9: end procedure
to move away from its neighbors, so the separation() function
will return a vector pointing to the opposite direction of the
other UAVs. Each function will be explained in detail ahead.
In line 7 the two vectors are combined trough a weighted
sum to generate the final resulting direction the robot should
move. The weight applied to each rule determines how much
that rule influences the final result. The values of the weights
can be changed to obtain different results. Rules can be even
completely removed from the calculation by setting its weight
to zero.
In line 8 the calculated resulting direction is passed to an-
other function that moves the UAV. This function publishes
velocity commands to the mavros package, which in turn send
MAVLink messages to the flight controller board, instructing
it to move the UAV.
The implementation of each rule and its corresponding
function will be explained in detail:
Separation Rule: This rule urges the robot to move away
from other robots to avoid collisions. This is done creating a
vector for each one of the detected neighbors pointing to the
exactly opposite direction of that neighbor. These vectors are
then combined into a resulting vector and returned to the main
program. The implementation is shown in Algorithm 2.
Algorithm 2 Separation Rule
1: procedure SEPARATION
2: Vector v← 0
3: for all neighbors n do
4: vn← this.position− n.position
5: vn.normalize()
6: vn← vn ∗ distance(this, n)
7: v← v− n
8: end for
9: return v
10: end procedure
We also want the robot to move faster the closer it is from
its neighbor. We do this by adjusting the vector’s magnitude.
First we normalize it so it becomes a unit vector. Then we
divide it by the distance between the two robots. As the dis-
tance between two robots gets smaller, the magnitude of the
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resulting vector becomes bigger.
Formation Rule: This rule tries to move the robot to its
desired position in order to maintain the formation. The im-
plementation is shown in Algorithm 3. Fist we test which
method is being used to determine the desired position. Then
we check if the UAV is the leader by testing if its ID is 0. If
the method being used is the leader-follower, the leader fol-
lows the waypoint and the followers determine their desired
position according to Equation 2. If the waypoint method is
being used, all UAVs use Equation 3 to determine their de-
sired position. The function then generates a vector pointing
to the calculated position.
Algorithm 3 Formation Rule
1: procedure FORMATION
2: Vector v← 0
3: Vector DesiredPosition← 0
4: if leader-follower then
5: if ID == 0 then
6: DesiredPosition← waypoint
7: else
8: DesiredPosition ← leader.position +
Formation[ID]
9: end if
10: else
11: DesiredPosition← waypoint+ Formation[ID]
12: end if
13: v← DesiredPosition− this.position
14: return v
15: end procedure
3.4 Computational Complexity and Communication issues
One important concern when designing a multi-robot con-
trol application is the elevation of the computational com-
plexity with the increase in the number of robots. In spe-
cial, in a behavior based approach such as the one we used,
each individual has to iterate through all other individuals to
compute its behavioral rules. If a centralized control is used,
this represent a O(n2) computational complexity, where n is
the number of robots. However, in a decentralized approach,
each robot runs its own control algorithm with a computa-
tional complexity of O(n). This means that a decentralized
approach can make the system more scalable, with the addi-
tion of more robots bringing a smaller burden to the process.
Another concern is the influence of delayed communica-
tions. In our application the robots must communicate with
one another to be able to locate their neighbors. Since we
performed our tests in simulation, the communication delay
was not a problem. However, in real life implementations the
system would be negatively influenced by this delay. In Sec-
tion 5 we discuss how this problem could be tackled in future
works.
4 RESULTS AND DISCUSSION
We decided to run our program in simulation first as a
proof-of-concept and also as a way to evaluate its perfor-
mance. We used the Pixhawk SITL (Software In The Loop)
simulator, a software that is provided as part of the Ardupilot
project. With it we were able to interact with a simulated Pix-
hawk running its original firmware and generating accelerom-
eter, gyroscope, GPS and other sensors data. Three instances
of the simulator were executed simultaneously, each one us-
ing a different GPS starting position, effectively simulating
three UAVs that were able to be controlled individually by
our ROS application.
We defined a scenario where the three UAVs, with IDs of
0, 1, and 2, have to move together maintaining a formation.
The UAVs were commanded to take off to an altitude of 2
meters. As soon as they are stabilized in this altitude, we
started the control node and they start moving. Since the SITL
does not generate a graphical representation of the simulation,
we used the program RViz, which is a standard ROS tool to
create a visual representation of the UAVs. Figure 6 shows
the three UAVs in RViz screen.
Figure 6: Visualization of simulated UAVs in RViz.
To evaluate the performance of our algorithm we defined
two main tests.
4.1 Moving in Formation
The first test aims to evaluate the capability of the UAVs
to maintain a formation while moving together. The robots
are commanded to assume a formation and then move to two
waypoints. We repeated this test for each position calculation
method and for three different formations: a horizontal line,
a vertical column and a triangle. In all experiments the UAVs
were capable of maintaining the formation and no collision
occurred. In Figure 7 we show the trajectory developed by
the UAVs in the test with the triangle formation and leader-
follower position calculation method.
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Figure 7: UAVs trajectory over time.
Another interesting feature of our solution is the possibil-
ity of formation control in three dimensions. In figure 8 the
three UAVs are keeping a vertical formation, assuming differ-
ent positions in the Z axis.
Figure 8: UAVs performing a vertical formation.
4.2 Changing Formations
In this test we tried to see if the UAVs were capable of
changing from one formation to another without colliding
with each other. The UAVs started at the line formation, then
changed to other formations following this sequence: col-
umn, triangle, line, triangle, column and then line. Table 1
shows the time spent in each formation change. Thanks to
the separation behavior, no collision was observed.
It is interesting to note that the longer times appear in the
transitions to the column formation. This is caused by the
fact that this formation is actually vertical, so the UAVs have
to gain height in order to assume their desired positions.
Transition Time [s]
line→ column 7.16
line→ triangle 3.66
column→ triangle 4.90
column→ line 4.70
triangle→ line 3.53
triangle→ column 7.17
Table 1: Time spent in each formation transition.
5 CONCLUSION
This paper presented the design of a combined approach
to the formation control problem in a group of UAV vehi-
cles. Our algorithm combined elements from three different
multi-UAV control strategies: leader-follower, virtual struc-
ture and behaviour-based. The implementation was tested in
simulations and presented good results. The UAVs were able
to move in different formations and change from one forma-
tion to another without colliding with each other.
In future works some improvements can be studied, such
as the use of cameras or range sensors to detect nearby robots.
This would eliminate the need of communication between the
robots, avoiding the negative influence that delayed commu-
nications would have in real systems, and enable the possibil-
ity to detect obstacles in the path.
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ABSTRACT
In this paper we introduce the usage of guidance
vector fields for the coordination and formation
flight of fixed-wing aircraft. In particular, we
describe in detail the technological implementa-
tion of the formation flight control for a fully dis-
tributed execution of the algorithm by employing
the open-source project Paparazzi. In this con-
text, distributed means that each aircraft executes
the algorithm on board, each aircraft only needs
information about its neighbors, and the imple-
mentation is straightforwardly scalable to an ar-
bitrary number of vehicles, i.e., the needed re-
sources such as memory or computational power
not necessarily scale with the number of total air-
craft. The coordination is based on commanding
the aircraft to track circumferences with different
radii but sharing the same center. Consequently,
the vehicles will travel different distances but
with the same speeds in order to control their
relative angles in the circumference, i.e., their
orbital velocities. We show the effectiveness of
the proposed design with actual formation flights
during the drone parade in IMAV2017.
1 INTRODUCTION
Unmanned Aerial Vehicles (UAVs) have emerged as pow-
erful platforms for, among others, atmospheric research, in-
tensive agriculture and surveillance. A key aspect of the us-
age of these vehicles is to make affordable and accessible
certain tasks within these fields. In particular, the technolo-
gies around these aerial vehicles, such as batteries, propulsion
systems, construction materials and their associated mainte-
nance, have developed an interesting performance for the ac-
tual cost. This fact makes interesting the usage of several of
these vehicles in a cooperative way in order to enhance tasks
that were previously performed by a single aircraft. For ex-
ample, we can perform missions more efficiently by splitting
the payload of one aircraft, such as antennas [1] or differ-
ent kind of surveillance cameras [2] to two or more aircraft.
Furthermore, we can also employ the coordination of several
aircraft for the estimation of the wind without employing ex-
pensive sensors [3]. Another interesting and different usage
∗hector.garcia-de-marina@enac.fr
†gautier.hattenberger@enac.fr
of fleets of UAVs are related with performance shows such as
the suggested outdoor parade contest of IMAV20171.
There exist a large number of algorithms in literature re-
lated with the formation control of vehicles [4]. However,
most of them consider the dynamics of the vehicle as kine-
matic points, which is a very restrictive requirement for fixed-
wing aircraft that can be seen as an unicycle. Formation con-
trol algorithms dealing with this kind of dynamics can still
be found in the literature [5, 6, 7]. However, most of them
do not consider desirable requirements such as vehicles with
constant speed, e.g., with motors operating constantly at their
nominal conditions, or it is not clear how to combine such
algorithms with trajectory tracking, which is quite important
in order to guarantee the confinement of the UAVs in their
allowed airspace.
This paper aims to show how the algorithm proposed in
[8] has been implemented in a fully distributed way by em-
ploying the open-source project Paparazzi. The algorithm
proposes a technique based on guidance vector fields for tra-
jectory tracking [9] in order to achieve the coordination of
multiple fixed-wing aircraft flying at constant (and equal)
speeds. In particular, we focus on circular trajectories but
it is also applicable to any other closed trajectories. The main
idea relies on controlling the traveled distance by the aircraft
by commanding them to track a smaller or bigger radius with
respect to the desired circle. Consequently, the vehicles will
travel different distances but with the same speeds in order
to control their relative angles in the circumference, i.e., the
algorithm controls their orbital velocities. The aircraft are not
always placed on the commanded circles but far away from
them, specially in the beginning of the algorithm where the
initial positions of the vehicles could be arbitrary. Neverthe-
less, the proposed strategy is feasible because of the expo-
nential convergence property to the desired trajectory of the
guidance algorithm [9]. Therefore if the convergence of the
formation flight algorithm is slow enough, then the whole cas-
caded system (trajectory tracking and formation control) will
converge to the desired coordinated formation flight.
We organize this paper as follows. The Section 2 reviews
the concept of vector field for tracking smooth trajectories.
Then, we explain in Section 3 how to manipulate such vec-
tor fields in order to achieve the desired circular formation
flight. We continue in Section 4 showing how the algorithm
is fully distributed and executed in the open-source Paparazzi
1http://www.imavs.org/2017
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autopilot [10]. In particular, in Section 5 we show as an ex-
ample a simulation of the formation flight parade that will be
performed during IMAV 2017. We end the paper with some
conclusions in Section 6.
2 GUIDANCE VECTOR FIELD FOR TRACKING
SMOOTH TRAJECTORIES
2.1 Fixed-wing aircraft’s model
Consider for the unit speed fixed-wing aircraft the follow-
ing nonholonomic model in 2D{
p˙ = m(ψ)
ψ˙ = uψ,
(1)
where p =
[
px py
]T
is the Cartesian position of the vehicle,
m =
[
cos(ψ) sin(ψ)
]T
with ψ ∈ (−pi, pi] being the attitude
yaw angle2 and uψ is the control action that will make the
aircraft to turn. If we consider that the altitude of the vehicle
is kept constant and its pitch angle is close to zero, then the
control action uψ corresponds to the following bank angle φ
in order to have a coordinated turn
φ = arctan
uψ
g
, (2)
where g is the gravity acceleration.
2.2 Trajectory tracking
We have chosen the algorithm proposed in [9] for the task
of tracking circular trajectories since it has been successfully
validated in real flights [11]. One interesting property of the
chosen algorithm is that the local exponential converge to the
desired path is guaranteed. This property help us to support
the convergence of the high level formation control algorithm
under the argument of slow-fast dynamical systems [8].
Consider the circular path P described by
P := {p : ϕ(p) := p2x + p2y − r2 = 0}. (3)
Clearly the function ϕ : R2 → R belongs to the C2 space and
it is regular everywhere excepting at the origin, i.e.,
∇ϕ(p) =
[
2px
2py
]
6= 0 ⇐⇒ p ∈ R2 \ 0. (4)
The trajectory tracking algorithm employs the level sets
e(p)
∆
= ϕ(p) for the notion of error distance between the
aircraft and P . In particular, for circular trajectories a pos-
itive level set corresponds to an expanded version of the de-
sired circle P , while a negative level set corresponds to a con-
tracted version. Note that the domain of the error distance is
e ∈ [−r2,∞). We define by n(p) := ∇ϕ(p) the normal vec-
tor to the curve corresponding to the level set ϕ(p) and the
2For our setup, the yaw angle and heading angle can be considered equal
due to the absence of wind.
tangent vector τ at the same point p is given by the rotation
τ(p) = En(p) =
[
2py
−2px
]
, E =
[
0 1
−1 0
]
.
Note that E will determine in which direction P will be
tracked, which is done by following the direction at each
point p given by of the vector field
p˙d(p)
∆
= τ(p)− kee(p)n(p) = 2
[
py − keepx
px − keepy
]
, (5)
where ke ∈ R+ is a gain that defines how aggressive is the
vector field. An example of the construction of the guidance
vector field (5) is shown in Figure 1, and its visualization in
Paparazzi for tracking an ellipsoidal trajectory is shown in
Figure 2.
Let us define xˆ as the unit vector constructed from the
nonzero vector x. The vector field (5) is successfully tracked
if we apply the following control action to (2) [9, 11]
uψ = −
(
E ˆ˙pd ˆ˙p
T
dE
(
(E − kee)H(ϕ)p˙− kenT p˙n
))T
E
p˙d
||p˙d||2
+ kd ˆ˙p
TE ˆ˙pd, (6)
whereH(·) is the Hessian operator, i.e., from (4) we have that
H =
[
2 0
0 2
]
and kd ∈ R+ is a positive gain that determines
how fast the vehicle converges to the guidance vector field.
We can clearly identify two terms in the addition in (6). The
first term is a feedforward component and makes the aircraft
to stay on the guidance vector field (5) while the second term
makes the vehicle to converge to the guidance vector field in
case that the vehicle is not aligned with it.
3 GUIDANCE VECTOR FIELD AS A COORDINATING
TOOL
Consider a team of n aircraft traveling all of them at the
same speed. The main objective of this paper is to show how
to make them rendezvous without actuating on their travel-
ing velocities. The rendezvous will happen at the same time
that the team is traveling over a desired circular trajectory P .
We will see that this is possible to achieve by controlling the
traveled distance of the aircraft around P .
3.1 Circular trajectory
We summarize in this subsection the formation control
algorithm presented in [8]. Consider that the center of P is at
the origin as in (3). Let us define the phase of the aircraft as
θ = atan2(py, px) where
atan2(y, x) =

arctan( yx ) if x > 0,
arctan( yx ) + pi if x < 0 and y ≥ 0,
arctan( yx )− pi if x < 0 and y < 0,
+pi2 if x = 0 and y > 0,
−pi2 if x = 0 and y < 0,
undefined if x = 0 and y = 0.
(7)
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ϕ(p∗) = e > 0
ϕ(p) < 0
P := ϕ(p) = 0
HOME
p∗
τ
n
−keen
ˆ˙pd
p˙
ψ
Figure 1: The direction to be followed by the UAV at the point
p∗ with respect to HOME for converging to P is given by ˆ˙pd.
The tangent and normal vectors τ and n are calculated from
∇ϕ(p∗). The error distance e is calculated as ϕ(p∗).
Figure 2: Example of the directions ˆ˙pd given by the vector
field (5) for tracking an ellipsoidal track. Screenshot taken
from the real time gvf app available in Paparazzi.
In a circular trajectory we are interested in controlling the
different inter-vehicle phases, e.g., between aircraft 1 and 2
we could define z1 := θ1 − θ2. For a general case, the rela-
tionships between neighbors are described by an undirected
graph G = (V, E) with the vertex set V = {1, . . . , n} and the
ordered edge set E ⊆ V × V . The set Ni of the neighbors of
agent i is defined by Ni ∆= {j ∈ V : (i, j) ∈ E}. We define
the elements of the incidence matrix B ∈ R|V|×|E| for G by
bik
∆
=

+1 if i = E tailk
−1 if i = Eheadk
0 otherwise
. (8)
Note that the i’th row of B denotes for the i’th vehicle and
the k’th column denotes for the link Ek. Define Θ ∈ R|E| as
the stacked vector of aircraft phases, then one can calculate
z = BTΘ, (9)
z1θ
r − kθz1θ
r + kθz1θ
Figure 3: Red and black airplane want to fly over P := x2 +
y2 − r2 = 0 (solid circle) with the same phase θ1 = θ2, i.e.,
z1θ := θ1 − θ2 = 0. Red airplane travels less distance if it
tracks a smaller radius (negative level set with respect to P),
therefore its angular velocity with respect to the center of P
is bigger than the angular velocity of black airplane. Once
z1θ = 0, both aircraft are tracking P . Setting the positive
gain kθ will tune the convergence time for the rendezvous.
as the stacked vector of all the available inter-vehicle phases
zk(t) to be controlled. In particular, for rendezvous, we are
interested in driving the signal z(t) to zero. Depending on
which level set of P an aircraft is following, it will travel with
a different angular velocity θ˙i with respect to the center of P ,
allowing us to control the evolution of the different zk’s. In
order to track different level sets of P we introduce a control
signal iur to (3) for the i’th aircraft as
ϕ(p) := p2x + p
2
y − (r + iur)2 = 0, (10)
and we apply a consensus algorithm
iur = krBiz, (11)
where Bi stands for the i’th row of the incidence matrix B
and kr ∈ R+ is a positive gain. The results in [8] guarantees
the exponential stability of the equilibrium at Θ = 0 if G
does not contain any cycles, e.g., a spanning tree topology.
An example for two aircraft can be found in Figure 3.
4 IMPLEMENTATION IN PAPARAZZI
We discuss in this section the implementation of the for-
mation flight algorithm in the open-source project Paparazzi.
We start by rewriting the control action (11) as follows
iur = kr
∑
j∈Ni
(θi − θj), (12)
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Ni θj∈Ni Timeout(ms)
2 pi 1042
3 0.4pi 426
Table 1: Example of table with neighbor’s information.
therefore the i’th aircraft only needs to collect the phases θj
from its neighbors. We do this process of collection by inter-
vehicle communication, i.e., each aircraft calculates its phase
θi and transmits it to its neighbors. Note that since we are
controlling inter-vehicle phases, the aircraft can control their
relative phases while following circumferences with differ-
ent centers for P , although obviously the rendezvous will not
take place in such a situation.
We write the software responsible of running the algo-
rithm in Paparazzi as a module3. A module allows one to add
new code in a flexible way with initialization, periodic and
event functions without modifying the main autopilot loop.
Each aircraft will run exactly the some code without any par-
ticular modification. This will allow the scaling up of the
number of aircraft without any associated penalty. In order
to run the algorithm each aircraft is required in their flight
plan to be tracking a circle with the guidance vector field al-
gorithm4.
The module employs the new functionalities of Paparazzi
Link v2.05. This communication layer allows the inter-
vehicle communication, i.e., air to air, without intervention
of the Ground Control Station. Each aircraft in Paparazzi has
an unique identification ID (uint8) that will be employed for
each aircraft i in (12). The formation flight module runs two
independent processes. The first process keeps updated a ta-
ble once a message from a neighbor is received. This table
shown in Table 1 has information about the IDs of the neigh-
bors, their latest received θj and the time since this value was
updated. An aircraft can always ask to be registered in or
deleted from another aircraft’s table in order to become neigh-
bors or break the relationship. The second process is executed
periodically with a frequency of 2Hz. It calculates iur in (12)
from all the updated data not older than 2 seconds, so we
avoid situations like an aircraft that abandoned the formation
but it continues registered in its neighbors table. Then the
aircraft updates the radius to be tracked by the guidance vec-
tor field. Finally, the aircraft updates its own θi and transmit
it to its neighbors if and only if the GPS is reliable, e.g., it
has 3D Fix. Consequently, if the aircraft does not update its
neighbors’ tables, then it will not be taken into account in the
formation after the timeout. This process is summarized in
Algorithm 1.
3https://wiki.paparazziuav.org/wiki/Modules
4https://wiki.paparazziuav.org/wiki/Module/guidance vector field
5Paparazzi Link is a messages toolkit (message definition, code genera-
tors, libraries) to be used with Paparazzi and compatible systems
Result: Rendezvous of aircraft i with its neighbors.
Data: θi and Table 1.
while Formation Control == True do
iur = 0;
for All the rows of the table do
if Timeout is not reached then
iur =
iur + (θi − θj) ;
end
end
Set radius r2 + iur in the guidance vector field;
if GPS is reliable then
Transmit θi to Ni;
end
end
Algorithm 1: Algorithm executed at aircraft i once the for-
mation control is activated. Note that is not only distributed
but it does not need all the information from all the neigh-
bors to be executed.
5 IMAV FORMATION FLIGHT PARADE
The three employed aircraft are custom 1.5m wingspan
flying-wings equipped with the following electronics:
• 2x servos SAVOX SH-0257MG
• ESC Flyduino KISS 18A v1.2
• Brushless motor T-Motor MT2208-18 1100KV
• Propeller 8x6
• 3S Battery pack built from Panasonic NCR18650B (up
to 40min endurance, 2h+ with 2x3S)
• Apogee board autopilot6
• Futaba receiver R6303SB
• Futaba transmitter FAAST
• 2x XBEE Pro S1 (on board and on ground)
• GPS M8
• Ground Control Station: Laptop running Paparazzi on
Ubuntu 17.04
We perform a formation flight simulation of three aircraft
planned for the parade show in IMAV2017. For real experi-
ment results like the one from the Figure 5 we refer to [8].
Although the available space for maneuvering is tight, the
simulation shows that it is possible to synchronize the aircraft
flying at 11m/s (ground speed) in circumferences of radius 30
meters as it is shown in Figure 6.
6https://wiki.paparazziuav.org/wiki/Apogee/v1.00
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Figure 4: The three custom flying-wings employed for the
formation flight parade equipped with Paparazzi autopilot.
Figure 5: Picture taken from an actual formation flight exe-
cuting the algorithm described in this paper.
6 CONCLUSIONS
In this paper we have presented a fully distributed im-
plementation of a flight formation controller for fixed-wing
aircraft in the open-source autopilot Paparazzi. We manipu-
late guidance vector fields in order to control the inter-vehicle
positions by changing the radius of the circumference to be
eventually tracked. We finally show the effectiveness of the
proposed strategies based on the rules for the IMAV2017
drone parade outdoor competition.
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(a) t = 51secs (b) t = 67secs
(c) t = 78secs (d) t = 95secs
(e) (f)
Figure 6: Screenshots from the Paparazzi ground control station showing the evolution of the circular formation. The first
screenshot starts with the aircraft at arbitrary positions within the allowed flying area for the IMAV outdoor competition. The
convergence to a synchronized formation flight takes place in around thirty seconds without leaving the allowed flying area.
The circular synchronization can be used for launching the aircraft to travel together over the same segment.
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EDURA: an Evolvable Demonstrator for Upset Recovery
Approaches with a 3D-printed Launcher
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Abstract
As in-flight loss of control has remained a se-
vere threat to aviation, aeronautical research de-
signed several approaches for upset recovery, few
of which has been demonstrated in flight tests.
The on-going success of micro air vehicles, how-
ever, rises the possibility of cheap and flexible
flight demonstrations. In this paper, we present
the concept of and first steps towards an aerial ex-
perimental platform for upset recovery: EDURA.
EDURA is part of the CONVEX project to inves-
tigate, develop, and demonstrate non-linear upset
recovery control laws in a fixed-wing MAV.
1 Introduction
In-flight loss of control (LOC-I) imposes the highest risk to
aviation safety [1] and has remained the foremost cause of fa-
tal accidents for the last decades. Generally defined as any de-
viation from the desired flight-path by [2], LOC-I especially
includes upset situations such as stall, high and inverted bank
angle, as well as post-stall spirals and rotations [3]. With their
unstable and highly non-linear characterizations, these situa-
tions require extensive control eﬀort and adequate approaches
to recover the upset aircraft and return into the flight envelope.
Non-linear behaviour of aircrafts in the post-stall flight
regime has been investigated analytically [4–8] and in wind-
tunnel studies [9, 10]. As a result, researchers developed con-
trol laws for upset recovery [11–20]. For the recovery ap-
proaches found in literature as well as proposed by the au-
thors in [21] are model-based, there is a need for reliable flight
dynamics data. However, though the NASA generic trans-
port model (GTM) oﬀers a scaled unmanned aerial platform,
well-investigated in wind-tunnel studies, to test control sys-
tems [22], only Gregory et al. [20] report flight tests of the
designed upset recovery approach.
In the past decade, the market for micro air vehicles
(MAVs) has grown considerably. Widely available now,
MAVs both oﬀer cheap and repeatable experiments while be-
ing easy to replace and maintain in case of unsuccessful tests.
On the other hand, indoor flight tests provide several benefits
such as availability of accurate position tracking systems and
*Doctoral researcher at ENAC and ONERA – The French Aerospace Lab;
torbjoern.cunis@recherche.enac.fr
†Assistant professor at ENAC; murat.bronz@enac.fr
reduction of disturbances in the test area, while requiring a
small-scale vehicle other than the GTM.
Combining the mentioned points—accurate aerodynamic
data, indoor tests, and usage of established MAV supply
chains—, in this paper we are going to present concept and
first version of a small-scale, fixed-wing experimental plat-
form resembling an easy-to-model flying plate; based on a
commercial-oﬀ-the-shell aircraft, for the first version, and
the open-source autopilot software Paparazzi UAV. Further-
more, we will propose and present a catapult launcher al-
lowing repeatable and configurable test conditions including
those which actually pose an upset, like insuﬃcient air speed,
high angle of attack, or inverted bank angle. Based on a CAD
model of the aircraft, we conclude with deriving its aerody-
namic coeﬃcients.
2 EDURA Concept
Indoor flight arenas, as existing at several research sites today,
provide an ideal test environment for unmanned air vehicles.
Wind and gust disturbances are reduced due to their closed
walls and optical tracking systems provide position, attitude,
and velocity information at both high accuracy and frequency.
However, they are limited in space and hence unsuitable for
larger vehicles. While clearly benefiting from indoor flight
conditions, a suitable fixed-wing MAV is mainly required to
be small.
Depron is a light-weight material which allows eﬀortless
processing. Wings cut of a single layer of depron show a rect-
angular surface and thus can be modelled as flying plate to
obtain the aerodynamics coeﬃcients. An aircraft made of de-
pron oﬀers design, making, and aerodynamic modelling of an
aerial experimental platform in short iterations, evolving the
flight dynamics as suitable. Furthermore, it accounts for the
small-scale design necessary for indoor flight tests. Today’s
miniature microcontrollers, sensors and actuators, and auxil-
iary boards complete the setup albeit deliver full flight control
and navigation on-board.
Eliminating the necessity of propulsion, a catapult
launcher initially accelerates the aircraft to the desired air
speed. In addition, it provides a configurable initial angle of
attack and flight-path angle. The configuration of all three air
speed, angle of attack, and flight-path angle after launch is
repeatable over multiple executions of a single test case.
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(a) Side view.
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(b) Top view.
Figure 1: Side view (a) of the EDURA-0 vehicle based on an E-flite UMX Yak 54 3D commercial-oﬀ-the-shell aircraft; and
CAD drawing (b) from the top with measures: wing span, root chord, tip chord, and length (Quantities in millimetres).
3 EDURA-0 Aircraft
The first aircraft is based on an E-flite UMX Yak 54 3D com-
mercial oﬀ-the-shelf radio-controlled aircraft,1 as shown in
Fig. 1a. This 35 g vehicle with a wing span of 42.4 cm and
length of 46.3 cm is made of 35mm thick depron and resem-
bles a flying plate with trapeze-shaped wings (Fig. 1b). The
control surfaces, elevator, rudder, and left and right ailerons
are driven by four linear servos at a speed of 0.14 s [23].
The E-flite aircraft has been originally shipped with a
Spectrum radio receiver, which was replaced by a Lisa-MXs
autopilot board [24] and an ESP8266-9 wifi module for UDP-
based communication (Fig. 2). The autopilot runs the open-
source software Paparazzi UAV.2
Figure 2: Autopilot configuration (from left to right):
ESP8266-9 wifi module, Lisa-MXs board, and the linear
servo for the elevator.
For unpropelled flight, the propellor and its motor will be
1http://www.e-fliterc.com/Products/?ProdID=EFLU3550
2http://paparazziuav.org
removed and replaced by a respective weight for balance.
4 Catapult Launcher
There are three main requirements to a catapult launcher for
upset recovery tests, as aforementioned: to accelerate the air-
craft to a certain air speed; to establish the initial angle of at-
tack; and define the flight-path, i.e. the flight-path angle and
heading.
Figure 3: The EDURA catapult launcher with aircraft.
As for those, the catapult launcher is designed of three com-
ponents (Figs. 3 and 4), the rail, a cart moving lateral along
the rail, and a cage to carry the aircraft. The cart is acceler-
ated by an elastic band fixed to the front of the rail, while the
same band attached to the end, too, slows down the cart after
ejecting the aircraft.
Rail The rail of the catapult launcher is based on a 1m alu-
minium tube with quadratic surface and inner and outer edges
of 8mm and 10mm, respectively. Front and back end stop-
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(a) Cart. (b) Cage.
Figure 4: Components of the catapult launcher in CAD.
pers were 3D-printed to attach the elastic band to as well as to
prevent the cart from racing beyond the rail’s ends. The ori-
entation of the rail with respect to the global reference frame
will define the flight-path vector of the aircraft.
Cart The cart has been designed in CAD (Appendix, Fig. 6)
and was 3D-printed afterwards. Its quadratic body fits around
the rail and allows lateral motion of one degree of freedom.
The legs at the back of the cart allows the cage to be attached
with a variable angle, defining the angle of attack. At the bot-
tom, an eye is provided for the elastic band.
Cage Just as the cart, the cage was 3D-printed. Attached
on top of the cart, it holds the aircraft during the acceleration
and allows a smooth ejection. A CAD drawing of the cage is
shown in the appendix (Fig. 7).
The initial air-speed, i.e. the speed of the cart with respect
to the rail can be configured by pulling the cart backwards
thus stretching the elastic to a certain length with respect to
its resting point.
5 Aerodynamic Coefficients
Fuselage, wings, and control surfaces of the UMX Yak 54 3D
aircraft were measured and modelled in CAD (Fig. 5a). Aero-
dynamic coeﬃcients are obtained numerically by using a pro-
gram based on vortex-lattice method, called AVL3 (Fig. 5b).
As a result, the linearized stability derivatives around the se-
lected operating point are given in Tab. 1 for 4m/s cruise
speed and 15% static margin. Based on the initial numerical
estimation of the coeﬃcients, a comparison can be made be-
tween the expected and measured flight trajectories. Accord-
ing to the comparison, it will be possible to verify the linear
coeﬃcients and identify the non-linear part in order to extend
and improve the numerical estimation of the coeﬃcients. An
improved model, however, is crucial for the development of
upset recovery approaches.
6 Conclusion
In this paper, we have argued the need of an experimental
platform for flight tests of upset recovery approaches. We
have therefore discussed the benefits of indoor flights of suit-
ableMAVs and proposed the EDURA concept of an evolvable
3http://raphael.mit.edu/avl
(a) CAD model.
(b) AVL mesh.
Figure 5: CADmodel of the EDURA-0 aircraft and its control
surfaces (a) and AVL Mesh (b).
small-scale, fixed-wing MAV as demonstrator. An additional
catapult launcher allows repetition of the initial flight condi-
tions. The first prototype based on a commercial-oﬀ-the-shelf
aircraft has as well been presented as the design and develop-
ment of the catapult launcher.
The system illustrated is to be evaluated in launch tests
with indoor position tracking in order to proof repeatability
of the initial conditions. By free-flight force estimation and
force measurement in wind-tunnel tests, future studies would
verify the aerodynamic coeﬃcients derived on the aircraft
model. Overall, we have introduced an aerial experimental
platform to test and demonstrate upset recovery approaches
based on the aerodynamic model of the aircraft, where the
modus operandi is going to allow the evolution of the vehi-
cle’s parameters and test conditions.
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α β p q r δelv δail δrud
CL 4.4478 0.0 0.0 8.2844 0.0 0.01506 0.0 0.0
CY 0.0 -0.7016 0.25792 0.0 0.82037 0.0 0.000254 0.0081
CDff - - - - - 0.001086 0.0 0.0
e - - - - - 0.000486 0.0 0.0
Cl 0.0 -0.07259 -0.4150 0.0 0.09355 0.0 -0.008842. 0.0002
Cm -0.6156 0.0 0.0 -10.133 0.0 -0.03268 0.0 0.0
Cn 0.0 0.14285 -0.09723 0.0 -0.44895 0.0 -0.000924 -0.00538
Table 1: Stability derivatives extracted from AVL program for the aircraft at 5m/s equilibrium cruise speed. All derivatives are
in 1/rad or s/rad except for the control derivatives δ, which are in 1/°.
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Appendix A: CAD Drawings
CADdrawings of the cart and cage components of the catapult
launcher are shown in Figs. 6 and 7, respectively.
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Figure 6: CAD drawing of the cart component of the catapult launcher. All quantities are given in millimetres.
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Figure 7: CAD drawing of the cage component of the catapult launcher. All quantities are given in millimetres.
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ABSTRACT
In this paper we deals with the limitation of flight
endurance for quadrotor unmanned aerial vehi-
cles. Quadrotor UAVs are multi-rotors flying
machines; thus, a large proportion of their en-
ergy is consumed by rotors in order to maintain
the vehicle in the air. In this concept, we intro-
duced an energetic model composed of quadro-
tor movement dynamic, motors dynamic and bat-
tery dynamic; then, the proposed model was
validated through simulation to show possibil-
ity of saving energy. An optimal control prob-
lem is formulated and solved in order to com-
pute minimum energy. In this problem, we seeks
to find control inputs and vehicle trajectory be-
tween initial and final configurations that min-
imize the consumed energy during a specific
mission. Simulation experiment is made for a
quadrotor to highlight the proposed optimization
method.
1 INTRODUCTION
In the last few years, rotary wings unmanned aerial vehi-
cles UAVs have attract more interest due to the wide range of
applications that can be addressed with such a vehicle. Re-
cently some promising new applications have been emerged
like package delivery, cinematography, agriculture surveil-
lance and aerial manipulation; however theses applications
still restricted since the embedded energy whose source is
LiPo battery provide a flight time between 15 and 45 minutes,
which limited the class of mission that can be carried out suc-
cessfully by the UAV. To undertake this problem, many ef-
forts have made in reduction of rotary wings UAVs weight
by the use of carbon fiber airframe and high energy density
intelligent-soft and in the improvement of power to weight
rate. These solutions success to reduced operating in energy-
starved regimes; nevertheless, no significant technological
progress is made until now.
Many studies have been proposed recently contributing
towards save energy and increased endurance. These contri-
butions have mainly focused on the design of automated bat-
tery charging/replacing system. A battery swapping system
∗Email : fyacef@cdta.dz, fouad.yacef@estaca.fr
for multiple small-scale UAVs have been proposed in [1]. In
addition to the battery swapping mechanism, the system in-
cludes an online algorithm that can supervise replenishment
of many UAVs operating simultaneously, determine when the
vehicle require replenishment and perform a precision land-
ing onto the battery swapping mechanism’s landing platform.
In [2] the design, test and construction of an autonomous
ground recharge station for battery-powered quadrotor heli-
copter was presented. An energy management algorithm was
implemented for a multi-agent system where the priority is
given to the group to ensure the optimality of the solution re-
gardless of number, position and density of the environment.
Where in [3], an autonomous battery maintenance mecha-
tronic system to extends the operational time of battery pow-
ered small-scaled UAVs have been developed.
Other studies have introduce endurance estimation model,
in [4] a simple model is proposed to estimate the endurance of
an indoor hovering quadrotor, whereas in [5] a characteriza-
tion of the power consumption of rotorcraft supplied by LiPo
battery and an accurate endurance estimation model have
been introduced. In order to extends UAVs operating time
a battery state of charge based altitude controller for an six-
rotor aircraft was proposed in [6], where a battery monitor-
ing system was designed in order to estimate state of charge
(SOC) and then use it to calculate the designed controller.
In view of path following control with minimum energy
consumption, the authors in [7] evaluate the relationship be-
tween navigation speed and energy consumption in a minia-
ture quadrotor helicopter, which travels over a desired path
through experimental test. Then, a novel path-following con-
troller is proposed in which the speed of the rotorcraft is a
dynamic profile that varies with the geometric requirements
of the desired path.
The energy optimal path planning problem for rotary
wings UAVs has gain less interest in the unmanned aerial
systems literature. In [8] an approach has been proposed
to solve near-minimum-energy tours for an hexarotor on a
multi-target mission using the generalized traveling salesman
problem with Neighborhoods and a heuristic algorithm with
4-DOF dynamic model for cost function calculation. Where
in [9] minimum-energy paths were obtained between given
initial and final configurations for a 6-DOF quadrotor UAV
by solving an optimal control problem, also a minimum-time
and/or minimum-control-effort trajectory was calculated by
International Micro Air Vehicle Conference and Flight Competition (IMAV) 2017 215
Figure 1: Quadrotor scheme
solving a related optimal control problem.
Motivated by the previous discussion, in this paper we
introduced an energetic model for quadrotor UAVs. The pro-
posed energetic model contains the vehicle dynamic, actua-
tor dynamic and battery dynamic with an efficiency function
in order to modeled motor efficiency and have an energetic
model close to reality. Then, we proposed an energy opti-
mal control problem, where the objective is to minimize the
energy consumed by the quadrotor vehicle at the end of the
mission while the quadrotor aircraft has to satisfy boundary
conditions and feasibility constraints on the states of the sys-
tem and control inputs.
The rest of this paper is organized as follows. In section
2, we presented Energetic model. Then, in section 3 Energy
optimization problem is introduced. In section 4, nonlinear
programming method and simulation results are presented.
Conclusions and remarks are drawn in section 5.
2 ENERGETIC MODEL
Before proceeded in energy optimization we need an en-
ergetic model in order to have an idea about the energy con-
sumed by the vehicle during the mission and provide a direct
relation between energy and vehicle dynamic’s.
2.1 Quadrotor dynamic model
In this section, we will first introduce the quadrotor un-
manned aerial flying vehicles coordinate system as depicted
in Fig. 1. To study the system motion dynamics, two frames
are used: an inertial frame attached to the earth defined by
Ea(ea1, ea2, ea3) and a body-fixed frame Eb(eb1, eb2, eb3)
fixed to the center of mass of the quadrotor. The absolute
position of the quadrotor is described by p = [x, y, z]T and
its attitude by the Euler angles η = [φ, θ, ψ]T . The attitude
angles are respectively Yaw angle (ψ rotation around z-axis),
Pitch angle ((θ rotation around y-axis), and roll angle (φ ro-
tation around x-axis) [10]. The dynamic model for quadrotor
vehicle can be derived as
mx¨ = (cosφ sin θ cosψ + sinφ sinψ)T
my¨ = (cosφ sin θ sinψ − sinφ cosψ)T
mz¨ = (cosφ cos θ)T −mg
Ixφ¨ = (Iy − Iz)θ˙ψ˙ + Jθ˙$ + lu1
Iy θ¨ = (Iz − Ix)φ˙ψ˙ − Jφ˙$ + lu2
Izψ¨ = (Ix − Iy)φ˙θ˙ + u3
(1)
where $ = ω1 − ω2 + ω3 − ω4. where J is the rotor inertia,
m, Ix, Iy and Iz denotes the mass of the quadrotor flying
vehicle and inertia, l is the distance from the center of mass
to the rotor shaft, κb is the thrust factor and ωj j = 1, . . . , 4
is the motor speed, g = 9.81m/s2 is the acceleration due to
gravity.
The control inputs are given as follows:
T = κb(ω
2
1 + ω
2
2 + ω
2
3 + ω
2
4)
u1 = κb(ω
2
2 − ω24)
u2 = κb(ω
2
3 − ω21)
u3 = κτ (ω
2
1 − ω22 + ω23 − ω24)
Remark 1. The Euler angles roll and pitch are assumed to
be limited to −pi/2 < φ < pi/2, −pi/2 < θ < pi/2. This
assumption is common in practice since the quadrotor vehicle
does not perform aggressive maneuvers over free flight.
2.2 Actuator dynamic
A quadrotor UAV actuator system is typically consist of
a LiPo battery, a brushless direct current (BLDC) motor and
an control stage to control the angular velocity (RPM) of the
motor. Electrical DC motors are well modeled by a circuit
containing a resistor, inductor, and voltage generator in series
[11].
v(t) = Ri(t) + L
∂i(t)
∂t
+
ω(t)
kv
(2)
where R is the motor internal resistance, L is the inductance,
ω(t) is the rotational rat of the motor, and kv is the volt-
age constant of the motor, expressed in rad/s/volt. Also,
the motor torque τ can be modeled as being proportional to
the current i(t) through the torque constant, kt, expressed in
Nm/A.
τ(t) = kti(t) (3)
The motor dynamics are modeled as a simple first order dif-
ferential equation (4) where ω˙ is driven by the motor torque
and the load friction torqueQf
(
ω(t)
)
. The inertia, J includes
the motor and the propeller, the motor torque comes from the
voltage generator, and the load friction torque results from
the propeller drag Qf
(
ω(t)
)
= κτω
2(t), κτ is the drag coef-
ficient.
J
∂ω(t)
∂t
= τ(t)−Qf
(
ω(t)
)−Dvω(t) (4)
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Figure 2: Battery scheme
where Dv is the viscous damping coefficient of the motor
Nms/rad. Typically, the inductance of small, DC motors
is neglected compared to the physical response of the system
and so can be ignored. Under steady-state conditions, the cur-
rent i(t) is constant, and equation (2) reduces to :
v(t) = Ri(t) +
ω(t)
kv
(5)
where the term 1kv ω(t) represent the electromotive force of
the motor. Table 1 shows the motor coefficients for the BLDC
motor used in our study.
Parameter Value
J (kg.m2) 4.1904e−5
kt (N.m/A) 0.0104e
−3
kv (rad/s/volt) 96.342
Dv(Nms/rad) 0.2e
−3
R (Ohm) 0.2
Table 1: Motor Coefficients
2.3 Battery dynamic
Li-ion battery possesses the greatest potential for future
development and optimization. In addition to small size and
low weight the Li-ion batteries offer the highest energy den-
sity and storage efficiency close to 100%, which makes them
ideally suited for portable devices. But the major drawbacks
of this type are its high cost [12] [13].
A physical Li-ion battery model was presented. The bat-
tery model was designed to accept inputs for current. The
outputs were voltage and state of charge (SOC). This model
does not take into account the influence of temperature and
the phenomenon of self-discharge [12]. However, it gives re-
sults close to reality. The model is based on the two equations,
the state of charge (SOC) and The voltage across the cell.
SOC = 100
[
1−
∫
I
Q
]
(6)
Ubat = Em −RintI (7)
Em is the open circuit voltage (VOC). Its expression is as
follows:
Em = E0 −K
[
Q
Q− ∫ I
]
+Ae−B
∫
I (8)
E0 is the open circuit voltage at full load, this is different
from the nominal voltage given by the manufacturers. Q is
the cell capacity in Ah, The parameters K bias voltage, A
exponential voltage and B exponential capacity are experi-
mental parameters determined from discharge curve.
Parameter Value
Q (Ah) 1.55
Rint (Ohm) 0.02
E0 (volt) 1.24
K (volt) 2.92e−3
A 0.156
B 2.35
Table 2: Battery parameters
The model is nonlinear, it was necessary to adapt the in-
put current to that seen by an elementary cell by dividing to
parallel branch numberMbat = 1. For output voltage of our
battery, we simply multiplied the output voltage of the cell
by the series branch number Nbat = 3. This methodology
requires hypothesize that the cells have the same behavior.
2.4 Energy and motor efficiency
Firsts let define the energy consumed by the vehicle dur-
ing the mission.
Ec =
tf∫
t0
4∑
j=1
τj(t)ωj(t)dt (9)
with τj(t) is the torque generated by motor j and ωj(t) is ro-
tor speed at time t. By using equation (4) for the four motors,
equation (9) can be rewrite as follow:
Ec =
tf∫
t0
4∑
j=1
(
Jω˙j(t) + κτω
2
j (t) +Dvωj(t)
)
ωj(t)dt (10)
In order to make our energetic model more realistic, an effi-
ciency function is identified and added to energy function (9).
The efficiency of the brushless dc motor used for actuate
quadrotor helicopter is function of motor torque and rotor
speed fr(τ(t), ω(t)). We have used polynomial interpolation
for efficiency function identification, thus fr(τ(t), ω(t)) can
be formulated as follow:
fr
(
τ(t), ω(t)
)
= a
(
ω(t)
)
τ3(t) + b
(
ω(t)
)
τ2(t)
+ c
(
ω(t)
)
τ(t) + d
(
ω(t)
)
(11)
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(a)
(b)
Figure 3: Quadrotor altitude (a) and consumed energy (b)
and
a(ω(t)) = a1ω
2(t) + b1ω(t) + c1
b(ω(t)) = a2ω
2(t) + b2ω(t) + c2
c(ω(t)) = a3ω
2(t) + b3ω(t) + c3
d(ω(t)) = a4ω
2(t) + b4ω(t) + c4
The parameters of the polynomial are calculated usingMatlab
for the four motors (we assume that the motors are identical).
a1 = −1.72 10−5 b1 = 0.014 c1 = −0.8796
a2 = 1.95 10
−5 b2 = −0.0157 c2 = 0.3385
a3 = −6.98 10−6 b3 = 5.656 10−3 c3 = 0.2890
a4 = 4.09 10
−7 b4 = −3.908 10−4 c4 = 0.1626
Then the consumed energy (10) can be rewrite as
Ec =
tf∫
t0
4∑
j=1
(
Jω˙j(t) + κτω
2
j (t) +Dvωj(t)
)
fr,j
(
τj(t), ωj(t)
) ωj(t)dt
(12)
(a)
(b)
Figure 4: Control inputs, mission1 (a) mission2 (b)
2.5 Effect of control inputs on energy consumption
In order to validate the proposed energetic model, we have
simulated tow vertical take-off mission with two different al-
titude trajectory as depicted in Fig. 3-a, and different control
inputs as shown in Fig. 4. The missions have the same du-
ration tf = 6s and the same initial and final configuration.
We have calculate the consumed energy for two mission
using equation (12). For the first mission (red line) the con-
sumed energy is E1 = 5.12kJ , where in second mission
(blue line) the consumed energy is E2 = 5.97kJ ; thus the
gain between two mission with the same initial and final con-
figuration is 17%. For a specific mission, energy optimization
ca be achieved; what we need is to find control inputs and tra-
jectory that give optimal consumption of energy.
3 ENERGY OPTIMIZATION
The energy optimization problem seeks to find control
inputs and trajectory for quadrotor helicopter that minimize
the consumed energy while satisfying a set of constraints on
states and control inputs. In view of optimal control, we try to
compute an open-loop solution to an optimal control problem.
We looking for control inputs of system (1) that minimize the
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Figure 5: Brushless motor efficiency
consumed energy during a mission between two specific ini-
tial and final configurations.
3.1 Problem statement
Now the problem of optimal energy trajectory plan-
ning can be formulated as a minimization problem, by
which the final consumed energy Ec(tf) is used as
the cost function. In addition the state variables in
[x, x˙, y, y˙, z, z˙, φ, φ˙, θ, θ˙, ψ, ψ˙]T and control variables in
[ω1, ω2, ω3, ω4]
T are constrained to satisfy the vehicle dy-
namics (1) and boundary conditions. The mission is to fly
between specified initial and final positions during a time in-
terval [t0, tf ] where t0 and tf are given.
Based on the above description, the optimal control prob-
lem can be formulated as:
min
(ωj ,τj)
Ec(tf ) (13)
subject to
mx¨ = (cosφ sin θ cosψ + sinφ sinψ)T
my¨ = (cosφ sin θ sinψ − sinφ cosψ)T
mz¨ = (cosφ cos θ)T −mg
Ixφ¨ = (Iy − Iz)θ˙ψ˙ + Jθ˙$ + lu1
Iy θ¨ = (Iz − Ix)φ˙ψ˙ − Jφ˙$ + lu2
Izψ¨ = (Ix − Iy)φ˙θ˙ + u3 (14)
and
|φ| ≤ pi
2
, |θ| ≤ pi
2
, |ψ˙| ≤ Ψ˙
ωmin ≤ ωj ≤ ωmax
0 ≤ T ≤ Tmax, |uk| ≤ umax, k = 1, 2, 3 (15)
with boundary conditions:
[x(t0), y(t0), z(t0), φ(t0), θ(t0), ψ(t0)]
T =
[x0, y0, z0, φ0, θ0, ψ0]
T
[x(tf ), y(tf ), z(tf )]
T = [xf , yf , zf ]
T (16)
The additional constraints in (16) are associated with vehicle
dynamics where ωmin and ωmax are the minimum and maxi-
mum feasible velocity of the aircraft rotors, respectively. The
roll and pitch angles, φ, θ, have to satisfy |φ| ≤ pi2 , |θ| ≤ pi2
based on their physical definition, and |ψ˙| ≤ Ψ˙ is required to
generate a smooth trajectory where Ψ˙ is the maximum chang-
ing rate of the heading angle.
4 NONLINEAR PROGRAMMING AND SIMULATION
RESULTS
4.1 Nonlinear programming method
The optimal control problem presented in the previous
sections (13)-(17) is a complex nonlinear optimization prob-
lem. The general approach to solve this problem is the direct
collocation method. The basic idea of direct collocation is to
discretize a continuous solution to a problem represented by
state and control variables by using linear interpolation to sat-
isfy the differential equations. In this way an optimal control
problem is transformed into a nonlinear programming prob-
lem (NLPP).
In our study, the proposed optimal control problem have
been numerically solved using a Matlab software called
GPOPS-II [14]. The software employs a Legendre-Gauss-
Radau (LGR) [15][16] quadrature orthogonal collocation
method where the continuous-time optimal control problem
is transcribed to a large sparse nonlinear programming prob-
lem (NLP). it used an adaptive mesh refinement method that
determines the number of mesh intervals and the degree of
the approximating polynomial within each mesh interval to
achieve a specified accuracy. The software allows the use of
two nonlinear programming (NLP) solver used to solve the
NLPP. The first is the open-source NLP solver IPOPT (In-
terior Point OPTimizer) [17], where the second is the NLP
solver SNOPT (Sparse Nonlinear OPTimizer) [18].
4.2 Simulation Results
Problem (13)-(17) was solved using the open-source NLP
solver IPOPT in second derivative (full Newton) mode with
the publicly available multi-frontal massively parallel sparse
direct linear solver MUMPS [19]. All results were obtained
using the implicit integration form of the Radau collocation
method and various forms of the aforementioned ph mesh re-
finement method using default NLP solver settings and the
automatic scaling routine in GPOPS-II.
In our tests we considered the DJI Phantom 2 quadrotor
[20] with multi-rotor propulsion system (2212/920KV mo-
tors). The physical parameters of the Phantom 2 used in the
simulation experiment, are reported in Table 3.
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(a)
(b)
Figure 6: Quadrotor position (a) and linear velocity during
the trajectory (b)
The problem (13)-(17) was numerically solved to find the
minimum energy control inputs ωj(t) that allows quadrotor to
fly from the initial position [x, y, z]T = [0, 0, 0]T at time t0 =
0 to the final one [x, y, z]T = [4, 5, 6]T at time tf = 10s,
with initial condition [x0, y0, z0, φ0, θ0, ψ0]T = [01×6]T and
final condition [xf , yf , zf , φf , θf , ψf ]T = [4, 5, 6, 0, 0, 0]T .
Null initial angular and linear velocities were considered
[x˙0, y˙0, z˙0, φ˙0, θ˙0, ψ˙0]
T = [01×6]T and the same for final an-
gular and linear velocities . With respect to constraints in
(12) the initial guess for inputs control is given by ws =
912, 32 rad/s which means that the total thrust is T =
12, 75 N which corresponds the thrust necessary to counter-
balance the gravity acceleration. Fig. 6 shows the time evo-
lutions of the vehicle position and linear velocity, were Fig. 7
shows the time evolutions of the vehicle attitude and angular
velocity. Fig. 8 reports The optimal trajectory in (x− y − z)
space and the control inputs ωj(t). The energy consumed by
the quadrotor to ravel this trajectory is Ec(tf ) = 10.38 kJ
Fig. 9.
4.3 Comparative study
In order to evaluate the energy consumed by the vehicle
and have an idea about the saving energy with the proposed
approach, we have compared the energy consumed by the
quadrotor vehicle under our optimal control approach and the
energy consumed under a classical control approach.
(a)
(b)
Figure 7: Quadrotor attitude (a) and angular velocity (b)
The classical control approach consist of two controller, a
low-level controller and the high-level control algorithm for
quadrotor vehicle.
The low-level control module consist of an adaptive fuzzy
backstepping controller [10], composed of three terms , the
fuzzy adaptive control term which is designed to approximate
a model-based backstepping control law uf,j = ΘTj ϕj(xs),
where ΘTj is the vector of fuzzy basis functions, ϕj(xs) is
the vector of adjustable parameters of the fuzzy logic system
and xs is the state vector. The bounded robust control term
ur,j = δˆj tanh(
e2j
j
) employed to compensate the fuzzy ap-
proximation error. Finally, up,j = k2je2j the proportional
derivative term.
The tracking errors is defined as:
e1j = x1j,d − x1j , j = 1, . . . , 6 (17)
where x1j,d is the position and attitude desired signals. Using
position controller u5 and u6 (18), the desired roll and pitch
signals can be calculated as θd = atan(
u5 cosψ + u6 sinψ
g
),
φd = atan(
u5 sinψ − u6 cosψ
g
cos θd). The backstepping
second tracking errors signals is defined as
e2j = υj − x2j (18)
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(a)
(b)
Figure 8: The optimal trajectory in (x− y− z) space (a), and
the control inputs (b)
Figure 9: Cost function Ec(t)
with the virtual control law υi = x˙1j,d + k1je1j and k1j > 0.
Then, we introduce the following tracking control algorithm.
uj(t) = Θ
T
j ϕj(xs) + δˆj tanh
(
e2j
j
)
+ k2je2j (19)
Θ˙j = γje2iϕj(xs) (20)
˙ˆ
δj = ηje2j tanh
(
e2j
j
)
(21)
where k2j > 0, j > 0, γj > 0, ηj > 0 are design parameters.
The high-level control algorithm consist of a third degree
polynomial, q(t) = α0 + α1t+ α2t2 + α3t3, with initial and
final conditions on position and velocity q(t0) = q0, q(tf ) =
qf , q˙(t0) = q˙0, q˙(tf ) = q˙f we can calculate parameters of
the polynomial.
4.4 Comparison
The consumed energy obtained with the classical ap-
proach is Ec(tf ) = 10.49 kJ , compared to the energy con-
sumed by the proposed approach, its increase with 1% from
the total energy, which is not a good saving quantity of en-
ergy. To improve the saving quantity of energy we must make
he model more energetic, which will be the objective of future
work.
We have made a comparative study between our approach
and the approach proposed by [9] for a final time tf = 20s.
The consumed energy obtained with the approach proposed
in [9] is Ec1(tf ) = 26.23 kJ , where the energy consumed by
our approach for the same boundary conditions is Ec2(tf ) =
20.72 kJ . The energy saved by the proposed approach com-
pared to the one proposed in [9] is 26.59% from the total
energy.
Parameter Value
l (m) 0.175
m (kg) 1.3
Ix (kgm
2) 0.081
Iy (kgm
2) 0.081
Iz (kgm
2) 0.142
κb (N/rad/s) 3.8305e
−6
κτ (Nm/rad/s) 2.2518e
−8
Table 3: Quadrotor parameters
5 CONCLUSION AND FUTURE WORK
In this paper we have introduced an energetic model
for quadrotor vehicle. The energetic model contains vehi-
cle movement dynamic, actuators dynamic, battery dynamic
and an efficiency function for energy computing. Then, we
have validated the energetic model through two different mis-
sion with the same initial and final configurations. For en-
ergy optimization purpose, an optimal control problem have
been introduced and solved using an optimal control software
GPOPS-II. In the optimal control problem we seeks to find
the vehicle control inputs and trajectory that minimize the
consumed energy during a specific mission. The numerical
experiments illustrated the solutions of the proposed optimal
control problem, and the comparative study provide quanti-
zation of energy that can be saved in a simple mission.
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In future work, we will incorporate propeller aerody-
namic to improve the energetic model, and we will introduce
an energy optimization problem with respect to battery life.
We are also going to advise an experimental procedure to val-
idate the proposed approach.
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ABSTRACT
As the potential applications of unmanned aerial
vehicles (UAVs) are growing, more sensors are
installed on-board. Mechanical vibration of
the UAV, which greatly hinders the accuracy
of its on-board sensors, becomes an increas-
ingly important issue. In this manuscript, an
anti-vibration framework on micro-UAVs is pro-
posed. The vibration sources of the UAV will be
investigated and identified. Then, several selec-
tions of hardware dampers are tested along with
a digital low-pass filter on actual UAV. With the
results from different case studies, a criteria of
damper selection for micro-UAV is built to serve
as a guideline for further practice.
1 INTRODUCTION
An unmanned aerial vehicle (UAV), commonly known as
a drone, may be controlled by a remote-pilot or operated au-
tonomously without human intervention. Due to its small size
and remoteness during operation, modern miniature-UAVs
are now widely used in both commercial and military aspects
to fulfill the needs in different scenarios [1]. One of the pop-
ular research areas is on scouting of remote areas with lim-
ited GPS reception (such as indoor or foliage environment)
through on-board cameras for localization mean [2].
To realized such applications, useful data are often col-
lected from the sensors such as inertial measurement unit
(IMU) and camera images at low frequencies (1-20 Hz ap-
proximately) to realize navigation or localization algorithms
by estimating the UAV position and bearing [3, 4, 5]. The ac-
curacy of these data is important for the flight control system
to ensure good performance during flights. One major factor
hindering the accuracy of these data is the mechanical vibra-
tion of the UAV during flights. Among the multiple causes to
the vibration problem, rotating rotors and structure vibration
on its natural frequencies are of most concern [6, 7].
Fortunately, these vibrations are usually recorded as
higher frequency signals by IMU and they tend to pollute the
useful signals at low frequency through the phenomenon of
aliasing. Under such effect, higher frequency signals are ob-
served as lower frequency signals causing inaccurate data. To
∗Email address: skphang@nus.edu.sg
Figure 1: T-Lion developed at TL@NUS
avoid aliasing effect, one common method is to sample the
data with the rate of at least 2 times of the maximum fre-
quency of the signal. However, there is a limit to how fast
the sampling frequency is and the relative high frequency of
vibration generated signals will continue to impair the accu-
racy of the useful signals. Insufficient damping to such vibra-
tions will also likely result in sensor drifting such as coning
and sculling motion which is the condition where the output
received by gyroscope or accelerometer becomes more inac-
curate over time.
Acknowledging the importance of implementing anti-
vibration measures on-board, different dampers and isolators
have been considered and recommended for vibration min-
imization. For instants, Kyosho Zeal sheet and its perfor-
mances have been briefly studied in [8]; Wire-rope isolators
and rubber dampers for minimum vibration effects towards
data logging during flight has been discussed in [9]. In this
manuscript, theoretical research will be done on a selections
of dampers and isolators for the best anti-high-frequency vi-
brations to be used in UAV. The results will be further verified
by state-of-the-art bench tests and UAV flight trials.
The UAV to be used to verify the proposed anti-vibration
system is an in-house UAV developed by the Temasek Labo-
ratories at the National University of Singapore (TL@NUS),
codenamed T-Lion (see Fig. 1). It weighs 3 kg and is capa-
ble to carry additional 2 kg payload. On-board system to be
isolated from the UAV structural vibration consists of a full
IMU sensor suite weighs 120 g.
The manuscript is divided as follows: Section 1 will be
1
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given as introduction to this work; Section 2 lists the rele-
vant theoretical frameworks involved in the study; Section 3
discusses the sources of vibrations in UAV; case studies of se-
lected dampers are examined in Section 4; results verification
via flight trials will be shown in Section 5 while concluding
remarks will be made in the last Section.
2 THEORETICAL FRAMEWORKS
2.1 Vibration Damping and Vibration Isolation
Isolators are used to lower the natural frequency of the
system to below the excitation (or disturbing) frequency
(which in this case, the vibration frequency created by mo-
tors). Ultimately, the aim is to keep these two frequencies
out-of-sync by 180◦ so that to avoid effects such as resonance.
On the other hand, dampers are used to remove mechanical
energy from disturbing vibration out of the system by absorb-
ing the energy and converting to other forms of energy such
as heat [10]. Normally, anti-vibration devices available in the
market are both isolators and dampers. For simplicity, these
are referred as dampers in this paper.
2.2 Transmissibility Curve
For effective vibration isolation from undesired high fre-
quency, damper would need to have a natural frequency at
least less than 50% of the lowest disturbing frequency, and
optimally, less than 71%. In other words, the ratio of disturb-
ing frequency over natural frequency is more than
√
2. This
can be explained by transmissibility which is defined as the
ratio of force transmitted through the suspension apparatus to
force applied by vibration and it can be calculated through
T =
∣∣∣∣AoAi
∣∣∣∣ ≡ ∣∣∣∣aoai
∣∣∣∣ ≡ ∣∣∣∣FoFi
∣∣∣∣, (1)
where Ao and Ai are the amplitudes for output and input re-
spectively, ao and ai are the accelerations for output and in-
put respectively, Fo and Fi are the forces for output and input
(applied and transmitted) respectively [11].
Vibrations can never be completely removed from the sys-
tem, i.e., T 6= 0 and hence minimizing this ratio for a specific
frequency range is the goal of vibration isolation. Transmissi-
bility curve can be divided into three regions: no effect region
(T = 1), amplification region (T > 1), and isolation region
(T < 1). In general, it is highly desirable to have the natural
frequency of the damper as far apart as possible from the dis-
turbing frequency to achieve effective vibration isolation. In
general, isolation efficiency increases as the transmissibility
decreases along increasing system frequency.
2.3 Static Deflection
Static deflection is how much the damper deflects when
it is subjected to the static weight of the equipment it car-
ries. In general, the larger the static deflection that the damper
has before damping process, the better isolation effect can be
achieved. In a single degree-of-freedom (DoF) system, nat-
ural frequency and static deflection are estimated to have an
inverse linear relationship; larger static deflection will have
a lower system natural frequency, and vice versa. As men-
tioned earlier, lower natural frequency leads to a larger sepa-
ration from the disturbing frequency, thus better isolation effi-
ciency. Therefore, it is important to use soft, flexible dampers
for light damping mass to ensure a fair amount of static de-
flection is present.
2.4 Damper Selection Criteria
Judging from the above-mentioned characteristics, a few
essential criteria for selecting dampers to be used in our stud-
ies are
1. Electrical insulator to avoid short-circuit;
2. Soft and flexible;
3. Natural frequency outside UAV structural resonance
zone;
4. Low compression set and low creep;
5. Good resistance to outdoor conditions; and
6. Easy installation and adjustment.
3 SOURCE OF VIBRATION
Two main sources of high amplitude vibrations come
from the rotating rotors, which has the same frequency to
the rotating rate, and structural natural frequency vibrations,
which the frequencies depend on the UAV structure. For T-
Lion UAV, the rotors rotates at approximate 50 revolutions
per second, which translates to 50 Hz vibration on the UAV.
This section will be divided into two parts, where the struc-
tural natural frequencies will be studied in a simulation and
the overall vibrations over a large frequency band will be ob-
tained through experimental data with actual flight.
3.1 Structural Vibration Analysis
The T-Lion UAV is modeled in SolidWorks simulation,
with the actual material properties assigned to each part of
the simulated model. Frequency analysis on the model was
carried out and vibration frequencies with significant impact
are recorded as follows:
1. There are obvious high magnitude vibrations on x- and
y-directions at 39.90 Hz (see Fig. 2 for mode shape
visualization), and on z-direction at 80.48 Hz. From
the simulation result, they are mainly caused by the
hanging payload of T-Lion UAV below the UAV cen-
tral region. It is also observed that similar behaviour
also exists at 160.17 Hz and 321.82 Hz, which strongly
suggested that they are the 3rd and 4th mode natural
frequencies of the payload; and
2. Several small amplitude vibrations are observed be-
tween 100 to 200 Hz with lesser than 1 mm amplitude
224 International Micro Air Vehicle Conference and Flight Competition (IMAV) 2017
Figure 2: Mode shape of T-Lion at 39.9 Hz
Figure 3: Mode shape of T-Lion at 109.88 Hz
(see Fig. 3 for mode shape visualization). A strong vi-
bration of 3.15 mm amplitude is also observed at fre-
quency of 273.16 Hz. They are most likely the struc-
tural natural frequencies of the UAV due to extending
arms and components.
3.2 Actual Flight Data
To verify the vibration frequency of the UAV structure, an
actual flight trial was carried out where the T-Lion was com-
manded to hover for several seconds in the air. An additional
IMU sensor, the ADIS IMU was installed to the UAV for
higher sampling rate of more than 800 Hz. With this sensor,
acceleration data can be collected and converted to frequency
domain with a frequency range up to 400 Hz. Experiments
are designed to identify and examine different vibration sig-
nals and their corresponding vibration locations of the UAV.
Result in Fig. 4 shows that there is significant amount
of vibration signals at high frequencies between 40 Hz to
400 Hz. Their magnitudes are large and thus cannot be ne-
glected. By comparing the frequency response of the actual
system with the simulated results above, vibrations of the
UAV can be divided into 3 parts, demarcated clearly in Fig. 4:
1. A: These low frequency vibrations (approximately
40 Hz at x- and y-directions, approximately 80 Hz at
z-direction) correspond to the vibrations at the payload
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Figure 4: Vibration of T-Lion UAV measured by ADIS IMU
of the UAV where the battery and certain weight source
were located at the bottom of the UAV;
2. B: Vibration signals at B is originated from the rotating
rotors at approximate 50 Hz; and
3. C: Vibration of the structure of UAV, mainly on the
platform and the extension arms.
These vibration frequency peaks are rather consistent to
our simulated results. It is concluded that structural vibra-
tions are mainly high frequency signals, and some of them
are so high that low-cost IMU sensor (with sampling rate be-
low 100 Hz) would not detect them. They are undesired and
thus dampers will be designed to filter them.
4 CASE STUDIES
According to the damper selection criterion discussed in
Section 2, four dampers have been selected for performance
evaluations. The dampers can be visualized in Fig. 5.
4.1 Silicone Ball Damper
Silicone ball damper has similar functionality to the rub-
ber damper, but it is made by better material. In general, sili-
cone damper is softer than rubber damper leading to larger
static deflection, which is preferable to reduce vibrations.
However, it is difficult to install and to make changes to the
damper on UAV due to its complicated installation mecha-
nism. Furthermore, it requires high damping weight (> 200
g) for efficient damping while the damping mass for T-Lion
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Figure 5: (a) Silicon Ball; (b) Silicon Foam; (c) Sorbothane
sheet; and (d) Kyosho Zeal sheet
UAV is too light for this requirement (120 g). This option is
thus discarded and will not be further discussed.
4.2 Silicone Foam
Silicone Foam is the softest and the most flexible damper
among all. Therefore, it is possible to damp a light weight
IMU alone without the need to add extra mass. However, it
may have very low natural frequency and eventually cause
resonance with the useful signals at low frequency. On top of
that, it breaks easily and thus not suitable to reuse.
4.3 Kyosho Zeal and Sorbothane 30 Durometer Sheets
Kyosho Zeal sheet and Sorbothane 30 Durometer sheet
are most used tape dampers recognized by many studies and
experiments. They are easy to install and relatively soft to
accommodate light masses. These can also be installed by
clamping the mass in between two pieces of pads and com-
pressing them to about 80% of its original thickness. This in-
stallation method enables the UAV to do inverse flying with-
out compromising on damping. Kyosho Zeal sheet is rela-
tively softer than Sorbothane 30 Durometer sheet, but their
performance is comparable. However, these sheets have rela-
tively higher compression set.
4.4 Damper Performances
Using vibration table, static vibration tests have been
done to verify the dampers performances subjecting to vibra-
tions for a frequency range from 10 to 300 Hz. The actual
loading on T-lion UAV is 120 g in total, which translates to
30 g per damper. Here, the stimulated damping mass used is
30 g to be consistent to the actual UAV load mass. Different
dimensions are tested for selected dampers. Fig. 6 shows an
example of the set-ups of the system on vibration table.
With Equation 1, transmissibility of each damper can be
calculated with output and input acceleration data collected.
Transmissibility curve for each damper is obtained by plot-
ting the calculated transmissibilities with its corresponding
frequencies. Observed from the results shown in Fig. 7, there
Figure 6: Vibration test setup on vibration table
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Figure 7: Transmissibility curve with different dimensions
for Kyosho Zeal sheet, Sorbothane sheet, and Silicone foam
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Figure 8: Vibration generated in actual UAV flight recorded
by ADIS IMU sensor
is a clear shifts of the transmissibility curve towards the left
when the smaller dampers are used, and this results to lower
natural frequency of the damper. Ideally, the lower the natu-
ral frequency of the damped system, the better the isolation
damper provides for system with high disturbing frequency.
Despite Silicone Foam has the lowest natural frequency,
its high flexibility makes it sensitive to disturbances which
worsens its performance. Overall, Kyosho Zeal Sheet has the
best performance among the selections.
Its effect can be further proven by ADIS IMU testing as
discussed earlier. Fig. 8 shows that almost all magnitudes of
vibrations are reduced after a Kyosho Zeal sheet is installed
to damp the sensor. Noted that for the vibrations at higher
frequencies, the reduction is up to 96.8%. Also, as expected,
motor noise at around 50 Hz is magnified as suggested in the
transmissibility curve shown previously. However, this does
not affect its effectiveness in minimizing vibrations at higher
frequencies.
5 FLIGHT EXPERIMENTS
As Kyosho Zeal sheet was found to be best suited to
damp the on-board sensors of weight 30 g each (120 g in
total) from the previous section, the on-board system which
includes IMU sensors were mounted on Kyosho Zeal sheet
for actual UAV implementations on our in-house quad-copter
codenamed T-Lion. In this section, more dimensions and dif-
ferent installation methods of Kyosho Zeal sheet were used
and its effect on vibration reduction is studied.
5.1 Hardware Damper Design
Flight tests are conducted with the different configura-
tions in Table 1 aiming to verify the effects of each parameter
Figure 9: Kyosho Zeal sheet test results on three axes of UAV
Experiment Dimension (mm) Installation Contact
1 12× 12× 5 Single Less
2 12× 12× 5 Single More
3 12× 12× 10 Single More
4 6× 6× 5 Single More
5 6× 6× 5 Clamped More
6 12× 12× 5 Clamped More
7 12× 12× 10 45◦ More
Table 1: Kyosho Zeal sheet installation parameters
with regarding to Kyosho Zeal sheet performances.
Fig. 9 shows that the variations of vibration amplitudes
of x-, y- and z-axis across different configurations of Kyosho
Zeal sheets at 50 Hz. According to the results, experiment
4 has the best result in attenuating the vibration signals on T-
lion UAV as the vibration amplitude is the lowest at 0.0021 G,
0.0032 G, and 0.005 G, comparing to vibration amplitude
without any dampers at 0.08 G, 0.13 G and 0.17 G.
In general, the following guidelines for damper installa-
tion provide the best result for UAV vibration reduction:
1. More contact surface area of the damper is preferred;
2. Kyosho Zeal sheet should be installed vertically;
3. Even Length-Width-Height (LWH) ratio (≈ 1 : 1 : 1)
gives the best results; and
4. Damper with smaller dimensions performs better for
light mass damping.
5.2 Digital Low-Pass-Filter Design
Actual flight experiment results show significant reduc-
tions in the vibration amplitudes (up to 97.1% reduction along
the z-axis) with both damper and low-pass filter (cut-off fre-
quency: 10 Hz) implemented. The illustration below (Fig. 10)
shows that vibration signals could be amplified with damper
alone, but the combined effect of both low-pass filter and
damper will shift the system into isolation region, and this
justifies the experiment results.
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Figure 10: Combined frequency response of hardware
damper and digital filter
Despite the high flexibility and softness of the cho-
sen dampers, mechanical dampers show their limitations in
damping light masses and at low frequency such as 50 Hz.
On another hand, low-pass filter also has its limitation as
its functional frequency range is much shorter than mechan-
ical damper. Therefore, the use of low-pass filter is essential
to lower amplified signal due to dampers while dampers are
used to reject the high frequency vibrations due to the UAV
structure.
6 CONCLUSION
This manuscript elaborates in detail the essential theoreti-
cal frameworks when considering anti-vibration measures on
UAVs and how these can be used to improve on the current
measures. Building on from this, criteria of damper selec-
tion for UAVs with light damping mass is established to act
as guidelines for future practices.
With close examinations on vibration sources generated
on T-lion UAV through both simulation and experimental re-
sults, it is shown that structural vibration contributes much
higher vibration amplitude at higher frequencies comparing
to motor vibration at lower frequency, addressing the impor-
tance of considering vibration attenuation for structural vi-
bration when designing anti-vibration measures. Therefore,
the relationships between different parameters of dampers
and their damping effectiveness are closely evaluated through
vibration tests, and the best performer, Kyosho Zeal sheet,
further proves its effectiveness in minimizing structural vi-
brations at higher frequency, despite of creating slight signal
amplification for motor vibration. This also indicates the lim-
itation of mechanical damper in damping light mass at low
disturbing frequency. Nonetheless, with both digital low-
pass filter and Kyosho Zeal sheet, actual flight test shows up
to 97.1% improvement on lowering the vibration amplitude.
This addresses the significance of implementing both digital
filter and mechanical damper for effective damping on UAVs.
Further studies can be done on vibration tests to investi-
gate the pattern of how different parameters change with var-
ious masses and dimensions of the dampers in details, so that
to predict its general performance and the optimal working
range (in terms of damping mass and natural frequency) for
each damper.
Lastly, this research work can be extended to other impli-
cations such as UAVs with different configurations and heli-
copter drones by making use of the frameworks and evalua-
tion results provided in this paper.
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ABSTRACT
The quick aerodynamic characteristics estima-
tion method for preliminary design phase is pre-
sented in the paper. Simplified mathematiclal
model of aircraft layout, robust and fast direct
CFD code as well as artificial neural network
(ANN) technique form the basis of the method.
For illustration of its possibilities the proposed
method was applied to micro air vehicles (MAV)
design. Developed mathematical representation
approximates MAV layout with 100-dimension
parameter vector. The ranges of mathematical
representation parameters (aspect ratio, dihedral
angle and area of the wing, airfoil relative thick-
ness, airfoil geometry etc.) were determined dur-
ing existing MAV market review. The layout
generator creates a number of layouts, runs CFD
computations on different flight regimes. Then
the information about flight regime is appended
to input vector of the main algorithm. Calcu-
lated aerodynamic characteristics forms the out-
put. Outlying layouts are filter out using geomet-
ric and aerodynamic criteria. The resulting set of
vectors forms training and test sets for machine
learning algorithms. For aerodynamic force and
momentum coefficients calculations, the sepa-
rate ANNs were created.
1 INTRODUCTION
Artificial Neural Nets (ANN) are widely used in aerody-
namics and aeronautical engineering nowadays. Recent aero-
dynamic applications include, for example, flow control, esti-
mation of aerodynamic coefficients, compact functional rep-
resentations of aerodynamic data for rapid interpolation, grid
generation,and aerodynamic design [1]. Some works showed
that the preliminary design phase may be significantly sim-
plified and accelerated with new kind of aerodynamic design
tools compared with traditional approaches [2, 3, 4].
Quick estimation of MAV aerodynamic characteristics
on cruise flight is significant practical problem, especially
given their small-batch production, huge variety of models
and wide range of their payloads.
The key suggested in the paper are robust CFD code,
ANN technique and reasonable choice of layout representa-
tion (Figure 1). ANN technology requires huge amount of
∗Email addresses: vyshinsky@rambler.ru, kislovskiy@phystech.edu
data for training. Creation of the layout generator is very im-
potant due to the lack of specific MAV data. The most impor-
tant feature of the layout generator is creating objects having
desired properties [5, 6].
Data generation module was divided into two parts: lay-
out generation and CFD code that calculates aerodynamic
cahracteristics (lift, drag and pitching moment).
In the first stage a mathematical representation of MAV
layout was developed (which contains 100 parameters). The
design process in this case is significantly simplified in com-
parison with traditional methods.
The flow around the MAV was calculated in the pre-
scribed range of free stream parameters. The results of CFD
calculations combined with MAV representation form the
dataset.
Machine learning algorithms can be applied to generated
data. A straightforward ANN was created for each aerody-
namic coefficient.
2 THE LAYOUT MATHEMATICAL REPRESENTATION
Detailed description of the MAV surface used in CFD
codes is impractical for machine learning tasks. To solve this
problem simplified mathematical representation was created.
It is divided into 4 sub-models: wing, fuselage, tail and model
of their relative location. Each sub-model approximates the
surface with vector of geometrical parameters. For wing rep-
resentation 8 parameters are used: area, aspect ratio, taper
ratio, dihedral angle, wing setting angle, leading edge sweep
angle, airfoil type identifier and airfoil thickness. Some of the
parameters can be fixed by the user due to his desirable appli-
cation. The range of parameters is based on existing MAVs
market. Table 1 demonstrates example of parameter values
for wing sub-model, which were used for testing algorithm:
To get more probable layouts taper ratio and leading edge
sweep angle were chosen as functions of λ. The square Sw
was set equal to 3.5 m2 and aspect ratio was defined as
λw =
b2w
Sw
taper ratio is
η(λw) = Aλ
2
w +Bλw + C
and leading edge sweep angle equals
χw(λw) = D · λw − F
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Figure 1: Key aspects of the method and logical relation of
general segments
where A = 5.33 · 10−3, B = 1.98 · 10−1, C = 2.37,
D = 5.27 · 10−3, F = 1.9 · 10−1 are empirical constants
obtained from MAVs market overview.
The wing (Figure 2) is defined as follows. First wing pro-
jection on the base coordinate system is created. Then, airfoil
is set in profile and 3D surface is formed. Then the wing is set
on the wing setting angle. Finally, the 3D surface is changed
with respect to dihedral angle Γ.
The fuselage is defined by the size of frames that sep-
arate fuselage modules (hood, nose, central and tail parts)
the length and the shape of these modules. Fuselage con-
tours functions have different analytical form for each mod-
Parameter Value
1 Square 3.5 m2
2 Aspect ratio 5 - 20
3 Taper ratio 1 - 6
4 Dihedral angle V 0◦ − 4◦
5 Wing setting angle 0◦ − 3◦
6 Leading edge sweep angle 0◦ − 1◦
7 Airfoil type identifier 1 -551
8 Airfoil thickness 0.11 - 0.18
Table 1: Wing sub-model parameters and its limitations
Figure 2: The general 3 dimensional view of swept tapered
wing (dimension in meters)
ule. Cross-section contours are described by parametrical
equation
(
2z
hf (x)
)2 + (
2|y|
df (x)
)2+ = 1,
where x is coordinate along the fuselage, hf (x) - the height
of the frame, df (x) - the width of the frame,  ∈ [0, 0.5] -
form parameter.
Table 2 shows fuselage parameters applyed for its repre-
sentation, where Lw is a wingspan, cw is a root wing chord,
φ is a wing setting angle. The numbers in value colomn de-
scribe the possible range of changes for each parameter.
Using the same algorithm of the wing definition tail unit
parts are created. Vertical tail unit (Figure 4) described by the
airfoil and 4 parameters given in Table 3.
As the vertical tail unit, horizontal tail unit (Figure 5) is
described by airfoil and 4 parameters given in the table 4.
The relative area of the tail unit is considered relative to
the wing area.
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Figure 3: The side view of the fuselage with segmentations
on general parts
Parameter Value
1 Second frame width (0.04− 0.23)Lw2
2 Second frame high (HF2) (0.04− 0.1)Lw2
3 Second frame down shift (0− 0.2)HF2
4 First frame high (HF1) (0.6− 1)HF2
5 First frame width (0.6− 1)HF1
6 Middle part length (LM ) cw cos(φ)
7 Nose part length (0− 3.5)LM
8 Third frame high (HF3) (0.3− 1)HF2
9 Third frame width (0.3− 1)HF2
10 Third frame down shift (0− 0.2)HF2
11 Tail fuselage part length (0− 4)LM
12 Tail fuselage part shift (−0.4− 0.2)HF2
13 Fuselage back edge high (Htip) (0.1− 0.5)HF2
14 Fuselage back edge width (0− 0.5)Htip
15 Fuselage form parameter 0 - 0.5
16 Hood length 0.06
Table 2: Fuselage sub-model parameters and its limitations
Each sub-model is a variaty of points created in its own
coordinate system. The sub-model of relative parts location
aggregates sub-models into one base coordinate system of the
MAV (Figure 6) using parallel transfer procedure for each
dot.
3 LAYOUT GENERATOR
As far as the mathematical representation which trans-
forms the surface (long vector) into short vector of param-
eters is constructed, its possible to create an algorithm wich
will transform the short vector and new layouts will appear.
The layout generator randomly changes unfixed represen-
tation parameters in the limited range. Firstly, 25 layouts
were used to set the constraints. The procedure above in-
creased its number to 8659. CFD input file is created for
Parameter Value
1 Aria 0.02− 0.04
2 Aspect ratio 1.2− 1.7
3 Taper ratio 0.3− 0.65
4 Airfoil thickness 0.09− 0.12
Table 3: Vertical tail unit sub-model parameters and its limi-
tations
Parameter Value
1 Aria 0.03− 0.16
2 Aspect ratio 3− 5
3 Taper ratio 0.5− 0.8
4 Airfoil thickness 0.09− 0.12
Table 4: Horizontal tail unit sub-model parameters and its
limitations
each layout and numerical experiment is sturted in order to
determine the aerodynamic characteristics. These calcula-
tions have been made using BLWF CFD-code [7] where a
boundary-value problem for full velocity potential equation is
solved. Viscosity is taken into account in the boundary layer
approximation with fixed position of the laminar-turbulent
transition. Generated layouts are presented in Figure 7. In
this example all calculations were done on one flight regime.
The results of computations for drag, lift coefficients and
pitching moment are given in Figure 8. Each point in the
graph is separate layout.
4 ARTIFICIAL NEURAL NETS TECHNIQUE FOR THE
TROBLEM CONSIDERED
Before the creation of the ANN the learning task should
be formulated in a correct way. A computer program is said
to learn from experience E with respect to some class of tasks
T and performance measure P, if its performance at tasks in
T, as measured by P, improves with experience E [8]. For
quick estimation of aerodynamic characteristics E, T and P
are defined as followes:
Task T: the prediction of aerodynamic coefficients;
Performance measure P: cost function (squared difference
between the output of a neural network and calculated coeffi-
cient);
Training experience E: learning on dataset calculated by
CFD codes.
The process of creation of the ANN consists of 8 basic
steps:
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Figure 4: The side view of vertical tail unit with local coordi-
nate system
Figure 5: 3 dimensional view of the horizontal tail unit with
local coordinate system
1 Collection of data for training
2 Data preparation and normalization
3 Network topology selection
4 Experimental selection of network characteristics
5 Experimental selection of training parameters
6 Training
7 Check the adequacy of training
8 Adjustment of parameters, final training
Steps 1,2 are related to data which must be presented in
one vectorized form and satisfy problem statement. Both re-
quirements were fulfilled automatically in the layout gener-
ator created with respect to it. All data were divided into 3
sets: training set - 4800 patterns (60%), validation set - 1600
patterns (20%) and test set - 1600 patterns (20%). Validation
vectors are used to stop training early if the network perfor-
mance on the validation vectors fails to improve or remains
the same. For quick estimation of the aerodynamic charac-
teristics direct feedforward ANN was created (step 3). The
network has the following characteristics (step 4). Input layer
has 100 neurons, hidden layer has 10 and output layer - 1 neu-
ron. For each aerodynamic coefficient, separate ANN was
trained. In step 5 sigmoid function was used as activation
function. Neural net was trained using Lavenberg-Merquardt
Figure 6: General view of the total MAV layout into base
coordinate system
method which adaptively varies the parameter updates be-
tween the gradient descent update and the Gauss-Newton up-
dates [9, 10]. In the gradient descent method, the sum of the
squared errors is reduced by updating the parameters in the
steepest-descent direction. In the Gauss-Newton method, the
sum of the squared errors is reduced by assuming the least
squares function is locally quadratic, and finding the min-
imum of the quadratic. The Levenberg-Marquardt method
acts more like a gradient-descent method when the parame-
ters are far from their optimal value, and acts more like the
Gauss-Newton method when the parameters are close to their
optimal value. This makes this algorithm the most widely
used optimization algorithm for wide variety of problems.
The following results are given for the lift coefficient.
Figure 9 demonstrates the error as a function of epoch. Train-
ing stops when network performance fails for 60 epochs in a
row as shown in Figure 10. An epoch is a measure of the num-
ber of times all of the training vectors are used once to up-
date the weights. Graphs in Figure 10 demonstrate the values
of gradient, parameter mu related to Levenberg-Marquardt
method and number of validation fails through the training
process.
To carry out the adequacy of training 1000 new patterns
were used. For each item the error was calculated which is
absolute value of difference between the neural net output
and the result obtained by direct calculation. The histogram
shown in Figure 11 demonstrates the distribution of errors.
Performance of neural net could be estimated in a dif-
ferent more visible way. Figure 12 demonstrates the results
of ANN lift coefficient approximation (vertical axis) versus
CFD results (horizontal axis). When ANN output is equal to
CFD calculation the points in the graph form a straight line.
Changing ANN parameters (step 8) it is possible to im-
prove its performance.
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Figure 7: The examples of Generated MAV layouts. 3 dimen-
sional view (dimensions in meters)
5 CONCLUSION
The algorithm developed can be applied to experimen-
tal database with real viscosity and separation effects. Pro-
posed approach allows not only to estimate the aerodynamic
coefficients of MAV but also accumulate the experience, ob-
tained from different sources (calculations, flight and wind
tunnel tests etc.), during design process. It could be implic-
itly reused in development of similar MAVs series. Follow-
ing algorithm realization in software make it possible to solve
problems of comparative analysis of the layout aerodynamic
perfection and aerodynamic drag minimization.
Computational algorithms solve boundary value prob-
lems for which the correctness (existence and uniqueness of
the solution, continuity dependence on boundary conditions),
as a rule, is not proved. Consequently, the question of the
methods accuracy remains open. In practice, the problem
is solved by comparing the calculations with existing phys-
ical experiment, the data obtained with other methods and
by comparison with few exact solutions. Thus, there are no
rigorous general estimates of determination of integral or dis-
tributed characteristics accuracy for specific methods. Accu-
racy of the solutions exists only for specific types and density
Figure 8: Drag, lift and pitching moment coefficients of the
8659 layouts generated in automation mode after culling
Figure 9: The process of ANN training (mean square error
versus epoch)
of grids and specified parameters of the numerical scheme.
In this case, the application of artificial neural networks as
a universal approximator of the vehicle aerodynamic charac-
International Micro Air Vehicle Conference and Flight Competition (IMAV) 2017 233
Figure 10: Training control parameters related to Levenberg-
Marquardt algorithm
Figure 11: The error distribution on additional set (1000
items) for lift coefficient (The number of layouts versus ab-
solute value of neural net error)
teristics provides additional advantages, mainly because it is
possible to use heterogeneous data for its training.
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ABSTRACT
Optimization of aircraft design for the IMAV-
2017 competition in Record Breaking session is
investigated. Analytical research is conducted to
understand the ways of optimization. A set of ex-
perimental designs was made and investigated to
check the analytical results and to test technical
solutions.
1 INTRODUCTION
According to the rules of IMAV-2017 competition in
Record Breaking session, the goal is to lift the 0.5 kg payload
for 1 minute at more than 50 cm above the ground. The win-
ner is the aircraft with the lowest maximal dimension. Mass
of the aircraft with the payload should not exceed 2 kg.
So, the optimization problem is to minimize the maximal
dimension under some restrictions.
As a concept design the multi-copter was chosen. It was
postulated that the maximal dimensions are defined through
the number of propellers and propellers diameter. Some ways
of optimization are
• to optimize the number of propellers
• to optimize the propellers number of blades
• to optimize the propeller blade shape and twist
• to optimize the diameter of propeller
• to optimize the motor
• . . .
2 ANALYTICAL INVESTIGATION
To understand the influence of the abovementioned fac-
tors the mathematical model of copter was made.
The characteristic cases for the investigation were chosen
as helicopter, three-copter, quad-copter and hexa-copter. If
the propeller diameter is D, the maximal dimensions are
• D for 1 propeller (helicopter)
∗Email address: serokhvostov@mail.ru
†Email address: becho15rus@gmail.com
• 2D for 3-copter
• (1 + 20.5)D for 4-copter
• 3D for 6-copter
For the following analysis we can present this dependence
as function f(N). The thrust T and power P of the propeller
can be expressed as
T = CT ρn
2D4 (1)
P = CP ρn
3D5 (2)
whereCT — thrust coefficient,CP — power coefficient, n—
rotational frequency.
If the total mass of aircraft with the payload is m and the
number of propellers is N , then, neglecting the interference
between the propellers
P =
CP
C1.5T
(
mg
N
)1.5
√
ρ
1
D
(3)
In this case, the total power of N propellers is
Psum =
CP
C1.5T
(mg)
1.5
√
Nρ
1
D
(4)
so
D =
CP
C1.5T
(mg)
1.5
√
Nρ
1
Psum
(5)
Maximal dimension MD will be
MD = f(N)D =
f(N)√
N
CP
C1.5T
(mg)
1.5
√
ρ
1
Psum
(6)
If the electrical efficiency of powerplant (motor, controller,
accumulator etc.) is η, then the total energy E in the accumu-
lator required for the flight during the time t is
E =
Psumt
η
(7)
The mass of accumulator is practically proportional to the en-
ergy stored (and also depends on the maximal current of ac-
cumulator). From this, we can accept that the accumulator
mass is proportional to the total power.
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In the first approximation we can also assume that for all
the other parts of powerplant (motors, controllers etc.) the
mass is proportional to the power. In this case we can say that
m = m0 + αPsum (8)
where α is some coefficient of proportionality, m0 is the part
of total mass that does not change with Pmax change. Finally
MD =
g1.5√
ρ
f(N)√
N
CP
C1.5T
(m0 + αPsum)
1.5
αPsum
α (9)
So, roughly, the function ofMD is the multiplication of func-
tion depending onN , function depending on the propeller ge-
ometry and function depending on the powerplant character-
istics. From this, one can analyze and minimize these func-
tions separately.
First of all, for the number of propellers, the correspond-
ing function f(N)/N0.5 is equal to
• 1 for helicopter,
• 1.154 for 3-copter,
• 1.207 for 4-copter,
• 1.225 for 6-copter.
The best design is helicopter (1 propeller) but it was not taken
into account the questions of helicopter stability. Some addi-
tional ”devices” must be implemented that can increase the
dimensions or mass of aircraft, so helicopter in reality is not
too good. The difference between 3-copter and 4-copter is
about 4.6%. But 3-copter now seems more complicated, so
one of the conclusions is that the quad-copter can be good
compromise for this task.
The value of CP /C1.5T (inverse figure of merit) depends
on the geometry of blades and the number of blades NN .
In first approximation one can assume that both CP and CT
depend linearly on the number of blades (in reality the de-
pendence for CT is lower than linear and for CP is higher
than linear). In this case the value of CP /C1.5T changes as
NN−0.5. From this point of view, the more blades the bet-
ter. Practically the same effect is due to the increase of blade
width. But for some number of blades or some width due
to the effects not taken into account there must be minimum
CP /C
1.5
T . Also, from geometry, for some number of blades
and some width the blades will touch each other, and this will
be geometrical limitation on the number of blades.
So, the another conclusion is to use multi-blade pro-
pellers. Also one of promising solutions is to cut the blades
of larger diameter propellers.
As for the propeller blade twist, for the analysis one can
use the results of [1]. For the set of small propellers one can
see that it is possible to choose the propeller with the high
figure of merit for different diameters.
For the third function in dependency of MD the mini-
mum with respect to Pmax corresponds to the condition of
αPmax = 2m0 (10)
Corresponding value of function in this case is
31.5αm0.50 /2 = 2.6αm
0.5
0 . If we take
αPmax = m0 (11)
then the function is 21.5αm0.50 /2 = 2.83αm
0.5
0 The differ-
ence is about 9%. So, the optimal mass of copter for this
competition can be estimated as 1–1.5 kg. One can see that it
is within the limitation of 2 kg.
3 TECHNICAL PROBLEMS
From (9) the maximal dimension depends on the value
of α. This parameter includes such factors as powerplant ef-
ficiency, dependency of accumulator mass on the maximal
current and some other factors. So, special attention must be
paid on the question of choosing the motor characteristics and
accumulator characteristics.
For example, for one series of motors one can choose the
different Kv. On the one hand, the motors with higher Kv
seems more powerful. On the other hand, for higher Kv the
reaction time is longer. This make the stabilization less ef-
fective and requires some additional power. Also, it is known
that for the fixed shaft power at fixed frequency the best ef-
ficiency corresponds to the motors for which the maximal
power is several times higher that required. So, the motors
with the best efficiency are heavier than less effective ones.
This means that lighter motor can consume more power, and
the accumulator for such motor must store higher amount of
energy and thus be heavier. Other thing is that higher power
for the same accumulator voltage requires higher current. It
is well known that accumulator with higher maximal current
(for the fixed voltage and capacity) has higher mass. One can
see that some compromise must be found for this situation.
Another thing that must be taken into account is the re-
strictions on the motor maximal frequency. Decreasing the
propeller diameter for the fixed thrust leads to the frequency
increasing. So, the motors with the higher working frequen-
cies for the fixed shaft power are required. On the other hand,
such a motors can be not existing in the market.
Unfortunately, now it is practically impossible to describe
analytically all these peculiarities, so the optimization must
be made for the discrete set of motors and accumulators.
Up to here there were no words about the frame. We as-
sume that in the first approximation the mass of airframe is
also proportional to the total power.
Another factor not taken into account is the dimensions of
accumulator. The sizes of accumulator of required capacity
can be comparable with the dimension of propeller. In this
case it is required to make some additional frame for it.
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It is evident that all these conclusions must be proved by
the experiment. Some preliminary experimental investiga-
tions were made previously.
Also, some investigations are required for the designs
with the propellers situating not in one plane. This enables
to make lower dimension for the same propeller diameter due
to the ”intersection” of propellers.
Some peculiarities can occur due to the accumulator prop-
erties. First of all, for this task not only the capacity is im-
portant but also the maximal current. This is because of the
fact that the accumulator must provide the required current
that can be high enough. The second reason is that for the
high values of current the power losses increase due to the
accumulator’s internal resistance. This leads to the lower ac-
cumulator efficiency. Also it is well known that the accumu-
lator capacity depends on the discharge current. To diminish
these factors one can use the accumulators with high maximal
current but these accumulators have lower energy capacity.
The next problem for the accumulator is the dependence
of voltage on the accumulator charge. It is well known that
the fully charged LiPo accumulator has the voltage of 4.2 Volt
and fully discharged accumulator has the voltage of about 3
Volt. This means that the maximal power is diminishing dur-
ing the flight. So, it can be the situation that the aircraft that
can stay in flight at the beginning of flight drop down after
some time with some amount of energy in the accumulators.
Another factor is that copter must have some extra voltage
in accumulator (comparing to the flight in perfect conditions)
for the stabilization and manoeuvres.
All these reasons lead to the fact that the ”real” construc-
tion will be not so optimal as the theoretical one.
4 COPTER DESIGN AND EXPERIMENTS
So, our goal was to create an aerial vehicle (AV) capa-
ble of lifting 0.5 kg cargo load to a height of at least 1 me-
ter while staying in the air for more than 1 minute. AV ge-
ometric dimensions (maximum horizontal distance between
its elements including propellers) should be minimized to an
extent possible. In the above chapter we have provided the
mathematical calculations associated with defining the opti-
mal number of propellers and their blades, as well as the com-
position of other AV elements. We have found that the less
number of propellers leads to the vehicle’s smaller dimen-
sions at the same level of thrust (subject to identical propeller
characteristics for each design), so we decided to use a quad-
copter as one of the most universal and sustainable designs
for unmanned aerial vehicles.
At the next step we have selected powerplant and other
electronic components. For this purpose we had to prelimi-
nary estimate the weight of AV, as follows:
• We estimated the battery capacity for similar purposes
and this resulted with max. value 1300 mAh and 16 V
(4S) (the weight of this battery type is about 170 g);
• The weight of AV carbon fiber frame was estimated to
max. 80 g;
• It was decided to use a ready-made solution by in-
stalling integrated electronic speed controllers (ESC)
and flight controller weighting 22 g;
• Receiver RC 10 g;
• Mounting equipment 40 g.
Taking into account 500 g of additional cargo, the total AV
weight is estimated at 822 g, without motors and propellers
which selection is discussed in more detail below.
One of the main methods to reduce an AV size is to use
a propeller with minimal diameter taking into account allow-
able drop of thrust and related factors. Therefore we were
selecting motors and propellers in parallel. It was decided
to make the investigation ”step by step”, from simple case to
more complex to test the solutions one by one. This gives
more clear understanding of each specific factor.
We started with type BrotherHobby Tornado T1 1407
3600KV motors and 4045*3 propellers (hereinafter the first
figure of a propeller model indicates the diameter in inches
and the two last figures indicate its pitch). At 15 A current
this type of motor with this propeller is capable of producing
535 g of thrust (data are provided by the motors manufactur-
ers), which corresponds to total thrust of 2 kg of all 4 motors.
The weight of AV equipped with these motors is 906 g. The
required 60 A current is provided by the selected battery capa-
ble of generating a current up to 120 A. The estimated thrust
of four motors without evaluation of the interference between
the motors themselves, cargo and other parts of AV, exceeds
the AV weight more than two times.
The experiment was carried out.
A box suspended under the AV (Figure 1) was selected as
the cargo (the box larger face was positioned horizontally).
AV took off at 90% of motors load, which reached 95% in
stable flight, after 35 s of flight one motor wiring could not
stand the power supply and AV fell down because of the mo-
tor burn-out.
When the cargo position was changed (the box smaller
face was positioned along the air flow from propellers), AV
could hardly manage to stay in the air for 1 minute required.
(Figure 2). These experiments have helped us to find out that
one of the main factors effecting AV performance with cargo
is the cargo position (cargo’s the smallest face should be posi-
tioned perpendicular to the air flow produced by propellers to
reduce the aerodynamic force on cargo surface). Besides we
considered 1407 3600 KV motors to be not powerful enough
for the purpose. So, one of the conclusions is that the size
and shape of cargo will have a major impact on AV power
plant performance, so the AV frame should be designed for a
specific cargo. Next, we considered two options for resolving
this problem:
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Figure 1: Copter of first design in flight with cargo fixed ”hor-
izontally”
Figure 2: Copter of first design in flight with cargo fixed ”ver-
tically”
Figure 3: Double deck frame
• Extension of the quadcopter main diagonal to divert the
air flow produced by propellers from the cargo surface;
• Use of more powerful motors and, accordingly, larger
propellers.
To select a more efficient option we have conducted the exper-
iment as follows: by using motors of Titan TS2307-2300KV
type with 5046*3 propellers (of higher diameter comparing
to the first design) we reduced the frame diagonal keeping
the AV size unchanged (as it was in the first experiment).
We carried out a similar flight with the same cargo fixed
along the air flow. The AV robustly stayed in the air for
1 minute at 65% of motors load.
Thus, we have found that for this specific shape of cargo
the most efficient solution is to use more powerful motors and
bigger propellers, despite the increase of interference (over-
lapping) effect, and this finding is proved by the 1 minute
stable flight of AV, which had the same size.
Having selected 2307 2300KV motors and 5046*3 pro-
pellers we considered the two following ways to make the
AV size smaller:
• To reduce the propellers diameter by partial cutting the
blades of existing ones;
• To minimize the frame size.
To minimize the frame size a double deck frame was designed
(Figure 3). In this case the AV minimum size can theoretically
be equal to 2D, where D is the propeller diameter. In our
case, when using 5045 propellers the AV size can be equal to
25.4 cm (10 inches), which is optimal for the design of double
deck frame and these propellers.
At the time of these experiments the size and shape of
cargo to be lifted by the AVs of the competition participants
were published on the IMAV web-site. The width of the cargo
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Figure 4: Copter with cargo on threads
main part is 180 cm, the length is 580 cm. As its weight is
500 g, the cargo is strongly subjected to the wind and thus
heavily spoils the aerodynamics of AV + cargo system.
We have made the model of this cargo at the scale of 1:1
to investigate the influence of its shape and inertia.
When the cargo was fixed under the bottom of our AV, it
was not possible to lift it because of the strong counter force
from the propellers air flow (there was an appropriate exper-
iment). We may say with confidence that our system of AV
with the cargo of this size and shape can not operate effi-
ciently, if the cargo is fixed under the AV bottom.
We considered the following ways to solve this problem:
• Suspension of the cargo on threads to reduce the force
acting on it;
• Rigid fastening of cargo on a long support underneath
AV;
• Rigid fastening of cargo above the AV, where the im-
pact of air flow force produced by the propellers is
much less.
When the cargo was fixed with a 30cm-long cable (see
Figure 4) the most of the air flow still affected the cargo. Un-
der these conditions the AV took off at 80% of motors load,
and the entire system fluctuations appeared immediately mak-
ing the AV control extremely difficult and unsafe. Then we
have tried to extend the cable, assuming that it would result in
Figure 5: ”Cargo over AV” first design
reducing the airflow impact and the fluctuations of the system
would become acceptable for the safe AV control. However
even using a cable of 1.5 m length we did not achieve the
desired result.
The last option for fixing cargo is not applicable for our
system, as there is no place on the AV to mount the fasteners
for the cargo.
But to test the idea of ”cargo over AV” we assembled a
quadcopter with a frame diagonal 210 cm long and fixed a
board with dimensions declared for the cargo to be used in
the competition. We did not overload the AV in the first ex-
periment, therefore the weight of the board was 250 g instead
of 0.5 kg (see Figure 5). In the first case the distance between
the board and propellers plane was 5 cm. The AV took off
at 65% of motors load. Then we increased the distance to
10 cm (Figure 6), and the take-off was operated at 50% of
the motors load. It can be said with confidence, that when
cargo, which size is similar to that of AV, is fixed over the AV,
such operation is much more efficient than with cargo fixed
beneath the AV. However ”cargo over AV” operation has its
shortfalls too: the system centre of mass shifts upward thus
affecting the stability of AV in the flight.
When we had completed the motors selection and the
cargo loading and fixation scheme, we started designing the
AV that meets our requirements.
The task of optimizing the AV size in this case becomes
more complex and from our point of view may be divided
into 2 parts:
1. Layout of all 4 motors at the same height level. Then
the minimum size of AV that can be achieved is 2.4D.
This leaves a square form gap which can be used to in-
stall the battery below the propellers plane, which in
turn contributes to lowering the centre of mass and in-
creasing the AV flight stability.
International Micro Air Vehicle Conference and Flight Competition (IMAV) 2017 239
Figure 6: ”Cargo over AV” second design
2. Layout of the motors at different levels (using double
deck frame), then the minimum size of AV will be 2D,
as already mentioned above. However, the implemen-
tation of this scheme is somewhat more complicated.
If the distance between motors reduced, AV flight sta-
bility becomes more difficult to be achieved due to de-
creasing of relative force moments. This may lead to
the burn-out of motors, which will operate at 80-85%
load level with heavy interference and the specified
cargo. In this case it will also be impossible to lower
the battery installation for the appropriate lowering AV
centre of mass.
As the first step we have chosen the first type (Figure 7).
Then, for the realization of this the new frame was designed.
The drives were fixed in one plane, accumulator was placed
below the propellers’ plane. Also the special platform was
made for the cargo fixing. Experiment was conducted with
the cargo with the form and the dimensions required. The
flight was stable and the motors’ power was less than 60% of
maximal value. As the results were very good it was decided
to realize the second type. For this it was not necessary to
make double-deck frame, we have used spacers to make two
diagonal motors 4mm lower than others. This was enough
to mount the motors as close as possible (Figure 8). In this
case the final maximal AV dimension has become 26.8 sm
(10.6 inches), see Figure 9. The test flight has been con-
ducted, and the aircraft flight time was 1 min.
Some parameters of the final design are
Accumulator mass — 170g
Figure 7: Airframe design for the cargo above the copter.
Figure 8: Final airframe design
Figure 9: Final design in flight
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Total mass (without cargo) — 456 g
One can see that the value of mass is about the one ob-
tained from theoretical investigation.
The charge in the accumulator after the 1 minute of flight
was about a half of total accumulator capacity (650 mAh).
This enables to estimate the current and power from accumu-
lator, mean current is about 39 A (about 10 A per 1 motor),
mean power is about 624 Watt.
5 CONCLUSION
1. Analytical investigations for the problem considered
were conducted and it was found that the rational to-
tal mass is one-two masses of cargo; multi-blade pro-
pellers must be used, the optimal number of propellers
is one and quadcopter gives the maximal dimension of
20% higher than for one propeller design.
2. A set of designs was made to check the analytical re-
sults and find good technical solutions. For the task
investigated and components available the main solu-
tions are: the optimal place of the cargo is above the
copter; the maximal dimension of 2D can be made by
placing the propellers in two parallel planes.
3. Copter mass for the final design coincides with the es-
timated one of theoretical investigation.
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Abstract— Micro air vehicles (MAVs) are becoming more 
popular over larger unmanned aerial vehicles (UAVs) as they 
are easily portable, more discreet and less dangerous in case of 
a crash. Among common types of MAVs, the flapping wing 
configuration shows incredibly potential flying skills such as 
hovering, flying backward and recovering after shock. 
However, designer faced many difficulties due to the micro-
size of the MAVs.  In this work, we propose a numerical 
model based on Bond Graph for our flapping MAV which 
allows us to analyze the wing kinematic and thus predict the 
total lift force. This Bond Graph model employs the quasi-
steady aerodynamic theory and the Lagrange dynamic 
equation as the main principles.  A proper wing kinematic  
which allows the enhancement of the total lift force could be 
derived from this model based on the non-linear optimization 
of the system‘s sensitivity parameters such as spring stiffness, 
working frequency and input voltage... A prototype is 
fabricated and characterized. Comparing the experiment and 
the simulation, the model is able to predict the wing 
movement and the mean lift force, and therefore could be used 
as a design tool. A take-off demonstration is provided to 
confirm our results. 
Keywords—UAV, MAV, flapping wing, numerical model, Bond 
Graph.  
1 INTRODUCTION 
        The performance of the existing designs of the flapping 
wing MAVs are worse compared to the fixed and rotary wing 
groups. Low Reynolds number condition leads to highly 
unsteady aerodynamics of such vehicles). Nevertheless, the 
perspective of potentially achieving the exceptional flying 
performances has prompted a significant amount of research 
on the kinematics and aerodynamics of flapping flight in 
nature [1], [2], [3]. Subsequently, several studies have 
considered how vehicle designs could mimic the function or 
the form of flying organisms [4], [5], [6]. Here we introduce 
three outstanding existing insect-like flapping MAVs 
including DelFly, AV Hummingbird and Robobee. The 
DelFly is a tail fully controllable MAV [7]. Its Micro version 
is currently accepted as the smallest free flying controllable 
flapping wing MAV equipped with a camera and a video 
transmitter. This 10 cm wing span vehicle weighs 3.07 grams 
and can fly around 3 minutes. The 16 cm span and 19 g AV 
Hummingbird is a tailless remote controlled NAV built to 
mimic a hummingbird [8]. The tailless design makes it closer 
to a real flying humming bird, but leads to a passively unstable 
attitude. As a result, it needs a more advanced control system 
to stabilize the vehicle. Equipped with a small video camera 
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for the purpose of surveillance and reconnaissance, this 
vehicle operates in the air for up to 11 minutes at 18km/h. 
Inspired by the biology of a bee, the Harvard RoboBee [9] is 
the smallest and lightest MAV that can perform controlled 
hovering. This vehicle weighs less than one-tenth of a gram, 
and flies using ―artificial muscles‖ composed of materials that 
contract when a voltage is applied.  
        As the first example of MAV is passively stable with tail 
and the last one is limited in payload, it is thus decided to 
develop a flapping MAV mimicking the hummingbird. The 
developed MAV, however, is lighter in weight compared to 
the AV Hummingbird. To preserve the wing kinetic energy 
and to achieve a capable resonant system, we directly drive 
our flapping wing MAV using conventional DC motors 
coupled with helical springs. Flexible part that is added to the 
wing contributes to the wing‘s passive rotational movement. 
With the presence of elastic components in the system, higher 
efficiency would be achieved. The concept of this flapping 
MAV is shown in the Figure 1. This configuration allows us to 
utilize some of the off-the-shelf parts as well as available 
technology framework. 
 
Figure 1: MAV concept 
        Since the studied system combines the mechanical, the 
electromagnetic and the aerodynamics fields, a unique model 
Bond Graph formalism has been set up. This kind of 
formalism is widely used to model multiphysics systems and 
energetics efficiency. Combining the Lagrange dynamic 
equations with a quasi-steady model of aerodynamic forces, 
this model serves as a tool for diagnostic system‘s 
performance. Thanks to the simulation, the MAV is able to 
operate at its resonant frequency with a specific torsion spring. 
Further optimization on the stiffness of flexible part 
contributes to a proper phase shift between flapping and 
rotational movements, which certainly results in an 
enhancement of total lift force. To prove the rightness of the 
model, a prototype is fabricated with components whose 
characteristics are retrieved from the simulation. The wing‘s 
motion tracked with a high-speed camera and the mean lift 
force measurement are used to validate the model. A take-off 
demonstration is also provided to confirm our results.  
        This article is inspired by the work of L. Hines et. al in 
[10] with three main different contributions. Firstly, the 
flexible part made by a piece of rubber is positioned along the 
longest chord of the wing. This  helps reducing the length of 
the wing offset which brings the wing and also the center of 
Bond Graph based design tool for a passive rotation 
flapping wing  
 Le Anh Doan*, Christophe Delebarre, Sebastien Grondel, Eric Cattan  
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the lift closer to the actuator. This configuration also helps to 
vary the stiffness of the flexible part easily by modifying the 
rubber pieces ‗dimensions. Secondly, simulation part shows 
the effort to approach the resonance to maximum lift forces by 
choosing a proper torsional spring.  Lastly, to fulfill a design 
tool, the effect of wing offset dw and wing flexure stiffness Kw 
on rotational amplitude, lift force and phase shift is also taken 
into account. 
2  MAV MODEL 
2.1 The Word Bond Graph of the MAV 
        The Word Bond Graph in Figure 2 reveals the main 
components of MAV dynamic model. The model is similar to 
the well-known block diagram, with the major difference that 
the ―bonds‖ which link the elements together represent bi-
directional exchange of physical power. Each bond depicts 
instantaneous flow of energy or power denoted by a pair of 
power variables called flow and effort. Flapping motion of 
wing is induced with a sinusoidal input voltage to each motor 
             where A is the peak-to-peak voltage, f is the 
operating frequency. The bond next to the wave generator 
block would present the flow of electrical power and the 
power variables would be the current (i) and the voltage ( ), 
whose product is power (Pin). Likewise, the motor output 
angular velocity (  ) and the torque (  ) are flow and effort of 
the corresponding power (Pmechanic). A quasi-steady model is 
employed to model the aerodynamic forces on our passively 
rotating flapping wing with the aim to predict wing motion 
(flapping angle   and rotational angle ) and lift. 
 
 
 
Figure 2: The Word Bond Graph of the MAV  
2.2 Motor driver and geared motor model 
        While motor driver can be easily presented by a 
modulated effort source MSe, a model for a DC motor 
connected through a gear reduction is a little more 
complicated as shown in Figure 3.  
 
Figure 3: Motor driver and motor with gearbox blocks 
        The mature armature wingdings are introduced by the R0 
element. A gyrator GY with the armature constant,   , 
converts input (v) voltage into angular velocity (  ). A 
transformer element TF stands for the gearbox with the gears 
ratio of  . Jm and bm are the rotor inertia and motor rotational 
damping values respectively. The R element right next to the 
TF element demonstrates the gearbox efficiency. Some power 
sensors are integrated in the Bond Graph model to inspect 
input power (Pin), dissipated power (PR0, Pbm and Peff) and the 
power supplied to the wing (Pmechanic). 
 
2.3 Aerodynamic model 
        In the absence of skin friction, to model the aerodynamic 
forces on thin flapping wings, we employ a quasi-steady 
model [11], where the instantaneous aerodynamic forces on 
the wing are approximated using Blade Element Method. In 
this method, each wing is divided into a set of cross-section 
strips, each of width dr, and at a mean radius r from the axis 
of flapping. The instantaneous forces may be represented as 
the sum of three components, each acting normal to the wing 
surface: 
                        (1) 
where Ftrans is the translational force, Frot is the rotational 
force. The added air mass force Fair is the inertia of the airflow 
generated by unsteady wing motion.  
2.4 Wings model 
        The dynamic model of the wing is formulated in 
Lagrangian form with two coordinates of flapping ( ) and 
rotational angle ( ).  
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where T is the total kinetic energy of the system, equalizing 
the sum of the kinetic energies of the wing translation and 
rotation, and V is the potential energy of the system caused by 
the torsion spring and the flexible part with corresponding 
stiffness of Ks and Kw. mw is the wing mass and Jw is the wing 
inertia. The motion equations of the wing could be drawn from 
the derivation of the Lagrangian equations.  
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(4) 
where the  ⃗⃗⃗         is the driving flapping torque and also 
the torque provided by the motor. bw is the damping of flexible 
part.  ⃗⃗⃗         and  ⃗⃗⃗          are the moments due to the 
aerodynamic forces in the rotational and flapping direction. 
This approach for passive wing is inspired by the work of 
[10]. Reader should refer to this work for full derivation of 
dynamic equations. 
        It is noted that Equations 3 and 4 have the second order 
form of a spring-mass-damper system with nonlinear 
coefficients. They can be presented in Bond Graph by two 
different set of C, I, R elements for each dynamic coordinate 
as in Figure 4. Apart from the aerodynamic moment, the two 
above MSE elements also include moments caused by the 
gyroscopic effect and centrifugal force acted on flapping and 
rotational axes. Wing‘s Bond Graph elements can be found in 
Appendix To form the MAV‘s model, all of the sub-systems 
are linked together through the common bonds, presenting the 
power transfer as shown in Figure 5.  
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Figure 4: MAV‘s wing block 
2.5 Parameters selection 
        To limit the number of free parameters, our simulated 
motor is based on an off-the-shelf motor (GM15A). The motor 
characteristics are provided by the manufacturer and also in 
the work of [10]. The wing geometry characteristics is 
retrieved from a 3D model. The added helical springs could be 
chosen based on the desired flapping frequency. The 
maximum stiffness value is also limited by the toughness of 
the plastic gearbox of the motor. 
 
Figure 5: Bond Graph presentation of MAV 
 
2.6 Vertical take-off model 
        In order for a fly vehicle to rise into air, the lift force 
(FLift) created must be at least greater than or equal to the force 
of gravity (FGravity) as shown in (5): 
      ̈                           (5) 
where z is the prototype‘s altitude and mMAV is the mass of 
prototype. Suppose that the prototype moves at relatively low 
speeds through the air, the viscous resistance fviscous is 
approximately proportional to its velocity: 
                    ̇ (6) 
where bviscous is the viscous coefficient. A 1-junction is 
employed to present Equation 5 as in the vertical take-off 
block. 
 
Figure 6: Vertical take-off block 
3 SIMULATION  
3.1 Sensitivity to spring stiffness and driving frequency 
        Three stiffness values of springs are tested on a range of 
input frequency from 1 to 20 Hz. The system input voltage 
isheld at 2V to limit the high flapping angle of the least stiff 
elastic element. Different colors are used to specify different 
elastic element stiffness systems as shown in following 
figures. While the system with the highest spring stiffness 
resonates at 8 Hz, resonance of the lowest one could not  be 
determined. Maximum flapping amplitude of the remaining 
system occurs at 3 Hz.  
        Peak lift force, however, happens beyond the flapping 
resonance. At low flapping frequencies, the wing speed is too 
low to produce remarkable lift or wing rotation. In ascending 
order of stiffness, maximum mean lift occurs at 4 Hz, 7 Hz 
and 10 Hz respectively. It is noted that, the highest spring‘s 
stiffness brought the peak of lift close to the frequency at 
which the resonance happens. Performing this system at its 
resonance frequency allows us to optimize the system 
efficiency without much decreasing in lift. A compromise 
between wing speed and flapping angle amplitude is always 
the key-point to enhance the system performance. 
 
      (a) 
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      (b) 
Figure 7: Effect of spring stiffness Ks and flapping frequency 
on flapping amplitude (a) and lift force (b) 
3.2 Sensitivity to input voltage 
        A sweep of input voltage amplitudes is simulated; the 
results can be seen in the next figure. Depending on the spring 
stiffness, the driving frequency is set to the corresponding 
value where the highest lift value was observed as in the 
previous part.   
 
(a) 
 
(b) 
Figure 8: Effect of spring stiffness Ks and input voltage on 
flapping amplitude (a) and lift force (b) 
 
        Figure 8(a) illustrates well a nearly linear relationship 
between flapping amplitude and the input voltage in the range 
of examination. Flapping angle is inversely proportional to the 
value of spring‘s stiffness. In reality, the flapping amplitude 
should not exceed pi/2 to avoid wings ‗collision. With this 
constraint, the reachable lift forces at this flapping amplitude 
are 4.5 mN, 18.5 mN and 27 mN as shown in Figure 8(b). In 
conclusion, a system with maximum stiffness (2.956e3 
mN.mm/rad) activating at 4.27 V and 10 Hz will be our 
ultimate solution. 
3.3 Sensitivity to wing flexure stiffness 
        The system with spring stiffness of 2.956e3 mN.mm/rad 
isstimulated by an input voltage of 4.27sin(2 10t). Some 
interesting discoveries could be seen in Figure 9. It is better to 
remind that phase shift is the difference between rotational 
angle and flapping angle, a negative phase shift means the 
former angle is lag behind the latter and vice versa. 
 
(a) 
 
(b) 
 
(c) 
Figure 9: Effect of wing flexure stiffness Kw on rotational 
amplitude (a) lift force (b) and phase shift (c) 
        It is  obvious that larger value of wing flexure stiffness 
results in smaller rotational amplitude. A lower value than the 
minimum bound of inspection range (1e-4 N.m/rad) causes 
over rotation and the wing exhibits erratic and unsteady 
behavior. Lower driving frequency could generate an 
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acceptable wing motion, however it will not be the goal of this 
scope. Raising the stiffness does slowly increase the total lift 
force, on the other hand it also augments the angle of attack. If 
this angle exceeds    , drag coefficient will play a major role 
while lift coefficient gradually degrades. This means thatthe 
total force is less directed vertically but more horizontally.  
        We  always expect to achieve a phase shift close to      
because it leads to the highest rotational angle which occurs at 
midpoint of flapping trajectory where the maximum flapping 
velocity generates an ultimate total lift force. Fortunately, all 
of our desires are achieved with this configuration. This 
system has     of rotation angle at mid-stroke and      of 
phase shift at a flexure stiffness of 2.2e-4 N.m/rad.  
3.4 Sensitivity to wing offset 
        In this part, we use the same setting as the previous part 
except that the variable is now the wing offset.  
 
(a) 
 
(b) 
Figure 10: Effect of wing offset dw on Flapping amplitude (a) 
and lift force (b).  
        It is  apparent that the wing translational velocity at the 
mid-chord of each wing strip is proportional to wing offset, so 
increasing the wing offset improves the translational force. 
This is well demonstrated in the range of 0 to 35 mm. 
However, increasing the wing offset also augments the 
moment inertia about the flapping axis and therefore reduces 
the flapping movement. While the wing size is kept constant, 
greater wing offset also effectively increases the damping 
force which can be limited given maximum motor torque. As 
can be seen in the Figure 10,  when the wing offset is beyond 
35 mm, the lift force starts to reduce. Another disadvantage of  
raising this parameter is that it moves the center of lift far 
from center gravity and makes the prototype more difficult to 
stabilize. Bigger size of the prototype is also another 
drawback. A table summarizes the optimized parameters can 
be found in Appendix. 
3.5 Dynamic simulation results 
        After running the simulation with all the parameters 
found from previous discussions, a satisfactory wing‘s motion 
is portrayed in Figure 11. The rotation trajectory is     and 
lags behind the flapping by nearly    . Notably, the force 
shown in Figure 11(a) is the cycle-averaged lift which is in the 
vertical body direction. The peak lift with the force of 17 mN 
occurs at each mid-stroke.  
 
(a) 
 
(b) 
Figure 11: Dynamic simulation of a proper wing trajectory (a) 
and resulting lift force (b) 
        The results from the added vertical take-off block are 
illustrated  in the following picture. The MAV reaches the 
altitude of 6 cm after 0.5 s with a 100mA peak sinusoidal 
input current. 
 
 
Figure 12: Simulation of vertical take-off 
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4 EXPERIMENT 
        After building the MAV model, we can now validate 
whether it reproduces the system behavior within acceptable 
bounds with the recommended parameters drawn from the 
optimization step. This section starts by the preparation of 
main components and materials for the MAV fabrication. 
Then a set of  validation experiments including wings 
movement observation and total mean lift force estimation are 
conducted to confirm the rightness of our model. 
4.1 Component fabrication 
        A tiny DC pager-motor named GM15A with a planetary 
gearhead 25:1 reduction has been chosen as the main actuator. 
It is designed for a 3V nominal operation, giving 920RPM 
drawing 100mA. The motor is controlled by a motor driver 
named Pololu DRV8835. Our flapping system is induced with 
a Pulse Width Modulation (PWM) approximated sinusoidal 
voltage generated by our motor driver. The wing should be as 
light as possible but not flexible because it is supposed to be 
rigid except at the flexible part and near the rotational axis. 
 
 
Figure 13: Fabricated Wing 
        The wing has the length of 8.5 cm and the maximum 
chord length is 3.5cm. The flexible part is made by a piece of 
rubber and its rotational stiffness depends on its length. dw is 
the offset distance from the motor output shaft to the free end 
of leading edge. The membrane is made by very thin film with 
the thickness of 25  . The mass of the wing is 0.12 g 
measured by a microbalance Mettler Toledo. 
4.2 Wing kinematic observation 
        To observe the wing movement, a high speed camera has 
been positioned in front of the wing. The half prototype is 
activated by an input voltage of 4.5sin(2    ) (V). A      of 
rotational angle at the mid-stroke is the validation for the 
mathematical model 
 
 
Figure 14: Diagram of wing observation experiment set-up 
4.3 Mean lift force measurement 
        The wings with the appropriate kinematic were employed 
in the lift force measurement experiment. The whole set-up 
could be seen in the Figure 15. 
 
 
Figure 15: Lift measurement set-up 
        The moment created by the weight of the half prototype 
and the ―Mass‖ have the same value but in the reverse 
direction counting at the center rotation of the level so that the 
level is in its balance position at the beginning. As soon as we 
activate the motor, the lift force is generated and measured by 
the load cell. A mean lift force of 4.5g could be seen in the 
next figure. 
 
 
Figure 16: Force measurement 
        From the simple equation of equivalent moments, the lift 
force must be 0.4 time as much as the force measured by the 
load cell and therefore we get the mean value of 1.8 g. The 
mean lift measured from the experiment is a little bit bigger 
than one from the simulation, however it is still good to 
predict the total lift. Remind that the total mass of full 
prototype is 2.8 g, so it should fly if we employed two motors. 
4.4 Take-off demonstration 
        A complete prototype was assembled with recommended 
configuration. It was let to move up and down unrestrictedly 
along two fixed parallel carbon tubes which, by the way, limit 
all other MAV‘s degree of freedom. At an input voltage of 4V 
peak-to-peak, the system starts to fly up. After a few seconds, 
a snapshot of the MAV motion (Figure 17) was taken, 
showing that it was above the initial position nearly 2 cm. It is 
not correlated to the take-off simulation due to the friction of 
the MAV with two carbon tubes. 
5 CONCLUSION 
        In this study, a design tool based on a dynamic numerical 
model has been proposed to analyze the wing kinematic of a 
new MAV and thus predict the total lift force. An elastic 
element placed in parallel to the gearbox output shaft and 
wing allows operation at resonance. The effect of varying 
wing offset, elastic element stiffness, and elastic wing stiffness 
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have been simulated in order to determine the best 
configuration.  
        After experiments, we can conclude that an adequate 
amount of lift force is produced to bring our prototype to the 
air, which validates the results of our design tool. As the lift 
weight ratio is equal 1.28, it is not possible to handle electrical 
circuits including microcontroller, motor driver, Bluetooth 
device and also battery at this time. Future work has to be 
developed on increasing the working frequency but  
maintaining the same wing kinematic. If we  succeed to 
double the working frequency the lift force will increase by 
the factor of four and the MAV has more spare weights. 
 
 
Figure 17: Take-off demonstration 
APPENDIX 
        As Bond Graph model of the wing shown in this work is 
adapted from dynamic equations in [10], readers should refer 
to this reference for the full derivations. The following 
equation introduces only the complex Bond Graph elements 
related to the wing.  
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Parameter Value Unit 
   2.956e3 mN.mm/rad 
  3.7 V 
  10 Hz 
   220 mN.mm.rad 
   35 mm 
   1.5 mN.mm.s/rad 
               rad 
           1.5 rad 
         rad 
      0.03 N 
Table 1: Optimized parameter 
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Quad-thopter: Tailless Flapping Wing Robot
with 4 Pairs of Wings
Christophe De Wagter∗and Mateˇj Kara´sek†and Guido de Croon‡
Micro Air Vehicle Laboratory, Delft University of Technology, Kluyverweg 1, The Netherlands
ABSTRACT
We present a novel design of a tailless flapping
wing Micro Air Vehicle (MAV), which uses four
independently driven pairs of flapping wings in
order to fly and perform agile maneuvers. The
wing pairs are arranged such that differential
thrust generates the desired roll and pitch mo-
ments, similar to a quadrotor. Moreover, two
pairs of wings are tilted clockwise and two pairs
of wings anti-clockwise. This allows the MAV
to generate a yaw moment. We have constructed
the design and performed multiple flight tests
with it, both indoors and outdoors. These tests
have shown the vehicle to be capable of agile ma-
neuvers, and able to cope with wind gusts. The
main advantage is that the proposed design is rel-
atively simple to produce, and yet has the capa-
bilities expected of tailless flapping wing MAVs.
1 INTRODUCTION
Flying animals remain unrivaled when it comes to their
flying skills and flight characteristics. Hummingbirds can
hover and maneuver in narrow spaces to feed and then sub-
sequently fly hundreds of kilometers when migrating [1].
Besides the energy and sensory processing aspects, a great
deal of the advantages of flying animals over current Micro
Air Vehicles (MAVs) are attributed to their way of propul-
sion. Flapping wings are predicted to achieve higher lift co-
efficients than conventional MAV designs, especially when
scaled further down towards insect scales. In addition, they
are expected to have a higher energy efficiency when flying at
higher speeds, extending range and duration of the flight [2].
Despite considerable efforts - and successes [3, 4] - in the
last few decades, the dominating MAV types are still rotor-
craft, fixed wings or recently combinations of both[5, 6]. A
main reason for this is the difficulty of producing a flapping
wing MAV that fulfills some of the promises of animal flight.
On the one hand, there is a large class of ‘tailed’ flap-
ping wing MAVs, which goes back to rubber-band flapping
wing vehicles designed in the 19th century [7]. Flapping
wing MAVs such as ‘small bird’ [8], ‘big bird’ [9], or the
∗Email address: c.dewagter@tudelft.nl
†Email address: m.karasek@tudelft.nl
‡Email address: G.C.H.E.deCroon@tudelft.nl
Figure 1: High speed camera recording of a quad-thopter
‘DelFly’ [10], have single degree of freedom motor-driven
flapping wings for generating thrust. The control moments
are generated by actuated control surfaces on the tail. Since
the tail is relatively large, it dampens the body dynamics suf-
ficiently to make this type of MAV passively stable.
The tail actuation typically consists of a rudder and an
elevator, and can be used for changing the MAV’s direc-
tion, height, or velocity. However, the aerodynamically sta-
bilizing tail section also makes the vehicle particularly sensi-
tive to external perturbations [10]. The forces and moments
generated by the tail actuators are in general insufficient to
compensate perturbations in ‘gusty’ environments, with even
air-conditioning causing considerable problems to these light
wing loading MAVs. Finally, elevator and rudder effective-
ness vary dramatically based on the incoming airflow and can
even reverse when descending in hover. This makes tuning
autopilot control loops dependent on more sensors and cre-
ates uncontrollable areas in the flight envelope.
On the other hand, there is a growing class of ‘tail-less’
flapping wing MAVs, which use the wings themselves for
control. The idea is that the wings can generate much larger
forces and moments in shorter times than tailed actuators. In
combination with the absence of tail and its damping effect,
this leads to a higher maneuverability. The first successful
design of this class was the ‘Nano Hummingbird’ [3]. It fea-
tured an ingenious but complex mechanism to generate all
three moments required for full attitude control. Recently,
other MAVs of similar size have been designed, which aim
for simpler designs, but which have not yet shown the same
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maneuverability as the Nano Hummingbird and, at the same
time, suffer from very limited flight endurance of several tens
of seconds at best [11, 12, 13]. The smallest type of flapping
wing MAV of this class is the well-known ‘Robobee’ [14],
which for now requires the energy source to be off-board.
Although current tail-less flapping wing MAVs are clos-
ing in on the ideal set by nature, none of them are yet both
able to perform real flight missions and at the same time rel-
atively easy to construct.
To broaden the field of application of flapping wing
MAVs, a light and simple wing actuation mechanism would
be needed that can quickly create large attitude control mo-
ments in all three axes. Based on this idea, we present in this
paper a new tailless flapping wing MAV design, referred to
as a ‘quad-thopter’. The design is similar to a quadrotor, in
the sense that it uses the thrust of four wing pairs to do thrust
vectoring (Figure 1). It is also reminiscent of the very early
‘Mentor’ design [15], which also had four wing pairs for fly-
ing. However, that design used a single main actuator driving
the 4 wings at the same flapping frequency. The control relied
upon control surfaces interacting with the wake of the flap-
ping wings, which had rather low effectiveness, limiting the
controllability of the system. Instead, the ‘quad-thopter’ can
drive all wings independently from zero to maximal thrust,
which can generate significant roll and pitch moments, and
the flapping planes of diagonally opposing wing-pairs are
tilted with respect to each other for yaw controllability.
The quad-thopter design proposed in this paper represents
a close-to-optimal choice in the design space consisting of
the magnitude of the generated control moments, the con-
trol bandwidth, and the weight, size and energy requirements
of the actuators. In addition, the quad-thopter is relatively
easy to construct with widely available current-day technol-
ogy, and has a flight time of 9 minutes or more, depending
on the flight regime. Hence, it is suitable for real-world mis-
sions.
In Section 2, we discuss current flapping wing designs
and actuators in more detail, in order to get a better under-
standing of the difficulties involved in tailless flapping wing
MAV design. Then, in Section 3, we present the new de-
sign. We study the body’s vibrations in Section 4 and the
less evident yaw moment generation in Section 5. We de-
scribe the flight characteristics in Section 6, showing pictures
of the flapping wing MAV in flight and providing links to
flight footage. Finally, we draw conclusions in Section 7.
2 TAIL-LESS FLAPPING WING
2.1 Moment generation
Most ornithopter designs use a tail, which provides pas-
sive aerodynamic stabilization and typically carries also con-
ventional actuated control surfaces. When the tail is removed,
active stabilization becomes necessary and some mechanism
is required to create the 3 moments needed to orient and sta-
bilize the platform.
(a) (b)
(c) (d)
Figure 2: Overview of actuator types for lightweight flap-
ping wing MAVs: (a) magnetic servos, (b) shape mem-
ory alloy servos and (c)(d) servos with brushed DCs
(images from www.microflight.com,www.servoshop.co.uk,
www.hobbyking.com, www.microflierradio.com).
Many solutions have been proposed. Some add propeller
thrusters besides the flapping wing [16]. But the vast majority
of researchers, inspired by biological fliers, search for new
degrees of freedom to incorporate in the main flapping wings
to vary their aerodynamic force over the flapping cycle [3,
4, 17, 13]. To use these degrees of freedom in closed loop
control, they must be actuated with sufficient speed and force.
2.2 Hovering without tail
The minimal requirement for controllable hovering of an
aircraft is thrust vectoring. Instead of controlling the 6 DOF
(3D position and 3 attitude angles) of the free flying body
directly, 2 position variables are controlled indirectly through
the attitude which in turn controls the thrust vector and hereby
the longitudinal and lateral acceleration. This allows for
6DOF hover with only 4 independent control variables. Most
concepts use flapping power control combined with 3 exter-
nal actuators – for instance to move the roots of trailing edges
[18] or drive all the flapping degrees of freedom [17]. Since
actuators do not contribute to thrust generation but only add
weight, these must be very light. Finding sufficiently light,
fast and strong actuators is an integral part of designing a
flight-capable multi degree of freedom flapping mechanism.
2.3 Actuator Review
The main driving motor must be sized to produce suffi-
cient thrust, but sizing the control actuators is more complex.
In practice, on small flapping wing vehicles in the presence
of disturbance, actuators must be fast, strong and light. This
combined requirement is not trivial.
Coil actuators (Figure 2 (a)) are fast, but create very small
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moments, which makes them suitable only for actuation of
conventional tail control surfaces. Shape memory alloys (Fig-
ure 2 (b)) have shown high strength at minimal weight, but are
slow, fragile and create minimal deflections, that need to be
amplified.
Most servos consists of small brushed motors with a re-
duction gearbox and include a position feedback mechanism
with a potentiometer (Figure 2 (c)) or magnet and hall effect
sensor (Figure 2 (d)). The gear ratio can be altered to change
the speed versus force, but to increase both, a larger and heav-
ier motor is needed; its size can even come close to the one
of the main flapping motor. In contrast with the main motor
which runs all the time, actuator motors are used very ineffi-
ciently and only work part of the time.
2.4 Moment control using the flapping motor
To use most of the actuators in their efficient regime, main
flapping actuator(s) can be used to also generate the control
moments. Such idea is not novel. RoboBee [14] uses the two
main flapping piezo-actuators driven with independent wave-
forms to generate the 4 independent controls (See Figure 3
(a)). The flapping amplitudes of the left and right wings can
be driven independently, and a bias can be added (to both ac-
tuators) for pitch control. Finally a speed difference in up-
and down-stroke can generate yaw moments, while the same
flapping motion also provides the main thrust force.
The quest to achieve this same idea using traditional rotat-
ing electric motors has led some researchers to attach brushed
motors directly to the wings [19] as illustrated in Figure 3 (b).
These motors are used outside their design operational regime
with very low efficiency and high wear as they vibrate back
and forth instead of turning in one direction at high speed.
Nevertheless, their efficiency can be improved by using reso-
nance mechanisms. All 3 required control moments can be
generated by varying amplitude of the stroke and velocity
profiles within the stroke in a differential way (left/right and
upstroke/downstroke).
Still, electric motors are most efficient when turning at
higher speed, in which case a crank mechanism is required.
Unless a variable crank mechanism is used—which in turn is
controlled by actuators—this makes it impossible to vary am-
plitude anymore while also the phase and frequency become
coupled.
To generate different thrust on the left and right wings,
they must be uncoupled and driven by separate motors. In
this case, the motors are used efficiently, since their main task
remains to be thrust generation, while variations anywhere
between zero and full power can yield very large moments
with minimal response times. This, however, comes at a cost
that it is impossible to keep both wings in phase.
3 THE QUAD-THOPTER
In order to have full control authority in hover, which re-
quires independent generation of at the three body moments
and the total thrust, one solution is to combine four sets of
(a)
(b)
Figure 3: MAV designs that use their main actuators also for
control: (a) piezo actuators [14] and (b) brushed DCs [19].
wings, each driven by a separate motor and a crankshaft as is
shown in Figure 4. When the four thrust vectors can be con-
trolled independently, this can generate moments for attitude
control much like a quadrotor, allowing full 3D hover control.
But unlike in a quadrotor, where propellers have a non-
zero average torque, an additional control is needed for the
Crankshaft
MotorWing
Flapping
Thrust
Figure 4: Quad-thopter. Four pairs of flapping wings are
arranged in an X-configuration with a small angle between
thrust vectors to allow control of the yaw axis.
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Figure 5: Quad-thopter Top View. When thrust vectors are
non-parallel, two oping pairs of wings can create a yaw mo-
ment. The maximal dimension is 28 cm from tip to tip and
the weight is 33 gram.
yaw. This can be obtained by tilting the thrust vectors with
respect to the average thrust vector as per Figure 5.
This setup does still suffer from the effect described in
Section 2 that wings can flap out of phase. This could po-
tentially lead to very large yawing moments on the fuselage,
resulting in fuselage rotation that will cause loss of flapping
amplitude and loss of lift. To cope with this problem, instead
of using single flapping wings, a phase locked pair of wings
as found in for instance the DelFly II [10] is used instead.
This means that whatever frequency each of the four motors is
running, for each single wing moving one way there is a cor-
responding wing moving the other way, canceling each other
out.
The resulting setup has fast and powerful attitude control
while its complexity remains moderate. On the one hand,
four gearboxes are needed, but on the other hand, simple fixed
gear crankshafts can be used. Fragile, underpowered, slow or
expensive actuators are no longer needed. In terms of weight,
all actuators are directly used to create thrust, which increases
efficiency and the maximal available thrust.
The lack of tail section significantly reduces the sensitiv-
ity for perturbations, while active attitude control with full
authority controls the attitude. This enables maneuvers that
were not possible with the tail, like a fast vertical descend.
The platform is capable to transition to forward flight in
the same way as its tailed counterpart. In forward flight atti-
tude must also be actively controlled. Similarly as with hy-
brids like the Quadshot [5], the vehicle pitches down almost
(a)
(b)
Figure 6: Thrust force and moment around principal body
axis (data include also inertial effects): (a) single wing flap-
ping with 90 degree amplitude, (b) double-wing flapping in
anti-phase with 40 degree amplitude. The reaction torque on
the body is significantly reduced when using the double-wing
setup while generating similar amount of thrust as the single
wing.
90 degrees and the wings start to produce lift perpendicularly
to the thrust direction.
4 RESIDUAL VIBRATION
Although the moments of the flapping itself are canceled
out during stationary hover as shown in Figure 6, the thrust
generated by a wing pair is non constant in time. The fact
that all wings generate thrust and flapping-torque with peaks
at different times still results in vibrations on the main central
fuselage.
The DelFly concept has been using a double pair of flap-
ping wings to minimize fuselage rocking. For every wing per-
forming an upstroke there is exactly one wing doing a down-
stroke. The double pair of wings doing clap and fling has also
shown to be able to achieve higher thrust density [10].
This concept can be re-used in the tail-less flapper with 4
wings and 4 motors. Replacing every wing with a pair of in
anti-phase flapping wings removed the largest residual vibra-
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Figure 7: Two double-wing experiment: beat phenomenon
can be observed in the moment data when a difference in
flapping frequencies of left and right double-wings is present.
The cycle start is detected by a hall effect sensor and a magnet
attached to the flapping mechanism. The residual vibration is
especially strong around the roll (z) axis.
tion. The wing mass in this case does not cause large inertial
vibrations anymore, because for any wing moving in one di-
rection another wing moves in the opposing direction.
The result is a vehicle with 4 main driving motors and 4
pairs of flapping wings flapping at different rates. The main
residual vibration now is when 2 opposing pairs flap with 90
degrees phase shift, with the difference between the minimal
thrust during a stroke and the maximum thrust during a stroke
as the driving force for the vibration. Due to their different
rates, the phase shift is not constant, but varies over time; a
beat phenomenon (vibration of pulsating amplitude) will be
present, see Figure 7. When using a wing design with small
thrust variation during a stroke, this vibration can be reduced
to acceptably small levels.
To keep fuselage motion to a minimum, fuselage inertia
I = m · r2 can play an important role.
5 YAW VERSUS THRUST EFFICIENCY
Pitch and roll are driven by differences in thrust generated
by the left and right wings and fore and aft wings, respec-
tively, but yaw is less evident. To achieve yaw, the lift vectors
of 2 opposing wings are misaligned with respect to vertical
body axis. One diagonal is given a right-hand yawing align-
ment while the other pair of wings is given a left-hand yawing
moment.
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Figure 8: Yaw force in function of thrust rotation. Note that
the yawing moment increases more than linearly with the
wing rotation due to the average hover-lift increase caused
by the efficiency loss.
The amount of misalignment can be used to increase the
yaw control effectiveness at the cost of less efficient thrust
generation as not all lift vectors now point perfectly upward.
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Figure 9: Efficiency in function of thrust rotation.
Since thrust efficiency is lost to achieve yaw control, the
yaw channel could still benefit from using an actuator instead.
Since the yaw is very well damped thanks to the wing area, a
slower but more powerful actuator could still be considered to
for instance deflect the trailing edges of the wing [18] to also
deflect the thrust vector. In this case, only three sets of flap-
ping wings would be required for full attitude control much
like the tricopter concept.
6 FLIGHT TESTING
A quad-thopter was built using DelFly II flapping mech-
anisms. Instead of a double pair of wings, only one side was
mounted. DelFly II brushless motors were used and equipped
with 3.5 Amp BLDC motor controllers. Since the vehicle
is not naturally stable a paparazzi-UAV [20] Lisa-S [21] au-
topilot was mounted. Standard rotorcraft stabilization was
programmed and the Quad-thopter was tuned during manual
flight in attitude direct mode.
Figure 10 shows the response to a 40 degree step input in
roll. Within less than 4 beats of the fastest flapping wings (15
Hz) the attitude change was fully obtained.
Position step responses were performed and measured us-
ing an Optitrack camera system. The quad-thopter was com-
manded in attitude mode to make a lateral step of about 2
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(a) (b)
(c) (d)
Figure 10: Highspeed camera recordings at 66.6 ms interval
show a step in attitude from hover to a steady 40 degrees of
roll being executed in less than 266 milliseconds or less than
4 wing beats at 15 Hz.
meters. A side view of the maneuver is shown in Figure 11.
The quad-thopter will quickly reach the commanded left roll
angle of 50 degrees and start accelerating. About half a meter
before the target, the attitude is commanded to zero. Because
of the lateral area of the wings and relatively low wing load-
ing, the quad-thopter stops by itself when commanded back
to zero attitude. Then a right step is commanded. Everything
combined is executed in under 3 seconds.
The corresponding timing of the motion is shown in Fig-
ure 12. As can be seen, the entire lateral acceleration from
hover followed by 2 meter motion and deceleration only takes
about one second. Figure 13 shows the roll angle of the quad-
thopter during the maneuver. It shows that roll angles of over
50 degrees are achieved in about a quarter of a second. Finally
the speed profile of the lateral step is shown in Figure 14.
Please note that during the lateral step the quad-thopter was
only rolled 50 degrees and did not nearly reach its maximum
speed but instead was subjected to lateral drag.
Lateral steps at higher angles were performed but often
resulted in lost tracking from the Optitrack. One sequence at
80 degrees roll was successfully recorded during a 3m lateral
step as shown in Figure 15. As shown in Figure 16 the quad-
thopter reaches speeds of 3.5 m/s and roll angles of 80 degrees
while stepping sideways 3m in less than 1.5 seconds.
To illustrate the forward flight and disturbance handling
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Figure 11: Indoor test flight recorded by Optitrack. The quad-
thopter starts at the bottom right and makes a 2m step to the
left and then back to the right in under 3 seconds. Notice that
the vehicle does not need negative roll during the slow down.
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Figure 12: Lateral position change in function of time during
the lateral step shown in Figure 11.
capabilities, outdoor flights have been performed as shown in
Figure 17. Very aggressive start and stops are possible. when
compared to DelFly II with an aerodynamic tail, the sensitiv-
ity to turbulence is reduced an order of magnitude by the fast
powerful moments from the electronics attitude control using
wing pairs. The maximal flight speed however is very close
to that of DelFly II and is limited by the maximal flapping
frequency that can be obtained.
Video footage of quad-thopter flight were placed on
YouTube1.
7 CONCLUSIONS
In this paper, we proposed a novel flapping wing design,
a ’quad-thopter’. In the article, we have discussed the various
design parameters relevant to a highly maneuverable, tail-less
flapping wing MAV. We conclude that the design represents
a close-to-optimal choice in the design space consisting of
the magnitude of the generated control moments, the con-
1https://www.youtube.com/playlist?list=PL
KSX9GOn2P9HTG4SY59KbgH2fT9cxY06
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Figure 13: Roll angle during lateral step.
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Figure 14: Speed during lateral step.
trol bandwidth, and the weight, size and energy requirements
of the actuators. In addition, the quad-thopter is relatively
easy to construct with widely available current-day technol-
ogy. The implementation of the design built and tested in this
work has a flight time of 9 minutes or more, depending on the
flight regime. This makes it suitable for real-world missions.
Although the presented design does not correspond to
any (known) biological counterpart, the quad-thopter has a
number of characteristics featured by natural fliers. For in-
stance, the proposed quad-thopter becomes more efficient in
forward flight, much more than quadrotors, increasing the
range and endurance. Furthermore, the wing surfaces induce
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Figure 15: A 3m lateral command where speeds of 3.5m/s
and angles of 80 deg roll are reached.
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Figure 16: A 3m lateral command.
(a) (b)
(c)
Figure 17: Quad-thopter In-flight Outdoor in various phases
of the flight. (a) hover (b) semi-transitioned (c) fast forward
flight.
drag, which can be used for braking. This means that in con-
trast to quadrotors, quad-thopters do not have to thrust in the
backward direction to brake, which also gives them the ability
to brake faster. Finally, the quad-thopter features an enhanced
safety because of the absence of fast-rotating rotors, so it is
more suitable for flight around humans.
We hope that the presented design will be more apt than
previous designs for wide-spread use in academia and indus-
try, helping to break the hegemony of rotorcraft and fixed
wings.
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ABSTRACT
Mini and micro aircraft are required to be a
multi functioning; which can both maneuver in
forward flight and hover for takeoff configura-
tion. This leads to the development of the fold-
ing wing aircraft. The folding wing cannot apply
any control surface to create a rolling movement
because it must move all the time. The benefit
of folding is an idea for rolling moment genera-
tion. This is an asymmetrical lift that generates
form folding unequal area between left and right
wing. Therefore, this research focuses on finding
a relationship between rolling moment generated
by the asymmetrical force and the area ratio of
two wings by using CFD simulation to predict
them. Firstly, the design of the wing is simulated
in cruise condition at various angles of attack to
determine the trim angle and the significant air-
craft characteristics. Then the trim angle was set
at the condition for computing the rolling mo-
ment for 3 levels of wing folding. The three lev-
els are not too different in overall wing area, but
the area of the two sides are imbalanced so that
can generate different rolling moment. The re-
sult of the simulation shows that the asymmetry
of the wings can generate a rolling moment and it
increases dramatically when the area ratio rises.
1 INTRODUCTION
Generally, there are three control axes on the aircraft that
are longitudinal, lateral and vertical axis that are called roll,
pitch and yaw respectively. Nowadays, the mini and micro
aircraft developers desire the multi-mission aircraft that can
do a various task [1, 2]. That is the reason to develop the
wing that can fold. It is easy to transport and that can also
achieve a high performance vertical takeoff because of less
drag from the big wing area when hovering. According to the
folding condition, the conventional rolling control surface;
aileron, on the normal fixed wing is difficult to install. This is
a challenge to research and develop a new process to control
rolling motion. The object of this research is to determine
the relation between different of the wing area when folded
and the rolling moment that is generated by using Computa-
tional Fluid Dynamics (CFD) to find all of the aircraft param-
eters and compare them to the original fixed wing which was
∗Email address: fengcpt@ku.ac.th
named Brown that are designed for multi-missions that can
maneuver in forward flight and hovering in takeoff configu-
ration. The developed folding wing must replace the original
in the same or better performance. There are many ways to
roll the aircraft but the principle of rolling control is to gen-
erate asymmetric lift between two wings. For example, Bam-
ber [1934] [3] created some new components called Floating
Wing Tip Aileron which is installed at the end of the wings
to make a rolling moment to escape a stall situation, Next
Rao [1983] [4] attached an additional control surface to the
leading edge. When it works, the position of lift force acting
on each side is changed and counteracts any instability. In
the progression of material science in the 21st century, Raney
[2000] [5] makes an effort to use the smart material to make
the flexible wing for adapt its shape to be the suitable shape
of rolling motion. Furthermore, Ifju [2005] [6] claimed that
there are a plenty of benefits from the wing which can flex
same as to the natural way. The result of wind tunnel exper-
iment and CFD are the same trend that shows the flexibility
provides for smoother flight than conventional wings. They
do not have only good maneuverability and also can delay
stall. It can be seen that the method attempted was to follow a
natural way like how birds can flex their wings. The simula-
tion of the computation of fluid mechanics was to set the flow
as laminar flow and increase the number of elements. This
method tries to avoid using turbulence flow which makes the
calculation more difficult.
2 METHOLOGY
This analysis was divided into 4 parts. First of all, the
complex wing was simplified to be a thin plate that is 2 mm
thick but the platform is similar to the original. Secondly,
there is a determination of grid independence in the Flow
Simulation Program by increasing the number of elements
within the model. Then, the simplified wing was simulated
in the program to calculate the aircraft characteristics of the
wing. Eventually, the computational process of simplified
folded wings was simulated to find the moment coefficient
when the wing was folded. However, there are some infor-
mation about aircraft and setting the simulation program.
2.1 Aircraft specification and other parameters
Some significant parameters and aircraft performance of
the original aircraft (Brown) were assigned by the developer
as shown in table 1. This new folding wing must follow the
maximum take of weight (MTOW), lift coefficient and rolling
coefficient. Wing platform was design from the shape of birds
wing, so it is somewhat of strange platform. The wing diam-
eter is shown in Fig.1.
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MTOW Vcruise S;m2 C;m b;m CL Cl
0.5 kg 15 m/s 0.13 0.25 0.48 .274 .00349
Table 1: The aircraft parameters defined by the original air-
craft.
2.2 Analysis of the force and moment data
The simulation model was set axis follow by the aircraft
principal axis. They have 3 axes; longitudinal, lateral and
vertical axis that are represented by letter X, Y and Z respec-
tively. The direction of the axis is shown in Fig.1 and its
origin is assumed at the center of gravity of the wing. More-
over, this point position and the axis in another model is same
as this wing.
Figure 1: Setting axis for simulation.
If there is some angle of attack between wing and wind di-
rection, lift is not the Z-direction force, which can read from
simulation result, so it must be calculated by vector method.
Lift and drag force are shown in Fig.2 which are the compo-
sition of the X and Z force.
Figure 2: Aircraft axis and aerodynamic force axis.
2.3 Simplified wings
The actual folding wing has a lot of components such as
bolts, nuts, wing axis and plates. If the simulation takes all
of the wing components into account, it will be waste of re-
source and also too complicated to compute. Thus, the wing
that have a plenty of plates was simplified to be normal wing
that is a thin plate in the original wing planform. The simpli-
fied wing in cruise condition is shows Fig.3.
Figure 3: Comparison between actual (left) and simplified
(right) plain wing.
2.4 Domain dependence
Domain is the region where the simulated pass. The do-
main size is one of the factor that tell how fast the analysis.
If this is an enormous domain size, there is waste of time.
Following this, the suitable domain size should be calculated.
First of all, the full domain size 8 times of chord that 4 m
wide along left to right, 2 m long in back, 1 m in front and 2
m high was set as the first trial domain size. Secondary, there
is an idea to make the domain to be symmetry because it may
reduce calculation time. This lead to symmetry domain that
use the size 8 times same as the first one, but it computes only
left wing. This usage time is haft of the first domain. Then,
the bigger domain was set to check the flow behavior. This
was defined as 20 times of chord. The result of this calcu-
lation is not noticeably difference from the previous calcula-
tion. The lift coefficient of each domain and show in table ??
the error in this table compare with the original required lift
coefficient ,0.274. Overall, the 8-time-chord domain dimen-
sion was chosen to the next step simulation because the error
of lift coefficient is under 5 percentage and the usage time is
minimal.
Domain Lift coef. Drag coef. error
(2+2)x(2+1)x(1+1) 0.2764 0.0385 0.90
(2+0)x(2+1)x(1+1) 0.2876 0.0394 4.99
(5+0)x(5+2.5)x(2.5+2.5) 0.2789 0.0387 1.80
Table 2: Result in lift coefficient for different domain sizes.
Domain:(left+right)x(back+fornt)x(top+bottom)
2.5 Set up simulation model for plain wing
For the plain wing analysis, the wing is symmetrical, so
it can be computed only half wing by using the symmetri-
cal domain to reduce the number of element. The domain
dimension (in section 2.4) is 3 m long (1 m front and 2 m
back), 2 m wide with the symmetric half wing and 2 m height.
Other flight conditions were assigned to the atmosphere and
the wind velocity magnitude of 15 m/s and the direction was
changed by the vector component method shown in Y and Z
direction followed by the adjustment angle of attack.
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Figure 4: Computation domain.
2.6 Grid dependence
The original aircraft with fixed wing was designed for
carry 0.5 kg total weight and the angle of attack at 6-degree
cruise condition. Therefore, this condition is set to be the
validation condition that grid is meshed fine enough to com-
pute lift force equal to the carrying weight. Grid indepen-
dence is the process to find the minimal element number that
will give the best result. In addition, it can avoid to waste
computer resource. Firstly, the model was meshed in the
coarse level and simulate to measure the lift force to compare
with the original plane condition, afterwards it was meshed
in the finer level (coarse and fine mesh are shown in figure
5). Following that, lift coefficient for each mesh levels were
calculated each mesh level and they were plot (figure 6) and
find the different between the coarse and the finer. Accord-
ing to figure 6, the difference of lift coefficient between mesh
level 3 which has 1362844 elements and mesh level 4 which
has 2589254 elements accounts for 9.274percentage and the
difference between mesh level 4 and 5 (4706688 elements)
forms 4.780percentage. In addition, the difference value of
level 5 and 6 (8228096) is 4.496. The last two figures show
the small difference percentage (less than 5percentage), so the
mesh level 5 that has element exceed 4700000 was chosen to
be the simulation grid number.
Figure 5: Grid independence.
Figure 6: Compare mesh level between level 3 (left) and level
6 (right).
2.7 Simulation of asymmetry wing
The simplified folding wings were simulated in CFD pro-
gram to compute rolling moment generated by asymmetry
wing planform between two side. The wing was folded in
3 levels as shown in figure 7-9 respectively. The area of two
side wing in each level were illustrated in table 3. Because of
asymmetry of wing, they cannot be simulated by using sym-
metry domain to reduce the computer resources. Thereby,
these three case of folding use full domain. The condition is,
however, similar to the assigned condition for the plain wing
such as the wind velocity of 15 m/s and 6-degree angle of
attack.
Figure 7: Folding wing level 1 (actual: left, simplified: right).
International Micro Air Vehicle Conference and Flight Competition (IMAV) 2017 259
Figure 8: Folding wing level 2 (actual: left, simplified: right).
Figure 9: Folding wing level 3 (actual: left, simplified: right).
3 RESULTS
3.1 Aircraft characteristic for plain wing
After set all of the condition in the simulation program
and mesh the model at the chosen level, aircraft character-
istics of the plain wing were determined by CFD approach
to calculate all of the aerodynamic forces that acting on the
wing at any angle of attack. This process is conducted to
ensure the trim angle of attack of the wing and to find cer-
tain significant characteristics that will illustrate the stability
and aerodynamic performance of this wing. Raw data col-
lected from program result were transferred to aerodynamic
force by their definition. Eventually, they were calculated to
be their coefficients in the different angle of attack that was
the characteristics of this wing as shown in table ??. The
characteristics is 2 groups. One is force coefficients includ-
ing lift coefficient and drag coefficient, they represent by CL
and CD. The other one is moment coefficient that calculate
around center of gravity. They are pitching (Cm), rolling (Cl)
and yawing (Cn) moment coefficient. There are graphs that
Parameters Plain wing Fold 1 Fold 2 Fold 3
Right span;m .240 .237 .235 .232
Left span;m .240 .244 .246 .248
Right pin;mm 65.00 67.00 68.50 70.00
Left pin;mm 65.00 63.00 61.50 60.00
Right area;m2 .06620 .06541 .06481 .06421
Left area;m2 .06620 .06699 .06758 .06817
Table 3: Lift coefficient at any mesh level and the different
between two level.
plot between angle of attack and force coefficients in figure
10 and the moment coefficients in figure 11. Then, the lift
curve slope was determined. This makes up approximately
0.057 1/deg. In addition, the trim angle was found when the
lift force equal to weight that was 0.5 kg, so the trim angle of
this wing is approximately 6 degrees in cruise condition. Lift
over drag coefficient was calculated and plot in figure 12.
Figure 10: Force coefficient vs angle of attack.
Figure 11: Moment coefficient vs angle of attack (left) and
lift to drag ratio vs angle of attack (right).
Lift curve slope illustrated in figure 10 represents 0.057
(1/deg.) that can account for 3.264 (1/rad). This figure is lift
curve slope that compute from 0 to 15 degree, so this may not
be linear graph. The recalculated lift curve slope from 0 to 6
degree which should be linear represents 2.744 1/rad (0.0479
1/deg). There is a decrease in the slope, however, it is closer
to the lift curve slope of the rectangular flat plate that have
same as the aspect ratio [7]. If the slope of flat plate and the
designed wing compare to the Helmholds lifting line theory,
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Figure 12: Moment coefficient vs angle of attack (left) and
lift to drag ratio vs angle of attack (right).
the both errors shown in table 4 are insignificant difference.
This may be because the equation is developed for low aspect
ratio wings.
Helmhold Design wing Flat plate
Lift curve slope 2.499 2.744 2.612
Error;percentage - 9.817 4.543
Table 4: Lift curve slope.
Following step, the Oswalds efficiency factor (e) of the
designed wing and the flat plate was computed to show the
performance of the two wings from Prandtl’s lifting line equa-
tion [6]. The figures illustrated that the design appears to be
better performance than the rectangular flat plate. This may
be the result of the strange shape that can produce the suitable
flow.
CL(alpha) CL(alpha) Oswald
(AoA 0-6deg) ;per deg ;per rad factor
Designed wing 0.0479 2.744 0.820
Flatplate 0.0456 2.612 0.7532
Table 5: Oswalds efficiency factor.
3.2 Rolling moment generated from the folding wing
After folded the wing according to the models in section
2.6 and simulate them to calculate the moment that was cre-
ated in each model, the both table 8 and figure 12 indicate
the relationship between generated rolling moment (in term
of rolling coefficient, ) and the ratio of left and right wing
area. It can be seen that the rolling moment increases when
the differential area goes up. In the first state, it is symmetri-
cal wing, so the coefficient of rolling moment is getting close
to zero. Then the wing was folded, the area ratio changed.
This results from an asymmetric lift force between two sides.
The right wing has more area than the left, then the rolling
moment was generated. When the different area increases in
the second and third model, this results in a noticeable rise in
the rolling moment.
Figure 13: Relationship between rolling coefficient and area
ratio.
Figure 14: Relationship between CL and area ratio.
Furthermore, the relationship between lift coefficient and
area ratio (figure 13) of this wing are in the range from around
0.285 to 0.25, so the required lift of the plane (0.274) is in
this range. That mean this plane have enough lift to operate
in rolling condition. Another relation between rolling coef-
ficient and area ratio in figure 14 and equation on the graph
meet the required rolling moment that was -0.00349 when the
area ratio is 1.0279.
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4 CONCLUSION
In conclusion, the study of this wing without folding is
show the trim angle of attack and other significant aircraft
characteristics. This will increase developers confidence to
make the actual model of this aircraft. Another section about
the folding wing indicates the positive result of the relation
between the rolling coefficient and the area ratio of two side
of wing. This convinces the developer that the folding aircraft
is maneuverable by their structure without any rolling control
surface.
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Development of Vision Based Navigation for Micro
Aerial Vehicles in Harsh Environment
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ABSTRACT
Safe navigation and planning capabilities are
of great importance to Micro Aerial Vehicles
(MAVs) applications in different environments.
MAVs are allowed to quickly access to the open
sky or open area where far away from ground
obstacles based on the onboard Global Position-
ing System (GPS) data. Except for these areas,
MAVs become more demanding for missions in
complex harsh environment, such as autonomous
exploration, inspection and rescue tasks in dis-
aster areas due to their maneuverability and low
cost. To complete these missions, visual naviga-
tion for MAVs has been extensively studied be-
cause of the abundant 3D information and light-
weight property.
In this article, a complete navigation system
with a multi-heterogeneous sensor setup for vi-
sual sensing in harsh environment is proposed.
Measurements of multiple RGBD visual sen-
sors are utilized for localization in unknown
harsh environment. After this, the measurement
from visual sensors is fused with MAV onboard
Inertial Measurement Unit (IMU) information
through a preintegration approach to achieve au-
tonomously takeoff, navigate and landing in un-
known harsh environment. Extensive experi-
ments have been conducted in both indoor and
outdoor environments to evaluate the perfor-
mance of the proposed system. Moreover, a pre-
liminary fast navigation in challenge long corri-
dor environment is also conducted to verify the
robustness of the system.
1 INTRODUCTION
Due to small size and high manoeuvrability, MAVs have
become a powerful and popular tool for rescue, surveillance
and exploration. To perform such tasks, MAVs have to fly
autonomously in unknown environments, which particularly
depends on the results of localization and navigation. How-
ever, such operations are remarkably challenging in unstruc-
tured GPS-denied scenarios so that visual sensors, such as
monocular and stereo cameras have become the most popular
*Email address(es): qinhailong722@gmail.com
choices [1]. Furthermore, due to the stringent payload and
power limit, using a high-power CPU or an advanced sen-
sor set would not only significantly increases the power con-
sumption and reduces the flight time, but also requires larger
and more powerful motors and propellers, making the system
more dangerous for civilian and defense applications. The
characteristics of vision-based techniques has disadvantages
of high sensitivity to illumination. Realizing localization and
navigation for MAVs robustly and efficiently while employ-
ing auxiliary equipment as less as possible to save payload
is still a critical problem and has been attracting increased at-
tentions from researchers in control, robotics and vision com-
munities.
To solve above issues, simultaneous localization and
mapping (SLAM) has been popularly employed and com-
prehensively investigated for a robust navigation control loop
of MAVs. Despite of its rapid progress and great achieve-
ments in recent years, SLAM still cannot meet some practi-
cal requirements. For instance, the classical SLAM is still
a computational intensive process and hardly to be realized
on portable computer to achieve real-time navigation [2] [3]
[4]. In addition, due to the natural property of visual sensors,
common vision-based SLAM can hardly work in low illumi-
nation environment.
Besides visual sensors, LIDAR is also a popular sensor
used for SLAM problems and provides high frequency up-
dating rate, wide-angle measurement and metric scale depth
information [5]. Yet, LIDAR based localization algorithm is
limited to the LIDAR sensing space constrain. For instance,
using LIDAR to achieve 6 Degree of Freedom(DoF) pose es-
timation, it is usually required to employ a 3D LIDAR or a ro-
tating 2D LIDAR. However, for both rotating 2D and 3D LI-
DAR, the point cloud distortion effect due to LIDAR motion
still exists [6]. Thus additional sensors such as cameras are
normally used for independent position estimation. There-
fore, the LIDAR sensors are only largely deployed for dense
mapping on Unmanned Ground Vehicles(UGVs) [7].
To operate MAVs successfully in harsh environment such
as narrow featureless corridor, dark tunnel or firefighting sce-
nario which filled with smoke, several challenges need to be
addressed. First, the MAV should be highly manoeuvrable to
fly in space limited environment with onboard sensors. Sec-
ond, all the perception, planning and obstacle avoidance algo-
rithms should run in real-time and be computational efficient
for onboard processing. Third, multiple sensors in different
directions should be carried and utilized so that the MAV can
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even navigate and avoid obstacles in potential dark environ-
ment.
In this article, the developed MAV prototype with on-
board sensors is firstly presented. The developed prototype
is a light weight but efficient platform with onboard power-
ful computer and multiple visual sensors from Intel named
RealSense. The aim of the developed platform is to achieve
autonomously takeoff, navigate and land in general daylight
indoor and outdoor environment. The developed onboard Re-
alSense based localization and reconstruction algorithm will
be presented in the following sections.
2 SYSTEM CONFIGURATION
Our designed platform is a customized small-size and
light-weight quadrotor platform. The general properties of
quadrotor are fast vertical takeoff, general in air fly and verti-
cal landing. Besides these, Quadrotor platfrom has certain
payload to carry onboard sensors. For our designed plat-
form, the Pixhawk developed by ETH is utilized as flight
controller [8]. To achieve a stable and robust performance,
the robust perfect tracking (RPT) algorithm is developed and
implemented on the flight controller. The Intel developed x86
computer, NUC is installed for onboard high level computing
such as visual perception, obstacle avoidance and planning.
For onboard perception, the depth camera developed by In-
tel named Realsense is installed in front of MAV platform for
visual odometry. Another same type depth camera is down-
ward facing the ground for velocity estimation and precise
height measurement. Based on these design requirements,
our designed platform has a tip to tip length of 108cm. The
designed platform is shown in Fig 1.
(a) MAV platform in front view (b) MAV platform in top down view
Figure 1: MAV platform in front view and top down view
The control system is divided into outer-loop using the
RPT control concept and inner-loop with PID controller. The
overall control structure can be described in following Fig.
2. Based on the generated position,velocity and acceleration
reference from the mission control. The outer-loop controller
generates the ac. With a global-to-body transformation, the
attitude references(φc,θc,ψc) can be obtained. The detailed
model formulation can be found in [9].
Since the visual odometry provides position measurement
Figure 2: The dual loop control structure
with high frequency noise and low update rate, it can not be
directly used as the input for control. Here, we adopt the
Kalman filter in [9] to fuse the position measurement and pro-
vide a smooth MAV state estimation with a high update rate.
The Kalman filter framework can be described as a
discrete-time linear system as following equation
x(k+1) = Ax(k)+B(u(k)+w(k))
y(k) =Cx(k)+ v(k)
(1)
where x represent the state information. The input vector
u equals to (ag(k)+wg(k)) which is the acceleration in local
NED frame. w and v are input and measurement noises. With
the designed filter, the system measurement updates at 50 HZ.
3 VISION BASED NAVIGATION FRAMEWORK
As discussed in previous sections, for the purpose of navi-
gating MAVs in GPS-denied environment, additional percep-
tion sensors are mandatory for sensing the environment. Vi-
sual SLAM or visual odometry is the process of estimate the
ego motion from continuous image sequence. The supplied
abundant information and light weight of camera makes it a
perfect choice for MAV navigation. However, neither monoc-
ular camera nor stereo camera can provide the depth infor-
mation of the environment directly, which is critical to the
perception and navigation of MAVs. Different from tradi-
tional cameras, our onboard Realsense camera is a infrared
depth camera that able to measure the depth of pixel directly
even in low illumination environment. Therefore, we can save
the computational cost of onboard computer to the largest de-
gree. Our proposed vision based navigation framework aims
to solve the MAV perception issue in harsh environment such
as dark tunnel.
Our depth estimation module contains two parts:(1) di-
rect depth sensing (2) triangular depth sensing. For the di-
rect depth sensing, the depth measurement is based on the
output depth image. However, the depth information is not
continuous and smooth enough for pixel based depth sensing.
Therefore, a series of following processing modules are used
to smooth and register available depth to image pixels.
1. Median Filtering
The depth image captured by the RealSense is quite
noisy. A fast, patch based median filter is utilized to
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reduce the noise. The path has a size of 4 by 4. After
this process, the depth measurement tends to be smooth
with less noise.
2. Depth Registration
The great advantage of the depth camera is that the
depth can be directly captured and stored into depth
image. Yet, the color image should be aligned with the
depth image since there is a spatial difference between
the color image and depth image. Through coordinate
transformation, the color image can be registered with
depth image.
3. Pass Through and Noise Filter
In consideration of the outlier noise caused by the com-
plicated environment, a statistical outlier remove al-
gorithm is applied to remove the small isolated point
blobs generated by the camera[10].
Figure 3: color image of forest
Figure 4: depth image of forest
Since not all the pixel depth can be referred from the di-
rect depth, classical triangular depth sensing approach is re-
quired. The depth of the sparse visual features are based on
the matched feature pair from consecutive valid image se-
quence. Concurrently, the odometry information can be ob-
tained from multiple observations. During the whole navi-
gation process, a sensing and control technique is needed to
extract valuable information from outside environment for the
purpose of controlling the MAV pose and localizing itself in
an unknown environment. The onboard camera is not only
light weighted but also give a comprehensive information in
various environments. With the rapid development of monoc-
ular camera based visual SLAM, the MAVs equipped with
onboard camera are able to provide spatial localization infor-
mation from the visual odometry system [11]. However, due
to the natural disadvantage of the monocular camera which
converts a 3D world into a 2D image, the real scale of world
MAV facing is lost. This drawback can be alleviated to some
extent during landing since the MAV is trying to track a fixed
target: either a feature based landmark or a suitable landing
area.
Until now, several visual odometry techniques are avail-
able for MAVs’ navigation and close the control loop. In [12],
a realtime optical flow method implemented on monocular
camera is presented. However, only the velocity information
is estimated which can not give a full state information for
control and the variation of light condition in outdoor envi-
ronment can lead to bad performance. Andrew et al. first
realize a realtime visual SLAM on a monocular camera in
[13]. Yet this methodology also suffer the issue of depth lost
from the beginning.
Different from other approaches, our proposed approach
is a depth aware visual odometry without explicit loop clo-
sure. During the initialization, the scale and initial motion
is obtained from the known depth based on the sparse fea-
ture optical flow. Followed by continuously depth and mo-
tion estimation from sparse feature matching and association.
A local sparse feature with known depth is kept for feature
matching.
The classical sparse feature based odometry using monoc-
ular camera has established a sophisticated motion estimation
framework. Starting from feature detection, the depth (up to a
scale) of the detected feature is continuously estimated from
feature association. In addition, the camera pose is optimized
according to the tracking error. To improve the accuracy and
robustness of the tracking, the detected feature is inserted into
a 3D map. The camera pose is further refined from matching
with built map. The designed process is quite computational
intensive. Therefore, we propose a multi-sensor fusion based
visual odometry framework to improve the feature perdition
accuracy and utilize the direct depth sensing to reduce com-
putational load.
3.1 IMU Preintegration
The tightly-coupled approach is widely utilized in current
vision based estimation. The motion between camera frames
is precomputed through sensing information from IMU. Af-
ter this, the IMU error term is computed and optimized with
reprojection error to achieve a fast and highly accurate mo-
tion estimation. However, the optimization process requests
the IMU information to be inserted into a precise timestamp.
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Therefore, a dedicated IMU triggered camera capture system
is highly demanding which most of commercial camera sys-
tem does not achieve. In our proposed framework, we only
implemented an IMU preintegration between each selected
frame to speed up the feature association process. In this
framework, we define the world reference frame as W and
IMU frame as I. Thus, the rotation, velocity and position of
IMU in world reference frame between time interval k is cal-
culated as:
Rk+1WB = R
k
WBExp((ωB−bg)∆t) (2)
The velocity and position can also be calculated as fol-
lowing equations respectively:
vk+1W,I = v
k
W,I +gW∆t+R
k
WB(a
k
I −bka)∆t (3)
pk+1W,I = p
k
W,I + v
k
W,I∆t+
1
2
gW∆t2 +
1
2
RkWB(a
k
I −bka)∆t2 (4)
Where bg and ba are the varying biases of gyroscope and
accelerometer respectively. ω and a are the measurement
from IMU.
3.2 Visual Odometry
We define the camera frame asC. Thus, the 3D coordinate
of a detected feature i in current frame k is defined as Xk,iC .
Therefore, if feature i can be detected in selected frame k and
k+1, the rigid motion relationship can be expressed as
Xk+1,iC = RX
k,i
C +T (5)
The detected features and corresponding depth map for in-
door and outdoor condition are shown in Fig. 5 and Fig. 6,
where the green points stand for direct depth measurement
and blue points stand for indirect depth measurement.
Figure 5: Visual features and depth map in indoor environ-
ment
Figure 6: Visual features and depth map in outdoor environ-
ment
For the feature with known depth the above equation can
be directly transformed into
(R1− xiR3)Xk,iC +T1− xiT3 = 0 (6)
(R1− yiR3)Xk,iC +T1− yiT3 = 0 (7)
Where xi and yi are the normalized coordinate by depth mea-
surement zi.
Using multiple detected features, a nonlinear function can
be built using above equations
f (R,T ) = d→ 0 (8)
Moreover, the square error function can be established as
S= ( f (R,T ))2 (9)
Based on the derived error function, the Trust-Region-
Reflective method (TRR) [14] is utilized to minimize the error
and obtain the transformation matrix.
4 EXPERIMENTAL RESULTS
The proposed framework is verified in challenging wind
gust, open outdoor and long corridor indoor environment to
demonstrate the accuracy and robustness. Although we are
not able to create a real harsh environment to demonstrate the
performance of the designed framework, we claim that the
designed experiments can test the system to a certain degree.
4.1 Hovering in wind gust
Wind gust is occasionally happened in harsh environment.
Therefore, MAV with stable flight capability even in wind
gust is highly demanded. The designed wind gust includes
random wind with speed of 2 m/s, 4 m/s and 5 m/s. In
this autonomous hovering experiment, our designed platform
shows outstanding stability using proposed vision based nav-
igation framework. The result is shown in Fig. 7. From the
result we can see that the MAV is continuously resist wind
to maintain the position and maintain the position error in a
reasonable range.
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Figure 7: Horizontal motion estimation for MAV hovering in
wind gust.
4.2 Flying in outdoor environment
A large outdoor close loop experiment is conducted to
demonstrate that our design framework can help MAV to lo-
calize and reconstruct the surrounding environment. Since
the ground truth is not available, the close loop path is de-
signed to verify the accuracy of the framework. The de-
tected feature and reconstructed dense environment is shown
in Fig. 8 and Fig. 9.
Figure 8: Detected feature in outdoor experiment.
Figure 9: Reconstructed environment of outdoor environ-
ment(Estimated trajectory in red).
time (s)
0 50 100 150
x
 (m
)
0
5
10
15
20
Target
Estimation
time (s)
0 50 100 150
y
 (m
)
-0.6
-0.4
-0.2
0
0.2
0.4 TargetEstimation
Figure 10: Horizontal motion estimation of high speed flight
in long corridor.
Figure 11: Detected features in long corridor.
Due to limited sensing range of RGBD camera we can
see only see limited field of view as shown in Fig. 8. How-
ever, uniform distributed visual feature can still be detected to
achieve motion estimation. In addition, the large scale circu-
lar motion also demonstrate the loop closure accuracy of our
proposed framework as shown in Fig. 9.
4.3 Flying long corridor environment
Finally, a challenging autonomous flight in long corridor
environment is conducted. Due to the limited sensing range
of visual sensors, distinct visual feature is preferred to build
robust feature alignment. However, this requirement is hard
to achieve in homogeneous environment such as long corri-
dor with texttureless wall. We demonstrate that our proposed
framework can still achieve stable performance in this chal-
lenging environment with a average flight speed of 2.3 m/s.
The motion estimation result is shown in Fig. 10. As
we can see from results, MAV closely tracks the target ref-
erence even in high speed motion with reasonable overshoot.
In addition, few feature can be detected in this environment
as shown in Fig. 11. Yet, the low number infeature will not
greatly affect the performance of our proposed framework.
In addition, a back and forth autonomous flight experi-
ment is conducted to demonstrate the stability of the proposed
framework in high speed motion. the motion estimation re-
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sult and reconstructed dense environment is shown in Fig. 12
and Fig. 13.
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Figure 12: Horizontal motion estimation of high speed back
and forth flight in long corridor.
Figure 13: Reconstructed dense corridor environment.
Both the motion estimation with target tracking and clear
reconstructed dense corridor verify the accuracy and robust-
ness of our framework as wrong motion estimation will lead
to corrupted reconstruction.
5 CONCLUSION
In this article, a complete RGBD camera based navigation
framework for MAVs in harsh environments is presented. The
vision estimated odometry is further optimized through an
IMU preintegration approach. Finally, the realtime estimation
is utilized as MAV localization information through a Kalman
filter. We demonstrated the robustness of proposed approach
in wind gust and efficiency in both indoor and outdoor GPS-
denied environments. The experimental results clearly show
the outstanding performance of our designed framework re-
gardless of the harsh environments.
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ABSTRACT
Indoor localization for autonomous micro aerial
vehicles (MAVs) requires specific localization
techniques, since GPS is usually not available.
We present an onboard computer vision ap-
proach that estimates 2D positions of an MAV
in real-time. The global localization system does
not suffer from error accumulation over time and
uses a k-Nearest Neighbors (k-NN) algorithm
combined with a particle filter to predict posi-
tions based on textons—small image patches.
The performance of the approach can be pre-
dicted by an evaluation technique that compares
environments and identifies critical areas within
them. In flight tests, the algorithm had a local-
ization accuracy of approx. 0.6 m in a 5 m×5 m
area at a runtime of 32 ms on board of an MAV.
Its computational effort is scalable to different
platforms, trading off speed and accuracy.
1 INTRODUCTION
Accurate onboard localization is a key challenge for mi-
cro aerial vehicles (MAV). In confined spaces, specific local-
ization algorithms are essential, since the Global Positioning
System (GPS) is usually not available. While light-weight
MAVs could be employed in various indoor tasks, they can-
not fall back on standard localization approaches due to their
limited payload and processing power. To address this issue,
this paper presents an efficient indoor localization technique
(Figure 1). Our contribution is a machine learning-based in-
door localization system that runs onboard of an MAV paving
the way to an autonomous system. In the presented approach,
computational power is shifted to an offline training phase to
achieve high speed during live operation. In contrast to visual
SLAM frameworks, this project considers scenarios in which
the environment is known beforehand or can even be actively
modified. The approach is based on the occurrence of textons,
which are small characteristic image patches. With textons as
image features and a k-Nearest Neighbors (k-NN) algorithm,
we obtain 2D positions in real-time within a known indoor
∗vstrobel@ulb.ac.be
†g.c.h.e.decroon@tudelft.nl
Figure 1: The figure illustrates the presented system from
a high-level perspective. The feature vector—the texton
histogram—that is extracted from the current camera image
is forwarded to a machine learning model that uses a k-
Nearest Neighbors algorithm to output k x, y-position esti-
mates. These estimates are passed to a particle filter, which
filters position estimates over time and outputs a final posi-
tion estimate (red point). The expected loss shows regions in
the map where a lower localization accuracy is expected.
environment. A particle filter was developed that handles the
estimates of the k-NN algorithm and resolves positional am-
biguities. We consider settings in which the MAV moves at
an approximately constant height, such that the estimation of
height is not necessary. In contrast to existing approaches that
use active sensors, the developed approach only uses a pas-
sive monocular downward-looking camera. While carrying
active sensors, such as laser range finders, is too demanding
for a light-weight MAV, onboard cameras can typically be
attached. Additionally, we developed a technique for evalu-
ating the suitability of a given environment for the presented
algorithm. It identifies critical areas and assigns a global loss
value to an environment. This allows for comparing differ-
ent potential maps and identifying regions with low expected
localization accuracy. The developed global localization sys-
tem does not suffer from error accumulation over time. On-
board processing helps to reduce errors and delays introduced
by wireless communication, and ensures a high versatility on
the way to an autonomous system. We evaluated the the ap-
proach in flight experiments.
The remainder of this paper is structured as follows. Sec-
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tion 2 surveys existing indoor localization approaches. In
Section 3, the developed texton-based approach is presented
and its components, the k-NN algorithm and the particle fil-
ter, are introduced. Section 4 describes the setup and results
of the flight experiments. The results are discussed in Sec-
tion 5 and we draw conclusions in Section 6.
2 RELATED WORK
While a wide range of methods for indoor localization
exists, we only consider methods in this section that use
the same technical and conceptual setup—localization with
a monocular camera.
One distinguishes two types of robot localization: local
techniques and global techniques [14]. Local techniques need
an initial reference point and estimate coordinates based on
the change in position over time. Once they lost track, the
position can typically not be recovered. The approaches also
suffer from “drift” since errors are accumulating over time.
Global techniques are more powerful and do not need an ini-
tial reference point. They can recover when temporarily los-
ing track and address the kidnapped robot problem, in which
a robot is carried to an arbitrary location [13].
2.1 Optical Flow
Optical flow algorithms estimate the apparent motion be-
tween successive images. The most popular optical flow
methods are gradient based approaches and keypoint-based
methods [4]. Optical flow methods belong to the class of lo-
cal localization techniques and most approaches are compu-
tationally rather complex [4].
2.2 Fiducial Markers
Fiducial markers have been used for UAV localization
and landing [12, 21]. The markers encode information by
the spatial arrangement of black and white or colored image
patches. Their corners can be used for estimating the camera
pose at a high frequency. An advantage of fiducial markers is
their widespread use, leading to technically mature and open-
source libraries. A drawback of the approach is that motion
blur, which frequently occurs during flight, can hinder the
detection of markers [1]. Furthermore, partial occlusion of
the markers through objects or shadows break the detection.
Another downside is that markers might be considered as vi-
sually unpleasant and may not fit into a product or environ-
mental design [5].
2.3 Homography Determination & Keypoint Matching
A standard approach for estimating camera pose is de-
tecting and describing keypoints of the current view and
a reference image [22], using algorithms such as Scale-
invariant feature transform (SIFT) [19], followed by finding
a homography—a perspective transformation—between both
keypoint sets. A keypoint is a salient image location de-
scribed by a feature vector. Depending on the algorithm, it
is invariant to different viewing angles and scaling.
This homography-based approach is employed in frame-
works for visual Simultaneous Localization and Mapping
(SLAM) but the pipeline of feature detection, description,
matching, and pose estimation is computationally com-
plex [15]. While the approach has been employed for global
localization for UAVs, the required processing power is still
too high for small MAVs [7].
2.4 Convolutional Neural Networks
Convolutional neural networks (CNNs) are a specialized
machine learning method for image processing [18]. The su-
pervised method has outperformed other approaches in many
computer vision challenges [10]. While their training is usu-
ally time-consuming, predictions with CNNs often takes only
few milliseconds, shifting computational effort from the test
phase to the training phase. CNNs have been used as ro-
bust alternative for keypoint detection and description if im-
ages were perturbed [10] but needed more computation time
than SIFT. In recent work, Kendall, Grimes, and Cipolla
present a framework for regressing camera positions based on
CNNs [15]. The approach is rather robust to different light-
ing settings, motion blur, and varying camera intrinsics. The
approach predicts positions on a modern desktop computer in
short time.
2.5 Texton-based Methods
Textons [24] are small characteristic image patches; their
frequency in an image can be used as image feature vector.
A texton histogram is obtained by extracting patches from an
image and comparing them to all textons in a “texton dic-
tionary”. The frequency of the most similar texton is then
incremented in the histogram.
Texton histograms are flexible image features and their
extraction requires little processing time, which makes them
suitable for MAV on-board algorithms. The approach al-
lows for adjusting the computational effort by modifying the
amount of extracted image patches, resulting in a trade-off
between accuracy and execution frequency [8].
De Croon et al. [7] use textons as features to distinguish
between three height classes of the MAV during flight. Using
a nearest neighbor classifier, their approach achieves a height
classification accuracy of approximately 78 % on a hold-out
test set. This enables a flapping-wing MAV to roughly hold
its height during an experiment. In another work, De Croon et
al. [9] introduce the appearance variation cue, which is based
on textons, for estimating the proximity to objects [9]. Using
this method, the MAV can avoid obstacles in a 5m × 5m
office space.
3 METHODS
The pseudo code in Algorithm 1 shows a high-level
overview of the parts of the framework. Details are given
in the following subsections.
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Algorithm 1 High-level texton framework
1: t← 0
2: X0 ← INIT PARTICLES
3: while true do
4: t← t + 1
5: It ← RECEIVE IMG FROM CAMERA
6: Ht ← GET TEXTON HISTOGRAM(It)
7: zt ← k-NN(Ht)
8: Xt ← PARTICLE FILTER(Xt−1, zt)
9: xt, yt ← MAP ESTIMATE(Xt)
10: end
3.1 Hardware and Software
We used the quadcopter Parrot Bebop Drone as a proto-
type for all our tests. The developed approach uses the bottom
camera only, which has a resolution of 640× 480 pixels with
a frequency of 30 frames per second.
3.2 Dataset Generation
A main idea of the presented method is to shift computa-
tional effort to a pre-flight phase. Since the MAV will be used
in a fixed environment, the results of these pre-calculations
can be employed during the actual flight phase. Supervised
machine learning methods need a training set to find a map-
ping from features to target values. In this first step, the goal
is to label images with the physical x, y-position of the UAV
at the time of taking the image.
One possible way to create the data set is to align the
images with high-precision position estimates from a motion
tracking system, which yields high-quality training sets. Ma-
jor disadvantages of the approach are that motion tracking
systems are usually expensive and time-consuming to move
to different environments.
As an alternative, we sought a low-budget and more flexi-
ble solution. Out of the presented approaches in Section 2, the
homography-based approach (Section 2.3) promises the high-
est flexibility with a good accuracy but also requires the most
processing time. Since fast processing time is not relevant
during the pre-flight phase, the approach is well-suited for
the problem. The required image dataset can be obtained by
using images gathered during manual flight or by recording
images with a hand-held camera. To get a hyperspatial image
of the scene for creating a map, the images from the dataset
have to be stitched together. With certain software packages
the images can be orthrectified by estimating the most proba-
ble viewing angle based on the set of all images. However,
since a downward-looking camera is attached to the UAV,
most images will be roughly aligned with the z-axis, given
slow flight [3]. For the stitching process, we used the freeware
software Microsoft Image Composite Editor (ICE) [20]. Key-
points of the current image and the map image are detected
and described using the SIFT algorithm. This is followed by
a matching process, that identifies corresponding keypoints
between both images. These matches allow for finding a ho-
mography between both images. For determining the x, y-
position of the current image, its center is projected on the
reference image using the homography matrix.
3.3 Texton Dictionary Generation
For learning a suitable texton dictionary for an environ-
ment, image patches were clustered. The resulting cluster
centers—the prototypes of the clustering result—are the tex-
tons [25]. The clustering was performed with a Kohonen net-
work [16]. The first 100 images of each dataset were used
to generate the dictionary. From each image, 1 000 randomly
selected image patches of size w×h = 6× 6 pixels were ex-
tracted, yielding N = 100 000 image patches in total that
were clustered. For our approach, we also used the color
channels U and V from the camera to obtain color textons.
3.4 Histogram Extraction
The images from the preliminary dataset are converted to
the final training set that consists of texton histograms and
x, y-values. To extract histograms in the full sampling set-
ting, a small window—or kernel—is convolved across the
width and height of an image and patches are extracted from
all positions. Each patch is compared with all textons in the
dictionary and is labeled with the nearest match based on Eu-
clidean distance. The histogram is normalized by dividing the
number of cases in each bin by the total number of extracted
patches, to yield the relative frequency of each texton.
The convolution is a time-consuming step, since all possi-
ble combinations of width and height are considered: (640−
w + 1) · (480 − h + 1) = 301 625 samples are extracted.
To speed up the time requirements of the histogram extrac-
tion step, the kernel can be applied only to randomly sampled
image position instead [8]. This sampling step speeds up the
creation of the histograms and permits a trade-off between
speed and accuracy. The random sampling step introduces
random effects into the approach. Therefore, for generating
the training dataset, no random sampling was used to obtain
high-quality feature vectors.
3.5 k-Nearest Neighbors (k-NN) algorithm
The k-Nearest Neighbors (k-NN) algorithm is the “ma-
chine learning-core” of the developed algorithm. Taking a
texton histogram as input, the algorithm measures the Eu-
clidean distance of this histogram to all histograms in the
training dataset and outputs the k most similar training his-
tograms and the corresponding x, y-positions.
While the k-NN algorithm is one of the simplest machine
learning algorithms, it offers several advantages [17]: it is
non-parametric, allowing for the modeling of arbitrary distri-
butions. Its capability to output multiple predictions enables
neat integration with the developed particle filter. Addition-
ally, k-NN regression often outperforms more sophisticated
algorithms [6]. A frequent point of criticism is its increas-
ing computational complexity with an increasing size of the
training dataset. While the used training datasets consisted of
fewer than 1000 images, resulting in short prediction times
(see also Figure 6), time complexity can be reduced by stor-
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ing and searching the training examples in an efficient man-
ner, for example, with tree structures [2].
3.6 Filtering
Our approach uses a filtering method that is able to cap-
ture multimodal distributions. Given an adequate measure-
ment model, a general Bayesian filter can simultaneously
maintain multiple possible locations and resolve the ambi-
guity as soon as one location can be favored. In this case,
the predictions of the k neighbors can be directly fed into
the filter without averaging them first. However, a general
Bayesian filter is computationally intractable. Therefore, a
variant based on random sampling was used: the particle fil-
ter. While its computational complexity is still high compared
to a Kalman filter, one can modify the amount of particles
to trade off speed and accuracy and adapt the computational
payload to the used processor.
The weighted particles are a discrete approximation of the
probability density function (pdf ) of the state vector (x, y-
position of the MAV). Estimating the filtered position of the
MAV can be described as p(Xt | Zt), where Xt is the state
vector at time t and Zt = z1, ..., zt are all outputs of the k-
NN algorithm up to time t, with each zi representing the k
x, y-outputs of the algorithm at time i.
The used particle filter is initialized with particles at ran-
dom x, y-positions. To incorporate the measurement noise for
each of the k estimates from the k-NN algorithm, we devel-
oped a two-dimensional Gaussian Mixture Model (GMM) as
measurement model. The GMM is parameterized by the vari-
ances Σ[j], j ∈ {1, . . . , k} that are dependent on the rank j of
the prediction of the k-NN algorithm (for example, j = 2
is the second nearest neighbor). The variance matrix Σ[j]
specifies the variances of the deviations in x-direction and
y-direction and the correlation ρ between the deviations. The
values for Σ[j] were determined by calculating the variance-
covariance matrix for the difference between the ground truth
T from the motion tracking system and the predictions Pj of
the k-NN algorithm: Σ[j] := Var(T − Pj).
The used motion model is solely based on Gaussian pro-
cess noise and does not consider velocity estimates, headings,
or control inputs. Its mean and variance are dependent on the
expected velocity of the MAV. We used the forward difference
Tt−Tt−1 to estimate the average movement and its variance-
covariance matrix Σprocess between timesteps t and t− 1.
In the following pseudo code of the developed particle
filter (Algorithm 2), X is the list of particles, f the two-
dimensional Gaussian probability density function, z[i]t the
ith neighbor from the kNN prediction, x[m]t the mth particle
at time t, and w[m]t its corresponding weight. The “resam-
pling wheel” [23] performs the importance resampling step.
With the GMM, the information of all k neighbors can
be used, yielding a possibly multimodal distribution. While
a multimodal distribution allows for keeping track of several
possible positions, certain subsystems—for example a control
Algorithm 2 Particle filter update
1: procedure PARTICLE FILTER(Xt−1, zt)
2: . Initialize particle list
3: Xtemp := ∅
4: for m = 1 to M do
5: . Add random process noise (motion model)
6: x[m]t ← x[m]t +N (0,Σprocess)
7: . Iterate over k-NN preds (measurement model)
8: w ← 0
9: for i = 1 to k do
10: . Gaussian Mixture Model
11: w ← w + f(z[i]t ; x[m]t ,Σ[i]measurement)
12: Xtemp := Xtemp ∪ (x[m]t , w)
13: . Importance resampling
14: Xt ← RESAMPLING WHEEL(Xtemp)
15: return Xt
loop—often need one point estimate. Using a weighted aver-
age of the particles would again introduce the problem that
it could fall into a low density region (an unlikely position).
Instead, we used a maximum a posteriori (MAP) estimate, as
described by Driessen and Boers [11]. The estimation of un-
certainty was modeled using the spread of the particles—as
expressed by their variance in x-direction and y-direction.
3.7 Map evaluation
The performance of the developed method depends on the
environment: a texture-rich environment without repeating
patterns will be better suited than a texture-poor environment.
To assess if the algorithm will work in a given environment,
we propose an evaluation scheme that compares different en-
vironments and areas within an environment. This scheme as-
signs a global fitness value or global loss value to a “map”—
expressed as dataset D consisting of N texton histograms hi
and corresponding x, y-coordinates posi = (xi, yi). The fit-
ness value is intended to be proportional to the accuracy that
can be expected when using this dataset as training set for the
developed localization algorithm. The scheme allows for in-
specting the dataset and detecting regions within the map that
are responsible for the overall fitness value.
The idea behind the global loss function L is that his-
tograms hi and hj in closeby areas should be similar and
the similarity should decrease with increasing distance of the
corresponding x, y-coordinates posi and posj . Therefore, the
approach is based on the difference between actual and ideal
texton histogram similarities in a dataset. The ideal texton
similarity distribution is modeled as a two-dimensional Gaus-
sian distribution around each x, y-position in the dataset. Us-
ing this idea, a histogram is compared to all others by com-
paring expected similarities to actual similarities. This results
in a loss value per sample of the dataset (local loss). Applying
the algorithm to each sample in the dataset yields the global
loss of a dataset.
The method uses the cosine similarity CS(hi, hj) =
hTi hj
||hi|| ||hj || to compare histograms. The cosine similarity
has the convenient property that its values are bounded be-
tween −1 and 1. In the present case, since the elements
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of the histograms are non-negative, it is even bounded be-
tween 0 and 1. Let f(x;µ, σ) = e−
(x−µ)2
2σ2 describe the
non-normalized one-dimensional Gaussian probability den-
sity function. Since we assume that the ideal similarity
in x-position is independent of the y-position, the ideal
two-dimensional similarity function de(posi, posj ; Σ) can be
modeled as the product of the respective one-dimensional
function f :de(posi, posj ; Σ) = f(xi;xj , σx) · f(yi; yj , σy
This function is also bounded between 0 and 1, which
makes the functions de and CS—ideal similarity and ac-
tual similarity—easily comparable. In summary, we pro-
pose the following global loss function (L) for evaluating a
given dataset (D): L(D) = 1N2
∑N
i=1
∑N
j=1 CS(hi, hj) −
f(xi;xj , σx) · f(yi; yj , σy) The simple difference—in con-
trast to least absolute deviations or least square errors—
ensures that similarities that are less similar than the ideal
similarity reduce the loss. Therefore, a high variation in tex-
ture is always seen as “positive”. The variances σx and σy
specify the dimension of the region, where similar histograms
are desired. The lower their value, the more focused the ideal
similarity will be, requiring a high texture variety for getting
a low loss value. A high value might overestimate the suit-
ability of a dataset. While the approach is relatively robust
to the choice of the parameter values, we still need to find a
heuristic for suitable values.
200 400 600 800 1000 1200 1400 1600 1800
100
200
300
400
500
600
700
800
900
1000
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Figure 2: The figure shows the loss of a map: the regions
that did not follow the ideal similarity pattern are displayed
in red. For the visualization, the loss values per sample in the
dataset were smoothed with a Gaussian filter. This assigns a
loss value to each x, y-position of the map.
4 ANALYSIS
In the experiments, the MAV was guided along flight
plans using the motion tracking systen. If not otherwise
stated, we used the following default values for the param-
eters in our framework:
parameter value
samples in the histogram extraction step 400
textons in the dictionary 20
particles of the particle filter 50
histograms / images in the training set 800
histograms / images in the test set 415
neighbors in the k-NN algorithm 5
Map-dependent texton dictionaries were used and created
by conducting an initial flight over the respective maps.
4.1 Baseline: Homography-based Approach
To find a baseline for our approach and to provide a
homography-based training set, we used the homography-
based approach to estimate x, y-coordinates in the same en-
vironment and based on the same images as the texton-based
framework. The required hyperspatial image (Figure 3) of the
environment was stitched together using 800 images and the
software Microsoft ICE.
Figure 3: The created map (size: approximately 5×5 meters)
that was stitched together using 800 images.
We estimated the x, y-coordinates of the 415 test images
using the homography-based approach and compared the pre-
dictions to the ground truth. The predictions were not filtered.
The results can be found in the following table.
x-position y-position
Error in cm 31 59
STD in cm 68 77
4.2 Training Set based on Motion Tracking System
In this experiment, the position estimates were calculated
on board of the MAV using the texton-based approach with
the particle filter. The Euclidean distances between the es-
timates of the motion tracking system and the texton-based
approach were measured in x-direction and y-direction.
The training dataset was composed of 800 texton his-
tograms with corresponding x, y-coordinates that were ob-
tained from the motion tracking system. The images were
recorded in a 5 × 5 meter area at a height of approximately
one meter in a time span of one hour before the experiment to
keep environmental factors roughly the same.
The results can be found in the following table. They are
based on 415 images, which corresponds to a flight time of
approximately 35 seconds.
x-position y-position
Error in cm 61 59
STD in cm 39 39
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4.3 Training Set based on Homography-finding Method
In this experiment, the training dataset was created by es-
timating the x, y-positions of the 800 training images using
the homography-finding method from the previous section
and the same hyperspatial image. Apart from that, the set-
tings are the same as in the previous experiment.
x-position y-position
Error in cm 54 97
STD in cm 41 61
4.4 Triggered Landing
For the triggered landing experiment, the MAV was
guided along random flight paths, which covered a 5× 5 me-
ter area; during navigation, the MAV was programmed to land
as soon as its position estimates were in a “landing zone”: an
x, y-position with a specified radius r. A safety criterion was
introduced such that the landing is only performed if the stan-
dard deviations of the particles in x-direction and y-direction
are below thresholds θx and θy . We set the parameters to
θx = θy = 60 cm. The x, y-coordinate of the circle was
specified in the flight plan; the radius was set to r = 60 cm.
We performed six triggered landings; after each landing, the
x, y-center of the zone was randomly set to another position
in the map. For the texton framework, the same training set
as in Experiment 4.2 was used.
Four out of six landings were correctly performed in the
landing area. The distances of the two outliers were 14 cm
and 18 cm, measured as distance to the circumference of the
landing area.
4.5 Speed versus Accuracy Trade-Off
Adapting the frequency of the main loop of the developed
approach to make it suitable for different platforms with vary-
ing processing power is one of its core parts. Figures 4 and 5
show the speed versus accuracy trade-off as a function of the
used particles and of the used samples in the histogram ex-
traction step, respectively. As a reference, the frequency us-
ing full sampling in the histogram extraction step was 0.1 Hz.
The above stated default values were used for the ceteris
paribus assumption, when varying the parameters. While the
bottom camera of the Parrot Bebop Drone has a frequency
of 30 Hz, the Paparazzi software currently only receives the
images with a frequency of 12.5 Hz. Therefore, the base-
line for the conducted experiment—the maximum achievable
frequency—is 12.5 Hz. Figure 6 illustrates the frequency as a
function of the used histograms in the k-NN algorithm. After
having received the image, the processing time of the pre-
sented algorithm using the default parameter values is 32 ms,
which includes the histogram extraction (16 ms) as well as
the k-NN predictions, the filtering and the output of the best
x, y-coordinate (16 ms).
5 DISCUSSION
The flight tests show initial evidence for the real-world
suitability of the method, which yields slightly less accu-
rate results than the unfiltered homography-finding method.
While we did not test the frequency of the homography-based
approach on board of an MAV, on a desktop computer, it took
200 ms per image. Therefore, the developed algorithm runs
at a much higher frequency. The triggered landing (Experi-
ment 4.4) showed good accuracy: while most landings were
triggered inside the landing zone, two out of the six land-
ings were outliers. However, their distance to the landing area
were rather small, with an average distance of 16 cm.
The experiments show that with an increasing accuracy of
the approach, the frequency of the algorithm decreases. How-
ever, the errors reach a plateau after which no large improve-
ments can be expected at the lower end of parameter ranges.
By optimizing the parameters, one can obtain localization er-
rors below 50 cm with the developed approach.
While we compared the settings of different parameters,
there are no generally optimal parameters for the presented
framework: setting the number of textons, the number of im-
ages patches, or the number of neighbors is dependent on the
environment and the size of the training dataset. The param-
eters have to be adapted to the particular environment.
The accuracy of our global localization technique could
be further improved by combining it with a local technique.
To this end, odometry estimates using optical flow or the
inclusion of data from the inertial measurement unit (IMU)
could be suitable.
Our current implementation assumes constant height up
to few centimeters and only small rotations of the MAV.
While a quadroter can move in every direction without per-
forming yaw movements, other MAVs or the use of the front
camera for obstacle avoidance could require them. The inclu-
sions of images of arbitrary yaw movements into the dataset
would inflate its size to a great extent. This could lead to a de-
terioration of the accuracy and increase the time-complexity
of the k-NN algorithm. Instead, a “derotation” of the camera
image based on IMU data could be performed to align it with
the underlying images of the dataset.
6 CONCLUSION
This paper presented an approach for lightweight indoor
localization of MAVs. We pursued an onboard design to fos-
ter real-world use. The conducted experiments underline the
applicability of the system. Promising results were obtained
for position estimates and accurate landing in the indoor en-
vironment. An important step in the approach is to shift com-
putational effort to a pre-flight phase. This provides the ad-
vantages of sophisticated algorithms, without affecting per-
formance during flight. The approach can trade off speed
with accuracy to use it on a wide range of models. The map
evaluation technique allows for predicting and improving the
quality of the approach.
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Figure 4: Speed versus accuracy trade-off in x-direction as a function of the number of used particles.
0 2000 4000 6000 8000 10000
60
70
80
90
10
0
11
0
Number of samples
Er
ro
r x
−d
ire
ct
io
n 
(cm
)
0 2000 4000 6000 8000 10000
40
50
60
70
80
Number of samples
SD
 E
rro
r x
−d
ire
ct
io
n 
(cm
)
0 2000 4000 6000 8000 10000
4
6
8
10
12
Number of samples
Fr
eq
ue
nc
y 
(H
z)
Figure 5: Speed versus accuracy trade-off in x-direction as a function of the number of used samples in the histogram extraction
step.
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Figure 6: Frequency of the main loop as a function of the number of histograms in the training set.
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ABSTRACT
A modified Next Best View (NBV) approach is
presented to improve the 3D reconstruction of
complex symmetric structures. Two new stages
are introduced to the NBV approach; A profiling
stage quickly scans the structure of interest and
builds a rough model called the ”profile”. The
profile is relatively sparse but captures the major
geometric features of the structure. A symme-
try detection stage then determines major lines of
symmetry in the profile and labels points of inter-
est. If a point exists in known space but its mirror
image lies in unknown space, the mirrored point
becomes a point of interest.
The reconstruction is performed by a sensor
mounted on an Unmanned Aerial Vehicle by us-
ing a utility function that incorporates the de-
tected symmetry points. We compare the pro-
posed method with the classical information gain
utility function in terms of coverage complete-
ness, total iterations, and travel distance.
1 INTRODUCTION
Once restricted to controlled industrial environments,
robots have become increasingly autonomous in the past
decade. One task being delegated to robots is the automatic
3D reconstruction of objects and structures where there is a
need for high density reconstructions that ensure complete
coverage of the structure. This technology has applications
in inspection, model scanning and in preservation of archae-
ological artefacts in digital form. Performing the inspection
task manually is time-consuming with no guarantees on re-
construction density, coverage completeness or repeatability.
In some cases, a model or blueprint of the structure is pro-
vided which can be used to pre-compute paths for the robot to
follow as it reconstructs the structure [1, 2]. However, these
models are not available or provided in many cases.
To overcome this problem, the robot iteratively constructs
a map as it navigates around the object of interest. One such
method is the so-called Next Best View (NBV) approach [3,
4, 5] which attempts to determine where to place the sensor
next in order to obtain the most new information about the
structure.
∗Email: {abdullah.dayem, dongming.gan, lakmal.seneviratne,
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The basic NBV methodology works as follows: Starting
from an initial position, the robot senses its surroundings and
creates an initial map of the structure. The robot then gen-
erates a set of candidate viewpoints to move to next, evalu-
ates each of these viewpoints, and finally moves to the view
that maximizes the information gained about the structure. A
utility function is usually used to evaluate these viewpoints
by weighing factors such as information gain and effort re-
quired to reach that viewpoint. This process is repeated over
and over, selecting new viewpoints at each iteration until the
structure is fully modelled, or a termination criteria has been
met.
2 BACKGROUND
Model-less based approaches incrementally build the map
as they explore. Typically, these make use of a Next Best
View (NBV) approach as described in the introduction. The
method is often broken down into stages, with the two main
components being Viewpoint Sampling and Viewpoint Eval-
uation.
2.1 Viewpoint Sampling
Some techniques that have been explored to generate can-
didate viewpoints are frontier approaches, Rapidly Exploring
Trees (RRT) and discretized state space approaches.
A frontier is a boundary between explored and unex-
plored space [6]. The frontier is determined by constructing
an occupancy grid which marks whether a cell is free, occu-
pied or unexplored. Unexplored cells which are adjacent to
free cells are frontier cells, and the chain of adjacent frontier
cells is a frontier.
Frontier methods perform well indoors and in constrained
areas. In these environments, the frontier exists only at the
end of a corridor or start of a room. However in an outdoor
setting, the sky represents a large unexplored space and, if
there are no obstructions, the frontier can potentially reach the
horizon and become enormous. Bircher et al. [5] shows that
frontier approaches stall in outdoors environments, with most
of this time spent on evaluating the multitude of viewpoints.
A related technique for reconstruction is the boundary
search method [7]. Rather than finding the edge of explored
space, it locates the edge of the explored object. Poses near
the boundary are sampled, and the quality of the poses can
be improved by estimating the shape of the unseen surface at
the boundary [7]. A similar method locates ”barely visible”
surfaces whose normals exceed a defined visibility angle [8].
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Rapidly-exploring Random Trees (RRT) sample view-
points randomly and connects these viewpoints in a tree-like
structure, expanding throughout the explored space. Each
branch represents a set of viewpoints to be visited in se-
quence, and the branch which maps the most unmapped space
is selected. These trees can be grown using RRT or the RRT*
variant [9].
Rather than executing an entire branch at once, Bircher et
al. [5] determines the best branch and executes only its first
edge. The remainder of the branch is used to initialize a new
tree, preserving the original path while allowing for new paths
to grow as the world map is updated. This method prefers
to yaw in place to minimize cost penalty while the frontier
method always moves to edges of known space. In Bircher’s
tests, RRT performed similar to frontier in indoor environ-
ments but vastly outperforms it outdoors. This is because the
number of voxels in the frontier representation grows expo-
nentially with size so it takes longer evaluate all the possible
frontiers.
The discretized state space —also known as state lattice,
configuration space or discretized joint space— takes each
degree of freedom (DOF) and divides its range into a number
of discrete steps. The possible poses that an n-DOF robot
can take are thus visualized as points lying in a discretized n-
dimensional space. While this technique is usually applied to
manipulators with fixed joint range [10], it can also be used on
a mobile robot if an estimated volume for the workspace can
be obtained. Those working with UGVs may use 2-D position
and yaw while UAVs may use 3-D position and yaw [11].
Additional DOFs may be added if a pan-tilt camera is used to
alter the pitch of the camera as well.
With each additional DOF, the number of points in the
discretized space increases exponentially. Similarly, large
scenarios and fine resolution increase the number of view-
points drastically, making it unsuitable for large-scale high
precision applications. In these cases, a method must be used
to limit the selection before evaluating the next best view.
2.2 Utility Functions
A common strategy is to simply move to the closest view-
point. This has been found to reduce movement time, pro-
cessing time and effort but it results in reduced information
gained per viewpoint [12]. Traditionally the robot would sim-
ply move to the closest frontier, but a variety of utility func-
tions have been employed to achieve improved results [3].
A utility function is any function that attempts to rank
the sampled viewpoints. Factors included in utility functions
may include distance to viewpoint, view angle with respect to
surface normal [7], and distance to hazards [13].
3 PROPOSED METHOD
Rather than attempting to tackle the NBV problem
blindly, we propose a quick profiling stage. Before applying
NBV, an unmanned aerial vehicle (UAV) scans the structure
to obtain a rough initial model of the structure. The initial
model will henceforth be referred to as the profile, as it shows
the general shape of the structure and captures its significant
geometric features. The process of obtaining the profile is
called profiling.
After the profiling step, the main steps of the standard
NBV method are executed as shown in Figure 1. The method
samples a finite number of viewpoints, evaluates them and
determines the next best viewpoint. The UAV then moves
to the selected viewpoint and updates the map and structure
representations. The termination condition is evaluated, and
if the criteria is not satisfied, the process is repeated.
Start
Profiling
Update world map
Terminate? Stop
Sample viewpoints
Evaluate viewpoints
Navigate to selected viewpoint
yes
no
Figure 1: The basic components of the proposed NBV
method
3.1 Structure Representation
As new point data is acquired by the sensors, two repre-
sentations of the structure are updated: a point cloud and an
occupancy grid. The occupancy grid divides space into a grid
and stores a probability of occupancy in each cell. A prob-
ability of 1 means the cell is fully occupied, 0 is completely
free and 0.5 is unknown as it is equally likely to be occupied
or free. By using the notion of entropy from information the-
ory, the amount of new information remaining in the scene
can be computed. The entropy ei of the cell i with occupancy
probability pi can be found by:
ei = (pi) log (pi) + (1− pi) log (1− pi) (1)
The graph of ei has a peak at pi = 0.5, meaning unknown
cells have the most information while completely free and
completely occupied cells have no new information.
The occupancy grid is unsuitable for reconstructing the
final structure due to its large spacial resolution. Instead, the
final mesh of the structure is generated from a point cloud,
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which is denser and more precise. Since the point cloud does
not differentiate between free and unexplored space, it is nec-
essary to make use of both occupancy grids and point clouds.
3.2 Profiling
The profiling stage initializes both the occupancy grid and
the point cloud to guide further exploration.
To capture the profile, we have opted to use laser range
data. While it is possible to obtain the profile using visual
data, these tend to have poorer distance estimation at longer
ranges and require multiple viewpoints to establish spatial po-
sitioning of an observed point. Visual sensors also rely on
having a feature-rich environment to obtain features, so a re-
flective or plain surface would be captured with a relatively
low point density.
On the other hand, range data has the benefit of collecting
reliable 3D points from a single reading. LIDARs can take
readings in nearly 360 degrees at distances up to 100 meters.
The combined angular and distance capabilities allow the sys-
tem to gather data about a large structure quickly.
Laser spatial resolution degrades with distance due to in-
creasing distance between the radial rays, so point density
will be lower at farther regions of the structure. Some areas
may also be occluded, so it is necessary to explore the struc-
ture up close with a higher density sensor.
3.2.1 Adaptive Circular Profiling
Figure 2: Example of profiling from top view. Dotted lines
represent virtual cylinders that encapsulate all point data seen
until that time instance. At each of numbered dot, the UAV
scans vertically, updates the profile, and recomputes the ra-
dius and center of the bounding cylinder. The UAV then trav-
els to the next waypoint and repeats.
We propose an adaptive method of obtaining a profile by
moving in a circle around the structure whose radius expands
to encapsulate the structure. The vehicle travels around a cir-
cle that fully encapsulates the points observed thus far. As the
vehicle travels around the circle, the profile is updated and the
centroid and bounding radius of the cylinder is adjusted. The
procedure is illustrated in Figure 2 and described more for-
mally in Algorithm 1.
Algorithm 1 Profiling: Adaptive Circular
Input:
• N — Number of viewpoints around structure for pro-
filing
• d — Minimum distance for obstacle avoidance
Output:
• rocc — an occupancy grid
• rcloud — a point cloud
1: θs ← Angle between the global x axis and the vector
from the UAV’s starting position to the center of the
workspace
2: θ ← θs
3: φ← 2pi/N
4: while (θ − θs) < 2pi do
5: Scan by moving vertically between zmin and zmax
6: UpdateProfileMaps(rocc, rcloud)
7: proj ← ProjectOntoXYPlane(rcloud)
8: c← ComputeCentroid(proj)
9: r ← GetBoundingRadius(proj, c)
10: r ← r + d
11: MoveToCircleCircumference(c, r, θ)
12: θ ← θ + φ
13: MoveAlongCircleCircumference(c, r, θ)
14: end while
3.2.2 Symmetric Prediction
The profile is likely to contain holes due to occlusion or lim-
ited sensor range. Many structures have symmetry, whether
it is rotational, translational, intrinsic, extrinsic or otherwise.
We can extract additional information about the structure by
exploiting this property. In our application, we focus on re-
flectional symmetry.
In order to detect the line of symmetry, the following ap-
proach was taken:
1. Compute keypoints in the profile point cloud using Fast
Point Feature Histograms (FPFH) [14]. By focusing on
these keypoints, the number of points under considera-
tion is reduced significantly.
2. Compute features for each keypoint using a variant of
the Scale Invariant Feature Transform (SIFT) that op-
erates on 3D point clouds. This variant has been imple-
mented by Michael Dixon for the Point Cloud Library
[15].
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(a) (b) (c) (d) (e)
Figure 3: The symmetry-detection process for prediction. (a) The profile obtained by the simulated UAV. Some gaps exist in
the model. (b) The detected line of symmetry shown in blue. (c) The profile is mirrored across the line of symmetry and shown
in green. (d) The mirrored image is aligned with the original using ICP and merged to create the final prediction. (e) The
additional points obtained from the symmetry process. These are visualized by subtracting the point cloud in (d) from (a)
3. Match each keypoint with the keypoint that has the
most similar features (ie. Euclidean distance between
features is minimum)
4. Fit a plane between each pair of points
5. Determine the plane of symmetry by performing mean
shift clustering on all plane parameters computed in the
previous step. Seen in Figure 3(b).
6. Create a copy of the profile point cloud and reflect it
across the line of symmetry, as shown in Figure 3(c).
This copy is called the prediction.
7. The predicted point cloud can be corrected by applying
Iterative Closest Point (ICP) [16] between it and the
profile, as shown in Figure 3(d).
Once we have obtained the predicted symmetric point
cloud, we use it to modify the occupancy grid. Cells that
are unknown but have a predicted point within them are up-
dated to an occupancy value of 0.6. This update indicates that
we have some confidence that the cell is occupied, but not as
confident as a cell that has been directly observed.
3.3 Viewpoint Sampling
As there are an infinite number of poses to consider, at-
tempting to determine the absolute best possible position in
continuous space is intractable [12]. Instead, only a few se-
lected viewpoints are sampled. To generate those viewpoints,
we use a technique called constant grid viewpoint sampling
(CGVS).
The CGVS approach samples a few points in the vehicle’s
nearby vicinity in both linear and anglar space, as shown in
Figure 4. While this method is not globally optimal, it ensures
viewpoints in the nearby vicinity are sampled first to reduce
travel cost.
This method can be generalized so that the sampling dis-
tance can vary. This may be done by multiplying linear dis-
tances with a scale factor of σα, where σ > 1 and α ≥ 0. This
scaling approach extends CGVS and can be performed dy-
namically, giving rise to adaptive grid viewpoint sampling
(AGVS). The set of sampled viewpoints is given by Equation
2 with respect to the vehicle’s local frame.
If the value of σ is fixed, the value of αmust vary in order
to change the scaling. Scaling occurs when the method fails
to obtain sufficient entropy reduction after a given number of
iterations. The criteria for ”sufficient entropy reduction” is
explained in Section 3.5. If Equation 6 is satisfied for N = 3
and ∆Ev,threshold = 0.005, then α is incremented by one,
otherwise it is reset to zero.
Finally, a viewpoint is considered invalid and discarded
if it touches an occupied or unknown cell, collides with the
structure or lies outside the workspace limits. If the method
is unable to generate any valid viewpoints, the NBV process
terminates.
Figure 4: Constant grid viewpoint sampling method. Blue
arrows represent valid viewpoints while red ones are rejected
due to collision with the structure. Magenta lines represent
the sensor’s viewpoint at the selected viewpoint. Green vox-
els represent occupied space, while blue voxels show un-
known space.
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VCGV S =


i×∆d× σα
j ×∆d× σα
k ×∆d× σα
m×∆θ

∣∣∣∣∣∣∣∣
i, j, k,m ∈ {−1, 0, 1},
{i, j, k,m} 6= {0, 0, 0, 0}

(2)
The first three elements of VCGV S represent the spacial
increment (x,y,z), while the last element represents the angu-
lar increment (yaw). The values of ∆d and ∆θ are in meters
and radians, respectively. In our experiments, these values
are set to ∆d = 1.0m and ∆θ = pi/4rad as that creates some
overlap between viewpoints while providing the opportunity
to discover new information. The value of σ is a fixed scale
factor, while α is the number of times to apply the scale. We
have used values of σ = 1.5 and α ∈ [0, 5] so the total scale
factor varies from 1 to 7.594.
3.4 Viewpoint Evaluation
To determine which of the sampled viewpoints is the next
best view, we select the viewpoint that maximizes a utility
function. The utility function operates on a section of the
point cloud and/or occupancy grid that is visible at that par-
ticular viewpoint.
3.4.1 Utility Function
The Information Gain (IG) metric is often used in literature
[5, 3, 17], and will thus be used as a benchmark. It measures
the total entropy (see Equation 1) of cells in a given view-
point.
To determine which cells are visible from a given view-
point, rays are cast according to the sensor’s field of view.
The ray passes through free or unknown cells, and stops once
it collides with the first occupied cell in its path. The entropy
of the cells along and at the endpoint of the ray trajectory is
computed as in Equation 3
The total information Hk in a given viewpoint k which is
able to see the set of cells V is given by:
Hk =
∑
i∈V
ei (3)
In the proposed method, we make use of Equation 3 using
our modified occupancy grid with predicted voxels.
3.4.2 Constraints
In the case where profiling is not performed, there is a large
amount of unknown information surrounding the structure.
Left on its own, the vehicle would prefer to select viewpoints
with purely unknown cells and would move away from the
structure. To prevent this, two restrictions are implemented.
First, viewpoints that do not observe at least 1 occupied
cell are rejected. This encourages the vehicle to continue to
observe the structure and overlap with previous observations.
Second, the structure lies within a bounded workspace.
Any measurement outside those bounds is regarded as having
zero utility so that even if the first restriction is removed, the
vehicle would stay within the given bounds.
3.5 Termination
No consensus has been reached for a suitable termina-
tion condition as it varies between applications, and is also
difficult to quantify the desired criteria. Ideally, the process
should terminate once the system has achieved coverage com-
pleteness, but it is difficult to compute coverage without the
original model for reference. The work in [18] terminates if
the percentage difference in total entropy reduction has fallen
below a threshold, while [12] terminates if no view has an IG
above a certain threshold.
Both these methods have variable results. If the total num-
ber of unknown cells is very large, percentage difference in
entropy reduction will be very small. This can happen if the
size of the workspace increases, the occupancy cell size is
reduced or many unknown spaces remain after the profiling
stage. Similarly, it is possible to be temporarily trapped in lo-
cal minima, so it may not be fair to terminate if IG reduction
momentarily stagnates.
3.5.1 Entropy Change Per Viewable Voxel
To tackle the shortcomings of the previous termination con-
ditions, we propose a termination condition based on the en-
tropy reduction normalized by the maximum number of cells
that can be observed from a given view. This gives average
entropy reduction per cell and is given in Equations 4 and 5:
∆Ev =
En−1 − En
Cview
(4)
Cview = Vfrustum/Vcell (5)
where ∆Ev is the entropy change per cell, En is the total
entropy at iteration n, Cview is the number of viewable cells,
Vcell is the volume of a cell, Vfrustum is the volume of the
view frustum which accounts for the camera’s field of view.
In addition to counting the number of complete cells
within a viewpoint, the value of Cview also includes partial
voxels at the boundaries of the frustum. Sensor readings and
raytracing can pass through these cells on the edge of the frus-
tum, so it is necessary to count them as well.
We consider the NBV process has terminated if the con-
dition in Equation 6 is true for more than N consecutive it-
erations. The value of N is selected so that the method does
not terminate prematurely if it is stuck in a local minimum.
The magnitude of ∆Ev is used rather than the raw value to
account for loss of information. Entropy may increase if an
obstacle is introduced or removed, or during raytracing with
large occupancy cells from a variety of angles.
|∆Ev| < ∆Ev,threshold (6)
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By computing the average entropy change in a single
voxel, it is possible to have a single threshold (or tight range
of thresholds) across a variety of scenario sizes and occu-
pancy cell resolutions.
4 EXPERIMENTS
4.1 Environment
Simulation experiments were performed on an
Alienware-X51-R2 desktop (Intel Core i7-4790 @ 8 x
3.60 GHz, 15.6 GB RAM, no GPU acceleration). The
NBV framework was implemented on Ubuntu 14.04 using
the Robot Operating System (ROS-indigo) and simulated
with Gazebo. The occupancy grid was represented with the
OctoMap library [19] while point cloud data was processed
using the Point Cloud Library (PCL) [15].
Figure 5: The aircraft used as the object of interest, chosen
for its complex geometry
An aircraft was used as the object of interest, as shown
in Figure 5 (Dimensions: 35 × 30 × 7 m3). The aircraft’s
complex geometry makes it an interesting case study; it has
numerous curved surfaces, overhangs, occlusions and is large
enough to demonstrate the scale of the problem being tackled.
The aircraft also exhibits numerous symmetries that can be
exploited.
The vehicle used is a UAV with two sensors, namely a
laser scanner and RGB-D camera with specifications as in
Table 1. The laser scanner covers a wide angle with a large
range, making it suitable for obtaining many points during
the large sweeping motions of the profiling stage. The laser
scanner is mounted with a slight downwards pitch to ensure it
can capture any skyward-facing surfaces. The RGB-D cam-
era is used to obtain dense points at a closer range to create
the highly detailed final reconstruction.
A circular collision box is constructed around the UAV
to check for collisions with the structure, and its motion is
constrained within a workspace of size 40× 40× 10 m3.
4.2 Procedure
Three main tests are performed; first, the classical NBV
approach is performed without any profiling or predictive
stage (Scenario 1). Second, profiling is performed, but no
symmetry prediction is employed. The NBV approach is run
Specification Laser Scanner RGB-D camera
Horizontal FOV 180◦ 60◦
Vertical FOV N/A (single layer) 45◦
Resolution 0.25◦ 640×480 px
Range 0.1–30 m 0.5–8.0 m
Mounting orientation
(Roll, Pitch, Yaw) (0
◦, 10◦, 0◦) (0◦, 0◦, 0◦)
Table 1: Sensor specifications
using the profile as the initial map (Scenarios 2 & 3). Finally,
both profiling and symmetry are performed before starting
NBV (Scenarios 4 & 5).
To further enhance the coverage completeness, the CGVS
and AGVS approaches are compared. In this context, CGVS
means the value of α is fixed to zero in Equation 2. The value
of α increments by one whenever the condition in Equation 6
is met for N = 3 and ∆Ev,threshold = 0.005. Similarly, the
termination condition is met if the Equation 6 is satisfied for
N = 5 and ∆Ev,threshold = 0.001.
For each scenario, the sensor begins in 5 predefined start-
ing locations and the entire process runs until termination.
The result of the 5 runs is averaged to give an indication of
the average performance for each scenario.
5 RESULTS
The final reconstructions are shown in Figure 6 and the
results are plotted in Table 2, where the distance travelled,
entropy reduction and coverage are compared. Coverage is
evaluated by initializing two new occupancy grids: one con-
structed from the final point data and another from points
sampled from the original mesh. The percentage of matching
cells between the two grids is used to determine the coverage.
By changing the size of cells in the two grid, it is possible
to measure two different types of coverage. Performing the
matching with large voxels (eg. 0.5m) determines how much
of the overall shape has been captured. On the other hand,
matching smaller voxels (eg. 0.05m) gives an indication of
how detailed the final model is.
Table 2 shows that compared to the full NBV approach
(Scenario 1), the profile alone is able to capture the general
shape of the structure (86.7% vs 86.9%) with lower travel-
ling cost. However, since the profiling is performed from far
away, the resolution is low and hence the density of the re-
constructed structure is low (15.1% vs 73.3%).
When the NBV method uses the profile, we see that mid-
and large-scale overage improve despite travelling roughly
half the distance. While dense coverage did fall, it is mostly
due to the lower number of iterations and distance travelled.
The dense coverage (resolution of 0.05m) of the adaptive
method consistently exceeds that of the constant grid method.
This is mainly due to the vehicle being able to escape lo-
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Scenario Profiling SymmetryPrediction
Viewpoint
Sampling Iterations Distance (m)
Total Entropy
Reduction
Coverage
(Res=0.05m)
Coverage
(Res=0.10m)
Coverage
(Res=0.50m)
Profile — — — — 320.0 927,405 15.1% 61.6% 86.7%
1 No No CGVS 859 1,039.9 289,439 73.3% 78.7% 86.9%
2 Yes No CGVS 301 538.7 929,483 62.7% 89.0% 89.7%
3 Yes No AGVS 301 714.5 929,509 71.8% 88.0% 97.7%
4 Yes Yes CGVS 217 526.6 928,323 61.5% 87.7% 97.4%
5 Yes Yes AGVS 257 665.2 928,744 86.5% 94.9% 99.5%
Table 2: Results of the experiment
cal minima by being able to take larger steps. However, this
caused travel distance to increase by approximately 30%.
Looking at entropy reduction, we can see that the profile
alone is more effective at reducing entropy than the classical
NBV method (Scenario 1). Since the LIDAR has long range
and most of the space around the structure is empty, it con-
verts most of the unknown cells to free cells. There are ad-
ditional entropy reductions in Scenarios 2–5, but the value is
much smaller as the methods are mainly observing occupied
cells with a few scattered unknown cells.
Figure 6: Final representation of the structure. Top: The
profiled point cloud, representing the partial model obtained
at the start of the process. Center: The final point cloud after
NBV. Note the tail has not be visited during NBV¿ Bottom:
The final occupancy grid, where green represents an occupied
cell and blue represents unknown.
Figure 7: The trajectory taken by the drone during Scenario 4
6 CONCLUSIONS AND FUTURE WORK
We have proposed a method of improving the Next Best
View approach for the reconstruction of large, complex struc-
tures. A rough scan of the structure is performed to obtain
its profile, which is then checked for mirror symmetry. The
symmetry is used to make predictions about the shape of the
structure to guide the NBV approach. We have also proposed
a termination condition based on the average entropy change
per cell, and an adaptive viewpoint sampling method based
on the same principle.
The introduction of the profiling step shows improvement
in coverage completeness with slightly reduced distance. The
symmetry prediction performs similar to the classic method
and occasionally outperforms it. Finally, the adaptive sam-
pling method is able to escape local minima and brings the
coverage completeness closer to 100% while given relatively
dense reconstruction.
To further improve this method, we plan to develop a
more holistic utility function by incorporating distance and/or
density measures. Including the distance may help reduce the
total distance travelled while targeting areas with low point
density to improve the reconstruction density.
Another possible improvement is the inclusion of fron-
tier methods. Be focusing directly on frontiers and creating
viewpoints towards them, it may be possible to obtain a more
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globally optimal solution.
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An Automated Rapid Mapping Solution Based on ORB
SLAM 2 and Agisoft Photoscan API
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ABSTRACT
This paper describes a system consisting of an
UAV and a ground station capable of automated
mapping based on aerial images. The focus of
the presented system is to obtain georeferenced
orthophotos within a short time frame.
Two approaches have been implemented in the
system: an online visual SLAM based on ORB
SLAM 2 and a photogrammetry pipeline using
the Agisoft Photoscan API. Both approaches will
be described and its result evaluated and com-
pared.
1 INTRODUCTION
After natural disasters, responding forces rely on accurate
maps to apply their ressources as fast and efficient as possi-
ble. Available maps and satellite images are often outdated
or rendered useless due to the disaster (e.g. floods, earth-
quakes). UAVs can be used by first response forces to gener-
ate up to date georeferenced orthophotos. Aerial photogram-
metry is a proven tool for the creation of such data. In recent
years UAVs are used increasingly to generate the required im-
ages. Specialised software also simplified the photogramme-
try workflow. Yet this workflow still requires knowledge re-
garding flight planning, data handling and processing param-
eter selection. The typical use case is the processing of survey
data which is rarely time sensitive. The average processing
therefore takes several hours since quality is often the most
important criteria. Investigations regarding the best quality
with minimal processing time are rare.
Another approach is the use of visual SLAM solutions
which are capable of augmenting the solution incrementally
with every new image. Available algorithms, often used in
robotic reasearch, are less straightforward to use and have
to be adapted for the specific use case. The results usually
don’t have the quality produced by photogrammetry solutions
and investigations usually don’t focus on the accuracy. Both
approaches were adapted and implemented with the goal to
gain a full automated rapid aerial mapping solution. This in-
cludes the mission planning, camera control, image transport
to ground station, automated processing and the visualization
of the results. The live mapping (SLAM) approach is based
on the ORB-SLAM algorithm and updates the map when a
∗contact: m.bobbe@tu-braunschweig.de
new image is available. The photogrammetry based approach
uses the commercial photogrammetry software Agisoft Pho-
toscan. The processing is started with predifined parameters
using the Photoscan API once the mapping mission is com-
pleted. In this paper the hardware and software setup for the
developed system will be described and the generated results
from both approaches will be compared.
In section 2 the hardware setup used for acquiring the im-
ages on-board the UAV and transferring them to the ground
station is given. The implemented ROS based software in-
frastructure is also described. In section 3 the ORB SLAM
2 based solution is presented. The solution based on the Ag-
isoft Photoscan API is given in section 4. Section 5 presents
the mapping results generated by both solutions during flight
tests and compares them regarding quality and speed.
Figure 1: Air Robot AR200.
2 SETUP
The setup is integrated in a modified Air Robot AR200
hexacopter displayed in figure 1. It carries a payload of 2.7kg
leading to a maximum flight time of 25min. The payload
consists of an Air Robot 2-axis camera gimbal (figure 2), an
Intel Nuc i5 on-board PC, a experimental navigation pack-
age (consisting of 2 Analog Devices ADIS16488A IMUs, a
uBlox M8T GNSS receiver and a Phytec Mira Cortex A9 pro-
cessing board), a Gateworks GW 5520 wifi board and a AVT
Manta 917G GigE Camera with a Cinegon 1.9/10mm lens.
The ground station is equipped with the same wifi board and
is based on an Intel i7 CPU and a GeForce GTX1080 GPU.
The systems uses ROS as the underlying framework. Fig-
ure 3 displays a flowchart of the implemented workflow. The
1
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Figure 2: Gimbal with Camera and IMU.
sensor data is received by dedicated nodes on the aerial ve-
hicle. The camera pose information is added to the image in
the Geo Image Flight Node. The image is then sent to the
Geo Image Ground Node on the Ground Station. The SLAM
process is separated in the SLAM Tracker Node, which calcu-
lates the tranformation between images and the Stitcher Node
which applies the transformations. The transformed images
are displayed by the Visualization Node. The Photogramme-
try Node receives the georeferenced images and triggers the
photogrammetric processing ones the survey is finished. The
results are also displayed in the Visualization Node.
3 SLAM PROCESS
During the past few years computer vision especially
SLAM based algorithms have undergone rapid development.
Klein and Murray showed in their highly regarded work [1]
how a novel pose estimation only by monocular image pro-
cessing can look like and what great potential comes with it
not only for augmented reality but the whole robotic scene.
Integrating bundle adjustment and splitting up tracking and
mapping into seperate threads were followed by a strong, re-
altime capable framework that had a significant impact on vi-
sual SLAM. However their approach lacked several, essential
properties a modern SLAM needs for applications outside the
academic use. Especially robust loop closure and relocaliza-
tion was difficult to integrate into their framework, as they
utilized separate features for tracking and place recognition.
Mur-Artal and Montiel took up the basic principles proposed
for PTAM and developed efficient solutions for these chal-
lenges. Their work led to the new designed ORB SLAM 2 [2]
that reaches unprecedented accuracies and published it open
source. It is briefly described in section 3.1.
By building up on that framework, we propose a pipeline
to take advantage of the accurate camera pose estimated by
the SLAM to generate large 2D aerial maps in realtime in sec-
tion 3.2, similiar to those coming from modern photogram-
metry software. A further comparison between these two ap-
proaches is then evaluated in section 5.
3.1 ORB SLAM 2 framework
The general structure of the ORB SLAM 2 framework is
displayed in figure 4. Gray underlaid boxes represent seper-
ate threads, while in the middle also main components of the
implemented map and place recognition are shown.
Tracking
After initialization, which is explained in detail in [2],
the tracking thread uses a constant velocity model to
predict the current pose from the latest known posi-
tion and movement. With this rough estimation a fur-
ther analysis of features in the current region of in-
terest is carried out. If the tracking state is triggered
”lost”, relocalization in the global map starts. After the
tracking step a temporary pose is published and created
keyframes are passed to the local mapping.
Local Mapping
In the local mapping thread a new identified keyframe
is inserted as a node into a covisibility graph structure,
which contains all relevant informations and relations
as edges between the nodes. To achieve high accura-
cies after the tracking a local bundle adjustment is also
carried out in this step.
Loop Closing
One of the main improvements of ORB SLAM 2, com-
pared to PTAM introduced before, is the usage of only
one type of features for all tasks within the framework.
By taking advantage of a bag of words approach this
allows the implementation of a place recognition to
find loops in the graph and restructure it if neccessary.
Based on that graph a global bundle adjustment is per-
formed as soon as a loop is detected. In consequence a
global consistent solution is achieved, even though the
estimation error drifted over time.
3.2 Ortophoto Pipeline
After estimating the camera pose using ORB SLAM 2
framework in the next step these informations are used to
gradually create a 2D orthophoto of the area during flight. To
achieve this a lightweight image projection combined with
georeferencing based on similiar transformation is proposed
in this section.
3.2.1 Projection model
The projection model used in this paper follows the standard
pinhole camera [3]. Therefore a world point X = (x, y, z)T
is described as
X = s(RK1x) + t (1)
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Figure 3: ROS node layout with SLAM (green) and Photogrammetry workflow (red).
Figure 4: ORB SLAM 2 framework structure [2].
where R is the 3x3 camera rotation in the world frame, K the
3x3 camera intrinsic calibration matrix, s the scale factor of
the projection direction vector, x = (u, v, 1)T a point in the
image plane in homographic coordinates and t = (tx, ty, tz)
the exterior position of the camera. The model is further
extended by additional parameters k1, k2, p1, p2 and k3 to
compensate geometric distortion caused by the lens. Usually
image points are therefore undistorted first by following the
equations
xcorrected = x+ [2p1xy + p2(r
2 + 2x2)] (2)
ycorrected = y + [p1(r
2 + 2y2) + 2p2xy] (3)
and projected applying the proposed formulation in 1 after-
wards.
3.2.2 Image Projection
To create a 2D orthophoto from 3D camera poses a definition
of the actual common reference plane is needed. The refer-
ence plane must be orthogonal to all camera observations to
ideally reduce perspective errors to zero. Even when using
gimbal stabilized data and a low distortion lens this error can
not be completely avoided. Therefore an orthogonal refer-
ence plane can only be approximated. In this implementation
this problem was solved by collecting a minimum amount
of measurements in a buffer and calculating the best fitting
solution of the sparse pointcloud generated by ORB SLAM
2. This approach is only valid as long as the ground is flat
and the flight altitude relatively high. Applying additional
RANSAC formulation reduces further influence of outliers.
As soon as a valid reference frame is estimated for the first
measurements, it is kept fixed for the rest of the series. There-
fore large misalignements in the beginning can not be com-
pensated afterwards. In the future it might be beneficial to
check validity of the reference plane periodically and recal-
culate the current map. In the next step image boundaries can
be projected into the reference plane by using the formulation
of section 3.2.1. With these four points an exact perspective
transformation with 8 DOF can be calculated. It is then fur-
ther applied on the whole image and stitched to the current
global map.
3.2.3 Geo-referencing
Simultaneously with the calculation of the common reference
plane an additional geo-referencing for the images is esti-
mated. It allows to transform every pixel of the final map
to a defined lat/lon-coordinate. To achieve this, all images
are geotagged in the moment they are captured with the lat-
est available GNSS informations. After choosing the first
complete measurement consisting of visual pose and global
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Figure 5: Structure of the orthophoto stitching.
GNSS position each as root of a local coordinate system, the
following steps are performed for every image in the initial
buffer:
1) Calculate image centroid in common reference plane
2) Transform centroid to local coordinate system
(relative to centroid of first measurement)
3) Convert GNSS position from WGS84 to UTM32
4) Transform GNSS position to local coordinate system
(relative to GNSS position of first measurement)]
Afterwards a 4 DOF similiar transformation (x, y, rotation,
unitary scale) between these two local coordinate systems can
be calculated by linear programming. Considering the root of
the local coordinate systems a transformation to the global
world is also possible.
While this approach is straighforward, it induces several un-
certainties. By projecting the centroids in the reference plane
and assuming their plane position matches the global posi-
tion measured in the air, an error linked to the stabilization
quality of the gimbal can be expected. Depending on the
update rate of the GNSS receiver and the FPS of the cam-
era different images can be tagged with the same position
leading to a bad initialization. Therefore only the first ap-
pearence of every global position is considered in the de-
scribed process. However asynchronous time between geo-
tagging and image capturing results in an additional error
depending on the speed of the UAV. At last by converting
WGS84- to UTM32-coordinates affine transformation during
linear programming can be avoided. This allows more in-
tuitive handling of the coordinates, but also applies an un-
certainty of several centimeters depending on the size of the
map.
4 PHOTOGRAMMETRY PROCESS
The photogrammetry process was implemented using Ag-
isoft Photoscan 1.2.6. Extensive studies regarding the accu-
racy attainable by the software have been done before, for
instance by Gini et al. [4] and Ouedraogo et al. [5]. Yet
studies which focus on the minimal processing time are not
available. In this implementation the Photogrammetry Node
saves images belonging to the current mission and loads them
into Agisoft Photoscan using the API once the survey mission
is finished. The camera location and the inner camera geom-
etry were written to the EXIF file of each image by the Geo
Image Ground Node to enable its usage to georeferencing the
results. The process is started using preselected processing
parameters. The parameters affect the required processing
time and the quality of the result.
The process consists of 4 steps. During the camera align-
ment features are identified and compared to optimize the
homographic equation and determine the camera locations.
In the next step a mesh is generated using the generated tie
points. The mesh is then used to create an orthophoto and to
export it in the desired format in the last step. It is possible
to use a dense cloud or a Digital Elevation Model as the ba-
sis for the orthophoto generation. Yet the creation of these
models would significantly increase processing time and was
therefore rejected.
To determine a reasonable compromise between quality
and processing time, 4 profiles with different quality param-
eters were created and and tested in the next section. The
relevant parameters of each profile are given in table 1.
profile alignment accuracy mesh face count
Agi lowest lowest low
Agi low low low
Agi medium medium medium
Agi high high high
Table 1: Photogrammetry parameter profile defentition.
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5 EVALUATION
To demonstrate the implemented workflow and to vali-
date and compare the created results the complete system was
tested by flying a sample mission. To estimate the accuracy
of the created maps, 8 ground reference points (GRPs) were
distributed over the mission area. The location of the GRPs
were determined using a RTK-GNSS system leading to a hor-
izontal RMSE below 2cm. To enable robust processing the
overlap and the sidelap was chosen to be 70%. This resulted
in a creeping line mission consisted of 4 times 130m lines
with a distance of 25m and an altitude of 100m over ground.
The image rate and therefore the frontlap varies between
the two implementations. The SLAM node receives the im-
ages with a higher framerate which is benefical for the tracker.
The processing power of the earlier described ground station
enables processing with a frame rate of up to 4Hz. This leads
to an frontlap ov 99% and 864 images, yet only 27 were used
as keyframes. The photogrammetry node receives the images
with a lower framerate to limit the total number of images
to minimize processing time. The chosen framerate of 0.3Hz
leads to an overlap of 85%. In total the photogrammetry node
received 47 images in less then 3 minutes flight time.
The photogrammetry pipeline was successfully tested in
the field. To compare the presented profiles, they were trig-
gered one after another. The created results are displayed in
figure 8. All profiles provided consistent solutions and were
succesfully georeferenced. The visual comparison gives no
significant differences. The remaining profiles let to similar
results also without notable differences to visual inspection.
The processing time varied between 0.9 and 3.2 minutes. A
comparison of this and other criteria is given in figure 6. The
calculated position of the GRP was determined in each or-
thophoto. The derivation to the reference measurement is
given in table 2. While the mean error in the low profile is two
thirds of the error in the lowest profile, the calculated errors
using the medium and high profiles are not enhancing signifi-
cantly. The number of tie points created by the lowest profile
is an order of magnitude lower compared to the other three
profiles. The reprojection error roughly halves with each pro-
file step. The xy camera error describes the mean horizontal
camera displacement regarding the inital GNSS location and
the final calculated position and is almost identical in all pro-
files.
To accelerate the photogrammetry process, the resolu-
tion of the created orthophoto can be reduced. Figure 9 dis-
plays the total processing time using the lowest profile with
different target ground sampling distances (GSD) during or-
thophoto creation. The processing time can be reduced sig-
nificantly and reaches processing times of 7 seconds when a
orthophoto with an GSD of 0.4m is created.
The created final image of the SLAM pipeline is dis-
played in figure 8. The image was updated with every new
image and was therefor finished before the copter landed. It
reaches a GSD of 0.05 m, while the mean location error mea-
Figure 6: Mapping evaluation results.
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GRP 1 2 3 4 5 6 7 8 mean
SLAM 15.83 18.94 14.56 16.57 9.21 10.15 4.65 4.73 11.67
Agi lowest 2.49 2.19 3.40 3.17 4.03 3.80 4.58 3.66 3.39
Agi low 1.41 1.28 1.87 1.74 2.19 2.06 2.49 2.46 1.91
Agi medium 1.34 1.13 1.80 1.70 2.15 2.13 2.64 2.63 1.91
Agi high 1.17 1.08 1.64 1.65 1.94 1.99 2.38 2.41 1.77
Table 2: Vertical error at reference points in meter.
Figure 7: Orthophotos created with the profiles lowest and
high
Figure 8: Orthophotos created with SLAM approach
Figure 9: Processing Times using the Agi lowest profile and
different GSD.
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sured using the reference points was about 12m which is sig-
nificantly larger than the errors observed in the photogram-
metry results. This and other results are also given in figure
6.
6 CONCLUSION
The introduced system demonstrated the proposed capa-
bilities regarding automated camera operation, image trans-
port and ortophoto generation. Both implemented mapping
pipelines generated adequate results which fullfilled the re-
quirements in a disaster scenario. The SLAM approach is
capable of delivering instant results but the overall georef-
erencing accuracy is roughly one order of magnitude lower
compared to the photogrammetry pipeline. The comparison
of the different photogrammetry profiles indicated that the us-
age of the second fastest profile low is recommended for most
scenarios since it is the fastest profile that is capable of recon-
tructing the complete area. Also the more elaborate profiles
do not lead to significantly better results regarding georefer-
encing accuracy.
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ABSTRACT
Power reduction is one of the most current im-
portant issues. One promising way is to use
boundary layer ingestion propulsion. In order
to evaluate the benefits of using boundary layer
ingestion propulsion in reduction of power con-
sumption and to understand the difference be-
tween the propeller placed behind and in front of
a fuselage, a comparison is made between pro-
peller placed behind and in front of a fuselage.
It is found that the backward position has less
drag and power consumption. Power saving co-
efficient reached 21.7% compared to the forward
position and drag coefficient is 28.5% less. Also
it shows tendency to stabilize and prevent sepa-
ration of the boundary layer.
1 INTRODUCTION
Current trends in unmanned aerial vehicles (UAV) market
heads to power reduction. One promising method is boundary
layer ingestion (BLI) propulsion. The fundamental principle
of BLI propulsion is that a propulsor ingests and reacceler-
ates airframe boundary layer which reduces the wake defor-
mation downstream and jet kinetic energy for the same net
force which decreases the power to be added to the flow by
propulsor.
The interaction between a propeller and a body has both ben-
efits and drawbacks. The advantages on power consumption
can be explained using Froude model of propeller. For the
same thrust, the propeller consumes less power if the incom-
ing flow velocity is less. By placing the propeller in a bound-
ary layer or a wake of a body, the incoming flow will have less
velocity compared to the free stream, so the power consump-
tion decreases and propulsive efficiency increases. Efficiency
can even exceed 100% since the reference velocity is the free
stream velocity which is higher than the actual incoming ve-
locity to the propeller. Another useful point is that the power
∗Email address: teperin@mail.ru
†Email address: elsalamony.mostafa@phystech.edu
‡Email address: a.moharam@phystech.edu
§Email address: moamen.shehata@phystech.edu
is a function of the difference between inlet and outlet veloci-
ties squared, this counted as a benefit for the power reduction
since the incoming flow is not uniform, so the exit velocity
can be shaped to give the minimum power consumption.
On the other hand, imposing a propeller in the vicinity of
a lifting body will affect the boundary layer and the pres-
sure distribution. Air suction near the trailing edge will cre-
ate low pressure zone and so the pressure drag on the body
will increase and the flow will accelerate. Flow acceleration
will increase the shear force and so the friction drag will in-
crease. Also the angle of attack must increase to compensate
the losses of lift, which also will increases drag. Losses in
lift occurs due to the acceleration if the flow under the body,
which will decrease the pressure difference in the vertical di-
rection and consequently lift decreases. These effects hold
for axisymmetric bodies except the fact that it generates no
lift.
Regarding the effects on the boundary layer and the laminar-
turbulent transition, this region will be shifted downstream
due to presence of negative pressure gradient zone near the
trailing edge, and hence, drag will decrease, but this effect
is negligible compared the increment of friction drag due to
flow acceleration. By using some numerical investigations
using panel method combined with integral boundary layer
equations, it was found that BLI propulsor under some con-
siderations can prevent boundary layer separation.
This article considers the integration between fuselage and
BLI propeller and their mutual effects on the power consump-
tion, drag, and boundary layer properties for the case of cruise
flight. It answers two main questions: is it advantageous to
integrate them from the power consumption point of view and
what is the impact of the propeller position on the flow field.
To understand the effect of the BLI propeller on the power
saving, two propeller positions are studied: behind and in
front of the fuselage. To study the aerodynamic effect of the
BLI propeller on the body, a comparison is conducted be-
tween body with and without BLI propeller.
2 LITERATURE REVIEW
Integration between propulsor and a body was studied
theoretically in many papers. Smith [1] proved analytically
that for the case of a flat plate, propulsive efficiency working
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on the wake of a flat plate is 127% and power saving about
20%. Teperin and Ujuhu of TsAGI [2] investigated the effect
of interference with propeller glider aircraft without consid-
ering viscosity. Later, a similar problem has been solved nu-
merically for a propeller mounted at the stern of an airship [3].
In [4] the useful interference between free stream propeller
and wing is considered in more detail. Recently, Teperin et
al. [5] considered the optimal pressure difference distribu-
tion across the propeller to decrease power consumption, and
the results shown that the power saving reached more than
20% in comparison of propeller with uniform pressure differ-
ence. Drela of MIT [6] derived an analysis of compressible
viscous flow around a body with engine based on the mechan-
ical power and kinetic energy instead of the regular forces and
momentum flow method, and he explained how to quantify
the boundary layer and wake ingestion benefits.
Many experiments were carried out on several bodies as air-
ships where Stern-mounted propellers were investigated as a
way to improve the propeller efficiency significantly and re-
duce its power consumption, but they are directed towards
airships and large aircraft. In the experiment of McLemore
of NASA [7] they achieved propulsive efficiency of 103%.
Goldschmit of NASA [8] found that 50% of power could be
saved using BLI and counter rotating propellers as in the ex-
perimental aircraft Douglas XB-42 Mixmaster.
Concerning the current development for the future aircraft,
the conceptual project of Double Bubble (D8) of MIT, NASA,
and Boeing [9] has fuel saving of 33% compared to the op-
timized conventional configuration having the same technol-
ogy level using BLI and another techniques. ONERA [10]
also achieved 23% of power saving in wind tunnel experi-
ments for a similar project with Airbus.
Interaction between BLI propulsor and airfoil is considered in
[11]. Main findings are that BLI affects mainly the pressure-
dependent parameters. It is found that drag increased for the
given flight conditions 11.4% divided as increment in friction
drag 2.11% and 16.07% in pressure drag and lift decreased
8.89%. On the other hand, the power is reduced by 14.4%
as compared to the free-stream propulsor, and the propulsive
efficiency reached 109% and it was concluded that BLI is use-
ful from the viewpoint of power saving
Similar work is done in [12] in more detail. it was found
that boundary layer became more laminar and the boundary
layer thickness decreased, the momentum and energy losses
decreased, the flow in the leading part of the airfoil is not
changed, and the friction drag can be neglected with respect
to pressure drag.
The optimal distribution of the pressure difference across the
active disk of propeller for minimum power consumption is
developed in[5]. It was depicted that propeller with optimum
pressure difference placed in the rear part of airship shows re-
duction in consumed power more than 20% when compared
to propeller with uniform pressure difference.
Numerical investigations made by Lutz T. et al. [7] using
panel method combined with integral boundary layer equa-
tions found that BLI propulsor under some considerations can
prevent boundary layer separation.
Considering experiments for small bodies, an experiment was
conducted by Sabo and Drela in MIT [13] as a proof of con-
cept for the boundary layer ingestion concept. Electric ducted
fan propulsor behind a NACA 0040 body of revolution is ex-
amined at a Reynolds number of approximately 2.4e5. Wind
tunnel air velocity was 13.4 m/s and length of the body was
0.25 m. Measurements showed power savings reached 26%
for untripped flow case and 29% for tripped flow case. Also
it is found that power saving increases when the propeller is
placed closer to the body and when the propulsor is aligned
in the same axis of symmetry for the body.
Another experimental study conducted in Lv et. al in TU
Delft [14] using the Stereoscopic Particle Image Velocimetry
for the first time to visualize the flow field at the location of in-
teraction between a propeller and an incoming body wake and
to quantify the terms of power balance method. Results show
that one of the main mechanisms responsible for the claimed
efficiency enhancement in the experimental setup is due to the
utilization of body-wake energy by the wake-ingesting pro-
peller. Shaft power was reduced in the case of wake ingestion
by 10% and by 18% for Boundary layer ingestion.
3 THEORETICAL APPROACH
3.1 Free stream propeller
Froude model can be used for modelling the free stream
2-D propeller – shown in Figure 1– where the propeller is a
zero-thickness disk that creates pressure difference converted
at the far field to velocity difference producing thrust. The
flow is assumed to be axisymmetric, inviscid, without mixing
at the jet edges. Thrust is calculated by the following integra-
tion1:
Figure 1: Constant inlet conditions for propeller
T =
x
ρ ∗ Vj ∗ (Vj − V∞)dA (1)
For constant parameters this integration leads to
1It is notable that all of the integrations in this section are made on Trefftz
plane where pressure is equal to the undisturbed upstream pressure.
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T = m˙ ∗ (Vj − V∞) (2)
Propulsive power added is the difference between the
kinetic energies of the stream tube passes by the propeller
downstream and upstream the propeller, it is calculated as
Pp =
x 1
2
∗ ρ ∗ Vj ∗ (V 2j − V 2∞)dA (3)
And for constant parameters this integration leads to
Pp =
m˙
2
∗ (V 2j − V 2∞) (4)
The propulsive total power (Equation 3) can be decomposed
by the Power Balance Method [6] into two categories; thrust
(useful) power which is represented by multiplication of
thrust by the incoming velocity Equation (5) and wake power
due to the velocity perturbations downstream. This wake re-
quires excess energy to be flattened by the flow viscosity.
This power is directly proportional to the velocity difference
as shown in Equation 6.
T ∗ V∞ =
x
ρ ∗ Vj ∗ V∞ ∗ (Vj − V∞)dA (5)
Ewake,prop =
x 1
2
∗ ρ ∗ Vj ∗ (Vj − V∞)2dA (6)
Propulsive efficiency is defined as the useful power thrust
multiply velocity divided by propulsive power (total power).
By some mathematics we get the well-known Froude formula
η =
2 ∗ V∞
Vj + V∞
(7)
And considering the power decomposition we get
η =
T ∗ V∞
T ∗ V∞ + Ewake,prop (8)
It is notable that the actual power is more than the calculated
power because of the viscous and induced losses.
3.2 Drag Characteristics
Drag is the momentum losses between upstream and
downstream flows of a stream tube passes around a body ac-
cording to the momentum equation [15] as shown in Figure
2. Therefore, it can be calculated directly from the velocity
distribution of the wake by the following formula
D =
x
ρ ∗ Vw ∗ (Vw − V∞)dA (9)
This force can be represented in form of power consumed as
drag multiplied by the upstream velocity
D ∗ V∞ =
x
ρ ∗ Vw ∗ V∞ ∗ (Vw − V∞)dA (10)
Figure 2: Airfoil and velocity distribution of the wake.
This power is consumed due to two reasons: dissipation in the
viscous boundary layer and velocity perturbation in the wake.
The dissipated energy in the boundary layer is quantified as
the energy losses between upstream and downstream in the
stream tube that passes around the airfoil, which is equal to:
φBL =
x 1
2
∗ ρ ∗ Vw ∗ (V 2∞ − V 2w))dA (11)
While the energy of the wake can be quantified by the per-
turbations in the stream tube and calculated by the following
equation:
Ewake,body =
x 1
2
∗ ρ ∗ Vw ∗ (V∞ − Vw)2dA (12)
And hence, the total consumption in kinetic energy is the
summation of the BL dissipation and the wake perturbations
which are equal to the drag power
D ∗ V∞ = Ewake,prop + φBL (13)
3.3 Ideal BLI Propulsor
The concept of the ideal Boundary Layer Ingestion
Propulsor is to make use of the BL air and reenergize it to
generate the same amount of thrust but by less power. In ad-
dition, the BLI propulsor will ’fill’ the momentum gap gener-
ated by the body due to drag and so it will minimize the wakes
created by the body and the propeller downstream which will
decrease the losses in kinetic energy very much as shown in
Figure 3. Moreover, the free stream propulsor obtain thrust
by accelerating the free stream which will generate propulsor
wake downstream which absorbs energy also.
Figure 3: Perfect boundary layer Ingestion.
International Micro Air Vehicle Conference and Flight Competition (IMAV) 2017 295
In the ideal case, all the wake will be ingested and flattened,
the jet velocity will exactly match the undisturbed velocity.
Thus, the only energy dissipated will be due to the BL vis-
cosity which is defined by Equation 11. Since the stream tube
is accelerated to the upstream conditions and all the wake is
eliminated, the kinetic energy added by the propulsor to the
stream tube will be equal only to the losses in the boundary
layer, which can be evaluated as the difference in kinetic en-
ergy of the flow in front of and behind the body as in the
following equation:
Eprop,BLI =
x 1
2
∗ ρ ∗ Vw ∗ (V 2∞ − V 2w)dA (14)
So the required power decreased while the drag and thrust
still exist with the same value.
One main important parameter used to quantify the benefits
of BLI is the power saving coefficient which is defined as in
the following equation
PSC =
PnoBLI − PBLI
PBLI
(15)
Concerning the efficiency of this system, the propulsive ef-
ficiency is still defined as the useful power (thrust multiply
velocity) divided by total power. Since thrust is equal to drag,
we can replace the numerator to be D ∗ V∞. By using Equa-
tion 13 the efficiency in will be
η =
D ∗ V∞
Eprop,BLI
=
φBL + Ewake,prop
φBL
> 1 (16)
4 PROBLEM DESCRIPTION
Investigation is conducted using Computational Fluid Dy-
namics package Ansys CFX 17.2 using RANS equations and
a Shear Stress Transport (SST) turbulence model.
4.1 Geometry
The fuselage is modelled as axisymmetric body of NACA
0024 cross section with length of 0.5 m and the propeller
is modelled using active disk theory with radius is 0.05 m,
which corresponds to 10% of length, placed with two config-
urations: 0.02 m behind the trailing edge of the fuselage, and
0.02 m in front of the fuselage which corresponds to 4% of
chord.
4.2 Mesh Description
A cylindrical domain was considered of width 6 m and
height of 2 m revolved by 1o. The fuselage is placed 2 m
apart from the domain inlet. A body of influence is made
with dimensions of 1.9 m width and 0.52 m height and the dis-
tance between the fuselage nose and the rectangle is 0.52 m
as shown in Figures 4 and 5.
The airfoil has number of divisions equals to 200 and the pro-
peller has 40 for each edge. Element size in the body of in-
fluence is 0.005 and the growth rate is 1.04. The mesh has
Figure 4: Computational domain for the studied case.
Figure 5: Body of influence around the studied body.
total number of nodes and elements 149401 and 521680 re-
spectively. Shown in Figures 6 and 7 the mesh around the
body and the active section in forward and backward config-
urations respectively.
Figure 6: Computational mesh around the body and the active
section in forward configuration.
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Figure 7: Computational mesh around the body and the active
section in backward configuration.
4.3 Boundary Conditions
CFD calculations are sensitive to the boundary condi-
tions. These conditions affect the stability and convergence
of the solution and have impact on the physics of the simu-
lated case. The BCs must generate flow compatible with the
physics of the flow and the theory used for modelling.
The boundary condition of the body is no-slip wall. Propeller
is set to have pressure difference boundary condition to pro-
vide thrust equals to drag. Pressure difference across the pro-
peller is calculated by Equation 17.
∆Pi = ∆Pi−1 +
D − T
Sprop
×K (17)
where ∆Pi and ∆Pi−1 are the pressure difference across the
propeller in the current and previous iterations, Sprop is the
propeller area and K is a relaxation factor. All boundary
conditions are listed in the table below.
Boundary Condition
Inlet Velocity Inlet
Side Wall Symmetry
Fuselage No-Slip wall
Propeller Pressure difference
Exit Opening
Table 1: Boundary conditions
Pressure and temperature are set to be 1 bar and 15oC
respectively. Free stream velocity is 10 m/s (to be far from
the compressibility effect). Angle of attack is kept zero since
only the axisymmetric case is considered.
5 RESULTS AND DISCUSSION
For the forward propeller position, thrust is set to be equal
to the profile drag. Equation 3 can be used to find the required
power. The results show that required power is 1.008 W, mass
flow rate= 0.0828 kg/s, pressure ratio = 1.25 and the drag co-
efficient is 0.0147 divided to 57.12% of pressure drag and
42.88% of friction drag.
Same procedure is also done for the backward propeller posi-
tion. The results show that required power is 0.792 W, mass
flow rate= 0.091 kg/s, pressure ratio = 1.18 and the drag coef-
ficient is 0.0104 divided to 50.5% of pressure drag and 49.5%
of friction drag.
By comparing the two configurations, it is found that the pro-
peller located after the fuselage will cause less drag (28.5%
less). The consumed power is also decreased and the power
saving coefficient reached 21.74%.Moreover, BLI ingests
more mass flow rate and apply less pressure ratio which is
beneficial for the durability of the propeller.
Position CD Energy [W ]
Backward 0.0104 0.799
Forward 0.0145 1.021
Table 2: Results for backward and forward positions.
For better understanding of the drag increment reason, it is
important to investigate how the flow will go past the body.
For the forward position, the flow acceleration in the front
part of the body is high and reached its maximum value in the
maximum thickness position, then the stream tube diverge as
its area increases downstream. Due to this a positive pressure
gradient is established which eventually leads to flow separa-
tion after the maximum thickness position and flow unsteadi-
ness as shown in Figure 8 which leads to massive increment
in drag.
Figure 8: Velocity contour around the body with forward pro-
peller showing unsteady flow.
On the other hand, the backward propeller position, the flow
is not forced to accelerate in the front part of the body, it will
accelerate in the rear part due to presence of negative pressure
gradient created by the propeller. This leads to flow attach-
ment in the rear part of the body as shown in Figure 9.
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Figure 9: Velocity contour around the body with backward
propeller.
Energy consumption is highly dependent on drag and incom-
ing velocity. For the backward configuration, the required
power is less compared to the forward configuration. This is
due to two reasons: the backward configuration requires less
thrust due to absence of flow separation and the incoming ve-
locity is less as it is affected by the boundary layer of the
upstream body. In other words, the stream tube ejected from
the propeller does not affect the upstream body in contrast to
the forward configuration which will stimulate the flow sepa-
ration after the maximum thickness position of the body.
Of interest the pressure distribution on the body surface is in-
vestigated. As shown in Figure 10 for the case of the forward
configuration, the leading edge for the forward configuration
faces higher pressure than the backward pressure because of
the propeller jet is concentrated in this zone as shown in Fig-
ure 11. Near the maximum thickness position the forward
configuration has higher speed and hence less pressure is ap-
plied. Further downstream there is massive pressure distur-
bance in the rear part of the body as in illustrated in Figures
12 and 13 where velocity contours around the trailing edge
of the body are shown for both configurations. Contrarily the
backward configuration stabilizes the flow and accelerates the
boundary layer and decreases its thickness as shown in Figure
14.
Distribution of velocity components in the trailing edge show
big scattering for the forward configuration while the back-
ward one shows smooth behaviour as shown in Figures 15
and 16.
Of interest to study the Power balance Method terms for the
backward configuration. Considering the drag terms, BL dis-
sipation φBL was measured according to Equation 11 and it is
equal to 3.9226 W. Wake energy Ewake,body is evaluated ac-
cording to Equation 12 and it is found that it equals to 0.102
W. Drag power according to Equation 10 is 4.0246 W which
is equal to adding φBL and Ewake,body as state in Equa-
tion 13. Power consumed by the BLI propeller Eprop,BLI is
Figure 10: Pressure coefficient distribution on the body wall.
Figure 11: Velocity contour around the nose with forward and
backward propeller.
Figure 12: Velocity contour around the tail with forward pro-
peller.
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Figure 13: Velocity contour around the tail with backward
propeller.
Figure 14: Velocity contour around the tail with forward and
backward propeller showing the smaller boundary layer for
the backward configuration.
Figure 15: Horizontal velocity component distribution behind
the trailing edge.
Figure 16: Horizontal velocity component distribution behind
the trailing edge.
calculated as in Equation 14, and it equals 3.9804 W. the error
between Eprop,BLI and φBL is due to a problem in mapping
the velocities to Trefftz plan because there is a small zone
near the center line of the propeller has negative pressure,
which led to imaginary values. it is notable to mention that
the integration is made in a line not in a circle. Efficiency
(using Equation 16) is calculated and it is 102.6%.
6 CONCLUSION
Benefits of the boundary layer ingestion and its impact on
the aerodynamics of an axisymmetric body are investigated.
A comparison is made between propeller placed behind and
in front of a fuselage. It is found that the backward position
has less drag and power consumption. Power saving coeffi-
cient reached 21.7% compared to the forward position. The
forward propeller has higher drag because it increases the dis-
turbance in the flow after the maximum thickness position
while the backward propeller reduces the turbulence because
of the induced negative pressure field. Also BLI propeller in-
gests more mass flow rate and apply less pressure ratio which
is beneficial for the durability of the propeller.
BLI propulsion is favorable because it stabilizes the flow over
the body and decrease power consumption.
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ABSTRACT
The following research aims at reducing the
noise of a MAV’s propeller without impacting
its efficiency. To ensure reasonable computa-
tional time, low fidelity methods are used for
each discipline: Lifting line for aerodynamics,
beam model for structure and Ffowcs-Williams
and Hawkings analogy for acoustics. Valida-
tion tests are performed to evaluate reliability of
these methods on a reference configuration: a
GWS80x45 propeller in hover. More complex
CFD tools are also used at some points of the
optimization process to check for the coherence
and fidelity of the results. The open-source SU2
solver and a Lattice-Boltzmann Method solver
serve this purpose. Finally, results are compared
to an experimentation conducted by ISAE (Insti-
tut Supe´rieur de l’Ae´ronautique et de l’Espace)
in an anechoic chamber.
1 INTRODUCTION
Micro-Unmanned Air Vehicules (MAV) are developing
incredibly fast worldwide. They tend to be in every aspects
of everyday life. Those are used for surveillance as well as
in agriculture, firefights or delivery services. It is becom-
ing crucial to reduce their noise. In that aspect, blade noise
represents the most part of this disturbance. A part of this
noise is due to pressure variations induced by aerodynamic
around rotating blades, so it is possible to adapt blade geome-
try to reduce the noise. However, this geometric modification
should not degrade performance of the blade: in an aerody-
namic point of view, traction force must be kept constant, and
efficiency of the blade should not decrease. At least two dis-
ciplines, aerodynamic and acoustics are involved, and a third
discipline: mechanics, could be also considered to take into
account deformation due to aerodynamic forces, and to en-
sure structural robustness, so a multidisciplinary optimization
(MDO) is then necessary to solve this problem. Low-fidelity
simulation tools are used for each discipline in order to have
acceptable run times for the optimization. These disciplinary
tools are integrated in GEMS[1] (Generic Engine for MDO
Scenarios). GEMS is a platform developed by IRT St Ex-
∗Email address(es): cyril.aymard.nana@gmail.com
upery which allows performing multidisciplinary optimiza-
tion. Thanks to the flexibility of this tool, a large number
of MDO schemes can be tested and compared. This global
process is integrated into OPTIMIND, an in-house workflow
manager, to handle the connection between the different tools
and to provide a user-friendly GUI. The GWS80x45 blade
was selected for this as many experimental and computational
data for this geometry were available. This allow validating
the results provided by our low-fidelity tools before starting
the optimizations. Furthermore, this blade offers room for
improvement. The main goal here is to find the best method-
ology. For this reason both Mono and Multi-Disciplinary op-
timizations were launched to see the impact of each discipline
on the solution.
2 THE MULTIDISPLINARY OPTIMISATION (MDO)
METHODOLOGY
The Multidisciplinary Optimization (MDO) proposes so-
lutions to design complex systems. When more than one
discipline are involved in an optimization problem, it cannot
be solved efficiently by performing sequential optimizations
for each discipline. A more global approach combining all
the disciplines must be adopted, taking into account coupling
between disciplines. In this approach one global optimiza-
tion algorithm is used to solve the whole problem. Different
strategies, often called MDO formulations, exist: MDF, IDF
and many other. The most common methods are MDF and
IDF:
• MDF: Multi discipline feasible: equilibrium between
disciplines is computed at each iteration of the opti-
mization algorithm, the advantage of this method is that
the computed solution is ”feasible” all along the opti-
mization process,
• IDF: Individual discipline feasible: equilibrium be-
tween disciplines is defined as a constraint of the op-
timization algorithm: iterations run faster but equilib-
rium between disciplines is obtained only at the con-
vergence.
As usual in optimization, a ”universal” method suited for any
kind of problem does not exist. The best method depends on
the problem studied. In the end three points are crucial to
efficiently lead a MDO study:
• Definition of the optimization problem: objective(s),
constraints,
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• Optimization algorithm and MDO strategy used,
• Workflow management: communication between dis-
ciplinary tools, and integration in the optimization
loop.
GEMS is used for the first two items. It offers a large choice
of optimization algorithms and MDO formulations. It is a
very flexible tool which allows testing several problem for-
mulations easily. The in-house tool OPTIMIND is used for
workflow management. It allows wrapping and linking disci-
plinary tools easily in order to integrate them in the optimiza-
tion loop handled by GEMS.
Figure 1: The Multidiscplinary Optimization procedure.
2.1 Aerodynamic solver: QuickCFD.py
QuickCFD computes aerodynamic loads and perfor-
mance of lifting surfaces with complex geometrical proper-
ties including arbitrary camber, sweep, dihedral and twist. It
relies on an adaptation of the general numerical lifting-line
method based on a fully three-dimensional vortex lifting law
developed by Phillips and Snyder [2]. The accuracy of this
method was shown to be comparable to that obtained from
panel methods at a small fraction of the computational cost.
2.2 Structure solver: MECHA-BLADE
MECHA-BLADE is an in-house program developed to
carry out mechanical calculations on turbomachinery blades.
The code is based on the variational formulation approach
proposed by Rao [3, 4] which takes into account pre-twisted
cantilever beams with an asymmetric airfoil cross-section
mounted at a stagger angle on a rotating disc. The use of
this semi-analytical approach aims at providing fast and rel-
atively accurate calculations, particularly in an optimization
context or in preliminary design stages where a large amount
of sensitivity analyses for several parameters are required. In
practice, the blade is discretized into several cross sections
from which the mass and stiffness matrices are calculated.
The natural frequencies and mode shapes are then determined
using an eigenvalue extraction routine. A modal approach is
then used to complete the structural analysis and determine
the displacement and stress response of the blade subjected to
both centrifugal and aerodynamic forces. The figure 2 shows
the model flow chart.
Figure 2: Model flow chart of the MECHABLADE program.
2.3 Ffowcs-Williams & Hawkings solver: pyFfonc.py
The acoustic propagation is done through the pyFfonc.py
program. It solves the Ffowcs-Williams and Hawkings aeroa-
coustic analogy using Farassat’s 1A formulation[5] as de-
scribed by Casalino[6]. The inputs are the drag, lift and in-
duced velocity on a blade of the propeller, the latter being
divided into several panels. The acoustic power is then com-
puted by summing the radiated noise all around the propeller.
3 VALIDATION OF THE METHOD
3.1 QuickCFD validation
Figure 3: The GWS80x45 reference propeller.
Since many experimental and computational data are
available for GWS80x45 geometry, this configuration was
used to validate QuickCFD results. The propeller is repre-
sented in Figure 3. Figure 4 compares Drag and Lift forces
repartition along blade radius with the results of a Blade El-
ement (BEMT) computation performed at ISAE. QuickCFD
seems to be quite accurate to compute lift forces. However
the computed drag is inferior to the BEMT value. This can
be explained by the fact that only induced drag component
is computed by QuickCFD, friction or viscous pressure drag
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are not taken into account. In order to validate this hypothesis
and to ensure that the induced drag computed by QuickCFD
is correct, a comparison of induced velocity was done. The
results are presented in Figure 5. A good agreement between
BEMT data and quickCFD results is reached.
Figure 4: Comparison of QuickCFD results with experimen-
tal data for GWS80x45
Figure 5: Comparision of induced velocity computed by
QuickCFD with experimental data
The evolution of the lift force with respect to the rotation
speed of the propeller was also compared to existing results:
experimentations or computations with STAR CCM+, LBM
methods (PowerFlow) or BEMT (Blade Element Momentum
Theory). The propeller is composed of two blades as shown
in Figure 3 even if the QuickCFD computation only considers
one blade. A summary of the results is given by Figure 6,
QuickCFD results are conform with the reference data. To
conclude, these validation tests demonstrate that QuickCFD
is able to compute aerodynamic forces with good accuracy,
and can be used for optimization studies.
Figure 6: Evolution of lift with rotation speed
4 OPTIMIZATION STUDY
The design parameters for this study are the geometrical
parameters of the blade: chord length, sweep, dihedral and
chord values along blade radius. Spline curves are used to
control the evolution of these geometric laws so as to obtain
smooth geometries. The number of control points used to de-
fine these splines is chosen by the user. More control points
offers more flexibility to explore different shapes but it also
involves slower convergence for the optimization. The rota-
tion speed of the blade is also controlled during the optimiza-
tions to adjust traction level.
This study is divided in three steps in order to understand
well the influence of parameters on each discipline and the
influence of discipline coupling on the optimization process.
These steps are:
1. Mono disciplinary (Aerodynamic) optimization: The
goal of this study is to maximize the efficiency of the
blade in hover with a constraint of minimal thrust to re-
spect. This first study shows what are the most influent
parameters on the aerodynamics of the blade and the
result of this optimization provides an ”ideal” goal for
the two following optimizations.
2. Aero-acoustic optimization: For this optimization, the
noise generated by the blade is taken into account. Two
strategies can be investigated: a bi-objective optimiza-
tion can be performed or noise can be treated as a con-
straint of the optimization algorithm. Comparing re-
sults obtained with those of the pure aerodynamic op-
timization helps understanding the influence of design
parameters on both disciplines.
3. Full MDO study: Aerodynamic- Acoustic-Structure:
The goal of this final study is to add structure disci-
pline in the process with a coupling between aerody-
namic and structure by considering the blade displace-
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ment induced by aerodynamic loads. This part of the
study was not done yet due to a lack of time but it is
necessary and will be performed in the future.
Results of the three studies are analyzed and compared to see
the benefit of a multi-disciplinary approach for our problem.
4.1 Aerodynamic optimization
• Objective: minimize Drag force (N)
• Constraint: maintain Lift force up to 2.08 N (Refer-
ence value for GWS80x45 at 5000 rpm)
• Design variables: 7 control points were used to define
spline curves controlling Chord, Twist, Dihedral and
Seewp evolution along blade radius: 28 design vari-
ables
• Algorithm: In order to have a fast convergence, we
chose a gradient-based algorithm: SLSQP, available
in GEMS, allows performing gradient based optimiza-
tion, with one ore several constraints. GEMS also pro-
vides a finite differences module to compute aerody-
namic gradients.
The aerodynamic optimization converges in 30 iterations
as shown by Figure 7. The comparison of the aerodynamic
forces (computed by QuickCFD) between baseline and opti-
mized blade is given in Table 1: Drag force decreases by 28%,
Lift force is kept at the same level. Figure 8 compares base-
line and optimized geometries: as we can see globally sweep
and mean chord decreased, whereas Twist increased near the
root of the blade. These geometric modifications involved an
increase of the rotation speed to keep the Lift force constant.
QuickCFD Baseline Optimized delta (%)
Drag (N) 0.3264 0.2350 -28.02
Lift (N) 2.087 2.087 2.26e-7
Torque (N/m) 0,0177 0,0129 -27.34
Rot. speed (rpm) 5000.0 6206.12 24.12
Table 1: Aerodynamic optimization summary
In order to validate results of this aerodynamic optimiza-
tion, calculations were done on baseline and optimized ge-
ometries using PowerFlow: surface repartition of aerody-
namic forces is represented by Figure 10. Table 2 presents
results for Torque and Lift: PowerFlow gives almost the same
results than QuickCFD for Lift, Torque levels computed by
PowerFlow are higher but we obtain the same relative differ-
ence between baseline and optimized blade than in Quick-
CFD, which confirms better performances of the optimized
shape, and enforces reliability of this first aerodynamic opti-
mization results
Figure 7: Aerodynamic optimization convergence history
Figure 8: Aerodynamic optimized geometry: left: XY plan-
form, center: Dihedral, right: Twist
4.2 Aeroacoustic optimization
• Objective: minimize weighted sum of Torque and
Acoustic Power:
Obj = w ∗ T
T0
+ (1− w) ∗ Pa
Pa0
(1)
• Constraint: maintain Lift force up to 2.08 N (Refer-
ence value for GWS80x45 at 5000 rpm)
• Design variables: same parameters than Arodynamic
optimization: 28 design variables
• Same algorithm than the one used for Aerodynamic op-
timization: SLSQP
Aero-Acoustic optimization converges in 10 iterations
as shown by Figure 11, comparison of aerodynamic forces
PowerFlow Baseline Optimized delta (%)
Torque (N/m) 0,0426 0,0319 -25.01
Lift (N) 2,0276 2,1249 4.8
Table 2: Aerodynamic optimization: PowerFlow results
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Figure 9: Aerodynamic optimization: radial forces compari-
son
Figure 10: Aerodynamic forces computed by PowerFlow:
left: Optimized, right: Baseline
(QuickCFD) and noise levels (PyFfonc) between baseline and
optimized blade is given in Table 3: Similarly to pure Aerody-
namic optimization, Drag force decreases by 28%, Lift force
is kept almost at the same level. Figure 12 compares baseline
and optimized geometries: the optimized geometry seems
quite similar to the one obtained by Aerodynamic optimisa-
tion: both shapes are compared in Figure 14: the only dif-
ferences are the twist and chord distribution near blade root.
Optimized blade reduces the noise by 1dBA, which represent
a reduction of 20.41% of the acoustic power.
4.3 Full multdisplinary optimization
Due to a lack of time this study could not been performed
yet. Nevertheless, a fonctionnal structural tool was devel-
oped: MECHA-BLADE. It will soon be integrated in GEMS
to perform aeroelastic computations. The previous two opti-
misation studies (Aerodynamic and Aero-Acoustic) will then
be performed with MECHA-BLADE-QuickCFD coupling, to
see its impact of structure on optimization results. In a sec-
QuickCFD-PyFfonc Baseline Optimized delta (%)
Drag (N) 0.3224 0.2342 -27.1
Lift (N) 2.057 2.0574 -0.01
Torque (N/m) 0,0176 0,0126 -27.84
Rot. speed (rpm) 5000.0 6196.12 23.92
Noise (dBA) 67.28 66.28
Table 3: Aero-Acoustic optimization summary
Figure 11: Aero-Acoustic optimization convergence history
ond time optimization problem are to be improved to take
into accound structural aspects: to limit vibrations or struc-
tural constraints level in the blade for instance.
5 CONCLUSION
A multi-disciplinary/multi-objective method for the
aeroacoustic optimization of MAV propeller’s blade has been
developed in this study. It was tested on a well known
propeller, the GWS80x45. First aeroacoustic optimizations
showed some very interesting results such as a decrease of
the drag force on the propeller of about 27% for an acoustic
radation reduced by 1dB. A full aero-structure-acoustics op-
timisation has still yet to be performed. The new blade design
Figure 12: Aero-Acoustic optimized geometry: left: XY
planform, center: Dihedral, right: Twist
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Figure 13: Aero-Acoustic optimization: radial forces com-
parison
Figure 14: Comparison between Aerodynamic and Aero-
Acoustic optimized geometries
will then be 3D-printed and tested in an anechoic chamber to
confront with the experiment.
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ABSTRACT
When designing a fast flying multicopter aircraft
knowledge about propellers at inclined inflow
conditions is important. To investigate this oper-
ating condition a whirl tower was built and sev-
eral propellers were tested in a wind tunnel at
angles of attack of 8◦, 15◦, 22.5◦ and 30◦. The
inflow speeds were varied between 4 m/s and
30 m/s.
The gained measurement data was used to vali-
date an in-house blade element simulation soft-
ware. The simulations were improved by adjust-
ing airfoil lift and drag polars to static propeller
measurements. Without any further adjustments
to the inclined inflow condition the simulations
showed good agreement with the measurements
of two different propellers operating at an angle
of attack. This means that it is possible for future
projects to gain significant knowledge about pro-
pellers at an angle of attack with the use of static
thrust and performance measurements without
the need for a wind tunnel.
A less complicated semi-analytical approach was
also tested to model the performance of pro-
pellers at an angle of attack. Without further
adjustments to the equations it was not possible
to achieve a good agreement with measurement
data using the simplified approach.
Some measurements were also taken with a
counter-rotating propeller arrangement (coaxial
rotors). A hypothesis is proposed that the thrust
deficit of the bottom propeller due to the influ-
ence of the top propeller is less at forward flight
conditions than at the static operating condition.
This hypothesis could be confirmed by measure-
ments but still needs further validation.
1 INTRODUCTION
In the scope of the ANWIND project a multicopter air-
craft for wind measurements near wind turbines will be de-
signed, built and tested at the University of Stuttgart’s Wind
∗Email address: molter@ifb.uni-stuttgart.de
Energy Research Group (SWE). The two main challenges in
the development process of this aircraft, called ANDroMeDA
(ANWIND Drone for Measurement and Data Acquisition)
are a reasonable performance in terms of stable flight at
windy conditions and long flight duration as well as placing
the measurement probe away from disturbances of the pro-
pellers.
Since ANDroMeDA will be hovering at wind speeds of
11m/s ((the design wind speed of a wind turbine) and above
it is important to have knowledge on how the propellers will
perform at an angle of attack and at higher inflow speeds.
Without experiences on thrust and power of inclined pro-
pellers it is even impossible to make a statement about the
resulting flight times.
For static propeller operation or propellers with a straight in-
flow (airplane operation) several open source simulation tools
exist e.g. Qprop, JavaProp, JBlade [1, 2, 3] and some mea-
surement data is also available [4]. Hence it is more or less
easy to calculate the hover performance of a multicopter rotor
in the absence of wind.
For a multicopter that is designed to be able to hover in strong
headwinds or a multicopter designed to be most efficient at
higher forward flight speeds the available simulation tools
cannot be used and propeller measurements are really rare.
Larger helicopter companies have their own in-house blade
element simulation tools. There are also commercial tools
available for example CAMRAD [5]. Since those commer-
cial tools are above the budget of most UAV projects and are
capable of much more than needed for this task the UAV de-
partment at the SWE developed a small custom made blade
element tool, called RotoCalc, which is able to simulate in-
clined propellers.
Since RotoCalc could not be validated with measurement data
in the past and since no wind tunnel measurements for in-
clined propellers are available for the desired propeller sizes
a propeller test rig, called whirl tower, was built and sev-
eral propellers have been tested at inclined inflow conditions.
Two propellers, an APC Thin Electric 13x6.5 and an Aero-
naut CAM Carbon Light 13x6 have been simulated. Because
a counter-rotating propeller configuration is also considered
for the ANDroMeDA multicopter to achieve a higher redun-
dancy another test rig was built for this propeller arrangement
additionally.
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2 DESCRIPTION OF THE TEST SETUP AND
SIMULATION ENVIRONMENT
2.1 Whirl Tower Setup
The whirl tower is shown in Figure 1 and Figure 2. It
measures propeller thrust, propeller torque, propeller RPM,
battery voltage, motor current,motor temperature and the cur-
rent ESC input signal. All measurements are transmitted to a
PC at a rate of 50 Hz. Thrust and torque measurements are
taken using low cost load cells [6] and low cost load cell am-
plifiers [7]. To make sure no aerodynamic forces will disturb
the load cells the whirl tower is covered with a clear plastic
cylinder. The RPM is determined electronically with the help
of one phase of the brushless motor.
All electronics is placed on a single circuit board included in
the whirl tower to keep cable lengths short. The whirl tower
is connected to the data acquisition laptop via bluetooth. This
ensures a galvanic isolation. The PC software (Figure 3) dis-
plays all measurements in real time. It is also possible to send
commands e.g. for taring the load cells and to control the mo-
tor power with this software.
To calibrate the torque and force measurements a special ar-
rangement of pulleys and wires has been designed shown in
Figure 2. The friction of the pulleys at loaded condition could
be determined to be less than 3 g. During calibration the max-
imum relative error in thrust was about 0.6% and the maxi-
mum relative error in torque was about 1.6%. For most load
conditions these errors were much smaller.
The RPM measurement quality is hard to characterize since it
is not known if deviations are originated in the measurement
or in the ESC and motor. After comparison with a strobe lamp
the measurement accuracy is assumed to be about ±10 RPM.
Another source for measurement errors is the whirl tower it-
self and its aerodynamic wake which is of course larger than
in the usual multicopter arrangement with a thin motor arm.
2.2 Counter-Rotating Propeller Test Setup
For the counter-rotating propellers another test setup was
used. The thrust of the upper and lower propeller is measured
separately with the same kind of load cells used for the whirl
tower [6]. The RPM of the upper and lower propeller as
well as the motor current of upper and lower motor is also
measured separately. Additionally the battery voltage is
measured. Figure 4 shows the test setup.
Unfortunately the mounting stiffness of the connection
between load cells and motors was too low so that oscilla-
tions occurred. These oscillations only occurred with the
wind tunnel running. All static tests were not influenced by
oscillations. Since the wind tunnel time was limited and the
problem was not revealed before the campaign there was no
time to improve the motor mounts. The load cell stiffness
itself is much higher than the stiffness of the motor mounts
so that thicker motor mounts, also resulting in a slightly
higher propeller distance, should eliminate this problem for
future measurements. The distance of the two propeller is
thrust load cell
torque load cell
torque arm
Figure 1: Load cell arrangement at the whirl tower.
70 mm from blade tip to blade tip in the current setup.
2.3 Wind-Tunnel Setup
The experiments described in this article were conducted
in the medium size low speed wind tunnel at the Institute
Aerodynamics and Gas Dynamics (IAG) at the University of
Stuttgart. This wind tunnel is a closed Gttinger type tunnel
with an open jet test section. The nozzle used has a diameter
of 1.0 m. Since the whirl tower and counter-rotating pro-
peller test rig are working completely independent from all
other equipment no further measurements were needed from
Figure 2: Left: Calibration Unit with a pair of torque cali-
bration weights applied; Right: Whirl tower mounted in the
wind tunnel and tilted forward.
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Figure 3: Software to control the whirl tower and save mea-
surements.
the wind tunnel except the wind speed measurement. The
wind speed measurement is accomplished with a pitot tube,
a static pressure hole and very accurate humidity and tem-
perature sensors. Since the whirl tower measurements were
averaged over time during post processing and since the wind
tunnel speed fluctuates only very little the time averaged wind
speed was transferred from hand to the whirl tower control
software and saved with each measurement file.
2.4 Simulation Software RotoCalc and Simulation Settings
The Software RotoCalc uses the blade element method as
described for example in [8] and [9]. Since this procedure is
a pretty standard approach a more detailed description is not
part of this article and only the relevant settings are described.
The induced velocity can be determined in three different
ways with RotoCalc. Two of them were used for this in-
vestigation. For the static case the well-known Blade El-
ement Combined Momentum Method (also called BEMT)
was used. This method determines an induced velocity in
a way that each annular ring of the rotor disc will produce the
same thrust whether calculated by simple momentum theory
or by two dimensional airfoil theory. More information can
be found for example in [8] or [9]. The method will result in
a non-uniform induced velocity along the blade radius.
RotoCalc is also able to use the BEMT method for an inclined
propeller. But it appeared that this results in a less accurate
agreement with wind tunnel measurements. For the inclined
propeller operation a uniform velocity along the rotor disc
resulted in a better agreement with measurement data. The
induced velocity vi at the propeller disc for a propeller in-
clined by the angle αprop and operated at the thrust T while
experiencing an inflow speed V∞ is determined by:
vi =
T
2ρApropVres
(1)
Vres =
√
(sin(αprop)V∞ + vi)2 + (cos(αprop)V∞)2 (2)
Figure 4: Counter-rotating propeller test setup with calibra-
tion weight for the bottom load cell applied.
Where Aprop is the propeller disc area and ρ is the air den-
sity. This semi-empirical equation was first formulated by
Glauert [10]. The equation cannot be solved analytically. Ro-
toCalc solves this equation numerically after each full revo-
lution using the false position method. This is done till the
thrust evaluated by Equation 1 and the the thrust evaluated by
two-dimensional airfoil theory / blade element theory con-
verge.
Tip-losses are modeled quite simple with Prandtl’s tip-loss
factor as described for example in [9]. Therefore the blade
element thrust is neglected at the thrust integration after a cer-
tain radial position. This radial position is called the effective
blade radius Re. It is decreased by the factor B. B = 0.95
was used for this simulations.
The propeller blades can be modeled in RotoCalc by several
radial positions. For each position blade chord and twist as
well as the airfoil to use can be set. Between those radial
positons RotoCalc will interpolate linearly. The number of
blade elements to use for the interpolation can be set to an ar-
bitrary number. For the APC propeller an overall number of
96 radial elements was used and for the Aeronaut Propeller an
overall number of 99 radial elements was used. A finer reso-
lution did not show any change of the simulations results.
Since the inclined propeller does not experience a rotational
symmetric inflow it also has to be discretized in the azimuth
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direction. The azimuth step size can be set freely with Roto-
Calc. For both simulations 72 azimuth steps (∆Ψ = 5◦) have
been used. A finer resolution did not change the results.
In-plane or out-of-plane bending as well as twisting of the
propeller was not considered. The propeller was modeled as
a totally rigid propeller without flapping or lagging. In Roto-
Calc different airfoils and hence different lift and drag polars
can be set up. If two different airfoils are set for two follow-
ing radial positions both airfoils will be taken into account
and RotoCalc will interpolate between the two resulting lift
and drag coefficients of both airfoils.
The airfoils are specified by look up tables with an arbitrary
number of angles of attack. To account for Reynolds num-
ber effects several lift and drag polars can be set at several
Reynolds numbers for each airfoil .
Instead of a look up table an equations can also be used to
model lift and drag. This was used to adjust the polars to a
better agreement with static measurements as described be-
low. The angle of attack for a propeller can be set between
αprop = 0
◦ (helicopter rotor in hover or climb / airplane pro-
peller) and αprop = 90◦ (helicopter rotor with parallel in-
flow).
3 STATIC PROPELLER MEASUREMENTS
As preparation for the wind tunnel measurements a num-
ber of 18 two-bladed propellers and two three-bladed pro-
pellers between 13 inch and 14 inch diameter have been tested
at static operation on the whirl tower. A complete list of
the results will not be given here. On one hand it is be-
yond the scope of this article to give an extensive propeller
market overview. On the other hand it is really hard to tell
which propeller is the best regarding the maximum thrust at a
given power or the highest figure of merit for a given thrust.
It can be said that the aerodynamic performance of most of
the propellers was not differing very much and differences
were often located in the range of measurement uncertainties.
Because the propellers are very similar regarding the aerody-
namic performance other factors like price and weight start to
play a more important role.
Two general remarks can be given: Wooden propellers had
a slightly lower figure of merit than those made of plastics.
This can be explained by their higher relative airfoil thick-
ness resulting from the lower structural strength of the ma-
terial. Expensive carbon fiber propellers could not proof to
have a better aerodynamic performance. At least not in the
range of the accuracy given by the whirl tower. But these
propellers have of course a lower weight which will result in
a higher weight remaining for the flight battery and hence in
an increased overall flight performance.
4 PROPELLER MODELING
Two different propellers were modeled for BE simula-
tions: An APC Thin Electric 13x6 and an Aeronaut CAM
Carbon Light 13x6 propeller. The geometric properties were
determined purely manual using a caliper, angle templates
and cutting the propeller at several blade positions to estimate
the used airfoils / proper airfoils to estimate the propeller per-
formance. A more sophisticated method, e.g. involving a 3D
scanner, could be used in the future of course to decrease the
remaining geometric uncertainties.
After determining airfoils with suitable thickness and cam-
ber lift and drag polars between α = −30◦ and α = +30◦
have been determined at several Reynolds numbers with the
help of the two-dimensional panel method simulation soft-
ware XFOIL [11]. To be able to adapt the simulations to
measurements by fine-tuning the polars, the XFOIL results
were then described by the following analytical equations:
cl(α) = cl0 + cla · α (3)
cd(cl) = cd0 + cd2(cl − clcd0)2 (4)
cd2 = cd2u if cl < clcd0 (5)
cd2 = cd2l if cl < clcd0 (6)
By using these coefficients it is possible to adjust a polar to-
wards higher/lower lift and higher/lower drag without editing
every single line in the polar lookup table. Modeling lift-
and drag-polars with these coefficients can also be found in
QProp [1] and therefore additionally results in the possibility
to compare static RotoCalc simulations to QProp simulations
easily.
5 FINE-TUNING OF SIMULATIONS
Figure 5 and figure 6 show the measurement results for
the APC and Aeronaut propeller in comparison with the ini-
tial and the tuned simulations. The initial simulations have
been done without any further adjustments to measurement
data. Propeller chord and twist were modeled according to
geometric measurements and the initial lift and drag polars
from XFOIL [11] runs have been used.
Those initial simulations not only suffer from uncertainties
which airfoil is really used for the actual propeller but also
the flow at a rotating propeller can be quite complex. It in-
cludes three-dimensional effects like the effect of centrifugal
force on the blade’s boundary layer, low Reynolds number ef-
fects as well as additional turbulence introduced to the bound-
ary layer by the rotating propeller. Some observations and a
comparison between BE simulations, three-dimensional CFD
simulations and an experiment can be found in [12]. Because
of this circumstances without measurement data the initial
simulations can only be seen as a first guess. To the author’s
knowledge it is also quite common for the development of
manned helicopters to adjust BE simulations to whirl tower
measurements by fine-tuning lift and drag polars.
By manually adjusting the lift and drag polars at three differ-
ent Reynolds numbers, corresponding propeller operation at
n = 2000 RPM , n = 4500 RPM and n = 7000 RPM , a
very good match between simulation and measurement could
be achieved for the static propeller operation. It has to be em-
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phasized that all this steps can be done completely without
the necessity of wind tunnel measurements.
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Figure 5: Static measurements for APC propeller in compar-
ison to the initial and the tuned BE simulation.
6 RESULTS FOR PROPELLERS AT AN ANGLE OF
ATTACK
Table 1 shows the angles of attack and inflow speeds of
all measurements taken. The inflow speeds were adjusted to
cover the steady flight operation of a multicopter.
αprop in ◦ 8 15 22.5 30
V∞ in m/s 8;11 8;11;15 12;15;20 17;20;30
Table 1: Range of the investigated operating conditions.
6.1 Propeller Performance at ANDroMeDA’s Design Oper-
ating Point
At αprop = 8◦ and αprop = 15◦ measurements as well
as simulations demonstrate, that a slightly higher thrust can
be achieved with nearly the same or only a little more power.
This can be seen in Figure 7. This fact is very satisfying since
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Figure 6: Static measurements for Aeronaut propeller in com-
parison to the initial and the tuned BE simulation.
this range of propeller angles of attack corresponds with AN-
DroMeDAs design operating point. Even with simple mo-
mentum theory the additional gain in thrust at the same power
can be observed. Equation 1 can be used to calculate the
induced velocity for an inclined propeller and hence the in-
duced power needed for a certain thrust T :
Pind = T · (V∞ · sin(αprop) + vi) (7)
Using equation 1 and equation 7 the induced power for
αprop = 15
◦ and αprop = 30◦ at different inflow speeds can
be calculated. A reduction in power can be seen for the lower
angles of attack while at higher angles of attack the induced
power will always be higher than in static operation (Figure
8). It has to be taken into consideration that for very low an-
gles of attack (αprop < 10◦) the reduction of induced power
will be greatly overestimated by Equation 1.
6.2 Agreement of Simulations with Measurements
In general the RotoCalc simulations agree very well with
wind tunnel measurements. Figure 9 depicts the worst fit at
αprop = 8
◦ and the best fit at αprop = 30◦ in case of the APC
propeller. The worst agreement is a deviation from simulated
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Figure 7: Thrust and power at αprop = 15◦ compared to static
operation.
power of 9.7 % and 11, 4 % from simulated thrust at αprop =
8◦ at V∞ = 11m/s. In most operating points the difference
between measurements and simulation is much smaller.
7 ANALYTICAL MODEL FOR INCLINED PROPELLERS
A less computational and less coding intensive approach
to model the performance of inclined propellers is given in
[8]:
CT = 0.5 · cla · σ · (θ075/3 + 0.5 · θ075 · µ2 − λ/2) (8)
CP = C
2
T · κ/(2µ) + cd0 · σ/8 · (1 + 4.6 · µ2) (9)
Where µ = V∞ · cos(αprop)/(Ωr) is the advance ratio
and λ = (V∞ · sin(αprop) + vi)/(Ωr) is the inflow ratio.
cla is the slope of the blade’s airfoil lift polar and σ is the
solidity of the rotor / propeller. θ075 is the blade’s pitch at
r = 0.75 · R and cd0 is the airfoil’s zero lift drag. κ is
an empirical factor accounting for tip-losses, losses of non-
uniform inflow and other losses. Instead of thrust and power
the dimensionless coefficients CT = T/(ρ · A · (ΩR)2) and
CP = P/(ρ ·A · (ΩR)3) are used.
Since the induced velocity vi depends on the thrust from
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Figure 8: Induced power according to Equation 1 at different
angles of attack.
equation 1 the above expression cannot be solved analytically
and the problem has to be solved numerically in an iterative
manner.
This simple approach leads to a reasonable agreement of
thrust at low angles of attack when the difference to the static
case is low. For higher angles of attack the agreement is un-
fortunately of poor quality and the thrust will be significantly
underestimated (Figure 10). The power was in general under-
estimated by this method for the investigated cases.
8 SOME OBSERVATIONS ON COUNTER-ROTATING
PROPELLER CONFIGURATIONS
In the static case the maximum thrust of the upper pro-
peller was not influenced significantly by the operation of the
lower propeller. While the thrust changed by less than 2%
the power at full throttle was increased by 6%.The bottom
propeller on the other hand was severely influenced by the
operation of the top propeller. Maximum thrust of the bottom
propeller was decreased by 30% and the power of the lower
propeller was decreased by 10%.
Some theoretical background on static counter-rotating pro-
peller operation can be found in [13]. A very simple approach
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Figure 9: Agreement between measurements and simulations
compared at αprop = 8◦ and αprop = 30◦.
of simulating the counter-rotating configuration is the simu-
lation of the upper propeller as an isolated propeller and the
simulation of the bottom propeller with a uniform inflow be-
tween vi and 2vi of the upper propeller. The highest uncer-
tainty of this method is the estimation of the upper propellers
wake decay. Some investigations on the wake of propellers
from the authors can be found in [14].
The most interesting question that arises during the develop-
ment of ANDroMeDA is how the influence of the top pro-
peller on the bottom propeller changes when the unit is oper-
ated at higher angles of attack and higher inflow speeds. Due
to strong vibrations at the test rig at forward flight conditions
the full throttle test could not be repeated in the wind tunnel
and another test methodology was applied: The bottom pro-
peller was kept at a nominal thrust of about Tbottom = 650 g
while the top propeller’s thrust was slowly increased up to
Ttop = 1000 g. This test gave some first insight views on the
behavior in forward flight conditions compared to the static
test case scenario. Table 2 compares the static test case to the
forward flight case. It can be seen that in the forward flight
case the bottom propeller suffers much less from the presence
of the top propeller.
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Figure 10: Analytical solution computed with Equation 8 and
Equation 9.
It is assumed that this fact is originated in the “cleaner”
inflow condition for the bottom propeller in the forward flight
case (Figure 11). Of course this hypothesis has to be con-
firmed by further measurements.
9 CONCLUSION AND OUTLOOK
It could be proven that static propeller measurements
alone combined with blade element simulations can be suf-
ficient to calculate the performance of a propeller in forward
flight conditions as they occur at a fast flying multicopter. The
error in the investigated operating conditions was always less
than 10% and in the most cases a lot smaller. It has been
observed that at the design operating point of the planned
vehicle, ANDroMeDA even a slightly higher thrust can be
achieved at nearly the same power than at static propeller op-
eration. This could also be explained by simple momentum
theory. As expected the thrust decreased greatly at higher an-
gles of attack and higher speeds.
Another, simpler approach to model the performance of in-
clined propellers with less computational cost and a lot less
programming effort proved to be only sufficient to predict the
thrust at moderate angles of attack. At higher angles of at-
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ESC Signal Motor Current RPM
Static Case +9 % +75 % +25 %
αprop = 15
◦; +4 % +20 % +6 %
V∞ = 11.88m/s
Table 2: Changes necessary to keep the thrust of the bottom
propeller steady at Tbottom = 650 g with the top propeller
running at Ttop = 1000 g.
tack the thrust was underpredicted while the power with was
always underpredicted this method. For future projects this
semi-analytical approach could be adjusted to simulation or
measurement data. But it seems unlikely that it is possible
to model the propeller performance of arbitrary multicopter
propellers at fast forwards speeds by this method without BE
simulations or measurements.
Tests with a counter-rotating propeller arrangement revealed
a positive effect of the propellers angle of attack and inflow
speed on the operation of the bottom propeller. While the
bottom propeller is influenced strongly by the wake of the
top propeller this deficiency decreases at an inclined opera-
tion with some inflow speed. Unfortunately the test rig for
counter-rotating propellers suffered from severe vibration so
that only a few clean measurements could be taken. The
proposed hypothesis has to be confirmed by further measure-
ments in the future.
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