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Abstract 
The problem of estimation some unknown safety and reliability characteristics using nonparametric method of Bayesian 
estimation is considered in this paper. In many cases, the expert’s opinion is the only way to obtain the priors. To construct the 
subjective priors we use some methods of elicitation and scoring. Construction of the nonparametric estimator for the uncensored 
data is based on Dirichlet process, which is key concept  in the Ferguson theory. Two examples illustrate the presented concepts 
and theorems. 
© 2014 The Authors. Published by Elsevier Ltd. 
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1. Introduction 
We consider the problem of estimation some unknown safety or reliability characteristics using the nonparametric 
method of Bayesian estimation. It is well known, that the most controversial and most criticized point of Bayesian 
estimation theory deals with the choice of the prior distribution. In many cases, the experts’ opinion is the only way 
to obtain the priors. The concept of a subjective probability play the crucial role in this case. To construct the 
subjective priors we use some methods of elicitation. The subjective probability and experts opinion in science are 
very well presented in a monograph R.M Cooke [1]. The problem of the experts’ weights is discussed by M. De 
Groot[2]. Construction of the nonparametric estimator for the uncensored and censored data is based on Dirichlet 
process, which is the  key notion in Ferguson theory [3]. Up to now the theory of Ferguson has been extended and 
many important results have been obtained [4-7]. The treatment of the censored data is an important extinction of 
this theory. The nonparametric Bayes approach to this problem was made by Susarla and Van Ryzin [7]. A 
constructive definition of the Dirichlet process was given by Sethurman [8] .  TheSethurman theorem allows 
togenerate the random process  the distribution of which is approximately equal to the  Dirichlet process with 
paramerן. We should add that mathematical basis concerning the considered problem can be found in the book [9]. 
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In  [10,11]   are presented aplication ofthis  method in reliability. 
2. Subjective priors 
A subjective probability of an event is a measure of  belief an individual person about whether a specific outcome 
is likely to occur. The subjective probability describes an individual's personal judgment about occurring a  
particular event. Subjective probabilities contain no formal calculations and past experience by a knowledgeable 
person. Numerous works is devoted to determining the probability of a particular event based on subjective 
probabilities of many people called experts. The concept of subjective probability has been extended to the concept 
of subjective probability distribution. It should be noted that the subjective probability is merely a way of 
determining the probability when there is no possibility of its assessing by methods of mathematical statistics. 
2.1. Elicitation  
The methods of elicitation and scoring allow to determine subjective probability measure. The problem of 
eliciting expert probabilities is discussed in [1]. We can   distinguish two important methods:  parametric and non-
parametric elicitation. We will explain parametric eliciting and scoring on the examples of  the Weibull distribution.  
2.2. Parametric procedure of elicitation and scoring for the Weibull distribution ࣱሺߚǡ ߣሻ 
We know that the random variable X has a Weibull distribution with parametersߚǡ ߣwhen the cumulative  
distribution function (CDF) takes the form  
ܨሺݔǢߚǡ ߣሻ ൌ ͳ െ െߣݔߚ ǡݔ ൒ Ͳǡ ߚ ൐ Ͳǡߣ ൐ Ͳ(1) 
A survival  (or reliability)  function  is given by the rule 
ܵሺݔǢߚǡ ߣሻ ൌ െߣݔߚ ǡݔ ൒ Ͳǡ ߚ ൐ Ͳǡߣ ൐ Ͳ(2) 
First, we want to estimate the unknown parameters ߚ and ߣbased on the opinion of one expert.We use elicitation  
method for two quantiles. 
 
(1) The first question for expert concerning a time ܺto accident is: For what  time  do you have ݌ͳΨ belief that 
event ሼܺ ൑ ݐͳሽ occurs (accident occurs in time interval ሾͲǡ ݐͳሿ) ?His answer is ݐͳǤ 
(2) The ekspert is asked for his estimation the value  of the random variable ܺ such that he has ݌ʹΨ  belief that 
the event ሼܺ ൑ ݐʹሽ occurs. His answer isݐʹ.  
Eliciting numbers ݐͳ  and ݐʹ   give us possibility to get the parameters ߚ and ߣ of the Weibull distribution. To 
obtain these parameters we have to to solve the system of equations.  
ͳ െ െߣݐͳߚ ൌ ݌ͳܽ݊݀ͳ െ െߣݐʹ
ߚ ൌ ݌ʹ(3) 
 where ߙ and ߣ are unknown. Finaly we obtain 
 
ߚ ൌ  ቂ
 ሺͳെ݌ͳሻ
 ሺͳെ݌ʹሻቃ
 ቂݐͳݐʹቃ
ǡߣ ൌ െ ሺͳെ݌ͳሻݐͳߚ (4) 
Equalities (4) are called the scoring rules for parameters ߚ and ߣǤ 
 
 Now, the subjective safety function obtained  by expert is 
 
ܵሺݔǢߚǡ ߣሻ ൌ െߣݔߚ ǡݔ ൒ Ͳǡ ߚ ൐ Ͳǡߣ ൐ Ͳ(5)
where  the parametersߙandߣare given byሺͶሻǤ
Estimation of the probability distribution based on the opinion of many experts is more believable than  the 
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opinion by one expert.Each expert can be attributed to the weigh   ݓ݇ ǡ݇ ൌ ͳǡǥ݉, which reflects the accuracy of 
its assessments. Different methods of constructing weights of experts are presented  by Cooke [1]. The  weihgts 
satisfy the following conditions 
ݓ݅ ൐ Ͳǡ݅ ൌ ͳǡǥ ǡ݉ǡσ ݓ݅ ൌ ͳ݉݅ൌͳ (6) 
assume now that unkown parameters ߚ and ߣare determined  on the basis of  elicitation of a set of  mexperts. 
Scoring rules for  parameters coming from eliciting opinion of many eksperts are 
 
ߚ݅ ൌ
 ቂ ሺͳെ݌ͳሻ ሺͳെ݌ʹሻቃ
൥ݐͳ
ሺ݅ሻ
ݐʹ
ሺ݅ሻ൩
ǡߣ݅ ൌ െ ሺͳെ݌ͳሻͳሺ݅ሻߚ ǡ݅ ൌ ͳǡǥ ǡ݉Ǥሺ͹ሻ
Subjective estimates of parameters ߚ and ߣhave the form 

ߚ ൌ σ ߚ݅ݓ݅݉݅ൌͳ ǡɉ ൌ ͳσ ݓ݅ߣ݅݉݅ൌͳ
 ǡ ݅ ൌ ͳǡǥ ǡ݉ሺͺሻ
2.3. Example 1 
The time to a nawigation exident of ship is a random variable ܺ which has Weibull distribution. Our aim is to 
elicite an eperts’ knowledge which allows us to assess the unknown parameters ߚ and ߣof this distribution. Assume 
that in the procedure of elicitation m = 4 experts take part  with  weight ݓͳ ൌ ͲǤʹǡ ݓʹ ൌ ͲǤ͵ǡݓ͵ ൌ ͲǤ͵ǡݓͶ ൌ
ͲǤʹǤSuppose ݌ͳ ൌ Ͳǡͷ and ݌ʹ ൌ ͲǡͻͲ. 
 
Procedure of elicitation  
 
    (1) For what  time  ݐͳ  do you believe in ͷͲΨ that the number days to the nawigation exident of a ship is not 
greater than ݐͳ? 
Experts answers  are ݐͳሺͳሻ ൌ ͷͲͲሾ݀ܽݕݏሿǡݐͳሺʹሻ ൌ ͷͷͲሾ݀ܽݕݏሿǡ ݐͳሺ͵ሻ ൌ ͸ͲͲሾ݀ܽݕݏሿǡݐͳሺͶሻ ൌ ͶͺͲሾ݀ܽݕݏሿǤ 
    (2)  For what  time   ݐʹdo you believe in ͻͲΨthat the number days to the navigation exident is not greater than 
ݐʹ. 
Experts answers are ݐʹሺͳሻ ൌ ͳʹͲͲሾ݀ܽݕݏሿǡ ݐʹሺʹሻ ൌ ͳ͵ͲͲሾ݀ܽݕݏሿǡ ݐʹሺ͵ሻ ൌ ͳ͵͸Ͳሾ݀ܽݕݏሿǡݐʹሺͶሻ ൌ ͻ͸Ͳሾ݀ܽݕݏሿ 
 
Applying (7) we obtain  
ߚͳ ൌ ͳǤ͵͹ͳ͵ʹǡߣͳ ൌ ͲǤͲͲͲͳ͵͹ͻͶǡߚʹ ൌ ͳǤ͵ͻͷ͸͸ߣʹ ൌ ͲǤͲͲͲͳͲ͵ͺͲ͸ǡ 
 
ߚ͵ ൌ ͳǤͶ͸͹ͳǡߣ͵ ൌ ͲǤͲͲͲͲͷͺʹͲͻǡߚͶ ൌ ͳǤ͵ͻͷ͸͸ߣͶ ൌ ͲǤͲͲͲͲͳͷ͹͵Ͷ͹. 
Using (8) we get 
ߚ ൌ ͳǤͶ͹ͻͶͻ͸ǡߣ ൌ ͲǤͲͲͲͲͶͷͲ͵ͷͻǤ 
 
Therefore the  subjective survival function in this case is 
 
ܵͲሺݔሻ ൌ െͲǤͲͲͲͲͶͷͲ͵ͷͻ ݔ ͳǤͶ͹ͻͶͻ͸ ǡݔ ൒ Ͳ(9) 
2.4. Parametric procedure of elicitation for the exponential distribution  ܧሺߣሻǤ 
Assume that a survival  (or  reliability)  function  is exponential with parameter ɉ 
 
ܵሺݔǢ ߣሻ ൌ െߣ ݔ ǡݔ ൒ Ͳ(10) 
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We have  to estimate the unknown parameter  ߣbased on the opinion of m experts. To get subjective estimates of 
this parameter we use elicitation  method for the  mean. 
 
(1) The question  for eksperts concerning a mean time to failure: What is the mean time to a device failure? 
Their answers areߤͳǡ ߤʹǡǥ ǡ ߤ݉ . 
Eliciting numbersߤͳǡ ߤʹǡǥ ǡ ߤ݉ allow us  to clculate the parameterߣby the rule     
 
ߣ ൌ ͳσ ݓ݅ߤ݅݉݅ൌͳ .                                                                              (11) 
  
 
2.5. Cook gaidelines forelicitation techniques 
 
Cook [1] present important gaidelines for eliciting opinions from expert which can be implemented to all 
elicitation techniques: 
x The question must be clear. 
x Prepare an attractive format  for the questions and graphic format for the answers. 
x Perform and dry run ( a dry run must be performed on a small number of eksperts). 
x An analisis must be presented during the elicitation. 
x Prepare a brief explanation of the elicitation format, and of the model for processing theresponses. 
x Avoid coaching. 
x The elicitation sesson shoul nod exceed  1 hour. 
3. Basic concepts  of Ferguson theory 
To explain the main aim of our paper we have to present some basic Ferguson’s definition and results.To define 
the Dirichlet process we ought to recall  definition of the Dirichlet distribution. 
Definition 1. Let ܼͳǡǥܼ݇  be the independent random variables whereܼ݆  has a gamma distribution ܩሺߙ݆ ǡ ͳሻ, where 
ߙ݆ ൒ Ͳ for all j, and ߙ݆ ൐ Ͳ for some ݆ǡ ݆ ൌ ͳǡǥ ǡ ݇. The Dirichlet distribution with parameter ሺߙͳǡǥ ǡߙ݇ሻ, denoted 
by ܦሺߙͳǡǥߙ݇ሻ is defined as the distribution of  the random vector ሺ ͳܻǡǥ ǡ ܻ݇ ሻ, where  
ܻ݆ ൌ ܼ݆ܼͳ ൅ڮ൅ ܼ݇ Ǥ 
Definition 2. [Ferguson(1973)].Let ሺࣲǡࣛሻ be a measurable space, . and let ߙሺڄሻ be a finite non-null measure on 
ሺࣲǡ ሻ . Let ሼܣͳǡǥ ǡܣ݇ሽ  be a partition of ࣲ , i.e. ܣͳǡǥ ǡܣ݇ א ࣛǡ ܣ݅ ת ܣ݆ ݂݋ݎ݅ ് ݆  and ܣͳ ׫ ǥ׫ ܣ݇ ൌ ࣲ . A  
Dirichlet process with parameterߙ, denoted by ࣞሺߙሻ, is a random process (random measure)ܲሺڄሻ, indexed by 
elements of ࣛ if for every measurable partition ሼܣͳǡǥ ǡܣ݇ሽǡ ݇ ൌ ͳǡʹǡǥ of ࣲ the random vector ሺܲሺܣͳሻǡǥ ǡܲሺܣ݇ሻሻ 
has a Dirichlet distribution with parameter ሺߙሺܣͳሻǡǥ ǡߙሺܣ݇ሻሻ. 
 
From the definition and the properties of Dirichlet distribution it follows that  
 
ܧሺܲሺܣሻሻ ൌ ߙሺܣሻߙሺܺሻ                                                                          (12) 
 
Definition 3. Let ܲሺȉሻ be a random probability measure on ሺܺǡࣛሻ. We say that ͳܺ ǡǥ ǡܺ݊  is a sample of size ݊ from 
ܲሺȉሻ, if for any ݉ ൌ ͳǡʹǡǥ and for the measurable sets ܣͳǡǥ ǡܣ݉ ǡܥͳǡǥ ǡܥ݊ א ܣ 
 
ܲ ൬ ͳܺ א ܥͳǡǥ ǡܺ݊ א ܥ݊ܲ ሺܣ݉ሻǡܲሺܥͳሻǡǥ ǡܲሺܥ݊ሻ൰ ൌ ܲሺܥͳሻ ڄ ǥ ڄ ܲሺܥ݊ሻǤ Ǥ(13) 

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The basic result is:  
Theorem 1. [Ferguson(1973)]. Let ܲሺڄሻ  be a Dirichlet process on ሺࣲǡࣛሻ with parameter ߙሺڄሻ and let ͳܺ ǡǥ ǡܺ݊  be 
a sample of size ݊ from ܲሺڄሻ . Then the conditional distribution of ܲ given ͳܺǡǥ ǡܺ݊  is a Dirichlet process with 
parameter ߙ ൅ σ  ݊݅ൌͳ ߜܺ݅  where ߜݔdenotes the measure giving mass one to the point x. 
 
4. Estimation of safety function 
 
Consider the problem of estimating an unknown safety (survival)  function ܵሺڄሻ  by function መܵሺڄሻ  with loss 
function  
 
ܮሺܵǡ መܵሻ ൌ න  
ܴ
ሺܵሺݔሻ െ መܵሺݔሻሻʹݔǤ 
Let ሺࣲǡࣛሻ ൌ ሺࡾǡࣜሺࡾሻሻ, and let the space of action of the statistician be the space of all probability distribution 
on ܴ represented by the safety functions. If ܲሺȉሻ is a Dirichlet process with parameterןthan the Bayes rule for 
no-sample problem is  
መܵሺݔሻ ൌ ܧ൫ܵሺݔሻ൯ ൌ ܵͲሺݔሻ ൌ ߙ൫ሺݔ ǡλሻ൯ߙሺܴሻ (14) 
 
 This function we can treat as our prior guess at the shape of the unknown safety (survival, reliability)  funcion 
ܵሺݔሻǤIn the paper we  suppose  that the  function  ܵͲሺݔሻis determined as a measure of subjective probability. 
For a sample ͳܺ ǡǥ ǡܺ݊  the Bayesian nonparametric estimator of the survival  function has the form  
 
መܵ݊ ሺݔȁ ͳܺǡǥ ǡܺ݊ሻ ൌ ݌݊ܵͲሺݔሻ ൅ ሺͳ െ ݌݊ሻܵ݊ሺݔȁ ͳܺ ǡǥ ǡܺ݊ሻ(15) 
 
where  
݌݊ ൌ ߙሺࡾሻߙሺࡾሻ൅݊ (16) 
 and  
ܵ݊ሺݔȁ ͳܺǡǥ ǡܺ݊ሻ ൌ ͳ݊ σ  ݊݅ൌͳ ߜܺ݅൫ሺݔǡλሻ൯ ൌ
ܯሺݔ Ǣܺͳǡǥǡܺ݊ ሻ
݊ (17) 
 
is  the empirical safety function.A function  ܯሺݔǢ ͳܺ ǡǥ ǡܺ݊ሻ   denotes an empirical survival function. 
 We see that the Bayes rule is a mixture of  the experts subjective  guess  at ܵሺݔሻ and the empirical safety (reliability) 
function, with the respective weights ݌݊  and ሺͳെ ݌݊ሻ. If ߙሺࡾሻ is small in compareasion with ݊, the little weight is 
given to the prior guess at ࡾ . If ߙሺࡾሻ  is large in compareasion with ݊ , thenthe little weight is given to the 
observations. 
 
5. Estimation of the mean time to accident 
 
Suppose that we want to estimate with squared error loss ܮሺܲǡ ߤƸሻ ൌ ሺߤ െ ߤƸሻʹ  the mean ߤ ൌ ׬  ݔ݀ܲሺݔሻ of the 
random distribution ܲ based on a sample ͳܺ ǡǥ ǡܺ݊  with a prior which has a finite first moment. By the theorem of 
Ferguson [3] there exists the random variable ߤ. The Bayes rule for no-sample problem is 
 
ߤƸ ൌ ߤͲ ൌ ׬  ݔ݀൫ߙሺݔ ǡλሻ൯ߙሺࡾሻ (18)        
 
For a sample ͳܺ ǡǥ ǡܺ݊  the Bayes estimator of the mean is given by the formula  
 
ߤƸሺ ͳܺǡǥ ǡܺ݊ሻ ൌ ܧሺߤȁ ͳܺ ǡǥ ǡܺ݊ሻ ൌ ݌݊ߤͲ ൅ ሺͳ െ ݌݊ሻܺ(19) 
 
 where ݌݊  is given by (16)  and  
ܺ ൌ ܺͳ൅ڮ൅ܺ݊݊ (20) 
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6. Estimation of the safety characterostic with subjective prior measure  
 
 Assume that subjective prior measure is determined  by the formula 
 
ܽ൫ሺݔǡλሻ൯ ൌ ݉െߣݔߚ ܫሾͲǡλሻሺݔሻǡ ߚ ൐ Ͳǡߣ ൐ Ͳ(21)     
 
where   mdenotes number of experts and   ܫሾͲǡλሻሺݔሻ is the indikator function of  set  ሾͲǡλሻ. It is easy to notice  that  
ן ሺࡾሻ ൌ ܽሺሺͲǡλሻሻ ൌ ݉Ǥ Than  the Bayes rule for    no-sample problem  (14) is  
 
ܵͲሺݔሻ ൌ െߣݔߚ ܫሾͲǡλሻሺݔሻߚ ൐ Ͳǡߣ ൐ Ͳ.                                            ( 22) 
 
This function  is subjectiv  prior of the unknown safety funcion ܵሺݔሻǤ 
For a sample ͳܺ ǡǥ ǡܺ݊  the Bayesian nonparametric estimator of the safety function takes the form  
 
መܵ݊ ሺݔȁ ͳܺǡǥ ǡܺ݊ሻ ൌ ݉൅݊ െߣݔ
ߚ ܫሾͲǡλሻሺݔሻ ൅ ݉൅݊
ͳ
݊ σ  ݊݅ൌͳ ߜܺ݅൫ሺݔǡλሻ൯(23) 
 
From  (18)we get a subjective mean time to accident  
 
ߤͲ ൌ ׬ ݔെߣݔߚλͲ  ൌ ߣ
െͳߚȞ ቀͳߚ ൅ ͳቁ(24) 
 
Using  (19)  and  above formula we obtain the Bayes estimator of the mean time  to accident 
 
ߤƸሺ ͳܺǡǥ ǡܺ݊ሻ ൌ ݉݉൅݊ ߣ
െͳߚ߁ ቀͳߚ ൅ ͳቁ൅
݊
݊൅݉
ܺͳ൅ڮ൅ܺ݊
݊ (25) 
 
6.1. Example 2 
 
This example is continution of  Example 1. We assume  n=3 and  real times to exident    
 
ݔͳ ൌ ͹ʹͺǡ ݔʹ ൌ ͷͺͳǡ ݔ͵ ൌ ͺ͵ʹǤ 
 
Now the value of Bayesian nonparametric estimator of the safety function (23)  takes the form  
 
෡ܵ݊ሺݔȁͳǡ ݔʹǡ ݔ͵ሻ ൌ
Ͷ
͹ 
െͲǤͲͲͲͲͶͷͲ͵ͷͻ ݔ ͳǤͶ͹ͻͶͻ͸ ܫሾͲǡλሻሺݔሻ ൅
ͳ
͹෍  
͵
݅ൌͳ
ߜݔ݅൫ሺݔǡλሻ൯

መܵ݊ሺݔȁݔͳǡݔʹǡ ݔ͵ሻ ൌ
ە
ۖۖ
۔
ۖۖ
ۓ Ͷ͹ 
െͲǤͲͲͲͲͶͷͲ͵ͷͻ ݔ ͳǤͶ͹ͻͶͻ͸ ൅͵͹ ݔאሾͲǡͷͺͳሻ
Ͷ
͹ 
െͲǤͲͲͲͲͶͷͲ͵ͷͻ ݔ ͳǤͶ͹ͻͶͻ͸ ൅ʹ͹ ݔאሾͷͺͳǡ͹ʹͺሻ
Ͷ
͹ 
െͲǤͲͲͲͲͶͷͲ͵ͷͻ ݔ ͳǤͶ͹ͻͶͻ͸ ൅ͳ͹ ݔאሾ͹ʹͺǡͺ͵ʹሻ
Ͷ
͹ െͲǤͲͲͲͲͶͷͲ͵ͷͻ ݔ 
ͳǤͶ͹ͻͶͻ͸  ݔאሾͺ͵ʹǡλሻ
ሺʹ͸ሻ

This function is shown in figure 1.  According to (25) we compute  the valueof the Bayes estimator of  the mean 
time  to accident 

ߤƸሺݔͳǡ ݔʹǡ ݔ͵ሻ ൌ
Ͷ
͹ͲǤͲͲͲͲͶͷͲ͵ͷͻ
െ ͳͳǤͶ͹ͻͶͻ͸ ߁ ൬ ͳͳǤͶ͹ͻͶͻ͸ ൅ ͳ൰ ൅
ͳ
͹ ሺ͹ʹͺ ൅ ͷͺͳ ൅ ͺ͵ʹሻǤ

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Finnaly we obtain 

ߤƸሺݔͳǡ ݔʹǡ ݔ͵ሻ ൌ ͹ͷ͵Ǥ͸ʹͺሾ݀ܽݕݏሿǤ


Fig. 1. The value of Bayesian nonparametric estimator of the safety function (26). 

 
6.2. Example  3 
 
Assume that a subjective prior measure for a reliability function of some machine is 
 
ܽ൫ሺݔǡλሻ൯ ൌ ݉െߣݔ ܫሾͲǡλሻሺݔሻǡ ߣ ൐ Ͳ(27) 
 
where   m  denotes number of experts.  Notice  that  ן ሺࡾሻ ൌ ܽሺሺͲǡλሻ ൌ ݉Ǥ Then  the Bayes rule for    no-sample 
problem  (14) is  
 
ܵͲሺݔሻ ൌ െߣ ݔܫሾͲǡλሻሺݔሻ,ߣ ൐ Ͳ .                                                           (28) 
 
We want to estimate an unknown parameter ߣ  based on the opinion ofm=2experts with weights ݓͳ ൌ
ͲǤͶǡݓʹ=0.6.To get subjective estimates of this parameter we use elicitation  method for the  mean. 
 
(1) The question  for eksperts concerning a mean time to failure of machine: What is the mean time to the 
machine failure? Their answers are ߤͳ ൌ ͵ǤͶǡ ߤʹ ൌ ͶǤ͸ሾݕ݁ܽݎݏሿ. 
 Eliciting numbers ߤͳǡ ߤʹ allow   to clculate the parameter ߣby the rule (11) 
 
ߣ ൌ ͳͲǤͶݔ͵ǤͶ൅ͲǤ͸ݔͶǤ͸ ൌ ͲǤʹͶ͵. 
 
Accordind  to (28) we get the Bayes rule for    no-sample problem 
 
ܵͲሺݔሻ ൌ െͲǤʹͶ͵ݔܫሾͲǡλሻሺݔሻ.     .  (29) 
 
Assume that the numbersݔͳ ൌ ͵Ǥʹǡ ݔʹ ൌ ͶǤͺǡ ݔ͵ ൌ ͶǤͻǡ ݔͶ ൌ ͷǤʹ are the instants of the failure. In this case the value 
of Bayesian nonparametric estimator of the survival  function (15)  takes the form  
 
መܵͶሺݔȁͳǡǥ ǡ ݔͶሻ ൌ ʹ͸ െͲǤʹͶ͵ݔܫሾͲǡλሻሺݔሻ ൅
Ͷ
͸σ  Ͷ݅ൌͳ ߜݔ݅൫ሺݔǡλሻ൯.                                   (30) 
 
For the numerical values we get 
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መܵͶሺݔሻ ൌ
ە
ۖۖ
۔
ۖۖ
ۓ
ʹ
͸ െͲǤʹͶ͵ݔ ൅
Ͷ
͸ ݔ א ሾͲǡ ͵Ǥʹሻ
ʹ
͸ െͲǤʹͶ͵ݔ ൅
͵
͸ ݔ א ሾ͵Ǥʹǡ Ͷǡͺሻ
ʹ
͸ െͲǤʹͶ͵ݔ ൅
ʹ
͸ ݔ א ሾͶǤͺǡ ͶǤͻሻ
ʹ
͸ െͲǤʹͶ͵ݔ ൅
ͳ
͸ ݔ א ሾͶǤͻǡ ͷǤʹሻ
ʹ
͸ െͲǤʹͶ͵ݔ ݔ א ሾͷǤʹǡλሻ
                                                        (31) 
 
The corresponding mean time to fuilure for the non sample problem isߤͲ=ͳߣ ൌ ͵ǤͷͳǤThe Bayes estimate of the mean  
time to failure is 

ߤƸሺݔͳǡ ݔʹǡ ݔ͵ǡ ݔͶሻ ൌ ʹ͸ ൈ ͵Ǥͷͳ ൅
Ͷ
͸ ൈ
͵Ǥʹ൅ͶǤͺ൅ͶǤͻ൅ͷǤʹ
Ͷ ൌ ͶǤͳͺ͸                                         (32) 
 
7. Conclusions 
 
The presented method of estimation enables to combine the subjective assessment of experts and the real data on 
the accidents or failures. The Bayesian nonparametric estimator of the survival function has the form  
 
መܵ݊ሺݔȁ ͳܺǡǥ ǡܺ݊ሻ ൌ ݌݊ܵͲሺݔሻ ൅ ሺͳ െ ݌݊ሻܵ݊ሺݔȁ ͳܺǡǥ ǡܺ݊ሻǡ 
 
where݌݊    andͳ െ ݌݊     denote weightswhich depend on parameter of a subjective prior  measureןand  
sample  size  ݊Ǥ The  Bayes  estimator  of  the safety (survival, reliability)  function   is a mixture of  the subjective, 
experts estimateat ܵሺݔሻ and the empirical safety function, with the respective weights ݌݊  and ሺͳ െ ݌݊ሻ. If ߙሺࡾሻ is 
small in comparison with ݊, the little weight is given to the prior guess at ࡾ. If ߙሺࡾሻ is large in comparison with݊, 
then the little weight is given to the results of observations. 
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