We estimate monetary policy rules for six central and eastern European countries (CEEC) by taking changes in the policy settings explicitly into account. Distinguishing rather fixed and more flexible exchange rate arrangements we find that for most countries exchange rates played an important role in monetary policy during the fixed exchange rate regime, whereas their influence disappears after the introduction of floating exchange rate regimes. This indicates that most countries followed their officially announced policy settings. For Slovenia and to some extent for Romania, however, we find evidence for exchange rate targeting, although they officially announced a managed float. 
Monetary Policy Rules in Central and Eastern Europe

Introduction:
The interest setting behaviour of a central bank can give important information on the objectives which are most important in its conduct of monetary policy. The analysis often focuses on the comparison of the actual setting of policy rates by central banks with what would have been predicted by the Taylor rule first proposed in 1993. The rule suggests that interest rates would be changed according to the deviation of inflation from a target and an output gap (Taylor, 1993 , Svensson 1999 . The empirical literature on industrial countries has grown significantly during the past decade and often concludes that the most successful central banks in large industrial countries have followed such a rule (Clarida et al. 1998 ). Regime shifts, however, seem to matter. Kahn and Parrish (1998) , for example, find that significant structural breaks in the monetary policy reaction function occurred, after New Zealand and the UK introduced inflation targeting. In both countries the significance of the exchange rate lost importance.
Research in the context of emerging market economies is of more recent origin. An important finding is that central banks in emerging market economies tend to look beyond inflation and focus on other objectives as well, most prominently on exchange rate changes. Filosa (2001) examines the interest setting behaviour of selected central banks in more advanced Asian and Latin American emerging market economies. Many of them react strongly to exchange rate changes, although shifts in the monetary regime make it difficult to assess the relative importance placed by countries on inflation control and external equilibrium. Mohanty and Klau (2004) find that many central banks in their sample of emerging market economies change interest rates systematically in response to exchange rate changes, in some, the response is even found to be stronger than that to the inflation rate or the output gap. Corbo (2002) analyses monetary policy rules for selected countries in Latin America. His results indicate that these central banks look beyond just inflation to take into account other variables, which often are spelled out in their charter. In case of Chile, for example, the ratio of the current account deficit to GDP seems to be important in deciding the stance of monetary policy, in case of Costa Rica and Peru, it is both the output gap and the real exchange rate.
The treatment of exchange rate changes in monetary policy rules is also discussed in the theoretical literature. Ball (1999 Ball ( , 2002 argues that pure inflation targeting without explicit attention to the exchange rate is dangerous in an open economy, because it creates large fluctuations in exchange rates and output. In an open economy, the effects of exchange rates on inflation through import prices is the fastest channel from monetary policy to inflation, and so inflation targeting implies that it is used aggressively. Large shifts in the exchange rate, however, produce large fluctuations in output. In his opinion policymakers in open economies should modify a Taylor-like reaction function to give a role to the exchange rate: Their policy instrument should be a Monetary Condition Index (MCI) based on both the interest rate and the exchange rate. As a target variable, policymakers should choose "long-run inflation" -an inflation variable purged of the transitory effects of exchange rate fluctuations. Svensson (2000) compares strict inflation targeting (when stabilizing inflation around the inflation target is the only objective for monetary policy) with flexible inflation targeting (when there are additional objectives for monetary policy). His results also indicate that strict inflation targeting implies a vigorous use of the direct exchange rate channel for stabilizing (CPI-) inflation at a short horizon. In contrast, flexible inflation targeting ends up stabilizing inflation at a longer horizon, and thereby also stabilizes real exchange rates and other variables to a significant extent. In comparison with the Taylor rule, the reaction function under inflation targeting in an open economy responds to more information, in particular to foreign disturbances. Taylor (2001) argues that a monetary policy rule that reacts directly to the exchange rate, as well as to inflation and output, sometimes works worse than policy rules that do not react directly to the exchange rate and thereby avoid more erratic fluctuations in the interest rate. In Taylor (2002) , however, he points out that monetary policy in open economies is different from that in closed economies. Open-economy policymakers seem averse to considerable variability in exchange rate. In his view they should target a measure of inflation that filters out the transitory effects of exchange rate fluctuations and they should also include the exchange rate in their policy reaction functions. He leaves open to further research, whether the exchange rate should appear on the left-or the right-hand side of the rule -that is, whether the policy instrument should be an interest rate or an MCI.
In our study the emphasis is on positive or descriptive rather than normative aspects of policy analysis. We want to obtain some evidence about interest rate setting behaviour in a group of emerging market economies in Central and Eastern Europe. It includes the Visegrád Group (the Czech Republic, Hungary, Poland and Slovakia) and Slovenia and Romania. It thus focuses on new EU member countries and EU accession and candidate countries in Central and Eastern Europe that have either moved from fixed to more flexible exchange rate regimes (the Visegrád Group) or that have already pursued a fairly flexible exchange rate regime since the early stages of transition (Romania and Slovenia) 1 . We analyse the role of the exchange rate by looking at the interest rate setting behaviour of the central bank and to what extent the interest rate setting behaviour has taken exchange rate developments into account. The paper thereby sheds some light on the discussion to which extent the interest setting behavior of these central banks complies with the "fear of floating" hypothesis, as analyzed by Reinhart (2000) and Calvo and Reinhart (2002) .
2
A central bank that changes interest rates systematically in response to inflation and also to exchange rate shocks is more likely to support evidence on this hypothesis. Furthermore, the analysis takes into account shifts in monetary policy regimes that have occurred in most countries of the sample. . Romania and Slovenia officially declared managed floating exchange rate regimes during the entire sample period. Whereas Romania never officially declared any monetary policy strategy, Slovenia pursued different forms of monetary targeting and later on moved to a two-pillar strategy akin to the strategy of the European Central Bank. Table 2 shows the evolution of exchange rate arrangements in the CEEC under consideration. Apart from Romania and Slovenia which officially claimed to have had managed floating regimes during the total sample period, the CEECs have successively moved from rather fixed to more flexible exchange rate regimes by widening the exchange rate bands over time. Thus, officially the role of the exchange rate has declined over time or never has played a significant role in the monetary policy strategies of the respective countries. Nevertheless, it still may have been of an implicit significance in monetary policy strategies.
1 For the choice of exchange rate regimes in transition economies see Hagen and Zhou (2005) . 2 For Central and Eastern European countries, for example, Schnabl (2004) . 3 For some general considerations on inflation targeting in the case of Poland see Christofferson et al. (2001) .
- INSERT TABLE 1 ABOUT HERE --INSERT TABLE 2 ABOUT HEREAs a first approach we look at correlation coefficients in order to investigate whether there is a closer relationship between short-term interest rates and inflation or short-term interest rates and exchange rates. In table 3 the results are given for inflation (π), real effective exchange rates (REER), and exchange rates to the respective anchor currency or basket of anchor currencies (anchor). Inflation is measured as yearly changes of consumer price indices, for exchange rates we look at monthly changes.
During fixed exchange rate regimes the correlation coefficient between interest rates and exchange rates to the anchor would be negative if the authorities changed interest rates in order to hold the exchange rate inside the band, i.e. a depreciation of the domestic currency (a decrease of the exchange rate to the anchor) would imply an increase of the interest rate.
During flexible exchange rate regimes the countries may have implicitly followed an exchange rate target, for these central and eastern European countries it presumably has been an exchange rate target to the D-mark or the euro or to the REER. Indeed, apart from Slovakia the correlation between the interest rate and the exchange rate is negative during fixed exchange rate regimes, however, not always closer than the correlation between the interest rate and inflation. The correlation declines during the flexible exchange rate period. Thus, the evidence broadly supports the impression, that the role of the exchange rate decreased after official shifts to more flexible regimes. In order to analyse this question more deeply and in order to detect implicit exchange rate targeting we move on to the estimation of interest rate reaction functions in the next section.
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Estimation of Taylor-Rules for Open Economies
Following the seminal paper by Taylor (1993) , it has become common practice to model monetary policy decisions as simple linear feedback rules linking the central bank's interest rate decision to the output gap and inflation
where i is the short-term nominal interest rate set by the central bank, π is the inflation rate, π* is the inflation target of the central bank and y is the percent deviation of real GDP from its target, the output gap. Clarida et al. (1998) have generalised the interest-rate rule to a class of policy rules that explicitly include forward-looking elements and Taylor (2001) discusses open-economy monetary policy rules, which take into account the role of the exchange rate.
Our approach includes these elements into two estimation functions.
A positive intercept captures the unknown long-run real interest rate. π t+12 is the actual inflation rate 12 months ahead and serves as a proxy for expected inflation. The coefficients α 1 and α 2 reflect the extent to which the central bank responds to deviations of expected inflation and output from their respective targets (in case of inflation, the target is either assumed to be zero or it corresponds to the announced inflation target). α 5 captures the degree of interest rate smoothing. Traditional explanations for smoothing interest rate changes include, for example, fear of disrupting capital markets, loss of credibility from sudden large policy reversals or the need for consensus building to support a policy change (Clarida et al., 1998) . The so-called "Taylor principle" then requires α 1 /(1-α 5 ) to be larger than 1. In this case the central bank's response to a deviation of inflation from target does not only entail an increase in the nominal but also in the real interest rate.
The exchange rate s is measured either as a real effective exchange rate, s REER , in equation (1) One interpretation of thes rule of thumb discussed by Taylor (2001) and Obstfeld and Rogoff (1995) is the first case, in which α 3 is less than zero and α 4 is equal to zero (assuming a lag α 4 is less than zero and α 3 is equal to zero). Then a higher than 'normal' exchange rate would call on the central bank to lower the short-term interest rate, which presumably would represent a "relaxing of monetary policy". Furthermore, if α 4 is positive and α 3 is negative but greater in absolute value than α 4 , the second case in table 4, the initial interest rate reaction is partially offset in the next period. Another interpretation of the rule of thumb discussed by Taylor (2001) and Obstfeld and Rogoff (1995) is the third case, in which α 3 < 0 and α 4 = -α 3 ; then the interest rate reacts to the change in the exchange rate. Assuming that the exchange rate is mean reverting implies that it does not have any significant impact on the central bank's inflation forecast. However, if shocks to the exchange rate are large and persistent and the central bank places a higher weight on exchange rate stability we would expect significant negative coefficients on both the current and lagged values of the exchange rate. The fourth case is therefore the only case which reflects exchange rate targeting in its narrow sense.
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In line with Clarida et al. (1998) we estimate the parameter vector using generalized method of moments (GMM). The instrument set includes lagged values of output, inflation, interest rates and the growth rates of the other countries in our data set. Each of these variables is potentially useful for forecasting inflation and output and is exogenous with respect to the interest rate.
Data and Estimation Results
We analyze monthly data for the Czech Republic, Hungary, Poland, Romania, Slovakia and Slovenia. All data apart from the REER for Slovenia is from the IMF's "International at all or not publicly available. In order to partly overcome this problem we use GDP growth and not the output gap. Gerberding et al. (2004) have shown that there is a sizable bias in the real-time estimates of the output gap and that this can be an argument for policy-makers in favour of using differences rather than levels. These findings are in line with Walsh (2004) who presents evidence that "difference rules" may perform well in the presence of imperfect information about the level of potential output.
As a first step we estimate equations (1) and (2) (1)) and Slovakia. The results for the coefficients on the exchange rate provide only for Romania and Slovenia evidence for exchange rate targeting.
The results for the whole sample period overlook different exchange rate and monetary policy regimes. Therefore we repeat the calculations for the different subperiods. As CEECs changed their exchange rate regimes frequently and some of the arrangements only lasted for few months (see table 2), one has to aggregate some of the subperiods. We do this by classifying all (official) exchange rate regimes with bandwidths up to 10 per cent as fixed exchange rates, whereas we refer to all other exchange rate regimes (free and managed floats as well as Hungary's peg to the Euro with ± 15 per cent) as floating exchange rates. In table 2 all periods which we classify as fixed are shadowed. Although this classification is quite rough, we will show that we gain substantial additional insights into the CEEC's monetary policy settings.
For the Czech Republic (table 6) we identify a fixed exchange rate regime between 1994
and May 1997, and a managed float after 1997. Considering subperiods has substantial effects on the role of inflation and the exchange rate. The model now matches the exchange rate and monetary policy much better. During the fixed exchange rate regime we find that both α 3 and α 4 are negative, indicating that a depreciation of the exchange rate goes along with an increase in the Czech interest rate. This is in line with the Czech Republic's official policy settings. The specification of the policy rule slightly affects the results: For equation (1) (the real exchange rate specification) only α 3 is significant, whereas for equation (2) (the anchor currency exchange rate) both, α 3 and α 4 , are significantly negative and therefore match the officially announced exchange rate regime. The similarity may be due to the Czech's choice of the exchange rate basket, consisting of the Deutsche mark and the US dollar, which at the same time reflect a major part of the (though nominal) effective exchange rate. In contrast, the output and the inflation coefficients are not significant and the inflation coefficient is even wrongly signed. The results for the fixed exchange rate period reflect the dominance of the exchange rate objective over domestic objectives. For the flexible exchange rate regime, in contrast, we only find marginal influence of the exchange rate (in terms of the coefficient α 3 ) in equation (2). Interestingly the coefficients for inflation suffer from low significance, which may be due to the comparatively short sample period of only approximately seven years (n=83). Furthermore we modify the Taylor rules by using the deviation of the inflation rate from the forecast in the Czech National Bank's (CNB's) inflation report. The results are given in columns 7 and 8 of table 4. Interestingly for equation (2) we still find some influence of the exchange rate as described by case (3) in table 4, indicating that the CNB still tries to smooth the exchange rate movements, though the coefficient for inflation remains insignificant.
- INSERT TABLE 6 ABOUT HEREFor Hungary the estimation for the whole sample period was least successful. Table 7 shows that re-classifying the sample period again improves the results: For the fixed exchange rate period from 1994 to 2000 we find significant coefficients for the inflation and the exchange rate (α 3 , α 4 <0) in equation (2). Therefore the monetary policy prior to 2000 can be characterized as exchange rate targeting with explicit consideration of inflation, thus confirming the view by Golinelli and Rovelli (2002) . In contrast, in the flexible exchange rate regime we find that the interest rate is mainly determined by output, whereas the role of the exchange rate is ambiguous: We find some reaction to the movements of the HUF/EUR exchange rate (col. 6) with α 3 <0, α 4 <0. This result is quite meaningful, as the Hungarian National Bank (MNB) still manages the forint, shadowing ERM2. Following the approach for the Czech Republic, we re-estimate the monetary policy rules for the inflation targeting period with deviations of the realized from the forecasted inflation rate. Here we hardly find any influence of the exchange rate, hinting at a less important role of the exchange rate in Hungary's nowadays monetary policy.
-INSERT (2), in which the (lagged) exchange rate becomes significant. The impression is still that the NBP put much weight on inflation and output as domestic objectives. After the NBP abandoned the fixed exchange rate regime and introduced inflation targeting, we find significant and increased weights for inflation only. Output as well as the exchange rate becomes insignificant. Thus, regarding the interest setting behaviour the NBP seems to be a true inflation targeter during the recent years. The significance of the inflation coefficient, however, gets lost when we again apply deviations of realized from forecasted inflation rates.
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For Romania some specific methodological issues need to be discussed. First, Romania has never pursued a formal peg to any currency or basket. Therefore it is necessary to consider the Euro as well as the US dollar as a possible anchor currency for the Romanian leu 6
. Therefore, we consider the exchange rate of the ROL against the Euro as well as against the US dollar in our estimations. Second, Romania never changed its official exchange rate regime pursuing a managed float since 1994. There is, however, recent empirical evidence that there was a substantial change in the Romanian exchange rate system between 1998 and 1999 (Frömmel and Schobert, 2006) . Therefore we split the sample at this time and estimate the equations for both subperiods. The results are given in table 9. We find that the influence of the exchange rate is very strong during the first subperiod. The interest rate reacts strongly to both, changes in the Euro and the US dollar. During the second subperiod, however, this relation becomes weaker, being significant for the lagged exchange rate only. Therefore our 6 The particular importance of the US dollar for Romania may be best described by the fact that mineral products account (in 2005) for 15.3 per cent of all imports and 10.9 per cent of all exports (Romania National Institute of Statistics, 2005) .
results are in favour of a Deutsche mark and US dollar basket until 1998 with only little influence of the exchange rate on the interest rate afterwards.
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The results for Slovakia (table 10) are least encouraging. While we find some counterintuitive significant coefficients during the fixed exchange rate period, there is not any significant coefficient other than the lagged interest rate after Slovakia abandoned the koruna's peg in 1998. The result, however, is in line with the observation, that Slovakia's monetary policy can be best described as "implicit inflation targeting with a significant amount of discretion" (Beblavý, 2002) , which makes it difficult to find systematic and stable relations between interest rates and other variables.
-INSERT (1994-2000 and 2001-2005) .
We find significant coefficients for the Euro exchange rate until 2000, whereas for the period 2001-2005 the real exchange rate turns out to be significant (table 11) . For the second subperiod we also find an additional significant contribution of the inflation rate next to the exchange rate for equation (1). Furthermore, the coefficient for the changes in money is significantly positive for all estimations but one.
We interpret the results from the subperiods for Slovenia as evidence for implicit pegging of the tolar to the Euro during the first subperiod and to real exchange rate during the second subperiods, which is in line with recent empirical research 8 .
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Conclusions
Many central banks in emerging market economies pay special attention to exchange rate movements, even though they do not officially claim to target the exchange rate. This 
