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For a vector-valued Markov decision process with discounted reward criterion,
we introduce a new class of policies called the semi-stationary policies and show
that an optimal semi-stationary policy that attains the extreme points of the set of
rewards induced by all policies can be described as a combination of optimal
stationary policies. Q 1996 Academic Press, Inc.
1. INTRODUCTION
We are concerned with vector-valued Markov decision processes with
discounted reward criterion, where the state space and the action space
are finite. The optimality is defined by the concept of Pareto optimality,
i.e., a policy is optimal if and only if for each initial state, its reward is an
efficient point of the set of rewards induced by all randomized, history-re-
.membering policies in the sense of Pareto.
Generally, many solutions exist in vector optimization problems. How-
ever, we have endeavored to find the simplest solutions, i.e., optimal
 .deterministic stationary policies for vector-valued Markov decision pro-
cesses. The purpose of this note is to show that there exists a wider,
significant class of optimal policies.
For each initial state, the set of rewards induced by all policies is a
polytope, and its extreme points correspond to the rewards of stationary
policies. Moreover, there exists an optimal stationary policy. However,
there does not necessarily exist a stationary policy that attains a prescribed
efficient extreme point for each initial state; such points can be attained
only by nonstationary policies. From this consideration, we can see that
there exists a significant class of nonstationary policies. Hence we intro-
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duce a new class of policies called the semi-stationary policies and show
that an optimal semi-stationary policy that attains the extreme points of
the set of rewards induced by all policies can be described as a combina-
tion of optimal stationary policies.
2. THE VECTOR-VALUED MARKOV DECISION PROCESS
Let Rm denote the m-dimensional Euclidean space. We shall adopt the
 .standard convention for inequalities: given a s a , . . . , a , b s1 m
 . mb , . . . , b g R , define a P b if and only if a P b , k s 1, . . . , m;1 m k k
a G b if and only if a P b and a / b; a ) b if and only if a ) b ,k k
k s 1, . . . , m. Similarly, O , F , and - are defined. For a nonempty
subset U ; Rm, a point x g U is said to be an efficient point of U when
 .x O y for some y g U implies x s y. We denote by e U the set of all
efficient points of U.
 .The vector-valued Markov decision process VMDP is defined by the
 4following: S s 1, 2, . . . , N , the state space; A is a finite set, the action
 .  < .space, and A i is the permissible set of actions in state i g S; p j i, a ,
 .i, j g S, a g A i , is a stochastic kernel on S given Gr A, the transition
 . <  .4  .  1 . m ..law, where Gr A s i, a i g S, a g A i ; r i, a s r i, a , . . . , r i, a
g Rm is the vector-valued reward function on Gr A; b is a number
 .0 O b - 1 , the discount factor.
Let H s S and H s Gr A = H , n P 1 Then, H is the set of all1 nq1 n n
possible histories of the system when the nth action must be chosen. A
 4policy p is a sequence p , p , . . . , where p is a stochastic kernel on A1 2 n
  . < .given H . It is assumed that p A i h s 1 for all histories h sn n n n n
 . i , a , i , . . . , i g H . We denote by P the set of all policies. A de-1 1 2 n n
.  4terministic stationary policy is a sequence f , f , . . . , f g F, where F is the
 .  .set of all mappings f from S to A such that f i g A i , i g S. We denote
such a policy by f ` and the set of all stationary policies by P . LetD
H9 s A = S = A = ??? . Then any policy p defines a probability measure
 < 4  w x.p ? i on H9 for any i g S see, e.g., Hinderer 2 .p 1 1
 .We define the expected total discounted reward for policy p as
`
ny1I i s E b r i , a i , i g S, .  .p 1 p n n 1 1
ns1
w < x  < 4where E ? i denotes the expectation with respect to p ? i . We setp 1 p 1
 .   .4  .V i s D I i , i g S. Obviously, V i , i g S, are bounded sub-1 p g P p 1 1 1 1
m  .   .4` `sets of R . We also set V i s D I i , i g S. A policy p * isD 1 f g P f 1 1D
 .   ..said to be i -optimal in VMDP if I i g e V i . If a policy p * is1 p * 1 1
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i -optimal for all initial states i g S, then it is said to be optimal in1 1
VMDP.
3. THE RELATED SCALAR-VALUED NONSTATIONARY
DYNAMIC PROGRAM
 . mFor each i g S, we choose a vector c i g R and consider a nonsta-1 1
  ..tionary dynamic program NDP c defined by the same data as in VMDP
c .   .  .:  :except for reward function r i , i , a s c i , r i , a , where x, y1 n n 1 n n
m denotes the inner product of x, y g R . Then the expected total dis-
.  .counted reward in NDP c is defined for policy p as
`
ny1 cJ i s E b r i , i , a i , i g S. .  .p 1 p 1 n n 1 1
ns1
 .   .  .:Note that J i s c i , I i , i g S. If we choose a constant vector c,p 1 1 p 1 1
 .then we have the ordinary Markov decision process MDP c with reward
c .   .:function r i, a s c, r i, a . A policy p * is said to be i -optimal in1
 .  .  .NDP c if J i P J i for all p g P. If a policy p * is i -optimal for allp * 1 p 1 1
 .initial states i g S, then it is said to be optimal in NDP c .1
 w x.  .PROPOSITION 3.1 Wakuta 4 . For each i g S, V i is a compact1 1
con¨ex set generated with finitely many extreme points that are induced by
 .  .stationary policies, i.e., V i s co V i , where co stands for the con¨ex hull1 D 1
of a set.
 . Since V i is a polytope, we have the following proposition cf. Yu1
w  .x.5, Theorem 8.5 ii .
PROPOSITION 3.2. A policy p * is i -optimal in VMDP if and only if it is1
 .  .  .i -optimal in NDP c , where c i ) 0 and c i , i / i , are arbitrary. More-1 1 1
 .o¨er, a policy p * is optimal in VMDP if and only if it is optimal in NDP c ,
 .where c i ) 0 for all i g S.1 1
 w x.PROPOSITION 3.3 Wakuta 4 . There exists an optimal stationary policy
in VMDP.
4. SEMI-STATIONARY POLICIES
 .By Proposition 3.1, V i is a polytope, and there exists a stationary1
 .policy corresponding to each extreme point of V i . However, as Example1
4.1 below shows, there does not necessarily exist a stationary policy that
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attains a prescribed efficient extreme point for each initial state; such
points can be attained only by nonstationary policies. Now we shall
introduce a new class of policies as follows:
 .   i..`i A stationary policy f is assigned to each initial state i g S;
 .   i..`ii If the system starts from the initial state i g S, then f is
employed.
 1..`  N ..`.   i..` `We denote this policy by f , . . . , f . In particular, if f s f ,
 1..`  N ..`. `i s 1, . . . , N, then f , . . . , f s f . On the other hand, the policy
 4introduced here can be represented as a sequence f , f , . . . , where f is a
 .  .mapping from S = S to A such that f i , i g A i , i , i g S.1 n n 1 n
Now we shall recall the classes of policies considered in the literature
 w x.cf. Strauch 3 :
 .  4i The stationary policy is a policy p s f , f , . . . , where f is a
 .  .mapping from S to A such that f i g A i , i g S.
 .  4ii The Markov policy is a policy p s f , f , . . . , where f is a1 2 n
 .  .mapping from S to A such that f i g A i , i g S.n n n n
 .  4iii The semi-Markov policy is a policy p s f , f , . . . , where f is1 2 n
 .  .a mapping from S = S to A such that f i , i g A i , i , i g S.n 1 n n 1 n
Randomized versions of these types of policies are similarly defined by
stochastic kernels. The relation between the policy introduced above and
the stationary policy corresponds to that between the semi-Markov policy
and the Markov policy. Hence we refer to the policy introduced above as
the semi-stationary policy. The randomized semi-stationary policy can also
be defined by a stochastic kernel. The hierarchy of policies can be
described as
semi-stationary
stationary semi-Markov general.
Markov
We denote by P the set of all semi-stationary policies. Then, P can beSS SS
 .interpreted as P = ??? = P N factors .D D
The following proposition is direct from Proposition 3.1.
 .PROPOSITION 4.1. Let a be an arbitrary efficient extreme point of V i ,i
 1..`  N ..`.i g S. Then there exists an optimal semi-stationary policy f , . . . , f
 . i. `such that I i s a , i g S. f . i
  i..`In this proposition, each f is of course i-optimal. Now we shall
prove the following theorem.
 .THEOREM 4.1. Let a be an arbitrary efficient extreme point of V i , i g S.i
 1..`  N ..`.Then there exists an optimal semi-stationary policy f , . . . , f such
 .   i..` i. `that I i s a , i g S and each f is optimal. f . i
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We need the following lemma.
LEMMA 4.1. Let P be a polyhedron in Rm containing the origin 0 as a
m  4¨ertex and K the nonnegati¨ e orthant of R . If P l K s 0 , then there exists
 :   4.a ¨ector c ) 0 such that c, p - 0 for all p g P _ 0 .
w x  .Proof. Denote by c P y K the conical hull of P y K . Then,
w x  4 w x w xc P y K l K s 0 , and c P y K is pointed, i.e., c P y K l
 w x.  4  w x.qyc P y K s 0 . Hence, int c P y K / B, where int A is the inte-
q  <  : 4rior of a set A and A s a9 a9, a P 0, a g A , the dual cone of a
w xset A. By the cone separation theorem in Borwein 1, Proposition 2 ,
 w x.q q  :there is a vector c* g int c P y K with yc* g K and c*, p ) 0
 w x  4.  :   4.for all p g c P y K _ 0 . Then, y c*, p - 0 for all p g P _ 0 .
w x  .q  w x.qMoreover, since c P y K > yK, yK s yK > c p y K . Then,
 .  w x.qint yK s yint K > int c P y K . Hence, yc* g int K. Thus,
c s yc*is the desired vector.
Proof of Theorem 4.1. Let i g S be arbitrarily fixed and ¨ an efficient1
 .extreme point of V i . Then, by Lemma 4.1, there exists a vector c ) 01
 :   .:  :   .:such hat c, ¨ P c, I i for any p g P and c, ¨ ) c, I i forp 1 p 1
 .  .  :any p g P satisfying I i / ¨ . Consider an MDP c . Then, c, ¨ is thep 1
 .optimal reward in MDP c when the system starts from i g S. Since there1
 .  :exists an optimal stationary policy in MDP c , c, ¨ is the reward of a
`  :   .:certain optimal stationary policy, say, f , i.e., c, ¨ s c, I i . By thef * 1
 . ``property of c, I i s ¨ . By Proposition 3.2, f is optimal in VMDP.f 1
Thus the proof is completed.
We shall give an example that illustrates Theorem 4.1.
EXAMPLE 4.1. Consider the following two-state VMDP:
 4  4S s 1, 2 ; A s A 1 s A 2 s 1, 2 ; .  .
p 1 N 1, 1 s p 2 N 1, 2 s p 1 N 2, 1 s p 2 N 2, 2 s 1; .  .  .  .
r 1, 1 s 0, 0 , r 1, 2 s 1, 0 , r 2, 1 s 1, 0 , r 2, 2 s 0, 1 ; .  .  .  .  .  .  .  .
0 - b - 1.
` ` ` `  .There are four stationary policies: a , b , g , and d such that a 1 s 1,
 .  .  .  .  .  .  .a 2 s 1, b 1 s 1, b 2 s 2, g 1 s 2, g 2 s 1, d 1 s 2, and d 2 s 2.
The rewards of these policies are
I ` 1 s 0, 0 , I ` 2 s 1, 0 , .  .  .  .a a
I ` 1 s 0, 0 , I ` 2 s 0, 1r 1 y b , .  .  .  . .b b
I ` 1 s 1r 1 y b , 0 , I ` 2 s 1r 1 y b , 0 , .  .  .  . .  .g g
I ` 1 s 1, br 1 y b , I ` 2 s 0, 1r 1 y b . .  .  .  . .  .d d
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 .Each policy attains the extreme points of V i , i s 1, 2. There are two
optimal stationary policies g ` and d `, and four optimal semi-stationary
 ` `.  ` `.  ` `.  ` `.  ` `.policies g , b , g , d , d , b , and d , g . We can see that g , b
 ` `.  ` `. `and g , d have the same reward and that d , b and d also have the
 .same reward. That is, all combinations of efficient extreme points of V i ,
` `  ` `.  ` `.i s 1, 2, can be attained by g , d , g , d , and d , g . Note that
 ` `.  ` `.g , d and d , g cannot be replaced with any stationary policy. More-
 ` `.  ` `.over, g , d and d , g are combinations of optimal stationary policies
g ` and d `.
 .Remark 4.1. Any extreme point of V i corresponds to the reward of a1
stationary policy. But the converse does not hold in general, which can be
easily seen from a one-state VMDP.
5. CONCLUSION
We have introduced a new class of policies called the semi-stationary
policies and have described the hierarchy of policies.
Let E ; Rm= N denote the set of rewards of all optimal stationaryS
policies, E ; Rm= N the set of all combinations of efficient extremeX
points, and E ; Rm= N the set of rewards of all optimal semi-stationaryC
policies described as a combination of optimal stationary policies. Then we
 .  .  . have shown that i E o E by Example 4.1 , ii E o E by RemarkX S S X
.  .  . 4.1 , iii E ; E by Theorem 4.1 . Obviously, E ; E . Hence, E jX C S C S
.E ; E . Since we can find all optimal stationary policies in VMDP byX C
w xan algorithm presented in Wakuta 4 , we can determine the set E .C
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