Nowadays, many real-world applications of our daily life generate massive volume of streaming data at a higher speed than ever before, to name a few, Web clicking data streams, sensor network data and credit transaction streams. Contrary to traditional data mining using static datasets, there are several challenges for data stream mining, for instance, finite memory, one-pass and timely reaction. In this survey, we provide a comprehensive review of existing multi-label streams mining algorithms and categorize these methods based on different perspectives, which mainly focus on the multi-label data stream classification. We first briefly summarize existing multi-label and data stream classification algorithms and discuss their merits and demerits. Secondly, we identify mining constraints on classification for multi-label streaming data, and present a comprehensive study in algorithms for multi-label data stream classification. Finally, several challenges and open issues in multi-label data stream classification are discussed, which are worthwhile to be pursued by the researchers in the future.
I. INTRODUCTION
In today's world, many organizations generate massive data at an unprecedented high speed. For example, just in one day, Google processes over 3.5 billion searching records, 1 NASA satellites produce about 4 Terabyte images data, 2 and WalMart supermarkets generate over 20 million transaction records. 3 Google and Yahoo as two representative search engines will process millions of query streams every day. Thus, many researchers have focused on query stream mining [1] , [2] to provide better searching results for users. Meanwhile, online social networks such as Twitter and Tencent Weibo have attracted more attention, which generate a huge number of online data streams, including texts, images and videos, etc [3] - [7] . These data are of the following new characteristics, such as high-volume, high-velocity, concept drift and especially multi-label, and we call them multi-label data streams. The research problem of new ''intensive data''
The associate editor coordinating the review of this manuscript and approving it for publication was Anandakumar Haldorai. 1 http://www.internetlivestats.com/google-search-statistics/ 2 http://data.nasa.gov/about/ 3 http://wikibon.org/blog/big-data-statistics/ is, how can we build a classification model over the infinite, continuous, rapid, time-evolving and multi-label data streams with a requirement of strict time? Due to the large scale of these data, they cannot fit in main memory. Secondary storage devices are hence used to store these data. And correspondingly, it is hard to access these data randomly regarding time and space costs. Thus, data stream mining first aims to learn from the increasing instances linearly. Besides, with the incoming of new instances in data stream, the generated model must adapt to the data distribution of new instances while removing the information hidden in outdated data. And it is ineffective and inadequate of retraining the model merely using new data. Hence, with the arrival of each instance in data stream, the generated model can be updated incrementally, which is another goal of data stream mining. According to the categories of traditional data mining, there are various mining tasks on data streams, such as data stream classification, data stream clustering, etc. In this survey, we mainly concentrate on the multi-label data stream classification, as it is the most frequent form of data mining and a well-populated research topic. Classification is a process of labeling unknown data, which usually includes two VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ steps, namely, training a general model from the training data set with known attributes and associated labels, and adopting trained model to predict labels of new data instances. Readers can obtain a more detailed introduction to traditional data mining in a book written by Han and Kamber [8] .
In recent years, several surveys of data stream mining have been provided, which introduce details of various data stream algorithms. For instance, theoretical foundations and basic algorithms of data stream mining are reviewed by Gaber et al. in [9] ; Regarding the data stream classification, researchers introduced the surveys related to an algorithm based on decision tree [10] , an ensemble classifier [11] , and a k-NN (k Nearest Neighbor) classifier [12] for the requirements of classification. However, the aforementioned work did not clearly describe the differences among existing classification algorithms and paid little attention to multi-label classification in streaming data. Therefore, in this paper, we mainly present a comprehensive review of the latest algorithms on multi-label data stream classification. More precisely, we first summarize the existing multi-label classification algorithms and discuss their merits and demerits in Section II. Secondly, we present preliminary knowledge and overview of data stream classification, including their constrains and evaluation metrics in Section III. Thirdly, we give a comprehensive study in multi-label data stream classification algorithms, analyze the advantages and disadvantages of each multi-label data stream algorithm and discuss the advanced issues in classifying multi-label data stream in Section IV. Finally, we draw the conclusion about this survey in Section V.
II. TRADITIONAL MULTI-LABEL CLASSIFICATION
Contrary to traditional machine learning using single-label data, instances in multi-label learning contain more than one class label. In this section, we mainly summarize the well-known multi-label classification methods from different perspectives, and analyze the motivations (namely the constraints addressed by the algorithms) behind each algorithm. According to the common taxonomy in Multi-Label Learning (MLL), we can divide the multi-label classification approaches into three categories [13] - [15] , including Problem Transformation (PT), Algorithm Adaptation (AA) and Ensembles of Multi-Label Classification (EMLCs). More details of these three kinds of methods are as follows:
A. PROBLEM TRANSFORMATION Problem Transformation (PT) methods mainly transform the multi-label classification problem into many simpler single-label classification problems. Among all PT methods, the Binary Relevance (BR) [133] is the most frequently used method. In the Binary Relevance, the multi-label classification problem is converted into |L| distinct binary single-label classification ones. After the transformation, we can select any existing binary classification algorithm as the base classifier for the prediction of binary problem. Because it can handle multi-label data in a linear proportion to the number of labels, which makes it applicable to many practical demands. However, the BR method inherently ignores the interdependencies among labels and has been verified in [14] , [17] .
To take interdependencies among labels into account and beat this drawback of BR method, researchers have proposed several other BR-based methods. The most well-known Classifier Chains (CC) [17] arrange BR classifiers in a manner of chain-like randomly. Meanwhile, each BR classifier outputs the prediction result as an attribute for its connected neighbor classifier. This is beneficial for classifiers to capture the correlations among labels, because each BR classifier in the chain can learn the label correlations of every former classifier in the chain except the data itself.
The Label Powerset (LP) [16] is a common method of PT, where a single label indicates a label subset. In this case, LP transforms the multi-label problem into a multi-class problem with 2 |L| class labels. Based on LP, the Pruned Set (PS) [18] technique was developed. And in this technique, the instances with frequent label sets are retained and considered for classification, while those infrequent ones are usually removed from the dataset. A more extensive description on LP-based methods can refer to [13] .
Another common multi-label classification method of PT is Pair Wise (PW) [20] , in which each possible pair of class labels is transformed into a binary classification task. Although the PW method has some advantages in a certain case, but it is difficult to be applied for handling with large-scaled multi-label data because of the heavier time cost. Please refer to [19] for more extensive introductions to PT methods.
B. ALGORITHM ADAPTATION
Algorithm Adaptation (AA), just as its name implies, it modifies existing algorithms for adapting to the new problem to be solved. In multi-label classification setting, AA indicates that existing single-label classification algorithms are adjusted to the multi-label classification problems. The popular models on which multi-label classifiers are built, include kNN (k Nearest Neighbor) [21] - [26] , DT (decision tree) [27] , [28] , SVM (support vector machines) [29] , [30] , NN (neural networks) [31] , [32] , and instance-based algorithms [33] , [34] , and so on. More specifically, deriving from the kNN algorithm, ML-kNN (Multi-Label k-Nearest Neighbor ) [24] calculates the number of relevant labels for each neighboring instance identified by kNN and then utilizes the maximum a posteriori (MAP) principle to determine the label set for each testing instance. The IBLR algorithm [34] is a modification which integrates the instance-based learning using kNN with the logistic regression for multi-label classification. The ML-DT algorithm [27] introduces the concept of multi-label entropy to refine the split-tests in C4.5 decision trees. Also, ML-C4.5 [138] is an adaptation of the well known C4.5 algorithm for multi-label learning by allowing multiple labels in the leaves of the tree. In addition, to adapt to the streaming environment, Hoeffding Tree [13] is popularly used as the decision tree model since it generates a decision tree incrementally, and the theoretical analysis proves the incremental decision tree learning from the partial instances is approximate to the batch decision tree learning from all instances in data stream. Thus, in terms of Hoeffding Tree, Multi-Label Hoeffding Tree [35] was proposed by introducing the multi-label split-tests in Hoeffding Tree. Recently, based on the incremental decision tree, a novel method, called iSOUP-Tree (incremental Structured OUtput Prediction Tree) [36] was presented. In this method, the basic classifiers at leaves of trees adopt adaptive perceptions, which could deal with both multi-label classification and multi-target regression problems. An SVM based multi-label classification method has been introduced in [38] , in which the objective function aims to minimize the ranking loss. Based on the Naïve Bayes, a multi-label adaptation algorithm was presented in [37] ; In terms of association rule mining, a Multi-class, Multi-label Associative Classification approach, called MMAC [128] , was presented for multi-label rule sets. Taking the correlations and dependencies among labels into account, the work in [39] introduced a maximum entropy approach. And the Random Forest of Predictive Clustering Trees called RF-PCT was presented in [60] , which was built on Predictive Clustering Trees(PCTs) [28] , viewed as a hierarchy of clusters, are decision trees. To make sure the diversity of base classifiers in an ensemble, this method randomly selects both instances and features.
In one word, PT algorithms make the multi-label data adaptive to the existing algorithms; while AA algorithms make themselves adaptive to the multi-label data.
C. ENSEMBLE OF MULTI-LABEL CLASSIFIERS
In multi-label classification scenes, a number of previous literatures have shown that a committee of classifiers can perform better than an individual classifier. Indeed, if individual classifiers are independent of each other, the ensemble behaves even better. More precisely, we combine several base classifiers as an ensemble one to predict a new instance of multi-label data, named as EMLCs (the Ensemble model of Multi-Label Classifiers) [57] . Details are as follows:
1) ENSEMBLE BASED ON BINARY RELEVANCE
As we all know, the BR method is simple, well-understood, and anti-overfitting in label combinations, so it is the most intuitive solution to multi-label learning. To get a better performance of a single BR classifier in multi-Label Classification (MLC), there are several ensemble classifiers based on BR proposed in recent years. For instance, Read et al. proposed two Ensemble algorithms based on BR classifiers called EBR [36] and MBR [36] which greatly improve the effects of classification, especially in class imbalance condition (That is, the number of instances in a class is obviously less than that in other classes for a given data set, called unbalanced data set). However, the EBR also does not take the label correlation (namely, the interdependencies and relations between labels) into account. Thus, to overcome the drawbacks of BR and EBR, such as correlations of class labels, several refined BR based approaches have been presented. The extended approaches include but are not limited to Ranking by Pairwise Comparison [40] , Calibrated Ranking by Pairwise Comparison (CRPC) [20] , Calibrated Label Ranking (CLR) [134] and Classifier Chain (CC) [17] . In Classifier Chain method, each single binary classifier is permuted and linked in a manner of ordered chain. And in the chain, each binary relevance classifier is associated with one of the predefined class labels in the dataset. Thus, the label correlations are taken into account, but the classification accuracy is influenced by the order of the chains and may result in a worse classification performance due to the error propagation in chains classifier. To address this disadvantage, an Ensemble algorithm based on Classifier Chains called ECC [36] was first presented, which randomly selects the chain's order and reduces the risk of worse classification performance due to the error propagation. Secondly, the Probabilistic Classifier Chain called PCC was proposed in [41] , which considers the conditional probability of each label combination. But PCC is sensitive to the order of class labels and has a high time complexity. To search for a more suitable order of labels and achieve a lower computational complexity, some extended algorithms such as BCC [45] , PCC-beam [46] , MCC [47] , PACC [48] and MIML-ECC [50] have been proposed. Meanwhile, algorithms of PruDent [43] , LLSF-DL [44] , and EMHG [49] were presented to address the dependent structure among class labels and reduce the time complexity.
Based on imprecise probabilities, the ensemble of classifier chains with Credal C4.5 (CC4.5) [49] was proposed to solve the classification for multi-label data with noise and binary problems. Taking into consideration both label and feature noise (Due to the influence of many external uncertainties, data sources probably generate datasets with noise, considering the noise origin, we call them as label noise and feature noise), Hybrid Noise-Oriented Multi-Label learning (HNOML) [51] , uses a bi-sparsity regularization bridged with the label enrichment.
Regarding the issue of multi-label classification with massive labels, Traumas et al. proposed the Hierarchy Of Multi-label classifiERs (HOMERs) [52] . It uses a tree-shaped hierarchy structure to organize all labels, and each node of the hierarchy structure includes a group of labels, whose size is substantially smaller than that of the entire set of labels. The Hierarchical Multi-label Classification (HMC) considers the structural information embedded in the class hierarchy (Organizing data in a hierarchy structure), and the extension of HMC, Fully Associative Ensemble Learning (FAEL) [53] considers the global and local correlations among classes. But these approaches may overlook possible correlations among labels within each tree node. In addition, an extension of AdaBoost algorithm, called AdaBoost.MH [56] , which maintains two weight sets: one is over the instances and another one is over the labels, and can also be combined with an algorithm for producing alternating decision trees. In multi-label data learning, there are few works proposed to explicitly identify the relevant labels from the datasets. For example, the work in [54] explicitly evaluates the score of label correlation. An exploited conditional dependency among labels was proposed in [55] , where a Bayesian network was built to stand for the joint probability of all labels regarding the feature space. Thus, the generated network structure can clearly show the conditional dependency relations among labels.
In sum, the aforementioned BR based ensemble methods mainly address two kinds of issues. The first one is the label concerning issue, including label correlation, class imbalance, structured class and label noise. And the second one is the feature concerning issue, including feature noise and high dimensional features. Table 1 summarizes the motivation details of the above BR based ensemble.
2) ENSEMBLE BASED ON LABEL POWERSET
In LP, it combines different labels which exist in a training set as the label combination or label set and different label combinations are considered as different classes. Label Powerset (LP) considers each combination of labels existing in training set as a class label, the multi-label dataset is correspondingly transformed as a single-label dataset. Thus, the LP algorithm only outputs the label set existing in training set. To overcome this weakness, an ENsemble Multi-Label Classification (ENMLC) algorithm was proposed in [57] , which takes the advantages of an ensemble algorithm compared to a single LP classifier.
Regarding the data sparseness (which is probably caused by the high dimensional feature space or the imbalanced data distribution, called feature sparseness and class sparseness, we call them data sparseness in common) problem of the LP, an Ensemble of Pruned Sets (EPS) method was proposed in [18] for exploring the most important label correlations. However, it may be not suitable for the condition containing a large number of labels and imbalanced classes. To deal with it, a Multi-Label Classification algorithm, based on Clustering called CBMLC [58] , was proposed. This method is built on the assumption that similar labels usually occur in similar objects, thus, it is beneficial to reduce the label space for each classifier. In addition, the RAndom k-labELsets (RAkEL) [16] and Rank-SVM [136] have been proposed to randomly select label combinations or label sets to improve the overall performance of system. They could better deal with application domains where have many classes with very few training examples.
Most of the aforementioned algorithms for multi-label learning mainly exploit only positive label correlations globally and assume that all the objects share the same label correlations. However, in reality, different label correlations are often shared by different examples and the labels are not only positively correlated. To overcome this demerit, an effective Bayesian model considering Local Positive and negative pairwise Label Correlations (LPLC) [59] was proposed for multi-label classification.
In summary, the ensembles based on Label Powerset addressed the label concerning issues (including label correlation, class imbalance, class sparseness, and massive classes) and the feature concerning issue (namely high dimensional features). Considering the label concerning issue, the ENMLC [57] , EPS [18] , etc. have realised a better result, and considering the feature concerning issue, remarkable improvements have been achieved by CBMLC [58] , RAkEL [16] , etc. And in Table 2 , we summarize the characteristics of the methods mentioned above. 
3) ENSEMBLE BASED ON ADAPTIVE ALGORITHM
Many existing algorithms, such as FaIE [61] , LEML [62] , CML [135] , LCML [63] , PLST [64] , and CPLST [65] , take into consideration of a linear relation between the class label vectors and feature representations in a lower-dimensional latent space. However, the aforementioned methods miss the tail label issue, while many real-world multi-label datasets have a large number of tail labels (namely, the labels that are infrequently assigned to instances). To address this issue, an Efficient Semi-supervised Multi-label Classifier (ESMC) [66] was presented. To aim at label missing (namely, the dataset presents partial labels or no label), the work in [66] uses tail labels to consider the class label missing, and in [51] , it applies a matrix completion (MC) method to fill the missing entries and takes into account both feature and label missing. To tackle with weakness brought by labels, the better performance has achieved through RF-PCT [60] , FaIE [61] , etc.
As far as we know, there are seldom multi-label classification approaches in retaining generalization abilities for unknown label combinations or in model building for the joint probability of labels. To compensate for this shortage, a new multi-label classification mechanism, named LNEMLC (Label Network Embedding for Multi-Label Classification) [67] was proposed. It embeds the label network to extend an input space in multi-label learning so that it could improve the classification quality using any multi-label base classifiers with a lower computational complexity. And the work in [68] proposed a fast linear dimension reduction method for massive classes. More precisely, all labels are transformed into a reduced encoded space and the obtained pseudo labels are used to train ensemble models.
In one word, the aforementioned ensemble methods addressed the label concerning issue (including label correlation, massive classes, label missing) and the feature concerning issue (mainly the high dimensional features). The other works such as IEML [62] and ICML [63] have been proposed, which not only concern the label issues, but also concern the feature relevance problems. In the work [62] , it exploits the structure of loss function to address at ERM problems and proposes a probabilistic model based on labels transformation technique for multi-label classification. And more detailed summarizations are shown in Table 3 .
D. DISCUSSION ON TRADITIONAL MULTI-LABEL DATA CLASSIFICATION
In this subsection, we discuss the aforementioned multi-label classification methods from a broader perspective, and conduct some comparative experiments among several representative algorithms on different evaluation metrics.
According to the above subsections, there are three categories of multi-label classification methods, PT, AA and Ensemble of PT and AA. Also, we learned that each kind of methods are generated to improve the metrics of classifier's performance. As far as we know, most of the existing multi-label learning methods actually learn from training examples by explicitly or implicitly optimizing one or more than one certain metric. In light of the fair and honest evaluation, the performance of an algorithm is supposed to be tested on a broader range of metrics. For example, some researchers proved that some classifiers addressing at maximizing the subset accuracy show a poor performance in terms of hamming loss. Thus, in this subsection, we select 9 typical multi-label learning algorithms from different categories to compare their differences. As shown in Table 4 , we summarize the properties of these algorithms, including computational complexity: training complexity and testing complexity, and testing dataset domains.
From Table 4 , with respect to the testing data domain, we learn that different types of datasets represent the different domains and in which the corresponding algorithms show better results in the original literature. According to Table 4 , the text, biology and image domains are frequently used as testing domains and they are also commonly used testing choices in multi-label learning. As for the complexity of different multi-label learning algorithms, we analyze them from training complexity and testing complexity and know that the complexity of each algorithm plays an important role in its suitability for different scales of datasets. To measure the suitability, we generally take the number of training samples, the dimensionality and the possible label size into consideration. By analysing, we learn that hamming loss and ranking loss are the most frequent metrics to be optimized in multi-learning, namely, the algorithm shows the best performance on these metrics. Also we discover that the subset accuracy optimized by RAndom k-labELsets is only measured by the k-labELsets rather than the whole label space.
After the comparision, we know that all the PT methods include two processes, namely, converting the complex multi-label problem into several single-label problems and combining the results of each single-label problem, while all the AA methods adapt existing algorithms to multi-label problems. Compared with PT and AA, ensemble methods may be of higher complexity, it could better deal with complex multi-label problems. Thus, in multi-label data mining, the ensemble techniques may be the best choice for further research.
In addition, we conduct the experiments to study the typical algorithms in multi-label classification. We adopt 9 multilabel classification benchmark datasets ( Table 5 ) with different scales and from various application domains. And in this set of experiments, we select 11 representative algorithms belonging to different types, including PT, AA and ensemble of PT and AA, to compare their performance in different evaluation metrics (The common used evaluation metrics in multi-label classification, include example based metrics and label based metrics [14] . For simplicity, we only select example-based metrics here to investigate the performance of competing algorithms) and efficiency (training time and testing time). We adopted the Friedman test with Nemenyi post-hoc analysis [137] to check the statistical significance among the different algorithms. In this statistical significance test, we applied the Friedman test with α = 0.05 and the null hypothesis is that all of the measurements come from the same distribution. Better models have lower average rankings, namely, on the right side of a Critical Distance Diagram. The Critical Distance for Nemenyi Significance is calculated below:
where m is the number of models that are being compared, and |D| denotes the number of datasets on which are experimented. Here, m = 11, |D| = 9 and q α=0.05,m=11 = 3.219, we get CD = 5.0333 as our Critical Distance. In general, if the null hypothesis is not true, the Nemenyi post-hoc analysis is usually used to observe which method performed statistically significantly better than others. We can see the result of Friedman-Nemenyi from the Critical Distance Diagrams, in which the methods are sorted based on their average ranks for a certain metric on a number line. In theory, the methods that are within the critical distance of each other are considered as not statistically significantly better than each other and they are linked with a line in diagrams.
We mainly present the results on example-based metrics and efficiency. The example-based evaluation metrics include Hamming loss, accuracy, precision, recall, F 1 and Tables 6-13 . From the results summarized in the table, we can draw some conclusions. Firstly, the HOMER performs best as evaluated by recall, while RF-PCT performs best in terms of precision. The predictions made by HOMER are more complete, while the predictions of RF-PCT are more exact. Secondly, with respect to the performance of the methods on six evaluation metrics, we can see that the best performance of methods on all metrics is RF-PCT, followed by HOMER, BR and CC. The RF-PCT performs best according to the Hamming loss and precision, third best concerning accuracy and F 1 . The HOMER method performs optimally on subset accuracy, accuracy, recall and F 1 , while performs poor on Hamming loss and precision. The reason why HOMER performs poor in Hamming loss might be that the procedure of constructing the HOMER's hierarchical structure overlooks optimization of Hamming loss. Also we can learn that the differences of predictive performance are significant at the significance level of 0.05. HOMER and RF-PCT are often significantly better than single PCT, or single ML-C4.5 trees. From the view of the ensemble learning, the RF-PCT ensemble improves the performance of single PCT, but this is not true for ECC and RF-MLC4.5 ensemble, some single models perform even better in some metrics on average than the corresponding ensemble. Lastly, we also know that the SVM-based methods present better performance on the smaller datasets, while tree-based methods are more applicable to the larger dataset with large numbers of features.
From Table 12 and Table 13 , we learn that the tree-based methods are of higher efficiency than the SVM-based methods. Namely, PCT is the most efficient method, followed by ML-C4.5 and ML-kNN. PCTs are faster than ML-C4.5 to construct a model because of the different pruning strategies they employ.
All in all, whether it is problem transformation, algorithm adaptation or ensemble method, no one kind of method is optimal in all performance evaluation metrics. In comparison, the ensemble methods perform better in terms of effectiveness, but the performance in the efficiency needs to be improved.
III. DATA STREAM CLASSIFICATION
In this section, at first, we introduce the related concepts on data stream and data stream classification, and then we introduce the common constrains in data stream classification and mainly address the concept drift issues in data stream classification. Finally, we summarize the evaluation metrics, open data and software sources in data stream classification.
A. CONCEPTS ON DATA STREAM AND DATA STREAM CLASSIFICATION
A data stream is composed of a sequence of ordered data sequences with starting and ending bytes. And a data stream DS is defined as a sequence of n(n → ∞) data samples, denoted as:
represents the i-th seen data object and the x n is a symbol of the lastly seen data object in a data stream. We name them as a single-label data stream if each data object x i only has a label y i ∈ Y = {y 1 , y 2 , . . . , y c } when classifying a data stream. Otherwise, it is called a multi-label data stream if each data object is associated with more than one label (namely a label set Y i ⊆ Y) when classifying a data stream. Thus, a multi-label data stream indicates a sequence of data instances with multiple class labels and no boundary and certain order. Data streams have several new characteristics, possibly infinite volume, continuous, high velocity of data point, and multi-label concept drift, to name a few.
Derived from the traditional classification tasks of supervised machine learning, data stream classification is involved in the issue of predicting the class label of an unknown example which is represented by a feature vector. Contrary to the classification on static data, the classifiers in streaming data classification cannot easily access to the data instances in real time, because the data instances arrive in a form of continuous sequential data stream at a high speed over time. Due to the properties of data stream with an infinite length and a high velocity, the instances of data stream can be scanned only once or stored for just a short period of time, thus, an ideal data stream classifier must be prepared well to tackle with a huge amount of instances in real-time for a better classification performance. The application areas of data stream classification include but are not limited to short text data stream categorization, image data stream classification, video stream data classification and so on.
In this task of classification, instances in a data stream DS arrive sequentially. Given an instance x i ∈ DS which represents a vector of attribute values without labels arrived at time i. In intervals of i time units, we assume that the ground truth label y i of x i can be accessed before the arrival of instance x i+ i , thus, we can first utilize the instance x i as a testing instance, then use it as a training instance. To put it bluntly, given X denotes the input feature space, Y represents the possible label space and Y i stands for the label subset. Data stream classification first aims to train a classifier using new arriving and historical instances with single labels or multiple labels. And then we use the generated model to give the prediction of a label or a label set for any incoming data instance x i ∈ X in the data stream, namely, automatically predicting x i with a label y i ∈ Y or a label set Y i ⊆ Y.
B. CONSTRAINTS AND CHALLENGES FOR DATA STREAM CLASSIFICATION
In this subsection, we mainly introduce some common constrains of streaming data classification. Data streams have its inherent peculiarities, such as possibly infinite storage, temporal order, dynamic changes over time and multiple labels. For example, Baidu searching engine processes millions of queries every day, it is hence difficult to store all these data in a memory device. Meanwhile, different hot topics hidden in these queries are always changing over time. On the other hand, the results of data stream classification may be approximate and have to mainly satisfy the below constraints:
• Single-pass: Datasets used in traditional data mining are static and they can be read repeatedly many times, while in data stream the data instances are dynamic and they could be read at most once [69] - [72] .
• Real-time response: Many real-world applications concerning data stream, such as stock market predictions and credit card transactions, require a real-time response. The lower time cost is a critical demand on data processing and decision making [11] , [69] , [71] , [73] .
• Bounded memory: The volume of data stream is open-ended with the arrival of data instances. Thus, only the data summary can be stored and computed for acceptable approximate results, while many instances will be thrown away due to a limited memory storage and a computation capacity [69] , [71] , [72] .
• Drift detection: Concept drifts refer to the changing of data distributions in a class space, feature space or both spaces [11] , [69] - [73] as time goes by. And drift detection is beneficial to update the built model for adapting to dynamical changes hidden in data streams.
• Multi-label problems: In streaming data, each data example is associated with one or more than one label. In this scene, such as a type of news stream, it may belong to more than one topic simultaneously.
Multi-label data stream classification aims to classify each data instance into a predefined label or a label set.
C. CATEGORIES OF CONCEPT DRIFTS AND DRIFT DETECTION METHODS IN DATA STREAM
In this subsection, we first give a brief introduction to the causes and categories of concept drifts, then we summarize some state-of-the-art drift detection methods.
Causes of concept drifts and categories:
Researchers usually consider hidden data contexts unknown previously to define concept drift. In [74] , authors name it as an unforeseen change because the concerning change is unexpected with respect to the present field knowledge or previous learning examples.
According to the cause and impact of these drifts, there are two types of concept drifts including real and virtual drifts [75] - [77] . In addition, according to the drift speed, we can divide drifts into four popular categories, namely incremental drift, abrupt and gradual drifts, and recurrent drifts [78] . Moreover, in practical cases, concept drifts might be a complex combination of various drifts.
Drift detection methods for data stream: Concept drift detection methods, detect drifting concepts generally according to the information of the classification performance or the incoming data instances themselves, which imply the changing distribution of data in a stream. Such implies usually result in updating of the model, or just replacing the outdated model with a new one. Thus, an ideal drift detection technique must satisfy the requirements that one could quickly replace the outdated models while maintaining a short restoration time cost. Besides, the excessive false alarms [79] are also intolerable. Thus, to evaluate the effect of a drift detector, we usually take the following measures into consideration:
• the count of true drift detections; • the count of false alarms; • the restoration time. In practice, we usually consider a trade-off between different metrics. For example, some methods could effectively reduce the detection delay of a drift detector, but might result in higher false alarms. There are not many drift detection methods to aggregate measures, and most of them utilize all aforementioned metrics. More specifically, the work in [75] divided drift detectors into four categories below:
• Statistical Process Control based method; • Sequential analysis relevance based method; • Methods monitoring the data distributions between adjacent two time windows;
• Context based method.
In the following, we present a brief description on some methods for detecting drifts. The most famous drift detection approach is DDM (Drift Detection Method) [80] . In terms of DDM, the EDDM (Early Drift Detection Method) [81] was developed to improve the detection performance of gradual drifts. Another detector, called EWMA (Exponentially Weighted Moving Average) [82] , detects concept drifts by employing the ideal of observing changes in the exponentially weighted moving average. The CUmulative SUM method (CUSUM) [83] detects whether a probability distribution is changing given a parameter value, and indicates the time point that a significant change is occurring. In addition, in [15] , [95] - [98] , there are also some non-parametric tests such as the computational intelligence cumulative sum test used to detect drifts. Some other detection approaches resort to Adaptive Windowing Algorithm (ADWIN) [84] , such as CVFDT (Concept-adapting Very Fast Decision Tree learner) [85] , E-CVFDT (Efficient CVFDT) [86] and SUN (Semisupervised classification algorithm for data streams with concept drifts and UNlabeled data) [87] , etc.
D. EVALUATION METRICS IN DATA STREAM CLASSIFICATION
Proper evaluation for the performance of classification models is an important aspect in machine learning. Under the background of streaming data mining, it is required to get new solutions especially in a non-stationary setting. In the case of performance evaluation, we should consider not only the incremental processing with evolving data characteristics but also the reactions of classifier to changes. In the streaming setting, as time goes by, novel classes may emerge, attribute space may change and decision rules may lose corresponding relevance. What's more, sometimes the data streams adding artificial drifts enable analyzing in detail. Thus, in the evaluation of prediction models and drift detectors, both real-world data streams and synthetic ones are significant.
Cross validation is a very popular evaluation technique in the static and batch learning. However, in non-stationary stream environments, it is hardly directly applied in streaming data because of its continuous and time sequence characteristics. Therefore, in terms of the types of data streams, stationary or non-stationary, there are two corresponding approaches below.
• Holdout evaluation: In Holdout evaluation, there are two data subsets required, one is training dataset for training model, another one is testing dataset (namely the holdout set) for testing model. We maintain a holdout set which has not been used by our model previously for evaluating the model. We can get an unbiased estimation of the model by testing the learning model on such dataset which is updated continuously.
• Prequential evaluation: Prequential evaluation, also known as interleaving training and testing, is a popular method for assessing the prediction accuracy of a classifier in stream mining. And in this measure, data samples are evaluated while collecting, the size of data sample is hence not fixed in advance. In data stream classification, we use the same measure as proposed for static and non-line learning to evaluate the predictive ability of any classification model. To the best of our knowledge, some evaluation measures are widely used in the recent literature for data stream classifiers and we list them as follows:
• Accuracy: Accuracy is one of the most popularly used metrics in classification. It indicates the percentage of all true predictions in total count of instances. And the higher the value of the accuracy, the better of the classifier.
• Recall: The recall rate, the same as sensitivity, is a measurement of coverage and it is the ratio of positive examples to true positive examples which have been predicted correctly. And the higher of the index the better of the classifier.
• Precision: Precision indicates the percentage of all true positive predictions in all positive predictions. The higher the value of the precision, the better of the classifier.
• F 1 : The F 1 value is the arithmetic mean divided by the geometric mean, the higher the value of F 1 , the better of the classifier.
• G-Mean: The G-Mean, namely the geometric mean of recall and specificity, is often adopted to the domain where the data stream of the property of imbalanced class labels. We use G-Mean to avoid the bias brought by the overall accuracy.
• AUC: Area Under the ROC (Receiver Operating Characteristics) Curve called AUC [91] , is a popular approach to classifier evaluation. It can be applied to evaluate the learning model on the data stream with balanced and imbalanced class distributions.
• Memory consumption: Memory consumption usually indicates the average memory requirements of storing the algorithm and running memory, and it is changing over time according to the running actions. In this subsection, we briefly present some common used softwares for data stream mining and the most frequently used benchmark datasets, including real-world datasets and synthetic datasets. 4 : Based on the WEKA library, the MOA (Massive Online Analysis), is developed for streaming data learning. The MOA framework was developed to provide tools for data stream analysis. A series of data stream mining algorithms are included in MOA, which covers clustering, classification [10] and ensemble algorithms [92] , etc. Associated with WEKA project, MOA is also written in java language, its scalability is stronger. Moreover, MOA provides some methods to simulate different data stream generators, such as SEA, STAGGER, and rotating hyper-plane, etc. And meanwhile, MOA provides some evaluation methods, including holdout test, prequential test and so on. We can start MOA either through GUI (Graphical User Interface) or on a command line. In terms of MOA platform, researchers can implement their ideas based on the provided API or existing class libraries.
SAMOA 5 : The SAMOA is a framework or a library consisted of data stream mining and distributed computing. It includes a programming abstraction for distributed streaming machine learning algorithms. In Apache SAMOA framework, users can concentrate on the learning issues to be solved at hand and they need not require tackling with the complexity of underlying distributed stream processing execution engines. The Distributed Stream Processing Engines (DSPEs), include Apache Storm, Apache Samza and Apache Flink, on which users can implement their own distributed multi-label data stream learning algorithms. Besides, SAMOA provides users with some adaptive data stream learning algorithms, such as boosting and Vertical Hoeffding Tree methods for distributed processing. JUBATUS 6 : JUBATUS is a combination of the distributed processing framework and streaming machine learning library, which is the first open source analytical platform on which massive data streams can be better analyzed. Resorting to defining three basic operations, namely Update, Mix, and Analyze, the JUBATUS adopts a loosen model-sharing architecture to learn and share a machine learning model more efficiently. The functions of JUBATUS include following aspects, online machine learning library, feature vector converter and framework for distributed online machine learning with fault tolerance. JUBATUS aims to minimize the size of model and the amount of mixed operations while keeping a high accuracy.
StreamDM 7 : StreamDM as a new open-source software is designed for big data stream mining using the extension of the core Spark API and started at Huawei Noah's Ark Lab.
VFML 8 : VFML, (Very Fast Machine Learning) is a toolkit for mining high-speed streaming data and massive data sets. It consists of three main components: the collections of tools and APIs, the collections of some existing machine learning algorithms and some scalable learning algorithms.
2) BENCHMARK DATA SETS
In our daily life, few real-world data are available in data stream classification. The possible reasons are below. Firstly, the popularly used data sets in traditional data mining are usually small for batch learning. Secondly, publishing larger datasets refers to the problem of privacy.
Real-world Datasets In our daily experiments, there are some real-world multi-label datasets (as shown in Table 14 ) that are often adopted to assess the performance of the algorithms in streaming data mining environments. We list the methods that access to them and particularly give the description to those mostly adopted in recent literature [36] , [93] - [96] . Detailed descriptions are listed as follows:
• Forest coverage: As the description in UCI 9 dataset, Forest has approximate 581,000 instances with seven class labels and 54 attributes;
• Nursery: As the description in UCI dataset, Nursery contains 5 class labels, 8 discrete attribute dimensions and around 12,960 instances;
• Adult: As the description in UCI dataset, Adult contains 2 class labels, 14 attribute dimensions and about 48,842 objects; • Yahoo Shopping 10 : Yahoo shopping online dataset focuses on some relevant products' providers and shopping logging obtained by the interface of Yahoo web servers. It contains 22 attribute dimensions and 113k instances.
• Electricity [97] : The Electricity dataset, collected from the New South Wales electricity market in Australia, reflects the relationship between supply and demand in market and the change of electricity price. And it contains 2 class labels, 7 attributes and around 45,312 instances.
• KDDCup99 11 : The KDDCup99 dataset is a well-known computer network competitive intrusion dataset, which collects about 490,000 instances. In this dataset, each instance originally contains 42 dimensions of attributes, in which 34 continuous attributes are popularly used. Synthetic Datasets Due to the ubiquity of multi-label data stream in the real-world applications, absorbing and storing the streaming data of practical applications on a large scale with both labels and time-sequence may be quite not practical. Furthermore, concept drift makes streaming analysis difficult. To overcome the weaknesses of real datasets for different streaming data evaluation experiments, some synthetic datasets with an open-ended number of examples are created in terms of existing datasets.
Many synthetic datasets used in recent works [99] - [102] are resorted to MOA [98] to provide data stream with different drifts and noises, including SEA concepts, STAGGER, and rotating hyper-plane, etc.
IV. MULTI-LABEL DATA STREAM CLASSIFICATION
In many real-world applications, each instance in data streams is possibly associated with more than one label. i.e., the sample is associated with a label set (or label combination). For instance, in the online news classification, we can mark many labels for a news article with a title of ''Alibaba will go public'', such as economy, company, internet technology and so on. We call this Multi-Label data Stream 10 http://developer.yahoo.com/everything.html 11 http://kdd.ics.uci.edu/databases/kddcup99/. Classification (MLSC [96] ), which aims to assign such news page to different labels by generating a classification model. In order to tackle with the multi-label classification problem, existing methods usually transfer traditional single-label data stream classification algorithms to multi-label data classification domain. However, some of them fail to take the unique properties of multi-label data stream classification into consideration, such as multiple concept drift, multi-label problems, class imbalance within and between labels, missing labels and label correlation, etc.
Ensemble is an important mechanism in multi-label data stream classification. Extensive former experiments showed that the ensemble of models especially consisted of diverse classifiers is superior to an individual classifier of multi-label data stream. To the best of our knowledge, multi-label data stream covers two categories: stationary and non-stationary. Thus, our presentations about different multi-label data stream classification approaches below will unfold in these two categories. According to each category, we will further distinguish existing methods, and more details are as follows.
A. MULTI-LABEL CLASSIFICATION METHODS IN STATIONARY STREAMING DATA
Stationary data stream classification approaches do not design any special mechanism to detect and promote adaptation in concept drift problems. In Multi-Label Learning, there are three popular kinds of methods in dealing with multi-label classification. Similarly, in stationary streaming data scenes, there are also three categories of common approaches, including PT, AA, and Ensembles of Multi-Label Classifiers. More detailed descriptions are as follows:
1) PT BASED MULTI-LABEL DATA STREAM METHODS

One of the important merits of Problem Transformation (PT)
is that the PT is able to adopt any off-the-shelf single-label base classifiers to meet the requirements of multi-label data classification. The classification for multi-label streaming data could be resorted to the two most popularly used single-label based methods, that is, one is Binary Relevance and the other one is Label Combination. Binary Relevance (BR) usually transforms a problem concerning multi-label classification into two or several binary classification problems, each associated with one label. While in Label Combination (LC), it regards each label combination (label set) as a 'new' single class and then the original multi-label data sample is associated with one 'new' class label, namely a single-label problem. The BR based approaches are made up of binary classifiers, namely, one classifier for each class label. Taking advantages of the BR, the data stream learning can obtain many unexpected benefits. To handle the data stream problem, training a batch-learning classifier on batches of new instances is a simple approach to replace the classifiers which were built on previous batches over time.
The extreme learning machine is with the inherent nature of high speed, but traditional ELM is difficult to learn online sequential data. And aiming at streaming data real-time response, Rajasekar et al. extended the traditional ELM (Extreme Learning Machine) and put forward a novel ELM method, called Online Sequential Multi-labeL ELM (OSML-ELM) [94] , which is built on the online multi-label classification approaches. OSML-ELM is the first online technique in real-time high speed multi-label data stream classification. Based on the OSML-ELM, authors further proposed a novel label association online sequential data learning algorithm based on the threshold [103] for high speed multi-label stream classification. The threshold value is selected during the ELM training phase so that it maximizes the divergence between the class labels belonging to the input data samples and the class labels not belonging to the input data samples according to the raw prediction results. Aiming at class imbalance, an online sequential learning method based on ELMs, called dw-ELM (dual-weighted online sequential Extreme Learning Machine) [104] was proposed. It analyzes the data distribution from the perspectives of time and space, and presents a self-adaptive dual weighting strategy, which includes the weights built on the class imbalance ratio at the time level and the weights based on the probability density of samples at the space level. In addition, the RLS-Multi (Reduced Labeled Samples-Multiple class) [105] approach was proposed, where it uses DWM (Dynamic Weighted Majority) in an ensemble voting. It handles well for classification with multiple class imbalanced in conjunction with partially labeled (namely label missing) data stream.
The work in [102] proposed an Adaptive Multi-Label Classification (AMLCM) method, which applies the adaptive version of the multi-target binary regression analysis algorithm into the multi-label classification situation based on the AMRule problems. And in ML-AMRules, to compensate for the disadvantages brought by the massive amounts of structural data of existent batch mode methods and label limit, some researchers interpreted multi-label classification tasks as rule learning tasks and integrated rule learners in an ensemble by using an online bagging technique (named ML-Random Rules) [93] , in which there are two rules based classification methods for multi-label streaming data and ensembles trained from the continuous flow of data, including ML-AMRules (Multi-Label AMRules) and ML-Random Rules (Multi-Label Random Rules) methods. And an active learning with limited labels resources, was proposed in [122] , which firstly designs a label-based ensemble instead of a chunk-based framework for imbalanced class distribution and then uses active learning to train a binary relevance model, as well as adopting the Maximum Posterior weight schema to evaluate the performance of the model.
2) AA BASED MULTI-LABEL DATA STREAM METHODS
As the name suggests, Algorithm Adaptation algorithms aim to make themselves compatible to the multi-label data stream classification. Due to some inherent advantages of the random tree, we could utilize it as a base method to tackle with the problems in multi-label data stream classification, and among them the Hoeffding Tree is often adopted in literature. For example, a PS based algorithm extended from Hoeffding tree called HTPS [35] was proposed to handle the multi-label data stream issues. Nevertheless, the proposed HTPS algorithm does not provide the drift detection and adaption module, which makes it unsuitable to classify the data stream which contains many drifting concepts (namely non-stationary data steam), but it is only applicable to stationary streaming data.
Focused on learning the stationary concept, a novel method [36] was proposed. In this method, they transform the problem of multi-label classification into a problem of multi-target regression, and combine it with a streaming multi-target regression (iSOUP-Tree). It is able to deal with the prediction tasks of multiple structured output.
3) ENSEMBLE MULTI-LABEL DATA STREAM CLASSIFICATION METHODS
A composition of multiple comparative weak classifiers form a stronger classifier, namely an ensemble. To the best of our knowledge, ensemble learning methods generally could acquire a better predictive accuracy. Moreover, as compared to single classifier methods, ensemble methods are easier to achieve scaling and parallelization. In multi-label data streams, different parts may have different features and labels, each component model in an ensemble is trained on different training examples. Thus, an ensemble consists of a certain number of base classifiers may possess of higher classification capability. For example, Zhou et al. proposed the MuENL [106] model, which includes several base classifiers to deal with multi-label data streams classification, can detect the novel class and distinguish novel class labels from the existing class labels in classification. And meanwhile, they extended the work in MuENL to address sparse and high dimensional data streams and proposed the MuENLHD [106] .
Above all, we can draw the conclusion that there are mainly two aspects of motivations (problems) in stationary multi-label streaming data classification. One is the label concerning issue, such as label correlations, massive classes, class imbalance and label emerging. The other one is the feature concerning issue, such as high dimensional features. With respect to the label concerning issue, Zhang et al. [104] proposed the methods and other methods have achieved better performance, and with respect to the feature concerning issue, Arabmaki et al. [103] presented the approaches and other approaches works well. And more detailed descriptions are shown in Table 15 .
B. MULTI-LABEL DATA STREAM CLASSIFICATION METHODS IN NON-STATIONARY STREAMING DATA
If there are corresponding models in the proposed algorithms specifically designed to deal with potential concept drifts, we call them as classification methods for non-stationary streaming environments. Similarly, in non-stationary streaming data environment, there are also three categories of common approaches, including PT, AA, and Ensembles of Multi-Label Classifiers. Followings are described in detail.
1) PT BASED MULTI-LABEL DATA STREAM CLASSIFICATION METHODS
As the name implies, PT based multi-label data stream classification methods mean that transforming the multi-label classification problem into many simpler single-label classification problems in a streaming environment. The LC (Label Combination) or LP (Label Powerset) which generally regards all the subset of labels (the combination of labels) as atomic labels, therefore, each data sample is associated with a unique atomic class label (a label set), namely a single-label data sample. In this case, the original multi-label problem is converted to a single-label problem. The LC method is capable of modeling label combinations based on the training data set during training phase and it hence could achieve a comparatively better prediction performance.
As far as we know, the Multi-Label data Streams Classification approach called MLSC was presented in [108] , which is a batch-based incremental method. To preprocess data stream, it divides the streaming data instances into chunks with a fixed size S and multiple labels, and then transforms each chunk into |L| single-label chunks. To deal with the label imbalance, skewness (few positives but lots of negatives) [110] , [111] in data distribution of each label, Xioufis et al. absorbed the essential part of the Binary Relevance, namely transforming a multi-label problem into two or more binary problems, and added some limitations in the quantity of positive examples kept for each label. And finally presented a novel multi-label streaming data classification approach [112] which utilizes two variable-sized windows for each class label, one window for positive examples and the other one for negative, to handle concept drift. Moreover, a batch-based incremental threshold interference technique was put forward to further tackle with the class imbalance issue by instance sharing. And Shi et al. [116] adopted the EM method and Apriori algorithm to organize the class labels into different subsets where the labels are grouped based on the dependencies among them. And then these label subsets are considered as new atomic single class labels to be used to mark each arrived instance. To tackle with concept drift issues, which made some extensions to the work in [117] , it utilises multi-label entropy approach to measure the distribution of features and new class labels. The change of distribution was then detected by the difference of multi-label entropy measure between two windows, one for old samples, and the other one for recent samples. Based on the OS-ELM, Mirza et al. [113] proposed a general Weighted Online Sequential ELM (WOS-ELM) that effectively improved the classification performance of the class imbalanced data set, no matter whether it is learned chunk-by-chunk or learned one-by-one.
2) AA BASED MULTI-LABEL DATA STREAM CLASSIFICATION METHODS
In Algorithm Adaptation (AA), existing single-label stream classification algorithms are adjusted well to the multi-label scenes. Due to the better nature of random decision tree, it is quite efficient and applicable to streaming data environments. For instance, based on Streaming Random Forests [139] , a Dynamic Streaming Random Forests algorithm [118] was proposed to deal with classification for real-time multi-label streaming data. Hoeffding tree [10] , a well-known classification model for single-label streaming data, which makes prediction by selecting the majority of class labels at each leaf node, in addition, the Naïve Bayesian models are added at leaves of each tree so as to improve the prediction accuracy. Because of the above advantages, some extensions of Hoeffding tree were proposed [35] , [119] to address at multi-label streaming data classification. And combining the Hoeffding Tree with multi-label classifier built on PS, HTPS [35] was proposed. To aim at drifting concept, in [35] authors used multi-label definition of entropy to detect concepts drifts. And on the basis of HTPS [35] , combining the multi-label Hoeffding Tree with the PS at the leaf of the tree and ADWIN-bagging [84] , an ensemble called EaHTps [119] was presented to detect drifting concepts by continuously tracking the change of the evaluation metrics in predictive performance and to update their models based on each instance, therefore, this framework is capable of tackling well with the multi-label evolving data streams problems.
And in [107] , an approach based on Bayesian was proposed for multi-label streaming data classification, which takes into account not only the correlations between pairs of labels but also the relations between label and feature. In this model, the label correlation is captured by learning with arrived data instances with true labels, meanwhile, the number of predicted labels is adaptive according to the Hoeffding inequality as well as the label cardinality. Moreover, this model also could better tackle with missing values and drifting concepts and give a better performance both in stationary and non-stationary streaming data.
To address the label joint sparseness and pairwise label correlations, a method based on Random Tree was proposed in [120] , namely SMART (Streaming Multi-lAbel Random Trees), which employs the stacked BR (binary relevance) model built on a combination of fading trees and kNN algorithm to address label correlations, class imbalance and concept drifts. And in terms of Multi-Label Cluster Classifier (MLCC: a combination of the decision tree and clustering algorithm), the MLDE (Multi-Label Dynamic Ensemble) method [121] was proposed, and it combines an appropriate number of MLCCs by using an adaptive ensemble approach to realize an optimal performance. In MLDE method, there are two ensembles, one is an adaptive ensemble method and the other one is a voting ensemble, and the corresponding two weights include subset accuracy weight and similarity weight respectively.
3) ENSEMBLE MULTI-LABEL DATA STREAM CLASSIFICATION METHODS
Compared to single learning, ensemble methods are usually more applicable for stream mining. In ensemble learning, a subset of classifiers probably performs better than the remaining in an evolving stream environment. Thus, how to better assign the weight of the base classifier appropriately in the ensemble is a problem that is worth pursuing by researchers. As the first multi-label data streams classification method, [108] adopted Improved Binary Relevance learning model called IBR training on each chunk and then built an ensemble composed of K weighted classifiers. Nevertheless, in this ensemble, each basic classifier is assigned by a global weight, that is, assuming different classifiers have the same classification difficulties, but the label correlations and label dependencies are not considered. Based on the work in [108] , authors further proposed the dynamic ensemble method [109] , which improved the BR and proposed IBR (Improved Binary Relevance) ensemble method [109] and applied a local dynamic weighting mechanism. And in this method, it also adopts a feature extension mechanism where the predictive result of a BR classification model is firstly weighted via the predictive accuracy of that BR classifier, namely the weight of class label represents the weight of the BR base classifier, and then added the weighted class label as a new feature for the incoming data instances. New BR classifiers are hence built on the data samples with an extension of the feature spaces. In this way, the IBR not only considers the label correlation between or among labels but also the optimum weight assignment of component classifier in an ensemble. And Wang et al. proposed a method, namely SWMEC (Streaming Weighted ML-kNN-based Ensemble Classifier) [96] , which is an efficient and effective weighted ensemble for multi-label data stream classification. In this method, it uses ML-kNN [24] as its base classifier and adopts a balance-weight adjustment (a confidence coefficient obtained from the distance in ML-kNN) to combine predictions of each component. Thus, the proposed SWMEC method can efficiently deal with high-speed multi-label streaming data with concept drift in a given real-time response. And in GOOWE [100] and GOOWE-ML [95] , authors gave an optimum method to assign the confidence coefficient of each base classifier in an ensemble through adopting a sliding window, LSQ and Euclidean norm in spatial environment. And this method can be used with any existing incremental multi-label classification algorithm as its base classifier to achieve a better performance.
On the other hand, to tackle with concept drift issue, a label combination based method was presented in [116] , which used the entropy of multi-label to measure the distribution of multi-label streaming data and detect concept drift. Some authors use dynamic ensemble [100] , [108] , [109] to adapt to concept drifts, which updates base classifiers in an ensemble or adjusts the concerning parameters of the base classifiers to track the latest concept. And in IDS-ELM (Incremental Extreme Learning Machine algorithm for Data Streams) [99] , it uses a weighted voting strategy to decide the final classification results and discards the base classifiers with the worse performance, while the work in [114] proposed the ESOS-ELM (an Ensemble of Subset Online Sequential Extreme Learning Machine) method which can deal with gradual concept drifts. However, it cannot handle abrupt concept drifts well. While in [112] , authors used a parameterized windowing technique for drifting concepts in multi-label streaming data.
In summary, we learn that two categories of issues have been focused on in non-stationary multi-label streaming data classification, they are label-relevance and feature-relevance. Label correlations and label imbalance, etc. belong to the first category, while high dimensionality belongs to the second aspect. In the first category, Qu et al. proposed methods and other approaches have achieved a higher performance and in the second aspect, Kong et al. presented methods and other measures gave the better classification performance. And more broaden descriptions are concluded in Table 16 .
C. EVALUATION METRICS IN MULTI-LABEL DATA STREAM CLASSIFICATION
Proper evaluation for multi-label data stream classification models is a key issue in machine learning. In the setting of multi-label streaming data classification, particularly under the circumstances of non-stationary environment, new methods are required. In terms of the assessment of predictive ability, there is a necessity considering both the incremental VOLUME 8, 2020 processing along with data itself characteristics and the reactions of classifier to changes.
In general, we often use the following two basic evaluation techniques in data stream field, namely holdout and prequential evaluation. One of the most frequently used evaluation techniques of classifiers in predictive performance for small dataset is cross validation, while in streaming data mining, that is prequential evaluation.
Generally, there are mainly two groups of multi-label data stream evaluation metrics which are the most popularly used to evaluate the performance of the algorithms throughout the recent literature, namely Example-Based Metrics and Label-Based Metrics respectively. In addition, the efficiency of the processing algorithms is also taken into account, which measures how much system resource they consume.
• Example-Based Metrics: Example-based metrics [14] are those that first evaluate for all the instances and then get the average value over the whole dataset, including Hamming Loss, and Example Based Accuracy, Precision, Recall and F 1 , etc.
• Label-Based Metrics: Label-based metrics [19] are those that first evaluate for all the labels and get the average value over instances within each individual label, including Macro and Micro-Averaged Precision, Recall, F 1 , Coverage, Ranking loss, One error and Average precision, and so on.
• Efficiency of the performing algorithms: To judge the efficiency of algorithms, we usually take running time and memory consumption into consideration.
D. OPEN SOFTWARES AND DATA SOURCES IN MULTI-LABEL DATA STREAM CLASSIFICATION
In this subsection, we summarized some common open softwares for multi-label streaming data classification and reorganized some data sets in our experiments.
1) OPEN SOFTWARES FOR MULTI-LABEL DATA STREAM CLASSIFICATION
There are some useful, open-source frameworks and libraries for multi-label data stream mining research. We give a brief description as follows: Mulan 12 : Mulan is a java library which is applicable to multi-label learning. Objects of multi-label learning include but are not limited to semantic annotation of images, short text classification, web page categorization and so on. At present, the Mulan library contains various well-known algorithms concerning the following multi-label learning tasks, such as classification, clustering, ranking and the combination of classification and ranking, etc. What's more, this library also provides other algorithms concerning feature selection, such as feature selection and evaluation of algorithms. Users can implement their new classification methods through the API provided by this library.
Meka 13 : MEKA is an open framework containing many methods concerning multi-label learning and evaluation. Meka is built on Weka, 14 a machine learning toolkit, which consists of several multi-label learning approaches collected from the scientific literature along with the methods of Mulan framework. One can obtain more detailed introduction to multi-label classification and MEKA in [123] .
2) BENCHMARK DATA SETS
Real-world Datasets
In our daily experiments, there are some real-world multi-label datasets (as shown in Table 17 ) that are often used to test the predictive performance of the algorithms in multi-label streaming environments. We list the methods accessing to them and particularly give the description to those datasets mostly adopted in recent literature [36] , [93] - [96] . Detailed descriptions are listed as follows:
• MediaMill 15 : The MediaMill data set is used for video semantic annotation task, where there are 43907 data instances (video frames) with 101 class labels and each video frame has 120 features.
• TMC2007: The TMC2007 data set, collected from a competition, is used for text classification task, in which there are 28,596 data instances, 500 features and 22 class labels.
• Rcv1-v2: The Rcv1-v2 data set, a state-of-the-art benchmark, is used for text classification. It consists of 804,414 news data instances (articles) more than 365 days and each is associated with one or more than 103 class labels (topics) and 500 features.
• IMDB 16 : The IMDB data set, collected from the Internet Movie DataBase, is used for text classification. It contains 120,919 instances (movie plot text summaries) with 1,001 features and 28 class labels.
• 20NG: The 20NG data set, a collection from 20 newsgroups, contains 19,300 data instances with 1,006 features and 20 class labels.
• Ohsumed: The Ohsumed data set, a subset of peer-reviewed medical articles, contains 2,417 data instances, 103 features and 23 class labels (disease categories).
• Slashdot: The Slashdot data set, a combination of article blurbs with main topic categories, contains 3,782 data instances with 1,079 features and 22 class labels (subjects categories).
• Enron: The Enron data set, collected from streaming environments, is time-ordered and it contains 1,702 data instances with 1,001 features and 53 class labels.
Synthetic Datasets
Despite the ubiquitous existence of multi-label streaming data in real world, such as measurements in network monitoring. It may be quite impractical that absorbing and storing streaming data on massive amounts with multiple labels and time sequence. Furthermore, concept drift makes streaming analysis difficult. To overcome the weaknesses of real-world datasets for streaming data learning evaluation, some synthetic datasets with special properties are created in terms of the existing datasets. For instance, Park et al. proposed a method to generate multi-label datasets with pairwise label constrains [124] . However, it is not for a general use and does not consider concept drifts, label dependencies and so on. And later Qu et al. presented a method [125] , which creates a synthetic multi-label streaming data with static label dependencies based on moving hyper-planes and they simulate concepts drift through modifying the generation parameters, while it is far simpler and merely involves with two or three labels. And in [117] , based on a basic generator, there is another multi-label stream data generation framework. And a common method is introduced in [105] , [116] , [120] , which models concept drifts by creating a new multi-label data stream with shuffling labels. Contrary to the aforementioned methods, authors in [35] consider two categories of label dependencies from the angle of probability, namely conditional dependence and unconditional dependence. This approach is capable of simulating dependencies between labels as same as that in real-world data, and different types of drifts, along with any quantity and category of attribute space, and their relationships with respect to the label space. Moreover, it is also able to simulate how this dependence and relationship evolve with the change of time. As far as we know, the most often used approach, in [115] , [116] , [121] , is the MOA (Massive Online Analysis) framework, on which we could synthesize the needing dataset with different concept drifts and label dependencies.
E. DISCUSSION ON MULTI-LABEL DATA STREAM CLASSIFICATION
In this subsection, we mainly discuss the existing ensemble algorithms for multi-label data streams classification from a broader perspective, including our comments about the algorithms in the same domain, a comparative study of various existing algorithms on evaluation metrics. Particularly, we select some typical multi-label data stream classification algorithms to conduct experiments to further analyze these methods. The details are as follows:
1) OUR COMMENTS ON EXISTING ALGORITHMS IN THE SAME DOMAIN
In this part, we unfold our discussions on existing algorithms in same domains according to our study experience and background. To the best of our knowledge, there are many challenges in the domain of multi-label streams classification, such as concept drift, weighting component classifiers of an ensemble, acquiring of multi-label streams and so on. The detailed discussions are as follows.
As far as we know, many existing methods in multi-label data stream classification process data based on chunks with fixed size, such as [108] , [109] , [122] . These methods could relieve the contradiction between infinite volume and limited storage, but the chunk with a fixed size may result in a worse performance, one may can not capture concept drifts immediately if the chunk size is too large, or suffer from unnecessary frequent training during a stable time period if the chunk size is too small. The best way maybe that the size of chunk can change timely with the parameters of algorithms evolving over time.
In ensemble methods, the final predictive result of the ensemble will be acquired by combining the prediction of the component classifiers of an ensemble, while not all individual classifiers in an ensemble are of the same classification ability, namely, the confidence of the base classifier is different from each other. Thus, to assign an optimal weight to its component classifiers in an ensemble is important to realise an overall better performance. The existing weighting methods, such as [95] , [96] , [100] , [108] , [109] , have been proposed in literature. More specifically, authors in [108] adopted global static weighting with training accuracy on data chunks, but this method overlooks the local chunk weighting problems, thus, it may weaken the performance of classifiers; Contrary to [108] , the work in [109] adopts a local weighting mechanism based on the classification performance, which is superior to the global weighting. The SWMEC [96] adjusts the weight of component classifiers based on the confidence coefficient obtained from the distance in ML-kNN. However, all methods mentioned above are algorithm-specific properties, therefore, they cannot be extended to any other base classifier. Fortunately, a spatial model called GOOWE in [95] was presented to assign an optimal weight to component classifiers of an ensemble, which can be used with any existing incremental multi-label classification algorithm as its base classifier and achieve a better performance.
Many objective motivations of reality, such as the contradiction between unlimited volume and limited storage in real-world data, make it necessary to generate synthetic data. To the best of our knowledge, there are some methods for generating synthetic multi-label data, such as [35] , [69] , [108] , [130] , but most of them are proposed to address the specific task and are not sufficient for a general use. For example, [108] , [109] introduced the concept drifts by changing relevant parameters, whereas it is too simple and only considers two labels, so it is not sufficient to see this to be the best approximation of practical data. And the MOA could simulate data streams with different drifts and sources by using real-world data. The most notably is that [35] , [130] could simulate different label dependencies as real world, as well as any number and type of attributes in feature space, and the relationships between attribute space and label space. What's more, it can realistically simulate how these dependencies and relationships evolve over time, and also they present some new evaluation metrics on data stream classification in their work. We usually use the MOA to achieve approximation to real-world data simulation.
One of the particular properties of data streams is concept drift, which occurs when the change of target classes or concepts or underlying data distribution happens. So far as we have concerned, there are mainly two categories of methods to address concept drifts, namely active methods [35] , [108] , [109] , [130] and passive methods [95] , [112] . With respect to active methods, for example, [130] resorted to multi-label Hoeffding Tree and entropy, [108] , [109] adopted a classifier update mechanism, [116] applied label grouping and entropy based methods, [112] utilized dynamic multiple windows to detect the concept drift, but they could not response quickly to the abrupt drift; The idea of [120] is similar to that in [35] , [130] , which also resorts to the ensemble of Hoeffding Trees. The main difference is that, addressing at concept drift, the work in [120] just uses a fading function at the node of each tree to fade out the influence of historical data, while the work in [35] adopts a drift-detection scheme (entropybased drift detection technique) to detect the change point. Furthermore, the result of this work is not so impressive in performance due to the bad choice of kNN as the base classifier. Contrary to active learning, the passive learning adopts an adaption mechanism, for example, [112] used a sophisticated parameterized windowing technique to phase out old examples over time instead of detecting drifts. The use of two self-adjust-memories in [132] allows ML-SAM-kNN to adapt to various of drifts, such as gradual, recurring drift, etc.
2) DISCUSSION ON EXISTING ALGORITHMS USING DIFFERENT EVALUATION METRICS
In this part, based on the experiments designed to compare different algorithms, we further present a comprehensive discussion of existing representative algorithms on the evaluation metrics. According to the issues we addressed, we conduct several groups of experiments and the corresponding results are reported as follows:
• SWMEC vs SMART vs GOOWE: In this group of experiments, we compare the classification performance in different weighting schemes on TMC2007 data set. The result was reported in Table 18 . From Table 18 , according to Micro F 1 , we learned that SWMEC method is slightly better than SMART method, GOOWE method is slightly better than SWMEC method and is the best of the three. This is probably because the optimization of GOOWE is better than two remaining methods. With respect to complexity, the SMART method has a much bigger space overhead than SWMEC method, because SMART method needs to maintain several tree structures while SWMEC method only needs to store a small amount of central points. And GOOWE space complexity depends on the base classifier which they choose.
• MBR vs MWC vs EaHTps: In this group of experiments, we compare the performance of MBR, MWC and EaHTps in addressing at concept drift. Here we adopt exact match and subset accuracy to evaluate multi-label classification performance in a data stream. Results were reported in Table 19 and Table 20 . From the results in Table 19 and Table 20 , we learned that the EaHTps algorithm exhibits the best result compared to the other two methods in Subset Accuracy and Exact Match metrics, the reason may be that the EaHTps prunes the infrequent label combination by PS and improves the classification performance. At the same time, EaHTps presents a higher classification ability in evolving stream data. The MWC is a slightly better than MBR while it is slightly a little worse than EaHTps in both Subset Accuracy and Exact Match metrics.
• ML-SAM-kNN vs MHT vs MLOzaBag vs MLAW: In this group of experiments, we compare the comprehensive classification ability of single and ensemble classifier in multi-label streams classification on real-world data set and synthetic dataset (Table 21 ). Here we use three popular metrics, Hamming loss, Subset accuracy and F 1 to evaluate the performance of the methods. The details are as follows: As we can see from the results in Tables 22-25 , MLAW outperformed the remaining algorithms under the most evaluation metrics, particularly under the metrics of F 1 and Subset Accuracy. Furthermore, the MLAW achieved the overall best performance in most datasets. This is partly due to the module of different drift detection and frequent label combination recognition. The single classifier like ML-SAM-kNN performed worse than other ensemble classifiers, particularly in concept drift environments. The ML-SAM-kNN and MHT lack a drift detection mechanism so it adapts ineffectively to the concept drift and the MLAW boosts the performances in different streams scenarios. With respect to the complexity, we also calculate the running time of different algorithms in Table 25 . We can see that ML-SAM-kNN consumed the least time cost, followed by MHT, MLOzaBag consumed the most time cost and the MLAW consumed less time cost than MLOzaBag.
• BRa vs BR vs EaHTps vs EaPS vs HTa vs MBR vs
MWC: In this group of experiments, we compare the HT (Hoeffding Tree) based algorithm EaHTps with baseline datasets under accuracy, and the smaller real datasets ENRON under log-loss. MWC performs outstandingly on ENRON, often doubling the performance of some of the other methods. We note that MWC is one of the fastest methods, only slower than the two baseline methods.
F. ADVANCED ISSUES IN MULTI-LABEL DATA STREAM CLASSIFICATION
Despite great progresses have been made in the area of multi-label streaming data mining during the past decades, there are still a lot of issues waiting to be properly solved. We present our points briefly on the possible directions which are worthwhile to be further researched as follows:
• Concept drift with different types: With time passing, the target class labels or concepts may change over time in a feature space, where we refer it as the concept drift. Despite a number of researching works have been done on upgrading and adapting model to various of concept drifts, there are still some more detailed features of different drifts have not yet been consistently addressed, such as drift of novel class and drift of feature evolution. Existing methods cannot detect all different types of drifts at the same time and detection efficiency is not so high. Also in parametric drift detection ensemble, there is no the best way to choose parameters for an optimal drift detection accuracy with various types. It is assumed that parameters are dynamic for different types of drifts, where parameters automatically change based on the current drift type, is a possible selection. And the combination of dynamic parameter adjustment and improved unsupervised learning would be the best choice for alleviating current contradiction between performance and cost.
• Concept evolution with multi-label case: Contrary to the concept drift, in multi-label data stream classification, a phenomenon that instances of a new class label (never appeared previously) may emerge as time goes by, known as concept evolution. For example, in intrusion detection system, given each type of attack as a class label, the concept evolution occurs when a completely new type of attack occurs in the network traffic. The most existing algorithms misidentify the novel class label as the known or the other one. And the majority of remaining methods which include a novel class detection module could identify only one new class at a time, while it is not true in practice, e.g, two more new kinds of attacks may occur simultaneously; Also existing algorithms hold the assumption that instances from the same class must be closer to each other than those belonging to different classes in observed feature space, this may not stack up in higher-dimensional feature space such as images. So a robust approach which could deal with above challenges is necessary and hence improve the overall performance of classifiers.
• Feature evolution with the feature missing: As time elapses, new features may appear and known features may disappear, namely, feature evolution. For instance, in the social network, multi-label text stream where new features (words) may emerge and old features fade away. The majority of classifiers must know a feature whether it is existing in advance, the feature evolution may result in the irrelevant classifiers for predicting future instances and thus lead to a worse performance. And in multiple feature spaces, some crucial features may miss, which makes it difficult to identify an object instance, and result in a worse performance. For example, Wolf Children are identified if and only if the characteristics of wolf and children are satisfied at the same time. However, up to date, there are no sufficient methods addressing this phenomenon, and we should focus on it and present an effective way.
• Temporal dependencies with the label missing: Temporal dependencies refer to the labels of the current data instance x t (the data instance arrives at time t) are influenced by labels of previous instances x t−1 , x t−2 , x t−3 . . . , while the needing labels of previous instances are missing. Up to now, existing methods either take little attention to such condition or the efficiency is not so high. Thus, a high efficient approach need to be mined to address this challenge. Temporal dependencies for multi-label data streams are different from the temporal dependencies in time-series analysis.
• Class imbalance with dynamic proportion: The class imbalance issue is still challenging and significant in multi-label data stream classification, because there are few works in this field. And existing works only consider the simplest condition of class imbalance, and assumed that the proportion [126] of imbalanced class is static over time, but it is unavailable in practice.
Studying the change of multiple minority classes [127] may contribute to the improvement of classification performance.
V. CONCLUSION
In this study, we gave the timely review on multi-label data stream classification. More precisely, we firstly introduced the multi-label classification, which occupies PT, AA and ensemble of PT and AA; Besides, we described the classification algorithms in detail from different perspectives. Secondly, we presented the concept of data stream and data stream classification, in which one can learn a number of special properties of data stream, concept drift and drift detection methods, open source softwares and frameworks for streaming data mining, benchmark datasets and evaluation metrics for data stream classification; Last but not least, we summarized the multi-label data stream classification algorithms from two aspects, namely stationary and non-stationary classification. Within them, we further summarized main characteristics of some state-of-the-art ensemble algorithms based on PT and AA. Meanwhile, we introduced the open source frameworks and libraries for multi-label streaming data classification. In addition, we listed the common used multi-label datasets for stream classification, evaluation metrics for classification algorithms. Finally, we discussed the existing algorithms from different aspects, such as weighting mechanism, concept drift detection, etc. Moreover, we compared the performance of existing multi-label data stream classification methods in different evaluation metrics. Finally, based on our researching background, we gave our insights into challenging issues and the possible directions which are worthwhile to be further researched. According to this comprehensive review on multi-label data stream classification, we learned that among various methods there are mainly two categories, namely single-model incremental and batch-incremental learning.
And ensemble learning methods are more excellent than other methods, and they are able to combine with any flexible operators to deal with some special issues, such as recurring concept drift, novel class detection, etc. Moreover, we discovered some advanced issues, such as Concept drift with different types, Concept evolution with multi-label case, Feature evolution with feature missing, and so on. In the near future, especially in multi-source and non-stationary stream environments, we believe that the different learning frameworks will be thoroughly explored for multi-label data stream in big data era, even though there are still many challenges. And new multi-label data stream learners with different properties would be more robust so as to achieve a higher classification performance on the big data stream. XUEGANG HU received the B.S. degree from the Department of Mathematics, Shandong University, China, and the M.S. and Ph.D. degrees in computer science from the Hefei University of Technology, China. He is currently a Professor with the School of Computer Science and Information Engineering, Hefei University of Technology, China. He is involved in research in data mining and knowledge engineering. VOLUME 8, 2020 
