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ON BOUNDARY PROPERTIES OF
SOLUTIONS OF COMPLEX VECTOR FIELDS
S. Berhanu and J.Hounie
Abstract. This work presents results on the boundary properties of solutions
of a complex, planar, smooth vector field L. Classical results in the Hp theory of
holomorphic functions of one variable are extended to the solutions of a class of
nonelliptic complex vector fields.
Introduction
Suppose h(z) is a holomorphic function of one variable defined on some rectangle
Q = (−a, a)× (0, b)
with a weak boundary value at y = 0. It is well known that if the boundary value
bh ∈ Lp(−a, a) for some 1 ≤ p ≤ ∞ then
(1) for any 0 < c < a, the norms of the traces h(., y) in Lp[−c, c] are uniformly
bounded as y 7→ 0+:
∫ c
−c
|h(x+ iy)|p dx ≤ C, y ց 0;
(2) h(x+ iy) converges pointwise and nontangentially to bh(x) for almost every
x ∈ (−a, a);
(3) h(x+ iy) vanishes identically if bh vanishes on a set of positive measure;
(4) conversely, if (1) holds, bh ∈ Lp(−c, c) for any 0 < c < a.
These are just the local versions of very classical properties for holomorphic func-
tions on the unit disc ∆. Fatou proved in 1906 [F] that any bounded holomorphic
function f on ∆ has an a.e. nontangential limit that cannot vanish identically on
an arc of ∂∆ unless f is identically zero and that the Poisson integral of a finite
measure has a.e. nontangential limit. Then Hardy [Ha] initiated the theory of
the spaces Hp(∆) in 1915, proving that the logarithm of the Lp[−π, π] norm of
θ 7→ f(reiθ) is a convex function of ln r, 0 < r < 1. The weak compactness of the
unit ball of Lp implies easily the validity of (4) for p > 1 but for p = 1 —where
this argument only yields that bf is a measure— it is a consequence of the famous
F. and M. Riesz theorem presented in [RR] in 1916 where it is also shown that
1991 Mathematics Subject Classification. Primary 35F15, 35B30, 42B30; Secondary 42A38,
30E25.
Key words and phrases. Weak boundary values, nontangential convergence, locally integrable
vector fields, Hardy spaces, FBI transform, wave front set.
Work supported in part by CNPq, FINEP and FAPESP.
1
2 S. BERHANU AND J.HOUNIE
any f ∈ H1(∆) has an a.e. nontangential limit that cannot vanish identically on a
subset of ∂∆ of positive measure unless f is identically zero.
Holomorphic functions are solutions of a complex vector field and in this paper
we explore generalizations of these properties for solutions of more general smooth
complex vector fields in the plane. Our main result, Theorem 3.1 extends the
uniform boundedness of the Lp norms (1) to traces of continuous solutions of any
locally solvable, smooth complex vector field in the plane while Theorems 5.1 and
6.1 address, mutatis mutandis, properties analogous to (2) and (3). The analogue
of (4) for the relevant value p = 1 was the subject of [BH1].
The uniform control of Lp norms (1) is a distinctive feature of Hardy spaces
that was preserved in spite of the extraordinary development undergone by the
theory along the century. Present in the original formulation in connection with
boundary values of holomorphic and harmonic functions, this property was not
lost in the real variable definition of Hardy spaces Hp(Rn) in terms of maximal
functions by Stein and Weiss, where the Poisson kernel plays a key role. Indeed,
the spaces so defined coincide with the boundary values of solutions of appropriate
elliptic systems defined on Rn × (0,∞) for which uniform control in t ∈ (0,∞) of
the Lp(Rn) norm holds —we refer the reader to the books [St] and [GR] on this
subject— and it seems fair to say that uniform control of norms for solutions of
elliptic equations is not a surprising fact. On the other hand, uniform control of
norms for solutions of equations which are not necessarily elliptic or even far from
elliptic, when integral representation of solutions in terms of boundary values are
not available, seems new.
Our method of proof takes advantage of a blend of modern and more classical
tools. Among the former we should mention techniques from microlocal analysis,
specifically the FBI transform in the fashion developed in [BCT] and [T1], the
Baouendi-Treves approximation formula [BT] and results from the L2 theory of
operators with Caldero´n-Zygmund kernels such as the boundedness of the Cauchy
integral and its related maximal operator. For instance, in the proof of Theorem
3.1, the Baouendi-Treves formula reduces the problem to the study of (1) for a
sequence of holomorphic functions on planar domains whose boundaries are not
smooth due to the presence of cusps. At this stage, the more classical theory of
Jordan domains with rectifiable boundary as described in chapter 10 of [Du] comes
at hand.
For a holomorphic function h defined on Q as above, the existence of a distri-
bution trace at y = 0, i.e. the existence of a weak distribution limit for the traces
h(., y) is equivalent to the property that h be of tempered growth, i.e. that for
some integer N ,
h(x+ iy) = O(y−N)
uniformly for x in compact subsets of (−a, a). For continuous solutions of a general,
smooth complex vector field
L =
∂
∂y
+ b(x, y)
∂
∂x
this equivalence is no longer valid. Indeed, the equivalence fails even for the subclass
of locally integrable vector fields (see the examples in section 1). In section 1, we
prove that if
L =
∂
∂t
+
n∑
j=1
aj(x, t)
∂
∂xj
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is a smooth complex vector field in U = B(0, a)× (0, b) in Rn+1, B(0, a) a ball in
R
n, f ∈ L1loc(U), Lf ∈ L1(U), and the integrals∫
K
|f(x, t)| dx = O(t−N )
for everyK compact in B(0, a), then limt7→0+ f(x, t) exists and defines a distribution
trace at t = 0. Analogues of this trace result under more stringent conditions on
f were proved in [Br] and [BH1]. In section 2 we study pointwise convergence
of solutions to their Lp boundary values for the class of locally integrable vector
fields. We recall that a nowhere vanishing planar vector field L is called locally
integrable in an open set Ω if each p ∈ Ω is contained in a neighborhood which
admits a smooth function Z with the properties that LZ = 0 and the differential
dZ 6= 0. Examples of locally integrable vector fields include nonzero real-analytic
vector fields and locally solvable vector fields. Note however that the class of locally
integrable vector fields is much larger and we refer the reader to the treatise [T1] for
more examples. For solutions of locally integrable vector fields, as a substitute for
radial convergence, we describe curves along which a.e. pointwise convergence holds
on the noncharacteristic portion of the boundary. Examples demonstrate that in
general, one can not get larger sets of approach than these curves. However, when L
is a locally solvable vector field, we will show in section 5 that the sets of approach
for convergence are open sets at the points where L does not behave like a real
vector field in the sense made precise in that section. Finally, in section 6 we prove
a uniqueness result analogous to the Riesz uniqueness theorem.
1. A Theorem on the existence of traces
In this section we present conditions that guarantee the existence of a boundary
value for solutions of a complex vector field. It is well known (see [Ho, Thm.3.1.14])
that if h is holomorphic in a rectangle Q = (−a, a)× (0, b), then the traces h(., y)
converge as y 7→ 0 to a distribution bh(x) iff there exists an integer N such that
|h(x+ iy)| = O(y−N )
uniformly for x in compact sets. In the work [Br] the author generalized one
direction of this result to a smooth complex vector field
L =
∂
∂t
+
n∑
j=1
aj(x, t)
∂
∂xj
,
as follows:
Theorem. (Theorem 3.4 in [Br]) Let X ⊆ Rn be open, U an open neighborhood
of X ×{0} in Rn+1, U+ = U ∩Rn+1+ . Let L = ∂∂t +
∑n
j=1 aj(x, t)
∂
∂xj
, a(x, t) ∈ C∞
on X ∪ U+. Let f ∈ C1(U+) such that
i) Lf ∈ L∞(U+);
ii) for any compact set K ⊂⊂ X there exists N = N(K) ∈ N, and C =
C(K) > 0 such that
|f(x, t)| ≤ C
tN
, and |Dxf(x, t)| ≤ C
tN
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Then limt→0 f(x, t) = bf exists in D′(X).
This result in [Br] was improved in our work [BH1] by dropping the growth
condition on Dxf(x, t) and weakening the regularity of f to continuity. In both
references, the function f was assumed to be of tempered growth as t 7→ 0+. In
the next theorem, we relax this condition and assume instead that the integrals of
|f(., t)| over compact subsets are of tempered growth. We also weaken the regularity
assumptions on f and Lf . This stronger trace result allows us to improve the F.
and M. Riesz theorem we proved in [BH1] (see Corollary 1.3).
Theorem 1.1. Let X ⊆ Rn be open, U an open neighborhood of X×{0} in Rn+1,
U+ = U ∩ Rn+1+ . Let L = ∂∂t +
∑n
j=1 aj(x, t)
∂
∂xj
, a(x, t) ∈ C∞ on X ∪ U+. Let f
be a locally integrable function on U+ such that
i) Lf ∈ L1(U+);
ii) for any compact set K ⊂⊂ X there exists N = N(K) ∈ N, and C = C(K) > 0
such that ∫
K
|f(x, t)| dx ≤ C
tN
, as t→ 0.
Then limt→0 f(x, t) = bf exists in D′(X). Furthermore, if X × (0, T ] ⊆ U+, then
the distributions {f(., t) : 0 ≤ t ≤ T} are uniformly bounded in D′(X).
Before we prove Theorem 1.1, we present two examples where this theorem can
be applied. In both cases, the solution f is not of tempered growth and so the
results of [Br] and [BH1] quoted above can not be applied to deduce the existence
of a boundary value.
Example 1.1. Consider the operator with smooth coefficients
L =
∂
∂y
− i2 exp(−y
−2)
y3
∂
∂x
in Ω = (−1, 1)× (−1, 1) ⊂ R2, set Z(x, y) = x + i exp(−y−2) and define for y > 0
the function f(x, y) = Z−1/4, where we have used the fact that ℑZ > 0 for y > 0
to define the fractional power (we take the branch of z 7→ z1/4 that is real for z real
and positive). For y > 0 we have Lf = 0 and
∫ 1
−1
|f(x, y)| dx ≤
∫ 1
−1
1√|x| ≤ C
so, by Theorem 1.1, limy→0 f(x, y) = bf exists and it is easy to check that in fact
bf(x) = |x|−1/2. On the other hand |f(0, y)| = exp(y−2/4) so f does not have
tempered growth as y → 0.
Example 1.2. Let
L =
∂
∂y
− iexp(−y
−1)
y2
∂
∂x
in Ω = (−1, 1)× (−1, 1) ⊂ R2, set Z(x, y) = x + i exp(−y−1) and define for y > 0
the function f(x, y) = Z−1. For y > 0, Lf = 0 and
∫ 1
−1
|f(x, y)| dx = O(y−1)
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so, by Theorem 1.1, limy→0 f(x, y) = bf exists (in fact, bf(x) = pv(1/x)− iπδ(x)).
However, |f(0, y)| = exp( 1y ).
For a holomorphic function h on the rectangle Q = (−a, a)× (0, b), the function
h(x+ iy) is of tempered growth as y 7→ 0+ if and only if the integrals∫
K
|h(x+ iy)|dx
are of tempered growth. For solutions of a general complex vector field, the
preceding examples indicate that such equivalence is no longer valid. In the proof
of Theorem 1.1, we will use Lemma 1.2 below. Consider a vector field with smooth
coefficients
L =
∂
∂t
+
n∑
j=1
aj(x, t)
∂
∂xj
,
defined in a cylinder D(R, T ) = BR(0)× (−T, T ) ⊂ Rnx ×Rt, where BR(0) denotes
the ball {x ∈ Rn : |x| < R}. Let f(x, t) and g(x, t) be two measurable functions
in L1loc(D(R, T )) related by
(1.1) Lf = g in D(R, T )
in the sense of distributions.
Lemma 1.2. Let L, f , g be as above. Then there exist a continuous function
F (t) : (−T, T ) −→ D′(BR(0)) and a set E ⊂ (−T, T ) of Lebesgue measure |E| = 0
such that
〈F (t), ψ〉 =
∫
f(x, t)ψ(x) dx, t /∈ E, ψ ∈ C∞c (BR(0)).
Proof of Lemma 1.2. After shrinking slightly D(R, T ) we may assume that f, g ∈
L1(D(R, T )) and, in view of Fubini’s theorem, after modifying f and g on a set of
measure zero we may also assume that
∫ |f(x, t)| dx <∞ and ∫ |g(x, t)| dx <∞ for
all |t| ≤ T . Fix ψ ∈ C∞c (BR(0)). For any φ(t) ∈ C∞c (−T, T ), (1.1) means that∫ T
−T
(∫
f(x, t)ψ(x) dx
)
φ′(t) dt =
−
∫ T
−T
(∫
gψ −
n∑
j=1
∂(ajψ)
∂xj
f(x, t) dx
)
φ(t) dt.
The expression between parentheses in the right hand side integral is well defined
and defines for each t a distribution V (t) ∈ D′(BR(0)) of order one such that
d
dt
∫
f(x, t)ψ(x) dx = 〈V (t), ψ〉
in the sense of distributions in (−T, T ). The function t 7→ 〈V (t), ψ〉 is integrable
and setting
〈W (t), ψ〉 =
∫ t
0
〈V (s), ψ〉 ds,
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it follows that
d
dt
(∫
f(x, t)ψ(x) dx− 〈W (t), ψ〉
)
= 0
in the sense of distributions. Thus, there is a set E(ψ) of measure |E(ψ)| = 0 such
that
(1.2)
∫
f(t, x)ψ(x) dx− 〈W (t), ψ〉 = c(ψ), t /∈ E(ψ).
We will now show that ψ 7→ c(ψ) is a distribution of order one. It is easy to see
that ψ 7→ c(ψ) is linear and if {ψj} is a sequence converging to zero in C1c (BR(0))
then 〈W (t), ψj〉 → 0 as j → ∞. Using (1.2) for some t /∈
⋃
j E(ψj) we see that
c(ψj)→ 0 when j →∞. We may now define F (t) by
〈F (t), ψ〉 .= 〈W (t), ψ〉+ c(ψ) =
∫ t
0
〈V (s), ψ〉 ds+ c(ψ)
and it is clear that the right hand side defines a distribution of order one in BR(0)
that depends continuously on t. Now (1.2) may be restated as
(1.3)
∫
f(x, t)ψ(x) dx = 〈F (t), ψ〉, t /∈ E(ψ).
We now fix a countable collection of test functions {ψj} that is dense in C∞c (BR(0))
and conclude that (1.3) holds pointwise for every ψ ∈ C∞c (BR(0)) and every t /∈
E =
⋃
E(ψj). This proves the lemma.
The fact that F (t) is continuous allows us to define the trace of f(x, t) at t = t0
as F (t0). This trace will in general be just a distribution of order one (a sum of
derivatives of order ≤ 1 of locally finite measures) not representable by a locally
integrable function but, for almost all values of t, F (t) is given by the locally
integrable function x 7→ f(x, t).
Example 1.3. Consider the Mizohata operator L = ∂t − it∂x in Ω = (−1, 1) ×
(−1, 1) ⊂ R2 and set Z = x+it2/2, f(x, t) = Z−1. It is easy to check that f ∈ L1(Ω)
and that Lf = 0 in the sense of distributions. For t 6= 0, F (t) ∈ L∞(−1, 1) ⊂
L1(−1, 1) but for t = 0 we have F (0) = pv(1/x)− iπδ(x) /∈ L1loc(−1, 1).
The discussion above shows that f(x, t) and F (t) may be identified as distribu-
tions in D(R, T ). In the sequel, we will write just
∫
f(x, t)ψ(x) dx for any value of
t, even when the real meaning is 〈F (t), ψ〉.
In the next lemma we will need an observation concerning regularizations of f .
Let f(x, t) ∈ L1(D(R, T )) and consider a bump function ψ ∈ C∞0 (B), where B de-
notes the ball of radius 1 centered at the origin in Rn+1, of the form ψ(x, t) =
α(x)β(t). Assume
∫
α(x) dx =
∫
β(t) dt = 1, and for δ > 0, set ψδ(x, t) =
δ−n−1ψ(x/δ, t/δ) = δ−nα(x/δ)δ−1β(t/δ) = αδ(x)βδ(t). Extending f as zero out-
side D(R, T ) the convolution f ∗ ψδ(x, t) converges to f in L1(D(R, T )). Further-
more, for any Φ(x, t) ∈ C∞c (D(R, T )) we have∫
f ∗ ψδ(x, t)Φ(x, t) dx = 〈F
(t)∗ βδ(t),Φ(·, t)
(x)∗ αδ〉,
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where the symbols
(x)∗ and (t)∗ indicate convolution in the variables x and t respec-
tively. Since Φ
(x)∗ αδ converges in C∞c (BR(0)) to x 7→ Φ(t, x) uniformly in t and
F
(t)∗ βδ → F uniformly in the appropriate norm, we may conclude that
lim
δ→0
∫
f ∗ ψδ(x, t)Φ(x, t) dx = 〈F (t),Φ(·, t)〉 =
∫
f(x, t)Φ(x, t) dx
Proof of Theorem 1.1. We will use Lemma 1.2 to modify the proof of Lemma 1.2
in [BH1]. Let φ ∈ C∞0 (X), and T > 0 such that
supp φ× [0, T ] ⊆ X ∪ U+
Shrinking T we may assume without loss of generality that f and Lf are integrable
on supp φ× [ǫ, T ] for all ǫ > 0. For ǫ ≥ 0 sufficiently small, set
Lǫ =
∂
∂t
+
n∑
j=1
aj(x, t+ ǫ)
∂
∂xj
Let k ∈ N. We will choose φǫ0, . . . , φǫk ∈ C∞(U+) such that if
Φk,ǫ(x, t) =
k∑
j=0
φǫj(x, t)
tj
j!
,
then
(1) Φk,ǫ(x, 0) = φ(x), and (2) |(Lǫ)∗Φk,ǫ(x, t)| ≤ Ctk
where C > 0 depends only on the size of the derivatives of φ up to order k + 1. In
particular, C will be independent of ǫ. Define φǫ0(x, t) = φ(x). For j ≥ 1, write
Lǫ =
∂
∂t
+Qǫ(x, t,
∂
∂x
),
and define
φǫj(x, t) = −
∂
∂t
φǫj−1(x, t) + (Q
ǫ)∗φǫj−1
One easily checks that (1) and (2) above hold with these choices of the φǫj . We will
next use the integration by parts formula of the form
∫
u(x, T )w(x, T ) dx−
∫
u(x, 0)w(x, 0) dx =
∫ T
0
∫
Rn
(wPu− uP ∗w) dxdt
which is valid for P a vector field, u and w in C1(Rn × [0, T ]) and the x−support
of w contained in a compact set in Rn. Note that the x-support of Φk,ǫ(x, t) is
contained in the support of φ(x). Let ψ ∈ C∞0 (B1(0)), ψ(x, t) = α(x)β(t) with∫
α dx =
∫
βdt = 1, as above, and for δ > 0, let ψδ(x, t) =
1
δn+1ψ(
x
δ ,
t
δ ). For
ǫ > 0, set fǫ(x, t) = f(x, t + ǫ). Observe that if δ < ǫ, then the convolution
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fǫ ∗ ψδ(x, t) is C∞ in the region t > 0. In the integration by parts formula above
set u(x, t) = fǫ ∗ ψδ(x, t), w(x, t) = Φk,ǫ(x, t) and P = Lǫ. We get:∫
X
fǫ ∗ ψδ(x, 0)φ(x) dx =
∫
X
fǫ ∗ ψδ(x, T )Φk,ǫ(x, T ) dx
−
∫ T
0
∫
X
Lǫ (fǫ ∗ ψδ)Φk,ǫ dxdt(1.4)
+
∫ T
0
∫
X
fǫ ∗ ψδ(Lǫ)∗Φk,ǫ dxdt
Fix ǫ > 0. Let δ → 0+. Note that fǫ ∗ ψδ(x, t) converges in L1 to fǫ(x, t) on a
relatively compact neighborhood W of supp φ× [0, T ]. Hence
Lǫ (fǫ ∗ ψδ)→ Lǫfǫ
in D′(W ) as δ → 0+. Moreover, Lǫfǫ(x, t) = Lf(x, t+ǫ) ∈ L1. Hence by Friedrichs’
Lemma,
Lǫ (fǫ ∗ ψδ)→ Lǫfǫ
in L1(W ) as δ → 0+. Finally, the limit as δ → 0 for the first integral on the right
hand side of (1.4) was already discussed. We thus get∫
X
f(x, ǫ)φ(x) dx =
∫
X
f(x, T + ǫ)Φk,ǫ(x, T ) dx
−
∫ T
0
∫
X
Lǫfǫ(x, t)Φ
k,ǫ(x, t) dxdt(1.5)
+
∫ T
0
∫
X
fǫ(x, t)(L
ǫ)∗Φk,ǫ(x, t) dxdt
In the third integral on the right, we may integrate first with respect to x, thus
obtaining a function of t ≥ 0, Γǫ(t) which is bounded by
|Γǫ(t)| ≤
∫
X
∣∣fǫ(x, t)(Lǫ)∗Φk,ǫ(x, t)∣∣ dx ≤ Ctk(t+ ǫ)−N ≤ Ctk−N ,
where C depends only on the derivatives of φ up to order k + 1 and on the size of
its support K = supp(φ). Furthermore, for t > 0 we have
lim
ǫ→0
Γǫ(t) = lim
ǫ→0
∫
X
fǫ(x, t)(L
ǫ)∗Φk,ǫ(x, t) dx =
∫
X
f(x, t)L∗Φk,0(x, t) dx.
Choose k = N + 1. By the dominated convergence theorem, as ǫ → 0, this third
integral converges to limǫ→0
∫ T
0
Γǫ(t) dt =
∫ T
0
∫
X
fL∗Φk,0 dxdt. In the second in-
tegral on the right, note that since Lf ∈ L1(K × (0, T )), as ǫ → 0, the translates
Lǫfǫ = (Lf)ǫ → Lf in L1(K × (0, T )) while Φk,ǫ → Φk,0 uniformly. We thus get
〈bf, φ〉 =
∫
X
f(x, T )Φk(x, T )ds−
∫ T
0
∫
X
LfΦk dxdt+
∫ T
0
∫
X
fL∗Φk dxdt,
where Φk
.
= Φk,0. From formula (1.5), we also see that there is C > 0 independent
of ǫ such that
(1.6) |〈f(., ǫ), φ〉| ≤ C
∑
|α|≤k+1
‖∂αφ‖L∞
ON BOUNDARY PROPERTIES OF SOLUTIONS OF COMPLEX VECTOR FIELDS 9
Corollary 1.3.
Suppose L = ∂∂t + a(x, t)
∂
∂x is a smooth locally integrable vector field in a neigh-
borhood U of the origin in the plane. Let U+ = U ∩ R2+, and suppose f ∈ C0(U+)
satisfies Lf = 0 in U+ and for some integer N ,∫
K
|f(x, t)|dx = O(t−N )
If the trace bf = f(x, 0) is a measure, then it is absolutely continuous with respect
to Lebesgue measure.
The conclusion in this corollary was proved in [BH1] under the stronger assump-
tions that |f(x, t)| = O(t−N ) and f ∈ C1(U+). However, inspection of the proof
shows that thanks to the formula we have for the trace bf , the proof in [BH1] goes
through with the weaker growth assumption on f , at least when f ∈ C1(U+). To
prove it when f is just continuous, we need to make some modifications in the proof
of Theorem 3.1 in [BH1]. Using the notations in [BH1], we will next indicate the
changes needed briefly here and refer the reader to [BH1] for the details. Recall
from [BH1] that for ζ and z ∈ Cn,
E(z, ζ, x, t) = iζ · (z − Z(x, t))− κ〈ζ〉(z − Z(x, t))2
Modifying the notation in [BH1], for h a continuous function, define
gh(z, ζ, x, t) = φ(x)h(x, t)e
E(z,ζ,x,t)
where (z, ζ) are parameters. If h is C1, then for 0 < s < t1, we have the analogue
of (3.6) in [BH1]:
(1.7)
∫
B
gh(z, ζ, x, s)dxZ(x, s) =
∫
B
gh(z, ζ, x, t1)dxZ(x, t1) +
∫ t1
s
∫
B
d(ghdZ)
where d(ghdZ) = (h(Lφ) + (Lh)φ) e
Edt ∧ dZ Suppose now f is continuous and
Lh = 0 for t > 0. Then if hj is a sequence of smooth functions converging uniformly
to f in a neighborhood of the closure of B× [s, t1], then since Lf = 0, by Friedrich’s
Lemma Lhj 7→ 0 in L2 and hence (1.7) will also be valid for f = h leading to
(1.8)
∫
B
g(z, ζ, x, s)dxZ(x, s) =
∫
B
g(z, ζ, x, t1)dxZ(x, t1) +
∫ t1
s
∫
B
d(gdZ)
where
g(z, ζ, x, t) = φ(x)f(x, t)eE(z,ζ,x,t)
and
d(gdZ) = fLφeEdt ∧ dZ
Suppose now the integrals
∫
K
|f(x, t)|dx have a tempered growth as in Theorem 1.1.
Then as s 7→ 0, the integral on the left in (1.8) converges to ∫
B
g(z, ζ, x, 0)dxZ(x, 0).
We claim that for the directions ζ of interest in Theorem 3.1, as s 7→ 0, the second
integral on the right in (1.8) converges to∫ t1
0
∫
B
d(gdZ)
Indeed, the latter follows from Lemma 1.2 which tells us that the distributions
f(., t) are uniformly bounded which in our situation implies an exponential decay
in the x integral. One can then use the Dominated Convergence Theorem to prove
the assertion.
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2. On pointwise convergence of solutions to their traces
Suppose L is a never vanishing smooth vector field on a domain D in the plane
and f is a smooth solution of Lf = 0 in D with tempered growth as one approaches
a noncharacteristic boundary piece γ. Assume that on γ the function f has a
weak boundary value bf which is locally integrable. Unlike the case of the Cauchy
Riemann operator, simple examples show that even when L is real analytic, f may
not converge nontangentially to bf . Indeed, consider the Mizohata vector field
L1 =
∂
∂t
− 2it ∂
∂x
Let F (z) be a holomorphic function in the semi-disc {z = x + iy : |z| < 1, y > 0}
with a weak L1 boundary value bF on the x-axis. If F is chosen so that it is bounded
and on a set of full measure in (−1, 1) it has no limit in parabolic regions, then the
function F (x+ it2) is a solution of L which does not converge nontangentially to its
weak limit bF as t tends to 0. The existence of such F follows from the following
more general theorem in [Z].
Theorem 7.44. ([Z]) Let C0 be any simple closed curve passing through z = 1,
situated, except for that point, totally inside the circle |z| = 1, and tangent to the
circle at that point. Let Cθ be the curve C0 rotated around z = 0 by an angle θ.
There is a Blaschke product B(z) which, for almost all θ0, does not tend to any
limit as z 7→ exp(iθ0) inside Cθ0 .
The preceding theorem shows that even for the C∞ and analytic hypoelliptic
vector field
L2 =
∂
∂t
− 3it2 ∂
∂x
we can get bounded solutions f(x, t) = F (x+it3) with F holomorphic in a semi-disc
in the upper half plane, bf ∈ L1 but f(x, t) does not converge nontangentially on a
subset of full measure in (−1, 1). For both examples L1 and L2, the solutions f(x, t)
converge to their boundary values a.e. in certain cuspidate regions containing the
vertical segments {(x, t) : t > 0}. However, if we consider the vector field L3 = ∂∂t ,
and take f(x, t) = bf(x) = the characteristic function of a Cantor set C of positive
measure in an interval (a, b), the only sets of approach for which f(x, t) → bf(x)
for a.e. x ∈ C are the vertical segments. Therefore, for a general locally integrable
vector field, we can not get sets of approach for convergence larger than curves.
In this section we prove a.e. convergence along vertical segments to L1 boundary
values for locally integrable vector fields of the form
L =
∂
∂t
+ a(x, t)
∂
∂x
In section 5 we will prove that when L is a locally solvable vector field, at appro-
priate points, the sets of approach for a.e. convergence are open sets.
To state our result in an invariant form, let Ω be a smooth domain in the plane,
L = X + iY a locally integrable vector field near each point of a piece Σ of the
boundary and f a continuous solution of Lf = 0 in Ω. Assume that for some
defining function ρ of Ω, there exists an integer N such that the line integrals∫
ρ=t
|f |dσt = O(t−N )
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Suppose Σ is noncharacteristic for L. Then by Theorem 1.1, f has a trace bf on
Σ. Assume that bf ∈ L1(Σ). After contracting Σ around one of its points, we can
get a smooth first integral Z for L with the property that the restriction of ℜZ on
Σ has a nonzero differential. For p ∈ Σ, the set
S(p) = {w : ℜZ(w) = ℜZ(p)}
is a curve near p which is transversal to Σ. Let S+(p) denote the part of this curve
lying in Ω. We will prove:
Theorem 2.1. For almost all p ∈ Σ,
lim
S+(p)∋q 7→p
f(q) = bf(p)
To prove Theorem 2.1, we first flatten Σ in new coordinates. By hypotheses,
x = ℜZ and t = ρ form a change of coordinates near a fixed point p ∈ Σ which we
may assume is mapped to the origin. In these coordinates, Σ and L are given by
t = 0, L = λ(x, t)
(
∂
∂t
+ a(x, t)
∂
∂x
)
respectively, for some nonvanishing smooth factor λ, and the first integral takes the
form
Z(x, t) = x+ iϕ(x, t)
for some real-valued ϕ. Therefore, Theorem 2.1 follows from
Theorem 2.1’. Let
L =
∂
∂t
+ a(x, t)
∂
∂x
be a smooth locally integrable complex vector field in the subset U = (−r, r)×(−T, T )
of the plane. Assume f is continuous on U+ = (−r, r)× (0, T ) and Lf = 0 in U+.
Suppose for any compact set K ⊂⊂ (−r, r) there exists N = N(K) ∈ N, and
C = C(K) > 0 such that
∫
K
|f(x, t)| dx ≤ C
tN
, as t→ 0+
and the boundary value bf ∈ L1(−r, r). Then
lim
t→0
f(x, t) = bf(x)
a.e. in (−r, r).
We begin with some general lemmas which are valid for a general, not necessarily
locally integrable vector field.
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Lemma 2.2. Let
L =
∂
∂t
+
n∑
j=1
bj(x, t)
∂
∂xj
be smooth on a neighborhood U = B(0, a) × (−T, T ) of the origin in Rn+1 with
B(0, a) = {x ∈ Rn : |x| < a}. We will assume that the coefficients bj(x, t),
j = 1, . . . , n vanish on F × [0, T ), where F ⊂ B(0, a) is a closed set. Assume that f
is continuous on U+ = B(0, a)×(0, T ), satisfies Lf = 0 in U+ and for any compact
set K ⊂⊂ B(0, a), there exists N = N(K) ∈ N, and C = C(K) > 0 such that∫
K
|f(x, t)| dx ≤ C
tN
, as t→ 0+
and bf ∈ L1(B(0, a)). Then pointwise,
lim
t→0
f(x, t) = bf(x) a.e. on F
Remark. The existence of a distribution boundary value bf was proved in Theorem
1.1.
In the proof of this lemma, we will use another lemma which we will first prove.
Lemma 2.3. Let
L =
∂
∂t
+
n∑
j=1
aj(x, t)
∂
∂xj
be a smooth complex vector field on an open set U = B(0, r) × (0, T ) in Rn+1 .
Assume f is continuous in U and satisfies Lf = 0 in U . Suppose aj(0, t) = 0 for
all j and for all t ∈ (0, T ). Then f(0, t) is constant.
Proof. Let φ(x) ∈ C∞0 (B(0, 1)) such that the sequence φǫ(x) = 1ǫnφ(xǫ ) forms an
approximate identity family. Using Lf = 0 and integration by parts, for any
0 < a < b < T , we have:
(2.1)
∫
f(x, b)φǫ(x) dx−
∫
f(x, a)φǫ(x) dx = −
∫ b
a
∫
Rn
f(x, t)Ltφǫ(x) dxdt
Observe that the left hand side converges to f(0, b)− f(0, a) as ǫ→ 0. It therefore
suffices to show that the right hand side converges to 0. We write
∫ b
a
∫
Rn
f(x, t)Ltφǫ(x) dxdt =
∫ b
a
∫
Rn
(f(x, t)− f(0, t))Ltφǫ(x) dxdt
+
∫ b
a
∫
Rn
f(0, t)Ltφǫ(x) dxdt
Note that
∫ b
a
∫
Rn
f(0, t)Ltφǫ(x) dxdt = −
∫ b
a
f(0, t)

 n∑
j=1
∫
Rn
∂
∂xj
(ajφǫ(x)) dx

dt = 0
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since φǫ(x) has compact support. We now estimate the other term∣∣∣∣∣
∫ b
a
∫
Rn
(f(x, t)− f(0, t))Ltφǫ(x) dxdt
∣∣∣∣∣ ≤∣∣∣∣∣
∫ b
a
∫
Rn
(f(x, t)− f(0, t)) div (a)φǫ(x) dxdt
∣∣∣∣∣
+
∣∣∣∣∣
∑
j
∫ b
a
∫
|x|≤ǫ
(f(x, t)− f(0, t))aj ∂φǫ
∂xj
dxdt
∣∣∣∣∣
≤ Cω(ǫ) + Cω(ǫ) 1
ǫn+1
∫
|x|≤ǫ
|x| dx
≤ C1ω(ǫ)
where in the second inequality we have used the vanishing of the aj(0, t) and used
the notation ω(ǫ) = sup |f(x, t)− f(0, t)| on B(0, ǫ)× [a, b]. Since f is continuous,
it follows that ω(ǫ)→ 0 and hence f(0, t) is constant.
Proof of Lemma 2.2. By Lemma 2.3, for any x ∈ F , f(x, t) = f(x, T ). We therefore
have to show that bf(x) = f(x, T ) a.e. in F . We recall from [BH1] (see the proof of
Lemma 3.3) that for any φ ∈ C∞c (B(0, a)), and any k ∈ N, we can choose smooth
functions φ0, . . . , φk with the properties that if
Φj(x, t) =
j∑
l=0
φl(x, t)
tl
l!
for j ≤ k
then
(1) Φj(x, 0) = φ(x), and (2) LtΦj(x, t) =
φj+1
j!
tj
Moreover, since the coefficients bj(x, t) vanish on F × [0, T ], each φj has the form
φj(x, t) =
∑
|α|≤j
cα(x, t)D
α
xφ(x)
where the cα are smooth and satisfy the estimate
(2.2) |cα(x, t)| ≤ Cd(x, F )|α|
where d(x, F ) denotes the distance from x to F . The constant C in (2.2) is
independent of the φj since the cα are obtained from the coefficients bj(x, t) of L
by means of algebraic operations and differentiations. The proof of Theorem 1.1
also shows us that
(2.3) 〈bf, φ〉 =
∫
B(0,a)
f(x, s)Φk(x, s) dx+
∫ s
0
∫
B(0,a)
f(x, t)LtΦk(x, t) dxdt
if we choose k = N + 1. Let K ⊆ F be a compact set. Choose smooth functions
0 ≤ φǫ(x) ≤ 1 in C∞c (B(0, a)) satisfying: (1) φǫ(x) = 1 for x ∈ K; (2) φǫ(x) = 0
if d(x,K) > ǫ; and (3) |Dαxφǫ(x)| ≤ Aαǫ−|α|. Thus φǫ(x) converges pointwise to
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the characteristic function ofK and for |α| > 0,Dαφǫ(x)→ 0. Let ψ ∈ C∞c (B(0, a))
and apply (2.3) to φ = φǫψ to get
〈bf, φǫψ〉 =
∫
B(0,a)
f(x, s)Φk,ǫ(x, s) dx
+
∫ s
0
∫
B(0,a)
f(x, t)LtΦk,ǫ(x, t) dxdt(2.4)
Since the sequence φǫψ is uniformly bounded , converges pointwise to ψ(x)χK(x),
and bf is integrable, by the dominated convergence theorem,
〈bf, φǫψ〉 →
∫
K
bf(x)ψ(x) dx as ǫ→ 0
We consider next the first integral on the right in (2.4):
(2.5)
∫
B(0,a)
f(x, s)Φk,ǫ(x, s) dx =
k∑
j=0
∫
B(0,a)
f(x, s)φǫj(x, s)
sj
j!
dx
Recall that
(2.6)
φǫj(x, s) =
∑
|α|≤j
cα(x, s)D
α
x (φǫ(x)ψ(x)) =
∑
|α|≤j
∑
β≤α
cα,β(x, s)D
β
xφǫ(x)D
α−β
x ψ(x)
In the double sum above, if β < α, then
|cα,β(x, s)Dβxφǫ(x)Dα−βx ψ(x)| ≤ Cd(x, F )|α||Dβxφǫ(x)|
≤ Cd(x,K)|α||Dβxφǫ(x)|
≤ Cǫ|α|−|β|(2.7)
Hence such terms go to 0 as ǫ → 0. Therefore, we only need to look at the
contribution of ∑
|α|≤j
cα(x, s)(D
α
xφǫ(x))ψ(x)
In this latter sum, when |α| ≥ 1, the term
cα(x, s)(D
α
xφǫ(x))ψ(x)→ 0
pointwise and the sequence is uniformly bounded independently of ǫ. Therefore, by
the dominated convergence theorem,∫
cα(x, s)D
α
xφǫ(x)ψ(x)f(x, s) dx→ 0 as ǫ→ 0
It follows that when j ≥ 1,
lim
ǫ→0
∫
B(0,a)
f(x, s)φǫj(x, s)
sj
j!
dx = lim
ǫ→0
∫
B(0,a)
f(x, s)φǫ(x)ψ(x)c0(x, s)s
j dx
=
(∫
K
f(x, s)ψ(x)c0(x, s) dx
)
sj
=
(∫
K
f(x, T )ψ(x)c0(x, s) dx
)
sj(2.8)
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where we used Lemma 2.3 in the last equation. Since φǫ0(x, s) = φǫ(x)ψ(x), from
(2.5) and (2.8) we see that
lim
ǫ→0
∫
B(0,a)
f(x, s)Φk,ǫ(x, s) dx = lim
ǫ→0
∫
B(0,a)
f(x, T )φǫ(x)ψ(x) dx+O(s)
=
∫
K
f(x, T )ψ(x) dx+O(s)(2.9)
Consider next the double integral in (2.4). Since
LtΦk,ǫ(x, t) =
φǫk+1t
k
k!
, k = N + 1
and φǫk+1 is bounded independently of ǫ, it follows that
(2.10)
∫ s
0
∫
B(0,a)
f(x, t)LtΦk,ǫ(x, t) dxdt = O(s2)
Finally from (2.4), (2.9), and (2.10), we get:∫
K
bf(x)ψ(x) dx =
∫
K
f(x, T )ψ(x) dx+O(s)
Letting s→ 0 in the latter, we conclude that bf(x) = f(x, T ) a.e. in K and hence
in F .
Proof of Theorem 2.1’. We may assume that L has a smooth first integral Z with
the property that LZ = 0 in U and the differential dZ(x, t) 6= 0 at every point
in U . We may in fact assume that Z(x, t) = x + iφ(x, t), where φ is real valued,
φ(0, 0) = 0, Dxφ(0, 0) = 0 and D
2
xφ(0, 0) = 0. Let
E = {x ∈ (−r, r) : ∃ ǫ > 0 with φ(x, t) ≡ φ(x, 0) ∀t ∈ [0, ǫ]}
Then by Lemma 2.2, for almost all points in E, limt→0 f(x, t) = bf(x). Consider
therefore a point x0 /∈ E, say x0 = 0 /∈ E. Then there exists a sequence tj decreasing
to zero such that φ(0, tj) 6= 0. After decreasing r and T , by the boundary analogue
of the Baouendi-Treves approximation theorem (see Theorem 3.1 in [T2] ), there
is a sequence of entire functions Pk such that Pk(Z(x, t))→ f(x, t) in the sense of
distributions on U+ = (−r, r) × (0, T ). If there are two sequences {sj} and {yk}
both converging to 0 with φ(0, sj) > 0 and φ(0, yk) < 0, then the image Z(U
+)
will contain a ball B centered at Z(0, 0) = 0 on which the entire functions Pk
will converge uniformly to a holomorphic function H and so f(x, t) = H(Z(x, t))
will in fact be smooth up to t = 0. Indeed, this latter assertion follows for a C1
f since Theorem 3.1 in [T2] guarantees uniform convergence on compact subsets
of U+ = (−r, r) × (0, T ) for such solutions. In the general case, we can use the
representation formula of Theorem 6.4 in [T2] to express f as Qh where h is a C1
solution and Q is a second order elliptic differential operator which maps solutions
to solutions. We can then get a holomorphic function G on the ball B such that
h(x, t) = G(Z(x, t)) and so from the form of the operator Q, f will also equal
P (Z(x, t)) for some holomorphic function P on B. We may therefore assume that
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φ(0, t) does not change sign on some interval [0, T ]. Without loss of generality, we
may assume that
(2.11) φ(0, t) ≥ 0 for t ∈ [0, T ]
We also have a sequence tj converging to 0 where now φ(0, tj) > 0 for all j. By
Theorem 3.1 in [BH1], it follows that at the origin, the FBI transform (with Z(x, 0)
as phase) of bf(x) decays exponentially in a complex conic neighborhood of the
covector (0;−1). By Theorem 2.2 in [BCT], there exists an interval centered at
the origin which we will continue to denote by (−r, r), a number δ > 0 and a
holomorphic function F of tempered growth defined on the open set
Q = {Z(x, 0) + iZx(x, 0)v : x ∈ (−r, r), 0 < v < δ}
such that for any ψ ∈ C∞c (−r, r),∫
bf(x)ψ(x) dx = lim
v→0
∫
F (Z(x, 0) + iZx(x, 0)v)ψ(x) dx
Since bf is a locally integrable function, as is well known, the holomorphic function
F converges nontangentially to bf(x) almost everywhere (see for example, Corollary
1.1 in [BH2]). We may assume that 0 is a point where this convergence holds. Let
M be a vector field for which the function Z1(x, t) = Z(x, 0) + iZx(x, 0)t is a first
integral. Note that the function F (Z1(x, t)) is a solution ofM for x near 0 and t > 0.
We can therefore apply the boundary version of the approximation theorem both
to M with the solution F (Z1(x, t)) and to L with the solution f(x, t) to deduce the
following: for (x, t) ∈ (−a, a)× (0, r), a and r sufficiently small, in the distribution
sense :
f(x, t) = lim
τ→∞
( τ
π
) 1
2
∫
W
e−τ(Z(x,t)−Z(y,0))
2
bf(x)g(y) dZ(y, 0)
and likewise
F (Z1(x, t)) = lim
τ→∞
( τ
π
) 1
2
∫
W
e−τ(Z1(x,t)−Z(y,0))
2
bf(x)g(y) dZ(y, 0)
where g is a smooth function supported in some neighborhood of 0, identically
equal to 1 near 0. In the above limits, we have taken advantage of the fact that
Z(x, 0) ≡ Z1(x, 0). We observe that the second limit is valid since the x derivative
of Z1(x, 0) at 0 is 1 (see Theorem 3.1 in [T2]). These formulas show that there exist
entire functions Pτ (z) such that in the distribution sense,
f(x, t) = lim
τ→∞
Pτ (Z(x, t)) and F (Z1(x, t)) = lim
τ→∞
Pτ (Z1(x, t))
We observe that since the vector field M is elliptic near the origin, Pτ (Z1(x, t))
converges uniformly on compact subsets of (−a, a) × (0, r) to F (Z1(x, t)). Recall
now that
lim
t→0
F (Z1(0, t)) = lim
t→0
F (it) = bf(0)
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Let ǫ > 0. There exists δ > 0 such that if 0 < t < δ and φ(0, t) > 0, then
|F (iφ(0, t))− bf(0)| < ǫ
Let 0 < s < δ. We consider two cases on φt(0, s). Assume first that φt(0, s) 6= 0.
Then the vector field L is elliptic at (0, s) and hence the sequence Pτ (Z(x, t))
converges uniformly to f(x, t) near (0, s). In particular,
lim
τ→∞
Pτ (Z(0, s)) = f(0, s)
If in addition, φ(0, s) > 0, then
f(0, s) = lim
τ→∞
Pτ (Z(0, s)) = lim
τ→∞
Pτ (Z1(0, φ(0, s))) = F (iφ(0, s))
Hence,
|f(0, s)− bf(0)| < ǫ
If φ(0, s) = 0, then since φt(0, s) 6= 0, there exists y arbitrarily close to s where
φ(0, y) > 0 and φt(0, y) 6= 0 and so as we already saw, we will still have |f(0, s)−
bf(0)| < ǫ. Suppose now φt(0, s) = 0. If s is in the closure of
{y : 0 < y < δ, φt(0, y) 6= 0}
then by the first case and continuity of f , |f(0, s) − bf(0)| < ǫ. If s is not in the
closure of this set, then since there is a sequence tj → 0 where φ(0, tj) > 0 and
φ(0, 0) = 0, we can find y ∈ (0, s) such that φt(0, t) = 0 on the interval (y, s), and
φt(0, y) > 0. By Lemma 2.3, we will then have f(0, s) = f(0, y). Hence, in this
case too we get:
|f(0, s)− bf(0)| = |f(0, y)− bf(0)| < ǫ
3. Locally solvable vector fields and Hardy spaces
Consider a locally solvable vector field with smooth coefficients
L =
∂
∂y
+ a(x, y)
∂
∂x
defined on a neighborhood of the origin Q = [−a, a]×[−b, b]. Since our point of view
is local and locally solvable vector fields are known to be locally integrable [T1], we
will assume without loss of generality that there is a smooth real function ϕ(x, y)
defined on a neighborhood of Q such that Z(x, y) = x+ iϕ(x, y) is a first integral of
L, i.e., LZ = 0 or, equivalently, a(x, y) = −iϕy(x, y)/(1+ iϕx(x, y)). Furthermore,
it is convenient for technical reasons to assume as well that ϕ(0, 0) = ϕx(0, 0) = 0
and
(3.1) |ϕx(x, y)| < 1
2
on a neighborhood of Q.
It is well known that the local solvability of L is equivalent to the fact that L
satisfies the Nirenberg-Treves condition (P) ([NT],[T1]) and this reflects on the
behavior of ϕ in the following way:
for every x ∈ [−a, a] the map [−b, b] ∋ y 7→ ϕ(x, y) is monotone.
We can now state the main result of this paper:
18 S. BERHANU AND J.HOUNIE
Theorem 3.1. Suppose f is continuous and is a weak solution of Lf = 0 in the
rectangle (−a′, a′)× (0, b′) for some a′ > a, b′ > b. Assume that there is a positive
integer N such that for each K compact in (−a′, a′), ∫
K
|f(x, y)| dx = O(y−N ).
Suppose the boundary value of f at y = 0, bf ∈ Lp(−a′, a′) for some 1 ≤ p ≤ ∞.
Then for any a < a′, the norms of the traces f(., y) in Lp[−a, a] are uniformly
bounded as y 7→ 0+.
The proof of Theorem 3.1 will occupy most of the rest of the paper. We begin
by defining
m(x) = min
0≤y≤b
ϕ(x, y) M(x) = max
0≤y≤b
ϕ(x, y), −a ≤ x ≤ a.
Thus, the function Z(x, y) takes the rectangle Q = [−a, a]× [0, b] onto
Z(Q) = {ξ + iη : −a ≤ ξ ≤ a, m(ξ) ≤ η ≤M(ξ)}.
The interior of Z(Q) is
{ξ + iη : −a < ξ < a, m(ξ) < η < M(ξ)},
in particular, this interior is not empty if and only if M(x) > m(x) for some
x ∈ (−a, a). The case of an empty interior corresponds to the uninteresting and
trivial case in which ϕ is independent of y and L = ∂y so we will assume from
now on that ϕy does not vanish identically for y > 0 which in particular implies
that Z(Q+) has nonempty interior. Every connected component U of the interior
of Z(Q+) is of the form
U = {ξ + iη : α < ξ < β, m(ξ) < η < M(ξ)},
where (α, β) is a connected component of the open set {x ∈ (−a, a) : M(x) >
m(x)}. Notice that, by the very definition of U , it follows that M(α) = m(α)
unless α = −a, and M(β) = m(β) unless β = a. We will focus our attention on
the case where −a < α < β < a, so M(α) = m(α) and M(β) = m(β). Notice that,
because for every x ∈ (α, β) the map y 7→ ϕ(x, y) is monotone and not constant, it
is clear that either ϕy(x, y) ≥ 0 for all x ∈ (α, β) and |y| ≤ b or ϕy(x, y) ≤ 0 for
all x ∈ (α, β) and |y| ≤ b. From now on we will assume that the first possibility
occurs, i.e., that ϕy ≥ 0 on [α, β]× [−b, b]. Hence,
M(x) = ϕ(x, b) and m(x) = ϕ(x, 0), α ≤ x ≤ β.
Thus, U is a bounded region lying between two smooth graphs and its boundary
∂U is smooth except at the two end points (α,M(α)) and (β,M(β)). Note that U
has a rectifiable boundary of length bounded by
|∂U | ≤
∫ β
α
√
1 + ϕ2x(x, b)dx+
∫ β
α
√
1 + ϕ2x(x, 0)(x)dx
≤ 2(β − α)
√
1 + sup
Q
|∇ϕ|2 = K(β − α).
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We will first show that our solution f determines a holomorphic function F on
U such that f(x, y) = F (Z(x, y)). In order to see this we set, for small ǫ > 0 and
big τ > 0,
(3.2) Eτ,ǫf(x, y) = (τ/π)
1/2
∫
R
e−τ [Z(x,y)−Z(x
′,ǫ)]2f(x′, ǫ)h(x′)Zx(x
′, 0) dx′.
Here h(x′) ∈ C∞c (−a′, a′) is a test function identically equal to 1 on a neighborhood
of [−a, a]. Thanks to assumption (3.1), the proof of the Baouendi-Treves approxi-
mation theorem [BT] implies that, for fixed ǫ, Eτ,ǫf(x, y) → f(x, y) uniformly on
the rectangle Rǫ given by |x| ≤ a, ǫ ≤ y ≤ b, provided b is small enough (to be more
specific, provided b sup |∇ϕ| << 1) which we could have assumed from the start.
Formula (3.2) may be written as Eτ,ǫf(x, y) = Fτ,ǫ(Z(x, y)) where Fτ,ǫ is an entire
function. If we take a sequence τk →∞, we conclude that Fτk,ǫ is uniformly Cauchy
on compact subsets of the set Z(Rǫ). In particular, Fτk,ǫ converges uniformly to a
function Fǫ which is holomorphic on
Uǫ = {(ξ + iη) : α < ξ < β, ϕ(ξ, ǫ) < η < M(ξ)}
and continuous on
{(ξ + iη) : α < ξ < β, ϕ(ξ, ǫ) ≤ η ≤M(ξ)}.
Thus, Fǫ(Z(x, y)) = f(x, y) on α < x < β, ǫ ≤ y < b, and Fǫ is an extension of Fǫ′
if 0 < ǫ < ǫ′ are small. As ǫ ց 0 we obtain a holomorphic function F defined on
Z(U) such that f(x, y) = F (Z(x, y)). We will study the boundary limits of F in U .
Since F is continuous on the graph Γ of M(x), α < x < β, it is apparent that the
boundary value bF of F in Γ is given by bF (x+iM(x)) = bF (x+iϕ(x, b)) = f(x, b)
and we need only worry about the behavior of F when approaching the lower part
γ of ∂U given by the graph η = ϕ(ξ, 0). We now recall the definition of a Hardy
space (see [Du]) for a domain with rectifiable boundary.
Definition 3.1. For 1 ≤ p <∞, a holomorphic function g on a bounded domain D
with rectifiable boundary is said to be in Ep(D) if there exists a sequence of rectifiable
curves Cj in D tending to bD in the sense that the Cj eventually surround each
compact subdomain of D, such that
∫
Cn
|g(z)|p|dz| ≤M <∞
The norm of g ∈ Ep(D) is defined as
||g||pEp(D) = inf sup
j
∫
Cj
|g(z)|p|dz|
where the inf is taken over all sequences of rectifiable curves Cj in D tending to
∂D.
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Lemma 3.2. The holomorphic function F is in the Hardy space Ep(U).
Proof. Define a function h on ∂U by setting it as
h(x+ iϕ(x, b)) = f(x, b), h(x+ iϕ(x, 0)) = bf(x)
Observe that F ∈ E1(U) if there is H ∈ E1(U) such that almost everywhere on ∂U ,
the nontangential limit of H equals h. Indeed in that case, by Privalov’s theorem,
H will agree with F . According to Theorem 10.4 in [Du], a necessary and sufficient
condition for the existence of such H is that
(3.3)
∫
bU
znh(z)dz = 0, n = 0, 1, 2, . . .
In our case, it is clear that (3.3) will hold if we show it holds for n = 0. The case
n = 0 is equivalent to showing that
(3.4)
∫
bA
f(x, y)dZ(x, y) = 0
where Z(x, y) is the first integral of L defined above, and
A = (α, β)× (0, b)
In the integral (3.4), we have set f(x, 0) = bf . Note next that (3.4) holds if in
the path bA the segment (α, β) × 0 is replaced by (α, β) × {ǫ}, for some ǫ > 0. In
particular, this means that the integrals∫
(α,β)
f(x, ǫ)dZ
have a limit as ǫ → 0. Moreover, we also conclude that (3.4) will hold provided
that
(3.5) lim
ǫ→0
∫
(α,β)
f(x, ǫ)dZ =
∫
(α,β)
bf(x) dZ
Thus in order to prove that F ∈ E1(U), it is sufficient to prove (3.5). Since ϕ(α, t)
is constant for t > 0, we know that f(α, t) is constant. Without loss of generality,
we may assume that f(α, t) ≡ 0. Define then g(x, t) = f(x, t) when x > α and
g(x, t) = 0 when x ≤ α. The function g is continuous, Lg = 0 and for K compact
in x− space, ∫
K
|g(x, t)| dx = O(t−N ) as t→ 0+
By Theorem 1.1, limt→0+ g(x, t) = bg exists in the sense of distributions on (−a, a).
We will next show that
bg = χα(x)bf(x)
where χα(x) denotes the characteristic function of (α, a). Fix φ ∈ C∞0 (−a, a).
Recall from the proof of Theorem 1.1 that there is a smooth function ΦN (x, t) such
that
ΦN (x, 0) = φ(x), |LtΦN (x, t)| ≤ CtN
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and that
(3.6) 〈bg, φ〉 =
∫ a
α
f(x, b)ΦN(x, b) dx−
∫ b
0
∫ a
α
f(x, t)LtΦN (x, t) dxdt
For each ǫ > 0, let ψǫ(x) ∈ C∞0 (α− ǫ, a) such that
(1) ψǫ(x) ≡ 1 on supp φ ∩ (α, a), (2) |Dkψǫ(x)| ≤ ck
ǫk
Clearly,
(3.7)
∫ a
α
bf(x)φ(x) dx = lim
ǫ→0
∫ a
−a
bf(x)ψǫ(x)φ(x) dx
For the integrals on the right of (3.7) we can use Theorem 1.1 to get:
∫ a
−a
bf(x)ψǫ(x)φ(x) dx =
∫ a
−a
f(x, b)ΦNǫ (x, b) dx
−
∫ b
0
∫ a
−a
f(x, t)LtΦNǫ (x, t) dxdt(3.8)
In the preceding expression, the function ΦNǫ (x, t) is chosen using the proof of
Lemma 3.3 in [BH1]. Indeed we recall from that Lemma that for each ǫ > 0 and k
a nonnegative integer, there are smooth functions φǫj(x, t) such that
φǫ0(x, t) = ψǫ(x)φ(x)
and if
Φkǫ (x, t) =
k∑
j=0
φǫj(x, t)
tj
j!
,
(1) LtΦjǫ(x, t) = φ
ǫ
j+1(x, t)
tj
j!
and
(2) φǫj(x, t) =
∑
m≤j cm(x, t)D
m
x (ψǫ(x)φ(x))
where cm(x, t) are smooth functions independent of ǫ and cm(x, t) = O((x− α)m).
We also have smooth functions φj(x, t) such that
φ0(x, t) = φ(x)
and if
Φk(x, t) =
k∑
j=0
φj(x, t)
tj
j!
,
then
(1) LtΦj(x, t) = φj+1(x, t)
tj
j!
and
(2) φj(x, t) =
∑
m≤j cm(x, t)D
m
x (φ(x))
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We consider now the first integral on the right in (3.8).
∫ a
−a
f(x, b)ΦNǫ (x, b) dx =
N∑
j=0
∫ a
−a
f(x, b)φǫj(x, b)
bj
j!
dx
=
N∑
j=0
∑
m≤j
∫ a
−a
f(x, b)cm(x, b)D
m
x (ψǫ(x)φ(x))
bj
j!
dx
=
N∑
j=0
∑
m≤j
∑
k≤m
(
m
k
)∫ a
−a
f(x, b)cm(x, b)D
k
xψǫ(x)D
m−k
x φ(x)
bj
j!
dx
In the terms above, when k > 0,
|cm(x, b)Dkxψǫ(x)Dm−kx φ(x)| ≤ Cǫm−k
and the support of the integrand is contained in the interval (α − ǫ, α). Hence, as
ǫ→ 0+, such terms go to 0 while the term with k = 0 converges to
N∑
j=0
∑
m≤j
∫ a
α
f(x, b)cm(x, b)D
m
x (φ(x))
bj
j!
dx =
N∑
j=0
∫ a
α
f(x, b)φj(x, b)
bj
j!
dx
=
∫ a
α
f(x, b)ΦN(x, b) dx
Therefore, we get
(3.9) lim
ǫ→0
∫ a
−a
f(x, b)ΦNǫ (x, b) dx =
∫ a
α
f(x, b)ΦNǫ (x, b) dx
which is the same as the first term on the right in (3.6). We next consider the
second integral on the right in (3.8).∫ b
0
∫ a
−a
f(x, t)LtΦNǫ (x, t) dxdt =
∫ b
0
∫ a
−a
f(x, t)φǫN+1(x, t)
tN
N !
dxdt
=
∑
m≤N+1
∫ b
0
∫ a
−a
f(x, t)cm(x, t)D
m
x (ψǫ(x)φ(x))
tN
N !
dxdt
=
∑
m≤N+1
∑
k≤m
∫ b
0
∫ a
−a
f(x, t)cm(x, t)
(
m
k
)
DkxψǫD
m−k
x φ
tN
N !
dxdt
Again note that when k > 0,
|cm(x, b)Dkxψǫ(x)Dm−kx φ(x)| ≤ Cǫm−k,
the x− support of the integrand is contained in (α−ǫ, α), and since f(., t) = O(t−N ),
the term f(x, t)tN is bounded. It follows that as before, as ǫ → 0+ such terms go
to 0 and we get:
(3.10) lim
ǫ→0
∫ b
0
∫ a
−a
f(x, t)LtΦN (x, t) dxdt =
∫ b
0
∫ a
α
f(x, t)LtΦNǫ (x, t) dxdt
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which is the same as the second integral on the right in (3.6). ¿From (3.8), (3.9)
and (3.10) we conclude:
(3.11)
∫ a
α
bf(x)φ(x) dx =
∫ a
α
f(x, b)ΦN(x, b) dxdt+
∫ b
0
∫ a
α
f(x, t)LtΦN (x, t) dxdt
We have thus shown that bg(x) = χα(x)bf(x) which implies that for any φ ∈
C∞c (−a, a),
lim
ǫ→0
∫ a
α
f(x, ǫ)φ(x) dx =
∫ a
α
bf(x)φ(x) dx
Since ϕ(β, t) ≡ 0 for t > 0, similar arguments imply that
lim
ǫ→0
∫ a
β
f(x, ǫ)φ(x) dx =
∫ a
β
bf(x)φ(x) dx
The preceding two limits establish (3.5) and hence (3.4). We have thus proved
that F ∈ E1(U). Hence by Theorem 10.4 in [Du], F has a nontangential limit bF
almost everywhere on ∂U and that it can be expressed as the Cauchy transform,
F = C+(bF ). But bF = h ∈ Lp(∂U). Therefore, F ∈ Ep(U).
4. End of the proof of Theorem 3.1
A. Bell-shaped regions and Hardy spaces.
Consider a bounded region Ω ⊂ C satisfying the condition that there is α =
α(Ω) > 0 with the property that almost every point p in the boundary admits a
nonempty nontangential approach subregion
(4.1) Γα(p) = {z ∈ Ω : |z − p| ≤ (1 + α)dist(z, ∂Ω)}
that is, for a.e. p ∈ ∂Ω, Γα(p) is open and p is in the closure of Γα(p). This
condition is satisfied, for instance, if Ω is a bounded, simply connected region with
rectifiable boundary. For this class of regions it is possible to define a class of Hardy
spaces as follows ([L]):
Definition 4.1. Let Ω ⊆ C be a bounded domain with a rectifiable boundary and
let u be a function defined on Ω. The nontangential maximal function of u, u∗ and
the nontangential limit of u, u+ are defined as follows:
u∗(p) = supζ∈Γα(p)|u(ζ)| a.e. p ∈ ∂Ω,
u+(p) = lim
ζ→p,ζ∈Γα(p)
u(ζ) a.e. p ∈ ∂Ω
provided that the above limit exists.
Definition 4.2. For 1 ≤ p <∞ the Hardy space is defined by
Hp(Ω) = {f ∈ O(Ω) : f∗ ∈ Lp(∂Ω)}
where O(Ω) denotes the holomorphic functions on Ω.
Our aim is to prove that Ep(Ω) = Hp(Ω) for a particular class of domains Ω
that includes the domain U of Lemma 3.2. Let us point out that if Ω is the unit
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disc it is classical that both classes of Hardy spaces coincide and this fact implies
—by the Riemann mapping theorem— that the same happens when Ω has smooth
boundary. More generally, it is proved in [L] that Ep(Ω) = Hp(Ω) also holds if Ω
has a Lipschitz boundary and 1 < p <∞.
We now consider smooth regions U that are bounded by two smooth curves C1
and C2 that cross each other at two points A and B where they meet at angles
0 ≤ θ(A), θ(B) < π. If θ(A), θ(B) > 0 then U has a Lipschitz boundary and by the
result mentioned before we know that Ep(U) = Hp(U) for p > 1. Our methods
will show that this equivalence still holds when the values θ(A) = 0, θ(B) = 0 and
p = 1 are allowed. By a conformal map argument we may assume that
(1) A = 0 and B = 1;
(2) the part C1 in the boundary of U is given by [0, 1] ∋ t 7→ t
(3) the part C2 in the boundary of U is given by [0, 1] ∋ t 7→ x(t) + iy(t) where
x(t), y(t) are smooth real functions such that x(0) = y(0) = y(1) = 0,
x(1) = 1.
We first prove that Hp(U) ⊂ Ep(U). We construct for large integral j a curve Cj
as follows. To every point z ∈ C2 ∩ ∂U we assign the point γj,2(z) = z + j−1n(z)
where n(z) is the inward unit normal to C2 at z. For large j, C2 ∋ z 7→ γj,2(z) is a
diffeomorphism and
(4.2) dist(γj,2(z), C2) = |γj,2(z)− z| = 1
j
.
Observe that the set
Dj =
{
z : dist(z, [0, 1]× {0}) ≤ 1
j
}
has a C1 boundary ∂Dj formed by 2 straight segments and 2 circular arcs. Fix a
point z0 ∈ C2, choose j such that z0 /∈ Dj and consider the connected component
of {
γj,2(z) : dist(γj,2(z), Dj) ≥ 1
j
}
that contains z0. Thus, we obtain a curve Cj,2 given by [0, 1] ⊇ [aj, , bj] ∋ t 7→
γj,2(x(t) + iy(t)) ⊂ U that meets ∂Dj at its endpoints Aj , Bj and remains off Dj
for aj < t < bj . Hence, we obtain a closed curve Cj completing the curve Cj,2
with the portion Cj,1 of ∂Dj contained in U that joins Aj to Bj. Because we are
assuming that θ(A), θ(B) < π we see that, for large j, Cj,1 is a horizontal segment
at height 1/j. It is clear that all points in Cj have distance 1/j to the boundary.
Furthermore, if q ∈ Cj,2, q 6= Aj and q 6= Bj then dist(q, ∂U) = dist(q, C2) = 1/j
because of (4.2) and the fact that dist(q, [0, 1]× {0}) > 1/j. Similarly, if q ∈ Cj,1,
q 6= Aj and q 6= Bj then dist(q, ∂U) = dist(q, C1) = 1/j. Thus, every point q ∈ Cj
is at a distance 1/j of ∂U , we can always find z ∈ ∂U such that |q−z| = dist(q, ∂U)
and z is uniquely determined by q except when q = Aj or q = Bj (in which case the
distance may be attained at two distinct boundary points). In particular, whatever
the value of α > 0, q ∈ Γα(z) for all q ∈ Cj and |g(q)| ≤ g∗(z) for any function g
defined on U .
Given g ∈ Hp(U) we must show that
(4.3) sup
j
∫
Cj
|g(z)|p|dz| ≤M <∞.
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We have ∫
Cj,2
|g(q)|p|dq| =
∫
γ−1
j,2
(Cj)
|g(γj,2(z))|p |γ′j,2(z)| |dz|
≤
∫
γ−1j,2 (Cj)
|g∗(z)|p |γ′j,2(z)| |dz|
≤ C
∫
C2
|g∗(z)|p |dz|.(4.4)
Similarly, using the map γj,1(x) = x+ i(1/j) ∈ Cj,1, we get
(4.5)
∫
Cj,1
|g(q)|p|dq| ≤ C
∫
C1
|g∗(z)|p |dz|,
so adding (4.4) and (4.5) we obtain
∫
Cj
|g(q)|p|dq| ≤ C
∫
∂U
|g∗(z)|p |dz|
which implies (4.3) with M = C‖g‖pHp .
To prove the other inclusion we first assume that p = 2. Given f ∈ E2(U) ⊂
E1(U) it has an a.e defined boundary value f+ = bf ∈ L2(∂U) and the Cauchy
representation
f(z) =
1
2πi
∫
∂U
bf(ζ)
ζ − z dζ, z ∈ U,
is valid ([Du,Thm10.4]). Furthermore, ‖f‖Ep(U) ≃ ‖f+‖Lp(∂U).
Following [L] we define
T∗f
+(z) = sup
ǫ>0
∣∣∣∣∣
∫
∂U
|ζ−z|>ǫ
1
ζ − z f
+(ζ) dζ
∣∣∣∣∣ , z ∈ ∂U,
and the maximal Hardy-Littlewood function
Mf+(z) = sup
1
|I|
∫
I
|f+(ζ)| |dζ|, z 6= A,B
where the sup is taken over all subarcs I ⊂ ∂U that contain z and |I| denotes the
arclength of I. Next we recall Lemma 2.9 in [L] that gives the estimate
(4.6) f∗(z) ≤ T∗f+(z) + CMf+(z), z ∈ ∂U \ {A,B}.
It is well known that M is bounded in L2(∂U). Furthermore, T∗ is also bounded in
L2(∂U) (this is a deep theorem when U has just Lipschitz boundary ([C],[CMM])
but is much simpler here because ∂U is smooth except at a couple of points). Then
(4.6) implies that
‖f‖H2(U) = ‖f∗‖L2(∂U) ≤ C‖f+‖L2(∂U) ≤ C′‖f‖E2(U).
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The same technique leads to the inclusion Ep(U) ⊂ Hp(U) for p > 1 because T∗
and M are bounded as well in Lp(∂U) for 1 < p < ∞ but the method breaks
down for p = 1. So we recall that if f ∈ Ep(U), 1 ≤ p < ∞, f has a canonical
factorization f = FB where F has no zeros, and |B| ≤ 1. This is classical for the
unit disc ∆, where B is obtained as a Blaschke product and the general case is
obtained from the classical result. Indeed, if w : ∆ → U is a conformal map, it
follows that f˜(z) = f(w(z))(w′(z))1/p is in Hp(∆). Denote by B˜(z) the Blaschke
product associated to the zeros of f˜ counted with multiplicity. Then, |B˜(z)| ≤ 1
has the same zeros as f1 = f ◦ w with the same multiplicity and if 0 < rj ր 1 it
follows that
(4.7) sup
j
∫ 2π
0
|f1(rjeiθ)|p
|B˜(rjeiθ)|p
|w′(rjeiθ)| dθ = sup
j
∫ 2π
0
|f1(rjeiθ)|p|w′(rjeiθ)| dθ ≤ C.
The proof of (4.7) is classical. It is clear that the supremum on the right of
(4.7) is bounded by the left hand side sup, because |B˜| ≤ 1. To prove the reverse
inequality one considers the finite product B˜N of the first N Blaschke factors. These
partial products B˜N (z)→ B˜(z) normally in ∆ as N →∞, |B˜N (z)| = 1 for |z| = 1
and B˜N is continuous on |z| ≤ 1, so
sup
j
∫ 2π
0
|f1(rjeiθ)|p
|B˜N (rjeiθ)|p
|w′(rjeiθ)| dθ = sup
j
∫ 2π
0
|f1(rjeiθ)|p|w′(rjeiθ)| dθ
Then, using Fatou’s lemma,
sup
j
∫ 2π
0
|f1(rjeiθ)|p
|B˜(rjeiθ)|p
|w′(rjeiθ)| dθ = sup
j
∫ 2π
0
lim
N→∞
|f1(rjeiθ)|p
|B˜N (rjeiθ)|p
|w′(rjeiθ)| dθ
≤ sup
j
lim inf
N→∞
∫ 2π
0
|f1(rjeiθ)|p
|B˜N (rjeiθ)|p
|w′(rjeiθ)| dθ
≤ lim inf
N→∞
sup
j
∫ 2π
0
|f1(rjeiθ)|p
|B˜N (rjeiθ)|p
|w′(rjeiθ)| dθ
≤ sup
j
∫ 2π
0
|f1(rjeiθ)|p|w′(rjeiθ)| dθ
Thus, if we set B(ζ) = B˜(w−1(ζ)) we see that |B| ≤ 1 in U , F .= f/B does
not vanish in U , F p/2 is well-defined and (4.7) implies that F ∈ Ep(U) (use as
a sequence of curves tending to ∂U the images by w of the circles of radius rj).
Hence, F p/2 ∈ E2(U) and, by the case already proved, F p/2 ∈ H2(U). This implies
that [F p/2]∗ = [F ∗]p/2 ∈ L2(∂U) so F ∗ ∈ Lp(∂U) and also, because |B| ≤ 1, f∗ =
(FB)∗ ∈ Lp(∂U) which is what we wanted to prove. Summing up, Ep(U) = Hp(U)
for 1 ≤ p <∞.
Remark. We notice for later reference that the arguments above show that any
f ∈ E1(U) may be written as f = g2B with |B| ≤ 1, g ∈ E2(U), |bf | = |bg|2 and
‖f‖E1 = ‖g‖2E2 .
B. Uniform bounds for traces.
ON BOUNDARY PROPERTIES OF SOLUTIONS OF COMPLEX VECTOR FIELDS 27
We return to our solvable vector field with smooth coefficients
L =
∂
∂y
+ a(x, y)
∂
∂x
We will assume without loss of generality that there is a smooth real function with
compact support ϕ(x, y) defined on R2 such that Z(x, y) = x + iϕ(x, y) is a first
integral of L, i.e., LZ = 0 or, equivalently, a(x, y) = −iϕy(x, y)/(1 + iϕx(x, y)).
Furthermore, we will also assume that ϕ(0, 0) = ϕx(0, 0) = 0 and that |ϕx(x, y)| is
uniformly small throughout (this requirement will eventually become more precise).
Because L satisfies the Nirenberg-Treves condition (P) ([NT],[T1]) it follows that
for every x ∈ R the map R ∋ y 7→ ϕ(x, y) is monotone.
We will also consider a homogeneous weak solution f(x, y) of class C0 defined on a
rectangle
(−a′, a′)× (0, b′)
for some a′ > 0, b′ > 1 where it satisfies the equation Lf = 0; we will also assume
that for K compact,
∫
K
f(x, y)dx has tempered growth as y ց 0 and this implies
that f(x, y) possesses a weak boundary value at y = 0 that will be denoted by bf(x).
We assume that the boundary value bf is in Lp(−a′, a′) for some 1 ≤ p ≤ ∞. We
wish to explore whether the norms of the traces f(., y) in Lp[−a, a] are bounded
uniformly in y for some 0 < a < a′. The cases p = 1,∞ will be handled separately
so we assume henceforth that 1 < p <∞.
Consider the graphs C0, C1 of the functions y = ϕ(x, 0) and y = ϕ(x, 1) re-
spectively. They cross at the origin and may cross many more times in the strip
|x| < a′. If they cross again for |x| < a′ to the right and to the left of x = 0 we
restrict our attention to the interval [−a1, a2] ⊂ [−a′, a′] where 0 < a1, a2 < a′
satisfy ϕ(−a1, 0) = ϕ(−a1, 1), ϕ(a2, 0) = ϕ(a2, 1). We will assume initially that a1
and a2 exist. Define
F = {x ∈ [−a1, a2] : ϕ(x, 0) = ϕ(x, 1)} ,
Recall from Lemma 2.3 that (0, 1] ∋ y 7→ f(x, y) is independent of y for a.e. x ∈ F .
Thus,
(4.8)
∫
F
|f(x, y)|p dx =
∫
F
|f(x, 1)|p dx
and we only need to study the integrals∫
[−a1,a2]\F
|f(x, y)|p dx.
Since F is closed, [−a1, a2] \ F =
⋃
k(αk, βk) with ϕ(αk, 0) = ϕ(αk, 1), ϕ(βk, 0) =
ϕ(βk, 1) and ϕ(x, 0) 6= ϕ(x, 1) for αk < x < βk. Thus, the curves C0 and C1
cross at the points Ak = (αk, ϕ(αk, 0)), Bk = (βk, ϕ(βk, 0)) and determine a region
Uk ⊂ {x + iy : αk < x < βk, ϕ(x, 0) < y < ϕ(x, 1)} between them. From Lemma
3.2 and the fact that |ϕx| is sufficiently small there is a function Fk ∈ Ep(Uk) such
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that f = Fk ◦ Z for αk < x < βk, 0 < y < 1. Furthermore the boundary values of
Fk are given by bFk(x+ iϕ(x, 0)) = bf(x), bFk(x+ iϕ(x, 1)) = f(x, 1).
We forget momentarily the region Uk and consider the Cauchy transforms asso-
ciated to C0 and C1:
(4.9) Cju(x) =
1
2πi
∫ ∞
−∞
1 + iϕx(x, j)
x− x′ + i(ϕ(x, j)− ϕ(x′, j))u(x
′) dx′, j = 0, 1.
It is a celebrated and deep theorem, first proved in full generality in [CMcM], that
Cj is bounded in L
2 if x 7→ ϕ(x, j) is Lipschitz, although we should mention that
today there exist rather short and elementary proofs of it (cf. [CJS]) and anyway
the result is fairly simple when x 7→ ϕ(x, j) has bounded derivatives up to order 2
(in our case all derivatives are bounded) as it can be reduced to the continuity of
the standard Hilbert tranform. It is a general fact concer ing operators associated
to standard kernels —as is the case of Cj— that the operator norm of the truncated
operators
Cj,ǫu(x) =
1
2πi
∫
|x−x′|>ǫ
1 + iϕx(x, j)
x− x′ + i(ϕ(x, j)− ϕ(x′, j))u(x
′) dx′, j = 0, 1.
is uniformly bounded in L(L2(R)) for 0 < ǫ <∞. The truncated operators are also
associated to standard kernels (with bounds uniform in ǫ > 0) which implies their
uniform Lp-continuity, 1 < p <∞. Furthermore, the maximal operator
(4.10)
Tj,∗u(x) =
1
2π
sup
ǫ>0
∣∣∣∣∣
∫
|x−x′|>ǫ
1 + iϕx(x, j)
x− x′ + i(ϕ(x, j)− ϕ(x′, j))u(x
′) dx′
∣∣∣∣∣ , j = 0, 1,
is also bounded in Lp, 1 < p <∞, by a classical result of Caldern, Cotlar and Zyg-
mund (see, e.g., [CM,ch.IV]). We may also consider the Hardy-Littlewood maximal
operators associated to C0, C1,
Mju(x) = sup
1
ℓj(I)
∫
I
|u(x′)|
√
1 + ϕx(x′, j)2 dx
′, j = 0, 1
where the sup is taken over all intervals that contain x and
ℓj(I) =
∫
I
√
1 + ϕx(x, j)2 dx, j = 0, 1.
Fixing j and p = x+ϕ(x, j) ∈ Cj we consider regions of approach above and below
Cj
(4.11) Γj,α(p) = {z /∈ Cj : |z − p| ≤ (1 + α)dist(z, ∂Cj)}
and by the arguments that led to (4.6), we have an analogous estimate
(4.12) sup
z∈Γj,α(p)
∣∣∣∣∣ 12πi
∫
Cj
u(ζ)
ζ − z dζ
∣∣∣∣∣ ≤ Tj,∗(u ◦Π−1j )(x) + C(α)Mj(u ◦Π−1j )(x)
ON BOUNDARY PROPERTIES OF SOLUTIONS OF COMPLEX VECTOR FIELDS 29
where u ∈ Lp(Cj), C(α) depends only on the aperture α and Π−1j is the inverse
of the projection Πj : Cj → R given by x + iϕ(x, j) 7→ x. We fix α from now on
so that for all p ∈ Cj , j = 0, 1, the vertical line passing trough p is contained in
Γj,α(p) with the obvious exception of the point p itself. This is possible because
the curves that bound Γj,α(p) meet at p forming with the normal at p an angle
θ = ± cos−1(1/(1 + α)), and the normal is bounded away from the horizontal
direction.
Returning to the region Uk and the function Fk ∈ Ep(Uk), we may represent Fk
as a Cauchy integral in terms of its boundary values bFk on ∂Uk. We may write
bFk = bF0,k+ bF1,k according to the decomposition ∂Uk = (∂Uk ∩C0)∪ (∂Uk ∩C1).
We may extend bFj,k to Cj , j = 0, 1, setting it equal to zero off ∂Uk ∩ Cj so it
becomes an element of Lp(Cj) with compact support.
Consider a point q ∈ Uk and let q0 and q1 be the points in C0 and C1 respectively
that lie above q, i.e., ℜq = ℜq0 = ℜq1. Our choice of α then gives
q ∈ Γ0,α(q0) ∩ Γ1,α(q1).
Assuming that C1 is above C0 on Uk we have
(4.13) 2πiFk(q) =
∫
∂Uk
bFk(ζ)
ζ − q dζ =
∫
C0
bF0,k(ζ)
ζ − q dζ −
∫
C1
bF1,k(ζ)
ζ − q dζ.
We may invoke (4.12) with j = 0 and p = q0 to estimate the first integral on the
right hand side of (4.13) by 2π times
(4.14) T0,∗(bF0,k ◦Π−10 )(ℜq0) + C(α)M0(bF0,k ◦Π−10 )(ℜq0)
and there is an analogous estimate for the second integral. Fix now 0 < y < 1,
αk < x < βk and take q = x+ iϕ(x, y) so (4.14) reads
T0,∗[bFk(x+ iϕ(x, 0))](x) + C(α)M0[bFk(x+ iϕ(x, 0))](x).
Summing up, for αk < x < βk, we have an estimate
|Fk(x+ iϕ(x, y))| ≤ K0[bFk(x+ iϕ(x, 0))](x) +K1[bFk(x+ iϕ(x, 1))](x),
where K0 and K1 are bounded operators in L
p independent of k. Thus,
∫
[−a1,a2]\F
|f(x, y)|p dx =
∑
k
∫ βk
αk
|f(x, y)|p dx =
∑
k
∫ βk
αk
|Fk(x+ iϕ(x, y))|p dx
≤ C
∑
k
∫ βk
αk
(|K0[bf ](x)|p + |K1[f(x, 1)](x)|p dx)
≤ Cp
∑
k
∫ βk
αk
(|bf(x)|p + |f(x, 1)|p dx) .(4.15)
Thus, (4.8) and (4.15) yield
(4.16)
∫ a2
−a1
|f(x, y)|p dx ≤ C
∫ a2
−a1
(|bf(x)|p + |f(x, 1)|p dx) , 0 < y < 1.
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So far we have assumed that the curves C0 and C1 cross each other both to the
right and to the left of the origin. To finish the proof of the case 1 < p < ∞ we
observe that if, say, C0 and C1 never cross to the right of the origin and we obtain
a region U1 given by 0 < x < a
′, ϕ(x, 0) < y < ϕ(x, 1), we may consider instead
the subregion U˜1 given by 0 < x < a
′′, ϕ(x, 0) < y < ϕ(x, 1), for some 0 < a′′ < a′.
An application of the pointwise convergence result Theorem 2.1’ to L on x > 0
shows that for a.e. a′′, the function (0, 1) ∋ y 7→ f(a′′, y) is bounded and hence
in Lp(0, 1). Finally, we may modify further U˜1 by smoothing out the corner in a
neighborhood of the point (a′′, ϕ(a′′, 1)) obtaining a bounded region with 2 cusps
of the type considered before and carry out our analysis there. The details are left
to the reader.
C. The cases p=1 and p=∞.
Assume p = 1. Keeping the notation of the previous subsection, it is clear that
(4.8) holds for p = 1 and we need only estimate
∫
[−a1,a2]\F
|f(x, y)| dx =
∑
k
∫ βk
αk
|f(x, y)| dx
uniformly in y. Using once again Lemma 3.2 we find functions Fk ∈ E1(Uk) such
that f = Fk◦Z on (αk, βk)×(0, 1) and bFk(x+iϕ(x, 0)) = bf(x), bFk(x+iϕ(x, 1)) =
f(x, 1). In view of the remark at the end of subsection A there are holomorphic
functions Gk ∈ E2(Uk) and Bk bounded by 1 in Uk such that Fk = G2kBk and
|bFk| = |bGk|2 a.e. The boundary of Uk is bounded by the graphs of ϕ(x, 0) and
ϕ(x, 1) so let us denote by b0 and b1 the corresponding boundary operators. Hence,
invoking once more the operators K0 and K1 which are continuous in L
3, we get
∫ βk
αk
|f(x, y)| dx =
∫ βk
αk
|Fk(x+ iϕ(x, y))| dx ≤
∫ βk
αk
|Gk(x+ iϕ(x, y))|2 dx
≤ C
∫ βk
αk
(|K0[b0Gk](x)|2 + |K1[b1Gk](x)|2 dx)
≤ C2
∫ βk
αk
(|b0Gk(x+ iϕ(x, 0))|2 + |b1Gk(x+ iϕ(x, 1))|2 dx)
= C2
∫ βk
αk
(|b0Fk(x+ iϕ(x, 0))|+ |b1Fk(x+ iϕ(x, 1))| dx)
= C2
∫ βk
αk
|bf(x)|+ |f(x, 1)| dx.
Thus, (4.15) is also valid for p = 1 and so is (4.16) which takes care of the case
p = 1.
Finally we discuss the case p = ∞. By Lemma 2.3 y 7→ f(x, y) is independent
of y for a.e. x ∈ F , and so by Lemma 2.2, bf(x) = f(x, 1). Since x 7→ f(x, 1)
is continuous it follows that bf(x) is essentially bounded on F . The complement
of F is a union of intervals (αk, βk) associated to regions Uk as described before.
Since L∞[−a, a] ⊂ L1[−a, a], the case p = 1 implies that f = Fk ◦ Z on Uk
for some Fk ∈ E1(Uk) and (assuming that ϕy ≥ 0 for αk < x < βk) bFk is
respectively given by bf(x + iϕ(x, 0)) and f(x + iϕ(x, 1)) on the two graphs that
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bound Uk. Thus, the boundary value bFk of Fk is essentially bounded by M =
‖bf‖L∞[−a,a] + ‖f(·, 1)‖L∞[−a,a] which implies that Fk itself is bounded by M by
the generalized maximum principle. Thus |f(x, y)| ≤ M for αk < x < βk. Since k
is arbitrary we conclude that M is a bound for f(x, y).
Combining Corollary 1.3 and Theorem 3.1 for p = 1 we get the following:
Corollary 4.1. Suppose L = ∂
∂t
+ a(x, t) ∂
∂x
is locally solvable in Q = (−a, a) ×
(−b, b), f(x, t) a continuous function in (−a, a) × (0, b) such that Lf = 0 and for
some N , ∫
K
|f(x, t)|dx = O(t−N )
on compact subsets K of (−a, a). Then the following are equivalent:
(a) bf(x) is a locally finite measure.
(b) bf(x) is a locally integrable function.
(c) N can be taken equal to 0 for any K ⊂⊂ (−a, a).
proof. Indeed, by Corollary 1.3, (a) implies (b), and Theorem 3.1 tells us that (b)
implies (c). Finally, if (c) holds, then we can apply Banach-Alaoglu’s theorem to
deduce (a).
5. Convergence regions for locally solvable vector fields
Suppose Ω is a smooth planar domain, L = X + iY a locally solvable vector
field defined near each point of a compact connected portion Σ of the boundary to
which it is transversal, f continuous on Ω, Lf = 0 where L is defined, and for some
defining function ρ, there exists an integer N such that the line integrals∫
ρ=t
|f |dσt = O(t−N ),
where σt denotes arc length on the curve ρ = t. By Theorem 1.1, and the fact that
Σ is noncharacteristic, we know that f has a boundary trace bf . Assume that this
boundary value bf ∈ Lp(Σ) for some 1 ≤ p ≤ ∞. Since Σ is noncharacteristic for
L = X + iY , by multiplying by i if necessary, we may assume that X is transversal
to Σ and points toward Ω. For each q ∈ Σ, consider the integral curve γq of X
through q and its positive half γ+q which enters Ω. We shall distinguish below
between two types of points q ∈ Σ:
(I) There exists a positive arc {γ+q (τ) : 0 < τ < ǫ} along which X and Y are
linearly dependent.
(II) There is a sequence of points qk ∈ γ+q converging to q such that the vector
field L is elliptic at each point of the sequence.
We wish to attach to every point p ∈ Σ a subset Γ(p) ⊂ Ω such that:
(1) p is an accumulation point of Γ(p);
(2) if q ∈ Σ is an accumulation point of Γ(p) then q = p;
(3) Γ(p) contains an arc of γ+p ;
(4) for a.e. p ∈ Σ
lim
Γ(p)∋q→p
f(q) = bf(p).
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Since we are only interested in the behavior of Γ(p) in arbitrary small neighborhoods
of p, it would be more appropriate to consider the germ of Γ(p) at p as well as
of other related sets like γ+p or Sa,b(p) defined below. However, to simplify the
notation, this will be done only implicitly and we shall not distinguish between sets
and their germs. It will be enough to carry out the construction of Γ(p) for p in a
small neighborhood in Σ of a given point of Σ. In order to define Γ(p), fix p ∈ Σ
and consider a first integral Z of L defined in a neighborhood of p, such that the
restriction of ℜZ on Σ has a nonzero differential. For (a, b) a real vector close to
(1, 0), define
Sa,b(p) = {w : ℜ(a+ ib)Z(w) = ℜ(a+ ib)Z(p)}
For (a, b) in a small disk V ⊂ R2 centered at (1, 0) these curves are transversal to
Σ. Let S+a,b(p) denote the part of Sa,b(p) that is in Ω and set
Γ(p) =
⋃
(a,b)∈V
S+a,b(p).
We now discuss whether Γ(p) enjoys properties (1) through (4). It is clear by
construction that (1) and (2) are satisfied because Γ(p) is a union of curves entering
Ω transversally. To check (3) we observe that if p is of type (I) S+a,b(p) ⊂ γ+p ,
(a, b) ∈ V , in particular, Γ(p) = S+1,0(p) = γ+p locally. If p is of type (II), we
may choose the coordinates so that in a neighborhood of the origin Σ = {t = 0},
Ω = {t > 0}, Z(x, t) = x+iφ(x, t), φ(0, 0) = φx(0, 0) = 0,X = ∂t−[φxφt/(1+φ2x)]∂t
and p = (x0, 0). Hence, γ
+
p can be parametrized as (x1(s), s) where x1 satisfies the
ODE
dx1
dt
= − φtφx
1 + φ2x
, x1(0) = x0
while S+a,b(p) is given by the graph of x = x2(t) where x2 satisfies the implicit
equation
x2 =
b
a
φ(x2, t), x2(0) = x0.
We now look at the images of S+a,b(p) and γ
+
p under the map (x, t) 7→ (ξ, η), ξ = x,
η = φ(x, t), and call this images S˜+a,b(p) and γ˜
+
p respectively. With a slight abuse of
notation this map can be denoted by Z. So S˜+a,b(p) = Z(S
+
a,b(p)) is an interval of the
line a(ξ−x0)− b(η− η0) = 0, η0 = φ(x0, 0), and γ˜+p = Z(γ+p ) may be parametrized
as (ξ(η), η) where ξ = ξ(η) is seen to satisfy, after a short computation:
(5.1)
dξ
dη
= −φx; ξ(η0) = x0.
Since L satisfies condition (P) and the origin is of type (II), φ has a consistent sign
in a neighborhood of the origin, say φ ≥ 0. From standard estimates for positive
functions ([Di], [Gl]) it follows that |φx| ≤ C
√
φ. Thus, (5.1) shows that γ˜+p satisfies
the differential inequality
∣∣∣∣dξdη
∣∣∣∣ ≤ C√η; ξ(η0) = x0.
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Therefore, it is contained in the sector bounded by the straight lines ξ = x0± b(η−
η0), η > η0, for any positive b and η0 < η ≤ η1(b) if η0(x0) and η1(b) are taken
small enough, and it follows that γ˜+p is contained in the union
⋃
S˜+a,b(p), or
Z(γ+p ) ⊂
⋃
(a,b)∈V
Z
(
S+a,b(p)
)
.
On the other hand, since t 7→ φ(x, t) is monotone, the inverse image of a point
q = (ξ, η), Z−1{q}, is of the form {ξ} × [c, d] where φt(ξ, η) = 0 for η ∈ [c, d].
It is then easy to conclude that if Z−1{q} intersects γ+p (resp. S+a,b(p)) it is to-
tally contained in γ+p (resp. S
+
a,b(p)) which implies that γ
+
p = Z
−1(Z(γ+p )) and
S+a,b(p) = Z
−1(Z(S+a,b(p))). Then the above inclusion implies that a small arc of γp
is contained in
⋃
S+a,b(p).
Next we discuss the validity of (4). First, we point out that if p is of type (I)
then Γ(p) = γ+p = S
+
1,0(p) in a neighborhood of p and we may apply Theorem 2.1
to obtain the desired convergence result. More generally,
Theorem 5.1. For almost all p ∈ Σ
lim
Γ(p)∋q 7→p
f(q) = bf(p).
Proof. We may assume that p is of type (II) by the preceding comments. The
hypotheses tell us that x = ℜZ and t = ρ form a change of coordinates near
a point, say p ∈ Σ. We may assume p is mapped to the origin. In these new
coordinates, Σ is mapped to t = 0, L takes the form
∂
∂t
+ a(x, t)
∂
∂x
except for a nonvanishing factor. The first integral Z(x, t) = x+ iφ(x, t). We now
recall that for some rectangle Qr = (−r, r)× (0, r), there is a holomorphic function
F ∈ Hp(U), U = Z(Qr), such that f(x, t) = F (Z(x, t)). We focus on the boundary
piece of U given by Σ0 = Z(x, 0). We know that there is α > 0 such that if
Γ̂α(q) = {z ∈ U : |z − q| ≤ (1 + α)d(z, ∂U)}
then for almost all q ∈ Σ0,
lim
Γ̂α(q)∋z 7→q
F (z) = bF (q)
Fix q = x0 + iφ(x0, 0) where this limit exists. For (a, b) ∈ V , consider the curve
Sa,b(x0) = {(x, t) : ax− bφ(x, t) = ax0 − bφ(x0, 0)}
Let S+a,b(x0) be the part of Sa,b(x0) where t > 0. Observe that the theorem will
be proved if we show that Z(S+a,b(x0)) is contained in Γ̂α(q). Let (y, s) ∈ S+a,b(x0).
Then b(φ(y, s)− φ(x0, 0)) = a(y − x0), and so
(5.2) |y + iφ(y, s)− q|2 =
(
1 +
b2
a2
)
|φ(y, s)− φ(x0, 0)|2
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If the point (y, s) is close enough to (x0, 0), there is x such that
d(y + iφ(y, s), ∂U)2 = |y − x|2 + |φ(y, s)− φ(x, 0)|2
≥ |y − x|2 + (1− ǫ2)|φ(y, s)− φ(x0, 0)|2+(
1− 1
ǫ2
)
|φ(x, 0)− φ(x0, 0)|2
≥ |y − x|2 + (1− ǫ2)|φ(y, s)− φ(x0, 0)|2 − 2||Dxφ|||x− x0|2
for ǫ close to 0. Here ||Dxφ|| denotes the sup norm which may be taken to be
as small as we wish from the outset. We now consider two cases. Suppose first
|y − x0| ≤ |y − x|. Then |x− x0| ≤ 2|y − x|, and so
d(y + iφ(y, s), ∂U)2 ≥ |y − x|2 + (1− ǫ2)|φ(y, s)− φ(x0, 0)|2 − 2||Dxφ|||x− x0|2
≥ |1− 8||Dxφ|||y − x|2 + (1− ǫ2)|φ(y, s)− φ(x0, 0)|2(5.3)
Comparing (5.2) with (5.3), if we take ǫ small enough and (a, b) is sufficiently
close to the vector (1, 0), then Z(y, s) ∈ Γ̂q. Suppose next |y − x0| ≥ |y− x|. Then
|x− x0| ≤ 2|y − x0|. Hence
d(y + iφ(y, s), ∂U)2 ≥ (1− ǫ2)|φ(y, s)− φ(x0, 0)|2 − 8||Dxφ|||y − x0|2
=
(
1− ǫ2 − 8||Dxφ||2 b
2
a2
)
|φ(y, s)− φ(x0, 0)|2
which again shows that by choosing (a, b) close enough to (1, 0), we get Z(y, s) ∈ Γ̂q.
The assertion of the theorem has thus been proved.
Summing up, we may think of the regions of convergence Γ(p) as “cusps” stem-
ming from p and entering Ω that contain γ+p . If p is of type (I), Γ(p) reduces to γ
+
p
but when p is of type (II), Γ(p) contains a neighborhood of γ+p in Ω.
Example 5.1. Let
L =
∂
∂t
− 2it ∂
∂x
, Ω = {(x, t) : t > 0}, Z = x+ it2.
Here, for any p = (x0, 0), we may take Γ(p) as the cusp bounded by two parabolas
Γ(p) = {(x, t) : x0 − ct2 < x < x0 + ct2, t > 0}.
6. A uniqueness result and an application
We keep the notation of Section 5 and consider a smooth planar domain Ω,
a locally integrable vector field L = X + iY defined near each point of a closed
subinterval Σ of the boundary to which it is transversal, a function f ∈ C0(Ω)
satisfying Lf = 0 where L is defined and such that for some defining function ρ,
there exists an integer N such that the line integrals∫
ρ=t
|f |dσt = O(t−N )
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where σt denotes arc length on the curve ρ = t. We thus know that f has a trace
bf defined in a neighborhood of Σ. Assume that this boundary value is a finite
measure µ. If we denote by σ the arc length measure on ∂Ω, Corollary 4.1 shows
that µ is absolutely continuous with respect to σ. A moment’s reflection about the
example L = ∂t, Ω = {t > 0}, shows that, in general, the converse is not true,
i.e., σ need not be absolutely continuous with respect to |µ| (the total variation of
µ), even if µ is not identically zero. On the other hand, this phenomenon is not
possible at points where the behavior of L at the boundary of Ω is removed from
that of a real vector field. More precisely, consider a Borel set E ⊂ Σ such that
|µ|(E) = 0 and let p ∈ E be a point of type (II). Then, in local coordinates, we
may assume that p = (0, 0), Σ = {t = 0}, Ω = {t > 0}, Z(x, t) = x + iφ(x, t) is a
local first integral satisfying φ(0, 0) = φx(0, 0) = 0. Since (0, 0) is of type (II), there
is a sequence tj 7→ 0 such that φ(0, tj) 6= 0. Withoult loss of generality, we may
assume that φ(0, tj) > 0. We can then apply Theorem 3.1 in [BH1] as in the proof
of Theorem 2.1’ to get a holomorphic function F of tempered growth defined on
Q = {Z(x, 0) + iZx(x, 0)v : x ∈ (−r, r), 0 < v < δ}
such that for any ψ ∈ C∞c (−r, r)∫
bf(x)ψ(x)dx = lim
v 7→0
∫
F (Z(x, 0) + iZx(x, 0)v)ψ(x)dZ(x, 0)
where bf = µ. Since bf is a locally integrable function, as is well known, the
holomorphic function F converges nontangentially in the region Q to bf(x) a.e.on
the part {Z(x, 0)} of the boundary of Q. Then, by the Riesz uniqueness theorem,
either F vanishes identically in Q or the zero set of bF is a subset of ∂U with null
linear measure. In other words, there is a neighborhood V of p in R2 such that
either f ≡ 0 in V ∩Ω or σ(V ∩E) = 0. We now denote by Σ1 ⊂ Σ (resp. Σ2 ⊂ Σ)
the set of points of Σ of type (I) (resp. of type (II)) and assume that
(∗) for any p ∈ Σ2 and any neighborhood V in R2 of p, f does not vanish
identically on V ∩ Ω;
Then, we have shown that if (∗) holds |µ|(E) = 0 implies that σ(E ∩ Σ2) = 0 or,
equivalently, that E ⊂ Σ1 except for a σ-null set. This can be restated by saying
that on Σ2, σ and |µ| are mutually absolutely continuous with respect to each other.
In fact, the argument shows more. Let’s recall that p ∈ E ⊂ Σ is called a σ-density
point of E if σ(V ∩ E) > 0 for any neighborhood V of p. We have
Theorem 6.1. Let L, Ω, f ∈ C0(Ω) and Σ as above and assume that
(1) Lf = 0 on W ∩ Ω for some open W ⊃ Σ;
(2) bf ∈ L1(Σ);
(3) p ∈ Σ2 is a σ-density point of the set E = {bf(x) = 0}.
Then, there is an open disc ∆ = ∆(p, r) such that f vanishes identically on ∆∩Ω.
Suppose next that L,Ω, f ∈ C0(Ω) and Σ are as above except that we no longer
make the growth assumption on the line integrals of |f |. In particular, we don’t
assume that f has a trace on Σ. We then get the following convergence result
generalizing to locally integrable vector fields a classical result for holomorphic
functions :
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Corollary 6.2. Assume that ℜf ≥ 0. Then for almost all p ∈ Σ2, limγ+p ∋q 7→p f(q)
exists and is finite. If L is locally solvable, the limit can be taken in the set Γ(p).
In the corollary, we are using notations introduced in section 5.
Proof. Let F = 1
1+f
. Observe that LF = 0, and F is bounded. Therefore, we can
apply Theorem 2.1 or the results in section 5 to deduce convergence for F . Since
f = 1F −1, if p ∈ Σ2 is a point of convergence for F , it is also a point of convergence
for f , unless bF (p) = 0. Since F does not vanish identically, by Theorem 6.1, such
points p form a set of measure zero.
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