Improved estimation of neutral model parameters for multiple samples with different degrees of dispersal limitation by Etienne, Rampal S.
  
 University of Groningen







IMPORTANT NOTE: You are advised to consult the publisher's version (publisher's PDF) if you wish to cite from
it. Please check the document version below.
Document Version
Publisher's PDF, also known as Version of record
Publication date:
2009
Link to publication in University of Groningen/UMCG research database
Citation for published version (APA):
Etienne, R. S. (2009). Improved estimation of neutral model parameters for multiple samples with different
degrees of dispersal limitation. Ecology, 90(3), 847-852. https://doi.org/10.1890/08-0750.1
Copyright
Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the
author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).
Take-down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Downloaded from the University of Groningen/UMCG research database (Pure): http://www.rug.nl/research/portal. For technical reasons the
number of authors shown on this cover page is limited to 10 maximum.
Download date: 12-11-2019
Notes
Ecology, 90(3), 2009, pp. 847–852
 2009 by the Ecological Society of America
Improved estimation of neutral model parameters for multiple
samples with different degrees of dispersal limitation
RAMPAL S. ETIENNE
Community and Conservation Ecology Group, Centre for Ecological and Evolutionary Studies, University of Groningen,
P.O. Box 14, 9750 AA Haren, The Netherlands
Abstract. The standard neutral model of biodiversity, as introduced by S. P. Hubbell, is
currently increasingly used as a null model for the structure of ecological communities. In such
applications, estimation of the model parameters is essential. An exact maximum likelihood
approach has been developed for data sets consisting of multiple, spatially separated, samples of
species abundances. This approach is only computationally tractable when it is assumed that all
these samples have the same amount of dispersal limitation. Recently, an approximate approach
has been proposed that does not require this assumption. However, this approach cannot
estimate the fundamental biodiversity number h when there are only a few samples or many, very
different, samples. In this note, I present a modiﬁcation of this approximate approach that does
not suffer from this shortcoming. I illustrate it with simulated and real data sets.
Key words: Etienne sampling formula; Ewens sampling formula; fundamental biodiversity number;
fundamental dispersal number; maximum likelihood.
INTRODUCTION
The now well-known neutral theory of biodiversity
(Hubbell 2001) is increasingly being used as a null
model for the structure of ecological communities,
particularly for the distribution of abundances of the
species in a community (Alonso et al. 2006; see Gotelli
and McGill 2006 for a discussion of neutral vs. null
models). The most widely used model implementation
of this theory is a mainland–island model where the
local community receives immigrants from the regional
community (the metacommunity), which itself is gov-
erned by speciation and extinction. Both local and
regional abundances vary stochastically, a process
termed ecological drift (Hubbell 2001). The model
contains two parameters: the fundamental biodiversity
parameter (h) and the fundamental dispersal or immi-
gration parameter (I; Etienne and Alonso 2005). The
former parameter summarizes the diversity of the
metacommunity community and is a composite of the
metacommunity size (JM) and the speciation rate (m).
The latter parameter measures the amount of dispersal
limitation of the local community and may be inter-
preted as the number of potential immigrants competing
with local individuals for vacant sites (resources)
(Etienne and Olff 2004a). When dealing with samples
of species abundances, the parameter m has often been
used instead of I, where m¼ I/(Iþ J 1) with J the total
number of individuals in the species abundance data set.
This parameter may be interpreted as the probability
that any of the I immigrants will occupy the vacant site
in a community of size J.
Applications of the model often involve estimation of
these parameters from samples of species abundances
because these parameters may provide new and rela-
tively quick insights into the ecology of a system, even if
neutrality is violated (Latimer et al. 2005, Jabot et al.
2008). Exact sampling formulae have been developed
with which these parameters can be simultaneously
estimated using maximum likelihood (Etienne and Olff
2004b, Etienne 2005, 2007). These exact formulae are
tractable in practice only when there is a single sample,
or when there are multiple, spatially separated samples
(i.e., from different local communities connected to the
same metacommunity) which are assumed to have the
same degree of dispersal limitation. That is, only a single
value of I can be estimated. Exact and simultaneous
estimation of a separate value for I for each local sample
is currently only theoretically possible (Etienne 2007).
Fortunately, an approximate approach has been pro-
posed that does not require this assumption (Munoz et
al. 2007). It is approximate in the sense that it does not
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estimate the parameters (h and the various I ) simulta-
neously and it needs Monte Carlo samples from the data
set to estimate h. Unfortunately, this approach does not
work when there are only a few samples available, or
when there are many samples that are very different.
Here I show why it does not work, and I present a
modiﬁcation of this approach that solves this problem. I
illustrate it with simulation data and real data. A
program code is provided in the online material.
IMPROVED TWO-STAGE ESTIMATION
Denote the species abundance data set from which we
want to infer the model parameters by the vector n ¼
(n11, . . . , n1S, n21, . . . , n2S, . . . , nN1, . . . , nNS): Here, N is
the number of local samples, S is the total number of
different species in the entire data set, and nik is the
abundance of species k in local sample i. The two-stage
estimation approach of Munoz et al. (2007) consists of
the following two steps.
1. Munoz et al. estimation of h.—Repeat the following
procedure M times and denote each iteration with the
subscript j. Take a single individual from each local
sample, record its species, and estimate hˆj from the
resulting species abundance data set of N individuals as
follows. Because each local sample supplies only a single
individual, the N individuals thus collected can be
regarded as a sample from the metacommunity (they
have different immigrating ancestors [Etienne and Olff
2004b, Etienne 2007]). Because the metacommunity is
governed by the Ewens sampling formula (Ewens 1972,
Hubbell 2001), this sampling formula can be used to
estimate hj. Denoting the abundance vector of the N
individuals in the jth iteration by Nj the Ewens sampling





where Fj is a prefactor that does not depend on h, Sj is
the number of species in the metacommunity sample,
which is usually less than the total number of species S,




ðhj þ s  1Þ ¼ Cðhj þ NÞCðhjÞ ð2Þ
where C refers to the Gamma function. It can be easily
shown (Tavare´ and Ewens 1997) that the maximum
TABLE 1. Estimates of h and m in various scenarios of simulated data sets.
Scenario
Sample sizes and model parameters
Maximum likelihood parameter estimation
Etienne (2007)
hˆE2007 mˆ
~J h m1 m2 m3 Mean CV Mean CV
1 (1000, 1000, 1000) 50 0.1 0.1 0.1 50.03 0.1126 0.1010 0.1029
2 (100, 1000, 100) 50 0.1 0.1 0.1 52.53 0.3060 0.1023 0.1680
3 (500, 500, 500) 50 0.1 0.1 0.1 50.39 0.1299 0.1017 0.1143
4 (2000, 2000, 2000) 50 0.1 0.1 0.1 50.09 0.0932 0.1009 0.0911
5 (10 000, 10 000, 10 000) 50 0.1 0.1 0.1 50.03 0.0717 0.1014 0.1053
6§ (1000, 2000, 3000) 50 0.1 0.1 0.1 51.89 0.0910 0.1698 0.0901
7 (1000, 1000, 1000) 5 0.1 0.1 0.1 5.0434 0.2231 0.1053 0.2513
8 (1000, 1000, 1000) 500 0.1 0.1 0.1 502.16 0.0875 0.1003 0.0539
9 (1000, 1000, 1000) 5 0.01 0.01 0.01 5.0766 0.3082 0.0110 0.4086
10 (1000, 1000, 1000) 50 0.01 0.01 0.01 51.12 0.2055 0.0101 0.1304
11 (1000, 1000, 1000) 500 0.01 0.01 0.01 545.60 0.3642 0.0100 0.1021
12 (1000, 1000, 1000) 5 0.1 0.2 0.4 5.0988 0.2095 0.1910 0.2538
13 (1000, 1000, 1000) 50 0.1 0.2 0.4 52.11 0.0981 0.1879 0.1028
14 (1000, 1000, 1000) 500 0.1 0.2 0.4 535.80 0.0681 0.2011 0.0474
15 (1000, 1000, 1000) 5 0.01 0.05 0.25 6.1630 0.2498 0.0332 0.3396
16 (1000, 1000, 1000) 50 0.01 0.05 0.25 68.72 0.1375 0.0413 0.1173
17 (1000, 1000, 1000) 500 0.01 0.05 0.25 773.20 0.1218 0.0644 0.0492
18§ (1000, 2000, 3000) 5 0.1 0.053 0.036 5.0022 0.2239 0.1061 0.2400
19§ (1000, 2000, 3000) 50 0.1 0.053 0.036 49.90 0.1056 0.1004 0.0942
20§ (1000, 2000, 3000) 500 0.1 0.053 0.036 502.61 0.0765 0.0999 0.0484
Notes: The values reported are the means and coefﬁcients of variation (CV) of the parameter estimates over 1000 simulated data
sets. The parameter hˆnew is calculated exactly (rather than by Monte Carlo sampling) using Eq. 7a. Note that hˆE2007 cannot be
estimated accurately in the scenarios marked with a dagger () because the requirements of equal dispersal limitation are not met.
In the scenarios marked with ‘‘,’’ these requirements are met, because sample sizes and dispersal limitation parameters mi are
chosen in such a way that I is the same for all three samples. Note that hˆM2007 would be inﬁnite in many of the 1000 simulated data
sets, and therefore it is not reported. The new two-stage approach proposed in this note has been developed precisely to ﬁx this
problem. The values of mˆ in the scenarios marked with ‘‘§’’ (scenarios with unequal sample sizes) are for the ﬁrst sample only. The
mean values of mˆ for the other samples are as follows: scenario 6, 0.0928, 0.0639; scenario 18, 0.0562, 0.0382; scenario 19, 0.0529,
0.0359; scenario 20, 0.0526, 0.0357.
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likelihood estimate is the solution hˆj (to be obtained
numerically to arbitrary precision) of
Sj ¼ hˆj½Wðhˆj þ NÞ  WðhˆjÞ ð3Þ
where W(x) is the psi function or digamma function, that
is, the derivative of the logarithm of the gamma function
(see, e.g., Etienne and Olff 2004a). The final estimate of
hˆ is then simply calculated as the average of theM values






Eq. 3 is not only the equation for the maximum
likelihood estimator; it is also the equation for the
estimator based on the method of moments, that is, it
equates the observed number of species Sj to the
expected number of species in a (metacommunity)
sample of size N. Thus, there is no difference between
these two estimation methods in this case.
2. Munoz et al. estimation of Ii.—The fundamental
dispersal number Ii for each local sample i can now be
easily estimated with maximum likelihood by applying
my single-sample sampling formula (Etienne 2005) to
each local sample i keeping h ﬁxed to hˆM2007, because
given h, the local samples are independent and can be
treated as single samples.
10. Improved estimation of h.—The approach outlined
above works as long as Sj , N, because as soon as Sj¼
N, the estimate of h becomes inﬁnite, and any average
no longer makes sense. To circumvent this problem, I
propose not to estimate each hˆj, but to write down the
likelihood for all M iterations,







and then use maximum likelihood to estimate h. By
setting the derivative of this likelihood with respect to h
to zero, one can show that the maximum likelihood





Sj ¼ hˆnew½Wðhˆnew þ NÞ  WðhˆnewÞ: ð6Þ
Again, this solution can be obtained numerically to
arbitrary precision. Thus, instead of averaging the esti-
mates hˆj, onemust average the number of species Sj. IfM is
large enough, this average is smaller than N and ﬁnite
values of hˆnew will be obtained. Only if the local samples
have no species in common at all, we ﬁnd an estimate of
hˆnew¼ ‘, but this is indeed the best estimate in this case.
Note again that Eq. 6 also gives the estimator based on the
method of moments: the observed number of species
averaged overM simulated samples of sizeN is equated to
the number of species in ametacommunity sample of sizeN
predicted by themodel. This interpretation gives way to an
exact (rather than byMonte Carlo sampling) computation
of hˆnew, because the mean number of species in a sample of
sizeNwhere each individual is taken from a different local









where S(k) is the number of species in a sample with vector
TABLE 1. Extended.
Maximum likelihood parameter estimation
This paper
hˆnew mˆ1 mˆ2 mˆ3
Mean CV Mean CV Mean CV Mean CV
52.20 0.2154 0.1107 0.5640 0.1093 0.4965 0.1115 0.6637
65.92 0.5892 0.1050 0.4356 0.1070 0.4386 0.1040 0.3878
53.71 0.2402 0.1051 0.3805 0.1035 0.3467 0.1052 0.3873
51.93 0.1941 0.1140 0.7238 0.1150 0.7095 0.1128 0.6654
51.65 0.1751 0.1167 0.8242 0.1165 0.7850 0.1155 0.7736
51.65 0.1963 0.1113 0.4989 0.1169 0.6512 0.1185 0.7332
5.8355 0.4110 0.1977 1.4560 0.1818 1.4523 0.1951 1.4727
518.39 0.1758 0.1004 0.0974 0.1005 0.0957 0.0998 0.0918
6.2700 0.5299 0.0519 3.4264 0.0439 3.5178 0.0499 3.3659
64.09 0.5534 0.0116 2.2138 0.0107 1.2297 0.0110 1.4487
1842.82 3.0285 0.0101 0.2021 0.0100 0.1898 0.0101 0.1929
5.7954 0.4227 0.1970 1.4360 0.2931 1.1452 0.4106 0.9094
51.89 0.1978 0.1108 0.6054 0.2249 0.6026 0.4251 0.5023
509.29 0.1219 0.1006 0.0887 0.2009 0.0916 0.4026 0.1138
5.8464 0.4368 0.0367 3.4607 0.1332 1.8081 0.3282 1.0592
54.32 0.2907 0.0102 0.2259 0.0570 0.8389 0.2841 0.7169
584.15 0.3611 0.0100 0.1654 0.0504 0.1302 0.2578 0.3154
5.7329 0.4215 0.2109 1.3894 0.1482 1.7670 0.1112 2.0253
52.78 0.2085 0.1074 0.5572 0.0559 0.5131 0.0388 0.6254
515.78 0.1745 0.1003 0.1013 0.0525 0.1004 0.0359 0.1002
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k¼ (k1, . . . , kN) with ki the species label of the individual
from site i; the sum is over all possible vectors k. Thus, hˆnew
is the solution of
SðkÞh i ¼ hˆnew½Wðhˆnew þ NÞ  WðhˆnewÞ: ð7bÞ
In practice, the number of different vectors k increases
very fast with N, so this exact method is only feasible for
small N. This is exactly the situation in which the Monte
Carlo method requires many iterations to yield an
accurate estimate of hˆnew.
20. Estimation of Ii.—The estimation of Ii for each
sample i proceeds as before where one ﬁxes h at hˆnew. In
the Supplement, I have provided a code to perform the
estimation of h and Ii.
Results
I illustrate the new approach with simulated data and
real data and compare them to the one-stage estimation
approach of Etienne (2007) and to the two-stage approach
of Munoz et al. (2007). I will refer to each of these three
approaches as the new two-stage approach, the one-stage
FIG. 1. Parameter estimates for the old two-stage approach of Munoz et al. (2007) and the new two-stage approach proposed
here. Panel A shows hˆnew and hˆE2007 for 1000 simulated data sets of three samples, generated with h¼50, Ji¼1000, and mi¼0.1 (i¼
1, 2, 3). Panel B shows hˆnew and hˆM2007 for 1000 simulated data sets of 50 samples, generated with h¼ 50, Ji¼ 400, and mi¼ 0.1 (i¼
1, . . . , 50). The parameter h is the fundamental biodiversity parameter; Ji and mi are the size and dispersal limitation parameter of
sample i, respectively. The straight line is plotted to guide the eye.
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approach, and the old two-stage approach, respectively. I
mainly focus on the estimation of h, because this is where
the new two-stage approach developed here differs from
the old two-stage approach, and because the values of mi
(or Ii) depend on the estimate for h. For the simulated
data, I selected two types of data that differ in the number
of local samples. In order to show that the new two-stage
approach presented here works well when only a few local
samples are available, in which case the old two-stage
approach does not work at all, I ﬁrst generated 1000
simulated data sets of three local samples each using the
urn method (based on coalescence) explained in Etienne
(2007). I did this for various scenarios of sample sizes and
parameter values (see Table 1). For each data set, I
calculated hˆnew with the exact method of Eq. 7a, which can
be done within reasonable time becauseN¼3 is small. For
comparison, I also calculated the exact estimate hˆE2007
using the full sampling formula of the one-stage approach.
One observes that the averaged estimates for the
simulated data sets produce a biased value of h, but some
bias can be expected because it also occurs for the Ewens
sampling formula (Tavare´ and Ewens 1997). This bias
decreases with sample size as scenarios 1–5 show; a
sample size of 500 each already gives averaged values of
hˆnew and hˆE2007 with little bias. However, the coefﬁcient
of variation in hˆnew is substantially larger than that in
hˆE2007. This means that hˆnew is less reliable than hˆE2007.
Fig. 1A shows the relationship between hˆnew and hˆE2007
for the 1000 simulated data sets in scenario 1. The two
parameter estimates are clearly correlated, but hˆnew tends
to be larger (smaller) than hˆE2007 when both are larger
(smaller) than the true value h. The estimates for hˆnew
become worse when diversity is lower (lower h and lower
m). In contrast, hˆE2007 seems rather insensitive to the
diversity of the community, as far as the bias concerned;
however, the coefﬁcient of variation increases when
diversity decreases. The estimates for the dispersal
limitation parameters, mˆi, contain little bias in general;
only when h is low, the bias is substantial. Again, for low
diversity the coefﬁcient of variation of mˆi is high.
In sum, when the assumption of equal dispersal
limitation ismet (i.e., same Ii, even ifmi values are different,
as in scenarios 18–20 in Table 1), the one-stage approach
gives more reliable parameter estimates than the approach
presented here, but the latter approach nevertheless
performs fairly well as long as diversity is not too low
and sample sizes are sufﬁciently large. When this assump-
tion is not met (the exact situation for which the approach
presented here was developed), the new two-stage ap-
proach gives better estimates than the one-stage approach.
To be able to compare the estimates based on the new
two-stage approach presented here with the old two-
stage approach, I generated 1000 simulated data sets of
50 local samples, each local sample containing 400
individuals, using h ¼ 50 and m ¼ 0.1. I estimated both
hˆM2007 and hˆnew for each of these 1000 simulated data
sets, using M ¼ 10 000 iterations. Fig. 1B shows the
correlation between the estimates for these 1000
simulated data sets. The mean value of hˆnew (51.55) is
closer to the true value (50) than is hˆM2007 (54.81), which
is therefore more biased. Also the variance of hˆnew
(55.21) is lower than that of hˆM2007 (68.21). The two
estimates are highly correlated as may be expected.
For the real data, I used two examples. The ﬁrst
consists of the three tropical tree communities in the
Panama Canal Zone (Condit et al. 2002), which I also
used in Etienne (2007). The three plots, Sherman (5.96
ha of which 5 ha is in the data ﬁle), Barro Colorado
Island (50 ha), and Cocoli (4 ha) lie along a precipitation
gradient (3030 mm/yr, 2616 mm/yr, and 1950 mm/yr,
respectively [Condit et al. 2004]). Table 2 shows the
results of the parameter estimation, for these three plots
and for various local samples from the large BCI plot
(see Etienne 2007). The estimates for the one-stage
approach and the new two-stage approach proposed in
this note are very different. This is partly because the
TABLE 2. Neutral parameter estimates for samples from three local tree communities (Sherman, BCI, and Cocoli) in the Panama
Canal Zone using the one-stage approach, which assumes that all Ii are identical, and the new two-stage approach presented in
this paper, with exact calculation of hˆnew.
Data set
Sample sizes and species richness
Maximum likelihood parameter estimation
Etienne (2007) This paper
~J ~S hˆE2007 Iˆ hˆnew IˆSherman IˆBCI IˆCocoli
Sherman þ BCI þ Cocoli (2860, 21 457, 1079) (125, 225, 99) 259.3 44.24 341.7 33.87 53.71 30.79
Sherman þ BCI1 þ Cocoli (2860, 2359, 1079) (125, 152, 99) 270.5 39.18 247.7 37.09 53.66 32.61
Sherman þ BCI2 þ Cocoli (2860, 2151, 1079) (125, 150, 99) 273.9 39.21 232.6 37.89 55.43 33.06
Sherman þ BCI3 þ Cocoli (2860, 2076, 1079) (125, 162, 99) 280.0 41.18 322.6 34.35 57.49 31.07
Sherman þ BCI4 þ Cocoli (2860, 2027, 1079) (125, 171, 99) 282.2 42.63 359.8 33.46 61.38 30.55
Sherman þ BCI5 þ Cocoli (2860, 2000, 1079) (125, 166, 99) 290.8 41.71 348.5 33.71 59.40 30.70
Sherman þ BCI6 þ Cocoli (2860, 2050, 1079) (125, 153, 99) 297.3 39.13 399.5 32.71 49.31 30.12
Sherman þ BCI7 þ Cocoli (2860, 2364, 1079) (125, 147, 99) 298.6 37.27 448.4 31.98 42.26 29.69
Sherman þ BCI8 þ Cocoli (2860, 2225, 1079) (125, 138, 99) 296.5 36.32 427.1 32.28 39.83 29.86
Sherman þ BCI9 þ Cocoli (2860, 2076, 1079) (125, 145, 99) 300.4 37.65 427.7 32.27 44.01 29.86
Sherman þ BCI10 þ Cocoli (2860, 2129, 1079) (125, 157, 99) 271.5 40.47 369.3 33.27 51.94 30.44
Note: The different BCIi denote different subsamples from the full BCI (Barro Colorado Island) 50-ha plot.
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bias and variance are higher for the new two-stage
approach (see Table 1), but mostly because the former
approach assumes that I is the same for all samples,
whereas the latter approach shows that this assumption
is not justiﬁed: BCI clearly has a higher fundamental
immigration number than Sherman and Cocoli. Because
I in fact measures recruitment limitation which involves
dispersal and establishment (Jabot et al. 2008), this may
be explained by the central location of BCI: because of
this central location, it receives dispersers from all
directions, and it has intermediate precipitation, allow-
ing establishment of species adapted to both wetter and
drier circumstances. One needs to realize, however, that
it is also possible that the model assumption of a single
metacommunity for the three local communities is
incorrect. Although studying other models of commu-
nity structure is beyond the scope of this note, this is a
interesting direction for future research.
The second set of real data is the Western Ghat forest
data set of Munoz et al. (2007) that consists of 50 local
samples with sizes varying from 104 to 876 (average is
391.1) individuals, totaling 19 555 individuals. The
number of species per local sample ranges from 19 to
71 and averages 45.24; the total number of species across
all samples is 304. With M¼ 100 000 iterations, I found
hˆnew ¼ 51.5. Furthermore, I recalculated hˆM2007 and
found hˆM2007¼ 54.7. Compare this with the value hˆM2007
¼ 62.3 reported in Munoz et al. (2007), which was based
on M¼ 1000 iterations. For this data set, the one-stage
approach yields hˆE2007¼85.2, which is much higher than
the other estimates (due to the fact that it assumes equal
dispersal limitation for all local communities).
CONCLUSION
In this note I have improved the approximate two-
stage approach of Munoz et al. (2007) to estimate the
parameters of the neutral model (h and m [or I]) from
species abundances in multiple spatially separated local
samples. The improvement is that it can also be applied
to a small number of local samples, or to many local
samples that are very different. In these cases, it is likely
that a single draw from each local sample contains only
singletons resulting in an inﬁnite hˆM2007, but a ﬁnite hˆnew,
the estimate produced by the new two-stage approach.
For an accurate estimation of hˆnew, the number of
iterations M needed to obtain the expected number of
species when drawing a single individual from each local
sample must be very large. Fortunately, when the
number of local samples N is small, an exact calculation
(i.e., without iterations) of hˆnew is possible. The estimate
for hˆnew has little bias when the diversity is not too low (h
; 50,m; 0.1) and as long as sample sizes are sufﬁciently
large (J . 1000). The larger the sample size, the smaller
the bias. However, the coefﬁcient of variation is always
quite large. I therefore suggest caution in using the two-
stage approach when the sizes of the local samples are
very small or when diversity is low.When the Ii values are
likely to be very similar across samples, it is better to use
the one-stage approach of Etienne (2007).
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Program code for maximum likelihood estimation of neutral model parameters for multiple samples of species abundances
using the two-stage approach described in the paper (Ecological Archives E090-058-S1).
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