We have examined the effects of embedded pitch adapters on signal formation in n-substrate silicon microstrip sensors with data from beam tests and simulation. According to simulation, the presence of the pitch adapter metal layer changes the electric field inside the sensor, resulting in slowed signal formation on the nearby strips and a pick-up effect on the pitch adapter. This can result in an inefficiency to detect particles passing through the pitch adapter region. All these effects have been observed in the beam test data.
Introduction
The pitch between strips of silicon microstrip sensors and the pitch between input channels of the application-specific integrated circuits (ASICs) used for readout can often differ by large amounts. One solution is to use external adapters such as metal traces on a glass substrate, but this presents its own difficulties for the construction of large detectors. While the required wire bond geometry is consistent with industry standards, the number of bonds needed doubles. Moreover, additional space and material is introduced, which may be difficult to accommodate in densely packed silicon detectors.
Another solution to this problem is to use embedded pitch adapters built into the silicon sensors themselves. During sensor fabrication a second metal layer of traces with bond pads designed to match the readout ASIC pitch is placed on top of the silicon dioxide passivation. The AC-coupled metal strips of the first layer are directly connected with metal vias to this second layer above.
This technology has been studied for the silicon tracker upgrade for the ATLAS experiment [1] and the Upstream Tracker (UT) upgrade for the LHCb experiment [2] . In the studies of the p-substrate sensor prototypes designed for the ATLAS experiment it was shown that the pitch adapters have an effect on the measured capacitance between strips [3] . However, no evidence of "pick-up" (creating spurious signals on far away strips) or of signal loss on nearby strips was found. Sensors with increased strip segmentation utilizing routing lines in the first metal layer have been studied for upgrades to the CMS experiment [4] . In these sensors, charge pick-up on the routing lines and corresponding loss of signal on the nearby sensor strips was observed.
During research and development for the UT, we observed a loss of efficiency localized in the pitch adapter (PA) region in both n-and p-substrate sensors. Maps of the locations of passing charged particles that did not leave a reconstructed signal in the prototype sensor are shown in Fig. 1 . The inefficiency maps out the location of the embedded pitch adapter on these sensors.
In this paper, we focus on the effect in n-substrate sensors, using prototypes designed for the LHCb upgrade. We have simulated the effects of the PA on signal formation in the sensor to understand the cause of the observed effects. We then confirm further predictions of the simulation regarding the effect of design geometry and time evolution on the pick-up effect.
Sensor description
The sensors used are miniature (1.8 cm × 1.4 cm) silicon microstrip sensors produced by Hamamatsu Photonics [5] . The silicon is 320 µm thick and of p + -in-n type. Each sensor has 64 strips with a pitch of 190 µm. The sensor's AC-coupled strips are connected to the readout ASICs with a pitch of approximately 80 µm through the use of an embedded pitch adapter.
The design of the pitch adapter is pictured in Fig. 2 . Metal traces with a width of approximately 10 µm connect each channel to a bonding pad 65 µm wide (perpendicular to the strips) and 210 µm long (parallel to the strips). The distance between the metal traces in the densest region varies from 10 µm to 20 µm. These traces and bonding pads are located on top of the active sensor area. The metal layer of the pitch adapter is separated from the first metal layer containing the strip AC-metal by a layer of silicon dioxide that (b) p-substrate sensor Figure 1 : Positions on two sensors of charged particles for which a corresponding signal is not found in the sensor. The inefficient band at the top corresponds to the edge of the sensor active area. The pattern of inefficiency is confined to the pitch adapter region of the sensor and only in the region between two strips. The n-type sensor (a) shows a small inefficiency near certain bond pads, while the p-type sensor (b) shows a much stronger effect. The vertical bands with no missed hits are regions removed from analysis due to strips flagged as bad.
is 2 µm thick. The sensor's metal strips are 123 µm wide, with a gap between of 67 µm. The hatched purple vertical bands show the metal strips above each silicon strip. Thirty-two channels are connected via the second-metal layer shown in solid red, to the closely spaced bond pads in the center. The other thirty-two channels are similarly connected with a mirror-image design not pictured.
The analysis in this paper focuses on the bond pad region, where the larger metal area is expected to cause stronger effects. The bond pads almost completely bridge the inter-strip region when they are centered relative to the strips below. In other cases, the bond pad is shifted to one side or the other, partially or fully overlapping the metal strip.
Simulation
We simulate the operation of the sensor in the pitch adapter region using the TCAD Sentaurus package, part of Synopsys software [6] . We use a two dimensional simulation of the full sensor in a slice perpendicular to the strips, including two implant strips and a metal strip to model the pitch adapter bond pad. The geometry of the model is shown in Fig. 3 .
Model description
The exact parameters of the sensors manufactured by Hamamatsu are not known, therefore the choice of many parameters for the simulation was inspired by studies of similar silicon sensors produced by Hamamatsu for CMS [7] . We assume the bulk to be doped with phosphorus (n-type) with a concentration of 3 × 10 12 /cm 3 . The strips implants are doped with boron (p + ) with a much higher concentration of 1 × 10 19 /cm 3 . A Gaussian error function is used for the implant doping profile with a depth of 1 µm and a width of 1 µm. Variations of the implant profile depth and width in ranges 1-5 µm and 0.5-1.5 µm, respectively, have shown no significant effects on the results of the simulation. The bottom side of the bulk is doped with phosphorus (n + ) with a concentration of 0.5 × 10 19 /cm 3 to achieve ohmic contact with the metal backplane. A density of positive charges trapped at the boundary of the silicon and silicon dioxide of 1 × 10 11 /cm 2 is assumed for unirradiated sensors. To emulate the effect of irradiation, the charge density is increased to its saturation value of 3 × 10 12 /cm 2 . These numbers are based on typical values for silicon-silicon dioxide boundaries [8, 9] , but have not been measured on the tested sensors. It is possible that the tested sensors start with a lower charge density than 1 × 10 11 /cm 2 when unirradiated, but changes to the qualitative behavior of the sensors are not observed below this value.
We chose for the width of the simulation region to be twice the pitch of 190 µm, and thus it includes two p + strips each 120 µm wide. The p + implants are connected to electrical ground via 1.5 MΩ resistors and AC coupled to the metal strips placed at 300 nm above them in the silicon dioxide layer. When simulating the pitch adapter pads, a second metal layer on top of the silicon dioxide is held at electrical ground to represent the 65 µm wide pitch adapter pads. Three pads are included with a separation of 10 µm; the center pad is placed over the inter-strip region; its edge is at a distance of 2.5 µm from the edge of the strip. A positive high voltage bias of 300 V (the depletion voltage is approximately 250 V) is applied to the backside contact. An adaptive meshing with cell dimensions from 20 µm × 50 µm to 1 µm × 1 µm is used.
It was shown in Ref. [7] that the TCAD Sentaurus default values for the most important parameters (permittivity, electron affinity, band gap energy, permittivity of silicon dioxide) are well justified and therefore were used in this study. Though the default generation and recombination times of electron and holes are lower than those of very clean silicon, we do not expect it to have a significant influence on the results of this investigation. The simulation of charge carrier mobility accounts for velocity saturation at high fields and doping dependency. The generation and recombination of charge carriers is implemented according to the Shockley-Read-Hall recombination model. At the boundary an absence of electric field and carrier current perpendicular to the boundary are required [10] .
Results of the simulation
The electrostatic potential maps from simulation are shown in Fig. 4 for configurations with and without the pitch adapter metal layer. The presence of the pitch adapter layer changes the electric field in the inter-strip region close to the silicon surface. The charge carriers (holes) are attracted to the silicon-oxide surface and only then travel towards the strip implants. A shift in the PA pad position with respect to the middle of the inter-strip region results in a remarkable effect. An electrostatic potential at the silicon-oxide boundary rises near the strip opposite to the shift direction, producing a barrier as shown in Fig. 5 . The gradient of the potential in the x direction increases the coupling to the second metal and decreases the charge collection. This potential creates a region of zero electric field as shown in Fig. 6 . The field prevents the charge carriers from reaching the nearby strip for a timescale long compared to the usual readout. This results in a signal loss on the strip and signal pick-up on the corresponding PA pad, where the induced charge is longer lived. In case of saturated charge density in the silicon-oxide interface (corresponding to an irradiated sensor) the effect of the PA pads is suppressed and the resulting potential is the same as without PA pads.
To investigate signal pulse shapes, we simulate hits of minimum ionizing particles : Simulated electric field maps in the region near the silicon surface close to a strip implant. The color scale represents the field strength and the printed arrows the direction. In (a), the PA is centered. In (b), the PA is shifted 10 µm, creating a zero field region near the surface that blocks charge moving towards the strip on the left side. The metal layers of the strip AC-metal and pitch adapter have had their thickness exaggerated to improve the visualization.
(MIP) penetrating the sensor perpendicularly to its plane, near to the halfway point between two strips. The MIP ionization density is tuned to produce approximately 2 × 10 4 electron-hole pairs in the bulk. The total charge induced on the strips' coupling capacitors and on the pitch adapter metal (before any shaping) as a function of the integration time are shown in Fig. 7 for two variants of PA position. The reference shape corresponds to the pulse from a particle passing directly under a strip. When the PA pads are centered with respect to the inter-strip region, slower collection on the nearby strips is observed with respect to the reference while a pick-up signal on the PA emerges with a peaking time of approximately 5 ns (Fig. 7a) . In the case where the PA pads are shifted 10 µm, resulting in a distance to the farther strip of 12.5 µm, the pick-up signal on the PA becomes more similar to the reference while the signal on the strips is reduced (b) PA shifted 10 µm Figure 7 : Simulated charge appearing on the strip AC and PA contacts versus time since MIP hit in the inter-strip region 5 µm closer to one of the strips. The reference curve corresponds to charge on the strip AC contact in response to a MIP passing under the strip. To account for charge sharing, the sum of the charge collected on both strips is used.
significantly. All the charge eventually reaches the strips on the order of microseconds. This case is likely to result in a localized region of inefficiency. In order to qualitatively compare with data from beam tests, a simple shaping function of the form:
has been applied to the charges, where τ is a shaping time of 25 ns. The results are shown in Fig. 8 . When the PA is centered, the slowed development of the signal on the nearby strips should be visible as a shift in the time of the pulse peak. The pick-up signal on the PA resembles a very large cross-talk signal. When the PA shifts, the signal on the nearby strips is greatly reduced. The PA then sees a pulse similar in strength to a real signal.
Beam test
The sensors have been tested using beams delivered from the CERN SPS to the H8 beam line in the CERN North Area. This beam delivers positively charged hadrons with a momentum of 180 GeV. The width of the beam is approximately 1 cm, allowing the beam to simultaneously illuminate the pitch adapter area and the edges of the sensor active area.
Experimental setup
The sensor, referred to as the device under test (DUT), is placed at the center of the Timepix3 telescope; an earlier iteration of this telescope is described in Ref. [11] . This telescope consists of 8 Timepix3 pixel modules used to reconstruct the trajectory of passing charged particles. These tracks are extrapolated to where the DUT is placed with a pointing resolution of approximately 2 µm. This allows for a precise determination of (b) PA shifted 10 µm Figure 8 : Simple pulse shapes produced from the simulated charge appearing on the strip AC and PA contacts versus time since MIP hit in the inter-strip region 5 µm closer to one of the strips. The reference curve corresponds to the one in Fig. 7 . To account for charge sharing, the sum of the charge collected on both strips is used. The vertical lines denote a 25 ns interval, motivated by the time window imposed by the data acquisition system on data from the beam test.
the impact points of the beam particles with respect to the sensor structures like the strip implants and pitch adapter. The beam impacts the DUT perpendicularly.
The sensors are read out using the Beetle ASIC [12] . This chip outputs the signals on every channel as an analog pulse with a shaping time on the order of tens of ns. These signals are processed using the MAMBA data-acquisition (DAQ) board produced by Nuclear Instruments [13] . This DAQ system samples and digitizes the analog pulse at a fixed time that can be moved in 25 ns increments. The beam particles arrive asynchronously with the 40 MHz clock used for readout. This allows for the study of particles arriving at all times within the window.
A copy of the scintillator signal used for triggering the DUT is fed into the data stream of the Timepix3 telescope. A shared time-stamp is used to match tracks reconstructed from the Timepix3 hits with the DUT data for the corresponding trigger.
To test the effects of radiation, sensors were irradiated at the IRRAD [14] facility using protons with a momentum of 24 GeV. Dosimetry measurements were used to determine the particle fluence in the 3 mm band surrounding the pitch adapter. Sensors with six different fluences ranging from zero to 2 × 10 13 1 MeV neutron equivalent/cm 2 were used in our tests. The latter fluence represents the maximum expected for UT sensors with these pitch adapters after 50 fb −1 of data collected in LHCb. Miniature sensors from this study were found to have signal-to-noise ratios of at least 20. Further information on similar beam tests conducted with prototype sensors from the same project may be found in Ref. [15] .
Data sample and analysis
In order to isolate the effects of the pitch adapter and compare to simulation, specific beam events are chosen in which the passing particle goes through the bond pads of the pitch adapter. Only events in which a single track is found in the Timepix3 telescope are selected. Using the coordinates from tracks extrapolated to the DUT position, the side and top edges of the sensor are determined. The position of the track in the local x (perpendicular to each sensor strip) and local y (parallel to each strip) directions is then calculated. Results from multiple runs with the same sensor, taken in a short period of time, are combined together, but the position calibration is repeated for each run independently.
Fourteen strip pairs have been identified from the sensor design for which a single PA bond pad is found over the inter-strip region. Some of these pads are centered between the two strips, and some are shifted towards one side or the other. Tracks passing within 19 µm of the center of the inter-strip region, at the correct range of local y values to be under the bond pad are identified. These 14 rectangular regions together make up the "PA region". For each strip pair, the channel that is connected to the PA bond pad in that region is also identified. The output for these three channels are then studied together to analyze the effect of the pitch adapter.
For comparison, a control region is defined using the inter-strip regions of the same 14 strip pairs. The control region requires the track to pass away from the PA region by requiring values of local y farther down the sensor. The signal response in the control region has been validated to be free of pitch adapter effects by comparing it with tracks that pass directly underneath a single strip.
For each event in the sample, the ADC counts for the two channels corresponding to the nearby strips as well as the channel connected to the PA bond pad are studied. The ADC values used are taken after pedestal and common-mode noise subtraction are performed. Events in which one of the three strips (nearby or PA connected) is flagged as noisy or dead are removed from the analysis.
The data output also includes a timing value for the event. The 25 ns readout window is divided into ten 2.5 ns time bins, corresponding to different trigger arrival times relative to the 40 MHz readout clock. The data in each time bin is therefore sampled from the analog Beetle output pulse at different times relative to the start time of the pulse. This allows us to reconstruct the shape of the output pulse inside the 25 ns window.
Results from beam test
Two dimensional views of the sampled ADC versus time are shown in Fig. 9 for the PA and control regions. The control region shows a single clear peak in the signal pulse as a function of time. Two qualitatively different signal patterns are clear in the data from the PA region. In some events, there is a clear signal peak on the two closest strips similar to the control region, while in others the nearby strips show a value close to zero. In the latter case, the resulting data would often fail clustering requirements to separate signal from noise and the hit would be missed. These two classes of events are separated by requiring the sum ADC on the two nearby strips to be less than or greater than 150. Since the signal is split almost evenly between the two strips, this is approximately equivalent to a cut of three times the noise applied to each strip separately.
To reconstruct the pulse shape for each class of events, the peak ADC value is first determined separately for each time bin. The pulse is reconstructed separately for nearby strips and the PA connected strip. For the nearby strips, the ADC values of the two channels are added together before finding the peak. Three different methods for peak finding are used:
• For good signals (ADC > 150) on the nearby strips, the ADC distribution is fitted with a Landau convolved with a Gaussian. The peak position is taken from the most probable value.
• False "signals" on the PA connected strip show a different ADC distribution without the characteristic high-side tail of a Landau distribution, but this may be due to the small number of recorded events. For these outputs, the mean value from a Gaussian fit is used to find the peak position.
• For channels without clear signals (cross-talk and inefficient hits), the mean of the ADC values is taken as the peak position.
Once the peak value in each bin has been determined, the resulting points are fit with a quadratic function to qualitatively describe the shape of the pulse within the 25 ns window. The results are shown in Fig. 10 . The two cases of a "good" signal (ADC > 150) found or not found on the nearby strips are compared. In the pitch adapter region, good signals are slowed in time and reduced in magnitude relative to the control region pulse; the peak occurs approximately 5 ns later. Simultaneously, a large cross-talk like signal appears on the PA connected strip, already decreasing in the sampled time window. These results match qualitatively the expectation from simulation.
When the signal on the nearby strips is lost, a pulse similar in shape to a good signal is instead found on the PA connected strip. The nearby strips show only a small signal above zero. The source of these events can be determined by further subdividing the data sample. For two of the 14 strip pairs, the PA bond pad is centered above the inter-strip region. For six pairs it is shifted by approximately 10 µm towards one side, and the other six towards the other side. In Fig. 11 , the fraction of missing hits for each of these three groupings is shown as a function of the inter-strip position normalized by the strip pitch (∆x/P ). For the centered bond pads, no inefficiency is found. The shifted bond pads (b) No "good" signal Figure 10 : Reconstructed pulse shapes within the 25 ns readout window for particles passing halfway between two strips. The pulses in the control and PA regions represent the sum of the output on the two nearby channels. In (a), a good signal is found on the nearby strips when the particle lands in the PA region; in (b) a good signal is not found.
show an inefficiency in the opposite side of the inter-strip region which is consistent with the expectation from simulation. The local inefficiency reaches approximately 50% at the highest. The overall effect averaged over the sensor is small since the region of inefficiency is limited to this small area. We find that the effects of the PA are reduced with irradiation, as shown in Fig. 12 . By a dose of 6.4 kGy in the silicon dioxide layer, no PA coupling effects are found. At lower levels of irradiation, the effects on the nearby strip signals and on the PA connected channel are reduced but not totally eliminated. With the measurements available on these sensors, we are unable to determine precisely the level of charge build-up in the oxide layer as a function of dose. The radiation doses are calculated based on ionization in the silicon dioxide by the protons used for irradiation. As irradiation increases, the PA coupling effect is reduced, both in the delay in the signal observed in the nearest two channels (a) and in the PA connected channel signal (b).
Conclusions
We have observed effects on signal collection due to the presence of embedded pitch adapters over the active sensor area in n-substrate silicon microstrip sensors. Some pitch adapter geometries result in a loss of signal on the nearest strips when a charged particle passes underneath the second metal layer. This results in an inefficiency for particle detection after thresholds are applied to reject noise. Simultaneously, a signal-like pulse is found on the channel connected to the pitch adapter element.
Using simulation, we are able to understand these effects in more detail. The presence of the second metal layer over top of the region between two implant strips alters the electric fields inside the bulk of the silicon. When the metal layer is centered over the inter-strip region, this results in a slower time evolution of the signal pulse. We observe this change in timing in our data. The channel connected to the pitch adapter experiences a large cross-talk signal, which we also observe.
When the pad in the second metal layer is shifted relative to the inter-strip region, a potential barrier can form that impedes the collection of signal over a time scale long enough to cause an inefficiency. When this occurs, the pitch adapter connected channel outputs a larger pulse that is easily mistaken for a true hit. The inefficient hits in our data are limited to cases in which the pitch adapter bond pad is shifted by approximately 10 µm.
We have observed that these problems disappear with irradiated sensors. This could be explained by the build up of positive charge at the silicon dioxide-silicon interface, which is known to occur with irradiation [8] . Simulation shows that a surface charge density around 1 × 10 12 e/cm 2 should suffice. It is plausible that the irradiation of the sensors used for the beam test has produced this charge density, although we were not able to directly measure this charge. We have investigated in simulation scenarios that may reduce the effects of the PA. We predict that doubling the thickness of the silicon dioxide layer from 2 µm to 4 µm should remove the inefficiency and pick-up signals we have observed.
All of these effects are localized to the small regions directly underneath pitch adapter metal and halfway between two strips. For these sensors, we only observe problems near the larger bond pads; no significant effect is seen under the thin traces. For all particles passing through other parts of the detector, we observe no effects on signal formation due to the pitch adapters.
Similar effects have also been observed in p-substrate sensors. Detailed understanding of the effects in these sensors requires future beam test and simulation efforts.
