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GENERALIZED STRICHARTZ ESTIMATES AND SCATTERING
FOR 3D ZAKHAROV SYSTEM
ZIHUA GUO, SANGHYUK LEE, KENJI NAKANISHI, AND CHENGBO WANG
Abstract. We obtain scattering for the 3D Zakharov system with non-radial
small data in the energy space with angular regularity of degree one. The main
ingredient is a generalized Strichartz estimate for the Schro¨dinger equation in the
space of L2 angular integrability.
1. Introduction
The aim of this paper is twofold. We firstly obtain generalized Strichartz estimates
for radial dispersive equations. Secondly, making use of these estimates we prove
scattering for the 3D Zakharov system with non-radial initial data.
Strichartz estimates. To begin with, let us consider the following Schro¨dinger-type
dispersive equations
i∂tu+D
au = 0, u(0, x) = f(x) (1.1)
where u(t, x) : R× Rd → C, D = √−∆, a > 0. Two typical examples are the wave
equation (a = 1) and the Schro¨dinger equation (a = 2). The space time estimates
which are called Strichartz estimates address the estimates
‖eitDaP0f‖LqtLpx.‖f‖L2 (1.2)
where P̂0f ≈ 1|ξ|∼1fˆ (See the end of this section for the precise definition). Strichartz
[40] proved (1.2) for the case q = p by drawing connection between the estimate
(1.2) and Fourier restriction estimate which is known as Tomas-Stein theorem [44]
(also see [38, p.364-369] and references therein). Since then, the estimates were
substantially extended by various authors, e.g. [10, 23] for a = 1, and [9, 46] for
a = 2. It is now well-known (see [19]) that (1.2) holds whenever the following
admissible condition is satisfied:
AP(a) :
{
2 ≤ q, p ≤ ∞, 1
q
≤ d−1
2
(1
2
− 1
p
), (q, p, d) 6= (2,∞, 3); a = 1,
2 ≤ q, p ≤ ∞, 1
q
≤ d
2
(1
2
− 1
p
), (q, p, d) 6= (2,∞, 2); a 6= 1. (1.3)
If the function f is assumed to be radially symmetric, as expected naturally (1.2)
holds for a wider range of (q, p) than AP(a) (for example, see [21, 36, 7, 33]). The
optimal range for (1.2) under radial symmetry assumption is known except one
endpoint case (d ≥ 2). Namely, if f is radial, then (1.2) holds if the following
condition holds:
RAP(a) :
{
2 ≤ q, p ≤ ∞, 1
q
< (d− 1)(1
2
− 1
p
) or (q, p) = (∞, 2); a = 1,
2 ≤ q, p ≤ ∞, 1
q
≤ (d− 1
2
)(1
2
− 1
p
), (q, p) 6= (2, 4d−2
2d−3); a 6= 1.
(1.4)
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The sharp range was obtained in [15] except some endpoints when a > 1 and the
remaining endpoint estimates were later obtained in [6, 18] independently. See [6]
for the estimates for dispersive equations defined by more general pseudo-differential
operators.
Inspired by the result for radial functions, one may try to find a weaker variant
of Strichartz estimate which is valid for non-radial functions and has the wider
admissible range. There are two notable approaches in this direction. The first is
to consider the estimate with additional angular regularity
‖eitDaP0f‖LqtLpx.‖f‖H0,sω (1.5)
in which some angular regularity is traded off by the extension of admissible range.
See the end of this section for the definition of H0,sω . When a = 1, the estimate
with almost sharp regularity was obtained in [39] (also see [8], [17] and [6]). When
a 6= 1, in [6] the authors obtained (1.5) for some s > 0 and (q, p) satisfying RAP(a).
However the problem of obtaining (1.5) with the optimal regularity is still open.
The latter is to consider the estimate with weaker angular integrability, namely
‖eitDaP0f‖LqtLpρLsω.‖f‖L2x
for s < p. Here the norm LqtLpρLsω for function u(t, x) on R × Rd(d ≥ 2) is defined
as follows
‖u‖LqtLpρLsω =
(∫
R
[ ∫ ∞
0
∣∣∣∣ ∫
Sd−1
|u(t, ρx′)|sdω(x′)
∣∣∣∣ ps ρd−1dρ] qpdt
)1/q
.
Since f is assumed to be in L2 spaces, in view of orthogonality of spherical harmonics
the L2 estimate
‖eitDaP0f‖LqtLpρL2ω.‖f‖L2x (1.6)
is most convenient to work with. These type of norm was used in [42] to obtain
the endpoint case of Strichartz estimate for 2D Schro¨dinger (see [24] for 3D wave
equation) which is not allowed in the usual mixed norm spaces. For the wave
equation (a = 1), it was known that (1.6) also holds for RAP(1) pairs (see [35, 17, 6]).
However, when a 6= 1, as far as the authors know, it seems that (1.6) is known only
for some RAP(1) pair with additional condition q ≥ p (see Theorem 1.7 in [17]).
The first purpose of this paper is to consider the generalized estimates of the type
(1.6) for the case a 6= 1. The other motivation is from the recent study of Zakharov
system. From the viewpoint of application, the estimate (1.6) works better than
(1.5), because there is no loss of angular regularity. The first result of this paper is
the following.
Theorem 1.1. Let a > 1, d ≥ 3 and p(d) = 6d−7+
√
4d2+4d−7
4d−7 . Then the estimate
(1.6) holds if
2 ≤ q, p ≤ ∞, 1
q
<
p(d)
p(d)− 2(
1
2
− 1
p
) or (q, p) = (∞, 2). (1.7)
For the Schro¨dinger case a = 2, our results are new. The range is strictly contained
in RAP(2), but wider than RAP(1) which is crucial for the application to Zakharov
system. For example, for d = 3, p(3) ≈ 3.48, then (2, 4−) satisfies the condition.
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Now we sketch the ideas in proving Theorem 1.1. We first use spherical harmonic
expansion of L2(Sd−1) to reduce the estimates (1.6) to the uniform boundedness
of one-dimensional oscillatory integral operators associated with Bessel functions of
different orders. To show (1.6) we need to obtain the estimates which are uniform
along the orders of Bessel functions. For the wave case a = 1, uniform decay
estimates of Jµ are sufficient. However, to get (1.6) on the range wider than RAP(1)
for the case a > 1, we need to exploit the oscillatory effect due to the non-vanishing
second derivative (a > 1). For this purpose we split Bessel function Jµ of order µ
into two parts so that Jµ = J
M
µ + J
E
µ (see (2.6)). For the error term J
E
µ , one has
better uniform decay estimates, and for the main term JMµ we basically rely on TT
∗
method and need to obtain uniform kernel estimates for which we carry out rather
delicate analysis based on the stationary phase method.
Scattering for 3D Zakharov system. We now consider the scattering problem for
the 3D Zakharov system which was introduced by Zakharov [47] as a mathematical
model for the Langmuir turbulence in unmagnetized ionized plasma:{
iu˙−∆u = nu,
n¨/α2 −∆n = −∆|u|2, (1.8)
with the initial data
u(0, x) = u0, n(0, x) = n0, n˙(0, x) = n1, (1.9)
where (u, n)(t, x) : R1+3 → C × R, and α > 0 denotes the ion sound speed. It
preserves ‖u(t)‖L2x and the energy
E =
∫
R3
|∇u|2 + |D
−1n˙|2/α2 + |n|2
2
− n|u|2dx (1.10)
The natural energy space for initial data is
(u0, n0, n1) ∈ H1(R3)× L2(R3)× H˙−1(R3). (1.11)
Local wellposedness (without symmetry) was well understood. The well-posedness
in the energy space was proved in [5] for d = 2, 3 and in [12] for d = 1, and in weighted
Sobolev space in [20]. Unconditional uniqueness for 3D in energy space was shown
in [26]. Improvement to the critical regularity was obtained in [12, 4] for d = 1, 2,
and to the full subcritical regularity in [12, 3] for d ≥ 3. Global well-posedness with
small norm in energy space was proved in [5]. In [41, 22] the well-posedness for
the system on the torus was studied. See [31, 28, 25] results on the subsonic limit
to NLS (as α → ∞). Concerning the long time and blow-up behavior, Merle [27]
obtained blow-up in finite or infinite time for negative energy, and the scattering
was studied in [34, 11, 29].
Under radial symmetry assumption the scattering for 3D Zakharov system with
small energy was shown in [13] and global dynamics below ground state was obtained
in [14]. Very recently, the scattering for non radial case was obtained by Hani-
Pusateri-Shatah [16] under the assumption that the initial data are small enough
and have sufficient regularity and decay.
Here we take a different direction by considering initial data with additional an-
gular regularity. Compared with the condition imposed for the scattering result in
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[16], our condition on the initial data is much weaker in view of the simple embed-
ding relation between angular regularity and weighted Sobolev space. Moreover, our
result contains the existence of the wave operator, and hence the scattering operator
is constructed. The following is our second result.
Theorem 1.2. Assume ‖(u0, n0, n1)‖H1,1ω ×H0,1ω ×H˙−1,1ω = ε for ε > 0 sufficiently small.
Then the global solution (u, n) to (1.8) belongs to C0tH
1,1
ω × C0tH0,1ω ∩ C1t H˙−1,1ω , and
scatters in this space: there exists (u0,±, n0,±, n1,±) ∈ H1,1ω ×H0,1ω × H˙−1,1ω such that
lim
t→±∞
‖(u, n, n˙)− (ul±, nl±, n˙l±)‖H1,1ω ×H0,1ω ×H˙−1,1ω = 0 (1.12)
where (ul±, n
l
±) is the solution to the linear Zakharov system with the initial datum
(u0,±, n0,±, n1,±). Moreover, for any (u0,±, n0,±, n1,±) ∈ H1,1ω × H0,1ω × H˙−1,1ω with
sufficiently small norm, there exists a unique global solution (u, n) to (1.8) such that
(1.12) holds.
We now give some words for the proof of Theorem 1.2. The main difficulty lies in
derivative loss and slow dispersion of the wave equation together with the quadratic
nonlinearity. We basically follows the idea in [13] by making use of the generalized
Strichartz estimates (1.6). In fact, we combine (1.6) and the normal form technique
(for example, see [32] and [30]) to capture some nonlinear oscillations. In order to
get around the weak angular integrability, we add some angular regularity so that
the resulting space in angular variable becomes a Banach algebra.
Notations. Finally we close this section by listing the notation.
• F(f) and f̂ denote the Fourier transform of f . For a ≥ 1, Sa(t) = eitDa =
F−1eit|ξ|aF , and S(t) = S2(t).
• η : R → [0, 1] is an even, non-negative smooth function which is supported in
{ξ : |ξ| ≤ 8/5} and η ≡ 1 for |ξ| ≤ 5/4.
• For k ∈ Z χk(ξ) = η(ξ/2k)− η(ξ/2k−1) and χ≤k(ξ) = η(ξ/2k).
• Pk, P≤k are defined on L2(Rd) by P̂ku(ξ) = χk(|ξ|)û(ξ), P̂≤ku(ξ) = χ≤k(|ξ|)û(ξ).
• ∆ω denotes the Laplace-Beltrami operator on the unite sphere Sd−1 endowed with
the standard metric g measure dω and Λω =
√
1−∆ω.
• For 1 ≤ i, j ≤ n, Xij = xi∂j − xj∂i. It is well-known that for f ∈ C2(Rn)
∆ω(f)(x) =
∑
1≤i<j≤n
X2ij(f)(x).
Denote Lpω = L
p
ω(S
d−1) = Lp(Sd−1 : dω), Hsp = Hsp(Sd−1) = Λ−sω Lpω.
• Lp(Rd) denotes the usual Lebesgue space, and Lp(R+) = Lp(R+ : rd−1dr).
• LprLqω and LprHsq are Banach spaces defined by the following norms
‖f‖LprLqω =
∥∥‖f(rω)‖Lqω∥∥Lpr , ‖f‖LprHsq = ∥∥‖f(rω)‖Hsq∥∥Lpr .
• Hsp , H˙sp (Bsp,q, B˙sp,q) are the usual Sobolev (Besov) spaces on Rd.
• B˙s(p,q),r denotes the Besov-type space given by the norm
‖f‖B˙s
(p,q),r
= (
∑
k∈Z
2ksr‖Pkf‖rLprLqω)1/r.
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• Hs,αp,ω is the space with the norm ‖f‖Hs,αp,ω = ‖Λαωf‖Hsp , and the spaces H˙s,αp,ω , Bs,αp,q,ω,
B˙s,αp,q,ω, and B˙
s,α
(p,q),r,ω are defined similarly.
• For simplicity, we denote Hs,αω = Hs,α2,ω , H˙s,αω = H˙s,α2,ω , Bs,αp,ω = Bs,αp,2,ω, B˙s,αp,ω = B˙s,αp,2,ω,
B˙s,α(p,q),ω = B˙
s,α
(p,q),2,ω.
• Let X be a Banach space on Rd. LqtX denotes the space-time space on R × Rd
with the norm ‖u‖LqtX =
∥∥‖u(t, ·)‖X∥∥Lqt .
2. Generalized Strichartz Estimates
In this section, we prove Theorem 1.1. First, we make some reductions. To prove
(1.6), it is equivalent to show
‖Taf‖LqtLpρL2ω.‖f‖L2x, (2.1)
where
Taf(t, x) =
∫
Rd
ei(xξ+t|ξ|
a)χ0(|ξ|)f(ξ)dξ.
Now we expand f by the orthonormal basis {Y lk}, k ≥ 0, 1 ≤ l ≤ d(k) of spherical
harmonics with d(k) = Ckn+k−1 − Ck−2n+k−3, such that
f(ξ) = f(ρσ) =
∑
k≥0
∑
1≤l≤d(k)
alk(ρ)Y
l
k(σ).
Using the identities (see [37])
Ŷ lk(ρσ) = cd,kρ
− d−2
2 Jν(ρ)Y
l
k(σ)
where cd,k = (2π)
d/2i−k, ν = ν(k) = d−2+2k
2
, then we get
Taf(t, x) =
∑
k,l
cd,kT
ν
a (a
l
k)(t, |x|)Y lk(x/|x|),
where
T νa (h)(t, r) = r
− d−2
2
∫
e−itρ
a
Jν(rρ)ρ
d/2χ0(ρ)h(ρ)dρ.
Here Jν(r) is the Bessel function
Jν(r) =
(r/2)ν
Γ(ν + 1/2)π1/2
∫ 1
−1
eirt(1− t2)ν−1/2dt, ν > −1/2.
Thus (2.1) becomes
‖T νa (alk)‖LqtLprl2k,l.‖{alk(ρ)}‖L2ρl2k,l. (2.2)
To prove (2.2), it is equivalent to show
‖T νa (h)‖LqtLpr.‖h‖L2 , (2.3)
with a bound independent of ν, since q, p ≥ 2.
By the classical Strichartz estimates (see the endpoint estimates in [19, 24] ), we
can get ‖1r≤100T νa (h)‖LqtLpr.‖h‖L2 . Thus it remains to show
‖1r≫1T νa (h)‖LqtLpr.‖h‖L2 , (2.4)
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with a bound independent of ν. For any R≫ 1, define
Sν,aR (h)(t, r) = χ0
( r
R
) ∫
e−itρ
a
Jν(rρ)χ0(ρ)h(ρ)dρ.
Then
‖1r≫1T νa ‖L2→LqtLpr.
∑
j≥5
2j(
d−1
p
− d−2
2
)‖Sν,a2j ‖L2→LqtLpr .
Then to prove (2.4), it suffices to show for some δ > 0
‖Sν,aR (h)‖LqtLpr ≤ CR
d−2
2
− d−1
p
−δ‖h‖L2, (2.5)
where C is independent of ν. By interpolation, we only need to show (2.5) for
(q, p) = (2, p).
In the radial case, the estimates (2.3) can be reduced to (2.5) with ν = d−2
2
, see
[15]. The same argument in [15] also works for fixed ν, but with ν-dependent bound,
see also [6]. The difficulty in (2.5) is to obtain a uniform bound as ν → ∞, thus
the proof in [15, 6] does not work. We need to exploit the uniform properties of the
Bessel function with respect to ν. In order to do so, we use the Schla¨fli’s integral
representation (see p. 176, [45]):
Jν(r) =
1
π
Re
∫ pi
0
ei(r sin θ−νθ)dθ − sin(νπ)
π
∫ ∞
0
e−ντ−r sinh τdτ
:=JMν (r)− JEν (r). (2.6)
Obviously, the main term in (2.6) is JMν (r). First we recall the Van der Corput
Lemma (see p. 334, [38]):
Lemma 2.1 (Van der Corput). Suppose φ is real-valued and smooth in (a, b), and
that |φ(k)(x)| ≥ 1 for all x ∈ (a, b). Then∣∣∣∣∫ b
a
eiλφ(x)ψ(x)dx
∣∣∣∣ ≤ ckλ−1/k[|ψ(b)|+ ∫ b
a
|ψ′(x)|dx
]
holds when (i) k ≥ 2, or (ii) k = 1 and φ′(x) is monotonic. Here ck is a constant
depending only on k.
Next, we recall the uniform decay estimates for the Bessel functions, which can
be found in [45] p. 229 (7). For completeness, we present a proof here because we
need the estimate for the error term.
Lemma 2.2 (Uniform decay estimates). Assume r, ν > 10. Then we have∣∣∣∣∫ pi
0
ei(r sin θ−νθ)dθ
∣∣∣∣ ≤C(1 + |r2 − ν2|)−1/4, (2.7)
As a consequence,
|Jν(r)|+ |J ′ν(r)| ≤C(1 + |r2 − ν2|)−1/4, (2.8)
and for any R&1, ∫
r∼R
|Jν(r)|2 + |J ′ν(r)|2dr.1. (2.9)
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Proof. We need only to show (2.7), since (2.8) follows immediately from (2.7), the
fact that 2J ′ν(r) = Jν−1(r) − Jν+1(r) (see p. 45 (2) in [45]) and the following
observation
|JEν (r)|+ |(JEν )′(r)|.(r + ν)−1. (2.10)
We have∣∣∣∣∫ pi
0
ei(r sin θ−νθ)dθ
∣∣∣∣.
∣∣∣∣∣
∫ pi/2
0
ei(r sin θ−νθ)dθ
∣∣∣∣∣+
∣∣∣∣∫ pi
pi/2
ei(r sin θ−νθ)dθ
∣∣∣∣ := I + II.
Using Lemma 2.1 and integration by part, we easily get
II ≤
∣∣∣∣∣
∫ pi
2
+1
pi
2
ei(r sin θ−νθ)dθ
∣∣∣∣∣ +
∣∣∣∣∣
∫ pi
pi
2
+1
ei(r sin θ−νθ)dθ
∣∣∣∣∣
.min(r−1/2, ν−1) + (1 + r + ν)−1 (2.11)
which suffices to give the bound as desired. It remains to control the term I. We
have the trivial bound I.1. Then we show I.|r2 − ν2|−1/4 case by case.
Case 1: ν > r. If ν ≥ 2r, then we have I.ν−1, which suffices to give the bound.
Now we assume r < ν < 2r. Fixing a ε > 0, then we get from the stationary phase
and integration by part that
I.
∣∣∣∣∫ ε
0
ei(r sin θ−νθ)dθ
∣∣∣∣+ | ∫ pi2
ε
ei(r sin θ−νθ)dθ|
.min(ε, |ν − r|−1) + (rε)−1/2.ε1/2|ν − r|−1/2 + (rε)−1/2.
Thus setting ε = r−1/2|r − ν|1/2, we obtain the bound, as desired.
Case 2: ν ≤ r. We may assume further ν < r. Let θ0 = arccos νr , then we have
θ0 ∼
√
1− ν2
r2
. Denote E = {|θ − θ0| ≥ θ010} and A = r−1/2(r2 − ν2)1/8. Note that
|r cos θ − ν|&rθ20 on E ∩ [0, π/2]. If θ0&A, then
I.
∣∣∣∣∣
∫
{|θ−θ0|< θ010 }∩[0,pi/2]
ei(r sin θ−νθ)dθ
∣∣∣∣∣ +
∣∣∣∣∫
E∩[0,pi/2]
ei(r sin θ−νθ)dθ
∣∣∣∣
.(rθ0)
−1/2 + (rθ20)
−1.|r2 − ν2|−1/4,
else if θ0 ≪ A, namely r−1/2(r2 − ν2)3/8 ≪ 1, then
I.
∣∣∣∣∫
Ec∩[0,pi/2]
ei(r sin θ−νθ)dθ
∣∣∣∣+ ∣∣∣∣∫
E∩[0,A]
ei(r sin θ−νθ)dθ
∣∣∣∣+ ∣∣∣∣∫
E∩[A,pi/2]
ei(r sin θ−νθ)dθ
∣∣∣∣
.(rθ0)
−1/2 + A + (rA2)−1.|r2 − ν2|−1/4.
Thus the proof of (2.7) is completed. 
We will also need to exploit the following asymptotical property of the Bessel
functions. The following lemma was obtained in [1, 2], see e.g. Lemma 3 in [2].
Lemma 2.3 (Asymptotical property). Let ν > 10 and r > ν + ν1/3, we have
Jν(r) =
1√
2π
eiθ(r) + e−iθ(r)
(r2 − ν2)1/4 + h(ν, r),
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where
θ(r) = (r2 − ν2)1/2 − ν arccos ν
r
− π
4
and
|h(ν, r)|.
(
ν2
(r2 − ν2)7/4 +
1
r
)
1[ν+ν1/3,2ν](r) + r
−11[2ν,∞)(r).
With these uniform properties of Bessel function and the L2tL
2
r estimate, which
is nothing but the local smoothing effect, we are already able to obtain some new
estimates.
Lemma 2.4. Assume a > 0. For ν > 10, R&1, 2 ≤ p ≤ ∞
‖Sν,aR (h)‖L2tLpr.‖h‖L2, ‖S
ν,a
R (h)‖L∞t L2r.‖h‖L2. (2.12)
Proof. For the first inequality, we only need to prove the estimate for p = 2,∞. For
p = 2, using Plancherel’s equality in t and Lemma 2.2, we get
‖χ0
( r
R
) ∫
e−itρ
a
Jν(rρ)χ0(ρ)h(ρ)dρ‖L2rL2t ∼‖χ0
( r
R
)
Jν(rρ)χ0(ρ)h(ρ)‖L2rL2ρ.‖h‖2.
Similarly, for p =∞, we have
‖Sν,aR (h)‖L2tL∞r .‖S
ν,a
R (h)‖L2tL2r + ‖∂r(S
ν,a
R (h))‖L2tL2r.‖h‖2.
The second inequality follows immediately from Minkowski’s inequality. Thus, the
proof is completed. 
By the lemma above and interpolation, we see that (2.5) holds for RAP(1) pairs.
In the rest of this section, we will refine the estimate for Sν,aR , assuming a = 2, by
making use of the stationary phase method. The proof for the other case 1 < a < 2
is identical. For simplicity, we write SνR = S
ν,2
R .
Fixing λ ≥ 100R1/3, we decompose SνR(h) =
∑3
j=1 S
ν
R,j(h), where
SνR,j(h) = χ0
( r
R
) ∫
e−itρ
2
Jν(rρ)γj(
rρ− ν
λ
)χ0(ρ)h(ρ)dρ,
with γ1(x) = η(x), γ2(x) = (1− η(x))1x<0, and γ3(x) = (1− η(x))1x>0. Then as SνR
we have for j = 1, 2, 3, 2 ≤ p ≤ ∞
‖SνR,j(h)‖L2tLpr.‖h‖L2. (2.13)
We will refine the estimates for SνR,j , j = 1, 2, 3, respectively.
Lemma 2.5. Assume R&1, λ ≥ 100R1/3, 2 ≤ p ≤ ∞. Then
‖SνR,1(h)‖L2tLpr.λ1/4R−1/4‖h‖L2 , (2.14)
‖SνR,2(h)‖L2tLpr.
(
(λ−1R1/4)1−
2
p +R−1/2
)‖h‖L2 , (2.15)
‖SνR,3(h)‖L2tLpr.
(
λ−
1
4
(1− 2
p
) + (λ−5/4R1/4)2/p +R−1/p
)‖h‖L2 . (2.16)
Proof. By interpolation, we only need to show the estimates for p = 2,∞.
Step 1: estimate of SνR,1.
As in the proof of Lemma 2.4, by Lemma 2.2 we have
‖SνR,1(h)‖L2tL2r.‖Jν(r)1|r−ν|.λ‖2‖h‖2.λ1/4R−1/4‖h‖2.
ZAKHAROV SYSTEM 9
Similarly, we have
‖SνR,1(h)‖L2tL∞r .λ1/4R−1/4‖h‖2.
Step 2: estimate of SνR,2.
By the support of γ2, we have ν > rρ+λ in the support of γ2(
rρ−ν
λ
). Thus we use
the formula (2.6). Without loss of generality, we assume JMν =
1
pi
∫ pi
0
ei(rρ sin θ−νθ)dθ
(its conjugate part can be handled in the same way), and decompose
SνR,2(h) :=M
ν
R,2(h) + E
ν
R,2(h)
where
MνR,2(h) =χ0
( r
R
) ∫
e−itρ
2
∫ (∫ pi/2
0
ei(rρ sin θ−νθ)dθ
)
γ2(
rρ− ν
λ
)χ0(ρ)h(ρ)dρ,
EνR,2(h) =χ0
( r
R
) ∫
e−itρ
2
(
JEν (rρ) +
∫ pi
pi/2
ei(rρ sin θ−νθ)dθ
)
γ2(
rρ− ν
λ
)χ0(ρ)h(ρ)dρ.
By (2.10) and (2.11), we can easily get for 2 ≤ p ≤ ∞
‖EνR,2(h)‖L2tLpr.R−1/2‖h‖2.
It remains to bound MνR,2. Denote φ(r, ρ, θ) = rρ sin θ − νθ. Integrating by part,
we can decompose further
MνR,2(h)(t, r) =χ0
( r
R
) ∫ ( eiφ(r,ρ,θ)
i(rρ cos θ − ν)
∣∣∣∣
θ=pi/2
− e
iφ(r,ρ,θ)
i(rρ cos θ − ν)
∣∣∣∣
θ=0
−
∫ pi/2
0
ei(rρ sin θ−νθ)
rρ sin θ
(rρ cos θ − ν)2dθ
)
γ2(
rρ− ν
λ
)e−itρ
2
χ0(ρ)h(ρ)dρ
:=MνR,2,1(h)−MνR,2,2(h)−MνR,2,3(h).
It suffices to prove: for R&1, j = 1, 2, 3
‖MνR,2,j(h)‖L2tL∞r .λ−1R1/4‖h‖L2 . (2.17)
Indeed, we have
MνR,2,1(h) =χ0
( r
R
) ∫ ei(rρ−νpi/2)
−iν γ2(
rρ− ν
λ
)e−itρ
2
χ0(ρ)h(ρ)dρ,
MνR,2,2(h) =χ0
( r
R
) ∫ 1
i(rρ− ν)γ2(
rρ− ν
λ
)e−itρ
2
χ0(ρ)h(ρ)dρ.
First we consider j = 2. By TT ∗ argument, it is equivalent to show
‖MνR,2,2(MνR,2,2)∗f‖L2tL∞r .λ−2R1/2‖f‖L2tL1r
where
MνR,2,2(M
ν
R,2,2)
∗f =
∫
K2(t− t′, r, r′)f(t′, r′)dt′dr′
with the kernel
K2(t, r, r
′) =
∫
e−itρ
2 χ0
(
r
R
)
rρ− ν γ2(
rρ− ν
λ
)
χ0
(
r′
R
)
r′ρ− ν γ2(
r′ρ− ν
λ
)χ20(ρ)dρ.
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It suffices to prove
‖K2‖L1tL∞r,r′.λ
−2R1/2. (2.18)
Denote F2 =
χ0
(
r
R
)
i(rρ−ν)γ2(
rρ−ν
λ
)
χ0
(
r′
R
)
i(r′ρ−ν)γ2(
r′ρ−ν
λ
)χ20(ρ). First we have the trivial bound
|K2|.λ−2. Then by Lemma 2.1, we get
|K2(t, r, r′)|.|t|−1/2
∫
|∂ρF2|dρ.λ−2|t|−1/2.
On the other hand, if |t| ≫ R, using integration by part twice, get
|K2|.
∫
|t|−2 ∣∣∂ρ[ρ−1∂ρ(ρ−1F2)]∣∣ dρ.|t|−2Rλ−3.
Then eventually we have
|K2|.λ−2|t|−1/21|t|.R + |t|−2Rλ−31|t|≫R
which implies the bound (2.18) as desired.
For j = 1, the proof follows in an similar and easier way as j = 2 since ν&R.
Actually, we have
‖MνR,2,1(h)‖L2tL∞r .R−3/4‖h‖L2 . (2.19)
Now we consider j = 3. Similarly, the kernel of MνR,2,3(M
ν
R,2,3)
∗ is
K3(t− t′, r, r′) =
∫ pi/2
0
∫ pi/2
0
∫
e−i(t−t
′)ρ2ei(rρ sin θ−νθ)
χ0
(
r
R
)
rρ sin θ
(rρ cos θ − ν)2γ2(
rρ− ν
λ
)
× e−i(r′ρ sin θ′−νθ′) χ0
(
r′
R
)
r′ρ sin θ′
(r′ρ cos θ′ − ν)2γ2(
r′ρ− ν
λ
)χ20(ρ)dρdθdθ
′.
It suffices to prove
‖K3‖L1tL∞r,r′.λ
−2R1/2.
Denote F3(ρ) =
χ0
(
r
R
)
rρ sin θ
(rρ cos θ−ν)2
χ0
(
r′
R
)
r′ρ sin θ′
(r′ρ cos θ′−ν)2 γ2(
rρ−ν
λ
)γ2(
r′ρ−ν
λ
)χ20(ρ). First we have the
trivial bound by integrating on θ, θ′
|K3|.
∫ pi/2
0
∫ pi/2
0
∫
rρ sin θγ2(
rρ−ν
λ
)
(rρ cos θ − ν)2 ·
r′ρ sin θ′γ2(
r′ρ−ν
λ
)
(r′ρ cos θ′ − ν)2 χ0(ρ)dρdθdθ
′.λ−2.
Then by Lemma 2.1, let
Rθ := rρ cos θ − ν, R′θ := r′ρ cos θ′ − ν, (2.20)
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we have
|K3|.
∫ pi/2
0
∫ pi/2
0
|t|−1/2
∫
|∂ρF3|dρdθdθ′
.|t|−1/2
∫ pi/2
0
∫ pi/2
0
∫
|[∂ρ∂θR−1θ ][∂′θ(R′θ)−1]|γ2(R0/λ)γ2(R′0/λ)χ20(ρ)dρdθdθ′
+ |t|−1/2
∫ pi/2
0
∫ pi/2
0
∫
|[∂θR−1θ ][∂ρ∂′θ(R′θ)−1]|γ2(R0/λ)γ2(R′0/λ)χ20(ρ)dρdθdθ′
+ |t|−1/2
∫ pi/2
0
∫ pi/2
0
∫
|[∂θR−1θ ][∂′θ(R′θ)−1]∂ρ[γ2(R0/λ)γ2(R′0/λ)χ20(ρ)]|dρdθdθ′
.|t|−1/2λ−2,
where we used the fact that ∂ρ∂θR
−1
θ , ∂θR
−1
θ do not change the sign. On the other
hand, for |t| ≫ R, denoting φ1 = −2tρ+ r sin θ − r′ sin θ′, we get
|K3|.
∫ pi/2
0
∫ pi/2
0
∫
|∂ρ
(
φ−11 ∂ρ[φ
−1
1 F ]
)|dρdθdθ′.|t|−2λ−3R ln(R).
Then we get
|K3| ≤ λ−2(1 + |t|)−1/21|t|.R + |t|−2 ln(R)λ−3R1|t|≫R
which implies that ‖K3‖L1tL∞r,r′.λ
−2R1/2 as desired.
Step 3: estimate of SνR,3.
By the support of γ3, we have rρ > ν + λ > ν + ν
1/3 in the support of γ3(
rρ−ν
λ
).
Thus we use the Lemma 2.3, and decompose
SνR,3(h) :=M
ν
R,3(h) + E
ν
R,3(h)
where
MνR,3(h) =χ0
( r
R
) ∫
e−itρ
2 eiθ(rρ) + e−iθ(rρ)
2
√
2π(r2ρ2 − ν2)1/4γ3(
rρ− ν
λ
)χ0(ρ)h(ρ)dρ,
EνR,3(h) =χ0
( r
R
) ∫
e−itρ
2
h(ν, rρ)γ3(
rρ− ν
λ
)χ0(ρ)h(ρ)dρ,
with θ(r), h(ν, r) given in Lemma 2.3.
First, we consider MνR,3. We only estimate
M˜νR,3(h) = χ0
( r
R
) ∫
e−itρ
2 eiθ(rρ)
(r2ρ2 − ν2)1/4γ3(
rρ− ν
λ
)χ0(ρ)h(ρ)dρ,
since the other term is similar. It is easy to see ‖M˜νR,3(h)‖L2tL2r.‖h‖2, as in the proof
of Lemma 2.4. We will prove
‖M˜νR,3(h)‖L2tL∞r .λ−1/4‖h‖L2.
Similarly as in Step 2, the kernel for M˜νR,3(M˜
ν
R,3)
∗ is
K(t− t′, r, r′) =
∫
e−i[(t−t
′)ρ2−θ(rρ)+θ(r′ρ)]χ0
(
r
R
)
γ3(
rρ−ν
λ
)
(r2ρ2 − ν2)1/4
χ0
(
r′
R
)
γ3(
r′ρ−ν
λ
)
(r′2ρ2 − ν2)1/4 χ
2
0(ρ)dρ.
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It suffices to show
‖K‖L1tL∞r,r′.λ
−1/2.
Obviously, we have a trivial bound
|K|.λ−1/2R−1/2.
Recall θ(r) = (r2 − ν2)1/2 − ν arccos ν
r
− pi
4
, then direct computation shows
θ′(r) =(r2 − ν2)1/2r−1,
θ′′(r) =(r2 − ν2)−1/2 − (r2 − ν2)1/2r−2 = (r2 − ν2)−1/2ν2r−2,
θ′′′(r) =(r2 − ν2)−3/2 ν
2
r
(−3 + 2ν
2
r2
).
Denoting G =
χ0
(
r
R
)
γ3(
rρ−ν
λ
)
(r2ρ2−ν2)1/4
χ0
(
r′
R
)
γ3(
r′ρ−ν
λ
)
(r′2ρ2−ν2)1/4 χ
2
0(ρ), φ2 = tρ
2 − θ(rρ) + θ(r′ρ). Then
∂ρ(φ2) =2tρ− θ′(rρ)r + θ′(r′ρ)r′ = 2tρ− ρ(r
′2 − r2)√
r′2ρ2 − ν2 +
√
r2ρ2 − ν2
∂2ρ(φ2) =2t− θ′′(rρ)r2 + θ′′(r′ρ)r′2
=2t +
(r′2 − r2)√
r′2ρ2 − ν2 +
√
r2ρ2 − ν2
ν2√
r′2ρ2 − ν2
√
r2ρ2 − ν2
∂3ρ(φ2) =− θ′′′(rρ)r3 + θ′′′(r′ρ)r′3
We observe that if |∂ρ(φ2)| ≪ |t|, then |∂2ρ(φ2)|&|t|. This observation is also true for
the case a > 1, but not true if a < 1.
If |t|.R, we divide K
K =
∫
e−iφ2Gη0(
100∂ρ(φ2)
t
)dρ+
∫
e−iφ2G[1− η0(100∂ρ(φ2)
t
)]dρ := I1 + I2.
By Lemma 2.1, we obtain
|I1|.|t|−1/2
(∫
|∂ρGη0(100∂ρ(φ2)
t
)|dρ+
∫
|Gη′0(
100∂ρ(φ2)
t
)
100∂2ρ(φ2)
t
|dρ
)
.|t|−1/2λ−1/2R−1/2,
where for the first term, we estimate it as K3, while for the second term, we only
need to observe that η′0(
100∂ρ(φ2)
t
)
100∂2ρ(φ2)
t
has fixed sign depending only on t.
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For I2, without loss of generality, we assume r
2 − r′2 > 0. Then integrating by
part, we get
|I2|.
∫ ∣∣∣∣∂ρ((∂ρφ2)−1G[1− η0(100∂ρ(φ2)t )]
)∣∣∣∣ dρ
.
∫ ∣∣∣∣ ∂2ρφ2(∂ρφ2)2G[1− η0(100∂ρ(φ2)t )]
∣∣∣∣ dρ
+ |t|−1(
∫
|∂ρG|dρ+
∫
|Gη′0(
100∂ρ(φ2)
t
)
100∂2ρ(φ2)
t
|dρ)
.
∫ |∂2ρφ2|
(∂ρφ2)2
G[1− η0(100∂ρ(φ2)
t
)]dρ+ |t|−1λ−1/2R−1/2
.|t|−1λ−1/2R−1/2,
where we used the fact that ∂2ρφ2 changes the sign at most once.
If |t| ≫ R, we have |∂ρ(φ2)| ∼ |t|. Thus integrating by part, we get
|K|.
∫ ∣∣∂ρ[(∂ρφ2)−1∂ρ((∂ρφ2)−1G)]∣∣ dρ
.
∫ ∣∣(∂ρφ2)−3∂3ρφ2G∣∣ dρ+ ∫ ∣∣(∂ρφ2)−2∂2ρG∣∣ dρ
+
∫ ∣∣(∂ρφ2)−3∂2ρφ2∂ρG∣∣ dρ+ ∫ ∣∣(∂ρφ2)−4(∂2ρφ2)2G∣∣ dρ
:=II1 + II2 + II3 + II4.
As for I2, we can obtain
II2 + II3 + II4.|t|−2λ−1/2R−1/2R2λ−2.|t|−2λ−5/2R3/2.
For II1, we have
II1.|t|−3λ−1/2R−1/2
∫
(−θ′′′(rρ)r3 − θ′′′(r′ρ)r′3)γ3(rρ− ν
λ
)γ3(
r′ρ− ν
λ
)dρ
.|t|−3λ−1/2R−1/2 sup
ρ:rρ>ν+λ
θ′′(rρ)r2.|t|−3λ−1R.
Thus, eventually we get
|K|.|t|−1/2λ−1/2R−1/21|t|.R + (|t|−2λ−5/2R3/2 + |t|−3λ−1R)1|t|≫R
which implies ‖K‖L1tL∞r,r′.λ
−1/2 as desired, if λ&R1/3.
It remains to bound EνR,3. First, we have for any f ∈ L2
‖EνR,3(f)‖L2tL∞r .‖SνR,3(f)‖L2tL∞r + ‖MνR,3(f)‖L2tL∞r .‖f‖L2.
On the other hand, using the decay estimate of h(ν, r), we get
‖EνR,3(f)‖L2tL2r.(λ−5/4R1/4 +R−1/2)‖f‖L2. (2.21)
Therefore, we complete the proof. 
Now we are ready to prove Theorem 1.1. At first, we notice that we need to
assume d ≥ 3, due to the R−1/p bound which comes from the estimates of EνR,3 (see
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(2.21)). Next, we optimize the choice of λ. The main bounds in Lemma 2.5 are
λ1/4R−1/4, λ−
1
4
(1− 2
p
). We can make them equal by choosing
λ = R
p
2(p−1)&R1/3.
Thus (1.6) holds, if q = 2 and p ≥ 2 satisfies
d− 1
p
− d− 2
2
+
p
8(p− 1) −
1
4
< 0
which is equivalent to
p > p(d) =
6d− 7 +√4d2 + 4d− 7
4d− 7 .
Then by interpolation, we can obtain Theorem 1.1.
In order to apply these new Strichcartz estimates, we use Christ-Kiselev lemma
to derive the inhomogeneous linear estimates.
Corollary 2.6. Assume (q, p), (q˜, p˜) both satisfies (1.7), (q, p) 6= (∞, 2), and q > q˜′.
Then ∥∥∥∥∫ t
0
Sa(t− s)P0f(s)ds
∥∥∥∥
LqtLpρL2+ω
.‖f‖
Lq˜
′
t Lp˜
′
ρ L2ω
Proof. By Theorem 1.1 and interpolation with (1.2) for AP(a), we get slightly
stronger estimates: for (q, p) satisfy (1.7), and (q, p) 6= (∞, 2), then
‖Sa(t)P0f‖LqtLpρL2+ω .‖f‖L2x .
Thus this corollary following immediately from Christ-Kiselev lemma. 
3. Scattering for Zakharov system
This section is devoted to proving Theorem 1.2. The main ingredients are the
normal form reduction and the generalized Strichartz estimates in Theorem 1.1.
3.1. Normal form transform. We recall the normal form transform that was used
in [13]. It is convenient first to change the system into first order as usual. Let
N := n− iD−1n˙/α, (3.1)
then n = ReN = (N + N¯)/2 and the equations for (u,N) are{
(i∂t −∆)u = Nu/2 + N¯u/2,
(i∂t + αD)N = αD|u|2.
(3.2)
In our proof, the term N¯u makes no essential difference than Nu, and hence for
simplicity, we assume the nonlinear term in first equation of (3.2) is Nu.
We use S(t),Wα(t) to denote the Schro¨dinger, wave propagators:
S(t)φ = F−1eit|ξ|2φ̂, Wα(t)φ = F−1eiαt|ξ|φ̂, φ̂ = Fφ.
For a quadratic term uv, we use (uv)LH, (uv)HH , (uv)HL to denote the three different
interactions
(uv)LH =
∑
k∈Z
P≤k−5uPkv, (uv)HL =
∑
k∈Z
PkuP≤k−5v, (uv)HH =
∑
|k1−k2|≤4
k1,k2∈Z
Pk1uPk2v.
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To distinguish the resonant interaction, we also use
(uv)αL =
∑
|k−log2 α|≤1,
k∈Z
PkuP≤k−5v, (uv)XL =
∑
|k−log2 α|>1,
k∈Z
PkuP≤k−5v,
(3.3)
and similarly (uv)Lα, (uv)LX. It is obvious that we have
uv = (uv)HH + (uv)LH + (uv)HL
= (uv)HH + (uv)Lα + (uv)LX + (uv)αL + (uv)XL.
(3.4)
Moreover, for any such index ∗ = HH,HL, αL, etc., we denote the bilinear symbol
(multiplier) by
F(uv)∗ =
∫
P∗û(ξ − η)v̂(η)dη, (3.5)
and finite sum of those bilinear operators are denoted by the sum of indices:
(uv)∗1+∗2+··· = (uv)∗1 + (uv)∗2 + · · · . (3.6)
By normal norm reduction (see [13]), we obtain that (3.2) is equivalent to the
following integral equation
u =S(t)u0 + S(t)Ω(N, u)(0)− Ω(N, u)(t)− iα
∫ t
0
S(t− s)Ω(D|u|2, u)(s)ds
− i
2
∫ t
0
S(t− s)Ω(N,Nu)(s)ds− i
∫ t
0
S(t− s)(Nu)LH+HH+αLds, (3.7)
N =Wα(t)N0 +Wα(t)DΩ˜(u, u)(0)−DΩ˜(u, u)(t)−
∫ t
0
Wα(t− s)D(uu¯)HH+αL+Lαds
−
∫ t
0
Wα(t− s)(DΩ˜(Nu, u) +DΩ˜(u,Nu))(s)ds, (3.8)
where Ω, Ω˜ is a bilinear Fourier multiplier in the form
Ω(f, g) =F−1
∫
PXLω−1f̂(ξ − η)ĝ(η)dη,
Ω˜(f, g) =F−1
∫
PXL+LX f̂(ξ − η)
̂¯g(η)
|ξ − η|2 − |η|2 − α|ξ|dη.
The equations after normal form reduction look ”roughly”
(i∂t +D
2)(u− Ω(N, u)) = (Nu)LH+HH+αL + Ω(D|u|2, u) + Ω(N,Nu),
(i∂t + αD)(N −DΩ˜(u, u)) = D|u|2HH+αL+Lα +DΩ˜(Nu, u) +DΩ˜(u,Nu).
(3.9)
3.2. The angular Strichartz space and main estimates. Inspired by [13], we
introduce the Strichartz norm we need, and present the main nonlinear estimates.
For u and N , we use the Strichartz norms with angular regularity:
u ∈ X =〈D〉−1(L∞t H0,1ω ∩ L2t B˙1/4+ε,1(q(ε),2+),ω ∩ L2t B˙0,16,ω), (3.10)
N ∈ Y =L∞t H0,1ω ∩ L2t B˙−1/4−ε,1(q(−ε),2+),ω, (3.11)
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for fixed 0 < ε≪ 1, where q(·) is defined by
1
q(ε)
=
1
4
+
ε
3
. (3.12)
The condition 0 < ε≪ 1 ensures that
7
2
< q(ε) < 4 < q(−ε) <∞, (3.13)
such that the norms in (3.10)-(3.11) satisfy the condition in Theorem 1.1.
We intend to apply the generalized Strichartz estimates to the integral equations.
To do the nonlinear estimates, we use some representation theory of SO(3). Let µ
be the Haar measure of SO(3). In the sequel, we denote LqA = L
q(SO(3), µ).
Lemma 3.1. (a) For any 1 ≤ p, q ≤ ∞, we have
‖f‖LprLqω ∼ ‖f(Ax)‖LpxLqA .
(b) For any 1 < q <∞, we have
‖f‖LprH1q ∼ ‖f‖LprLqω +
∑
i,j
‖Xi,jf‖LprLqω ,
where Xi,j = xi∂j − xj∂i.
Proof. Part (a) is direct. For the proof of part (b), see [43]. 
Lemma 3.2. Assume 1 ≤ p1, p2, q1, q2, p, q ≤ ∞, 1q = 1q1 + 1q2 , 1+ 1p = 1p1 + 1p2 . Then
‖f ∗ g‖LprLqω ≤ C‖f‖Lp1r Lq1ω ‖g‖Lp2r Lq2ω .
Proof. By Lemma 3.1, we have
‖f ∗ g‖LprLqω ∼
∥∥∥∥∫ f(Ax− y)g(y)dy∥∥∥∥
LpxL
q
A
∼
∥∥∥∥∫ f(Ax−Ay)g(Ay)dy∥∥∥∥
LpxL
q
A
.‖f‖Lp1r Lq1ω ‖g‖Lp2r Lq2ω ,
where in the last inequality we used Minkowski’s and Ho¨lder’s inequalities in A,
then Young’s inequality in x. 
For a symbol m on R6, define Tm to be the bilinear operator on R
3:
Tm(f, g)(x) =
∫
R6
m(ξ, η)f̂(ξ)ĝ(η)eix(ξ+η)dξdη.
The following lemma plays a crucial role.
Lemma 3.3. Let 1 ≤ p, p1, p2 ≤ ∞ and 1/p = 1/p1 + 1/p2. Assume m(ξ, η) =
h(|ξ|, |η|) for some function h, m is bounded and satisfies for all α, β
|∂αξ ∂βηm(ξ, η)| ≤ Cαβ|ξ|−|α||η|−|β|, ξ, η 6= 0.
Then for q > 2,
‖Tm(Pk1f, Pk2g)‖LprH1q ≤ C‖f‖Lp1r H1q‖g‖Lp2r H1q
holds for any k1, k2 ∈ Z, with an uniform constant C.
ZAKHAROV SYSTEM 17
Proof. We can write
Tm(Pk1f, Pk2g)(x) =
∫
K(x− y, x− y′)f(y)g(y′)dydy′
where the kernel is given by
K(x, y) =
∫
m(ξ, η)χk1(ξ)χk2(η)e
ixξ+iyηdξdη.
From the assumption on m, and integration by parts, we get a pointwise bound of
the kernel:
|K(x, y)|.23k1(1 + |2k1x|)−423k2(1 + |2k2y|)−4. (3.14)
Since m is both radial in ξ, η, then K is both radial in x, y. Then by Lemma 3.1 (b)
we get
‖Tm(Pk1f, Pk2g)‖LprH1q.‖Tm(Pk1f, Pk2g)‖LprLqω +
∑
i,j
‖Xi,jTm(Pk1f, Pk2g)‖LprLqω
:=I + II.
For the term I, by Minkowski’s inequality and (3.14), we have
I.
∥∥∥∥∫ K(Ax− y, Ax− y′)f(y)g(y′)dydy′∥∥∥∥
LpxL
q
A
.
∥∥∥∥∫ K(x− y, x− y′)f(Ay)g(Ay′)dydy′∥∥∥∥
LpxL
q
A
.‖f(Ax)‖Lp1x L∞A · ‖g(Ax)‖Lp2x LqA.‖f‖Lp1r L∞ω ‖g‖Lp2r Lqω ,
then by the Sobolev embedding H1q(S2) →֒ L∞ω , this suffices to give the desired
bound. Similarly, for the term II, we have
II.
∑
i,j
‖Tm(Pk1Xi,jf, Pk2g)‖LprLqω +
∑
i,j
‖Tm(Pk1f, Pk2Xi,jg)‖LprLqω
.
∑
i,j
‖Xi,jf‖Lp1r Lqω‖g‖Lp2r L∞ω +
∑
i,j
‖Xi,jg‖Lp1r Lqω‖f‖Lp2r L∞ω ,
which gives the desired bound, by Sobolev embedding. 
With these lemmas above, we can follow the proof with slight modifications in
[13] to prove the main estimates. The following two lemmas can be proved similarly
as Lemma 3.2-3.3 in [13]. The main difference is that we use Lemma 3.3 for every
bilinear dyadic piece.
Lemma 3.4 (Bilinear terms I). (1) For any N and u, we have
‖(Nu)LH‖L1tH1,1ω .‖N‖L2t B˙−1/4−ε,1(q(−ε),2+),ω‖〈D〉u‖L2t B˙1/4+ε,1(q(ε),2+),ω ,
‖(Nu)HH‖L1tH1,1ω .‖N‖L2t B˙−1/4−ε,1(q(−ε),2+),ω‖〈D〉u‖L2t B˙1/4+ε,1(q(ε),2+),ω .
(2) If 0 ≤ θ ≤ 1, 1
q˜
= 1
2
− θ
2
, 1
r˜
= 1
4
+ θ
3
+ ε
3
, then for any N and u
‖(Nu)αL‖
〈D〉−1Lq˜′t B˙
3
2−
2
q˜
−
3
r˜
,1
(r˜′,2),ω
. ‖N‖
L2t B˙
−1/4−ε,1
(q(−ε),2+),ω
‖u‖
L∞t H
0,1
ω ∩L2t B˙1/4+ε,1(q(ε),2+),ω
.
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Lemma 3.5 (Bilinear terms II). (1) For any u, we have
‖D(uu¯)HH‖L1tH0,1ω . ‖u‖L2t B˙1/4−ε,1(q(−ε),2+),ω‖〈D〉u‖L2t B˙1/4+ε,1(q(ε),2+),ω . (3.15)
(2) If 0 ≤ θ ≤ 1, 1
q˜
= 1
2
− θ
2
, 1
r˜
= 1
4
+ θ
3
− ε
3
, then
‖D(uu¯)αL+Lα‖
Lq˜
′
t B˙
3
2−
1
q˜
−
3
r˜
,1
(r˜′,2),ω
. ‖〈D〉u‖2
L∞t H
0,1
ω ∩L2t B˙1/4+ε,1(q(ε),2+),ω
. (3.16)
Remark 1. In application, we will use Lemma 3.4 (2) and Lemma 3.5 (2) by fixing
a 0 < θ0 ≪ 1 such that by this choice (q˜, r˜) is admissible to apply Corollary 2.6.
Note the fact that Xi,j(fg) = Xi,jfg + fXi,jg, and Xi,j commute with the radial
Fourier multiplier operator. Then the following two lemmas are just the bilinear
and trilinear estimates, Lemma 3.5 and Lemma 3.7 obtained in [13] after applying
Xi,j, and not by Lemma 3.3.
Lemma 3.6 (Boundary terms). (a) For any N0 and u0, we have
‖Ω(N0, u0)‖H1,1ω .‖N0‖H0,1ω ‖u0‖H1,1ω ,
‖DΩ˜(u0, u0)‖H0,1ω .‖u0‖H1,1ω ‖u0‖H1,1ω .
As a consequence, for any N and u
‖Ω(N, u)‖L∞t H1,1ω .‖N‖L∞t H0,1ω ‖u‖L∞t H1,1ω ,
‖DΩ˜(u, u)‖L∞t H0,1ω .‖u‖L∞t H1,1ω ‖u‖L∞t H1,1ω .
(b) For any N and u we have
‖〈D〉Ω(N, u)‖
L2t B˙
1/4+ε,1
q(ε),ω
.‖N‖L∞t H0,1ω ‖u‖L2tB1,16,ω ,
‖DΩ˜(u, u)‖
L2t B˙
−1/4−ε,1
q(−ε),ω
.‖u‖L2tB1,16,ω‖u‖L∞t H1,1ω .
Lemma 3.7 (Cubic terms). For any N and u we have
‖Ω(D|u|2, u)‖L1tH1,1ω .‖u‖
2
L2tB
1,1
6,ω
‖u‖L∞t H1,1ω ,
‖〈D〉Ω(N,Nu)‖L2t B˙0,16/5,ω.‖u‖L2tB1,16,ω‖N‖
2
L∞t H
0,1
ω
,
‖DΩ˜(Nu, u)‖L1tH0,1ω .‖u‖
2
L2tB
1,1
6,ω
‖N‖L∞t H0,1ω .
With these estimates, we can prove the scattering part of Theorem 1.1, see [13].
For the wave operator, see the appendix of [14]. We omit the details.
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