Abstract:This paper is entirely devoted to the analysis of linear non-homogeneousdifference equations of dimension one (n = 1) and order p ≥ 1 with constant coefficients:
Background:
The idea of difference equationdates back toprehistoric form in the efforts of the Babylonians as early as 2000 B.C. to extract roots and in more explicit form around 450 B.C. In the Pythagoreans' study the triangular numbers satisfy the difference equation for the binomial coefficients canbe dated back to Chia Hsien (1050) and Omar Khayyam (1100). The methodof recursion became rigorously advanced with the invention of mathematical inductionby Francesco Maurolico in the sixteenth century and with its development byFermat and Pascal in the seventeenth century. The basic theory of linear difference equations was developed in the eighteenth century by de Moivre, Euler, Lagrange, and others. Generating functions, first used by de Moivre to solve the Fibonacci equation, were exploited by Laplace as part of his work in probability theory.
The idea of using difference equations to approximate solutions of differential equations originated in 1769 with Euler's polygonal method, for which the proof of convergence was given by Cauchy around 1840. The subject seems to have unpleasant until almost the end of the nineteenth century, when Lipschitz, Runge,and Kutta developed improved procedures. The urgent need for numerical approximations during World War I greatly stimulated research in this walk, and the number of publications later exploded with the development of the digital computer. Dahlquist [4] initiated the modern theory of the convergence of multistep methods (see Dahlquist [5] for a historical account).
The efficient application of linear difference equations to the computation of special functions orginated in 1952 with Miller's algorithm for Bessel functions. Such computations must be done with care because of the possibility of explosive roundoff error, as illustrated by the cautionary example of Gautschi [6] . Wimp [10] discusses the development of this method and related algorithms due to Olver, Clenshaw, Gautschi, Wimp, and others. Further development of the theory of linear difference equations has brought the subject to a state comparable to that of linear differential equations (see Hartman [9] , and Ahlbrandt and Peterson [1] ).
During the 1950's, several ecologists used simple nonlinear difference equations, including the logistic equation, to study the change in populations from one year (or season) to the next with the emphasis on the stability of the iteration. However, in the early 1970's May investigated the variety of complex behavior exhibited by the logistic equation and pondered the possible relationship of this behavior to observed fluctuations in real populations. Additional discoveries about the logistic and related equations were soon made by York, Sarkovskii, Feigenbaum, and others (see Gleick [7] ), and the remarkably intricate properties of these equations led totheir becoming a focus in the developing area of chaotic dynamical systems. The excitement of these discoveries attracted the attention of researchers who attemptedto apply the results to fields such as economics,finance to medicine etc.
I.
Introduction:
In this paper the model is focused whose endogenous variables are constant as well as changing over time which covers theory and applications in the area of difference equations. Difference equations are the first step in the journey towards being able to solve dynamic optimization problems. A difference equation links the value of an endogenous variable in a given time period to its value in other time periods as well as to other exogenous variables. The solution to many dynamic optimization problems relates the value of variables to their past values. So the basic description of the behavior of a variable is different; it is no longer merely a function of other contemporaneous exogenous variables but is also a function of time-lagged values of itself, and in some cases a function of time itself. Many economic variables,known as `stock' variables behave in this fashion. For example, the capital stock in a country or a firm is dependent not just on current variables like interest rates, investment, openness, corruption etc. but also is a function of how much capital remained in the last period. This study is different from differential equations; which are distinguished from difference equations by the fact that the changes in variables happen continuously instead of discretely as in the difference equations case. This study is divided further following sections as Solving first order linear difference equations, Dynamics of first order linear difference equations, Phase diagrams, Software touch and conclusion.
II. Solving First Order Linear Difference Equations:
A first order linear difference equation is one that relates the value of a variable at aparticular time in a linear fashion to its value in the previous period as well as to otherexogenous variables. In other words a first order linear difference equation is of the form 
Method 1: The General Method
The general method, as the name suggests, provides a systematic general framework forsolving firstorder difference equations. Suppose it is given a general first order differenceequation of the form Consider by thinking about the homogenous solution, i.e. the solution to (2) Since at each stage X is  times the previous value, the solution to this would be of the form
where A is a constant. The `A' term is important because it considers all possible solutions to (2) . Now ponder about the particular solution, which can be any solution to the equation (1) . Since any solution is allowed, it can be, for example, traced out a solution that sets all the X's equal. If onesets XX   , gets the solution
Combining (3) and (4), the general solution would be
Plugging the values in (5) 
The general method only works for 
It can be also handled the special cases  = 1 and = -1 using this technique.
In the case of  = 1, the difference equation 
In the case of = -1, the difference equation 
III. Dynamics Of First Order Linear Difference Equations
Having solved for the time path, it can be examined the dynamic behavior of a variable (i.e. itsbehavior over time).This study tries to examine the stability of the difference equation as well as itssteady state value. The steady state value is a value at which the endogenous variable exhibits no dynamic adjustment. In other words, given the difference equation The curves intersect at( Xt, Xt-1 ) = (5,5), the steady state of the model. Think of the horizontalaxis as representing yesterday's value and the vertical axis today's value of y.We can then use the phase diagram to trace out the stability or instability of the differenceequation. If yesterday's value was the starting value of X0 = 10, then the difference equationtells us that today's value will be 6. So we move to the point (10, 6) on the line representingthe difference equation. This period's Xt=6 becomes next period's Xt-1 so we then move tothe mirror point (6, 6) on the 45 degree line. We repeat this process until we converge to avalue of (5, 5) .Perhaps another example will help clarify the situation. Suppose the difference equation hadinstead been Xt = 0.2Xt-1+4, with a starting value of X0 = 10. In this case the intersectionwill be at 10/3. The phase diagram would look like as shown in figure-6.
Figure 6: showing the existence of equilibrium
The phase diagram traces out the stability of difference equations.If yesterday's valuewas the starting value of X 0 = 10, then today's value will be 2. So one should move to the point (10, 2) on the line representing the difference equation. This period's Xt=2 becomes next period's Xt-1 so one then moves to the mirror point (2, 2) on the 45 degree line. One should repeat this processuntil it converges, reaching a value of (10/3 , 10/3). (4, 12) . Note that we no longer converge; the values of X become progressively largerand larger. What about the intersection point X=-4. That represents an unstable equilibrium, in thatif the initial condition was X0= -4 one would stay there but for any other starting value of y, graph would quickly be on a divergent trajectory that took us to either  or - .
Method 3: The MATLAB Method
It is looked at above how to solve first order difference equations: either by using theiterative method or by the general method and also examined the dynamics of first orderdifference equations, focusing on the stability of the difference equation in the long run through phase diagrams. This study focuses on the applications of difference equations in Economics and Finance through MATLAB.
Let us create an example in investment analysis let Initial value is Rs. 10000 for rate 9.5% annually after 30 years the account value accumulation would be in the form of Difference equation as ( ) 1
( 1), A(0)=10,000 100 Problems of Loan amortization can be translated in the form of difference equations. One will run into this phenomena again and again in life as one buys a house, a car at each stage wondering how in the world the payment number is derived, and what factors influence it most. Suppose an individual has borrowed P dollars at an interest rate of r per period to be repaid back over N periods and let B t be the balance on the loan at time t and xbe the size of the payment, which is due at the end of the period. One can quickly see that the evolution of the outstandingloan balance is given by 
V. Concluding Remarks
The goal of the present article is to provide a tutorial exposition of the linear first order difference equation. Although it is less known to modelers in the behavioral and management sciences, DE (Difference  Equation) is of fundamental importance in the theory of recursive relation or in discrete change. In this paper it is tried to provide a simple, intuitive explanation of the method so the reader can have a grasp of some of the basic principles. Ultimately, it is expected the reader will apply the method in his or her mathematical modeling efforts so a plethoraof widely available, DE-based analyses can be performed on data thereby extracting as muchinformation and insight as possible into the underlying mental process under investigation.
