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Fate of topological states and mobility edges in one-dimensional slowly varying
incommensurate potentials
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We investigate the interplay between disorder and superconducting pairing for a one-dimensional
p-wave superconductor subject to slowly varying incommensurate potentials with mobility edges.
With amplitude increments of the incommensurate potentials, the system can undergo a transition
from a topological phase to a topologically trivial localized phase. Interestingly, we find that there
are four mobility edges in the spectrum when the strength of the incommensurate potential is below
a critical threshold, and a novel topologically nontrivial localized phase emerges in a certain region.
We reveal this energy-dependent metal-insulator transition by applying several numerical diagnos-
tic techniques, including the inverse participation ratio, the density of states and the Lyapunov
exponent. Nowadays, precise control of the background potential and the p-wave superfluid can be
realized in the ultracold atomic systems, we believe that these novel mobility edges can be observed
experimentally.
PACS numbers: 03.65.Vf, 71.10.Pm, 72.15.Rn
I. INTRODUCTION
In recent years, considerable attention has been paid
to the topological matters, including topological insula-
tors (TIs)1,2 and topological superconductors (TSCs)3,4.
Among various models, the one dimensional (1D) TSC,
i.e., the spinless p-wave superconductor model studied
originally by Kitaev3, is an important and well known ex-
ample. A key feature of the 1D TSC is that it hosts the
zero-energy Majorana fermion states5–7, which promise
a platform for the error-free quantum computation since
the information can be stored in the topologically pro-
tected Majorana states and the qubits are immune to the
weakly disordered perturbation8. However, if the time re-
versal symmetry of the 1D TSC system is broken by the
presence of impurities9 or the strength of the disorder is
strong enough, the stability of the topological phase can
be significantly affected and a transition driven to the
topologically trivial localized phase can occur.
The disorder effects of 1D TSC systems have been
studied intensively. So far, most of the theoretical work
for the Anderson localization in 1D TSCs focuses on
the random disorder10–13 and the quasiperiodic disor-
der/incommensurate potential14–20. Ref.14 studies the
interplay between the quasiperiodic disorder and super-
conductivity, and it leads to the topological phase tran-
sition from a topological superconducting phase to a
topologically trivial localized phase when the strength
of the incommensurate potential increases above a crit-
ical value. The same model is studied in Ref.15, and
a wide critical region in the parameter space is discov-
ered, which is quite different from the Aubry-Andre´ (AA)
model20 where the wave-functions are critical only at the
phase transition point.
However, none of these disorder models, both the ran-
dom and the quasiperiodic, can host the mobility edge.
A study about the interplay between the disorder with
mobility edges and the p-wave superconducting pairing
is still absent to the best of our knowledge. Here we
introduce a class of 1D potentials21,22 with analytical
expressions for the mobility edges, which enables us to
study the interplay between the mobility edges and the p-
wave superconducting pairing in a more controlled fash-
ion. These deterministic potentials are neither random
nor simply incommensurate, but rather slowly varying in
real space. So we consider the 1D p-wave superconduc-
tor in these lattices, which is described by the following
Hamiltonian
Hˆ =
L−1∑
i=1
(−tcˆ†i cˆi+1 +∆cˆicˆi+1 +H.c.) +
L∑
i=1
Vinˆi, (1)
where cˆ†i (cˆi) is the fermion creation (annihilation) oper-
ator, nˆi = cˆ
†
i cˆi is the particle number operator, and L is
the total number of sites. Here the nearest-neighbor hop-
ping amplitude t and the p-wave pairing amplitude ∆ are
real constants, and Vi = V cos(2piβi
v + φ) is the slowly
varying incommensurate potential with 0 < v < 1 and
V > 0 being the strength of the incommensurate poten-
tials. A typical choice for parameters is β = (
√
5− 1)/2,
φ = 0 and v = 0.4. For computational convenience, t = 1
is set as the energy unit.
When ∆ = 0 and v = 1, this model reduces to the
AA model, and the system can undergo a metal-insulator
transition at V = 2. When ∆ = 0 and 0 < v < 1, Eq.(1)
describes a model with slowly varying incommensurate
potentials22. It is well known that this model has two
mobility edges when V < 2, i.e., all wave-functions with
eigenenergy in [V − 2, 2−V ] are extended and otherwise
localized. When V > 2, all wave-functions are local-
ized as in the AA model. When β = 0 such that Vi
becomes a constant V , Eq.(1) describes Kitaev’s p-wave
superconductor model, and the system can undergo a
topological phase transition at V = 2. When ∆ 6= 0 and
v = 1, Eq.(1) describes the 1D p-wave superconductor
2in incommensurate potentials. By applying this model,
Ref.14 determines the phase transition point V ′ = 2+2∆
both numerically and analytically, and Ref.15 demon-
strates that wave-functions in the parameter space be-
tween V ′′ = 2 − 2∆ and V ′ = 2 + 2∆ are not extended
but critical.
In this work, we study the situation for which ∆ 6= 0
and 0 < v < 1, i.e., the interplay between the disor-
der with mobility edges and the p-wave superconducting
pairing. The main questions that we are interested are:
(1) how the slowly varying incommensurate potentials
drive a 1D p-wave superconductor to undergo a transi-
tion from a topological phase to a trivial phase, (2) how
localized properties (such as mobility edges) of this sys-
tem change besides the topological transition.
The rest of the paper is organized as follows. In Sec. II,
we investigate the phase transition from a topological
phase to topologically trivial localized phase. In Sec. III,
we demonstrate the existence of the four mobility edges
by numerically studying the inverse participation ratio of
wave-functions, the density of states and the Lyapunov
exponent. We conclude and discuss possible experimen-
tal observations in Sec. IV.
II. PHASE TRANSITION FROM
TOPOLOGICAL PHASE TO TOPOLOGICALLY
TRIVIAL LOCALIZED PHASE
The Hamiltonian (1) can be diagonalized by using the
Bogoliubov-de Gennes (BdG) transformation23,24:
χˆ†n =
L∑
i=1
[un,icˆ
†
i + vn,icˆi], (2)
where L denotes the total number of sites, n is the energy
level index, and un,i, vn,i are the two-component wave-
functions. Hence the Hamiltonian is diagonalized as H =∑L
n=1En(χˆ
†
nχˆn − 12 ) where En is the eigenenergy of the
Hamiltonian. The BdG equations can be expressed as
(
mˆ ∆ˆ
−∆ˆ −mˆ
)(
un
vn
)
= En
(
un
vn
)
, (3)
where mˆij = −t(δj,i+1+δj,i−1)+Viδji, ∆ˆij = −∆(δj,i+1−
δj,i−1), u
T
n = (un,1, · · · , un,L) and vTn = (vn,1, · · · , vn,L).
It is widely known that the particle-hole symmetry
χˆn(En) = χˆ
†
n(−En) is conserved in the BdG equtions.
By numerically solving Eq.(3), we can get the spectrum
of the system and the wave-functions un,j and vn,j . In
Fig. 1, we show the spectrum when ∆ = 0.3 under the
open boundary conditions. It can be shown that there is a
regime with nonzero energy gaps and zero energy modes
when V . 2. Here the zero energy modes correspond
to the Majorana edge states localized at the ends of 1D
chain. When V is above a certain value, there are neither
obvious gaps separating the negative and positive parts
of the spectrum nor zero energy modes. To show the
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FIG. 1. (Color online) The spectrum of the Hamiltonian in
Eq.(1) with ∆ = 0.3 as a function of V under the open bound-
ary condition. Here the total number of sites is set as L = 500.
The spatial distributions of φ and ψ for the lowest excitation
with various V ’s are shown in the lower figures. The lower
left picture corresponds to the wave-functions of the zero en-
ergy mode, and the lower right picture corresponds to the
wave-functions of the non-zero energy mode.
0 1 2 3 4 5 6
V
0
1
2
3
4
g
=0.2
=0.5
=1
=1.2
=1.5
2.1 2.2 2.3 2.4 2.5
0
0.1
0.2
0.3
FIG. 2. (Color online) ∆g as a function of V with various ∆
under the periodic boundary condition. The total number of
sites is set to L = 1000. Here ∆g is chosen to be twice of the
lowest excitation energy. The inset is the blow up of of the
changing trend of ∆g near VL = 2. We can clearly see that
the energy gap ∆g closes at various V ’s and ∆’s, which means
the phase transition point is not a fixed value but in a range.
3Majorana edge states clearly, we introduce γAi = cˆ
†
i + cˆi
and γBi = (cˆi − cˆ†i )/i, where γA and γB are two species
of Majorana fermions, satisfying the relations (γαi )
† =
γαi and {γαi , γβi } = 2δijδαβ with α and β taking A or
B. Then the Bogoliubove quasi-particle operators can
be rewritten as
χˆ†n =
1
2
L∑
i=1
[φn,iγ
A
i − iψn,iγBi ], (4)
where φn,i = (un,i + vn,i) and ψn,i = (un,i − vn,i).
To clearly show the difference between zero and non-
zero energy modes, we plot the spatial distributions of φ
and ψ for the lowest excitation of the spectrum. When
V = 1.5, φ and ψ of the zero energy modes are located
at the right (left) end and decay very quickly away from
the right (left) edge, as shown in Fig. 1. Since there is no
overlap between the amplitudes of φ and ψ, the zero en-
ergy modes split into two spatially separated Majorana
edge states. However, when V = 2.5 the amplitudes of φ
and ψ with the lowest excitation energy overlap together
and are located within a finite range of the whole chain.
This indicates the corresponding quasi-particle is a local-
ized fermion which can not be split into two independent
Majorana edge states. Therefore, these results demon-
strate that the system can undergo a transition from a
topological phase to a topologically trivial localized phase
when the strength of the incommensurate potentials V is
increased to a certain level.
We now wonder if there exists a fixed value of V to
denote the phase transition point. In Fig. 2, we plot the
variation of energy gap∆g versus V for different ∆’s. The
energy gap ∆g vanishes near VL = 2, and the details can
be found in the blow up of the ∆g curve shown in the
inset. Interestingly, the gap-closing points for different
∆’s do not converge to a single point, hence the phase
transition points spread over the region around VL = 2.
An acceptable explanation for this phenomenon is that
due to the slowly varying incommensurate potential Vi =
V cos(2piβiv), its derivative is
dVi
di
= −2V piβiv−1 sin(2piβiv). (5)
In the thermodynamic limit i→∞, we have
lim
i→∞
| dVi
di
|= − lim
i→∞
2V piβ
| sin(2piβiv) |
i1−v
= 0, (6)
since 0 < v < 1. Equivalently, limi→∞(Vi+1 − Vi) = 0,
which implies that the potential Vi varies very slowly.
This asymptotic property of “being constant” of Vi is
similar to that of the chemical potential of Kitaev’s p-
wave model. It may explain why the phase transition
points spread out near VL = 2 in our model.
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FIG. 3. (Color online) The distribution of IPR as a func-
tion of eigenenergy for various (∆, V ). “Black dotted lines”
correspond to two turning points of IPR located at the mo-
bility edges Ec1 = ±(2 − V ) and Ec2 = ±2∆ respectively.
(a) When (∆, V ) = (0.5, 0.5) and (0.5, 0.8), Ec1 = ±1.2,±1.5
and Ec2 = ±2∆ = ±1 are located at the spectrum due to
V < 2 − 2∆ = 1, while when (∆, V ) = (0.5, 1), the mobility
edges disappear at the spectrum due to V = 2− 2∆ = 1. (b)
When (∆, V ) = (0.6, 0.5), Ec1 = ±1.5 and Ec2 = ±1.2 are
located at the spectrum due to V < 2−2∆ = 0.8, while when
(∆, V ) = (0.6, 1) and (0.6, 1.5), there are no mobility edges
and all wave-functions are localized due to V > 2−2∆ = 0.8,
however, the zero energy modes still exist. Therefore, when
the strength of the incommensurate potentials is less than the
threshold Vc = 2−2∆, there exist four mobility edges located
at Ec1 = ±(2 − V ) and Ec2 = ±2∆ in the spectrum. The
number of sites is set as L = 5000 hereinafter in this paper.
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FIG. 4. (Color online) Eigenstates u and v near the mobility
edge Ec1 = 1.5, when ∆ = 0.5 and V = 0.5. Here we choose
three typical eigenenergies (with four significant digits): high
energy localized state above Ec1 ((a), (b)), critical state near
Ec1 ((c), (d)), and low energy extended state below Ec1 ((e),
(f)).
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FIG. 5. (Color online) Eigenstates u and v near the mobility
edge Ec2 = 1.0, when ∆ = 0.5 and V = 0.5. Here we choose
three typical eigenenergies (with four significant digits): high
energy extended state above Ec2 ((a), (b)), critical state near
Ec2 ((c), (d)), and low energy localized state below Ec2 ((e),
(f)).
III. MOBILITY EDGES AND TOPOLOGICALLY
NONTRIVIAL LOCALIZED PHASE
Furthermore, to clarify the localized properties of
this model we calculate the inverse participation ratio
(IPR)25–27, which is defined as
IPRn =
L∑
j=1
(u4n,j + v
4
n,j), (7)
for a normalized wave-function. Here n is the energy level
index, and un,j , vn,j are the solutions to BdG equations
subject to the normalization condition
∑
i(u
2
n,i+ v
2
n,i) =
1. The above definition can be thought of as an extension
of IPR with ∆ = 0. It is well known that the IPR scales
as L−1 for an extended state. Hence it approaches 0
in the thermodynamic limit, but is finite for a localized
state.
Fig. 3 plots the IPR of the corresponding wave-
functions as a function of eigenenergy for various (∆, V ).
We find that as the eigenenergy varies, the IPR suddenly
jumps from the order of magnitude 10−2 (a typical value
for the localized states) to 10−4 (a typical value for the
extended states) or inversely at specific energies. This
jumping phenomenon suggests that there exist mobility
edges in the energy spectrum. We did calculations for
various (∆, V ) and found that these mobility edges are
exactly located at Ec1 = ±(2 − V ) and Ec2 = ±2∆ re-
spectively. For the mobility edges to exist there is an
implicit condition that 2 − V > 2∆. In Fig. 3, it is
clearly shown that when the strength of the slowly vary-
ing incommensurate potentials is larger than the thresh-
old Vc = 2− 2∆, there are no mobility edges in the spec-
trum.
Remarkably, when V > Vc, the IPR of all wave-
functions are about 10−2, and none of them appears
around 10−4, as shown in Fig. 3. Hence all wave-
functions are localized in this situation. However, if
Vc < V < VL, there exists a region [Vc, VL] in which
the energy gap does not close and the zero energy modes
still exist as demonstrated in Fig. 3 and Fig. 1. For the
case (∆, V ) = (0.3, 1.5) shown in Fig. 1, although all
wave-functions are localized due to 1.5 > 2−2∆ = 1.4, φ
and ψ with the lowest excitation still split into two spa-
tially separated Majorana edge states, therefore a novel
topologically nontrivial localized phase emerges here. We
choose different sets of parameters to ensure that this
novel phase indeed exists by numerics.
Fig. 4 and Fig. 5 present the eigenstates corresponding
to three different eigenenergies with (∆, V ) = (0.5, 0.5).
In Fig. 4, the wave-function is localized (Fig. 4(a) and
(b)), critical (Fig. 4(c) and (d)) and extended (Fig. 4(e)
and (f)), when the corresponding eigenenergy is above,
near, and below the mobility edge Ec1 = 2 − V = 1.5
respectively. In Fig. 5, in contrast, the wave-function is
extended (Fig. 5(a) and (b)), critical (Fig. 5(c) and (d))
and localized (Fig. 5(e) and (f)), when the corresponding
eigenenergy is above, near, and below the mobility edge
Ec2 = 2∆ = 1 respectively.
To strengthen our findings, we also calculate the den-
sity of states (DOS) D(E) and the Lyapunov exponent
γ(E) of this system, which are defined as22
D(E) =
L∑
n=1
δ(E − En),
γ(En) =
1
L− 1
L∑
n6=m
ln |En − Em|. (8)
Here En is the n-th eigenenergy. Since the Lyapunov
exponent is the inverse of the localization length, then
γ = 0 for an extended state whereas γ 6= 0 for a localized
state. These two quantities are related to each other
through the equation
γ(E) =
∫
dE′D(E′) ln |E − E′|. (9)
In Fig. 6 we present the behavior of DOS as a func-
tion of eigenenergy. Three different sets of parameters
(∆, V ) = (0.5, 0.4), (0.5, 0.6) and (0.6, 0.4) are chosen
for not losing generality. The energy band consists of
two subbands which are symmetric around E = 0 due to
the particle-hole symmetry. Obviously the DOS in our
model is singular while crossing the mobility edge, and
the change of the nature of the eigenstates can be re-
flected by the singularity of the DOS21,22. Therefore two
sharp peaks in both subbands shown in Fig. 6 indicate
the extended state-localized state transition correspond-
ing to two mobility edges located at Ec1 = ±(2−V ) and
Ec2 = ±2∆. In Fig. 7 we plot the Lyapunov exponent
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FIG. 6. (Color online) DOS as a function of eigenenergy with
three different sets of parameters (∆, V ) = (0.5, 0.4), (0.5, 0.6)
and (0.6, 0.4). Obviously a dramatic change occurs when the
eigenenergy passes through the mobility edges Ec1 = ±(2 −
V ) and Ec2 = ±2∆, which are in accordance with the IPR
predictions.
by plugging in the same sets of parameters as in Fig. 6.
It also exhibits a singular behavior at the mobility edge.
The implications from the numerical results are in excel-
lent agreement with those from the IPR and DOS. We
also try other sets of parameters and obtain the same
results as expected.
Another interesting subject is the specific form of the
critical behavior of the Lyapunov exponent at the mobil-
ity edge. In the localized regions of energy spectrum, we
have
γ(E) ∼ |E − E′|θ. (10)
Similarly, the density of states at the mobility edge be-
haves like
D(E) ∼ |E − E′|−δ. (11)
The critical exponents θ and δ are related by the equation
θ + δ = 1. (12)
In Fig. 7, the singular behaviors of γ(E) are identified
to be linear with E in the localized region, indicating
that θ = 1, and δ = 0 accordingly. These results are the
same as those of the single-particle model22, and we find
that the parameters V , ∆, β and v are all irrelevant with
regard to the critical exponents θ and δ. In addition,
by varying the parameters, we also find that the four
mobility edges depends on V and ∆ but are irrelevant to
β and v.
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FIG. 7. (Color online) The Lyapunov exponent γ(E) vs
eigenenergy with three different sets of parameters (∆, V ) =
(0.5, 0.4), (0.5, 0.6) and (0.6, 0.4). When the eigenenergy is lo-
cated in the intervals [V −2,−2∆] and [2∆, 2−V ], γ(E)→ 0,
indicating that the corresponding state is extended. Other-
wise γ(E) is finite, indicating that the corresponding state is
localized.
IV. CONCLUSIONS
In summary, we study the interplay between the disor-
der with mobility edges and the p-wave superconducting
pairing. With regard to the questions raised in the in-
troduction, we find following interesting features of this
model.
(1) Increasing the strength V of slowly varying in-
commensurate potentials can destroy the topological SC
phase and drive the system into a topologically trivial
localized phase. The phase transition point occurs not
at a fixed value of V but in a region around VL = 2.
(2) There exist four mobility edges located at Ec1 =
±(2 − V ) and Ec2 = ±2∆ in the spectrum when the
strength of the incommensurate potentials is less than a
threshold Vc = 2 − 2∆, otherwise all wave-functions are
localized. Hence there is a region marking the topolog-
ically nontrivial localized phase between Vc and VL. To
the best of our knowledge it has never been proposed in
the 1D TSC system yet. We verified our predictions by
utilizing several typical numerical techniques, and all re-
sults are consist with one another. We believe that the
interesting features of this model will shed light on a wide
range of topological and disordered systems.
Finally, we would like to point out that Anderson lo-
calization in disordered systems has been studied ex-
tensively in ultracold atomic experiments, both for the
speckle disorder case28 and the quasiperiodic disorder
case29 in controlled artificial method. Experimentally
determining the mobility edge trajectory have been re-
alized in a speckle disorder system with sufficiently high
energy resolution30–32. It is also possible to induce di-
6rectly superfluid p-wave pairing by using a Raman laser
in proximity to a molecular BEC33,34. These significant
advances in ultracold atomic systems provide a potential
way to experimentally study the interplay between mo-
bility edges and the p-wave superconductor(superfluid).
Thus we expect that these novel features including mobil-
ity edges and the topologically nontrivial localized phase
discovered in this model can be realized experimentally
in the ultracold atomic system.
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