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We consider a family of 1-median location problems on a tree network where the vertex weights are ranges rather than point values.
We define a new framework for making sound decisions under uncertainty which is primarily based on the interplay between the
points in the tree and the data that induce the family of problems. An important feature of this framework is that it provides a novel
understanding of the problem under uncertainty by collectively handling all possible realizations of the weights. The key element
is the notion of a region of a optimality. Based on the regions of optimality, we define three optimality criteria and give low-order
polynomial methods to compute the associated solution sets.
1. Introduction
We consider the 1-median location problem on a tree net-
work when the vertex weights are ranges rather than point







where T = (V, E) is a tree network with vertex set V =
{v1, . . . vn}, edge set E, and wi is a non-negative constant
specifying the demand (per unit time) at vertex i. A facility
is to be located at any point x ∈ T , including vertices and
interior points of edges, to minimize the weighted sum of
the distances (d(x, vi) is the length of the path between x and
vi). The problem was initially posed by Hakimi (1964) and
any optimal solution to it is termed an absolute 1-median.
Hakimi (1964) showed that at least one vertex optimally
solves Equation (1).
In the problem we consider, the vertex weights wi are
no longer point values. We assume instead that each wi
is an unknown number in a prespecified interval [li, ui]. We
assume that li > 0 for at least one i and term this the relative
interiority assumption. Without it, the problem turns into
the deterministic problem. We further assume that li > 0
for at least one i. In addition, we assume that the tree does
not contain any vertices of degree one or two whose lower
and upper bounds are both zero. If this is not the case,
the tree can be preprocessed to eliminate such vertices. The
preprocessing does not change the solution sets that will be
defined in the following.
The motivation for considering the problem with inter-
val weights is to address a host of questions relating to
optimality when demands cannot be predicted with a rea-
sonable degree of precision, but lower and upper bounds
can be specified that capture their possible realizations. We
assume that each wi will have some realization in its inter-
val [li, ui], but we do not know a priori what this particular
value will be at the time of deciding where to locate the fa-
cility. It is clear that a location which may be optimal for
some realization of the weights may be far from optimality
for other realizations. This makes the problem of choosing
a location for the facility a non-trivial one.
Traditional ways of dealing with uncertainty can be
grouped into three major categories. The first and more
widely used way is to utilize expectations. In the expecta-
tion approach, the weights are replaced by their expected
values, and a deterministic 1-median problem is solved.
This may be a reasonable approach if one is interested in
the average performance of the system in the long run. In
that case, many different realizations of the weights occur
with associated probabilities and the expectation approach
is justified. However, if there is no historical data on the
demands, then it may be extremely difficult to give proba-
bility estimates for possible realizations. Even if probability
estimates can be made, the expectation-based 1-median lo-
cation may be severely suboptimal if the realized demands
significantly differ from the expected demands. A deriva-
tive of this approach is the expectation-variance approach
that tries to minimize the expectation plus a multiple of the
variance term. This approach requires more detailed infor-
mation about the probabilities and was basically developed
































430 Demır et al.
for portfolio analysis in which data on expected values and
risks of a small number of discrete alternatives is easier to
assess (Markowitz et al., 2000).
A second way to deal with uncertainty is to use a postop-
timality approach by first solving a point value problem and
then performing a sensitivity analysis. There are two draw-
backs associated with this approach. The first one is that it
requires the solution of a deterministic problem with some
assumed data. If the assumed data is the expected demand,
then this approach suffers from the same drawbacks as the
expectation approach. If the data that is used is not the ex-
pected demand, then it is not clear what it should be. The
second drawback has to do with the kind of information the
postoptimality analysis provides. Typically, a range analy-
sis is performed to determine the range of values of a given
wi for which the found optimal location remains optimal.
This assumes that the rest of the data remains constant at
their a priori fixed values. Hence, the information provided
by range analysis is quite limited. If, on the other hand,
all weights are allowed to vary simultaneously, then serious
computational difficulties may arise. Even if the computa-
tional difficulties can be overcome, the postoptimal analysis
provides quite limited information in that it focuses on a sin-
gle location and then computes a neighborhood around the
assumed data within which this location remains optimal.
The third approach, which is probably more in line with
the kind of modeling perspectives that we have in mind,
is the minimax regret approach. This approach puts em-
phasis on the worst that can happen when the unknown
demands are realized. In this sense, the minimax approach
attempts to provide the best protection against the most
severe suboptimality that is possible. The minimax regret
approach is emerging as a new way of dealing with uncer-
tainty (Kouvelis et al., 1993; Chen and Lin, 1994; Gutierrez
and Kouvelis, 1995; Kouvelis and Yu, 1995; Averbakh and
Berman, 1996; Variaktarakis and Kouvelis, 1999). One
drawback associated with the minimax regret criterion is
its overemphasis on the choice of a single location that is
expected to provide the best protection against the worst
possible occurrence of the data. In a typical situation, the
realized data will be different from the worst possible occur-
rence. There are many situations in which it is desirable for a
decision-maker to be able to choose from among candidate
locations that have similar worst-case performances, based
on some other criteria. A second drawback has to do with
the definition of the regret. The regret can be defined either
as the deviation from the optimal value (absolute regret),
or as the ratio of the deviation to the optimal value (rela-
tive regret). Even though these two regret criteria seem to
be closely related, and hence are expected to propose solu-
tions that are not too different from one another, examples
can easily be constructed where the two different regret so-
lutions are quite far apart with the solution for the absolute
regret criterion performing quite poorly in terms of the rel-
ative regret criterion and vice versa. A third drawback is
an excessive dependence of the minimax regret approach
on the edge lengths. Examples can easily be constructed to
demonstrate that the absolute regret (the deviation from
optimality) can be made arbitrarily bad by an appropriate
choice of edge lengths. Example 2 in Section 3 demonstrates
some of these points.
Our interest in this paper is to propose a new modeling ap-
proach to deal with uncertainty. The approach we propose
does not require any probability estimates and can be used
for problems with no demand history as long as reasonable
lower and upper bounds can be determined for possible
demands. Such bounds can be based on expert judgement
and educated guesses. Our approach also avoids solving a
point value (deterministic) problem. In this sense we do not
need the expectations, nor do we need an assumed data for
a postoptimality-type analysis. In fact, we do not focus on
any particular realization of the data. Instead, we use the
weight intervals in an a priori sense and identify locations
that have a good potential for optimality. If the weight in-
tervals satisfy certain conditions, we identify locations that
are optimal in a strong sense. If these conditions are not
fulfilled, we identify good candidate locations that collec-
tively perform far better than any single-point solution. We
exploit this fact and identify strongly optimal single-point
solutions if the actual implementation decision for the facil-
ity can be postponed to some extent by allocating funds for
preparatory investment in potentially good locations. In a
certain sense, this relates to two-stage stochastic optimiza-
tion with recourse (Birge and Louveaux, 1997) if one views
the first stage as the choice of a set of candidate locations
and the second stage as the choice of an optimal solution
within this set when the demands become known. Despite
the apparent similarity, we do not use an expected value
approach which is the traditional way of dealing with un-
certainty in stochastic optimization. Instead, we try to find
a set of locations in the first stage such that they provide
maximum coverage against uncertainty. Hence, we deviate
from the expectation-based two-stage stochastic optimiza-
tion in that we seek to find a minimum cardinality set of
locations, one of which will optimally respond regardless
of the realization of the data. We also deviate from the
minimax regret philosophy by shifting our emphasis from
a single-point location that optimizes relative to the worst
possible occurrence of demands to a set of locations that
collectively account for all possible occurrences of the de-
mands. Hence, our approach is more focused on providing a
sound framework that uncovers different aspects of an un-
certain situation than in proposing a single-point location
that may be “optimal” in a narrow sense.
The paper is organized as follows In Section 2, we de-
fine the concept of regions of optimality and the related
optimality criteria. In Section 3, we give a comparison of
the minimax regret criteria with the proposed criteria. In
Section 4, we first give a characterization of the regions of
optimality, then give an analysis of weak, permanent, and
unionwise permanent solutions. Low-order polynomial al-
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in this section. The paper ends with concluding remarks in
Section 5.
2. Regions of optimality and optimality criteria
The key element that interconnects the different solution
concepts that we propose in this paper is the concept of a
“region of optimality.” This concept requires a switch of
viewpoint from a search space to a parameter space. The
search space in this problem is the tree network T on which
we are searching for a point x to locate the facility. The
parameter space, on the other hand, is the space Rn which
supplies the data (w1 . . . , wn). We are particularly interested
in the subset of Rn consisting of the realizable weight vec-
tors, i.e., the hyperrectangle H = {(w1, . . . , wn): li ≤ wi ≤ ui
for all i = 1, . . . , n}. We refer to H as the uncertainty set
or the source set. Let Pw be the instance of the prob-
lem stated in Equation (1) corresponding to the weight
vector w = (w1, . . . , wn). The set of realizable instances of
Equation (1) constitutes a family of problem instances
PH ≡ {Pw: w ∈ H}. We now associate a certain subset Hx
of the uncertainty set with each point x in the search
space T . Hx is defined to be the set of (w1, . . . , wn) ∈ H
such that x optimally solves Pw. We refer to Hx as the re-
gion of optimality of x. The definition implies that x op-
timally solves Equation (1) for all weight vectors in Hx
whereas x is strictly suboptimal for all weight vectors in
H − Hx.
Example 1. Consider a tree consisting of a single edge
[v1, v2] with wi ∈ [li, ui], i = 1, 2. Figure 1 illustrates the un-
certainty set H as the rectangular region defined by these
bounds. If we draw a 45◦ line passing through the origin,
then the subset of H that lies below or on this line is the
region of optimality of v1. Similarly, Hv2 is the portion of H
that lies on or above the 45◦ line. The region of optimality
of any interior point x, on the other hand, is the 45◦ line
segment enclosed in H.
This simple example illustrates a number of concepts.
Observe first that there is no point in the tree whose re-
Fig. 1. Illustration of the regions of optimality of a single-edge
tree.
gion of optimality covers the entire uncertainty set. Hence,
no point provides total protection against uncertainty. An-
other observation we can make is that all interior points of
the edge provide a zero area coverage against uncertainty
and thus are inferior to vertex locations in terms of the
amount of coverage against uncertainty. Of the two vertices,
v1 has a larger region of optimality and thus appears to pro-
vide a better protection against uncertainty. Even though
this tempts one to locate the facility at v1, one should be
cautious in doing so because the realization of the weights
(w1, w2) may be outside Hv1 in which case suboptimality of
v1 is inevitable. How severe this suboptimality is may play a
role in deciding where to locate the facility. If, additionally,
a probability distribution on H is given, then it might be
more appropriate to examine probability-weighted areas in
comparing the relative merits of different locations. This re-
quires integration over subregions of H which may present
computational difficulties.
A final interesting observation we can make which is not
too obvious is the following. Suppose that we currently have
enough funds to invest in two pieces of land, one of which
will house the actual facility and the other will either be
resold or used for some other need that may arise in the fu-
ture. We assume that the actual implementation of where to
build the facility will be made after w1, w2 are known. There
are two motivating factors why we want to invest now. One
is to go through the initial preparatory phase in due time
to be able to quickly build the facility later. The second is
to make sure that the best location is indeed available at
the time at which (w1, w2) become known. The decision we
face right now is the following: which two locations must
we invest in as a working set of locations? The best choice
for the two points is the pair of vertices since regardless of
which (w1, w2) is realized, one vertex will be optimal and will
house the actual facility whereas the other one is discarded.
Naturally, however, in a problem with n > 2 vertices, the
choice of two locations as a working set may be consider-
ably more difficult. In that case, we would be looking for
two locations whose regions of optimality jointly cover the
uncertainty set. If no such two locations exist, it may be nec-
essary to look for three or more locations that collectively
cover the uncertainty set.
Based on the region of optimality, we propose the fol-
lowing solution concepts:
1. Weak solution: x ∈ T is a weak solution if and only if
Hx = ∅.
2. Permanent solution: x ∈ T is a permanent solution if and
only if Hx = H.
3. Unionwise permanent solution: U ⊂ T is a unionwise per-
manent solution if and only if Ux∈U Hx = H.
Define the weak set and the permanent set to be the set
of weak and permanent solutions, respectively.
As evident from the definitions, all points outside the
weak set have no chance of being optimal. A weak solution
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permanent solution is a point which is optimal for all
choices of the data. It is clear that weak solutions always ex-
ist, and that at least one vertex qualifies as a weak solution
as a consequence of the vertex optimality theorem due to
Hakimi (1964). Note, however, that no point in the tree may
qualify as a permanent solution. For example, if T consists
of a single edge [v1, v2], with w1 ∈ [1, 2] and w2 ∈ [0, 1], then
vertex v1 is a permanent solution. If we change the weight
interval of vertex v2 to [0, 2], then there is no permanent
solution.
A unionwise permanent solution is a set of points which
collectively behave like a permanent solution. Consider a
problem where there is no permanent solution. In such a
situation, it may so happen that there may be a collection
of vertices which supplies an optimal solution regardless
of the realization of the data. A crude example of this is
the single-edge tree mentioned above where w1 ∈ [1, 2] and
w2 ∈ [0, 2]. In this tree, {v1, v2} is a unionwise permanent
solution. Clearly, the existence of a unionwise permanent
solution is always guaranteed e.g., the entire vertex set.
In fact, another set of vertices which always qualifies as
a unionwise permanent solution is the set of vertices that
are the weak solutions. The latter set has fewer vertices (in
general) than the total number of vertices and is certainly
more desirable than the entire vertex set in terms of the
suggested number of potential locations for which an initial
investment must be made.
There are several reasons for considering unionwise per-
manent solutions. The main premise for considering union-
wise permanent solutions is to identify an initial set of lo-
cations one of which is guaranteed to respond optimally
whatever course of action might be taken by the external
environment. The idea here is to keep this set of locations as
a working set of alternatives, then decide, later, which par-
ticular location will house the actual facility and which ones
will be utilized for secondary or supporting purposes or be
discarded. The idea of a working set certainly makes sense
in the context of a firm that is making plans for launching a
new product line. Initially, it is hard to give point estimates
for demands for a new product line whereas it is relatively
easy to construct interval demands based on pessimistic
and optimistic estimates. Based on the interval demands, a
working set of locations for the facility can be identified us-
ing the unionwise permanent solution methodology given
in this paper. Given a unionwise permanent solution, in-
formation on available pieces of land for the active set of
vertices can be gathered and negotiations can be carried out
to purchase or lease the land and, or the infrastructure for
the facility while making arrangements for market surveys
and feasibility studies to better assess the demands. Sound
market studies may typically take on the order of several
months, sometimes a few years, and can narrow down the
initial demand intervals into much tighter ranges. At that
point, the best location from the working set relative to the
narrowed-down intervals or point estimates for demands
will be known. The idea is to make sure that this location
will be on hand at the time it is decided to go ahead and
build the facility. Even though there are several costs asso-
ciated with keeping a “live” set of locations until the time
of deciding the actual location, it is reasonable to make this
investment if the associated sunk costs are relatively small in
comparison to long-term gains that come from an optimal
site selection.
The question arises as to what one must do when the
unionwise permanent solution is a large set. There is no
easy answer to this question. One possible strategy is to
look for ways of refining the data by means of market sur-
veys so that the resulting unionwise permanent solution is
small enough to make the additional investment for the live
set affordable. If this does not work, then a secondary opti-
mization may be proposed that suffices with partial cover-
age against uncertainty while staying within a given budget
limit. Suppose, for example, a working set of r locations can
be kept alive within the available budget, whereas the prob-
lem has a unionwise permanent solution consisting of q > r
locations. Since the budget permits only r , a reasonable way
to do so is to select r of the q locations that provide max-
imum collective coverage against uncertainty. This can be
formulated as a knapsack problem of the form max qi=1cixi




1 if the ith element of the unionwise permanent
solution is selected
0 otherwise.
Here, ci is the volume of the region of optimality of the ith
candidate in the working set. This problem has a greedy
solution: rank the cis in non-increasing order and select the
first r of them. If different locations in the candidate set
require different investment amounts, then the maximum
coverage against uncertainty can be found by solving the
knapsack problem max qi=1cixi subject to 
q
i=1Fixi ≤ b,
xi ∈ {0, 1} where b is the budget limit and Fi is the invest-
ment required for the ith candidate.
The weak, permanent, and unionwise permanent solu-
tion concepts and other solution concepts that may be de-
rived from these are based on the relative merits of regions
of optimality rather than anything else. For example, it is
not difficult to show that the region of optimality of an in-
terior point of an edge of the tree is a subset of the region
of optimality of each endpoint of that edge. Consequently,
if the size of the region of optimality of a point is taken
to be an indicator of how well the point performs in terms
of providing protection against uncertainty, then interior
points are inferior to endpoints of edges. In this sense, the
new optimality criteria suggest a vertex dominance prop-
erty which is in direct contrast with the minimax regret
criterion for which the typical solution is an interior point.
Another possibility that receives emphasis due to the use of
regions of optimality is the concept of how densely a region
of optimality fills the entire uncertainty set. If Hx fills a ma-
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solution. The best such solution can be found by defining






where Vol (·) refers to the volume of a set defined over the
lowest dimensional subspace that contains H with a pos-
itive volume. A third possibility suggested by the regions
of optimality is the possibility of somehow shrinking the
uncertainty set H to a smaller subset H ′ by exercising par-
tial control over the demands (e.g., via promotional efforts,
advertisement, pricing) so that the new set H ′ can be more
densely covered by some regions of optimality than H. Do-
ing so may lead to a permanent solution x (i.e., Hx = H ′)
while no such x exists relative to H. For example, in Fig. 1, if
an advertisement campaign is launched at v1 and the lower
limit on demand (i.e., the guaranteed sales level) is increased
to a new level l ′1 ≥ u2, then v1 becomes a permanent solu-
tion. Even if H ′ does not admit a permanent solution, such
shrinkage helps to reduce the cardinality of unionwise per-
manent solutions in computable ways. It seems that the
notion of the region of optimality has an inherent drive to
propose different and measurable ways of quantifying the
relative merits of different locations based on a decompo-
sition of the uncertainty set.
As is evident from the above discussion, the approach
proposed in this paper is developed for problems where
each realization of demands is as likely as any other. In the
absence of any probability information, this is a reasonable
assumption. This assumption also implies that a uniform
distribution is assumed on the hyperrectangle H. In real-
ity, certain correlations may exist between demands which
imply that certain points or regions of the hyperrectangle
H have a greater likelihood of occurrence than others. It is
easy to see that the nonuniformity assumption on H does
not affect the proposed solution concepts. Suppose now, an
n-dimensional density function h(·) defined on H is avail-
able with (S) ≡ fSh(w1 . . . , wn)dw1 . . . dwn supplying the
probability that the realized demands are in some subset S
of H. If we take S as the region of optimality Hx of some
point x ∈ T , then (Hx) gives the probability that point x
optimally responds to nature’s choice of demands. With this
measure, it is possible now to differentiate between different
points in the tree in terms of their probability of optimal-
ity. If h(·) is the uniform density, then (Hx) is simply the
volume of Hx; otherwise (Hx) is the probability-weighted
volume of Hx. If, for example, we are interested in the most





This problem is in all likelihood computationally demand-
ing and is not considered in this paper. The reason we men-
tion it in passing is that the availability of probability infor-
mation on demands leads to probability-weighted volumes
of regions of optimality which in turn leads to an addi-
tional basis of comparison between different points or sets
of points of the tree. We reiterate, however, that the weak,
permanent, and unionwise permanent sets proposed in this
paper are invariant under h (·).
3. Comparison to the minimax regret approach
The minimax regret approach evaluates points in the tree
based on the maximum deviation from optimality in terms
of the objective function. The minimax regret 1-median
problem on a tree was initially studied by Kouvelis et al.
(1995) and solved in O(n3) time by Chen and Lin (1994).
For a point x in T , define:











to be the maximum regret associated with x. The absolute




Similarly, the relative deviation problem looks for a location






















Consider the single-edge tree [v1, v2] with wi ∈ [li, ui], i =
1, where l1 < u2 and l2 < u1. For any point x in the tree,
let δ be the length of the edge segment connecting v1 and x
(0 ≤ δ ≤ L where L is the length of the edge). Then
r (x) = max
li≤wi≤ui,i=1,2
(w1δ + w2(L − δ) − min{w2L − w1L})
= max{(u1 − l2)δ, (u2 − l1)(L − δ)},
which gives the optimal solution:
δ∗ = (u2 − l1)L
(u1 − l1) + (u2 − l2) ,
with
r∗ = (u1 − l2)(u2 − l2)L
(u1 − l1) + (u2 − l2) .
In this example, the optimal solution to the absolute de-
viation problem is an interior point defined by δ∗ unless
l1 ≥ u2 or l2 ≥ u1 in which case the optimal location is v1
or v2. This is in direct contrast with the vertex dominance
property suggested by the regions of optimality mentioned
earlier in Fig. 1 In general, whereas the minimax regret
problem typically proposes interior points as optimal so-
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Fig. 2. The tree for example 2.
interior points as inferior points since they have a zero vol-
ume coverage of the uncertainty set.
Another key observation we can make from the above ex-
ample is that both the optimal location δ∗ and the optimal
regret value r∗ are proportional to L. This is again in di-
rect contrast with performance measures based on regions
of optimality since the regions of optimality and, conse-
quently, the solutions based on them are invariant with the
edge length. This result, which can be easily justified by
the edge invariance property of Goldman (1971), is true
not only for the single-edge tree under consideration, but
also for arbitrary trees. A similar analysis would reveal that
region-of-optimality-based solutions are more sensitive to
changes in the demand data than minimax regret solutions.
Similar conclusions hold for the relative deviation problem.
An inherent characteristic of the minimax regret problem
is its strict adherence to proposing a single point as a solu-
tion whereas region-of-optimality-based approaches typi-
cally propose a number of good locations that collectively
perform substantially better than any single-point solution.
A concrete example of this is the concept of a unionwise per-
manent solution, e.g., the solution {v1, v2} discussed earlier
in relation to Fig. 1.
Example 2. Consider the three-vertex tree in Fig. 2. The
weight intervals associated with vertices, and the edge
lengths are as indicated in the figure. The locations that
solve the absolute regret and the relative regret problems are
x∗ and x∗∗, respectively (shown in the figure). The subedge
[v1, x∗] has length 2.81 and subedge [v2, x∗∗] has length 3.67.
Table 1 gives the absolute regret and relative regret values
for these points and the three vertices. The last column in
the same table gives the percentage of coverage of the region
of optimality of each given point which can be confirmed
from Fig. 3. This figure gives H, Hv1, Hv2, Hv3, Hx∗, Hx∗∗ in
the (w1, w2) plane (since w3 is a singleton.)
Table 1. Regret values and percentage coverages
Point Absolute regret Relative regret Percent coverage
v1 84 4.47 31.5
v2 54 2.88 62.3
v3 273 2.08 6.2
x∗ 50.7 3.05 0
x∗∗ 143.2 1.37 0
Fig. 3. The regions of optimality for example 2.
Observe in Table 1 that the absolute and the relative re-
gret solutions provide a zero volume coverage against un-
certainty (since they are interior points). Table 1 reveals
that the three criteria given in the table (absolute regret,
relative regret, and percent coverage) are in a fair amount
of conflict. For example, the winner of the absolute regret
criterion, x∗, performs quite poorly in relative regret and
extremely poorly in percent coverage. Likewise, the winner
of the relative regret criterion, x∗∗, performs very poorly
in absolute regret, and extremely poorly in percent cov-
erage. The winner of the vertex-restricted absolute regret
criterion, v2, is also the winner for the percent coverage cri-
terion. Its absolute regret is very marginally above that of
the unrestricted solution (54 versus 50.7) whereas its per-
cent coverage is well above the percent coverage of x∗. The
performance of v2 in terms of the relative regret criterion is
also quite good. Hence, v2 performs very well in two of the
criteria and reasonably well in the third. On the other hand,
the same type of conclusion does not hold for v3 which is
the optimal vertex-restricted solution for the relative regret
criterion. This vertex performs extremely poorly in the re-
maining two criteria. Another interesting feature revealed
by the table is that vertex v1 is dominated by vertex v2 in
all of the three criteria and hence would be dismissed as
an inferior solution if a vector optimization approach were
used. However, the elimination of v1 seems to be an incor-
rect decision if we are interested in making a preparatory
investment in two locations. Despite its mediocre perfor-
mance in each of the three criteria, v1, together with v2,
is definitely a good choice in this regard since these two
vertices collectively cover almost the entire uncertainty set
(93.8%).
4. Analysis
4.1. Characterization of regions of optimality
Consider a point x of the tree. If x is a vertex vk, the deletion
of vk from T together with its incident edges results in as
many disjoint components as the degree of vk. If x is an
interior point, then the deletion of x from T together with
the two subedges incident to it results in two components.
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subtree rooted at x and denote them as T1x, . . . , T
p
x where p





















To characterize the region of optimality Hx of x, we first
consider the deterministic 1-median problem Pw defined
by some weight vector w = (w1, . . . , wn). Goldman (1971)
showed that if a subtree S of T contains at least half the
total weight of the tree, then it contains an optimal solution
for Pw We refer to this as Goldman’s majority theorem. It
can be shown that this is also a necessary condition for a
subtree to contain an optimal solution. This leads to the fol-
lowing characterization of optimality for the deterministic
problem.
Lemma 1. Let x ∈ T (where x may be an interior point or a
vertex location) and T1x, . . . , T
p
x be the subtrees rooted at x
then:
i) x solves Pw iff w(Tix) ≤ 12 w(T) for i = 1, . . . , p iff
w(Tix) ≤ w(T − Tix) for i = 1, . . . , p;
ii) x is the unique optimal solution to Pw iff all inequalities
in i hold as strict inequalities.
Proof. Both parts follow from Goldman’s majority
theorem. 
Consider now the problem with interval weights. It fol-
lows from Lemma 1 that the region of optimality Hx of a
point x in T is the solution set of the following inequality





wj ≥ 0, i = 1, . . . , p, (2a)
lj ≤ wj ≤ uj, j = 1, . . . , n. (2b)
Observe that Hx is the intersection of the cone defined
by the first p inequalities and the hyperrectangle H defined
by the bounding inequalities.
4.2. Weak solutions
Weak solutions are locations that have non-empty regions
of optimality. Denote the weak set by Sw. Points outside
the weak set have no chance of being optimal and can be
eliminated from consideration. The weak set may include
vertices as well as interior points. The next theorem char-
acterizes the structure of the weak set.
Theorem 1. The weak set is a subtree.
Proof. Assume that vp, vq are two vertices in the weak set.
Then there is a pair of weight vectors, say, wp and wq in
H such that vp is optimal for the problem defined by wp
and vq is optimal for the problem defined by wq . Let x be a
point on the path connecting vp and vq . Consider the time
parametric problem defined by w(t) = wp + t(wq − wp), t ∈
[0, 1]. Erkut and Tansel (1992) have shown that there is a
time point tx ∈ [0, 1] such that x is optimal for the problem
defined by w(tx). Since wp, wq ∈ H, w(tx) ∈ H. Hence, x is
a weak solution. 
As a consequence of Theorem 1, once leaf vertices of
Sw are identified, it is simple to construct Sw as a subtree
spanned by its leaf vertices.
The next lemma gives the necessary and sufficient condi-
tions for a subtree to contain a weak solution.
Theorem 2. Let Tix be a subtree rooted at x ∈ T. Tix contains
a weak solution iff U(Tix) ≥ L(T − Tix).
Proof. (Necessity.) Assume that Tix contains a weak so-
lution, x. x is optimal for some weight vector w ∈ H.
By Lemma 1, w(Tix) ≥ w(T − Tix). Since w ∈ H, w(Tix) ≤
U(Tix) and w(T − Tix) ≥ L(T − Tix). These inequalities im-
ply that U(Tix) ≥ L(T − Tix).
(Sufficiency.) Assume that U(Tix) ≥ L(T − Tix). Con-
sider the weight vector w constructed by setting the weights
of the vertices in Tix at their upper bounds and the weights
of the remaining vertices at their lower bounds. Clearly,
w ∈ H. By Lemma 1, Tix contains an optimal solution
to the problem defined by w. Thus, Tix contains a weak
solution. 
The following corollary gives the necessary and sufficient
conditions for a leaf vertex to belong to Sw.
Corollary 1. Let vt be a leaf vertex of T. vt ∈ Sw iff ut + lt ≥
L(T).
Based on the foregoing results, we construct the weak
set using the following tree trimming algorithm which is a
generalization of the tree-trimming algorithm of Goldman
(1971). In the algorithm, the notation [vt , vp) stands for the
set of all points on the edge connecting vt and vp except vp.
Algorithm Weak
Step 1. Initial Sw = T .
Step 2. Choose some leaf vertex vt of T and find its unique
neighbor vp.
Step 3. (a) If ut + lt ≥ L(T), then mark vt as a leaf vertex
of Sw.
(b) Otherwise delete [vt , vp) from T and update
up ← up + ut , lp ← lp + lt .
Step 4. If all leaf vertices are marked, stop; otherwise Goto
Step 2.
Step 3 of the algorithm applies a test for inclusion into
Sw with modified bounds. The test is clearly equivalent to
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Fig. 4. The tree for example 3.
certainly not in Sw. This justifies the correctness of the algo-
rithm. Step 3(a) of the algorithm requires the computation
of the sum of the lower bounds of the weights for T − vt
where vt is a leaf vertex. This can be done a priori in O(n)
time. Weight updates in Step 3(b) are done in constant time.
The algorithm terminates after at most n − 1 iterations.
Hence, the time bound for the algorithm is O(n).
The following example demonstrates the computation of
the weak set.
Example 3. Consider the tree in Fig. 4 with 16 vertices.
The lower and upper bounds on the weights of the vertices
are as shown in the figure. The vertices are inspected in the
order v1, v2, v3, v6, v4, v5, v7, v8, v13, v14, v11, v15, v16, v12 by
the algorithm Weak. v6, v7, v12 are found to be in Sw; hence
the weak set is the subtree spanned by these vertices (shown
in bold in Fig. 4). The weak set for this example is quite small
when compared to the whole tree.
4.3. Permanent solutions
A permanent solution is a location that is optimal for every
choice of weights within the given lower and upper bounds.
If such a solution exists, then its region of optimality cov-
ers the uncertainty set H. In this sense, such solutions are
strongly optimal solutions, but they may or may not exist.
Denote the permanent set by Sp.
Theorem 3. Let x be an interior point of some edge [vp, vq ].
Then x /∈ Sp.
Proof. Let x be an interior point and assume x ∈ Sp. De-
note the two subtrees rooted at x by T1x and T
2
x. Con-
sider the weight vectors w1, w2 ∈ H such that w1 is con-
structed by setting all weights at their upper bounds and
w2 is constructed by setting the weights of the vertices in
T1x at their upper bounds and the weights of the vertices
in T2x at their lower bounds. Since x ∈ Sp, x is optimal for
the problems defined by w1 and w2. Optimality of x for w1
implies U(T1x) = U(T2x), and optimality of x for w2 implies
U(T1x) = L(T2x). This implies U(T2x) = L(T2x), that is uj = lj
for all vj ∈ T2x. Similarly, choosing w3 ∈ H such that weights
of the vertices in T1x are set at their lower bounds, and the
weights of the vertices in T2x at their upper bounds, opti-
mality of x for w1 and w3 implies that uj = lj for all vj ∈ T2x.
Hence, uj = lj for all vj ∈ V , which contradicts the relative
interiority assumption. 
Corollary 2. Only vertex locations are candidates for being
permanent solutions.
Corollary 3. Sp is either empty or consists of a single vertex.
As a consequence of Corollary 3, one can stop the search
for the elements of Sp as soon as a vertex that belongs to
Sp is found. The necessary and sufficient conditions for a
vertex to belong to Sp are given by the next theorem.
Theorem 4. Let vk be a vertex in T and Tik, i = 1, . . . , p
be the subtrees rooted at vk. Then, Sp = {vk} if and only if
L(T) ≥ U(Tik) + L(Tik) for i = 1, . . . , p.
Proof. (Necessity.) Let vk be a permanent solution with p
being the number of edges incident at vk. Consider the p
weight vectors w1, . . . , wp where wi is obtained by setting
the weights of the vertices in Tik at their upper bounds and
weights of the remaining vertices at their lower bounds.
Clearly wi ∈ H for each i. Since vk ∈ Sp, vk is optimal for
wi, i = 1, . . . , p. That is, L(T − Tik) ≥ U(Tik), i = 1, . . . , p
by Lemma 1. Adding L(Tik) to both sides, we have L(T) ≥
U(Tik) + L(Tik) for i = 1, . . . , p.
(Sufficiency.) Assume that L(T) ≥ U(Tik) + L(Tik), i =
1, . . . , p. Subtracting L(Tik) from both sides, we have
L(T − Tk)i ≥ U(Tik), i = 1, . . . , p. Let w ∈ H. We have
that w(T − Tik) ≥ L(T − Tik) and w(Tik) ≤ U(Tik) for i =
1, . . . , p. Thus, w(T − Tik) ≥ w(Tik), i = 1, . . . , p which im-
plies that vk is optimal for the problem defined by w. Since
this is true for each w ∈ H, vk ∈ Sp. Corollary 3 implies that
Sp = {vk}. 
In Theorem 4, if vk is a leaf vertex, then there is only one
subtree, T1k , under consideration. Thus, we have:
Corollary 4. Let vk be a leaf vertex of T. Sp = {vk} iff uk +
lk ≥ U(T).
One way of computing the permanent set based on the
above results is by applying enumeration on the vertices of
T and using the condition in Theorem 4. However, such
a procedure has a computational disadvantage. One has
to compute total weights (at lower or upper bounds) for
each subtree rooted at each vertex of T . We can instead use
the following tree trimming procedure that uses the much
simpler condition in Corollary 4.
Algorithm Permanent
Step 1. Initial Sp = ∅.
Step 2. Choose some leaf vertex vt of T (or of Sw) and find
its unique neighbor vp.
Step 3. (a) If ut + lt ≥ U(T), Goto Step 5.
(b) Otherwise delete [vt , vp) from T and update
up ← up + ut , lp ← lp + lt .
Step 4. If all leaf vertices are tested, stop; otherwise Goto
Step 2.
Step 5. Apply the test of Theorem 4 (with the original tree
and bounds) to vt . If the test passes, Sp = {vt}, else
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The algorithm stops either with no more leaf vertices
remaining to test for or with some leaf vertex in the current
tree that passes the test. In the former case, we can conclude
that Sp = ∅. In the latter case, the vertex that passes the
test is a permanent solution for the modified (trimmed)
tree with the modified bounds, but it may or may not be a
permanent solution for the original tree with the original
bounds. Thus, when such a vertex is found, a second test,
i.e., the test in Theorem 4 is needed to check whether this
vertex is a permanent solution. If the test passes, the vertex
under consideration is a permanent solution. Otherwise,
Sp = ∅ since no other remaining vertex in the live tree can
pass the test of Corollary 4. It can be seen that the test of
Corollary 4 with modified bounds is a relaxation of the test
in Theorem 4. Hence, the vertices that do not pass the test in
the algorithm cannot be in Sp. This justifies the correctness
of the algorithm.
Similar to algorithm Weak, the time bound for algorithm
Permanent is O(n). If the algorithm identifies a candidate,
applying the test in Theorem 4 to this vertex also takes O(n)
time. The overall time bound for constructing the perma-
nent set is thus, O(n).
Example 4. Consider the tree in Fig. 5 with 10 vertices.
The lower and upper bounds on the weights are as shown
in the figure. We first compute U(T) = 10j=1uj = 41. The
vertices are inspected in the order v1, v2, v3, v4, v5, v7, v6 at
which point v6 is found to be the permanent solution for
the modified tree via the test of Step 3(a). A check for v6
using Theorem 4 and the original bounds reveals that v6
is not a permanent solution for the original tree. Hence,
Sp = ∅.
4.4. Unionwise permanent solutions
A unionwise permanent solution is a set of locations one
of which is optimal regardless of the realization of the de-
mands. We define a unionwise permanent solution if U is
to be a minimum cardinality unionwise permanent solution
if |U|U ′| for all unionwise permanent solutions U ′. We de-
fine a unionwise permanent solution U to be a proper or
minimal unionwise permanent solution if no proper subset
of U qualifies as a unionwise permanent solution. Clearly,
a minimum cardinality unionwise permanent solution is
a proper unionwise permanent solution, but the converse
Fig. 5. The tree for example 4.
need not hold. Now, we concentrate on the construction of
a unionwise permanent solution.
It is clear from the vertex optimality theorem of Hakimi
(1964) that the vertex set of the tree itself is a unionwise
permanent solution. Another unionwise permanent solu-
tion with a smaller vertex set, in general, is the vertex set of
the weak set. Clearly, we prefer proper unionwise perma-
nent solutions to nonproper ones.
Consider a weight vector w ∈ H. An interior point x ∈ T
is optimal for w if and only if both of its endpoints are
also optimal for w. The “only if” part implies that the re-
gion of optimality of an interior point is a subset of the re-
gion of optimality of each of its endpoints. Hence, it makes
no sense to consider interior points as possible elements of a
unionwise permanent solution. Note also that vertices out-
side the weak set have empty regions of optimality. There-
fore, it suffices to consider the vertex elements of the weak
set as possible candidates for inclusion in a unionwise per-
manent solution.
The next theorem states that we may eliminate a leaf
vertex of the weak set from consideration for being an
element of a proper unionwise permanent solution if the
vertex passes the test in Step 3 of algorithm Weak with
equality.
Theorem 5. Let vk be a leaf vertex of Sw and let vp be the
unique adjacent vertex to vk in Sw. Denote by T
p
k the subtree
of T rooted at vk, containing vp. If L(T
p
k ) = U(T − Tpk ), then
Hvk ⊂ Hvp .
Proof. Let vk and vp be as given in the theorem. As-
sume that L(Tpk ) = U(T − Tpk ). Consider the weight vector
w ∈ H such that wi = li for vi ∈ Tpk and wi = ui for vi ∈
T − Tpk . Since L(Tpk ) = U(T − Tpk ), w(Tpk ) = w(T − Tpk ),
hence both vk and vp are optimal for w by Lemma 1. If Hvk is
not a subset of Hvp , then there exists a w
′ ∈ H such that vk
is optimal but vp is not optimal for w′. This implies that
w′(Tpk ) < w
′(T − Tpk ). Since w′ ∈ H, w′(Tpk ) ≥ L(Tpk ) and
w′(T − Tpk ) ≤ U(T − Tpk ), we have L(Tpk ) < U(T − Tpk ).
This contradicts the assumption that L(Tpk ) = U(T − Tpk ).
Hence, Hvk ⊆ Hvp . 
Observe that the condition of Theorem 5 can be repeat-
edly applied to each leaf vertex of Sw for possible elim-
ination. The resulting set is still a unionwise permanent
solution. This follows from the fact that the eliminated
vertices have regions of optimality that are covered by re-
gions of optimality of non-eliminated vertices. It can also
be shown that the elimination cannot be further repeated
for “second generation” leaf vertices that were not leaf ver-
tices of Sw but have become leaf vertices after the elimina-
tion of some leaf vertices of Sw. This is true since the suc-
cessive elimination of two adjacent vertices requires that
both vertices have zero lower and upper bounds. Such ver-
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Define V ′ to be the set of vertices of Sw remaining after the
elimination of the vertices that fulfill the sufficient condition
of Theorem 4. In what follows, we prove that this set is
the unique proper (and the unique minimum cardinality)
unionwise permanent solution. If V ′ is a singleton, then the
construction of V ′ implies that it is a (unionwise) permanent
solution. Suppose now that V ′ is not a singleton.
Lemma 2. Let vk be a vertex in V ′ and let T1k , . . . , T
p
k be an
enumeration of the subtrees rooted at vk. Then U(T − Tik) >
L(Tik), i = 1, . . . , p.
Proof. Pick some arbitrary subtree Tik, i ∈ {1, . . . ,p}. Let
vt be a leaf vertex of V ′ that is in T − Tik and let vr be the
unique vertex in V ′ adjacent to vt . Denote by Trt the sub-
tree rooted at vt , containing vr . By the construction of V ′
and by Theorem 5, U(T − Trt > L(Trt ). Since Trt ⊇ Tik, we
have L(Trt ) ≥ L(Tik) and U(T − Trt ) ≤ U(T − Tik). It fol-
lows that U(T − Tik) > L(Tik). 
Theorem 6. For each vk ∈ V ′, ∪vt ∈V ′,t =kHvt is a proper subset
of H.
Proof. Let vk ∈ V ′. To prove the claim, it suffices to prove
the existence of a weight vector w′ ∈ H such that vk uniquely
solves Pw′ . We construct w′ as follows. 
The fact that vk ∈ Sw implies that there exists a w ∈ H
such that vk is optimal for Pw. If vk is the unique optimizer
for Pw then take w′ = w and the proof is complete. Other-
wise, let T1k , . . . , T
p
k be the subtrees rooted at vk. Lemma 1
implies that w(T − Tik) − w(Tik) ≥ 0 ∀ i = 1, . . . , p with at









) − w(Tik) > 0 for i = q
+ 1, . . . , p (if such i exists), (4)
where 1 ≤ q ≤ p.
Case 1: q < p:
We construct w′ from w as follows. Let ε1 = min{ε2, ε3}
where:







ε3 = 12 maxvj∈∪pi=q+1Tik
{uk − wk, max(uj − wj)}.
Let vj∗ ∈ {vk} ∪ (∪Pi=q+1Tik) be such that ε3 = uj − wj.
Clearly, ε2 > 0. Either ε3 > 0 or ε3 = 0.
Consider first the case with ε3 > 0. In this case ε1 > 0.
Construct w′ by letting w′j∗ = wj∗ + ε1 and w′j = wj for j =
j∗. Observe that w(T − Tik) − w(Tik) − w(Tik) = ε1 > 0 for
i = 1, . . . , q and w(T − Tik) − w(Tik) ≥ ε1 > 0 for i = q +
1, . . . , p. Hence, vk is the unique optimizer for Pw′ .
Consider now the case with ε3 = 0. In this case, q > 1 is
not possible. Otherwise, summing the inequalities in Equa-
tion (3) for i = 1, 2 implies that wk = 0 and wj = 0 ∀ vj ∈
∪Pi=q+1Tik. Since ε3 = 0 implies that wk = uk and wj = uj
for vj ∈ ∪Pi=q+1Tik, we have uk = lk = 0 and uj = lj = 0 for
vj ∈ ∪pi=q+1Tik. This is not possible due to the elimination of
such vertices in the preprocessing of the initial tree. Hence,




Let vj∗ ∈ T1k be such that ε5 = wj∗ − lj∗ . We have ε5 > 0
since w(T − T1k ) = w(T1k ) by assumption and w(T − T1k ) =
U(T − T1k ) due to ε3 = 0. Lemma 2 implies that U(T −
T1k ) − L(T1k ) > 0. This together with the last equality, gives
w(Tik) − L(Tik) > 0. Hence, ε5 > 0. We clearly have ε2 > 0.
Consequently ε4 > 0. Now construct w′ from w by let-
ting w′j∗ = wj∗ − ε4 and w′j = wj for j = j∗. Observe that
w′(T − T1k ) − w′(T1k ) = ε4 > 0 and w′(T − Tik) − w′(Tik) >
ε4 > 0 for i = 2, . . . , p. Hence, vk is the unique optimizer
for Pw′
Case 2: q = p:
If p = 1, vk is a leaf vertex of T hence a leaf vertex of
the subtree spanned by V ′. Since vk is not eliminated via
Theorem 5, vk is the unique optimizer for the weight vector
w′ where w′k = uk and w′j = lj for j = k.
If p = 2, summing w(T − T1k ) − w(T1k ) = 0 and w(T −
T2k ) − w(T2k ) = 0, we get wk = 0. The case with uk = 0 is
not possible. Otherwise, vk is a degree-two vertex with a
zero upper bound and should have been eliminated by the
preprocessing of the initial tree. Now, construct the new
weight vector w′ by setting w′k = uk and w′j = wj for j =
k. Since w′(T − Tik) − w′(Tik) = uk > 0, i = 1, 2, vk is the
unique optimizer for Pw′ .
If p ≥ 3, then summing w(T − T1k ) − w(T1k ) = 0, i =
1, . . . , p, we get wj = 0 for all vj ∈ V . However, this is not
possible since lj > 0 for at least one vj ∈ V .
Hence, we can construct a w′ ∈ H such that vk is the
unique optimizer for Pw′ . The conclusion follows. 
Based on the above results, we have:
Corollary 5. V ′ is the unique proper unionwise permanent
solution.
Since a minimum cardinality unionwise permanent so-
lution is also a proper unionwise permanent solution, we
have:
Corollary 6. V ′ is the unique minimum cardinality unionwise
permanent solution.
Example 5. Consider the tree in Fig. 4. The vertices of the
weak set, as found in example 3, are v6, v7, v9, v10, and v12.
Checking the iterations of algorithm Weak, we see that the
vertices v6, v7, and v12 pass the test for inclusion into Sw
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and v12, V ′ = {v9, v10} is the unique proper and minimum
cardinality unionwise permanent solution. This example
demonstrates that, although the tree under consideration
has 16 vertices with rather crude weight estimates, the two
vertices v9 and v10 suffice to collectively optimize the loca-
tional decision.
5. Conclusions
Most facility location decisions require a long-term com-
mitment to the same location. If the facility under consid-
eration does not have a sufficient demand history, then the
lack of point estimates for demands may lead to severely
suboptimal decisions that may threaten the long-term exis-
tence of the facility. This paper proposes a framework for
sound decisions when there is a substantial degree of im-
precision associated with demands. The weak solutions pro-
posed in the paper serve to identify locations that deserve
further analysis in the location decision-making process.
Points outside the weak set are dismissed as inferior loca-
tions. The second solution concept is the so-called perma-
nent solution which truly optimizes the system performance
if certain conditions in the demand data prevail. If the data
fails to satisfy these conditions, then no permanent solution
exists and one must look for alternate ways of approaching
the problem. To this end, we propose and exploit the notion
of unionwise permanent solutions. Such solutions are not
single-point solutions but rather constitute an active set of
locations that collectively optimize the system performance
in a well-defined sense. Modeling perspectives for these so-
lution concepts are given in the paper and exact methods
are given for efficiently computing them. Comparisons and
contrasts to prevailing traditional methods for dealing with
uncertainty have also been discussed.
The framework and solution concepts proposed in this
paper find natural extensions in the context of general net-
works. The problem on a general network may require ad-
ditional analysis tools to deal with complications that arise
from the presence of network cycles. For the case of a single
facility, it appears possible to overcome some of the addi-
tional difficulties by breaking down the edges of the network
into segments defined by edge bottleneck points, thereby
taking advantage of certain (treelike) properties associated
with these segments. For the case of multiple facilities, the
problem is likely to be much more involved than the single
facility case both on tree networks and on general networks.
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