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ABSTRACT 
Change detection in aerial imagery is important for many disciplines. The 
Navy and Marine Corps have used it for planning missions in coastal areas. 
Current change-detection methods analyze registered images pixel by pixel. We 
trained two convolutional neural networks, VGG19 and DenseNet121, to distinguish 
eight coastal classes using 8,000 oblique aerial images. We then used both commercial 
satellite images and orthorectified imagery from small unmanned aerial 
systems with structure-from-motion methods to test whether learning could 
transfer from the oblique images. Our results showed significant effects of the tile size 
for coastal classification in the orthorectified images. We also tested change 
detection by comparing the highest confidence coastal class between images taken 
in different time periods, but this was often unsuccessful due to the errors in the 
classifications. 
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The Marine Corps and the other services have been conducting amphibious landings since
the formation of the United States. In World War II, American forces stormed the beaches
of France in Operation Neptune. As the invasion went on, setbacks from the littoral
environment influenced continuing operations. Coastal changes, such as the difference
between low tide and high tide, stranded some ships, leaving them immobile and making
them easy targets. When the United States made the decision to land forces into Korea in the
early 1950s, Navy LCDR Eugene Clark went on a month-long secret mission to study the
landing areas of Inchon to provide a beachhead for forces to land [1]. During the invasion of
Iraq in 2003, the amphibious assault on the Al-Faw peninsula suffered setbacks from poor
visibility and littoral landing operations. These operations relied on geospatial intelligence
and knowledge of coastal change detection.
1.2 How Computer Vision Helps Change Detection
Computer vision and neural networks have inspired much research and innovation over
the past few decades. Computer vision can sift through large volumes of data faster than
a human to classify or locate specific objects in images. Examples of computer vision
include determining which buildings survived a tsunami [2] or whether an image contains
a helicopter [3].
Computer vision can aid in surveillance, intelligence gathering, and mission-specific plan-
ning. We generate volumes of surveillance data from satellites that are ignored because
we analyze them manually, but that could be processed quickly through computer vision.
Neural networks can be trained to look for specific terrain in satellite imagery, picking out
anomalies for a human to review. Computer vision should reduce the workload of image
data processing for human intelligence personnel.
1
1.3 Flawed Change DetectionMethodology in theMilitary
The coastal-landscape change-detection problem is important to themilitary for two reasons.
The first is the big-data problem. The U.S. government collects large amounts of aerial
and satellite images for change detection and sorting. The review of this data requires
a substantial investment of time. An automated program that could address first-phase
processing of satellite data could distinguish the important data from the less important
data, as for example morphological change from storms from typical seasonal data. The
second reason is the human-effort problem. Currently, personnel create change detection
maps by hand; an automated program could free up personnel to focus on higher-level
analytics.
Automated coastal change-detection techniques could permit the United States to keep a
constant surveillance of changes to coastal zones suitable for landing forces. This process
could improve landing forces’ speed in deployment and increase the number of options
available to them. The two technologies of computer vision and aerial surveillance could be
combined to gather, analyze, and classify coastal landscapes without sending troops behind
enemy lines in risky missions to gather intelligence.
1.4 Research Focus
The objective of this research is to test computer-vision methods that use deep neural
networks to detect changes in the coastal-environment classification between two time
periods. A littoral (coastal) environment could undergo a drastic change after a significant
weather event. The main research question is whether a coastal-classification change-
detectionmethod can sufficiently differentiate coastal classes between two registered images.
The hypothesis of this thesis is that it can. It will be tested by analyzing registered aerial
images and Google Earth satellite imagery of the same area at different times. Neural
networks will classify the images.
We tested images ofCarmelRiver StateBeach because it is subject to frequent storm-induced
change. Its close proximity to Naval Postgraduate School permitted on-site inspection to
provide ground truth for the classifications that the neural networks produce.
2
1.5 Thesis Outline
Chapter 2 reviews related work in the area of change-detection methods. This chapter
also explains the basics of change detection as well as all terminology. Chapter 3 explains
classification of coastal terrain and why it matters to the military. Chapter 4 describes the
neural-network architectures, classification methods, and change-detection methodology
used in the experiments. Chapter 5 discusses the experimental results and compares them
to ground truth. Chapter 6 summarizes the thesis and suggests further research.
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An artificial neuron (or node) computes the weighted sum of a set of inputs and applies
a nonlinear activation function to it to get an output [4]. Its inputs and outputs are often
expressed as vectors or arrays of vectors. An artificial neural network is an interconnected
set of neurons. A neural-network layer is a collection of neurons at the same distance from
the inputs. Neural networks have an input layer, hidden layers, and an output layer, as shown
in Figure 2.1. In the Figure, squares denote the input layer and circles denote the hidden
and output layers. A neural network is considered a deep neural network if it contains one
or more hidden layers. Neural network research has explored several types of hidden layers
including convolutional, recurrent, pooling, and flattening.
Figure 2.1. Basic neural network diagram. Source: [4]
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When processing images, the inputs to a neural network are either single brightness values 
for each pixel or sets of red-green-blue triples for each pixel. A pixel is the simplest element 
of an image [5]. This thesis used color (red-green-blue) images, so the inputs for neural 
networks were red-green-blue triples.
Feature vectors are the outputs from a hidden layer in a neural network. We only discuss 
the hidden layers that are of interest to this thesis, such as convolutional layers. In this thesis, 
we are especially interested in the feature vectors at the output of the last convolutional layer 
(defined later) in the network. Collectively, these feature vectors form a feature map, which 
correspond to geographical locations.
In a neural network designed for classification like ours, the prediction vector represents 
the computed likelihoods that the neural network has for each possible classification of an 
image. It is the vector of the outputs of the final l ayer. The prediction vector had a length 
of 8 for the number of terrain classifications in this thesis; terrain classifications will be 
described in Chapter 3.
Convolutional neural networks get their name from the mathematical functions they use to 
process data, the convolutions in the convolutional layers [5]. A convolutional function is 
a linear function that computes the sum of the weighted values for data in a local area [6], 
where weights can be negative. For images, the local areas are subregions of the image, 
and the convolutional layers extract features of those subregions and produce a feature map. 
This can also be described as passing a two-dimensional-matrix called a filter over the image 
for each layer. Figure 2.2 shows the basic idea.
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Figure 2.2. Convolutional filter to feature map diagram. Source: [7]
When a neuron in one layer does an operation it passes its output to all the neurons in the
next layer as an input. In the convolutional layers, the same linear weighted sum is applied to
every neuron in the same layer, but the neurons of the later non-convolutional layers can all
compute different weighted sums. Figure 2.3 is another illustration of how a convolutional
filter passes over an input image to extract information.
Figure 2.3. Convolutional filter to neuron diagram. Source: [8]
7
Back propagation is most popular way for a neural network to learn [9]. It works backward
from the output layers to the input layer and applies an adjustment formula to the weights.
Transfer learning is using a network that is trained for one task and repurposing it to
another task [5]. This is often done by adjusting the weights in the network to handle
different input. Networks that were originally trained for very different inputs require more
training time and larger datasets to acquire adequate classification with transfer learning.
Transfer learning typically requires a training set, a validation set, and a test set [10]. A
training set is for fitting the weights of a neural-network model. A validation set is for
evaluating how well the model parameters are adjusting during training. A test set is for
evaluating performance of the model after it is completely trained.
2.2 Neural Network Models
Our thesis research used two neural-network models (implementations), the Visual Geom-
etry Group’s 19 (VGG19) and the Dense Convolutional Network 121 (DenseNet121). The
VGG19 convolutional neural network is a general-purpose tool developed for computer-
vision applications [11]. It has nineteen layers. The model was part of the ImageNet
challenge in 2014, where it scored high marks. Since then, the model has been available as
an open- source network for other researchers to use to experiment with computer vision.
DenseNet [12], developed in 2016, comes in three sizes: 121 layers, 169 layers, and 201
layers [13]. This thesis used the 121-layer version during experimentation. It uses the term
block for important sequences of layers.
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Siamese neural networks can compare data for change detection. They consist of two sub-
networks that are joined by a few additional layers. Pseudo-Siamese networks use different
parameters in the two subnetworks. Figure 2.4 shows the basic layout. At the output end,
the base networks are joined by a similarity-measuring subnetwork. The simplest similarity
function is a Euclidean distance between two feature vectors. In [14], the similarity function
was a two-layer decision network with 512 nodes.
Figure 2.4. Basic Siamese neural network diagram.
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One study compared a Siamese network that shared parameters, a pseudo-Siamese network
that did not share parameters, and a center-surround two-stream network with four branches
that join; the two-channel network did the best [15]. Subsequent work [2] did change
detection for analyzing photographs after a tsunami. The Siamese network was trained to
distinguish “washed away” and “surviving”; the pseudo-Siamese network did the best, with
accuracy in the 94-95% range.
Siamese networks have been trained for helicopter detection in images [3]. Their dataset was
computer-generated imagery with “bootstrapping” to augment it by reusing misclassified
data. The best results happened when they used two Siamese networks to feed into a
two-layer decision network. Research [15] and [16] produced a neural network that could
learn a similarity function automatically for change detection. To clean up their output in
the final output, they used a contrastive loss function adapted from [17], a distance-based
loss function.
2.3 Image Registration
Image registrationmeans putting locations in two images into the same coordinate system.
Good image registration is important for change detection because spurious changes can be
found at misaligned points. In registering, calculations are made of the overlap area, scale
change, orientation change, and rotation change [18]. Registration is aided by matching
distinctive features of the images such as roads, road intersections, and buildings. Manmade
features are preferable for matching because they change less over time than environmental
features such as rivers, coastlines, and tree lines.
Orthorectification is a process for registering images that have elevation, scale, or viewing
angle discrepancies [19]. It enables us to match images to the same location coordinate
system when they are from different times. Orthorectified images are often stitched together
from aerial images in a process called structure-from-motion, a photogrammetry method
that combines aerial photographs to cover a larger region [20].The Global Positioning Sys-
tem (GPS) surveyed “ground control points” are recognized and recorded when the images
were being captured as reference points that help with orthorectification [21]. Elevation
differences are a challenge for orthorectification; errors are minimized between ground and
image coordinates to overcome this challenge.
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2.4 Change Detection Methods
Image change detection identifies features or regions in two registered images that differ
significantly [22]. Changes in color and object shape between two matched images are
important, as well as the presence of an object in one image that is not in the other.
Differences between images can also be detected at the most basic level as differences in
corresponding pixels (image points), as with red, green, and blue values for conventional
photographs. A difference image is produced by subtracting corresponding pixel vectors
(red-green-blue values) of two images. To mark where changes are significant, a threshold
can be applied to the norms (magnitudes) of the difference-image vectors to get an image-
change mask, which is a binary image indicating pixels with significant change.
Ratios of frequency bands instead of differences can also detect significant changes in an
image. One study detected coastal changes in radio-frequency bands b2 (1900 megahertz),
b4 (1700 megahertz), and b5 (850 megahertz) [23]. Band b5 shows the greatest contrast
between land and water. The ratios between spectral bands b2 and b4 and bands b2 and
b5 are also helpful in distinguishing land and water. This approach multiplied two binary
images, an image created by thresholding band b5 on the coastline image, and an image
created by taking the ratios of spectral bands b2 and b4 along with b2 and b5. Thresholding
the result produced a map of changes to the shoreline.
A different project used satellite images to detect changes in soil composition over time
in Brazil [24]. Researchers used self-organizing maps (a form of unsupervised learning)
to define the classes. They produced a binary change-detection image that had over 80%
precision and recall scores. Transfer learning was used to train a neural network for
landscape classification in [25].The study used MobileNetV2 for the early layers, a model
imported through the Keras library. The study also experimented with tiling techniques.
The study yielded average classification accuracies between 91% and 98%. Classification
can be a precursor to change detection.
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2.5 Previous Work Conducted in This Study
This thesis built upon a previous thesis at our school [26] in which a VGG19 neural network 
was trained for coastal-image classification. It used a coastal-class dataset of over 10,000 
oblique aerial images described in chapter 4. The images came from the United States 
Geological Survey [27] and the California Coastal Records Project [28]. All images in the 
dataset were scaled to 299x299 pixels. This work focused on classification and d id not 
address change detection. The project did transfer learning on the neural network from 
the parameters obtained from a different kind of image. This project stopped training on 
some earlier layers while continuing to train the later layers, one form of transfer learning; 
freezing the first five layers appeared optimal.
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CHAPTER 3:
The Coastal Classification Problem
Navigation safety in littoral regions for landing of military forces is not easy. A littoral
environment can be assigned to one of eight coastal classes: tidal flats, sandy beaches,
salt marshes, manmade structures, dunes, coastal waterways, coastal rocky, and coastal
cliffs [29]. Each coastal class presents different problems for the Navy and Marine Corps.
Amphibious landing forces prefer to land on stable surfaces such as sandy beaches when
going from ship to shore. A force landing on a large area that contains tidal flats (also
called mud flats) could experience a severe slowdown. Landing forces prefer to avoid salt
marshes because they do not offer solid ground for troop movements. Manmade structures,
dunes, coastal cliffs, and rocky areas present dangers to landing forces because they create
obstacles which require energy to overcome and they could be made into fortified positions
by the enemy. Coastal waterways and seasonal ephemeral rivers could be a problem because
the area around the waterway could be unstable [30].
Coastal classification especially concerns a specific Navy community, the surface-connector
fleet, or the ships designed to move troops from ship to shore. These include amphibious
assault vehicles, Marine Corps infantry, and Marine Corps landing forces (logistic support
agencies) that support sustained operations onshore. Analysis of coastal imagery could
enhance landing-operation preparedness. With automated coastal-change detection, a mil-
itary has timely information on coastal zones suitable for landing forces. This should
increase speed of deployment for landing forces and increase the number of options they
have available. This technology directly supports the Marine Corps’ “Title-10” functions
to land on foreign shores and establish a foothold in an area knowing that the littoral bottom
can support incoming vehicles and Marines on foot. If the area cannot support vehicles,
coastal analysis can suggest where to stop and dismount.
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4.1 Introduction to the Image Data
Datasets for landscape change detection can include imagery from satellites, unmanned
aerial systems and aircraft. Important benchmark datasets were created by [2], [14], [31],
[32]. Our research required new datasets. For this thesis, we used three types of imagery:
oblique aerial imagery, orthorectified unmanned-aerial-systems imagery, and Google Earth
satellite imagery. The oblique aerial imagery dataset was just for training the neural network
models. The orthorectified images and the Google Earth images were tested by the trained
neural networks.
4.1.1 Oblique Aerial Images
The oblique aerial dataset contained over 8,000 color images of coastal landscapes. These
images were collected from open-source databases of the California Coastal Records
Project [28] and the US Geological Survey [27] and covered our 8 coastal classes well.
It included data from the West, East, and Gulf Coasts. The images were taken from un-
manned aerial system aircraft at different heights, with different cameras, and at different
angles [26]. Figure 4.1 shows eight example images that were used for training the neural
networks.
To use neural networks for classification, it helps if images have identical dimensions. All
images were subsampled to 299x299 pixels. The images were first cropped to a square,
then down-sampled with an anti-aliasing filter [33].
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Figure 4.1. Coastal classification examples. Top row, from left to right:
coastal cliffs, coastal rocky, coastal waterway, and dunes classes. Bottom




The images tested in this thesis were created from November 2017 through February 2018
by [20]. They came from a DJI Phantom III Advanced quadcopter aircraft equipped with a
twelve-megapixel-resolution camera. The images were taken using structure-from-motion
to monitor coastal morphodynamics at Carmel River State Beach. Figure 4.2 shows images
before and after a river breach flowing out to the ocean. A river breach is the kind of
significant change that could have an impact on operating forces. This orthorectified image
from unmanned aerial system imagery, while able to produce elevation data, also includes
image artifacts owing to shadows created by obstacles (such as vegetation). In our work,
we did not use the elevation data.
Figure 4.2. Orthorectified images created from unmanned aerial system
imagery. Left image: December 6, 2017. Right image: January 10, 2018.
The images are 5784x7621 pixels.
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4.1.3 Google Earth Imagery
The satellite images studied were color Google Earth images taken of Carmel River State
Beach. A sample of five images were taken from Google Earth representing one square
mile of the Carmel river State Beach area. The images are not on the same days as the
orthorectified images because the Google Earth application did not have those specific
dates saved in its history. Google Earth depicts the earth in a three-dimensional space by
using aerial and satellite imagery [34]. We did not use the elevation from the application
explicitly. Satellite imagery offers larger scales (map scales) because the photos are taken
at a greater distance from the Earth.
Figure 4.3. Google Earth images from (left) June 17, 2017 and (right)
September 14, 2018 [35].
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4.2 The Ground Truth
The oblique aerial imagery dataset described in section 4.1.1 served as labeled ground truth
for coastal classification. This dataset was hand labeled and checked by [26].
The two images in Figure 4.4 were the basis for the only ground truth for the orthorectified
images. They were labeled by Prof. Orescanin with support by Matlab software which
allows a researcher to interactively label regions of a picture. These two images have four
key features for military analysis: the beach in the middle, the peninsula on the lower end,
the coastal waterway that runs from the lower right corner up through the middle, and the
marsh in the upper right corner.
We do not have explicit ground truth for the Google Earth satellite imagery that we used, but
Figure 4.4 can approximate it because it shows the same location. Eventually, students at
the school in the oceanography department will do on-site observations to get more accurate
ground truth.
Ground truth is necessary for testing of classification; however, there is a separate ground
truth for change detection. For our test images, it was supplied by visual inspection. The
main change that we looked for was the river breach seen in the lower portion of the January
image since that has the most significance for use of the terrain.
Figure 4.4. Ground truth labeled images. Left image: December 6, 2017,
Right image: January 10, 2018.
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4.3 Neural Network Setup and Description
4.3.1 Neural Network Hardware and Software Configuration
The neural networks were trained on two platforms, a Dell workstation with an i7 processor
and 64 gigabytes of memory using an NVIDIA graphics processing unit, and Amazon
Web Services Cloud service using a NVIDIA Tesla V100 graphics processing unit with 16
gigabytes of memory. The networks were also tested on the Dell workstation mentioned
above and a Micro-Star International gaming laptop with an Intel i7 processor and 16
gigabytes of memory, using a NVIDIA GeForce GTX graphics-processing unit with 3
gigabytes of memory.
Both neural networks were imported into our Python environment using the Keras library.
Keras is an open-source library used for neural-network experimentation [13]. Neural
networks importable through Keras have been trained with the ImageNet database, a large
labeled dataset of one million images of a wide range of subjects.
4.3.2 Neural Network Architecture
The VGG19 architecture has 16 convolutional layers and 3 subsequent fully-connected
layers. There are 64 neurons in the first convolutional layer of the network where the
network takes an image as input. Using our code, any image input gets downsampled to
256x256x3, which means that the image is 256x256 pixel size and has three color channels
(red-blue-green) for a total number of inputs of 196,608 into the first layer of the neural
network. There are 512 neurons in the last convolutional layer which we use to generate the
class-likelihood maps. The final layer has 8 neurons (one for each coastal class).
The DenseNet121 architecture has 126 layers; 120 convolutional layers 1 fully connected
layer, and 5 pooling layers. There are 64 neurons in the first convolutional layer of the
network where the network takes the image as an input. As with VGG19, our code
downsamples images for DenseNet121. The network takes an input image of 299x299 pixel
size and has three color channels (red-blue-green) for a total number of inputs of 268,203
into the first layer of the neural network. There are 1024 neurons in the last convolutional
layer (double that of VGG19) which we use to generate the class-likelihood maps. The final
layer has 8 neurons (one for each coastal class).
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4.3.3 Transfer Learning Dataset Configuration
We used the results of training on the oblique aerial imagery dataset (explained in sec-
tion 4.1.1) as the source for transfer learning. There were 8,727 images for the eight coastal
classes consisting of 6,400 training images, 1,600 validation images, and 727 test images.
4.3.4 Neural Network Transfer Learning Procedure
We reproduced the transfer learning of [26] for the VGG19 network and did our own
transfer learning for DenseNet121 network. Transfer learning readjusted the neural net-
work parameters to our specific task of predicting coastal classes from overhead imagery.
The inputs for transfer learning were the training and validation images of the oblique aerial
dataset; the output was a fitted model. This is the only time the oblique aerial dataset
was used - to train the neural networks. The VGG19 model was 400 megabytes and the
DenseNet121 model was 700 megabytes. The models took roughly a day each to train.
4.4 Processing Programs
Our programs used several Python libraries. The Keras library was for importing the
networks, the TensorFlow library was for training neural networks on a graphics processing
unit, the OpenCV library was for image processing, the Numpy library was for working
with matrices, and the Matplotlib library was for plotting data in graphs.
4.4.1 Class-Likelihood Maps
Class-activation maps are visual representations of the feature maps from the last convo-
lutional layer of a neural network [36], [37]. These show the degree to which a particular
coastal class is present in an image. In this thesis, the class-activation maps will be referred
to as class-likelihood maps. Class-likelihood maps were generated for the Google Earth
satellite imagery and orthorectified imagery. Figure 4.5 shows how the class-likelihood
maps are generated.
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Figure 4.5. Class-likelihood map generation process flow diagram.
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4.4.2 Tiling Graphics Programs
For the VGG19 we experimented with 256x256, 512x512, and 768x768 square pixel tiles;
for DenseNet121 we experimented with 299x299, 598x598, and 897x897 square pixel tiles.
We tested two types of tiling for disjoint tiles and sliding tiles. In the disjoint tiling, the
images were tiled evenly with no overlap; in sliding tiling, the tiles were overlapped at
a fraction of the tile size such as a half or quarter of the tile size. The sliding-window
classifier gives higher granularity for classifications. We used smoothing was for reducing
errors in the classification of tiles: If the highest likelihood for the tile was below 60% after
normalization, the tile would have its classification replaced by the neighbor with the highest
classification likelihood. We used the prediction vectors (outputs of the final layer) to show
the best classification for each tile in an image, a different kind of graphics (Figure 4.6).
Figure 4.6. Coastal class graph generation
Change detection compared the classifications generated f rom the neural n etworks. Two 
displays were produced: a binary image that indicates those tiles that changed classification, 
and an images that show the coastal classes that developed.
23




5.1 Neural Network Training with Oblique-Image
Neural network coastal-classification performance was calculated for the oblique aerial
dataset described in section 4.1.1. Confusion matrices were constructed for the test set of
727 images: 93 tidal flats, 100 sandy beaches, 100 salt marshes, 81 manmade structures,
100 dunes, 53 coastal waterways, 100 coastal rocky, and 100 coastal cliffs. They showed
which classes the network selected for each correct class.
Figure 5.1 shows the confusion matrix for the VGG19 neural network on the oblique aerial
dataset. VGG19 had a 93.75% overall classification rate. The sandy beach class had 100
images in the test folder: there were 85 tiles that the neural network correctly identified as
sandy beach, 4 tiles that it incorrectly identified as sandy beach, and 15 tiles that were sandy
beach that it failed to identify as such. We thus calculate the precision as 96% and recall as
85% for the sandy beach class:
• True Positive — 85 tiles — numbers on the diagonal.
• False Positive — 4 tiles — sum of the column. (Type I error).
















Figure 5.1. VGG19 confusion matrix showing 93.75% overall oblique aerial
imagery classification rate.
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Figure 5.2 shows the confusionmatrix for DenseNet121 neural network on the oblique aerial
dataset. It had a 95% overall classification accuracy. VGG19 classified sandy beaches at
85% and tidal flats at 86%; DenseNet121 classifies sandy beaches and tidal flats at 91%.
Classifying these two classes is important because sandy beaches provide solid footing for
landing forces while tidal flats slowmovement down. The DenseNet121 network has double
the number of neurons in the last convolutional layer of its network. This may be the reason
that it has a higher success rate for classifying sandy beaches and tidal flats in the oblique
aerial imagery.
Figure 5.2. DenseNet121 confusion matrix showing 95% overall oblique
aerial imagery classification rate.
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5.2 Coastal Class-Likelihood Maps
Figures 5.3 and 5.4 show likelihood maps created for the orthorectified images by the
VGG19 neural network; Figures 5.5 and 5.6 show the likelihood maps for DenseNet121.
These show the degree to which a particular coastal class is present in an image. Blue
means high likelihood of the class, and red means low likelihood. Note how similar tidal
flats and sandy beach appear to the network (Figure 5.3 middle and right) since both are
largely sandy.
Figure 5.3. VGG19 December coastal class likelihood maps. Left image:
likelihood of salt marsh. Middle image: likelihood of sandy beach. Right
image: likelihood of tidal flats.
Figure 5.4. VGG19 January coastal class likelihood maps. Left image: likeli-
hood of salt marsh. Middle image: likelihood of sandy beach. Right image:
likelihood of tidal flats.
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Figure 5.5. DenseNet121 December coastal class likelihood maps. Left
image: likelihood of salt marsh. Middle image: likelihood of sandy beach.
Right image: likelihood of tidal flats.
Figure 5.6. DenseNet121 January coastal class likelihood maps. Left image:
likelihood of salt marsh. Middle image: likelihood of sandy beach. Right
image: likelihood of tidal flats.
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Figures 5.7 and 5.8 show likelihood maps created for Google Earth images by the VGG19
neural network. The leftmost image of Figures 5.7 and 5.8 show the original Google
Earth image we used for generating the class likelihood maps, and the other subimages are
likelihood maps for three specific coastal classes. The numbers in the leftmost subimage
give tile numbers used in Tables 5.1 and 5.2. Figures 5.9 and 5.10 show the likelihood
maps for the DenseNet121 network. Tables 5.3 and 5.4 correspond to Figures 5.9 and 5.10
respectively.
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Figure 5.7. VGG19 June 2017 Google Earth class likelihood maps. Left
image: original satellite image. Second image: likelihood of manmade struc-
tures. Third image: likelihood of sandy beach. Fourth image: likelihood of
tidal flats.
Table 5.1. June 2017 class likelihood maps table for Figure 5.7. The table
shows the prediction vectors for each tile, as labeled in Figure 5.7 (left).
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Figure 5.8. VGG19 September 2018 Google Earth class likelihood maps.
Left image: original satellite image. Second image: likelihood of manmade
structures. Third image: likelihood of sandy beach. Fourth image: likelihood
of tidal flats.
Table 5.2. September 2018 class likelihood maps table for Figure 5.8. The
table shows the prediction vectors for each tile, as labeled in Figure 5.8 (left).
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Figure 5.9. DenseNet121 June 2017 Google Earth class likelihood maps.
Left image: original satellite image. Second image: likelihood of manmade
structures. Third image: likelihood of sandy beach. Fourth image: likelihood
of tidal flats.
Table 5.3. June 2017 class likelihood maps table for Figure 5.9. The table
shows the prediction vectors for each tile, as labeled in Figure 5.9 (left).
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Figure 5.10. DenseNet121 September 2018 Google Earth class likelihood
maps. Left image: original satellite image. Second image: likelihood of
manmade structures. Third image: likelihood of sandy beach. Fourth image:
likelihood of tidal flats.
Table 5.4. September 2018 class likelihood maps table for Figure 5.10. The
table shows the prediction vectors for each tile, as labeled in Figure 5.10
(left).
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5.3 Tile-Size Comparison and Test of Homogeneity
Comparing the ground truth (Figure 4.4) to the results for 256x256 disjoint tiling shown
in Figure 5.11 indicate several errors in the tidal-flats class. Still, the overall structure of
the terrain is recognized in both December and January in that sand is distinguished from
marsh. The classifications do not match as well to the ground-truth labels. There are many
errors on vegetation (marsh) with a propensity to misclassify it as manmade structures or
rocks, perhaps because of distortion of these landscapes during orthorectification.
Figure 5.11. VGG19 256x256 disjoint pixel tile graphics for December 6,
2017 and January 10, 2018 overlaid the original red-green-blue orthorectified
images. Note that each color in the caption is a single color, but shading is
affected by the underlying red-green-blue pixel color.
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Figure 5.12 shows example classifications found using 512x512 tiles and sliding-window
tiling. Compared to results for the smaller tiles, more neighboring tiles seem to share class
labels, though still much misclassification of vegetation as rocks occurs.
Figure 5.12. VGG19 512x512 sliding window pixel tile graphics from the
sliding window program for December 6, 2017 and January 10, 2018.
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Figure 5.13 shows example classifications for DenseNet121 299x299 disjoint tiles for the
orthorectified images. The classification of the image is mostly sandy beach. It is difficult to
say why a neural network favored the sandy beach class in both images. The network might
be more sensitive to artifacts that are introduced when orthorectified images are created.
Figure 5.13. DenseNet121 299x299 pixel tile graphics. Left image: Decem-
ber 6, 2017. Right image: January 10, 2018.
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Figure 5.14 shows the classifications for the DenseNet121 598x598 disjoint tile size. When
we doubled the size of the tiles for DenseNet121, the network began to favor the tidal flats
class more. Comparing between tile sizes (299 or 598 pixel size), it is difficult to say which
does better because both graphics are far from the ground truth.
Figure 5.14. DenseNet121 598x598 disjoint pixel tile graphics. Left image:
December 6, 2017. Right image: January 10, 2018.
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5.4 Change Detection Method
The change detection method only used graphics the VGG19 classifier produced. Fig-
ure 5.15 shows changes in 512x512 disjoint tiles between December 6, 2017 and January
10, 2018. White represents no change in the coastal classification and the black represents
a change. A transparent binary change image was overlaid on top of the January image.
The ground truth was hand labeled for this image. There were 8 true positives, 76 false
positives, and 22 false negatives for a precision of 0.095 and a recall of 0.266. This is not
very good. We noted that areas with vegetation are commonly predicted as changing, which
may be because of difficulty in stitching orthorectified vegetation together.
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Figure 5.15. Example of VGG19 change detection with 512x512 tiles overlaid
on the January orthorectified image.
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5.4.1 Coastal Class Change Detection Color Graphics
Figures 5.16 and 5.17 show a different kind of display, the final inferred coastal class when
a change occurred. Figure 5.16 shows it for the 256x256 tiles, and Figure 5.17 shows it
for the 512x512 tiles. The color key indicates what the coastal class changed into when
it was different from the previous class. The main difference between the two images is
in the upper right corner, where Figure 5.16 finds mostly tidal flats and salt marshes, and
Figure 5.17 finds mostly coastal cliff and coastal rocky; Figure 5.16 appears more correct.
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Figure 5.16. January 10, 2018 orthorectified image with 256x256 pixel tile
change detection graphic overlay.
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Figure 5.17. January 10, 2018 orthorectified image with 512x512 sliding
window pixel tile change detection graphic overlay.
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The main research question of this thesis was whether a coastal-classification change-
detection method could sufficiently differentiate coastal classes between two registered
images. We trained VGG19 and DenseNet121 neural networks to 93.75% and 95% overall
coastal classification accuracy on oblique images. The classes that were the most difficult
for both networks were the sandy beach and tidal flats. These two classes are important
because one class could mean solid ground for landing forces, and the other could mean
a slowdown in operational tempo. For change detection, we compared corresponding tile
classifications in images taken at different times of the same terrain, and found they had low
precision and recall scores that appeared because of poor coastal classifications. A problem
with the orthorectified imagery was generation of artifacts near regions of vegetation which
consistently led to misclassification of these regions as rocky or manmade structures.
Future work could include:
• Improve the classification programs used in this thesis. Different sizes of tiles and dif-
ferent sliding-window intervals might improve performance. Better photogrammetry
of the orthorectified images could help.
• Try other neural networks in the Keras library.
• Improve network classification performance by generating more training images by
flipping images horizontally or vertically or rotating them in 90-degree increments.
• Study the tiles misclassified by the neural networks and try giving them extra weight
in training.
• Develop a change-detection method to compare class-likelihood maps between image
tiles of different time periods.
• Implement Siamese network architectures.
• Test methods for change detection using a single neural network with input from both
corresponding tiles. This could avoid the need to accurately classify tiles when all
that is needed is to recognize changes.
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