The paper combines a simple monetary overlapping generations model with a simple abstract spatial structure, to produce a model that focuses on the effect of the distribution of cash balances on real and nominal variables, both across the economy, and over time. The model is then used to study the effects of a monetary shock.
Introduction
The paper combines a simple monetary overlapping generations model with a simple spatial structure, in order to produce a model that focuses explicity on the effects of the distribution of cash balances on prices and production, both across the economy, and over time. The model is then used to study the effects of a monetary shock in such an economy.
The economy is endowed with a spatial structure in the form of a graph such as the one shown in Figure 1 . Overlapping generations of two-period lived agents inhabit the vertices of the graph; specifically, at any moment in time two agents, one young and one old, are located at each vertex. Individuals are stationary in that each agent remains at the same vertex for both periods of her life. Agents produce when young and consume when old. However, agents only consume the goods produced by their neighbours, where two agents are neighbours if they inhabit adjacent vertices. (Two vertices are adjacent if they are connected by an edge.) All transactions are mediated by currency. At the outset of any time period, all cash balances in the economy are held by the old agents, where, as mentioned, one old agent inhabits each vertex. In her first period of life, a generic agent produces output and sells it to her old neighbours in exchange for cash; she then carries the newly acquired cash balances into her second period of life, where they are used to purchase consumption goods from her young neighbours. Therefore, at any moment in time, currency is distributed across the vertices of the graph. It then flows throughout the economy, traveling from one vertex to adjacent vertices as a consequence of production and exchange.
At the core of the paper is an experiment whereby a monetary shock occurs in period 1 in the form of unanticipated transfers to a subset of old agents. The main objective of the paper is to trace the effects of this shock as it diffuses through the economy. The fundamental fact of the model is that the distribution of currency across the economy determines relative prices which, in turn, determine production levels. Therefore, a monetary shock that alters the distribution of money will have an impact on output both across the economy, and over time.
Changes in money effect real economic activity because prices respond differentially to a monetary disturbance. Specifically, prices at locations that are close to the monetary disturbance change to a greater extent than do prices at locations that are more distant from the disturbance. Consequently, the model illustrates the important fact that sticky prices (or other frictions) are not necessary for money to have an effect on real economic activity. Instead, it is enough for different markets to have different linkages to the source of a monetary shock. Moreover, something like this must happen in real economies: Changes in monetary policy spread through the economy in a pattern that 1 reflects the connections between different markets. The most immediate impact of a change in monetary policy is on markets for short-term debt; from there, the disturbance is transmitted to markets for longer-term debt, and then to other asset markets, and then ultimately to goods and labour markets.
In the model, if currency is distributed uniformly over the locations in the economy, then all agents produce identical quantities and sell their output at identical prices. Moreover, any change in the money stock that maintains a uniform distribution of currency, will have an immediate effect on the price level, without altering real economic variables whatsoever. In other words, changes in money are neutral as long as the distribution of cash balances remains uniform. Thus a change in the distribution of currency is the only factor that can cause a change in either aggregate output, or in the distribution of output across agents. Therefore, the model provides a convenient laboratory for examining the role of the distribution of money in influencing real economic activity.
One of the model's most attractive features is its tractability. Three assumptions account for this. The first is the assumption of overlapping generations, the second is that consumers' preferences over consumption goods are Cobb-Douglas, and the third is that the graphs in the paper possess a high degree of symmetry in that each vertex has the same local structure as every other vertex. (Equivalently, each neighbourhood appears identical in its spatial characteristics from the point of view of any individual agent.) More specifically, all graphs in the paper belong to the family of Cayley graphs; these comprise a reasonably broad class that are described and motivated in due course. However, a fact that is useful to know at the moment is that the vertices of a Cayley graph are identified with the elements of group (in the algebraic sense). Together these two features -Cobb-Douglas preferences, and homogeneous neighbourhood structureimply that the distribution of money evolves according to a time-invariant process that can be completely described by an n × n matrix A, where n is the number of locations in the economy (equivalently, the number of vertices in the graph). This fact enables tremendous simplification. It means, among other things, that closed-form expressions can be obtained for nearly all economic variables of interest. Furthermore, the combination of Cobb-Douglas preferences with the assumption that the underlying graph is built from the elements of a group, further simplifies the analysis, for together these features imply that the diffusion of money through the economy is naturally compatible with the underlying group operation (this is described more completely in Subsection BLANK). Moreover, this compatibility renders the analysis of the diffusion of money amenable to investigation via powerful tools of group representation theory. Under certain additional assumptions, a complete eigenvalue/eigenvector decomposition of the matrix A becomes possible. This greatly enhances the tractability of the model. For instance, some extremely large economies can be investigated through the methods employed in the paper. Indeed, perhaps the models' most appealing feature is that it occupies that slim intersection of two classes of models: those that are sufficiently complicated as to be interesting, and those that are sufficiently tractable as to admit a reasonably complete analysis.
The paper's primary objective is to investigate the effect of a monetary shock on real variables, through its influence on the distribution of currency across the economy. It will be seen that, following such a shock, the economy will converge over time to a steady state. However, a main result (Proposition 3) is that for certain parameter values, a monetary shock always reduces the economy's real GDP over the course of its transition to the steady state. In other words, the economy's GDP is at its global maximum when it is in its steady state. Although the proof of this assertion holds only for a narrow range of parameter values, evidence from numerous simulations, as well as the nature of the proof itself, strongly suggest that the result is true in general.
If the monetary shock is small, its impact can be examined by considering a linearization of the equilibrium in the neighbourhood of the steady state. This procedure indicates that small monetary shocks have no effect on aggregate output (Proposition 5). They do, however, alter the distribution of output. Since the distributional effects of a shock appear extremely complicated, it is useful to develop an approximation to the distribution that is somewhat more transparent. Thus Proposition 6 asserts that a linear combination of a reasonably small set of eigenvectors from the matrix A closely approximates the distribution of production across the economy for all time periods beyond some T > 0. An example shows that even for a very large economies, T can be surprisingly small.
The paper also shows that the rate at which an economy returns to its steady state following a monetary shock depends importantly on its spatial structure. Specifically, different spatial structures can be associated with drastically different rates of convergence following a shock. This implies that an economy's spatial structure is part of the link that connects a change in monetary policy monetary to macroeconomic fluctuations. For instance, if the spatial structure is such that the economy returns rapidly to its steady state in the wake of a shock, then monetary factors are less likely to be an important source of business cycles. It appears clear that fluctuations in U.S. output have become less volatile since the early 1980's, a phenomenon which has come to be known as the "Great Moderation."
1 This paper suggests that changes in the spatial structure of the economy -specifically, the density of inter-market linkages -could be a contributing factor to the reduction in output volatility.
The outline of the paper is as follows. Section 2 describes the model. Section 3 is concerned with the equilibria of the model. As might be expected for an overlapping generations model, there exists an uncountable infinity of equilibria. However, all but one of these is sensible as an economic equilibrium. This "fundamental equilibrium" is the focus of the remainder of the paper. Section 4 presents a combination of simulations and propositions that describe the effect of a monetary shock. Section 5 presents a range of examples that are intended to demonstrate the importance of the spatial structure in determining the rate at which an economy returns to a steady state following a monetary shock. Section 6 summarizes the basic mathematical machinery that facilitates the analysis of the model, and proofs are gathered in Section 7.
Related Literature
There are interesting similarities between the model introduced in this paper, and that of Grossman and Weiss, [18] . In that paper, each household makes cash withdrawals from a bank in alternating periods; the cash withdrawn in a particular period must satisfy the household's liquidity needs until it makes its next withdrawal, two periods hence. There are two cohorts of identical agents, one of which makes withdrawals in even periods, and one which makes withdrawals in odd periods. The cash received by a firm in exchange for consumption goods is presumed to flow directly into the bank, from where it is immediately withdrawn by the cohort whose turn it is to make a withdrawal. Thus all cash is always held by households. In a steady state money circulates between the two cohorts at rates that are determined by the parameters of the model. However, in the case where agents preferences are logarithmic, flows of cash between the two cohorts are described by the graphs in Figure BLANK , where each cohort is identified with one of the vertices, and where 0 < α < 1. In an odd period, members of one cohort spend a fraction 1 − α of their cash on consumption goods, and save α for consumption in the following period, while members of the other cohort spend all of their cash on consumption. The same sequence of transaction transpires in the subsequent period, but with the roles of the two cohorts reversed. Importantly, the value of α, is invariant over time. If the economy is left undisturbed the distribution of cash across the two cohorts is eventually uniform. Grossman and Weiss assume that an expansionary monetary the 1970's, while McConnell and Perez-Quiros find a structural break in the volatility of GDP growth in 1984:1. For further discussion of the phenomenon of reduced output volatility, as well as various candidate theories, see [5] and [27] .
policy is executed by means of a lump sum cash transfer to the bank, which then flow immediately to the cohort whose withdrawal is scheduled for that period. Therefore, starting from a steady state, an expansionary monetary policy alters the distribution of cash across the two cohorts. But since the flow parameter α is fixed, prices must adjust so to maintain equilibrium in the goods market while accommodating the change cash flows. By assumption there is no production -one unit of output is supplied inelastically to the market in every period -therefore, a change in the distribution of cash across the two cohorts must induce a change in the distribution of consumption. Therefore, monetary policy is non-neutral, even though prices are perfectly flexible, and even though there are no stochastic elements.
The same basic phenomenon occurs in this paper. In a steady state, cash circulates through the economy at uniform rates. If a monetary shock alters the distribution of cash, then prices must adjust to accommodate the change in the volumes of cash flowing across the vertices. However, unlike the model in [18] , production at each vertex is determined by relative prices in the relevant neighbourhood. Therefore, a monetary policy that alters the distribution of cash across the economy will, in general, induce a change in aggregate output through its effect on relative prices. Also, since this paper's focus is on the spatial structure of the economy, it allows for a far greater variety in underlying graph.
The non-neutrality of a monetary shock in this paper is due to two fundamental "frictions." The first is that the shock comes in the form of monetary transfers that are not uniform over agents. The second is that not all markets are directly linked. The first of these is also the basic friction in [18] , and is discussed in the previous paragraph. The second of these frictions is primarily responsible for creating the liquidity effect manifested by a change in monetary policy in papers by Lucas, [23] , and Fuerst, [16] (see also Christiano and Eichenbaum, [15] ). For example, in the paper of Fuerst, there is an intra-period separation of the market for the consumption good from the market for loanable funds. Money is injected into the economy by means of transfers into the latter market. Due to the separation between markets, money that is newly injected into the market for loanable funds in any given period does not flow into the goods market until the following period. This fact is crucial in generating the non-neutrality of a change in monetary policy, for if money were injected in both markets simultaneously, households could act so as to undo the actions of the monetary authority.
A paper that explicitly incorporates spatial heterogeneity among agents is the wellknown "Turnpike model" of Townsend, [28] . In that paper two populations of agents travel in opposite directions along a linear turnpike. Each agent takes a discreet step in a fixed direction in each time period, such that each agent encounters one member of the opposing population in every period. Each of these encounter entails an exchange of an endowed good for money. Townsend is concerned with whether the presence of money enhances the welfare properties of the model's steady states.
It has been established that monetary policy can have real economic effects if agents are heterogeneous. Examples of this phenomenon are [6] and [?] .
Finally, I like to think that the paper might be seen as formalizing the cash-in-advance constraint introduced in the seminal paper of Lucas, [22] . There Lucas motivates the cashin-advance constraint by supposing that each household produces a good of a particular colour, but prefers to consume goods of many different colours. Thus a household sells the good it produces in order to generate the cash required to purchase the range of goods that it consumes. However, in the actual model, the relative price between any two goods of different colours is one. In other words, the idea of differentiating among goods according to their colour is purely for motivational purposes. The framework proposed by Lucas is precisely the one that is adopted in this paper, although in an overlapping generations context: instead differentiating goods according to their colours, households differentiate goods according to their location.
The Model
The development of the model is divided into two subsections. The first describes the basic spatial structure, as well as the assumptions governing the individual agents. The second introduces more specialized assumptions about the spatial structure.
There is a finite set G consisting of "locations" or "sites." As the elements of G will be identified with the vertices of a graph, they will usually be referred to as such. A subset, N(x), of G is associated to each x ∈ G; this is the neighbourhood of x, and the agents inhabiting vertices in N(x) are the neighbours of an agent at x. An agent at x sells her output to old agents in N(x) when she is young, and buys consumption goods from young agents in N(x) when she is old (so clearly, if y ∈ N(x), then x ∈ N(y)). Note that this eliminates the possibility of a more general structure whereby an agent at x sells her output to one set of neighbours, and buys goods from another set of neighbours, where these two sets could be either overlapping or disjoint. However, such a structure would not alter the main results in a qualitatively meaningful way. Note that I am not claiming that this richer structure is completely benign; only that its effect is mostly on issues that are not the primary focus of the paper. An assumption that will be motivated in greater detail in the following section, is that the set G is presumed to be a finite group.
2 ) Thus a finite group G, together with a neighbourhood structure {N(x) ⊂ G | x ∈ G}, 2 That is, G is a non-empty set with a binary operation, usually written as multiplication, with the properties that (a) (xy)z = x(yz), (b) there exists an element e, the identity, satisfying xe = ex = x for all x ∈ G, and (c) For each x ∈ G there is a x −1 ∈ G such that xx
constitutes the economy's spatial structure. The spatial structure can be identified with an undirected graph, whose vertices are the elements of G, and whose edges are the unordered pairs (x, y) ∈ G × G satisfying y ∈ N(x). Indeed, the graph itself will often be referred to as the economy's spatial structure. For example, the vertices of the graph in Figure 1 are labeled as v 0 , v 1 , . . . , v 7 , and N(v 0 ) = {v 1 , v 3 , v 4 }. Some additional, more specialized assumptions will be imposed upon the structure of the graphs in Subsection 2.3. I now describe the agents in the model. Take as fixed a spatial structure, G and
Time is discrete and begins in period 1. Agents live for two periods; they are "young " in the first period of their lives, and "old" in the second period. A new generation of agents is born in each time period. Each new generation consists of |G| agents, 3 with a young agent being born at each location in G. Therefore, at any moment in time, each site in G is inhabited by two agents, one young and one old. (In period t a site is the home of an old agent born in t − 1, and a young agent born in t. 4 ) Agents produce when young and consume when old. However, agents do not consume the goods that they produce themselves; instead each agent sells her output in exchange for cash, which she then uses to purchase consumption goods in the following period. To be precise, the agent born at vertex x in period t produces output in her first period of life, and sells it to the old agents located at the vertices in N(x) in exchange for cash. This cash is then carried forward into period t + 1, where the agent uses it to purchase goods produced by the young agents located in N(x). All transactions are mediated by money which is presumed to be both inconvertible and intrinsically useless. All goods that are not consumed are assumed to perish immediately following the period during which they are produced. Also, we make the usual overlapping generations assumption that there is a generation of old agents, one at each vertex, already living when time begins in period 1.
The preferences of the agent born in period t at vertex x are described by the utility function
where L t (x) is the quantity of labour she supplies in period t (when she is young), and c t+1 (x, y) is the quantity of the consumption good she purchases from the young agent at y in period t + 1 (when she is old). Also, α is a constant satisfying α > 1. Two slightly anomalous aspects of this specification are 1). the utility of consumption is not discounted relative to the disutility of labour in the previous period, and 2). the utility of consumption is multiplied by the constant |N(x)|. The only effect of these facts is to reduce the number of inert constants carried from one formula to the next.
This utility function is central to the paper; it has certain basic implications from which many, if not all, of the basic results flow. Its first fundamental implication is that money flows through the economy according to a reversible Markov process. This both simplifies and clarifies the analysis at every point in the paper. The second fundamental implication (which, in many respects, is a consequence of the first) is that for large classes of graphs, the economy's equilibrium can be expressed as closed-form functions of the exogenous data. This means, among other things, that intelligible statements can be made about the effects of a monetary shock. For instance, both rigorous proofs and precise calculations are obtainable. The third implication is that the flow of money through the economy will be naturally compatible with the group operation associated with G. This renders the economy's dynamics amenable to being analyzed by powerful methods from Fourier analysis.
The young agent located at vertex x possesses the constant returns to scale production function
where q t (x) is the quantity of the good produced by the young agent at x in period t. This production function is shared by all agents both across the economy and over time.
The symbol m t (x) represents the number of units of currency held by the old agent at vertex x at the outset of period t, and m t ≡ {m t (x) | x ∈ G} ∈ R |G| is the distribution of money in period t. Monetary policy is executed by means of transfers to agents at various locations across the economy. It will be assumed that unanticipated transfers are made to old agents at the outset of period 1 only. Thereafter the monetary authority sits idle for all time. In other words, the sole act of the Central Bank is to choose the initial distribution of money, m 1 , subject to the single requirement that m 1 > 0. The effects of this "shock" on the economy is the entire focus of the paper.
In all periods except the first, the cash balances held by the old agent at x ∈ G in any period are obtained as the proceeds from the sale of her output in the previous period. Therefore,
where p t (x) is the price of the good produced at vertex x in period t. (As mentioned, m 1 is determined exogenously by the Central Bank.) The budget constraint faced by the 8 old agent at x in period t + 1 is
All agents are price takers, and are endowed with perfect foresight, so their decisions are made with knowledge of all relevant prices.
So altogether, in period t the agent inhabiting vertex x chooses L t (x), q t (x), and c t+1 (x, y), y ∈ N(x), so as to maximize (1), subject to the constraints (2), (3), and (4). The solution is
where γ is written in place of the constant
Cobb-Douglas preferences imply that each agent spends
of her income on each of the |Ω(x)| goods that she consumes. The quantity of output she produces depends (positively) on the price of her own good relative to the geometric average of the prices of the goods she buys.
Finally, the economy's nominal GDP in period t is x∈G p t (x)q t (x). However, in equilibrium, total output is exchanged for the total money stock in each period (that is, the velocity of money is always one), so nominal GDP in period t is also equal to x∈G m t (x).
Monetary Policy
The paper is concerned with a basic experiment whereby the Central Bank executes unanticipated lump sum transfers to old agents at the outset of period 1. The paper then investigates the effect of this "shock" as it diffuses through the economy. The Central Bank takes no other action in any other time period. In other words, the monetary authority's sole action is to choose the distribution of money m 1 that prevails at the outset of period 1. Any distribution is admissible provided only that m 1 (x) > 0 for all x ∈ G. Let M denote the total stock of cash in the economy M = x∈G m 1 (x). This stock of currency remains forever in circulation (following period 1), being neither added to nor subtracted from.
Graphs and the Spatial Structure
This subsection gives a more detailed description of the graphs that comprise the model's spatial structure. Let G be a finite group with identity e, and let Ω = {ω 1 , . . . , ω k } be a fixed subset of G. For reasons that will become clear, Ω is referred to as a generating set. The structure of the graphs in the paper are implied by the following assumptions:
Assumption G0: For each x ∈ G, the neighbourhood of x is defined according to
Assumption G3: Every x ∈ G can be expressed as a product of members of Ω. That is, for each x ∈ G, there are
: Ω is the union of conjugacy classes of G.
Assumption G0 describes the neighbourhood structure of the graph. It states that, for any x ∈ G, the neighbourhood N(x) is obtained by subjecting x to right multiplication by the elements of Ω. It is both very strong and very important, for it implies that all neighbourhoods have an identical structure. That is, from the perspective of an occupant of any vertex, each neighbourhood is indistinguishable from every other neighbourhood. Assumption G1 states that no x is a neighbour of itself. Assumption G2 guarantees that y ∈ N(x) if and only if x ∈ N(y). Technically, it implies that the associated graph is undirected. Assumption G3 ensures that the graph is connected, meaning that for any two vertices x, y ∈ G there is a path (a sequence of edges) running from x to y. Without it, the economy could be composed of a collection of disjoint components, each constituting an isolated economy. Unlike Assumptions G0 − G3, the implications of G4 for the structure of the graph are not at all obvious. In fact, I am unaware of any interpretation, either economic, or graph-theoretic. The assumption has been added to the list of requirements, even though it is not used to generate any of the formal results of Sections 3-5. Instead its role is to facilitate the computations in many of the examples. If the underlying group is abelian, then Fourier methods are ideal for extracting eigenvalues and eigenvectors of the graph.
However, the same methods are, in general, not available if the underlying group is not abelian. However, if the set Ω is the union of conjugacy classes, then some of the very desirable properties of Fourier analysis on abelian groups to be exported intact to the setting of a non-abelian group. Consequently, a complete eigenvalue/eigenvector decomposition of δ Ω (defined below) can be readily obtained, even in the case of some very large economies. This fact is described formally in a theorem stated in Section 6. Examples BLANK, Tables BLANK, and Figures BLANK are all based on eigenvalues and eigenvectors that have been obtained through the method indicated by the theorem. The content of the theorem is well-known to mathematicians who work with the theory of representation of groups. Its powerful implications were, as far as I know, first recognized by Persi Diaconnis, who exploits it to generate surprisingly precise estimates of the rate at which certain card-shuffling algorithms generate a random deck.
5 A final point here is that G4 is potentially quite strong in that for many groups, the smallest generating set that satisfies both G2 and G4 may be large relative to the group. For example, the smallest such generating set for the dihedral groups contain more than half the group's members.
Thus the spatial structure of the model is identified with a graph built from a finite group G, together with a generating set Ω satisfying assumptions G0 − G3. The vertices are the elements of G, and the edges are the pairs (x, y) ∈ G × G, where y = xω for some ω ∈ Ω. Such graphs are widely known as Cayley graphs. The symbol Γ(G, Ω) will denote one such. The following examples will further illustrate the concept of a Cayley. The first three recur throughout the paper, and the fourth is interesting for its own sake.
Example 2.1:
The cycle graph on n vertices (denoted C n ): This is the Cayley graph whose underlying group is the cyclic group of order n. This group is identified with the set of integers mod n, denoted by Z n , under the group operation of addition (mod n). The generating set is Ω = {−1, 1} (once again, mod n). Figure 2 .a shows the cycle graphs on 8 vertices.
Example 2.2:
The n-dimensional hypercube, (denoted H n ): Let Z 2 denote the two-element abelian group whose elements are {0, 1}, under the group operation of addition mod 2, and let Z n 2 be the n-fold direct product (that is,
Also, let e i ∈ Z n 2 be the n-tuple with a 1 in the i th position, and 0's elsewhere. Then the hypercube is the Cayley graph whose underlying group is Z n 2 , and whose generating set is Ω = {e 1 , . . . , e n }. In words, each vertex is identified with an n-vector of 0's and 1's, 5 A summary of the remarkable properties of particular shuffling algorithms (with particular emphasis on the "cut-off phenomenon") are described in [14] . Further mathematical detail is provided in [13] and [24] .) 6 Thus Z edges, and each vertex has n neighbours. The graph H 3 is shown in Figure 1 .
Example 2.3:
The transposition graph,
The symmetric group S n is the group whose elements are the bijections from the set {1, 2, . . . , n} into itself, and where the group operation is the ordinary composition of functions. Let T n be the set of transpositions in S n , where an element τ ∈ S n is a transposition if it interchanges two elements of {1, . . . , n}, while leaving all other elements fixed.
8 Then the transposition graph is the Cayley graph with group S n , and generating set T n . Thus each vertex is a permutation of the integers {1, . . . , n}, and the elements adjacent to a permutation (i 1 , i 2 , . . . , i n ) are those permutations that are obtained from (i 1 , . . . , i n ) by interchanging (transposing) any two integers. The graph has n! vertices, and each vertex has |T n | = 
A graph can be constructed in its entirety from knowledge of its adjacency matrix. This implies that the adjacency matrix contains all of the information embedded in the associated graph. This fact is extremely useful, for it enables all of the properties of a graph to be expressed as an algebraic object.
Motivation for Cayley Graphs
I now motivate the use of a group as the basic ingredient in the model's spatial structure. There are three reasons for assuming that the underlying graph is of the Cayley variety.
The first reason is that Cayley graphs have a high degree of symmetry, which simplifies the analysis tremendously. This fact can be described in more formally through the concept of a graph automorphism. If Γ(V, E) is an undirected graph with vertex set V and edge set E, then an automorphism of Γ(V, E) is a permutation ϕ of the vertices, ϕ : V → V such that (ϕ(x), ϕ(y)) is an edge of Γ(V, E) if and only if (x, y) is also an edge of Γ(V, E). Hence a graph automorphism reflects a symmetry in the structure of the graph. The set of automorphisms of a graph is a group under the operation of composition. Therefore, graphs with large automorphism groups are highly symmetric. There is a loose hierarchy of symmetry categories, with vertex transitive graphs being the largest category. A graph Γ(V, E) is vertex transitive if for any two vertices x, y ∈ V , there is an automorphism ϕ such that ϕ(x) = y. Also, such graphs automatically have automorphism groups with at least as many elements as there are vertices in the graph. A main point here is that Cayley graphs comprise the largest category of vertex transitive graphs. They are also the most conspicuous, as they are easily constructed. Although there exist vertex transitive graphs that are not are Cayley graphs, they are neither common, nor easily identified. In other words, if one were to simply impose the symmetry condition that all neighbourhoods possess the same local structure, then one would simultaneously be restricting the graphs to a class (those that are vertex transitive) of which Cayley graphs are the most prominent members.
The second reason is that the diffusion of money through the economy is naturally compatible with the group operation that determines the neighbourhood structure of the graph. To see this fix a Cayley graph Γ(G, Ω), and let m t = {m t (x) | x ∈ G} ∈ R |G| denote the distribution of money in period t. Note that |N(x)| = |Ω| for all x ∈ G. The utility function (1) implies that in every period the old agent at any vertex y divides her cash holdings into |N(y)| equal portions, and then "sends" each of these portions to a neighbour in N(y) in exchange for consumption goods. Therefore, in period t, the young agent at any vertex x receives the fraction
of the cash balances held by each old agent y ∈ N(x); and since these are the cash balances that she brings forward into period t + 1, it follows that m t+1 (x) = 1 |N (y)| y∈N (x) m t (y); then, in terms of the notation introduced above,
Next let G be a finite group, and note that C |G| corresponds to the set of complexvalued functions on G. The group operation on G induces a binary operation * on C |G| , known as the convolution product. Specifically, for any f, g ∈ C |G| the convolution of f and h is defined according to
This concept has a rich heritage in mathematics, for it plays a central role in Fourier analysis (See [21] for instance.) Now define the function δ Ω : G → R by
Thus the evolution of the distribution of money from one period to the next is governed by convolution with the fixed function δ Ω . In words, given a function f ∈ R |G| , the convolution operator produces a new function whose value at x is the average of the values taken by f in the neighbourhood of x. But Cobb-Douglas preferences imply that this is exactly the process according to which the distribution of money evolves from one period to the next. This is the second reason for using a Cayley graph: The flow of money through the economy is described by the convolution product, which is a binary operation on C |G| which, in turn, is naturally induced by the operation on the underlying group G.
The third reason is that some very demanding computations are greatly simplified by the linear structure that can be built from the group. If the underlying group is abelian, then the eigenvalues and eigenvectors for the operator δ Ω can be obtained by elementary methods of Fourier analysis. And if the group is not abelian, then the same methods can be successfully generalized in order to deliver the eigenvalue/eigenvector decomposition of δ Ω , provided that assumption G4 holds. As mentioned above, these methods are exploited in most of the examples in the paper.
Remark 1: It should be pointed out that the flow of money through the economy can also be viewed as a reversible Markov process. In any time period t, think of a unit of currency at a vertex x as moving to any one of the vertices in N(x) with probability 1 |Ω| . For an economy whose spatial structure is furnished by a graph Γ(G, Ω), with adjacency matrix A Γ , the corresponding Markov matrix is 1 |Ω| A Γ . Since this matrix will be referred to frequently in the sequel, it will be designated as A, and referred to colorfully as the diffusion matrix. Thus,
Remark 2: I have now introduced two equivalent notations to describe the same phenomenon, namely m t+1 = δ Ω * m t and m t+1 = Am t . These simply reflect a single set of objects as seen from two different perspectives. In the former notation, δ Ω is an operator on R |G| , where R |G| is regarded as the set of complex-valued functions on G, while, in the latter notation, A is a function on the same set R |G| , but where R |G| is regarded as a vector space over R. Both notations will occur later in the paper.
Monetary Shocks 1: Competitive Equilibrium
The economy described in the previous section has a unique "sensible" equilibrium. This section provides a formal statement of this fact, and then characterizes this equilibrium. Its properties are investigated in the next section.
Given a Cayley graph Γ(G, Ω), and an initial distribution of cash balances m 1 > 0, a competitive equilibrium is a set of sequences of positive functions
. . , that satisfy both the individual optimality conditions (5) - (7), and the equilibrium condition
for all t = 1, 2, . . . and all x, y ∈ G. The equality (9) is simply the market-clearing condition for the good produced at vertex x in period t.
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The following proposition makes the point that although there are uncountably many equilibria, there is only one for which prices and quantities remain bounded. Moreover, in any equilibrium where prices and quantities are not bounded, there must be a subsequence of time periods along which either prices or quantities are, on average, exploding at a doubly exponential rate. Also, if prices are growing at a doubly exponential rate, then quantities must be shrinking at a doubly exponential rate, and vice versa. A double exponential growth rate in prices corresponds to an exponential growth rate in inflation, which, in turn, constitutes a hyperinflation. Since no economy with a constant money stock has ever produced a time series of this nature, (for growth or shrinkage at a double exponential rate is truly staggering), it does not seem unduly restrictive to rule out such equilibria. As a consequence, the paper focuses exclusively on the unique bounded equilibrium.
Proposition 1: Let Γ(G, Ω) be any Cayley graph, and let m 1 > 0 be any initial distribution of money. Then 1. There exists an uncountable infinity of equilibria.
2. There is a unique equilibrium for which prices, {p t ∈ R |G| | t = 1, 2 . . . }, and quantities, {q t ∈ R |G| | t = 1, 2, . . . }, are bounded. This is referred to as the fundamental equilibrium. 
and c 7 e c 8 α
It has been emphasized that the model admits closed-form solutions for the prices and quantities in the fundamental equilibrium. These are stated in the following proposition. First, some notation: if f ∈ R |G| , with f > 0, then log f is the real-valued function that takes the value log f(x) at x ∈ G. Also, let A r Γ (i, j) denote the element of the matrix A r Γ whose row index is x i ∈ G, and whose column index is x j ∈ G.
prices and quantities in the fundamental equilibrium. Then
Before examining these expressions, it will be helpful to interpret the entries in the matrix A From BLANK it can be seen that the price at x in period t is higher if 1). cash holdings of the neighbours of x in period t + 1 are higher, and 2). the prices of the neighbours of x are higher in t + 1. Let y 1 , . . . , y k be the vertices adjacent to x. Higher prices at y 1 , . . . , y k in period t + 1 induce the agent at x to produce a smaller quantity of output in period t (this can be seen from the expression BLANK); this reduced supply, in turn, drives p t (x) up. Also, this dependence of current prices on future prices iterates indefinitely into the future. This explains the terms m t+j+1 (x k )
A j (i,k) in BLANK: The influence of cash held by the neighbours of a vertex x j in period t + r + 1 on the price at x i in period t is reflected in the weight A r (i, j), which is the number of ways in which x j is a neighbour of a neighbour of ... a neighbour of x i , (where the dots here are intended to indicate r repetitions of the phrase "a neighbour of").
Equation BLANK it can be seen that an agent's supply of output increases as the price of her output increases relative to the prices of the goods she consumes. Accordingly, q t (x) depends positively on the cash holdings of the neighbours of x in t relative to the cash holdings of agents who are neighbours of the neighbours of x in t + 1. However, like p t (x), the fact that q t (x) depends on prices at neighbouring vertices in t + 1, implies that it also depends on future cash holdings at all vertices, to a degree that is reflected in the combinatorial structure of the graph.
The expressions (10) and (11) show that the equilibrium is "forward looking," in that, in any given period, the prices and production at all locations in the economy depend only on the distribution of money over all future periods. One implication is that, in general, prices and quantities in all locations respond immediately to a monetary shock. Another implication is that "history does not matter;" in particular, in period t ≥ 1, it is irrelevant whether the initial monetary shock was a large expansionary policy or, at the opposite extreme, a large contractionary policy.
Although it may not be immediately evident, the equilibrium manifests the usual dichotomy between real and nominal variables, insofar as prices and quantities in any period are homogeneous of degree one and zero, respectively, in the initial distribution, m 1 .
Another point regarding the fundamental equilibrium concerns the asymptotic behavior of prices and quantities. As t goes to infinity, prices and quantities converge to one of two possible steady states, one where prices are uniform across the economy and stationary over time, and the other where all prices oscillate between two values form one period to the next. Accordingly, I will refer to the former as a stationary steady state, and to the latter as a cyclical steady state. Cyclical steady states occur only if the matrix A has an eigenvalue equal to −1, and this, in turn, occurs if and only if the corresponding graph is bipartite. A fact which is perhaps surprising is that even though prices oscillate in a cyclical steady state, quantities do not. The following corollary embodies these points. Its formal statement requires a modest build-up of notation.
If Γ(G, Ω) is bipartite then G can be partitioned into two (disjoint) subsets, G 1 and G 2 , such that if x is any vertex in G i , then every neighbour of x is in G j , i, j ∈ {1, 2}, i = j. 12 Let the labels on G 1 and G 2 be chosen such that the identity, e, belongs to G 1 . Also, in the event that Γ(G, Ω) is bipartite, let M i , i = 1, 2, denote the total cash balances held by old agents in G i in period 1, i = 1, 2. That is M i = 
12 The set G 1 must be a normal subgroup of G with index 2.
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Monetary Shock II: Economic Effects
This section is concerned with the effect of a monetary shock on economic variables in the fundamental equilibrium. The focus will be on (a) the behaviour of aggregate measures of both the price level and output, and (b) the behaviour of the distribution of individual prices and quantities across the economy.
The section begins by presenting simulations of the effects of a shock in the economies introduced in Examples 1 and 2 in Section 2. These provide a basic illustration of how prices and quantities respond. They also manifest certain regularities that help motivate the formal results that are presented in the remainder of the section. The first of these is that if α = 2, then a monetary shock always reduces aggregate output (Proposition 3). In other words, with a constant money stock, the economy achieves its global maximum for aggregate output in a steady state. An analogous result holds for prices: The average price level is below its steady-state value everywhere along its trajectory, as the economy converges to a steady state following a shock (Proposition 4). Although the proofs hold only for the case of α = 2, all of the simulations suggest that these results hold for a broader set of parameter values. The next set of results are based on a linear approximation of the equilibrium in the neighbourhood of the steady state; thus they indicate the approximate effects of a small monetary shock on both prices and quantities. Proposition 4 asserts that such a shock has, to a firstorder approximation, no effect on aggregate output. However, such a shock does alter the distribution of individual prices and quantities across the economy. Although the impact of the shock are, in principle, completely described by (10) and (11), in fact, these expressions are sufficiently complicated as to shed very little light on the observed distributional effects. As a consequence, Proposition 6 proposes an approximation to the quantities produced across the economy that is shown to be valid for all time periods beyond a sufficiently large T . Specifically, it asserts that a linear combination of a reasonably small set of eigenvectors belonging to A provides a decent approximation to the distribution of individual quantities in all time periods t > T . Thus, where valid, this linear combination gives a nearly complete picture of the effects of a small monetary shock. This latter fact is complimented by Theorem 1 in Section 6, which indicates that these eigenvectors may, in many cases, be easily obtained, even for fairly large economies. Finally, a secondary theme running throughout the section is the tractability of the model: The closed-form solutions for the fundamental equilibrium, together with techniques in Section 6 for extracting eigenvalues and eigenvectors of A, allow the execution of precise 20 numerical calculations, even in the case of some very large economies.
Two items of notation are required before getting underway. The expression 1 |G| x∈G p t (x) is referred to as the average price level in period t, and is denoted by P t , and x∈G q t (x) is referred to as the economy's real GDP in period t, and is abbreviated as GDP t .
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The outcomes of two experiments are shown in Figures 3.a -3.d and 4.a -4 .d. In all cases, if the economy under consideration has |G| vertices, then total quantity of cash is 1.1|G|. In the initial distribution, 1 + .1|G| units of currency are held at e, while 1 unit is held at every other location (in symbols, m 1 (e) = 1 + .1|G|, and m 1 (x) = 1 for x = e). To motivate this choice for m 1 , one can think of the economy as occupying its stationary steady state up until period 1, with one unit of currency being held at every vertex, but when period 1 arrives, cash balances equal to %10 of the total money stock are transferred to the old agent at e. Thus, in this scenario, m 1 reflects an expansionary monetary policy. However, although it may be helpful to think in these terms, it is certainly not necessary. As the expressions in (10) and (11) make clear, the distribution of money prior to period t has no effect whatsoever on prices or output from t onwards. In other words, the following experiments are entirely consistent with any distribution of cash prior to period 1. To interpret these graphs, note that H 40 possesses the property of being distance transitive. As a consequence, vertices x and y are the same distance from e, then p t (x) = p t (y) and q t (x) = q t (y) for all t. In other words, agents that are the same distance from e comprise an equivalence class. And 13 If the base year is any period prior to the shock, and all prices are initially 1, then x∈G q t (x) agrees with the economy's actual real GDP. (Of course this entails computing real GDP with respect to a base year, rather than by chain-weighting.) The variable P t corresponds to the economy's true consumer price index if, in addition to some mild assumptions, the representative consumption basket consists of all goods in the economy weighted equally. However, in the economies in this paper, no agent, in general, consumes anything even close to this representative basket; therefore P t does not really have the same interpretation as an actual consumer price index.
altogether, there are
vertices that are a distance d from e. In Figures 4.c and 4 .d, a class of agents is identified with its distance from e. So, for instance, in periods 20 and 30 the quantity and price of the good produced by an agent who is 5 units from e is indicated by a small triangle in the appropriate graphs.
Perhaps the most salient feature of a monetary shock is that any deviation from a steady state induced by such a shock entails a reduction GDP.
14 Although I expect that this is true in general, I have been able to prove it only for the case where α = 2. Let U ∈ R |G| be the uniform distribution on G; specifically,
for all x ∈ G. Recall that γ|G| is the economy's steady state GDP. Proposition 3: Let α = 2, and let m 1 be any initial distribution of money other than U. Then GDP t < γ|G| for all t ≥ 1. In the overlapping generations framework, where money is the only asset, a rising price level means that, on average, an additional unit of labour supplied by a young agent in period t purchases a smaller quantity of consumption in period t + 1. This implies that rising prices will, in general, reduce labour supply, and, hence, output. Moreover, in Figures 3.a and 4 .a, the average price level increases monotonically over the course of the transition as the economy returns to its steady state. This, by itself will tend to reduce the economy's GDP. This helps to explain why a monetary shock causes a reduction in aggregate output. But it also just pushes the question back one step: Why does a monetary shock drive the average price level below its post-shock steady state value. Unfortunately, I do not have an answer to this question. A problem here is that the model does not, as far as I can see, allow money's role as a store of value to be disentangled from its role as a medium of exchange.
Another salient feature of the time series in Figures 3.b and 4 .b is that the effect of the shock on aggregate output is surprisingly small. The largest deviation of GDP from its steady-state value in the economy on C 41 (which occurs in period 1) is only 0.36% (e.g. about 1 3 of one percent), while the largest deviation for the economy H 40 (which occurs in period 14) is .43%. Although these magnitudes vary with both the size of the monetary shock and the value of the parameter α, it seems that a very small deviation in aggregate output is a basic qualitative feature of the model.
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An important point that is evident from both equation (10) and Figures 3.c and 4 .c, is that prices respond differentially to a monetary shock. In particular, it appears that prices at locations that are closer to the shock exhibit larger reactions than those that are further away. Also, prices appear to manifest stronger responses as the monetary disturbance draws closer. And, as been emphasized, this is the fundamental reason for the non-neutrality of money in the economy.
The next result makes the point that if the monetary shock is small then, to a firstorder approximation, aggregate output is not affected. Thus in the case of a small shock, all of the effects are on the distribution of output, and not on its level 
Note that if 
. The next result is an attempt at providing some means for understanding the distributional effect of a small monetary shock. It describes an approximation to the distribution of prices and quantities that is valid for all periods beyond a certain point in time. More specifically, it states that a linear combination of those eigenvectors that correspond to the eigenvalue of "second largest modulus," provides an approximation of the distribution of quantities in any period, where the approximation becomes more precise as t increases. An analogous result holds for the distribution of prices. The result is not terribly deep: It is simply a manifestation of the fact that the rate at which the economy converges to its steady state is ultimately governed by the eigenvalue with largest modulus other than 1. Since all of the effects of a small monetary shock are on the distribution of output and prices (and not on their levels), this approximation, when valid, will give a nearly complete description of the effect of such a shock. The problem is that the time T at which the approximation becomes valid may be too large for it to be useful. In particular, the minimum acceptable T may be such that when t > T , the distributions of prices and quantities are essentially indistinguishable from their steady state distributions. Following are two examples, one where the approximation works extremely well, and one where it is essentially useless. In expect that the latter case is probably more typical.
Throughout the paper, the eigenvalues of A, including multiplicities, are denoted by λ 0 , λ 1 , . . . , λ |G|−1 , and these are assumed to be labeled such that 1
(See Lemma 0 in Section 7.) Let λ SLEM denote the "second largest eigenvalue modulus" for A. In other words, λ SLEM = max{|λ i | | |λ i | < 1}.
17 Also, let I + denote those indices for which the corresponding eigenvalues are both positive, and have modulus equal to λ SLEM (formally, i ∈ I + if 0 < λ i < 1, and |λ i | = λ SLEM ), and, similarly, let I − be the set of indices corresponding to eigenvalues that are negative, and whose modulus is equal to λ SLEM . It is possible for either I + or I − to be empty. Define the function q t according to 17 The largest modulus among eigenvalues of A is always 1. The notation "λ SLEM " is borrowed from [?] .
The definition of p t is analogous, but with a minor modification to account for the possibility that A can possess an eigenvalue equal to −1:
It is important that these expressions are built from a potentially small number easily obtainable eigenvectors.
Proposition 6:
There exist functions θ p (h), θ q (h), τ p (h, t), and τ q (h, t) such that
where both θ p = o( h ) and θ q = o( h ) as h → 0 and, for any fixed h ∈ R |G|−1 , both
Example 4.1:
Here the economy is built on the graph Γ(S 10 , T 10 ), which has 10! = 3, 628, 800 vertices, and the initial distribution of currency is as in the previous experiments: m 1 (e) = 1 + .1|G|, and m 1 (x) = 1 if x = e. In this case the approximations q t , t = 1, 2, . . . take an especially simple form. The matrix A has dimension 10! × 10!, and therefore possesses 10! eigenvectors, so, in general, all 10! of these eigenvectors will appear in the sum (12) . However in this particular case, m 1 is orthogonal to all but 42 eigenvectors, and of these, only two correspond to eigenvalues with modulus λ SLEM . Therefore, the unpleasant looking sums Θ(h, t) contain only two terms. The precise expression for q t is q t = 1 2 + 81 565
where φ 1 and φ |G|−2 are eigenvectors corresponding to the eigenvalues 7 9 and − 7 9 , respectively. As explained in Section 7, φ 1 and φ |G|−1 can be read directly from the character table of S 10 . Figure 5 shows the actual distribution of quantities across the economy, q t , together with the approximation, q t , for t = 5, 7, 10. To interpret the figure, note all agents within a conjugacy class are equivalent in all periods in terms of both the prices for their goods and the quantities that they produce. (In symbols, if y = g −1 xg for some g ∈ S n , then q t (x) = q t (y) and p t (x) = p t (y) for all t.) Also, there are 42 conjugacy classes in S 10 . Therefore, although there are 10! vertices, in any time period there are only 42 distinct quantities and 42 distinct prices in the economy. 18 Thus Figure  5 shows q t (x) and q t (x), for one x in each of the conjugacy classes of S 10 . There is a comfortable gap between λ SLEM = 7 9 and the third largest eigenvalue modulus, which is 3 5 , so the approximation is quite accurate after about 7 periods. In this case, even though the economy has over 3 million sites, this simple approximation gives a nearly complete description of the effects of a small monetary shock for all t ≥ 7.
Example 4.2:
This second example features an economy built on C 101 , the cyclic graph with 101 vertices, where the monetary shock is as in the previous examples. In this case, it takes sufficiently long for the term τ q to shrink relative to q t (x, h), that the approximation itself is indistinguishable from its long run equilibrium value. For instance, it takes 4,123 periods for τq qt (x,h) to fall below .01, by which time q t (x, h) has shrunk to the point that
19 This is due to the fact that C 101 has a preponderance of eigenvalues whose moduli are very close to one. (Specifically, it has eight eigenvalues each of whose modulus is between .99 and 1, and two whose modulus is between .9995 and one.0
Graph Properties and Convergence
This section presents four examples that demonstrate that the rate at which an economy returns to a steady state following a monetary shock depends importantly on its spatial structure. In particular, it will be seen that different economies will manifest radically different rates of convergence due to differences in the structure of their underlying graphs. Although the relationship between the structure of the graph and the rates of convergence is not investigated systematically, it appears clear that the speed with which an economy re-equilibrates in the wake of a monetary shock is closely tied to the degree of "connectedness" of the underlying graph.
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The question of how rapidly an economy returns to its steady state following a monetary shock is clearly of fundamental importance. It seems intutively plausible that an economy that equilibrates more rapidly in the wake of a monetary shock will, for this reason alone, be inherently more stable. In particular, it would seem that if the structure of an economy is such that the effects of a monetary shock dissipate rapidly, then monetary factors would be less imprtant as causes of bsusiness cycle fluctuations. This fact is of particular relevance to the recent history of the U.S. economy, as it seems clear that the volatility of business cycles has moderated over the past twenty-five years. The examples presented in this section suggest that an economy that manifests a greater degree of connectedness among its markets will undergo a less protracted fluctuation in response to a monetary shock. This in turn suggests that one factor that may contribute the reduced severity of U.S. business cycles, is a tendency for different sectors of the economy to be come increasingly inter-connected.
As indicated at the close of Subsection 2.3, the distribution of money can be regarded as evolving over time according to a Markov process. Thus the issue being investigated in this section is tantamount to examining the rate of convergence of a Markov processs on a finite group. This is a topic on which there exists an extensive literature 21 ; in fact, it is sufficiently vast that there is no hope of even scratching its surface. Instead, the intention here is to present a small number of examples that demonstrate the broad range of behavior that is possible.
The Rate of Convergence
The section begins with a result that relates an economy's rate of convergence (to a steady state) to the eigenvalues of the underlying graph. This is especially convenient for reasons that will be described once the result is in place.
Fix a Cayley graph Γ(G, Ω) with adjacency matrix A Γ and diffusion matrix A. Recall that u ∈ R |G| is the uniform distribution on G. Recall also that A has an eigenvalue −1 if and only if Γ(G, Ω) is bipartite. In the event that Γ(G, Ω) is bipartite, let G 1 and G 2 denote the subsets of vertices as described prior to the Corollary of Section 4, and let W G i be the function that takes the value 2 |G| on G i , and zero on G j , j = i. The set of complex-valued functions on G is C |G| , the inner product on
and · is the norm f = f, f
An economy whose underlying graph is non-bipartite (respectively, bipartite) converges to its steady state as
Therefore, rates of convergence will be described in terms of the behavior of A t (x, ·) − u in the bipartite case, and A t (x, ·) − W G i in the non-bipartite case. Finally, note that if Γ is any non-bipartite vertex transitive graph, the value of A t (x, ·) − u does not depend on x; likewise, if the graph is bipartite, then the number A t (x, ·) − W G i will not change if x is replaced with any other member of G i .
Proposition 7: If Γ(G, Ω) is non-bipartite, then for any
r ∈ G A t (r, ·) − u(·) 2 = 1 |G| 2 |G|−1 j=1 λ 2t j , whereas if Γ(G, Ω) is bipartite, then for any r ∈ G i A t (r, ·) − W G i (·) 2 = 1 |G| 2 |G|−2 j=1 λ 2t j .
The proposition describes the norms
in terms of the eigenvalues of A. There are three advantages to this formulation. It will be seen in the following section that the eigenvalues are often easy to obtain, even in cases where the graph is truly huge. Thus, the first reason is that these norms frame the question of convergence in terms of variables that are (often) readily available. The second reason is that the norms describe the rate of convergence in terms that do not depend on the particular choice of m 1 . In other words, the rates of convergence depend only on the structure of the graph itself, and not on the potentially idiosyncratic aspects of the monetary shock. And third, the proposition gives exact expressions for the norms rather than merely an upper bound as is typical for results of this type.
Examples
Examples 5.1 -5.3 present special cases of the cycle graph, C n , the hypercube, H n , and the transposition graph, Γ(S n , T n ), that were introduced in Subsection 2.1. In order for the examples to be comparable, the graphs were chosen to have approximately the same number of vertices. 24 A fourth example introduces a special graph for which convergence is nearly instantaneous. It will be seen that the distribution of eigenvalues differs dramatically across the four cases, and, as a consequence, they manifest drastically different rates of convergence. It seems that the speed of convergence in these examples is much greater in graphs with higher elementary measures of connectedness, such as higher edge density, or smaller diameter. 2π . These are obtained easily by taking the Fourier transform of the appropriate character, as described in the next section. 25 The distance A t (x, ·) − u is shown for 600 periods (e.g. t = 1, 2, . . . 600) in Figure 6 .a. The series is normalized so as to take the value 1 in period 1. It can be seen that convergence to the steady state is extremely slow; moreover, it appears to grow progressively slower as time unfolds. The reason can be seen clearly from histogram in Figure 7 which shows the distribution of the eigenvalues of the graph. Evidently there is a preponderance of eigenvalues whose modulus is very close to 1. In particular, there are 2 eigenvalues equal to .999999211 and another 2 equal to −.999999803. Altogether there are 44 eigenvalues whose modulus is between .9999 and 1.
Example 5.2:
Here the graph is the hypercube, H 12 , which is a bipartite graph with 2 12 = 4096 vertices, 24576 edges, and a diameter of 12. Each vertex has 12 neighbours. The eigenvalues together with their multiplicities are reported in Table 1 
Example 5.3:
The graph here is Γ(S 7 , T 7 ), which is a bipartite graph possessing 7! = 5040 vertices, 52920 edges, and a diameter of 6. Each vertex has 21 neighbours. The eigenvalues and their multiplicities are shown in Table 2 . These are obtained from the character 24 The graph C n has n vertices, H n has 2 n vertices, and Γ(S n , T n ) has n! vertices. Therefore, by setting n = 5001 for C n , n = 12 for H n , and n = 7 for Γ(S n , T n ), all three have approximately 5000 vertices. 25 Equivalently, the eigenvalues and their multiplicities can be found as application of Theorem 1 in the following section.
table of S 7 , as described in the following section. Since this graph has approximately twice the number of edges per vertex and half the diameter of H 12 , one would expect convergence to occur more rapidly for this graph than for H 12 , and indeed, Figure 6 .b shows that this is the case. By period 20, ). A strongly regular graph for which c ≥ 1 is connected, in which case, its diameter is 2. A Paley graph with q vertices has eigenvalues and corresponding multiplicities as shown in Table 3 . For such a graph
which shows that even for modest values of q, an economy on such a graph would converge to equilibrium almost instantaneously. For example, for q = 5009 (a number chosen so as be comparable to the previous examples), |G| 2 A t (r, ·) − u < 10 −11 by t = 4.
Remark: Tables 1 -3 show that the multiplicities of the eigenvalues for the graphs in examples 5.2 -5.4 are strikingly large. This is due to the very high degree of symmetry possessed by the respective graphs. To see this, fix a graph Γ(V, E), not necessarily Cayley, with vertices V , edges E, and adjacency matrix A Γ . To any graph automorphism π : V → V there corresponds a |V | × |V | permutation matrix P , obtained by setting
and setting P (i, j) = 0 otherwise. If φ is an eigenvector of A Γ with eigenvalue λ, then P φ is also an eigenvector of A Γ with eigenvalue λ. (See [7] , page 116.) In other words, the existence of an automorphism with permutation matrix P , gives rise to an eigenvector P φ sharing the same eigenvalue as φ. And since highly symmetric graphs possess large numbers of automorphisms, it can be expected that such graphs will possess eigenvalues with large multiplicities.
Eigenvalues and Eigenvectors of A
As the previous two sections make clear, the analysis of the fundamental equilibrium of the economies introduced in the paper is greatly facilitated if the eigenvalues and eigenvectors of A (equivalently, A Γ ) can be obtained. This section shows that under the following conditions, the eigenvalues and eigenvectors are readily available: 1). the underlying graph is a Cayley graph, 2). the generating set, Ω, for the Cayley graph is the union of conjugacy classes, and 3). the initial distribution of money, m 1 , is a class function. Under these conditions, the eigenvalues and eigenvectors of A Γ can be obtained directly from the character table of the underlying group. As is demonstrated throughout the paper, the implication is that very large and, ostensibly, complex economies can be investigated in great detail. I begin by describing the importance of conditions (2) and (3) appearing in the previous paragraph. Once these basic facts are established, the concept of a character table is finally introduced. This will provide a sufficient basis to state the main theorem of the section. Two illustrative examples, one featuring an abelian group, and one featuring a non-abelian group, follow.
Let G be a group with identity element e, and suppose that G possesses r conjugacy classes, denoted as C 1 , . . . , C r . A function f : G → C is a class function if it is constant on conjugacy classes; that is, if f(x) = f(y) whenever x and y are conjugate to one another. The symbol C G will denote the set of class functions for G. There are two important facts regarding class functions: The first is that if f and g are class functions, then so is f * g, and the second is that if Ω is the union of conjugacy classes, then δ Ω is also a class function. 27 Since m t+1 = m 1 * δ t Ω , an immediate consequence is that if m 1 is a class function as well, then m t is a class function for all t. In other words, under condition (1) - (3) Given a representation ρ of G, a character of ρ is a function χ : G → C defined according to ρ(g) = tr ρ(g), where, if B ∈ GL d , then tr B is the trace of B. There exist r characters of G with the special property (defined in the following section) of being irreducible. These are fundamental in that all characters of a group are weighted sums of the irreducible characters. All characters of G are class functions, and, consequently, each takes on at most r distinct values (since there are assumed to be r conjugacy classes). In fact, much more than this is true: the irreducible characters form an orthonormal basis for the set of class functions. The character table of G is an r × r array that provides a complete list of the irreducible characters belonging to the group. Typically, the columns are indexed by the conjugacy classes, and the rows are indexed by the irreducible characters. So, for instance, if χ i is the i th irreducible character, and x ∈ G belongs to the j th conjugacy class, then χ i (x) is the number appearing in row i and column j of the character table.
Example 6.1: The character table for the cyclic group of order 8 appears in Table 4 . The group is identified with Z 8 = {0, 1, . . . , 7}, and where, for simplicity, ω is written in place of e 1 8 2πi . Since each element of an abelian group comprises its own conjugacy class, the conjugacy classes of Z 8 are 0, 1, . . . , 7; these are the column headings.
Example 6.2:
The character table for S 7 appears in Figure 5 .a. Each conjugacy class of S n corresponds to a partition of the integer n. 28 Therefore, each of the labels Ci across the top of the table corresponds to one of the 15 partitions of 7. The partition corresponding to a specific Ci, as well as the size of the given conjugacy class, is shown in Table 5 .b.
The main theorem of the section can now be stated. It asserts that the irreducible characters of G are eigenvectors for A, and that the corresponding eigenvalues are also comprised of ingredients found in the character table. Recall that for any v ∈ C |G| , Av and v * δ Ω are equivalent.
Theorem: Let Γ(G, Ω) be a Cayley graph with underlying group G and generating set Ω, and let Ω satisfy Assumptions G0 − G4. In particular, let C 1 , . . . , C r be conjugacy
where λ is a real number given by
where x j is any member of C j , j = 1, . . . , r. 
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Example 2: Let S 7 be the underlying group, and let T 7 be the generating set. The set T 7 is itself a conjugacy class. Therefore, according to the Theorem above, if χ is an irreducible character, then the corresponding eigenvalue is
, where τ is any element in T 7 . The terms in the χ(e) comprise the first column of the character table, while the terms χ(τ ) comprise the second column. The multiplicity of an eigenvalue
is χ(e) 2 . All of the entries in Table 2 are obtained in this fashion. For instance, the entries in columns 2 and 13 of Table 2 correspond to characters χ 2 and χ 13 in Table 5 .a. Thus the eigenvalues are , and their multiplicities are χ 2 (e) 2 = 6 2 and
Remark 1: Note that in the special case where G is an abelian group, Theorem 1 is obtained by taking the Fourier transform of the function δ Ω . To see this, let G be a finite abelian group, and let G be the characters of G. (The characters of an abelian group G are the homomorphisms from G into the unit circle in C.) For a function f : G → C, the Fourier transform of f is the function f : G → C defined according to
Therefore, for any f ∈ C |G| , and any χ ∈ G,
Now if f is replaced with δ Ω , this becomes χ * δ Ω (x) = δ Ω (χ)χ(x). In other words, the character χ is an eigenvector of δ Ω whose corresponding eigenvalue is the Fourier transform δ Ω evaluated at χ; that is δ Ω (χ) ∈ C. Although these ideas can be generalized to the setting of non-abelian groups, the generalization is so extensive that it no longer really looks like Fourier analysis. Consequently, Theorem 1 is expressed here in the language of representations of groups.
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Remark 2: The fact that the character table gives a complete list of the eigenvalues of A is independent of whether the functions m t , t = 1, 2, . . . , are class functions. The theorem above gives a complete description of the eigenvalues. Their multiplicities can be found from the first column of the character table: If χ is an irreducible character, then the multiplicity of the corresponding eigenvalue is χ(e) 2 . So, for instance, the eigenvalue corresponding to χ 3 is 6 14 (as described in Example 2 above), and its multiplicity is 14 2 . Thus the table following Example BLANK, which contains a full set of eigenvalues together with their multiplicities, is obtained by reading down the first two columns of the character table.
Proofs
The following lemma gathers together some basic facts concerning the diffusion matrix A corresponding to a connected Cayley graph.
Lemma 0: Let A Γ and A be the adjacency and diffusion matrices, respectively, for a connected Cayley graph Γ(G, Ω), and let λ 0 , . . . , λ |G|−1 be the eigenvalues of A, including multiplicities, whose corresponding eigenvectors are φ 0 , . . . , φ |G|−1 .
1.
A is symmetric 2. The eigenvalues of A are real and can be labeled such that A Γ , A inherits the basic properties of A Γ . That A Γ is symmetric follows from Assumption G2; and since A Γ is symmetric, its eigenvalues are real, and its eigenvectors are mutually orthogonal. That the eigenvalues of A Γ are bounded in modulus by |Ω| is given in Proposition 3.1 of [7] . That 1 G is an eigenvector of A Γ with eigenvalue |Ω| follows from the fact that all vertices of a Cayley graph have the same number of neighbours. (In the language of graph theory, Cayley graphs are |Ω|-regular.) Assumption G3 guarantees that Γ(G, Ω) is connected, which, in turn, implies that the eigenvalue |Ω| has multiplicity 1 (Proposition 3.1 of [7] ). That x∈G φ i (x) = 0 for i = 0 follows from the fact that φ i is orthogonal to 1 G . The truth of the fourth point is contained in Section 2c of [7] (page 11).
2
Proof of Propositions 1 and 2:
An equilibrium is characterized by sequences of positive functions
Substitute (13) into (15), and then solve for p t (x):
This latter expression holds for each x ∈ G. Now take logarithms of both sides for each equation, and express the results in vector notation. (In other words, log p t ∈ R |G| .)
This is system of first-order difference equations that can be solved forward for p t+s , s > 0, starting from any p t . Therefore, any choice of p 1 > 0 generates an sequence of (positive) equilibrium prices. This establishes part (1) 
A(i,|G|)
Next, specialize to the case of α = 2, and then apply the Cauchy-Schwartz inequality to obtain
38 Now set to work on the term where the transition to the second line is due to the fact that the columns of A sum to 1. So putting this together causes (18) to go over to
where, once again, the inequality is strict unless m t+1 (x 1 ) = ... = m t+1 (x |G| ). However, = γ, which proves the result. 2
Proof of Proposition 4:
The proof follows the same format as that of Proposition 5; however, it is much less complicated. The expression in (16) can be written as
Summing over all i, and using the Cauchy Schwartz inequality gives
where the fact that The Theorem of Section 6: The theorem is proved by gathering results dispersed throughout [20] . 32 As mentioned, the result is features prominently in the work of Diaconnis (Chapter 3 of [13] illustrates the use of the material in studying the convergence of Markov processes on groups. It also provides additional references.) The remainder of the section consists of a long build-up of material, followed by a short proof. The proof is simply a matter of fitting together the many pieces that have been introduced along the way.
Let G be a finite group with identity e, and let GL d be the group of invertible d × d matrices over the complex numbers. As was mentioned in the text, a representation of G is a homomorphism ρ : G → GL d . An equivalent concept, that will be more useful in the present context, is that of a CG-module( [20] , Chapter 4). This consists group G and a vector space V over C, together with a group action of G on V that respects the linear structure of V . Specifically, the action, V × G → G must adhere to the conditions C |G| into facts about elements in C [G] . Any function f ∈ C |G| can be identified with the element g∈G f(g)g in C [G] . Under this identification, the operation f * δ Ω defined in Section 2 (according to which m t * δ Ω = m t+1 ) for any f, is equivalent to right multiplication of f by δ Ω in C[G], as described by (24) .
The theorem of Section 6 now follows. Let Γ(G, Ω) be a Cayley graph whose generating set adheres to Assumptions G0 − G4. 
