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INTRODUCTION 
In this paper we study some properties of positive solutions of the non- 
linear boundary value problems, posed for a domain D in E, 
-Llu = /If(u) XED (O-1) 
u=o XEaD (0.2) 
for the special case of D being the unit sphere. There is an interesting con- 
nection between the growth rate off(u) as u becomes large, (and as u tends 
to zero) and the number of positive solutions of (O.l), (0.2). Classical results 
of this type were published (for D, the unit sphere) by Gelfand, [2], for the 
case f(u) = P. He reported that, while in cases n = 1 and n = 2, there are 
intervals of X, (0, A*) such that (O.l), (0.2) has two positive solutions for 
0 < /\ < h*; for n = 3, the range (0, h*) of h for which positive solutions 
exist can be broken into an infinite, nested sequence {I%} of subintervals such 
that (O.l), (0.2) has at least n positive solutions for A E I, . A key feature of 
this case is the fact that f(0) > 0.l Recently Gelfand’s result has been 
* This work was supported in part by grant NSF GP 16293 from the National 
Science Foundation and in part by grant A8239 from the National Research Council 
of Canada. 
+ Current address: Mohawk Community College, Utica, N. Y. 
1 Another phenomenon relating n to f(u) occurs when f(0) = 0, and a classical 
result of this type was established by Emden, [l] and [3], for the special case of the 
unit sphere, n = 3 and f(u) = urn, i.e., there is a positive solution for a range of h if 
m < 5 but none if m > 5. A substantial extension was made by Pohozaev, [6], who 
showed that for any star shaped domain that there were positive solutions if m < 
(n + 2)/(n - 2) but none if m > (n + 2)/(n - 2). 
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extended by Joseph and Lundgren, [3], who show (among other things) for 
the unit sphere andf(u) = (1 + au)a that 
(a) if 1 < /I < (n + 2)/(n - 2), there is a range of /\, 0 < X < h*, 
for which two positive solutions exist. 
(b) if /I > (n + 2)/(n - 2) and 4fl/(B - 1) + 4 w) > n - 2 
then the situation described above for Gelfand’s result (n = 3, f(u) = Ed) 
holds. 
(c) if /3 > (n + 2)/(n - 2) and 4@/(B - 1) + 4 dm) < n - 2 
there is one positive solution for a range of X, 0 < h < h*. 
In this paper we look at (O.l), (0.2) for the unit sphere, and investigate 
the connection between the behaviour of positive solutions and n and f(u) 
by a method requiring only general restrictions on f(u) rather than pre- 
scribing its specific form. The results are summarized in Section 5, and it is 
recommended that this section be read directly after the introduction. We 
show that for suitably restrictedf(u), there is a critical X value, h*, such that 
(O.l), (0.2) has at least two positive solutions for 0 < h < X*. We give some 
estimates for the shape of the bifurcation curve (the h versus U,, graph) of 
these positive solutions and our estimates enable us to make some observa- 
tions on the relation of the case f(0) > 0 to f(0) = 0. When applied to 
f(u) = (1 + 4 , h 6 t e conditions on f reduce to j < n/(n - 2); in view of 
the above quoted results of [3], this appears to be overly restrictive. However, 
efforts to modify the approach taken to admit j? < (n + 2)/(n - 2) have been 
unsuccessful and the authors suspect that it is a defect inherent in the method 
adopted. The results quoted above (and all results of this type for n > 1 
known to the authors) are obtained using a specific form off(u) and exhibiting 
a one parameter family of solutions of the differential equation. In this paper, 
we apply a simple shooting technique and attempt to estimate the solution of 
the resulting initial value problem. In Section 1, the initial value problem is 
set up and the need suggested for separate estimates near x = 0 as in Sec- 
tion 2, and for x not near x = 0 as in Section 3. A discussion of the behaviour 
of the first zero of the initial value problem is given in Section 4 and the 
implications of these sections for positive solutions of the boundary value 
problem are summarized in Section 5. 
Our assumptions concerning f(u) imply that its graph is convex from 
below. In [5], Keller and Cohen exhibit a fundamental difference between 
this case and the case that f(u) is sublinear. For the case n = 1, results on 
multiplicity of positive solutions have been obtained by several authors 
(in particular Laetsch [6], and Ullrich [8]). Since the case n = 1 and n = 2 
require special treatment in our approach and we are interested in the general 
pattern of the interaction between n and f(u), we restrict our discussion to 
n 3 3. 
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1. THE INITIAL VALUE PROBLEM 
We shall assume that f(u) is a locally Lipschitz function of U, and that 
f(0) > 0. If we define 
w = f@>/(U + 4 u > 0; F(O) = 1 (1.1) 
and require F(u) to be continuous then 
f(u) = Jw (u + 4 and d = f (0). (14 
Most additional hypothesis, then, will be made on F(u). Restricting our 
attention to spherically symmetric solutions of (0.1) reduces it to the ordinary 
differential equation 
(x”-W(x))’ + Ax”-lf (U(X)) = 0 (1.3) 
in radial polar coordinate, X, with (0.2) being equivalent to boundary condi- 
tions 
u’(0) = 0, U(1) = 0. (1.4) 
We assume that F(U) is non decreasing in U, and that there is a non negative 
function of t, g(t); not identically zero, such that for u > 0 and 0 < t < 1, 
e.g., 
F(u) = 1 + um, g(t) = tm. 
We are interested in the cases that f(u) is superlinear, i.e., F(u) tends to 
infinity with u, however this will be documented more explicitly in the 
sequel. The shooting technique to be used employs the solution V(X, c) 
of (1.3) subject to initial conditions 
v(0, c) = c, v’(0, c) = 0. (1.6) 
Here c is the shooting parameter and it is straightforward to establish that the 
conditions u’(0) = 0 and u(0) < cc are equivalent, and that solutions V(X, c) 
of the initial value problem exist for x > 0, for all c > 0. The number of 
positive solutions of the boundary value problem, then, is the same as the 
number of c values for which 
v(l, c) = 0, D(X, c) > 0 O<X<l. (1.7) 
When f(u) is convex and superlinear, the investigation of v(x, c) as a 
function of c is complicated by the fact that (1.3), (1.6) becomes a form of 
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singular perturbation problem as c approaches 00. Let W(X) = V(X, c)/c, then 
setting E = l/F(c), (1.3) and (1.6) can be written 
e(x”-lW’(X))’ + Ax”-1(F(cw)/F(c)) (w + d/c) = 0 (1.8) 
w(0) = I, w’(0) = 0. (1.9) 
Hence one would anticipate a boundary layer in w or v near x = 0. For this 
reason, the process of bounding v(x, c) might be reasonably expected to be 
divided into two parts. We obtain one set of bounds in the “boundary layer” 
and match these to another set obtained from the Sturm comparison theorem 
outside the initial interval. 
2. ESTIMATES IN THE BOUNDARY LAYER 
In this section, we estimate the behaviour of the solution, v(x, c) of (1.3), 
(1.6) near x = 0, taking account of the nonlinearity of the equation. If (1.3) 
is integrated once, we see that 
v’(x, c) = --x IOn (s/x)“-lf(v(s, c)) ds. (2.1) 
LEMMA 2.1. Ifv(t, c) > Ofor 0 < t < x, then v(t, c) is monotone decreasing 
in t, 0 < t < x and 
v’(x, c) < - hxf(v(x, c))/n. (2.2) 
Proof. From (2.1), we see that if v(t, c) > 0 for 0 < t < X, then 
v’(t, c) < 0 for 0 < t < x, sof(~(~, c)) >f(~(zc, 6)) ifs < x. 
Another bound for v’(x, c) can be obtained by considering the comparison 
equation 
(x”-W(x))’ + Xx+T(c) m(x) = 0. (2.3) 
Although (1.3) is an inhomogeneous equation if d > 0, we can define (as in [3]) 
Y(X, c) = v(x, c) + d. (2.4) 
Then 
(x+ly’(x, c))’ + Xx”-lF(v(x, c)) y(x, c) = 0 
~(0, c) = c + 4 y’(0, c) = 0 
(25) 
and (2.3) is a Sturm majorant for (2.5), on any interval such that D(X, c) > 0. 
Let m(x) be the solution of (2.3) such that m(O) = 1. 
Then, with v = (n - 2)/2 
m(x) = r(&w(c) x) for r(t) = knt-VJy(t) (2.6) 
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R, = 2Pr(n/2), and J,(t) is the Bessel function of the first kind of order v([9], 
page 128.) Let 2, be the first zero of J”(s). 
JvC&) = 0. (2.7) 
The next lemma deals with estimates for ~‘(5, c) for “large” c and is not true 
for all c > 0 if d > 0. For this reason, we state it for the range c >, dh/2n; 
however this requires the introduction of a technical constant 7, and function 
B(x), which are solely used to establish the positive constant T of the lemma. 
The relevance of this range of c will probably not be apparent until (4.4) is 
encountered; inequality (4.4) h s ows that the boundary value problem in 
question has no positive sohrtions if c < Ad/2n. 
Let T be the first positive root of r(t) - (272/A) (1 - r(t)) = 0 let 
and 
7 = min(?, Z,/fiF(c)) 
B(t) = r(t) - (244 (1 - r(t)) O<t\<7 
= 0 t 3 T. (2.8) 
LEMMA 2.2. Let c 2 hd/2n and .$ 3 ZJ 1/m(c); let F(ct)/F(c) > g(t) 
((1.4)), then either ZI(X, c) has a zero before [ or 
y’(f, c) = v’(5,c) < - (c + 4 T/{(~(~))n’~-~l (2.9) 
where 
I’= I t”-$$.l(t)) r(t) dt 0 
is a positive constant. 
Proof. If v(x, c) does not have a zero before 5, then (2.3) can be used as a 
comparison equation for (2.5) and a standard argument (given for Lemma 3.2) 
shows that, for x < Z,,/dAF(c) 
y(x, c) = v(x, c) + d >, (c + d) m(x). (2.10) 
Consequently 
v(x, 4 b +4x) - (d/c) (1 - m(x))) 3 c&,‘-@ 4 (2.11) 
since for the range of c chosen d/c < 2n/X. In view of (2.8), (2.11) holds for 
0 < x < f, so, using (2.1) 
-y’(& c) 3 h Jzv’dAF(c) (s/~>n-l~(c~(d@@) s)) (c + d) m(s) ds 
> (c + d)hF(c)/F j-ozV”AnC1 s”-l(F(cB)/F(c)) m(s) ds (2.12) 
3 (c + d) M(c)/<+l ~zV”AF’c’ s”-lg(B(&F(c) s) m(s) ds. 
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Let d@(c) s = t, then m(s) = r(t) and 
-r’(c-, 4 3 (c + d) @Cc) ~/(F(~(c)y). 
However, ~‘(5, c) = ~‘(5, c) so (2.9) is established. 
(2.13) 
3. ESTIMATES OUTSIDE THE BOUNDARY LAYER 
In the preceding section, we established some estimates for V(X, c) the 
solution of the initial value problem (1.3), (1.6), taking into account the effects 
of the nonlinearity over an initial interval. We now proceed with estimates for 
the rest of the interval 0 < x < 1. For this purpose we consider 
(X~%J’(X)) + kc”-‘w(x) = 0. (3.1) 
SinceF(u) 3 1, (3.1) will be a comparison equation for (2.5), and to compare 
W(X) with y(x) = W(X) + d, we match W(X) and its derivatives to upper bounds 
for y(x) and y’(x) at x = 5, some value which we use to mark the “edge” of 
the boundary layer. The first step in this process is the development of a 
representation for the solution of the initial value problem for (3.1). As 
linearly independent solutions of (3.1), we take 
j(x) = qL(A) and y(-q = XVY”(&> (3.2) 
with v = (n - 2)/2, (see [9], page 128). Then the solution w(x, 5) of (3.1) 
taking initial values 
45,5‘) = a; w’(5, 5) = b (3.3) 
can be expressed 
where 
We shall develop a convenient and explicit form for w(x). Let W(X) denote the 
Wronskian of j(x) and y(x), then Cramer’s rule can be used to>how that 
w(x, 5, = b j(x) y'(5) - y(x)f(f) 
Now, from (3.2), 
(3.5) 
jyx) = -vX-(l+q(&q + x-‘/y’($.&) fi 
(3.6) 
y’(x) = -vx-(l+v) Y”(&‘%) + PY”‘($&) fi. 
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so 
(3.7) 
However the Wronskian of the Bessel functions is known to be 2/(~ fix) 
([9], page 76), so that 




If we define $r(x, 5) and $a(~, 5) by 
2% 5) = -.ww wm) + J”(d%> &(4x) 
A(-% s> = J”ww Y”‘(v% - mm Y”(dq 
we can write 
i(x)r(S) - rW(5) = -(x0-” da;@, 5‘) 
Ax)Y’(~) - AW(O = +4x&-y 2% -5)/5 + (xW 4 da;@, I). 
Substituting these into (3.5), we get 
LEMMA 3.1. The solution of the initial value problem (3.1) and (3.3) is 
W(X, 5) as given in (3.11). 
LEMMA 3.2. If y(x) = v(x, c) + d is the solution of(2.5) andy(& = a > 0, 
and y’(E) < b then either y(x) has a xero in the interval 5 < x < T or 
Y(X) < 4x, 5) for ~6 < x < T. 
Proof. The argument is a standard comparison theorem one. Since 
Y(5) = 45,6) > 0; Y’(E) < 45, 5) (3.12) 
and r”(e) < w”([, e), there is some interval, [ < x < s, throughout which 
Y(X) < 4% 5). s uppose the statement IS false then for some x,, < T we have 
YbJ) = 4% 9 I), Y’bl) 2 W’(% , 0 (3.13) 
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“y(x) (xn-W(X, 5))’ - w(x, 5) (x”-4’(x)) dx 
c 
= xfJ n-1(4% 3 0 - Y’h 9 5))Y(Xo) 
- Y(QJ’(5, 5) - Y’(E)) y(S) 
s So 
= h X-~(X) w(x, 4) (F(w(x, c)) - 1) dx 
>0.6 
This implies that 
(3.14) 
X%J’(% , E) - Y’ca Y(%) > c?(w’(E, S) - Y’(5)) Y(f). (3.15) 
However the signs implied by this relation are inconsistent with (3.12) and 
(3.13), which proves the lemma. 
LEMMA 3.3. If h < Zy2, then fl(x, 5) > 0 for [ < x < 1. 
Proof. Consider 
regarded as a function of x, it is a solution of Bessel’s equation which vanishes 
at x = 4. Zeros of distinct solutions of Bessel’s equation separate each other, 
and, with h < ZV2, the first zero of J&6x) is larger than 1. Hence $r(x, 6) 
does not vanish for 5 < x < 1, and its sign will be that of a$,/& (6, 5). 
(see (34, (3.9)) which completes the proof. 
4. BEHAVIOUR OF FIRST ZERO OF o(x,c) 
In the preceding section, we obtained some bounds for V(X, c) which will 
enable us to make some observations on the behaviour of the first zero of 
o(x, c). Let us denote this first zero by z+,(c), i.e. 
+h(C>, 4 = 0, 0(x, c) > 0 0 < x < z,(c). (4-l) 
We shall show, under certain hypotheses, that, for c small, Z,(C) < 1 if 
d > 0, whereas z,(c) > 1 if d = 0. If d > 0, there is a range of c for which 
Z,(C) > 1; and for d > 0, z,(c) < 1 for c large. 
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LEMMA~.~. (a) Ifd>Oundh>O,thenfo~any~,O<~<1,theyeis 
c(c) such that x,(c) < E foy 0 < c < C(E). 
(b) Ifd=Oandh~2,,2,z,(c)<1foyO<c. 
(c) xfd = 0 and X < Z:, there is a q, such that x,(c) 2 1 for 0 < c < c,, . 
(See (2.7) for 2, .) 
Proof. If (1.3) for o(x, c) is integrated twice using initial conditions (1.6), 
then 
2(x, c) = c - h 
s 
z s( 1 - (s/x)n-2)F(u(s, c)) (v(s, c) + d) ds/(n - 2). (4.2) 
0 
Since F(v) > F(0) = 1, then if x < z,(c), 
v(x, c) < c - h 
I 
LX s(1 - (s/x)“-2)8(O) (d) ds/(n - 2) = c - XxV/(2?2). (4.3) 
0 
Consequently, if d > 0, we must have 
q,(c) < (2nc/hd)1/2 (4.4) 
which establishes the result for case (i). The results for cases (ii) and (iii) 
follow immediately from the Sturm comparison theorem comparing TJ with 
the solutionj(x), given at (3.2), f o comparison equation (3.1) and noting that 
F(v(x, c)) > 1, for x near zero, if c # 0. 
LEMMA 4.2. Let d > 0, and M = m&F(c) (1 + d/c). If 
h < 2nlM. (4.5) 
Then for a range of c values, z,(c) > 1. 
Proof. From (4.2), using F(v(s, c)) (z(s, c) + d) <F(c) (c + d) for 
s -c %J(c), 
z)(x, c) > c - MF(c) (c + d)/2n. (4.6) 
So, by a simple contradiction argument, we have that x,(c) > Z(C) for 
z(c) = (2nc/hF(c) (c + d))lj2. (4.7) 
However, if h < 2n/M then Z(C) > 1, for some range of c which establishes 
(4.5). 
THEOREM 4.3. If 
‘,‘z F(c) n12-l~c = 0 (4.8) 
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then 
Fit z,(c) = 0. 
Proof. Pick x0 , 0 < x,, < 1, we wish to show that, for c sufficiently large, 
x,(c) < x,-, . If q,(c) denotes the first zero of y(x) = V(X, c) + d, then 
44 G %A+ (4.9) 
Let 5 < x0 and W(X, 5) be the solution of (3.1) with 
Y(6) = 45, E) and Y’(4) < w’(k E). (4. IO) 
If z,(c) denotes the first zero of W(X, 0, then by Lemma 3.2 
%(4 e %J(4 
Hence it is sufficient to establish that for c sufficiently large 
(4.11) 
if w satisfies (4.10). 
%(4 G x0 (4.12) 
Noting from Lemma 2.1 that y’(t) < -Aff (w(4, c))/n we can set 
4s, 5) =r(l); 46, 5) = -k-f(+% c))/n (4.13) 
and satisfy (4.10). F rom (3.11) it can be seen that for each c, either 
4x0 3 C) G 0 so that %(4 < x0 (4.14) 
or 
Y(5>wL%(~o > 8 + (46 - wv(& 4)/n) $l(% , f)] > 0. (4.15) 
From (4.15), we conclude that either 
Y(5) G 0 so that %(C> < x0 (4.16) 
or 
If we now show that (4.17) leads to the conclusion that z,(c) < x0 for large 
c under hypothesis (4.8), then the alternatives (4.15), (4.16) or (4.17) all imply 
z,(c) < x0 at least for large c and the theorem will be proved. 
To examine the implications of (4.17) we redefine w(x, .$) as the solution 
of (3.1) satisfying 
44, 4) =r(E); UJ’(.$ 6) = -(c + d) T/((iF(c)>“l”-’ [“-‘). (4.18) 
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(See (2.9) for 7’). Then Lemma 2.2 ensures that w(x, 6) satisfies (4.10). From 
(3.1 I), we see that the sign of UJ(X,, 0, as c varies, will be that of 
where 
4$$z + (qqE - (c + 4 T/(qC)“‘2-14n-1)) 62’; (4.19) 
Y =r(O Yi = 2Xx0 t 5). 
However, under the alternative (4.17) v([, c) is uniformly bounded as c 
varies, for fixed x,, , &, , A; moreover $r is positive for h < Zv2 as indicated 
in Lemma 3.3. So the expression (4.19) will be negative for c sufficiently large 
if lim e~mF(c)n~2-1/~ = 0. Hence (4.17), under hypothesis (4.8), leads to the 
conclusion that au(c) < x0 for c sufficiently large, so that all alternatives 
support the conclusion of the theorem, concluding its proof. 
5. IMPLICATIONS FOR THE BOUNDARY VALUE PROBLEM 
In this section, we interpret the results of the preceding sections in terms 
of solution behaviour for the boundary value problem for U(X, A) 
(X+4’)’ + Ax-IF(u) (24 + d) = 0 (1.3) 
U’(0, A) = 0; U(1, A) = 0 (l-4) 
(see (l.l)-( 1.5), Section 1). If we let U(X, A) be a positive solution of (1.3), 
(1.4) and set 
then the locus of all points (A, c(h)) in the (A, c) plane traces out a curve, 
the branch of positive solutions of the bifurcation diagram of (1.3), (1.4). 
While this notation is fairly natural from the viewpoint of this discussion, it 
has the disadvantage that c(h) may not be a single valued function of A, 
since for a given A, there may be several solutions of the boundary value 
problem. We will also use the notation (h(c), c) for points on the branch of 
positive solutions of (1.3), (1.4) which is more satisfactory, since X(c) is a 
single valued function of c. Our results will be presented in the form of 
statements about the existence of positive solutions in Theorems 5.1 and 5.2 
and statements about the location in the h - c plane of the curve (A, c(X)) 
(or (X(c), c)) in Theorems 5.3, 5.4 and 5.6 followed by a discussion of some 
examples. 
THEOREM 5.1. If d > 0 and F(u) is non-decreasing, there is a range of A, 
0 -=c h < A*, for which positive solutions of (1.3), (1.4) exist. Let 
M = my W(c) (c + 0, 
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then 
2nM < A* < ZVzM. 
Here Z, denotes the first xero of the Bessel function J”(x). 
(5.1) 
Proof. The existence statement follows as immediate consequences of 
Lemmas 4.1 and 4.2 i.e. since there are values of c for which z,(c) < 1 and 
xv(c) > 1 and xv(c) is a continuous function of c, there is a value c(h) for which 
z,(c(X)) = 1. The lower bound for A* follows directly from Lemma 4.1 also, 
and the upper bound follows from [4] and is discussed in Theorem 5.3. 
THEOREM 5.2. Let lim,+,(F(c~/2~1/c) = 0. 
(a) Tf d > 0, there are at least two positive solutions of (1.3) (1.4) for 
the range of A, 0 < X < A*. 
(b) If d = 0, there is at least one positive solution of (1.3), (1.4) for 
0 < A < Z,2 and none if X > Z,2. 
Proof. This follows directly from Lemma 4.1(b) and (c) and Theorem 4.3. 
The estimates for the initial value problem enable us to exclude the 
bifurcation curve from certain regions of the h - c plane. For example, 
if d > 0, (4.4) shows that (A, c(h)) is excluded from the region 
2nc/(Xd) < 1. (5.2) 
Recalling that the definition of 17(u) in (1.1) shows f(u) = F(u) (u + d). 
THEOREM 5.3. When (h(c), c) is defked, 
Wf (4 -G W) < Zv2 O~;zc s/f(s). 
Proof. In the proof of Lemma 4.2, inequality (4.6) shows that 
(5.3) 
c - h(c)f(c)/2n < 0. (5.4) 
The upper bound on h(c) is the application of a general bound by Joseph 
and Sparrow, [4], to this problem. In this case, it also follows from a simple 
application of the Sturm comparison theorem to (1.3) written in the form 
(x+L’)’ + x+lh( f (24)/u) 24 = 0. 
The hypothesis that U(X, A) is a positive solution with u( 1, A) = 0, ~(0, A) = c, 
and h min ,,sS&f(s)/s) > Z,Z leads to a contradiction. Since (5.2) can be 
rewritten 
W < (Wd) c (5.5) 
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we see that (5.5) and (5.3) give upper bounds on X(c). However (5.5) is a 
better bound for small enough c as the next result indicates. 
LEMMA 5.5. For d > 0 and F(u) non-decreasing, the bifurcation curve 
(A(c), c) emerges.from (0,O) with a tangent of slope d/2n. 
Proof. The boundary of the region excluded by the lower inequality 
in (5.3) enters the origin with a tangent of slope d/2n, as does the line (5.5), 
hence (h(c), c) must lie between these, and share their common tangent. 
A somewhat more complicated analysis enables us to indicate how the 
bifurcation curve approaches (0, co) in the (X, c) plane when 
For convenience, in the next theorem we assume that F(u) is strictly monotone 
increasing, so that F-l(u) is defined. 
THEOREM 5.6. There are a priori constants, K and K, such that the bifurca- 
tion curve of (1.3), (1.4) is excluded from the region 
An’“-‘F-‘(K/A) < z(c + d) F(c)-‘“‘“-l’. (5.6) 
Proof. Let 5 be any point 0 < 5 < 1, we regard it as fixed and the con- 
stants of the discussion will depend on it. From their definitions at (3.9), it 
can be determined that d/x$,( 1, [) and $r( I, S) are bounded functions of h 
for 0 < h < Z,*, and yI(l, 0 is bounded away from zero.2 So positive 
constants Kl , K, , can be defined by 
46 I f2(1, 01 + v/t) <KG K2 < f$,(l, 0 (5.7) 
For a given (A, c) pair, the first zero of v(x, c) occurs before x = 1 if the 
expression in (4.19) is not positive. So an exclusion region can be described by 
v(S, 4 h%A(L 4) + 451 - Cc + 4 TAU, tY((fl(c))“‘“-’ F) < 0. 
(5.8) 
Using (5.7), a subset of this exclusion region is determined by 
v(e, c) Kl - (c + d) TIKz/(AF(c))“‘“-’ < 0 for Tl = T/t”. (5.9) 
We turn to estimating ~(5, c) to make (5.9) more explicit in X and c. The 
sequence of alternatives which are listed as (4.14)-(4.17) show that for a given 
X value, either (;\, c) is excluded, or 
F(v(f, 4) d n(v’%W, 0 + 45)l[&fA(l, 01 
Ydl, t) + r(y)@+ - I’)/(rr(v + 1)) as h + 0. 
(5.10) 
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or, using (5.7) and F-r(u) for the inverse function of F(u), 
W5,4) < mm); q5, c) < F-yw). (5.11) 
So there are constants K and ks such that if for a given pair (h, c) 
F-l(K/X) - (c + d)lqAF(c))“/2-1 < 0 (5.12) 
then either (X, c) is excluded by the alternatives (4.14)-(4.16) or it is excluded 
because (5.12) implies (5.9). Th is completes the proof, as (5.12) can be 
rearranged to (5.6). Th e inequality (5.6) determining the exclusion region is 
written in the given form to show that if lim,,, cF(c)-nls+r = co then, for a 
fixed /\, (5.6) determines an upper bound for c(X) (which is defined for A 
small enough, Theorem 5.2). 
From (5.3) and (5.6), we can determine two functions, c,(h) and c,(h), 
such that cr(l\) + co as A - 0, and such that 
44 < CN < co)* 
To this extent, we have pinned down how the bifurcation curve approaches 
(0, 00) of the (h, c) plane. As an example, consider the caseF(u) = 1 + ZP for 
m < 2/(n - 2). 
We define cl(X) from (5.3) as the largest root of 
WA = (1 + 4w Cd + c1(4)/d~) (5.13) 
and 
c,(h) - (2n/h)rl” as h -+ 0. 
Defining c,(h) similarly from (5.6) we have 
X”P-IF-l(K/h) = A”/“-‘(K/X - 1)1/m 
and 
c2(X) N O(kllm) as h + 0. 
In this case, both bounds give the same asymptotic behaviour as h + 0, 
so we can conclude that 
c(X) = O(h-l/m) as X -+ 0. (5.14) 
As an example of these estimates for a specific, very simple case, we consider 
f(u) = (1 + u)” and n = 3, i.e., 
(XW)’ + x?i(l + 24)” = 0. (5.15) 
The estimates are plotted in Fig. 1 along with the bifurcation curve as 
obtained by a numerical solution. 
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FIGURE 1 
In this example, for (5.3) we need 
The remarks preceding this example apply to this case, and show that the 
upper part of the branch of positive solutions approaches h = 0, c = co so 
that h(c) = O(c-l). In principle, an apriori bound for this could be obtained 
from (5.6), however the computation of the constants involved seems more 
complicated than the result merits. 
For d > 0, the exclusion regions determined by (5.3), (5.5), and (5.6) 
form three regions of (A, c) plane, Regions I and II are indicated on Fig. 1, 
Region III is determined by the (5.6) and its boundary would be c = c#) 
in the terms of the preceding discussion. From Theorems 5.1 and 5.2 it can 
be seen that part of the bifurcation curve lies between Regions I and II and 
40914312-6 
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it must be the branch of stable positive solutions of (O.l), (0.2) ([5]). The 
part between Regions I and III is a secondary, unstable, positive solution. 
As d approaches zero, it will be seen that Region II collapses onto the h axis 
and the lower boundary of Region I does also. In this sense then, it appears 
that the zero solution of the homogeneous problem (f(0) = 0) is the limit 
as d tends to zero of the minimal positive solution of the problem for d > 0, 
and the branch of positive solutions of the homogeneous case appears to be 
the limit as d tends to zero of the secondary unstable positive solutions 
when d > 0. 
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