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Abstract 
Calderbank, A.R., Covering machines, Discrete Mathematics 106/107 (1992) 105-110. 
We construct 2-state covering machines from binary linear codes with a sufficiently rich 
subcode structure. The goal is to trade multiple covering properties for increased redundancy. 
We explain why the expected covering properties of covering machines should be superior to 
those of codes obtained by iterating the ADS construction. 
1. From block codes to covering machines 
Let C be an [n, k]R code. If u is a random binary vector, then the codewords in 
C give 2” different approximations to 21, and d(v, c(v)) d R for some codeword 
c(v). We shall consider codes C that provide at least two good approximations to 
every source vector v. Our goal is to trade multiple covering for increased 
redundancy. 
For c=O,l and for i=l,2 ,..., n let Ci, be the set of codewords c = 
(c,, . . . > c,) in C for which ci = E. We shall assume that the ith coordinate is not 
always zero, so that C& is a subcode of C with codimension 1. Graham and Sloane 
[3] defined the norm N,(C) with respect to the ith coordinate by 
MC) = ysz (4.v C6) + 4x, Ct)}. (1) 
If Ni(C) d N for at least one coordinate i, then C is said to have norm N. We 
define 
N(C) = min {N,(C)}, 
*=siszn 
(2) 
and we shall sometimes refer to N(C) as the norm of C. An [n, k]R code C for 
which N(C) G 2R + 1 is said to be normal, and coordinates i for which 
Ivi(C) = N(C) are called acceptable. 
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We may view the concept of normality as quantifying the idea of there being 
two good approximations to every source vector. A very interesting open 
question is the existence of an abnormal binary linear code. Note however that 
the definition of normality distinguishes 12 subspaces C& with codimension 1 in C. 
Given an arbitrary subspace H of C with codimension 1, we may define 
so that iVi(C) = S,,(C). We then define the l-norm S’(C) by 
S’(C) = rn) {S,(C)}, 
where the minimum is taken over all subspaces H of C with codimension 1. It is 
easy to prove that there exists an [n, k] code with norm 2R + 1 if and only if there 
exists an [n - 1, k] code with l-norm at most 2R (see Calderbank [l]). There is a 
good reason for allowing all subspaces of codimension 1 rather than just the it 
subspaces Ch. Given an [n, k]R code C with k/(n + 1) > R/(R + l), a counting 
argument is all that is needed to prove S’(C) < 2R + 1 (again see Calderbank 
[I]). We remark that Honkala [4] defines an [n, RJR code C to be subnormal if 
there exists a subset H of C such that for all x E E;, 
d(x, H) + d(x, C\H) s 2R + 1. (5) 
Thus linear [n, k]R codes with kl(n + 1) > R/(R + 1) are subnormal and the 
subset H can be taken to be a subcode with codimension 1. 
We now turn to subcodes H with codimension 2. There exist vectors x0, x1 E ffI; 
such that C = (H, x0, x1>, and we denote the coset H + ax0 + bx, by [ab]. The 
figure of merit f(H, x0, x1) for this division of C into 4 cosets will be given by 
f(H, x0, x1) = max min {d(x, [CO]) + d(x, [El])}. 
X&q &=o,l (6) 
We minimize this figure of merit over all divisions of C into 4 cosets to obtain 
f(C) = *?@;, {fW> x0, Xl>>. (7) 
Note that f(C) 3 2R. Then C determines the 2-state covering machine M(C) 
shown in Fig. 1. Codewords in M(C) are the edge labellings of paths generated 
by M(C). The rate of this covering machine is (k - 1)/n, since every edge is 
labelled by a coset of H, and there are two edges leaving every state. 
Let CL be the set of binary sequences of length L generated by M(C). Then CL 
is a linear code, since edge labels are generated by the convolutional code with 
generator matrix [l + D, D]. 
Theorem 1. CL is a [Ln, L(k - 1) + l] code with covering radius at most 
1Lf W/21. 
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Fig. 1. 
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The covering machine M(C). 
. 
Proof. If yi, . . . , y, E (Fg then each vector xi determines a weighted matching of 
the graph shown in Fig. 2 and the sum of the edge weights is at most f( C). (Here 
the weight on the edge [ab] is d(yi, [ab]).) Thus y,, . . . , y, determine two paths 
pi, pz through the trellis, and every edge that appears in some matching is used in 
exactly one of the paths pl, p2. If the weight of a path is the sum of the weights of 
edges appearing in that path, then 
so that wt(p,) =S [Lf(C)/2] for i = 1 or 2. Cl 
Remarks. (1) We shall say that M(C) is an [n, k - l]f(C)/2 covering machine, 
and we shall refer to f(C)/2 as the covering radius of M(C). 
(2) We may use the Viterbi algorithm (dynamic programming) to find the 
closest codeword to a given binary vector. The complexity of decoding M(C) is 
essentially the same as that of decoding C. 
(3) Calderbank and Fishburn [2] have calculated the second moment of the 
coset weight distribution of the 2-state convolutional code with generator matrix 
[l, 1 + D], which is equivalent to the machine shown in Fig. 1. The second 
moment gives the per-dimension expected Hamming distance of a random binary 
sequence from the code. For the code [l, 1 + D], the second moment is i; this is 
the expected fraction of bits in a random vector that need to be changed to 
produce a codeword. It might be possible to obtain this statistic for M(C) by 
similar methods. 
Fig. 2. The weighted matchings for e(y,) = 1 and I = 0. 
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(4) Graham and Sloane [3] have described a method of combining normal 
codes called the amalgamated direct sum construction (ADS). In this construction, 
the redundancies add, the covering radii add, and the new block length is the sum 
of the old block lengths minus one. If we concatenate two covering machines, 
then the block lengths add, the covering radii add ([f(Ci)/2] + [f(Cz)/2j < 
l(f(C1) +.NC2))/2J )9 and the redundancy is the sum of the old redundancies plus 
one. 
2. Two examples 
We can construct covering machines from interesting codes by exploiting their 
subcode structure. 
Example 2.1. Here C is the [22,12]3 code obtained by twice puncturing the 
[24,12] Golay code. The dual code CL is a subcode of C with codimension 2, and 
we take H = CL. Parity check matrices for these codes are shown in Fig. 3 below. 
Thus P’ and P are parity check matrices for C’ and C respectively. The cosets of 
CL in C are specified by inner products with the last two rows of P’. We need to 
recall that codewords of weight 6 in C form the Steiner system S(3, 6,22). 
Claim. If d(y, [ab]) = i, where i = 0, 1, 2, or 3, then d(y, [&I) ~6 -i. 
Proof. If c E [ab] and d(y, c) = i, then y = c + e where the weight of the error 
vector satisfies wt(e) = i. We complete e to a codeword c1 of weight 6; thus 
e + e, = c1 and wt(e,) = 6 - i. 
Now y = c + cl + e,, and since c1 E [Ol], we have c1 + c E [&I. 
Thus f(C) g 6, and since f(C) 2 2R we see that equality holds. Thus M(C) is a 
[22,11] covering machine with covering radius 3. Let t(n, k) be the minimal 
covering radius of any binary linear [n, k] code. Graham and Sloane [3] proved 
PI = iI1 _: lj ;j it%z5& 
wt(v) = 7 
Fig. 3. Parity check matrices. 
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t(22, 11) = 4. Note that the ADS construction applied to the [23,12] Golay code 
yields a [22L + 1, 1lL + 1]3L code. However we believe that the expected 
covering properties of the covering machine should be superior. 
The ADS construction involves the code C,= [00] U [lo] and the coset 
C1 = [ll] U [Ol]. By iterating the ADS construction we obtain the code 
DL = {(c,, . . . , c,) ( cj E Ccc;) and ~(1) = . . . = E(L)}. 
Define f : IF:‘+ IF2 by 
f(Y) = ( 
0 if d(y, Co) c d(y, Cd, 
1 otherwise 
and associate the vector (f(yr), . . . , f(yL)) E E$ with the sequence (yl, . . . , yL) 
of vectors yi E 1F:*. The distance of (yr, . . . , yL) from DL is strongly correlated 
with the distance of (f(yr), . . . , f(yJ) from the repetition code ((1, . . . , 1)). 
Here the normalized expected distance is 1. 
Now consider the covering machine. Here we define g : IF;*+ Fz by 
g(y) = ab if d(y, WI) s d(y, [G 41, 
where ties are broken in some fixed way. Now we associate the vector 
MY,), . . . , g(yL)) E (lF$)L with a sequence (y,, . . . , yL) of vectors Yi E IF;*. The 
expected distance of (yr, . . . , yJ from the code CL is strongly correlated with 
the expected distance of (g(yJ, . . . , g(yL)) from the convolutional code [l, 1 + 
D]. Here the normalized expected distance is 4, so we expect to change f of the 
entries g(Yi). 
This is not a rigorous argument but the difference between f and 4 should result 
in superior expected covering properties for the covering machine. 
Example 2.2. Here C is the [15,7] cyclic code consisting of all vectors 
(co, . * . 7 c15) that satisfy 
g Cid = 2 cia? = 0, 
i=O 
where cx is a primitive element for GF(16). The weight enumerators of C and C’ 
are given by 
W,(z) = 1 + 5z3 -I- 3z5 + 25t6 + 30.~~ + 302’ + 25z9 + 32r” + 5z’* + z”, 
IV,+) = 1 -I- 302” + 60.~~ + 105~~ +602”. 
The code C is generated by the matrix G shown in Fig. 4, and the subcode 
H = C fl ( zl, z2) I. Again cosets of H in C are specified by inner products with 
the vectors zr and z2. 
It is an interesting exercise in the algebraic theory of error correcting codes to 
calculate the coset weight distribution of C. The 6 different weight distributions 
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Fig. 4. Matrices that define C and H. 
Coset Multiplicity Bo(z) Bl(z) 82(z) B3(z) B4(z) 
1 1 0 0 5 0 
15 0 1 1 0 5 
60 0 0 1 2 3 
30 0 0 1 3 4 
90 0 0 0 2 7 
60 0 0 0 1 6 
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Fig. 5. Coset weight distributions for C. 
are shown in Fig. 5, where Bi(z) denotes the number of codewords in C at 
distance i from z. 
Claim. Zfd(y, [a, b]) = ‘, 1 w h ere i = 0, 1, 2, 3, then d(y, [&I) =s 7 - i. 
Proof. The proof involves looking at each of the 6 types of coset and we leave it 
to the reader. El 
Thus f(C) G 7 and this particular choice of subcode Z-I gives a [15,6] covering 
machine with covering radius $. For comparison t(15,6) = 4, as was shown by 
Simonis [5]. 
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