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Abstract—Multimodal fusion frameworks for Human Action
Recognition (HAR) using depth and inertial sensor data have
been proposed over the years. In most of the existing works, fu-
sion is performed at a single level (feature level or decision level),
missing the opportunity to fuse rich mid-level features necessary
for better classification. To address this shortcoming, in this
paper, we propose three novel deep multilevel multimodal (M2)
fusion frameworks to capitalize on different fusion strategies at
various stages and to leverage the superiority of multilevel fusion.
At input, we transform the depth data into depth images called
sequential front view images (SFIs) and inertial sensor data into
signal images. Each input modality, depth and inertial, is further
made multimodal by taking convolution with the Prewitt filter.
Creating “modality within modality” enables further complemen-
tary and discriminative feature extraction through Convolutional
Neural Networks (CNNs). CNNs are trained on input images
of each modality to learn low-level, high-level and complex
features. Learned features are extracted and fused at different
stages of the proposed frameworks to combine discriminative and
complementary information. These highly informative features
are served as input to a multi-class Support Vector Machine
(SVM). We evaluate the proposed frameworks on three publicly
available multimodal HAR datasets, namely, UTD Multimodal
Human Action Dataset (MHAD), Berkeley MHAD, and UTD-
MHAD Kinect V2. Experimental results show the supremacy of
the proposed fusion frameworks over existing methods.
Index Terms—Canonical correlation analysis, fusion of depth
and inertial sensors, human action recognition,, multimodal
fusion.
I. INTRODUCTION
HUMAN Action Recognition (HAR) has been a core areaof research for the multimedia community due to its
applications in various fields, including human computer in-
teraction [1], healthcare [2], sports [3],visual surveillance [4],
military, robotics and gaming.
Before the resurgence of neural networks, especially the
deep learning models, conventional methods for HAR were
statistical methods, where the focus was on designing hand-
crafted features. These hand-crafted methods have two dis-
advantages: 1) requirement of domain knowledge about the
data [5]; 2) capturing only a subset of the features; resulting
in difficulty to generalize for unseen data. The exemplary
performance of deep learning in classification tasks [6] has
diverted the attention of researchers from hand-crafted meth-
ods to deep learning models. CNN in particular has gained
significant attention in computer vision and machine learning
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due to its strong ability to automatically learn invariant and
hierarchical features directly from the images.
Low cost sensors including Kinect depth cameras, wear-
able sensors and availability of smartphones have been very
beneficial for HAR. Kinect depth cameras provide 3D action
data, require less hardware resources and are less sensitive to
lighting changes and clutter as compared to RGB cameras [7].
However there are limitations associated with depth images
like view point variation, noise during image acquisition
and constrained space defined by camera orientation. These
shortcomings can be alleviated by utilizing wearable inertial
sensor for HAR such as accelerometer and gyroscope [8].
Wearable sensors provide multivariate time series data in terms
of 3-axis accelerations from accelerometers and three axis
angular velocities from gyroscopes. These sensors provide data
at a high sampling rate and can work in dark and unbounded
environment. Like depth cameras, wearable sensors have lim-
itations such as sensor drift and intrusiveness, as the humans
have to physically wear them [9].
Multimodal fusion can alleviate the shortcomings of both
types of sensors, and thus improve the performance of HAR.
Although multimodal HAR has progressed significantly over
the past few years, the current works fall short of optimal
performance when combining multiple modalities. A major
difficulty is in deciding at which level of information fusion:
early fusion, feature level fusion and decision/late fusion, the
modalities should be fused [10].
The purpose of multimodal fusion is to obtain complemen-
tary information from modalities to perform the analysis task
accurately. In multimodal fusion the major consideration is
to find the optimal instance or stage to fuse the modalities.
Based on this philosophy, the commonly used strategies are
data level or early fusion, feature level or intermediate fusion
and decision level or late fusion [11]. The emergence of
deep learning has resulted in some new concepts for fusion.
Since feature extraction in deep learning models, especially
the CNN, can be performed at any layer, feature level fusion
for deep networks can be further divided into early feature
level fusion (fusion between features of convolutional layers)
and late feature level fusion (fusion between features of fully
connected layers) depending upon the layers of the deep
network from which the features are extracted.
Feature level fusion is the most widely used approach for
integrating information in deep learning models. The greatest
benefit of feature level fusion is that it utilizes the correlation
among the modalities at an early stage. Furthermore, only one
classifier is required to perform a task, making the training
process less tedious. However, a notable limit of feature
level fusion is time synchronization, since the data in various
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2modalities are captured at different rates and formats [12].
The other broadly used fusion tactic is decision level. The
significant advantage of this technique is that it allows us
to explicitly examine each modality and thus the chance of
dominance of one modality over the other is greatly reduced.
Furthermore, decision level fusion offers scalability in terms
of modality [13], since adding a new modality is relatively
easier. The notable issue with decision level fusion is the use of
more than one classifier. This makes the task time consuming.
Hybrid multimodal fusion has been exercised by investigators
to cop up the shortcomings of feature level and decision level
fusion [14]. However, there is no single fusion method which
can be considered as an ultimate solution yet. Most current
works either do feature level fusion or decision fusion, missing
the opportunity of fusing rich mid-level feature representations
that are available in a CNN-based architecture.
To address the aforementioned deficiencies and to exploit
different fusion strategies, in this paper, we present three novel
deep multilevel multimodal (M2) fusion frameworks for HAR.
In each distinct fusion framework, we applied multilevel fusion
to counter the short comings of single stage fusion so that
an optimal framework can be reached methodically. The key
contributions of the presented work are:
1) We propose three unique deep M2 fusion frameworks :
“Deep multistage feature fusion framework”, “Deep hy-
brid fusion framework” and “Computationally efficient
fusion framework”. The purpose of presenting three deep
fusion frameworks is to get full advantage of multimodal
fusion by applying multiple fusion strategies to find
a robust framework for HAR. We show that through
careful execution of multilevel multimodal (M2) fusion,
all three fusion frameworks can be tuned to provide
outstanding results for depth-inertial HAR.
2) Inspired from the outstanding performance of CNN
on image classification task [6], we transformed both
input datasets, depth and inertial, into depth and signal
images respectively. To extract more discriminative and
complementary features, we increased the number of
modalities by taking convolution of SFIs and signal
images with the Prewitt filter. Converting input data to
images and generating additional modality by Prewitt
filtering enables extraction of different feature types (e.g.
edges, curves, and higher-level abstractions) with CNN
that are not possible with 1D temporal data [15].
The rest of the paper is organized as follows. Section II
describes the related works on HAR using conventional and
deep learning-based fusion. Section III provides technical
details of our signal processing and image conversion ideas,
and the proposed deep M2 fusion frameworks. In Section
IV, we provide detailed experimental analysis, where the two
aforementioned contributions are analyzed in detail through
ablation studies and comparison with state-of-the-art models.
Section V concludes the paper.
II. RELATED WORK
Since HAR is a very active research field with many re-
search directions, for brevity, we only discuss existing methods
for HAR that attempts at fusing different modalities.
In [16] the accuracy of HAR is improved by fusing features
extracted from depth and inertial sensor data and using col-
laborative representation classifier. Improved accuracy results
were achieved due to complementary aspect of data from
both modalities. A decision level fusion is performed between
depth camera data and wearable sensor data to increase the
capabilities of robots to recognize human actions in [17].
An efficient real-time human action recognition system is
developed in [18] using decision level fusion of depth and
inertial sensor data. Depth and inertial data is effectively
merged in [19] to train a hidden Markov model for improving
accuracy and robustness of hand gesture recognition. In [20],
a computationally efficient real-time detection and recognition
approach is presented to identify actions in the smart TV
application from continuous action streams using continuous
integration of information obtained from depth and inertial
sensor data. A method for bilateral gait segmentation is
proposed in [21] by multimodal fusion of features obtained
from thigh mounted inertial sensor and depth sensor with the
contralateral leg in its field of view. The proposed method can
be used to make lower limb assistive devices for patients with
walking impairments. In [22], novel and robust unsupervised
method based on fusion of depth and inertial sensor data for
HAR is proposed. The proposed Multiview Cauchy Estimator
Feature Embedding (MCEFE) method is capable of finding the
optimal unified space and projection matrices by minimizing
empirical risk through the Cauchy estimator. A comprehensive
survey on fusion of depth and inertial sensors is provided in [9]
where the recent success of the fusion and future challenges
and trends are discussed in details.
Due to the recent popularity of deep neural networks (DNN)
in multimedia applications, several deep learning based fusion
frameworks for HAR has recently been presented. In [23]
a supervised deep multimodal fusion framework for process
monitoring and verification in the medical and healthcare
fields is presented that depends on simultaneous processing
of motion data acquired with wearable sensors and video data
acquired with body-mounted camera. Authors in [24] proposed
DNN based fusion of images and inertial data for improving
the performance of human action recognition. Two CNNs were
used to extract features from images and inertial sensors and
the fused fearures were used to train an RNN classifier.
Deep learning based fusion methods for HAR using depth
and inertial sensors have been presented in [25], [26], [27]
and [28]. In [25], CNN is used to extract features from
depth images while recurrent neural netwrok (RNN) is used to
capture features from inertial sensor data. Finally, a decision
level fusion is performed on extracted features to improve the
accuracy of HAR. In [26] deep learning based fusion system
based on fusing the depth and inertial data is presented which
is capable of detecting and recognizing actions of interest from
continuous action streams. CNN is used to extract features
from depth images, and a combination of CNN and long short-
term memory (LSTM) network is utilized for inertial signals.
First, the segmentation is performed on each sensing modality
and then actions of interest were detected. Finally, the decision
level fusion is performed for recognition. In [27], CNNs are
used to extract features from depth images obtained from depth
3sensor and from signal images obtained from inertial data.
Finally, a concatenation fusion is performed between the two
modalities. A CNN based sensor fusion system is developed
in [28] to detect and monitor transition movements between
body states as well as falls in healthcare applications. Fusion
between the modalities is carried out by accumulating the
scores of fully connected layers of CNNs.
The major shortcoming in existing deep learning based
fusion methods for HAR using depth and inertial sensors
is that the fusion is performed at a single level or stage,
either feature level or decision level, thus failing to map the
true semantic information from data to classifier. Since deep
learning models allow us to extract features at all levels of their
structure, we get rich multilevel features comprised of low
level, mid-level and high level features. The existing methods
do not take advantage of this rich multi-level information,
leaving room for improvement in the state-of-the-art of deep
learning-based visual-inertial action recognition.
To adress all the shortcomings of the related work, in this
paper, we introduce three novel deep multilevel multimodal
(M2) fusion frameworks for improving the performance of
HAR using depth and inertial sensor data. In all three fusion
frameworks, fusion is performed at multiple stages to alleviate
the deficiencies of the existing methods. The three (M2) fusion
frameworks are explained in detail in section III.
The proposed frameworks are an extension of our recent
work [27], where a CNN-based fusion framework is presented,
depth and inertial sensor data is transformed into images
and then CNNs are employed to extract features from the
transformed images. The depth and image features are simply
concatenated (feature level fusion) and served as input to
train a multiclass SVM classifier. We extend the work here
by proposing the novel M2 fusion frameworks that perform
multilevel multlimodal fusion.
III. PROPOSED METHOD
In this section, we first describe the common components of
our frameworks; converting input signals to images, creating
modality within modality, and fusion technique. Then, the
three novel deep multilevel multimodal (M2) fusion frame-
works are presented.
Fig. 1: Five samples of Sequential Front View Images of Two
hand Front Clap
A. Formation of Sequential Front View Images
The depth data provides 3D information, therefore we can
generate the front, top and side view of depth motion maps.
Fig. 2: Formation of Signal Image from Inertial sensor data
Fig. 3: Signal Images of three different actions
We experimentally observe that only front view information
is enough to recognize the actions as the fusion of front view
with other views doesnot significantly increase the recognition
accuracy as shown in Table VI, but only increase the compu-
tational cost. The supplementary information is provided by
the inertial dataset. Thus we convert the depth sequences into
images called Sequential Front view Images (SFI) as shown
in Fig. 1. By using only one view in the SFIs, we are reducing
the computational cost. These images are similar to the motion
energy images and motion history images introduced in [29].
These SFIs provide cumulative information about the action
from start to completion.
B. Formation of Signal Images
Inertial sensors generate data in the form of multivariate
time series. In our datasets, we have six sequences of signals
: three accelerometer and three angular velocity sequences
obtained from accelerometers and gyroscopes respectively.
We converted six sequences into 2D virtual images called
signal images based on the algorithm in [30]. The conversion
of time series data to signal image is shown in Fig. 2. Signal
image is obtained through row-by-row stacking of given six
signal sequences in such a way that each sequence appears
alongside to every other sequence. The signal images are
formed by taking advantage of the temporal correlation among
the signals.
Row wise stacking of six sequences has the following order.
123456135246142536152616
Where the numbers 1 to 6 represent the sequence numbers
in a raw signal. Order of the sequences clearly shows that every
sequence neighbors every other sequence to make a signal
image. Thus the final width of signal image becomes 24.
For deciding the length of the signal image we made use of
sampling rate of datasets which is 50Hz for our two datasets.
Therefore, to capture granular motion accurately, the length of
the signal image is finalized as 52, resulting in a final image
size of 24 x 52. These signal images are shown in Fig. 3.
C. Modality within modality
We create a modality within each input modality by con-
volving images of each input modality with the Prewitt filter.
Prewitt filters are edge detectors and are simple to imple-
ment [31]. The filters deployed by CNN are trainable and are
4specifically tuned to a dataset through a long training process.
The purpose of applying Prewitt filter was to create a generic
additional modality for any dataset that can be created effi-
ciently without training, before we feed multiple modalities to
our proposed networks. This can be thought of as an additional
step of pre-processing to create an additional modality. Our
purpose is to show that creating an additional modality can
help extracting complementary and discriminative features.
While we used Prewitt filter to demonstrate our multimodal
networks, we believe other type of filters can be utilized too.
Creating edge oriented modalities for both depth and signal
images using Prewitt filter have been experimentally proved
significant as shown in Table IV. These modalities allow CNN
to extract further complementary and discriminative features
and thus the availability of rich features due to these created
modalities help classifiers to perform its task efficiently and
accurately.
We apply the following 3-by-3 Prewitt filter that emphasizes
horizontal edges.
h =
 1 1 10 0 0
−1 −1 −1

Prewitt filtered sequential front view images and signal
images are shown in Fig. 4 and 5 respectively.
Fig. 4: Prewitt Filtered Sequential Front view Images of Two
Hand Front Clap
Fig. 5: Prewitt Filtered Signal Images of three different actions
D. Canonical Correlation based Fusion (CCF)
Canonical correlation analysis (CCA) is effective and robust
multivariate statistical method for finding the relationship
between two sets of variables.
Let X ∈ Rp×n and Y ∈ Rq×n represents the feature ma-
trices from two modalities, where p and q are the dimensions
of the first and second feature set respectively and n are
the training samples in each modality. let Σxx ∈ Rp×p and
Σyy ∈ Rq×q denote the within set covariance matrices of X
Fig. 6: CNN Architecture for Signal Image. Consists of two
convolutional layers, two pooling layers, and a fully connected
layer. The first convolutional layer has 50 kernels of size
5x5, followed by pooling layer of size 2x2 and stride 2. The
output of the first pooling layer is the input of the second
convolutional layer which has 100 kernels followed by 2x2
pooling layer with stride 2.
and Y respectively and Σxy ∈ Rp×q denotes the between set
covariance matrix for X and Y and Σyx = ΣTxy . The overall
augmented covariance matrix of size (p+q)× (p+q) is given
by
cov(X,Y ) =
[
Σxx Σxy
Σyx Σyy
]
(1)
The purpose of CCA is to find the linear combination
X ′ = AX and Y ′ = BY such that the maximum pairwise
correlation between the modalities could be achieved. Matrices
A and B are called transformation matrices for X and Y
respectively. The correlation between X ′ and Y ′ is given by
corr(X ′, Y ′) =
cov(X ′, Y ′)
var(X ′).var(Y ′)
(2)
where cov(X ′, Y ′) = ATΣxyB, var(X ′) = ATΣxxA and
var(Y ′) = BTΣyyB. X ′ and Y ′ are known as canonical
variates.
Lagrange’s Optimization method is used to maximize the
covariance between X ′ and Y ′ subject to the constraint that
the variance of X ′ and variance of Y ′ is equal to unity [32].
var(X ′) = var(Y ′) = 1
On the transformed feature vectors, canonical correlation
based fusion (CCF) is performed by adding the transformed
feature vector. Mathematically this addition is written as
Z = X ′ + Y ′ = ATX +BTY
E. M2 Fusion frameworks
Finally we present the fusion frameworks utilizing the
aforementioned common components.
1) Deep Multistage Feature Fusion Framework: Our first
network, the deep multistage feature fusion framework is built
upon the philosophy of processing the separate modalities
through separate CNNs first, which act as feature extractors.
Then, a two stage feature fusion is performed, feature concate-
nation, followed by canonical correlation based fusion (CCF).
The architecture of framework is shown in Fig. 7.
Alexnet (CNN based model) [6] is used to extract features
from SFIs and Prewitt filtered SFIs. Another smaller CNN,
whose architecture is shown in Fig. 6, is used to extract fea-
tures from signal images and Prewitt filtered signal images as
5Fig. 7: Deep Multistage Feature Fusion Framework
Fig. 8: Deep Hybrid Fusion Framework
Fig. 9: Computationally Efficient Fusion Framework.
6shown in Fig. 7. We extracted learned features from the second
last fully connected layer of both Alexnets and performed
concatenation. Similarly, learned features extracted from the
first fully connected layer of the CNNs for signal images are
also concatenated. The final fusion with CCF is performed
between the concatenated features of both modalities as shown
in Fig.7. For CCF, we downsampled the concatenated features
of depth modality using bicubic interpolation, so that they are
the same size as the concatenated features of inertial modality
to avoid rank deficiency during calculations of transformation
matrices. Fusing the two concatenated layers using CCF results
in highly discriminative features compared to simple concate-
nation [33]. This fused data is served as input to multiclass
SVM for performing recognition task.
We used SVM as a classifier since we experimentally proved
in our previous work [27] that SVM performs better than
softmax, which is typically built into any CNN framework.
Softmax classifier reduces the crossentropy function while
SVM employs a margin based function. Multiclass SVM
classifies data by locating the hyperplane at a position where
all data points are classified correctly. Thus SVM determines
the maximum margin among the data points of various classes.
The more rigorous nature of classification is likely the reason
why SVM performs better than softmax. Since we are doing
multilevel fusion, therefore we have to extract and fuse fea-
tures at more than one stages and hence we require an external
classifier, thus classification within the CNN framework is
meaningless and end-to-end deep learning model cannot be
promoted.
2) Deep Hybrid Fusion Framework: The architecture of the
deep hybrid fusion framework is shown in Fig. 8.
This framework uses hybrid fusion, combination of feature
level and decision level fusion, as compared to deep multistage
fusion framework that used feature level fusion at two stages.
Furthermore two classifiers are used to generate scores for
each modality to perform decision level fusion.
At the input of this framework, input modalities are con-
verted into images and features are extracted with Alexnet
and CNN and fused by concatenation in same way as that
of multistage fusion framework explained in section III-E1.
The two concatenated feature vectors are separately inputted
to two SVM classifers as shown in Fig. 8. The final fusion is
a decision level fusion between the scores generated by two
classifiers. We use maximum fusion strategy to generate final
classification results.
3) Computationally Efficient Fusion Framework: The ar-
chitecture of the computationally efficient fusion framework is
shown in Fig. 9.
The first major change in this fusion framework is that only
two CNNs are used as compared with first two frameworks
where four CNNs are used, making it computationally far more
efficient. Furthermore, the hybrid fusion in this framework is
performed as combination of image fusion (data level fusion)
and feature level fusion as compared to deep hybrid fusion
framework where hybrid fusion was the combination of feature
level and decision level fusions. We perform image level fusion
between signal images and Prewitt filtered signal images to
generate composite images as shown in Fig. 10.
Fig. 10: Composite Signal Images of three different actions
Dataset SamplingRate Modality
Training
Samples
Test
Samples
UTD MHAD 50
Depth 46639 11660
Inertial 11031 2745
Berkeley MHAD 30
Depth 26400 6500
Inertial 2612 653
UTD Kinect V2 50
Depth 14098 3524
Inertial 3532 884
TABLE I: Dataset Information
The composite image consists of different color channels.
Gray region in the composite image shows the region where
the two images have the same intensities. Green and magenta
colors show the region where the intensities are different.
Moreover, in this framework shown in Fig. 9, we did not make
depth modality multimodal to keep this fusion framework
computationally efficient. Alexnet is used to extract features
from depth images and the CNN , whose architecture is shown
in Fig. 6, is used to extract features from the composite images.
The final fusion is CCF to get the most discriminant features
from the input modalities.
We used deep learning models in our proposed fusion
framework. Deep learning models extract features at all levels
of their structure and thus low level, high level and complex
features are extracted. On the other hand non-deep learning
models capture only the subset of features and thus have a
generalization problem. Hence the higher accuracy is achieved
with the deep models when compared to non-deep models
and this can be seen in the comparison tables of the datasets.
Although the improvement is marginal but at these higher
accuracies, we believe even the marginal improvements are
considerable. It means that our proposed frameworks can
successfully classify even the difficult instances, where other
methods are unsuccessful.
Training Parameters Values
Momentum 0.9
Initial Learn Rate 0.005
Learn Rate Drop Factor 0.5
Learn Rate Drop Period 10
L2 Regularization 0.004
Max Epochs 50
MiniBatchSize 128
TABLE II: Training Parameters for AlexNet
IV. EXPERIMENTS AND RESULTS
We experiment on three publicly available Multimodal
Human Action Datasets, namely, UTD-MHAD [34], Berkeley
7Fig. 11: Confusion Matrix of UTD-MHAD Dataset for base-
line experiment with LSTM. True labels are on vertical axis
and predicted labels are on horizontal axis
Training Parameters Values
Momentum 0.9
Initial Learn Rate 0.001
Learn Rate Drop Factor 0.5
Learn Rate Drop Period 10
L2 Regularization 0.004
Max Epochs 100
MiniBatchSize 64
TABLE III: Training Parameters for the CNN for signal iamges
MHAD [35] and UTD Kinect-V2 dataset [36]. We used subject
specific setting for experiments on all datasets. In subject
specific setting, training and testing sets are split randomly
across all subjects.
For our experiments on all deep M2 fusion frameworks, we
split the datasets into training and testing samples by randomly
splitting 80% data into training and 20% data into testing
samples. The number of training and testing samples after
splitting are shown in Table I. We ran the random split 20 times
and report the average accuracy. We fine tune AlexNet on the
SFIs obtained from the depth sequences and Prewitt filtered
SFIs for 50 epochs. The values of other training parameters
are shown in Table II. We reached these values through using
the grid search method for hyperparameter tuning.
Convolutional neural network, whose architecture is shown
in Fig. 6, is trained on signal images and Prewitt filtered signal
images with parameters shown in Table III. The AlexNet and
CNN described above are used in experiments on all three deep
M2 fusion frameworks explained in section III. We conduct
our experiments on Matlab R2018b on a desktop computer
with NVIDIA GTX-1070 GPU.
Fig. 12: Fusion Framework for baseline Experiments
A. UTD-MHAD Dataset
The UTD-MHAD dataset was collected in an indoor envi-
ronment and contains both depth and inertial data components.
The names of these 27 different actions are shown along the
vertical and horizontal axis of Fig. 11.
The inertial sensor component of UTD-MHAD dataset is
very challenging to train a CNN. The first deficiency is that
inertial sensor was worn either on volunteer’s right wrist or
right thigh depending upon nature of action. Hence the sensor
is worn only on two positions for collecting data of 27 actions
which is not enough to capture all the dependencies and
characteristics of data. The other challenge is that the number
of data samples is very small for training a deep network.
To overcome these problems, we perform data augmentation
on signal images of each dataset to increase the number of
training and testing samples by applying the data augmentation
techniques discussed in [27]. The number of samples shown
in Table I are obtained after augmentation of signal images.
We perform experiments with all three deep M2 fusion
frameworks using UTD-MHAD datsets with same number
of samples shown in Table I and with same parameters of
AlexNet and CNN shown in Tables II and III. The results
in terms of recognition accuracies and their comparison with
previous state of art are shown in Table IV.
1) Baseline Experiments: We performed baseline exper-
iments with UTD-MHAD dataset to validate the effect of
our proposed signal to image transformation scheme. For
these experiments, the same number of training and testing
samples shown in Table I were used. We first trained Long
Short-Term Memory (LSTM) Network, a variant of recurrent
neural network (RNN) that can learn long-term dependencies
between time steps of sequence data, on raw inertial data
only as LSTM is a well established deep model for sequential
data [37]. The architecture of an LSTM used in our experiment
consists of 200 hidden layers, 27 fully connected layers
followed by a softmax and classification layer. We trained
LSTM for 200 epochs and obtained an accuracy of 86%. The
confusion matrix obtained by training LSTM with raw inertial
data is shown in Fig. 11. The blue patches on both sides of
the diagonal show the misclassification results.
In order to improve accuracy we employed ID CNN on raw
inertial multivariate time series. The input is a matrix of 52
time steps times 6 features. 50 kernels of size 5 x 1 are used in
first convolutional layer, followed by 2 x 1 subsampling layer.
The second convolutional layer contains 100 filters of same
8size followed by 2 x 1 subsampling layer, a fully connected
layer and a classification layer. We obtained an accuracy of
77% as shown in Table VI.
This poor performance of raw inertial data with LSTM and
1D CNN compelled us to transform the raw inertial data into
more informative form. Thus to improve baseline experiments,
we transform raw inertial data into signal images and depth
data into depth images and employed CNNs to extract features
as CNN is typically designed to perform well on images.
We first employed AlexNet on signal images. For this we
did preprocessing and convert the original 24 x 52 signal
images into 227 x 227. We obtained accuracy of 91.8%.
However by using our own designed CNN, whose architecture
is shown in Fig. 6, we achieved recognition accuracy of 93.7%.
Since Alexnet is a deeper network compared to our CNN
architecture, we suspect the reason for this could be AlexNet
overfitting on the training data.
The fusion framework for performing baseline experiments
is same as of our recent work [27] and is shown in Fig 12.
The results for baseline experiments are shown in Table VI.
The effect of signal to image transformation is significant
as the accuracy of only inertial data (in the form of signal
images) increases nearly 8%. Furthermore using simple con-
catenation fusion between inertial and depth modalities the
overall recognition accuracy rises to 98.4%. The performance
of simple fusion framework, where fusion is performed at
single stage, encouraged us to design the proposed M2 fusion
frameworks. As we can see in Table IV, the proposed M2
fusion frameworks outperform our baseline that was presented
in [27].
The inference speed of all three proposed fusion frameworks
is calculated and is shown in Table V. Inference speed is
expressed in microseconds (µs). It is defined as a time taken
by classifier to classify each test sample.
Further disscussion on results can be found in section IV-D.
Previous Methods Accuracy%
C.chen et al. [34] 97.1
Bulbul et al. [38] 88.4
N.Dawar et al. [25] 89.2
N.Dawar et al. [26] 92.8
Chen et al. [18] 97.2
Mahjoub et al. [39] 98.5
Our baseline [27] 98.4
Performance of our proposed fusion frameworks
1. Deep Multistage Feature Fusion Framework
SFI + Signal image (SI) 98.5
SFI + SI + Prewitt filtered SI 98.6
SFI + Prewitt filtered SFI + Signal image 98.9
SFI + Prewitt filtered SFI + SI + Prewitt filtered SI 99
2. Deep Hybrid Fusion Framework
SFI + Signal image (SI) 99
SFI + SI + Prewitt filtered SI 99.08
SFI + Prewitt filtered SFI + Signal image 99.2
SFI + Prewitt filtered SFI + SI + Prewitt filtered SI 99.3
3. Computationally Efficient Fusion Framework 99.2
TABLE IV: Comparison of Accuracies of Deep M2 Fusion
Frameworks with previous methods on UTD-MHAD dataset
Fusion Frameworks Inference Speed (µs)
Deep Multistage Feature Fusion Framework 158
Deep Hybrid Fusion Framework 235
Computationally Efficient Fusion Framework 147
TABLE V: Inference Speed of Proposed Fusion Framework
for UTD-MHAD Dataset
Methods Accuracy%
Raw Inertial data with RNN 86
Raw Inertial data with 1D CNN 77
Signal Images (SI) with AlexNet 91.8
Signal Images with CNN of Fig. 6 93.7
Front view Images with AlexNet 96.1
Fusion of Front, Side and Top view Images 96.8
Baseline fusion [27] 98.4
Decision level fusion (Depth + Inertial) 98.6
TABLE VI: Baseline Experiments on UTD-MHAD Dataset
B. Berkeley Multimodal Human Action Dataset
The Berkeley MHAD contains 11 actions performed five
times by seven male and five female subjects.
There are five modalities in the dataset from which we used
depth and inertial sensor modalities for experiments as the
combination of these to modalities is cost effective and easy
to handle.
Inertial part of the dataset contains six accelerometers and
each generates three sequences. For generating signal images
explained in section III-B, we need six sequences in a row.
Thus we used two accelerometer(A1 and A4) and stacked them
row wise to make six sequences. The reason for selecting
A1 and A4 is that they are worn on the left wrist and
right hip, respectively and are able to generate more useful
information than those worn on both ankles [16]. We per-
formed experiments on all three deep M2 fusion frameworks
using Berkeley MHAD dataset with same settings described
in Table I, II and III. The results and their comparison with
previous state of art are shown in Table VII. Results are
analyzed in section IV-D.
Previous Methods Accuracy%
F. Ofli et al. [35] 97.81
Alireza Shafaei et al. [40] 98.1
Earnest Paul Ijjina et al. [41] 98.38
Chen Chen et al. [16] 99.54
Deep Multilevel Multimodal Fusion Frameworks
Deep Multistage Feature Fusion Framework 99.4
Deep Hybrid Fusion Framework 99.8
Computationally Efficient Fusion Framework 99.6
TABLE VII: Comparison of Accuracies of Deep M2 Fu-
sion Frameworks with previous methods on Berkeley MHAD
dataset
9Fig. 13: Feature visualization from first convolutional layer. (a) Alexnet on SFIs (b) Alexnet on Prewitt filtered SFIs (c) CNN
on signal images (d) CNN on Prewitt filtered signal images. Feature visualization from last convolutional layer. (e) Alexnet
on SFIs (f) Alexnet on Prewitt filtered SFIs (g) CNN on signal images (h) CNN on Prewitt filtered signal images.
Previous Methods Accuracy%
Chen et al. [42] 99.5
Z.Ahmad et al. [27] 99.8
Deep Multilevel Multimodal Fusion Frameworks
Deep Mulitstage Feature Fusion Framework 99.6
Deep Hybrid Fusion Framework 99.8
Computationally Efficient Fusion Framework 99.8
TABLE VIII: Comparison of Accuracies of Deep M2 Fusion
Frameworks with previous methods on Kinect V2 dataset
C. UTD kinect V2 Dataset
KinectV2 action dataset is another publicly available dataset
that contains both depth and inertial data. It is a new dataset
using the second generation of kinect. It contains 10 actions
performed by six subjects with each subject repeating the
action 5 times.
We performed experiments on all three deep M2 fusion
frameworks using Kinect V2 dataset with same settings de-
scribed in Table I, II and III. The results in terms of recognition
accuracies and their comparison with previous state of art are
shown in Table VIII.
D. Discussion on Results
Experimental results on proposed deep M2 fusion frame-
works are shown in Tables IV, VII and VIII. These results
show the consistency and state of art performance of the
proposed fusion frameworks described in section III. The
uniform performance of all deep M2 fusion frameworks is
obvious from the fact that all yield high accuracy for Kinect
V2 dataset and lower accuracy for UTD-MHAD dataset. This
is due to the fact that in UTD-MHAD there are actions which
are less discriminative such as ”sit to stand” and ”stand to sit”
The preprocessed dataset and related code can be found at
https://github.com/zaamad/Deep-Multilevel-Multimodal-Fusion
and ”right arm swipe to left” and ”right arm swipe to right”.
Furthermore, interclass discrimination in Kinect V2 dataset is
higher than UTD-MHAD and Berkeley MHAD datasets.
The objective of making input modalities further multimodal
by convolving with Prewitt filter, played significant role in
the state of art performance of the proposed fusion frame-
works. Prewitt filtering intensify the edges or sharp changes
in the images and allow CNN to extract more discriminative
features alongside unfiltered images and thus enhance the
performance of proposed frameworks. These discriminative
and complementary features extracted from the first and last
convolutional layers of AlexNets and CNNs can be visualized
in Fig. 13. For visualization and to observe the discriminative
and complementary nature of features at different levels of
AlexNet and CNN, we extracted 16 features from each of
the first and last convolutional layers of AlexNet and CNN
shown in the constituent figures of Fig. 13. The distinguishable
orientation, brightness, intensity and other related features
such as color, shown in these 16 extracted features reflect the
discriminative and complemenatary nature of the features at
different levels of AlexNet and CNN and thus consolidate the
idea of creating modality within the modality to improve the
performance of the deep M2 fusion frameworks.
V. CONCLUSION
In this paper, we present three novel deep multilevel mul-
timodal (M2) fusion frame works for improving the accuracy
of Human Action Recognition (HAR) using depth and inertial
modalities. At the input of each fusion framework, we trans-
form the depth data and inertial sensor data into Sequential
Front View Images (SFI) and Signal Images (SI) respectively.
We made input modalities, depth and inertial, further mul-
timodal by taking convolution with an edge detector called
Prewitt filter. We extract distinct and complementary features
from the input modalities by employing CNNs and fused these
features at more than one stages in our three novel fusion
frameworks. Rich features obtained after multilevel fusion are
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inputted to the SVM classifier. The state of the art recognition
accuracy achieved by our three fusion frameworks on three
publicly available multimodal human action datasets show the
dominance of the proposed deep M2 fusion frameworks.
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