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Implantable Fluorescence Imager for Deep Neuronal Imaging
Jaebin Choi
This thesis describes the design, fabrication, and characterization of the Implantable
Fluorescence Imager (IFI): a camera chip with a needle-like form factor designed for
imaging neuronal activity in the deep brain. It is fabricated with a complementary metal
oxide semiconductor (CMOS) process, allowing for hundreds or thousands of single-
photon-sensitive photodetectors to be densely packed onto a device width comparable to
a single-channel fiber optic cannula (~100 µm). The IFI uses a combination of spectral
and temporal filters as a fluorescence emission filter, and per-pixel Talbot gratings for 3D
light-field imaging.
The IFI has the potential to overcome the imaging depth limit of multi-photon
microscopes imposed by the scattering and absorption of photons in brain tissue, and
the resolution limit of noninvasive imaging techniques, such as functional magnetic
resonance imaging and photoacoustic imaging. It competes with graded index lens-based
miniaturized microscopes in imaging depth, but offers several comparative advantages.
First, its cross sectional area is at least an order of magnitude smaller for an equal field of
view. Second, the distribution of pixels along its entire length allows the study of multi-
layer or multi-region dynamics. Finally, the scalability advantage of silicon integrated
circuit technology in system miniaturization and data bandwidth may allow thousands of
such imaging shanks to be simultaneously deployed for large-scale volumetric recording.
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Chapter 1 proposes the concept of integrated photonics as a solution to the
limits of existing electrophysiology and imaging technologies. Chapter 2 presents an
implementation of the IFI using single photon avalanche diodes (SPAD) in a commercial
CMOS process. Chapter 3 describes the fabrication of a combined spectral-and-temporal
fluorescence emission filter. Chapter 4 describes light field microscopy by Talbot grating
angle sensitive pixels. Chapter 5 presents the co-integration of a laser diode onto the IFI.
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Chapter 1: Background: the Integrated Neurophotonics Paradigm
Mapping the neuronal activity of the entire human brain has been the unifying goal
of neural recording technologies. This is a profoundly difficult challenge because of the
spatial and temporal resolution of neural activity (sub-µm and sub-ms, respectively), the
sheer multiplicity of neurons in the human brain (~1011), and the limited range of known
physical/chemical sensors that can be used to probe cellular activity. Figure 1.1 provides a
sense of the scale involved.
Figure 1.2 charts the evolution of our ability to simultaneously resolve and track the
activity of a multiplicity of neurons in vivo, over the six decades since the invention of
whole-cell recording [7]. Today’s state-of-the-art electrophysiology (Ephys) technology
permits simultaneous, full bandwidth recording in vivo in awake rodents up to several
thousand recording channels [8, 9]. Although it is unequivocal that these advances open
exciting research frontiers, the number of observable neurons has continued to remain
comparable to the total electrode count. This is consistent with the empirical observation
that multi-site extracellular electrodes yield, on average, just one or two units per site, even
with optimal spike-sorting algorithms [10]. At this rate of development, another 90 years
must elapse before the activity of an entire mouse brain, containing roughly 75 million
neurons, will become observable.
Similarly, functional imaging has also experienced a roughly exponential rate of
increase in recording multiplicity over time. The introduction of multiphoton and light
sheet illumination techniques have massively upscaled the number of simultaneously
traceable neurons to the thousands, and most recently, to a million [11]. The rate of
development here, again, indicates that many decades need to pass before whole rodent,
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Figure 1.1: Brain Complexity, “Brain Fields,” and Structural Length Scales Vis-a-Vis Cell-
Body Location, Density, and Heterogeneity in the Rodent Brain. (A) Biophysical scales
for electrical, neurochemical, and optical domain recordings and relative sizes of brain
structures. (B) A ~2 µm thick optical section of an adult rat brain slice, stained with
a fluorescent nuclear stain, wet mounted, and imaged by large-scale serial two-photon
microscopy. Beneath this image, we enumerate three "brain fields"—that is, domains of
neural activity: the electrical, neurochemical, and mechanical. (C-E) Cellular nuclear
density at multiple scales (C, 500 µm; D, 200 µm; E, 20 µm), from the macroscopic down
to the level of individual cells. Image credits for (B-E): L. Moreaux [1].
let alone human brains can be simultaneously recorded. Clearly, we must significantly
accelerate this rate of development.
In this chapter, we study the limitations of state-of-the-art neural recording
technologies and propose to upscale the rate of progress with a new approach, which we
term integrated neurophotonics. Our approach is based on implanting an entire lens-less
imaging system within the brain itself by distributing dense arrays of microscale photonic
emitter and detector pixels (hereafter, E- and D-pixels) positioned on a 3D spatial lattice.
This technological path offers the prospect of dense functional imaging of neuronal activity
in highly scattering neural tissue, providing cellular-scale resolution at arbitrary depths in
the brain.
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Figure 1.2: Evolution of Recording Multiplicity for Electrophysiology and Functional
Imaging Vis-a-Vis Overall Brain Activity (Spiking Rates) [1]
1.1 Electrical Recording: State of the Art and Its Limitations
Starting from the first whole-cell recording by Hamill et al. in 1981 [12] and
the introduction of tetrodes by Reece and O’Keefe in 1989 [13], we have experienced
steady progress in multiplexed Ephys recordings. Massively multiplexed silicon neural
probes have now been widely validated [14], commercialized, and upscaled to permit
multiplexing of a thousand recording sites within an individual probe [15]. Within the
last few years, we have seen the introduction of active in-pixel amplifiers that permit
higher electrode numbers per probe [8, 16, 17]. Recent efforts by Neuralink [9] have
also pushed the limits of highly multiplexed recording by connecting flexible probes to
a custom thousand-channel neural amplifier chip that performs real-time spike detection.
The current state of the art in electrical recording lies at the 10 thousand-channel mark.
Plotting the recording multiplicity (the number of neurons that can be simultaneously
recorded) of Ephys hardware over time, we find an exponential increase in the past six
decades with a rate of doubling every seven years [7] (Figure 1.2). As noted previously, at
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this rate of evolution, we will only be able to image a rodent brain nearly after a century.
Spike sorting protocols have become essential in the extraction of individual neuron
activity from multi-electrode data, since each electrode reports the collective activity of a
multiplicity of nearby neurons. Recently, the effectiveness of spike-sorting protocols in
various experimental contexts have been assessed qualitatively [10]. The findings suggest
that, while future improvements might, in principle, yield up to ten neurons to be recorded
per electrode, experiments today typically yield a recording multiplicity closer to only one
neuron per electrode [10].
This low multiplicity obtained from multi-site Ephys recordings has important
practical implications, both for the potential level of multiplexing that is attainable and
for the likely density of neuronal coverage that is practical. To minimize perturbation
of brain activity, the consensus seems to be that implantable probes should altogether
volumetrically displace less than one percent of neural tissue [10]. Taking into account the
per-electrode recording multiplicity and the tissue displacement limit of state-of-the-art
Ephys probes [18], Moreaux et al. [1] arrives at a maximum expected coverage of 4%
of the neuronal population in the mouse cortex. With the highly optimistic assumption
that electrodes can be made ten times thinner leads to a coverage estimate of 40%, but
implanting ultra thin electrodes at such high density (~50 µm gaps) may be impractical to
achieve. Accordingly, it is natural to ask whether alternative technologies exist that might
provide dense coverage of brain circuits with far fewer implanted elements.
1.2 Free-Space Functional Imaging
Functional imaging is an alternative approach to Ephys that enables a spatiotemporal
recording of neurons in anatomical space. It also permits the very important capability
of cell type specificity. However, as brain functions are not optical processes, neuronal
activity must be transduced from its intrinsic domain into the optical domain; this
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is achieved by activity reporters. These reporters can be specific macromolecules or
nanoparticles that comprise two moieties; one, the sensor, reacts to a targeted physical
domain of local activity—be it electrical potential, molecular recognition, or mechanical
force; the other, the chromophore, provides optical functionality—it fluoresces at a
particular wavelength when excited by an incoming photon in its absorption spectrum.
In response to local neural activity from one of the aforementioned multi-physical
measurement domains, the sensor, in turn, modulates the optical susceptibility of the
chromophore. These bipartite reporters are then continuously interrogated optically to
determine their instantaneous state of activity. Hence, local neuronal activity is directly
reflected by changes in the chromophore’s optical susceptibility.
1.2.1 Imaging Depth Limit
Currently, functional imaging of neuronal activity in the rodent cortex is widely
achieved using free-space, multi-photon, laser-scanning microscopy [19, 20] of brain
tissue that is labeled by molecular reporters [21]. This combination readily provides
subcellular resolution of neural activity. However, at increasing depths within the brain,
scattering and absorption ultimately preclude the delivery of ballistic (i.e., unscattered)
light with sufficient intensity and focus to achieve single- or multi-photon excitation
of specific reporter-labeled neurons. The ultimate depth of delivery is limited by the
optical attenuation length, LA = 1/(Lsc−1 + Lab−1) , where Lsc and Lab are the wavelength-
dependent scattering and absorption lengths, respectively [22]. Further compounding
this is the challenge of extracting the information-bearing visible-wavelength fluorescent
photons emitted by reporters. They are even more strongly scattered; LA at green
wavelengths is <100 µm [23]. This results from Mie scattering [24], which is predominant
in this regime; it greatly diminishes the photon yield available to free-space optics placed
outside the brain.
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To overcome this significant limitation, several approaches have been explored. In
one, the instantaneous laser power is increased to enable deeper 2p excitation while the
pulse repetition rate is reduced to minimize the average power delivered to the tissue. This
approach enables recording neuronal activity in populations of L5 neuronal soma up to
~800 µm deep [25].
Extending this approach to achieve even deeper functional imaging becomes
increasingly challenging; among issues are the generation of out-of-focus fluorescence
(even with moderate spatial confinement along the beam) and the onset of nonlinear
photodamage in neural tissue. A recent alternative approach involves using longer
excitation wavelengths in the near infrared around 1.6 µm. This becomes possible if
three-photon absorption processes are harnessed, and remarkable progress in this area
has been achieved [26]. Here, the principal complication is the significantly smaller
three-photon cross sections for existing reporters; this imposes limits on the utility of this
methodology, as much higher illumination intensities are required.
An alternative approach employs adaptive optical corrections to rectify wavefront
aberrations arising from spatially inhomogeneous optical scattering and absorption in brain
tissue [27, 28]. This can effectively restore optical resolution in the two-photon modality
and can significantly improve deep-imaging capability. The approach is contingent upon
measuring and employing the precise aberration matrix for a large volume of heterogeneous
tissue. This is a challenging prospect; as brain topology is dynamical, the correction matrix
remains effective only for the interval over which tissue is, in effect, stationary. Future
work will elucidate the realm of applicability of this approach.
Accordingly, even state-of-the-art three-photon functional imaging provides
cellular resolution solely at depths less than ~1.7 mm [29]. Despite significant effort
and investment, the growing consensus among experts is that this range is unlikely to
be extended much further. All current methods for free-space imaging are therefore
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applicable solely at rather shallow (<2 mm) tissue depths (e.g., cortex) or to transparent
organisms (e.g., zebrafish larvae).
1.2.2 Multiplexing Limit
Limitations in the serial point-scanning speed of excitation beams also pose a
limit in the maximum number of simultaneously traceable neurons. This is exacerbated
by the photometric requirement to dwell at each voxel long enough to collect enough
photons to attain requisite SNR. Simultaneous use of multiple excitation beams has
enabled multiplexing by in-plane parallelization of two-photon microscopy with regular
wide-field detection. In this implementation, each beam is encoded with specific binary
amplitude modulation to identify the location where fluorescence is generated [30].
Depth multiplexing using four pulsed laser beams has also been developed; this has been
successfully applied to mapping cortical activity in four optical planes at four different
depths [31, 32]. More recently, Demas et al. reported simultaneous functional imaging
of one million neurons at ~2 Hz using a spatiotemporally multiplexed imaging technique
named "Light Beads Microscopy," achieving cortex-wide Calcium imaging in a live mouse
[11]. The maximum benefit of these approaches is ultimately determined by the number
of beams multiplexed, the laser repetition rate, the reporter fluorescence decay time, and
the total optical power that can be absorbed by brain tissue without undue perturbation to
neuronal activity (or the tissue itself).
1.3 Invasive Functional Imaging Methods
The complications outlined above have motivated the development of invasive, or
implantable, optics for functional imaging. These have typically taken the form of optical
fibers or graded index (GRIN) lens implants, which permit the practically lossless delivery
of light through arbitrarily thick neural tissue, hence providing access to deep neuronal
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dynamics beyond the reach of free-space optics. A significant push has been made in
the miniaturization of these systems down to single-gram weights, resulting in the live
monitoring of freely moving animals in a cage. However, the outstanding disadvantage
of such implants is that they bring severe tissue damage along the path of insertion. We
argue, along with others, that passive implants can be replaced with "active" integrated
nanoelectronics to reduce tissue damage while increasing the number of traceable neurons
by a significant margin.
1.3.1 Fiber Photometry
Fiber photometry employs fiber optic cannulae implanted in targeted brain regions,
sometimes with a miniature lens or prism, to achieve, for example, calcium functional
imaging at the fiber’s distal end via one-photon or two-photon fluorescence excitation [33–
35].
A recent modification of the conventional fiber implant involves the use of a
tapered optical fiber to enable multi-point illumination along its tapered length of several
millimeters [36–38]. These fibers are coupled to an external laser source to enable passive,
multi-point brain illumination at depth. By adjusting the incident light angle at the input
fiber facet, various optical modes within the fiber can be addressed. A number of these
modes are preferentially coupled to patterned optical windows along the length of the
tapered fiber, so modal selection enables, in turn, site-selective light delivery. Similarly
patterned tapered optical fibers can also permit passive local collection of light from a
small number of sites along the fiber when coupled to an external photodetector [37]. Here
again, microscale structuring of the fiber permits modal selectivity of the collected light.
This approach enables depth profiling by fluorimetry for structures in close proximity
to the fiber. It has recently been combined with a multi-electrode array [39] and, more
recently, a wireless system [40]. These advancements provide considerable advantages
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over conventional optical fibers, including the smaller, tapered form factor that is more
amenable to tissue insertion, as well as finer-scale light delivery (i.e., finely patterned
multi-point sources of light).
There have been noticeable efforts to multiplex implantable fiber optic channels.
Sych et al. demonstrated Calcium recording from up to 48 chronically implanted
microfibers in one mouse, reporting activity from the basal ganglia, thalamus, hippocampus
and neocortex simultaneously [41]. Excitation light was coupled into the 100 µm-core fiber
bundle held together with a high-density fiber adapter. On a much larger scale, Perkins
et al. have demonstrated the implantation of thousands of 8 µm-diameter microfibers in
a "splayed" fashion [42]. However, the tissue damage caused by such a large number of
fibers makes it an unlikely solution for the dense, volumetric-scale interrogation of brain
activity over extended brain regions that we envisage here. The passive light collection
used in this approach (i.e., guiding photons from the light source within the brain via an
optical fiber to an external photomultiplier) differs from the active, highly multiplexed in
situ light collection employed for photonic neural probes in our work, described below.
1.3.2 GRIN Lens-Based Miniature Microscopes
One of the most widely received forms of implantable microscopes has been built
around inserting a cylinder-shaped graded index (GRIN) lens to millimeters deep in the
brain and collecting light with a CMOS image sensor on the other end [43–50]. A series of
advanced imaging techniques have been built on top of the first one-photon version: light-
field imaging [45], two-photon [46], and three-photon [47], making improvements on the
resolution and imaging depth. These head-mountable lightweight (<4 grams) systems have
opened a new path for behavioral studies in freely-moving mice and rats. The mm-scale
lesions along the insertion path, caused by the 0.3-2 mm GRIN lens diameter, however,
sacrifice the integrity of the neural tissue as a whole. In addition, the rather bulky (1-2 cm)
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size of the system prevents deploying multiple imagers across different brain regions.
Although direct implantation of fibers and GRIN lenses resolves the issue of light
delivery and recovery from deep within the brain, these approaches has several limitations:
(1) imaging is achieved only within the optical plane near the endoscope tip, (2) tissue
along the path of implanted GRIN lens (0.3-2 mm in diameter) or fiber optic cannula
(0.05-0.4 mm in diameter) is destroyed, and, hence, (3) current implementations of this
approach do not permit functional imaging along extended vertical regions (e.g., multiple
cortical layers) simultaneously. Accordingly, the approach is generally feasible only
for measurements around the fiber/lens tip. Finally, (4) due to the physical size of the
peripheral system, it seems unlikely that this method can be scaled up to achieve the dense
volumetric coverage of neural activity that we consider here.
1.3.3 CMOS Integrated Imagers
The ubiquity of CMOS image sensors in personal electronics has driven up their
performance by vast amounts in the past few decades—sub-µm pixel visible-wavelength
imagers are now cheap and common. There have been efforts to apply these strengths
to bioimaging, and of particular interest is the endeavor towards implantable CMOS
bioimagers [51–57]. Similar in spirit to the Neuropixels Ephys electrode [8], which takes
advantage of very large scale integrated electronics to replace passive silicon electrodes,
there have been efforts to produce highly integrated CMOS imagers capable of replacing
passive implantable optics (e.g. optical cannulae, GRIN lens). The difficulty here lies in
miniaturizing the components of a conventional fluorescence microscope—a light source,
photodetector, lenses, and filters–to minimize invasiveness while maximizing the field of
view (FoV) and resolution of the imager.
The Ohta Group at Nara Institute of Science and Technology have explored various
combinations of these three components in several form factors—Ng et al. [51] report a
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CMOS imager with through-hole LED excitation, Kobayashi et al. [52], Sunaga et al. [53],
and Sugie et al. [55] report a side-LED illumination scheme on a flexible package, and
Rustami et al. [56] report an imager co-packaged with a fiber cannula excitation source.
These implementations, however, remain highly invasive as they are ~500 µm in width.
The distance of the microLED source to the photodiode also lies in the hundreds of µm to
several mm scale, making it difficult to collect cellular-level fluorescence amplitudes, as
discussed in the previous chapter.
In another effort, Henninger [57] simulates a possible implementation of a D-pixel
probe capable of light field imaging of GCaMP signals. He demonstrates 3D cell
separability using a binary mask on top of a photodiode array. However, this work
falls short of a hardware implementation, and omits the complications rising from the
implementing an excitation light source.
The current literature on implantable integrated imagers compares poorly against
GRIN lens-based miniature microscopes in both resolution and utility. Approximately
an additional order of magnitude of miniaturiation is necessary to reach the level of
invasiveness of high density silicon probes.
1.4 The Integrated Neurophotonics Paradigm
To surmount the limitations of free-space and endoscopic functional imaging
described above, we have conceived of a new paradigm that we term integrated
neurophotonics. It can provide the basis to enable fast and dense volumetric mapping
of brain activity. It leverages recent advances in integrated silicon nanophotonics,
integrated electronics, and optogenetics to enable massively multiplexed functional
imaging arbitrarily deep within the brain. Employed together with optogenetic actuators
and molecular reporters, photonic neural probe arrays (Figure 1.3 C)—realized by
integrating all elements of a lens-less imaging system onto ultranarrow implantable silicon
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Figure 1.3: Functional Imaging Methodologies: Free-Space versus Implantable, Lens-less
Photonic Neural Probes.
(A and B) Free-space Microscopy. (A) Point-scanning methods: epifluorescence
and confocal; two-photon. (B) Light sheet microscopy in transparent tissues (denoted
by bluish blocks) and oblique confocal scanning (SCAPE) in opaque tissues (brownish
blocks). Both (A) and (B) are adapted from Hillman et al. [58].
(C–F) Paradigm and components of photonic neural probes. (C) Concept of fluorescence
interrogation voxels in integrated neurophotonics: illumination collection fields (ICFs),
which are the spatial overlap of illumination angular-fields produced by micro-sized
emitter pixels (E-pixels) with detector angular-fields of micro-sized photodetectors. ICFs
are analogous to the point-spread function, or optical-transfer function, in conventional
optical imaging. (D) An angle-selective single-photon avalanche diode (SPAD) detector
pixel (D-pixel) arrays, where each D-pixel is equipped with off-axis Talbot gratings to yield
an angle-restricted detection field. The diversity in spatial frequency, phase, and direction
in the Talbot gratings of each pixel allows maximally randomized spatial sampling of
the tissue volume, allowing computational reconstruction. (e) Implantable beam-steering
photonic probe. Using coherent light in the blue spectrum and an optical phased array,
an implantable photonic probe enables microscale collimated beams to be scanned within
brain tissue by optical spectral addressing. Combining spectral (beam scan-angle, k) and
spatial addressing (pixel number, i.e., phase-array element) enables scanning at different
addressable depths. (f) Implantable light-sheet photonic probes imaging within opaque
tissue. Photonic probes deliver blue light sheets enabling 2D interrogation of fluorescently
labeled neurons within selective and individually addressable planes. As photonic probes
can be implanted at arbitrary depths, they provide access to regions that are impossible to
image with free-space methodologies.
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shanks—can enable dense interrogation of brain activity with minimal tissue displacement.
As such, it contains elements of many of the approaches described above, leveraging
implantable CMOS electronics (as in scaled Ephys approaches), structured illumination
(as in light-sheet fluorescence microscopy or scanning microscopy), and computational
approaches to extract as much information as possible from scattered photons (as in
diffuse optical tomography). However, in this paradigm the emitters and detectors are
brought close to the fluorescent sources, producing finer structure in local illumination and
collection fields to resolve local signals even in a highly-scattering medium such as brain
tissue.
Photonic-probe-based interrogation is unique in its ability to circumvent the
scattering limitations of brain tissue. This is achieved by distributing the imaging
components—specifically, geometrically ordered arrays (architectures) of microscale
photon emitters (E-pixels) and detectors (D-pixels)—within the brain, separated only
by distances of a few times the optical attenuation length, LA (Figure 1.4). The
depth limitation for photonic probe functional imaging solely arises from the readily
engineerable probe length and the depth of their implantation. This new paradigm involves
the integration of a lens-less imaging system onto narrow implantable shanks. It also
requires the creation of new back-end hardware to control the instrumentation and stream
the vast amounts of data it will produce. And it requires new and efficient computational
algorithms that transform the immense cache of raw data the system produces into a
succession of time-sequenced, cell-specific functional recordings of neuronal activity.
Together, these elements form a complete and ultrafast lens-less functional imaging system
with an implantable "front end" having microscale dimensions. A multi-shank probe
module comprises an ordered array of shanks that can be readily implanted at arbitrary
depths anywhere within the brain. These can be implanted as individual modules or as a
coherently controlled module array that enables dense and extended volumetric coverage.
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Figure 1.4: The integrated neurophotonics paradigm via photonic neural probe arrays. (A)
Schematic representation of a 25-shank photonic probe array module. (B) We decompose
the brain region bounded by four adjacent shanks into "unit volumes" delineated by the
repeat distance of E- and D-pixels along the shank. (C) Each unit volume is surrounded by
a small ensemble of E- and D-pixels that illuminate soma and collect fluorescent photons
in their proximity [1].
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A pervasive mindset is that achieving cellular-level resolution of sources in diffuse
media, even at modest distances, is impossible because (as the thought goes) light scattering
in neural tissue quickly and completely randomizes the direction of propagating photons.
These challenges, for example, lead to the limitations of conventional approaches—
including one-photon and two-photon imaging. For integrated neurophotonic systems,
this problem is surmounted by positioning microscale emitters and detectors within the
brain tissue separated by distances of order a few times LA. Several concepts clarify the
underlying physics and provide intuitive understanding of this regime. First, structural
imaging with high spatial resolution is not required to achieve functional imaging.
Instead, it is sufficient to simply obtain sufficient information for source separation and
localization—that is, to be able to deduce the cellular origin of photons collected by the
D-pixels for a diverse ensemble of illumination patterns. Our goal, in contrast to that of
conventional imaging, is to track the functional activity of individual somas. To facilitate
this process, it is critical to employ the latest generation of optogenetic reporters that are
somatically localized [59–61] (Figure 1.5). They serve to preclude dilution or complete
obfuscation of somatic fluorescence signals by contaminating background light that would
otherwise be generated by the neuropil. We seek to faithfully track the fluorescent photons
emitted from these somatically localized reporters; they convey information about each
labeled cell’s instantaneous state and activity. In this paradigm, we thus solely need to
uniquely separate one neuron’s information from that of adjacent soma. This criterion
significantly relaxes the requisite spatial resolution, making resolution at the cellular
scale (~15 µm) sufficient. Second, whereas imaging at high resolution unequivocally
requires minimal scattering of a scene’s photons to avoid distortion or degradation, source
separation and localization requires only a moderately faithful extrapolation back to the
particular soma from which the photons originate [3].
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Figure 1.5: Restricted Subcellular Localization of Genetically Engineered Optical
Reporters of Neural Activity.
(A) Optical calcium reporters (GCaMP family). Representative time-averaged projection
images of GCaMP6f (top) and its respective fusion protein variant (bottom) expressed
in mouse dorsal striatum. Images were acquired with a 1p epi-fluorescent microscope.
Fusion of GCaMP6f to a de novo designed coiled-coil peptide to realize SomaGCaMP6f2
provides better SNR and fewer artifact spikes from neuropil than its non-fusion
counterparts (bottom) [60].
(B) Optical voltage indicator (ASAP reporters). Expression of ASAP2s (left) and ASAP2s
fused to a cytosolic segment of the potassium voltage-gated channel Kv2.1 (right) in
Cux2+ neurons in mouse cortex. ASAP voltage reporters are based on a circularly
permuted GFP variant inserted within the voltage-sensitive domain of a voltage-sensing
phosphatase [62].
(C) Representative confocal images of neurons in cortex layer 2/3 (left), hippocampus
(middle), and striatum (right) expressing Archon1 (top) and SomArchon (bottom). Scale
bar, 50 µm [59].
(D) Optogenetic dopamine reporters (dLight1 sensors). (Left) Simulated protein structure
of the dopamine D1 receptor (DRD1)-based dLight1 sensor, color coded to denote key
modules and components: inert DRD1 (purple), circularly permutated GFP (green),
trans-membrane regions (red and yellow) and linkers (white and black). (Right) dLight1
plasma membrane localization in HEK cells [63].
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1.4.1 Photonic Neural Probes: the Technological Building Blocks
The elements required to achieve the integrated neurophotonics paradigm are now
being realized. Over the past 15 years, silicon integrated photonics has rapidly matured
as a technology. Advances in this field now position it to engender new classes of
mass-producible and widely deployable nanophotonic technologies for neuroscience.
Silicon integrated photonics leverages the worldwide CMOS manufacturing infrastructure
to enable fabrication of photonic devices and circuits on large-diameter silicon wafers
(200 or 300 mm) by following well-established protocols for very large-scale integration
(VLSI) of electronic devices. These technological developments are commercially driven
by the continually increasing bandwidth demands for data communication and also by the
increasing number of commercial and R& D scale semiconductor foundries now invested
in and producing silicon photonic systems.
Although significant investment has been made worldwide to advance integrated
photonics for telecommunications, the wavelengths employed by the telecom industry
are in the near infrared (NIR; wavelength > 1 µm). This is unfortunate for neuroscience;
it renders this extensive global technological manufacturing base largely incompatible
with the requirements for addressing optogenetic actuators and molecular reporters
operating at visible wavelengths. However, there are other CMOS-compatible materials
beyond silicon that are transparent at visible and NIR wavelengths; these are now
being carefully engineered to be compatible with the processes and protocols used in
CMOS foundries. These provide the basis for visible-wavelength integrated photonic
technology, which is advancing steadily but is still in its infancy. We and others are
currently pursuing this avenue to enable mass-producible visible-wavelength integrated
photonic and neurophotonic systems [64–66]. However, realizing visible-wavelength
photonic devices and circuits is challenging compared with infrared photonics. Given
the smaller visible wavelengths, they necessitate smaller feature sizes and much tighter
18
control over fabrication variations and surface roughness. These challenges are now
being surmounted through careful design and a succession of engineering refinements.
The field of visible-wavelength integrated neurophotonics is beginning to leverage robust
industrial-grade silicon integrated photonic technologies to produce miniature implantable
imaging systems en masse. Only through use of robust and stable foundry processing can
photonic components be fabricated in the requisite volume, precision, and sophistication
required to meet the needs of integrated neurophotonic systems.
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Chapter 2: The Implantable Fluorescence Imager
Figure 2.1: Size and imaging depth comparison of (a) multi-photon microscope, (b)
implantable miniature microscope with GRIN lens, and (c) Implantable Fluorescence
Imager with an external excitation laser [4].
In this chapter, I show the design and characterization of an implementation of the
D-pixel probe as an essential component of the Integrated Neurophotonics paradigm.
The Implantable Fluorescence Imager (IFI) harbors 512 single photon avalanche diodes
(SPADs) along two 120 µm wide, 4.1 mm long shanks (needles), acquiring 512-channel
fluorescence photometry data from a device narrower than a single 100 µm-wide fiber
optic cannula (Figure 2.1). The IFI is fabricated in a commercial foundry process (TSMC
0.13 µm BCD), and hence can be produced at scale. From its native 300 µm thick
CMOS die, the IFI is post-processed into 40 µm thick minimally invasive shanks. As a
fluorescence detector, it is designed to be implanted in conjunction with an implantable
excitation source, may it be an integrated micro LED, fiber optic cannula, or light guided
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by free-space optics.
2.1 Design of the Implantable Fluorescence Imager
2.1.1 Imager Specifications
The core imaging performance of a CMOS imager may be summarized as the
following:
- Sensitivity. The ratio of incoming photons converted into electrical output, dictated
by device structure and material, and wavelength of the incident photon.
- Full well capacity. The maximum light intensity a photodiode can detect before
saturating. The SPAD imager equivalent is memory bit depth.
- Linearity. The ability of the imager to report a proportionally increasing output with
respect to light received.
- Thermal noise. The imager’s thermally created noise; dark current for a photodiode,
and dark count rate for a SPAD.
- Fill factor. The ratio of an imager’s photosensitive area to its full sensor area.
- Pixel pitch. The distance between two adjacent photodetectors.
- Frame rate. The rate at which an image can be transferred onto an external data
buffer.
2.1.2 Design Considerations
Here we envision a CMOS photodetector line sensor comparable in width to a passive
silicon Ephys probe (< 100 µm) with a length that can reach beyond the cerebral cortex of
a mouse brain (~2 mm). This unorthodox form of an image sensor differentiates itself
from conventional image sensors in several ways. First, the design optimizes for minimal
invasiveness as its highest priority, along with its imaging performance, at the cost of
readout speed, full well capacity, FoV, and fill factor.
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Second, its longitudinal form factor results in a highly asymmetric power and data
connection, where all of them stem from one side of the array. This poses a risk in providing
uniform voltage to all pixels along the shank, as well as length-dependent data transfer
latencies, which may contribute to a length-dependent fixed pattern noise. This can most
easily be achieved by reducing the current consumption and increasing the width of power-
carrying metal layers, as well as placing decoupling capacitance for charge-storing.
Third, the IFI’s pixels are embedded in live animal tissue, meaning that it experiences
a higher thermal noise background than a free-space CMOS image sensor that operates
in room temperature or with an additional cooling unit. The single-sided power spectral
density (PSD) of thermal noise is given by 𝑖2𝑡 ( 𝑓 ) = 4𝑘𝑇𝑅 [67]; an increase of ambient
temperature from 20°C to 38°C increases PSD by 6.5%. Extra care must be taken to
reduce the power consumption (hence heat generation) of the IFI by choosing power-
efficient photodetectors, circuits, and readout schemes. These efforts will not only help
noise reduction but also minimize the thermal tissue damage [68].
Fourth, as an implantable imager, it is in direct contact with neural tissue, which
has a refractive index of ~1.4; light entering into the imager from brain tissue refracts less
than in air, and hence results in a narrower "viewing cone" for each pixel. In order to
maximize the numerical aperture of a pixel, metal clearance around it must be considered.
The implantable imager also experiences less Fresnel reflection at its interface than in air,
resulting in a beneficial effect for light collection.
2.1.3 Pinned Photodiode vs Single Photon Avalanche Diode
We consider two types of photodetector devices as potential photodetection units of
the IFI—pinned photodiodes (PPD) and SPADs. PPDs, found in everyday CMOS image
sensors, are reverse-biased photodiodes that store an amount charge inversely proportional
to the light received. They have superior fill factor compared to SPADs, and can be
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integrated with sub-µm pixel pitch because of the area efficiency of 3-transistor (3T) or 4T
pixels in modern day foundry processes. An image acquisition event requires the transfer
of pixel-stored charge into column- or row-wise analog to digital converters (ADCs), which
consumes power and area. Single-photon detection has been achieved at room temperature
[69].
SPADs are a special type of photodiodes that are reverse biased beyond the
breakdown voltage, typically in the range of 15-30 V, obtaining a high sensitivity to
incoming photons. An incoming photon on the active area may trigger an avalanche
current through the SPAD, which can be detected by an edge detection circuit as a
single-bit digital output. The device is subsequently quenched and reset, and after a few
ns-long interval called the "dead time," it is ready to detect the next incoming photon. The
number of avalanche events can be conveniently stored with a per-pixel ripple counter.
SPADs are bulkier than PPDs because of its requisite high-voltage guard ring structure,
contributing to its lower fill factor. State-of-the-art SPAD arrays report a pitch as small
as 2.2 µm, with a fill factor of nearly 40% without ancillary circuitry [70]. The greatest
benefit of a SPAD is perhaps its ability to mark the arrival time of a photon with 10s of
picosecond precision, in a method called time-correlated single photon counting (TCSPC).
This feature is widely used in LIDAR and fluorescence lifetime imaging applications.
Although the higher fill factor of PPDs would most likely allow the IFI to collect
a higher percentage of incoming photons, SPADs are chosen as the photodetection unit
for the following reasons. First, the robustness of digital image storage and acquisition is
highly suited for a geometrically asymmetric imager that may suffer from voltage droop
along the length of the probe. Second, the elimination of an analog-to-digital conversion
block greatly simplifies the image acquisition, hence reducing the amount of power/heat
transferred to the brain. Third and most importantly, we take advantage of the SPAD’s
TCSPC feature to implement a time-gated fluorescence filter.
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Figure 2.2: (a) Micrograph of the IFI IC; (b) system architecture consisting of CMOS
integrated circuit, field-programmable gate array for communication to IC, and computer
interface for image processing [4].
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2.1.4 System Architecture
Figure 2.2 (a) shows the die photo of the IFI integrated circuit (IC) with two shanks,
each 4.1 mm long. Each shank consists of two rows of 128 SPADs, placed with a pitch of
25.3 µm and 75 µm in the longitudinal and lateral directions, respectively. Each SPAD has
a 7.7 µm active-area diameter and hence the IFI has a 6.3% fill factor; the remainder of the
area is occupied by ancillary CMOS metals, transistors, and capacitors. In addition to the
photodiode, each pixel consists of a quenching circuit for resetting and biasing the diode, a
6-bit counter for per-pixel photon counting (counting up to 63 photons before saturation),
and pixel-addressing logic. The rectangular area of the IC that the shanks extend from
contains a digital-to-time converter (DTC) for pulse-locked on-chip clock generation, and
metal-oxide-metal (MOM) capacitors acting as a charge reservoir for the high voltages that
may otherwise leak. As a result, the imager achieves a total imaging volume of roughly
3.4 mm by 600 µm by 200 µm in x, y, z directions, respectively; in subsequent discussions,
we use the x direction to denote the longitudinal axis of the shank, the y direction to denote
the lateral axis, and the z direction to denote the vertical axis away from the surface of the
imager.
Figure 2.2 (b) shows a block diagram of the full imaging system composed of the IC,
a field-programmable gate array (FPGA), personal computer (PC), and a pulsed laser for
excitation illumination. The signal chain leads from the IC to the FPGA (XEM-6310, Opal
Kelly), which in turn receives commands from and transfers image data to a PC. A phase-
locked loop (PLL) implemented in the FPGA takes a "Sync signal" from the pulsed laser
and produces a global shutter signal for all pixels with a programmable delay and pulse
width. Photon counts are accumulated according to the global shutter signal for a desired
number of laser pulses, and read out by serially addressing each pixel’s 6-bit memory with
a 31.25 MHz read-out clock, which is fed from the FPGA board. The read-out clock
frequency is limited by the sample-and-hold times of the output drivers on chip, as well as
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parasitics along the FFC connection, eventually setting the maximum frame rate. A per-
pixel sequential read-out rate of 31.25 MHz, combined with a minimum image acquisition
time of 3.2 µs when used in synchronization with a 20 MHz laser repetition rate, leading to a
maximum possible frame rate of 51 kilo-frames per second (kfps). The 6 bit dynamic range
at this frame rate can be maximally utilized at high signal conditions, which corresponds
to a 520 nm wavelength irradiance of 2.2 × 106 photons/s/m2 at the pixel surface. The data
is streamed out with a USB 3.0 link, and image reconstruction is performed on the PC.
The imager IC is subdivided into four voltage domains including a 1.5 V digital
core domain, a 3.3 V digital input and output (IO) domain, a 5 V domain for the SPAD
quenching circuits, and a >16 V domain for biasing the SPAD cathodes at Geiger mode,
justifying our use of the high-voltage foundry process. These voltages are supplied equally
to each pixel via four ~10 µm-wide, ultra-thick metal traces running down the center of the
shank, resulting in ~6 Ohms of series resistance to the tip. These widths are designed to
minimize the voltage drop along the shank, a potential cause of varied pixel performance
along shank length. In addition, distributed decoupling capacitors stabilize high-frequency
noise in power supplies.
2.1.5 Active Quench and Reset Circuit
Figure 2.3 (a) shows the in-pixel quench-and-reset circuit used in the IFI. The names
of static voltages are marked in standard font, while dynamic signals are notated in italic.
Here, an on-off switch is implemented on the SPAD by controlling the bias voltage across
the device. At any given point, each of the 512 SPADs are reverse biased between a static
cathode voltage ("Cathode") and a dynamic anode voltage (AN) independent to each pixel.
When AN is biased at ground and the voltage across the SPAD becomes equal to "Cathode"
(which is set higher than the breakdown voltage, VBD) the SPAD is in Geiger mode, ready
to fire an avalanche current at a photon detection event. When AN is at the reset voltage
26
Figure 2.3: (a) Per pixel active-reset quenching circuit. (b) Timing diagram of a time-
gated filter in action; the ON signal is phase-locked to a pulsed excitation laser, avoiding
the collection of excitation light and only collecting fluorescence emission. (c) Area
breakdown of in-pixel circuitry [4].
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(VRST) which is set lower than VBD, on the other hand, the SPAD is no longer in Geiger
mode, hence being insensitive to incoming photons. The rising edge of the ON signal
globally triggers this on-switch. The large reset NMOS transistor (M1) begins discharging
AN until it drops below the input threshold (~750 mV) of the inverter comparator. When
the inverter output goes high, the internal feedback clears the flip-flop edge detector, turning
M1 off and setting AN to a high-impedance state. The SPAD is now biased in Geiger mode
and ready for avalanche breakdown.
The long-channel half-latch transistor (M2) provides high-impedance at the AN
terminal of the SPAD. During an avalanche breakdown event, a large current flow causes
a build-up of voltage at the input of the comparator. The output of the comparator is
flipped and triggers the event detection flip-flop, incrementing the counter by one. The
flip-flop ensures that only events within the ON signal are detected. In an effort to suppress
afterpulsing (the false detection of a secondary photon quickly after detecting its first), the
counter is gated such that at most one photon can be detected per lasre cycle. When the
counter reaches 63 counts, the Full signal is asserted, and the counter stops incrementing.
The timing diagram in Figure 2.3 (b) demonstrates two exemplary SPAD operation
cycles, one without and another with an incoming photon, in a highly photon-starved
environment. Only a few signal photons are expected per hundreds of laser pulses for
the level of fluorescence expression and permitted excitation intensity in transgenic mice.
As each laser pulse induces an exponentially decaying fluorescence emission, photons fall
upon the SPADs with a finite probability. During the first pulse, no photons arrive at the
device, and AN returns to VRST without incrementing Count. During the next laser pulse,
a single fluorescence photon arrives at the device, prematurely inducing a rise in AN and
passively "quenching" the avalanche current. The event detection circuit block increments
Count by one.
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2.1.6 Time-Gate Filter Operation
Because silicon-based photodetectors detect both fluorescence excitation and
emission photons equally well, a spectral filter plays the essential role of filtering out
excitation intensity from an image. For a standard free space epifluorescence microscope,
a "filter cube" consisting of an emission filter, an excitation filter and a dichroic mirror
provides optical density (O.D.) > 6 rejection of the excitation wavelength. Such good filter
performance is achievable partially due to the abundance of physical space in the optical
pathway, and also due to the use of lenses to collimate light and deliver Achieving the
same levels of rejection with an integrated filter alone on our shank-based imagers remains
difficult and is compounded by the dependency of filter properties on incident angle in the
case of thin-film interference filters.
Time-gate excitation rejection is another powerful way to implement an emission
filter. This relies on the fact that fluorophores display an exponentially decaying
fluorescence intensity from the moment of excitation. For commonly used fluorescent
dyes, these decay time constants are in the single-ns range (4.1 ns for EGFP in phosphate
buffer solution, 4.0 ns for fluorescein, and 1.68 ns for Rhodamine B). Using a pulsed
excitation source (e.g. Ti-Sapphire laser) instead of a continuous source brings this
capability to the IFI. By having the ON signal turn high a short delay (< 1 ns) after the laser
pulse, much of the laser intensity is undetected by the SPAD, while collecting the majority
of fluorescence excitation signal. The time-gate filter also significantly contributes
to background noise reduction by restricting the effective integration time, much like
frequency domain noise shaping, but in the time domain. Time-gating performance is
presented in more detail in Chapter 3.
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2.2 Post-Processing and Packaging
2.2.1 CMOS Post-Processing
An essential step in preparing the IFI for implantation is the post-processing of a
natively rectangular CMOS die into narrow, 40 µm thick implantable shanks. Its CMOS
layer stack consists of a 300 µm thick bulk silicon substrate and 5-6 µm of silicon dioxide
and silicon nitride back-end-of-layer (BEOL). We have explored two methods of etching
excess silicon and native oxide layers: deep reactive ion etch (DRIE) and laser ablation.
Deep Reactive Ion Etch
Figure 2.4 (a) shows the lithography procedure for the DRIE process. First,
photolithography is performed to create a 20 µm thick photoresist pattern (triple-layer AZ
P4620, Microchemicals) outlining the shape of the shank (step i). An O2-CF4 reactive ion
etch (RIE) removes the BEOL silicon nitride and silicon dioxide layers to expose the bulk
silicon (step iii). The photolithography process is repeated (single-layer AZ P4620), and
then a Bosch Process DRIE is performed to create vertical-sidewall trenches in the bulk
Si (step v). Finally, the chip is crystal bonded to a holder face-down, and mechanically
milled (X-PREP, Allied High Tech Products) while measuring the silicon thickness with
an interferometer (step vi). The shank starts bending downward at silicon thickneses below
40 µm for bare CMOS die, and below 80 µm for interference filter coated die, due to shear
stress in the BEOL-silicon interface. The substrate is milled down and polished down
to an optimal thickness, and it is finally released from crystal bond by immersing in the
designated releasing liquid. The fully post-processed IC is presented in Figure 2.4 (b).
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Figure 2.4: (a) Deep reactive ion etch procedure [4]. (b) scanning electron microscopy
(SEM) of 40 µm thick post-processed IFI; inset shows the IFI packaged onto a printed




An alternative method has been developed for faster, one-step shank trenching
process. An Nd-YAG laser (IX-200-F, IPG Microsystems) at 532 nm is focused with a
beam spot size of 10 µm along the contour of the IFI. The focused laser is able to ablate
through the 6 µm CMOS back-end dielectric and ~200 µm of silicon in a matter of seconds.
The resulting aspect ratio of the Si trench is ~20 µm, resulting in a vertical aspect ratio
of ~10. Finally, same as in the DRIE process, the die is crystal bonded face-down and
mechanically milled to free the shanks from the surrounding silicon.
This process results in the redeposition of silicon on the sidewalls of the laser,
creating single-µm high debris on the edge of the shanks that may, in the worst case, create
drag during tissue insertion. Despite this, we ended up choosing laser micromachining over
DRIE because of its relative insensitivity to substrate material and speed of processing. The
time difference in the two processes becomes more pronounced when adding additional
layers to the native CMOS for spectral filtering. Because of the partially chemical nature
of RIE, each layer in the CMOS stack requires a material-selective gas and corresponding
photoresist. Laser micromachining, on the other hand, requires a single step to ablate
through all layers in the IFI.
2.2.2 Packaging onto mini PCB
The image acquisition hardware is divided into a mini PCB and mother PCB,
connected by a 12-inch, 51-pin flat flexible cable (Figure 2.5). The divided packaging
scheme allows easy handling and manipulation of the mini PCB, which is prone to
contamination and damage, while the mother PCB acts as a base station. The mini PCB
contains a minimal number of components—IC, 51-pin FFC connector, and decoupling
capacitors—which makes it light and replaceable. The 44 bond pads of the IC, positioned
with a 70 µm pitch, are wirebonded to a mini PCB with 200 µm pitch. The wire traces
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Figure 2.5: Image acquisition system consisting of mini PCB, 51-pin FFC, and mother
PCB (left); in vivo insertion setup of the same (right).
further expand to a 51-pin, 300 µm pitch FFC connector.
The IC is first secured to the mini PCB using an electrically conductive epoxy (H20E,
Epo-tek) and wire bonded using an automatic wire bonder. The gold wire bonds are then
encapsulated with a mechanically robust and waterproof UV-curable epoxy (NOA 68TH,
Norland Adhesives). This epoxy, among many UV curable epoxies tested, experienced
negligible autofluorescence when illuminated by blue light. An absorption filter composed
of an absorptive pigment (Valifast Yellow 3150, Orient Corporation) mixed with a UV-
curable photoresist substrate (KMPR 1005, Kayaku Advanced Chemicals) is then "painted"
over the shanks with a thin polyimide brush. We found that an additional 2 µm thick
parylene encapsulation greatly enhances saline resistance of the IC-PCB package without
decreasing the transmission of visible light into the SPADs. The packaging sequence
potentially allows chronic implantation of the IFI—in its longest exposure, a fully packaged
chip was immersed in saline for two weeks without any noticeable electrical or optical
performance degradation. Figure 2.6 shows the fully packaged IFI mini PCB ready for in
vivio insertion.
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Figure 2.6: Fully packaged IFI on mini PCB. The asymmetric shape of the mini PCB
permits insertion along the contour of the mouse skull; the mini PCB is fixed to a 3D
printed holder that attaches to a micromanipulator (left). Magnified photograph of IFI
showing bond wires encapsulated with transparent epoxy (top right). Further magnified to
the sidewall of a DRIE-etched 40 µm thick IFI with absorption filter on top (bottom right).
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Figure 2.7: (a) Per pixel active-reset quenching circuit. (b) Timing diagram of laser-synced
time-gate filtering (c) Area breakdown of pixel circuitry [4].
2.3 Measurement
2.3.1 Pixel Performance
Key performance metrics of the P-type (N-implant) shallow-junction SPAD,
manufactured in a 130 nm process with a VBD of 15.5 V, were measured in an integrating
sphere. Figure 2.7 (a) shows dark count rate (DCR), the rate of occurrence of thermally
created false positives (i.e. thermal noise), for a 512-pixel SPAD array for varying
overvoltages (VOV = Cathode - VBD). A higher VOV puts SPADs in a more photon-
sensitive state, but also produces higher DCR. The cumulative percentile reveals the
existence of about 2% "hot pixels" that experience higher dark counts than average. The
median DCR for a VOV of 1.0 V lies at 40 Hz, constituting the background noise.
Another key metric is the photon detection probability (PDP), which is the chance
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of a photon being detected upon entering the SPAD active region. Figure 2.7 (b) shows
the median PDP of the SPAD array at different wavelengths in the visible spectrum, for
different values of VOV. PDP indeed increases with rising VOV, and in terms of wavelength,
peaks between 550 and 600 nm. Its red-shift appears to be beneficial to fluorescence
detection of green fluorophorescence, but offers little distinction between excitation (490
nm peak) and emission (510 nm peak) wavelengths, using GFP as an example.
Since increasing VOV incurs both beneficial (increase in PDP) and disadvantageous
(increase in DCR) effects, a figure of merit (FoM) could be of use. The FoM is based on
photon counting statistics for fluorescence imaging to evaluate SPAD performance [71]. It
selects the highest probability of detecting photon events while avoiding false positives and
noise events. In Figure 2.7 (c), this FoM is plotted for fluences over a range of 103-105
photons per second, equivalent to a photon flux of 0.4-40 fW/m2 at a 520 nm wavelength.
Due to the relatively low DCR compared to fluence, the optimal operating value of VOV is
found to be 1.0 V. VOV at 1.0 V also has the benefit of reduced afterpulsing events [71].
Afterpulsing is estimated by measuring DCR while sweeping the active-reset SPAD dead
time from 300 ns to 10 ns. The median DCR of 40 Hz holds constant across this range,
indicating that afterpulsing is not a significant contributor to DCR.
Finally, Figure 2.7 (d) demonstrates the linearity and dynamic range of the detectors
in response to increasing fluence at 520 nm. The linearity is limited by the dark count at
low fluence and by photon pile-up at high fluence.
Figure 2.8 shows the DCR measured for different temperatures. The median DCR
climbs by approximately 60% when the temperature is raised from 30°C to 40°C, roughly
the increase in temperature when going from room temperature to a mouse brain.
Finally, the table in Figure 2.9 offers a comparison of the imager IC against other
time-gated SPAD imagers. While much of the novelty of this work lies in the form factor
and application of this imager, pixel performance compares favorably with other time-
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Figure 2.8: DCR over 512 SPAD pixels versus temperature. Datapoints indicate the
median, and error bars indicate the standard deviation.
gated SPAD imagers in conventional planar array formats, despite a uniquely longitudinal,
single-sided power supply scheme.
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Figure 2.9: Comparison of IFI with prior time-gated SPAD imagers. Cited works are
Schwartz [72], Lee [73], Perenzoni [74], and Field [75]. PDP and DCR are reported at
respective excess bias voltages; PDP is reported as the maximum value over all wavelengths
[4].
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Chapter 3: Spectral-Temporal Dual Filter for On-Chip Imaging
Fluorescence analysis lies at the core of modern biological sciences. The ability to
label virtually any molecule or transduce fluorophore-expressing genes into living animals
has given scientists the capability to study various biological mechanisms at the requisite
scale. Fluorophores, when combined with Calcium or voltage sensing sensing elements,
can be used for optically traicing the functional activity of populations of neurons [59, 60].
Fluorimetry relies on the ability of the photodetector to discern fluorescence signal
from a high intensity of excitation illumination background. The relative intensity of the
two can vary widely, as it is dependent on the optical properties (scattering and absorptive)
of the sample environment, the properties of the fluorophore (quantum yield, extinction
coefficient, fluorescence lifetime), and the spectral and geometric properties of the
excitation source. In most configurations, the excitation irradiance that reaches the detector
is orders of magnitude larger than that of fluorescence emission, and hence relies on an
emission filter to suppress the background. The emission filter of a typical epifluorescence
microscope offers as high as ten orders of magnitude of excitation rejection, or 10 optical
density (O.D.). Fluorescence microscopy benefits from this incredible filter selectivity to
perform single-molecule, or diffraction-limited resolution imaging.
In this chapter, we look into the particularities of designing an emission filter for
the IFI, which differentiates itself from a conventional optical microscope. The minimum
required filter O.D. is simulated with a Monte Carlo scattering model. Next, we show
a unique combination of absorption, interference, and time gate filters, providing a total
excitation rejection O.D. of 6 across an incident angle of 0-60°. We demonstrate the
fluorescence imaging of single 10 µm and 1 µm-fluorescent beads.
39
3.1 Filter Considerations for the IFI
For a typical epifluorescence microscope, the emission filter is realized in the form of
a combination of filters—dichroic mirror, interference and absorption filters—that take full
advantage of refractive optics for light collimation. In contrast, realizing the same filtering
techniques on the IFI, which comes in immediate contact with the biological sample, incurs
additional difficulties [76–81].
First, the entire filter stack of the IFI must be spatially restricted to a thin film
(< 15 µm) to minimize tissue displacement. Recent work on contact-based imagers have
demonstrated thin film absorption [82] and interference filters [80], reaching a combined
O.D. of up to 6 O.D. The challenge here is to replicate the filter performance of free space
optics within a limited layer thickness.
Second, as a tissue-embedded imager, the IFI detects photons not only from the
normal angle of incidence, but also oblique angles. This poses a problem for interference
filters which undergo a spectral shift in their stop/pass bands as a function of the angle of
incidence for transverse magnetic (TM) polarized light [80]. Moreover, the refractive index
mismatch at the water-imager interface may cause image distortion as well as signal loss
by Fresnel reflection.
Another unique consideration is the heightened presence of autofluorescence from
the filter’s constituent materials, owing to its extreme proximity to the photodetector [83].
Traces of autofluorescence are common in polymeric materials and are often less critical
in free-space optical setups because components are placed far away from the detector
[78]. However, autofluorescence emitted by a filter layer located within microns of the
imager falls upon the photodetector with unattenuated intensity, therefore, care must be
taken in choosing optical-grade non-autofluorescent materials for both color pigments and
polymeric/crystalline substrates.
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Figure 3.1: Monte Carlo photon propagation simulation of a Gaussian-shaped excitation
source illuminating neural tissue from the IFI. Red arrow indicates excitation backscatter,
and green arrow indicates fluorescence emission from a neuronal soma.
3.2 Minimum Filter Requirement
In order to find out the degree of excitation rejection needed in the case of a tissue-
embedded excitation source and photodetector, we perform a ray-tracing Monte Carlo
simulation of a 480 nm Gaussian-shaped (8° half-angle) light source with 10 µW power
illuminating neural tissue (Figure 3.1). The tissue is modeled with a mean scattering
length of 89.9 µm, mean absorption length of 16.9 µm, refractive index (n) of 1.37, and
scattering is characterized the Henyey-Greenstein phase function with an anisotropy of
0.887 [23]. The neuronal soma is modeled as a 15 µm-diameter sphere of 10 µM GFP,
with an extinction coefficient of 55,000 /M/cm and quantum yield of 0.79. Two photon
intensities are measured at an imaginary photodetector located on the IFI with a distance
of 25 µm from the light source: fluorescence emission from the soma, and backscattered
excitation, which, after several elastic scattering events, may reverse in direction to reach
the photodetector.
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Figure 3.2: Fluorescence intensity from soma (green) and backscattered excitation intensity
from the light source (blue) versus increasing distance between soma and the IFI. Four
different filter O.D. values are compared.
Figure 3.2 shows the photon flux of fluorescence signal from the soma and
backscattered excitation background falling upon a photodetector on the shank. The
horizontal axis denotes the distance of the model soma from the imager surface.
Fluorescence intensity (green) decreases with distance from the imager as excitation
intensity is scattered or absorbed in its travel path, and the resulting fluorescence emission
intensity is emitted isotropically in a sphere, its intensity decreasing with distance by a
factor of 1/4𝜋𝑟2 assuming negligible scattering. The excitation intensity (blue) remains
constant regardless of the location of the soma. Four different emission filters are
compared in its effect on the signal-to-background ratio (SBR). We assume an ideal filter
that only rejects excitation photons while unattenuating emission photons. Without the
emission filter (0 O.D.), excitation eclipses the fluorescence signal completely; with a
O.D. 3 filter, somas within 20 µm from the imager would be distinguishable with an SBR
lower than 100. An imager with an O.D. 6 filter is able to distinguish cells 100 µm away,
and improving the filter by only one additional O.D. we extend the maximum distance
to 170 µm. We find that the marginal gain in reading distance becomes larger with each
additional O.D.
In order for the IFI to be effective as a minimally invasive imager, it must detect from
a larger volume of tissue than the tissue it displaces, and also compare favorably with state
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of the art multi-electrodes [8]. Therefore we set the minimum emission filter requirement
to be 6 O.D.
3.3 Implementation of the Spectral-Temporal Dual Filter
3.3.1 Known Filtering Methods: Spectral and Temporal
Fluorescence filtering can be performed in two domains, spectral and temporal.
The first relies on Stokes shift—a shift in the wavelength of a photon that undergoes
inelastic scattering, as in fluorescence. GFP, for example, has absorption and emission
peaks at 488 nm and 509 nm, respectively, and the 21 nm mean Stokes shift is wide
enough for modern absorption and intererence filters to deliver as high as 10 O.D.
Accordingly, spectral filtering is the chosen filtering method for conventional fluorescence
microscopes. Absorption filters are typically implemented as an optically clear polymer
film containing color pigments that absorb the excitation wavelength. But they generally
provide a relatively small O.D. contrast between absorption and emission bands, and is
often insufficient when used alone [76, 79, 81]. Interference filters, e.g. Bragg reflectors,
provide another way of filtering with much higher O.D. contrast versus wavelength, but
with a performance that varies with the photon’s angle of incidence [80]. Combining
the strengths of both, a hybrid of absorption and interference filters is universally found
in tabletop epifluorescence microscopes, and frequently implemented in lab-on-a-chip
applications [76, 81, 82].
A completely different mode of realizing an emission filter utilizes the instantaneous
time delay between a fluorophore’s excitation and emission events. The duration of the
delay follows a probabilistic distribution that declines exponentially with time. The decay
time constant, or fluorescence lifetime, typically lies in the range of single-nanosecond
range for popular fluorophores [85]. Therefore, a pulsed excitation light source, followed
by a time-delayed camera shutter (i.e. "time gate"), gives rise to a time-domain filter that
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Figure 3.3: Demonstration of time-gate filter. A femtosecond laser excitation pulse is
followed by an exponentially decaying fluorescence intensity. (a) By "gating" the excitation
pulse, the photodetector is able to collect only fluorescence emission, achieving temporal
fluorescence filtering. (b) Fluorescence lifetime may be measured by scanning the gate
with respect to the laser pulse. Creative Commons License [84].
selectively transmits fluorescence emission. the time gate emission filter, demonstrated
in Figure 3.3, can be realized purely by circuit operation, without increasing the filter
thickness.
3.3.2 Absorption Filter
The greatest benefit of an absorption filter is its relative insensitivity to incidence
angle, hence being most suited for its application to implantable imagers. A long pass
absorption filter comprises of micron-scale color absorbing particles held together by an
optically clear polymeric substrate. A color pigment ideally exhibits a sharp contrast
in transmission between the excitation and emission wavelengths (488 nm and 509 nm
for EGFP), whereas the substrate maintains optical clarity across all wavelengths. In
reality, the contrast in transmission between the two wavelenths is not sufficiently sharp
for fluorescence imaging. A thicker filter may be the solution, however, a study reports
saturating filter performance beyond 5 µm of filter thickness [82], presumably due to the
autofluorescence of constituent material.
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Figure 3.4: Thin film absorption filter transmission of visible light. Four different filters are
tested: LP500 in SU-8, Valifast 3150 in NOA86H, Orasol Yellow in NOA86H, and Kodak
Wratten.
Figure 3.4 shows the spectral transmission of a selection of absorption filters tested—
LP500 (Adam Gates & Company) provides a sharp spectral transition along with the
commercially available Kodak filter (Kodak Wratten LP), whereas the Orasol Yellow filter
struggles. A caveat here is that the constituents of the filter must be non-autofluorescent,
which the LP500 dye fails to deliver. Valifast 3150, mixed with a KMPR 1005 substrate, is
chosen as the optimal absorption filter, providing ~2.2 O.D. contrast between 480 nm and
510 nm with a 5 µm film thickness.
3.3.3 Interference Filter
We utilize a long-pass multi-dielectric interference filter to assist with sharper a
contrast in excitation-emission transmission. Interference filters, although much more
effective than absorption filters for normally incident light, experiences a spectral shift in
transmission for oblique light, and therefore cannot be used by itself [80]. Approximately
100 layers of alternating dielectrics (i.e. Bragg reflector) are deposited directly on top of
the CMOS imager with a total thickness of 12 µm (Evaporated Coatings, Inc.). Its spectral
transmission is shown in Figure 3.5 for three different angles of incidence: normal, 15° ,
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Figure 3.5: Transmission spectrum of on-chip deposited interference filter for three
different angles of incidence.
and 30° . To accommodate for a wide range of incidence angles, an excitation wavelength
slightly shorter than the absorption peak of EGFP may be selected. Here, an excitation
wavelength of 480 nm is selected for the highest contrast between the excitation and
emission wavelengths, yielding an O.D. of 3 at all incidence angles.
Figure 3.6 (left) shows the transmission spectrum of the absorption-interference
composite filter on glass, measured with a photometer for normally incident light. The two
filters combined achieve a 5 O.D. transmission gap between 480 nm and 510 nm with a
total filter layer thickness of 17 µm. Figure 3.6 (right) shows photometry performed with
the IFI at various angles of incidence. The composite filter demonstrates at least 3 O.D.
higher at 480 nm than 510 nm over the full range of incident angles, with above 10%
transmission at 510 nm. This Figure does not fully show the potential of the composite
filter, as low photon counts are overwhelmed by the dark count rate (DCR) of the SPADs.
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Figure 3.6: Transmission spectrum of absorption-interference composite filter deposited on
glass, for normal incidence (left); total filter thickness is 17 um. Spectral transmission of
absorption-interference composite filter on the IFI, measured for 0, 20, 40, and 60 degrees
of incidence from normal (right). An IFI without filters is measured for reference, as well
as the DCR of the imager clipping the low photon counts.
3.3.4 Time gate filter
Finally, the time gate filter is implemented as a system of synchronized instruments in
the time domain. A Ti-Sapphire laser (Chameleon Vision II, Coherent) emits femtosecond
pulses in the infrared range (960 nm) with a repetition rate of 80 MHz. The infrared beam
is frequency-doubled into blue light via a beta barium borate (BBO) nonlinear crystal.
The beam is split, and a high-speed photodetector (DET025A, Thor Labs) converts the
optical pulse into a clock signal. The clock is cleaned up by an edge detection circuit
and pulse-locked loop (PLL), and fed into an FPGA (XEM-6310, Opal Kelly) as a
synchronization input to a programmable PLL. The FPGA finally delivers to the imager an
80 MHz time gate clock with programmable duty cycle and phase delay, which serves as a
global electronic shutter. By choosing the optimal rising and falling edges of the electronic
shutter, we are able to maximize the collection of fluorescence while minimizing the
collection of excitation light and thermal noise, hence resulting in a temporal fluorescence
filter.
Figure 3.7 shows a demonstration of the time gate filter in operation. A single 10 µm
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Figure 3.7: Demonstration of the time gate filter on a 10 µm fluorescent bead. (a)
Epifluorescent and wide field image of 10 µm bead placed 200 µm above the IFI. (b)
Timing diagram of the time gate filter; shutter delay and shutter duration may be fine-
tuned to ensure minimal collection of the excitation pulse (blue) and maximal collection
of fluorescence emission (green). (c) Total photon count of SPAD array at various shutter
delay values, with and without the fluorescent bead. The photon count solely created by
the excitation pulse drops immediately after delay=zero (w/o Bead), while the ~4 ns long
fluorescence lifetime allows the fluorescence signal to drop by a less amount (w/ Bead). (d)
Signal to background ratio plotted on the same time axis with (c); time gate filter displays
maximum SBR for delay < 2 ns. (e) Time gated image of the bead for four different
shutter delay values; (f) image in the absence of bead, showing the diminishing excitation
background intensity for increasing shutter delay.
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diameter green fluorescent bead (Fluoresbrite YG Microspheres 10µm, Polysciences),
similar to EGFP in its fluorescence emission spectrum, is placed 200 µm over the imager
(Figure 3.7 (a)). The blue laser light is collimated and shone normally onto the IFI which
already has absorption and interference filters providing ~5 O.D. excitation rejection at
480 nm. A global electronic shutter with a programmable shutter delay and duty cycle
(Figure 3.7 (b)) effectively constructs a temporal emission filter. A fixed duty cycle of 20%
is used for this characterization.
Figure 3.7 (c) shows the total photon yield of twenty SPADs located under the
fluorescent bead, at various shutter delays with respect to the laser pulse. The three
traces mark the photon yield under three different conditions; with a single 10 µm bead
illuminated from the top, same illumination with no bead, and under dark conditions
("DCR").The first shows the exponentially decaying fluorescence signal with increasing
shutter delay- a single exponent curve fit reveals a ~4 ns fluorescence lifetime. The delay
sweep without a bead reveals the SPAD’s response to the excitation laser pulse alone, also
known as the instrument response function (IRF). The IRF is a time-delayed response of a
photon that triggered an electron-hole pair in the SPAD device while the electronic shutter
was off; as the shutter turns on, the SPAD goes back into Geiger mode, and a false count is
detected from the diffused carrier. The result is an exponentially decaying "tail" following
the laser pulse, which eventually limits the O.D. of the time gate filter. Figure 3.7 (d)
reveals a peak in SBR for positive shutter delay values, demonstrating time-domain
excitation rejection. Figure 3.7 (e) and (f) show the IFI images at four different shutter
delay values with and without a fluorescent bead, respectively. Compared to the image
acquired at a shutter delay of 0 ps, at 140 ps, the signal (e) declines marginally while the
excitation background (f) is suppressed by an order of magnitude. The "image" of a single
bead has two peaks instead of a Gaussian-like profile because of refractive effects in the
air-filter interface, as will be explained in a later section.
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Figure 3.8: (a) Time gated image of a single 10 µm diameter fluorescent bead illuminated
by an 80 MHz repetition rate pulsed Ti-Sapphire laser, at different shutter duty cycles. (b)
Mean signal and background photon counts and (c) SNR and SBR for different values of
duty cycle.
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The duty cycle of the electronic shutter can also be optimized for maximum imaging
performance. An increase in the duty cycle allows the collection of more fluorescence,
but also more excitation background and thermal dark count at the same time (Figure 3.7
(c))—their relative intensities in the time axis determine the optimal duty cycle.
Figure 3.8 (a) shows the time gated image of a 10 µm fluorescent bead 200 µm from
the imager, acquired for a duration of 125 ms. The shutter delay is fixed at 140 ps while
the duty cycle is swept from 10 to 90 %, operating at a 80 MHz repetition rate. Assuming
uniform excitation and DCR across the array, the background is taken to be the mean photon
count of pixels that do not see the bead, which sums up the excitation background and dark
count. Signal is taken as the mean photon count of pixels under the bead negative the
background. The ratio between the two—SBR—peaks at a duty cycle of 20% (Figure 3.8
(b)), indicating a possible optimal operating point. However, a metric that better relates to
source localization performance is perhaps signal to noise ratio (SNR), where noise here is
the Poisson noise (i.e. shot noise) of the signal and background combined. The SNR for
a Poisson distribution of mean 𝑁 is
√︁
(𝑁), meaning that increasing the signal collection
with a larger duty cycle helps suppress Poisson noise. The peak SNR for this particular
image is found at a duty cycle of 50%; although SBR peaks at a duty cycle of 20%, we
benefit from increased signal magnitude up to a duty cycle of 50%, beyond which point the
fluorescence has sufficiently decayed and a further increase hurts SNR. This optimal duty
cycle for maximum SNR is dependent on the relative intensity of fluorescence compared
with excitation background and dark count. A decrease in the fluorescence signal, e.g.
a neuron that is dimmer or farther away, will shift the optimum duty cycle to a smaller
value. Note that the duty cycle is only a relative term dependent on the repetition rate of
the pulsed laser source, for which we have assumed an industry standard of 80 MHz; it may
be converted to shutter speed (i.e. shutter on-time) for a more physically relevant metric of
time domain fluorescence.
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3.3.5 Combined Filter Performance
The absorption, interference, and time gate filters each contribute to 2.2, 3.2 and
0.6 O.D., respectively, providing a total of ~6.0 O.D. for imaging GFP. The spectral filter
stack holds its performance up to 60 degrees from normal incidence when using a 480 nm
excitation source, permitting the majority of incoming photons to be properly filtered
before they reach the SPAD detector. The spectral filter is realized in the form of a 12 µm
interference and a 5 µm absorption filter film, deposited on top of the front-side illuminated
SPAD imager with a 6 µm native dielectric, thereby imaging fluorescent targets as close as
23 µm from the SPAD device itself.
3.4 Angle-Modulated Transmission by Filter Stack
The absorption-interference filter stack is composed of multiple layers of different
refractive indices, hence experiencing an incident angle-dependent transmission function
that is different for each wavelength. The latter has a profound effect on source localization.
Figure 3.9 shows the effect of applying the filters on top of the front-side illuminated
(FSI) CMOS imager. The measurement setup is shown in Figure 3.9 (a); a collimated
monochromatic light source (510 nm; peak emission of GFP) illuminates the CMOS imager
mounted on a rotating stage. The rotating stage moves the device in the range of -90 to +90
degrees, with 0 degree being the angle of normal incidence. The imager is fully packaged
and parylene coated, allowing for water immersion using the glass liquid tub.
Figure 3.9 (b) shows an angle sweep of the native CMOS dielectric stack in air.
The radial axis denotes the total photon count collected by a 256-pixel shank over a time
duration of 12.5 ms. What is noticeable here is the angle-dependent transmission of the
native CMOS back-end dielectrics (~6 µm of silicon dioxide and silicon nitride), which
deviates from a 𝑐𝑜𝑠(\) distribution that would arise solely from reduced photon flux at
higher angles. 𝑐𝑜𝑠(\) should appear as a circle in the polar plot. Figure 3.9 (c) shows
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Figure 3.9: (a) Measurement setup for angle-dependent optical transmission; a collimated
monochromatic light sources shines onto the CMOS imager attached to a rotational stage.
Angle response of (a) a native front-side illuminated CMOS imager and (c) a CMOS imager
coated first with a 12 µm thick interference filter and 5 µm thick absorption filter in air and
in water.
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the angle sweep of an identical imager with interference and absorption filters deposited.
In addition to spectral filtering, the added filter layers have had a refractive effect on
the 510 nm light, resulting in a completely different transmission profile that has higher
transmission 30 degrees away than at normal incidence. The double-lobe angle response
explains the double-peaked "images" of a single point source in Figures 3.7 (e) and 3.9
(a). The two lobes are closer apart in water than in air because of the reduced refractive
index mismatch at the water-absorption filter interface. This angle-modulated transmission
has a direct influence on the shape of the point spread function as well as the 3D image
reconstruction.
3.4.1 3D Reconstruction Using Angle-Sensitive Filter
The double-lobe angle response of the IFI filter stack may be used towards our
advantage in volumetric reconstruction, which is identical in its effect to Talbot-grating
based angle-sensitive pixels that will be described in Chapter 4. Figure 3.10 shows a
simulated image of a 10 um bead placed 100 µm above the imager acquired at three
different frame rates: 10, 1, and 0.1 fps. An excitation irradiance of 2.5 µW/µm2 illuminates
the bead. Randomized photon shot noise is taken into consideration, while background
excitation and dark count are ignored. The figure shows both the ideal (blue dots) and shot
noise-added (red dots) image of a 10 µm bead emulating the angle-modulated transmission
of the filter stack. The bottom row displays 10 µm-voxel 3D inverse images sliced in the
xz-direction, where the x axis is along the length of the shank and the z axis is away from
the imager. It demonstrates volumetric reconstruction of point sources at respective frame
rates. A sparsity constraint on point sources, as well as denoising, may be adopted to
enhance the resolution of the 3D reconstruction from the given inverse image.
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Figure 3.10: 3D reconstruction using the angle sensitivity of the absorption-interference
filter stack. A 10 µm bead is imaged in silico at three different frame rates; photon shot
noise is considered while background excitation and dark count noise are ignored (top row).
xz cross sections of the 3D inverse image is computed with 10 µm voxel resolution at three
different frame rates (bottom row). A higher frame rate leads to less photon collection,
hence larger shot noise. The IFI is able to locate point sources in 3D using the native angle
modulation of the filter stack, without the help of additional angle modulators, e.g., Talbot
gratings.
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Chapter 4: Light Field Imaging with Angle-Sensitive Pixels
The lack of refractive focusing optics on the IFI poses two challenges in image
formation. The first is low photon yield, which is addressed in part through the use of
the single-photon sensitive SPAD detectors. The second is the lack of spatial resolution.
Simply relying on the limited numerical aperture of the detectors would allow an x- or y-
spatial resolution of only ~250 µm to be achieved for an object 100 µm from the detector.
This results in a resolution that declines rapidly with distance from the imager surface.
Here, we adopt a lensless light field imaging scheme implemented with near-field Talbot
gratings to significantly enhance the resolution in three-dimensional (3D) space.
4.1 Lensless Light Field Imaging
Light field imaging is an imaging technique that collects not only the magnitude
of incoming light but also its direction, which uses the information to computationally
reconstruct images in 3D. A typical two-dimensional (2D) camera can be converted into a
light field imager by means of a light field modulator such as a microlens array or coded
aperture mask. A demonstration of light field imaging using a randomized binary mask is
demonstrated in Figure 4.1. The binary mask restricts the field of view of each pixel to a
unique subset of directions or angles, essentially sampling the pixel’s field of view. This
mask-modulated 2D image can be "solved" for possible locations of the light source, hence
allowing for 3D reconstruction. The simulation shows a 5 µm-pitch lensless image sensor
with (top) and without (bottom) a binary mask imaging an ideal light source located 40 µm
above the imager. The conventional imager sees a blur centered around the light source,
unable to locate its coordinates, while the same imager with a randomized binary mask
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Figure 4.1: Two imagers, a conventional 2D imager (top) and an angle-sensitive 2D
imager (bottom) are compared. An imaginary point source is placed above the imager
at coordinates [20, -10, 40 µm]. The leftmost panel shows the raw imager data, and the
middle and right panels show the xy (lateral) and yz (vertical) sections of the 3D inverse
image, respectively.
is able to pinpoint the origin via inverse imaging. Figure 4.1 also shows the xy- and yz-
sections of the 3D inverse image, which is the least mean squares solution of the detected
light field. z here is the direction away from the imager surface.
4.1.1 Near-Field Spatial Modulation Using Talbot Gratings
Previously, a light-field imager has been implemented using a far-field spatial
sampling mask [86] placed 200 µm away from a planar imager. The mask-to-imager
distance, however, leads to an excessive displaced volume for implantable imagers.
Instead, here we rely on near-field spatial modulation masks in the form of Talbot gratings
which are built directly into the CMOS back-end metal layers [87–90] (Figure 4.2). The
angle-sensitive amplitude modulation from each pixel is used towards computational
image reconstruction. The utility of these gratings comes at a cost in transmission
efficiency, which declines to only 3% of incident intensity. This can be improved to
29% using non-blocking dielectric phase gratings to achieve the same diffraction gratings
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Figure 4.2: A lensless light field imager is implemented with near field Talbot gratings
integrated into the native CMOS back-end-of-line (BEOL) metal layers. A top-view of the
Talbot gratings on the IFI is shown (left); a cross-sectional view of the angle-sensitive pixel
(ASP) is shown with an FDTD simulation of the Talbot grating blocking normally incident
light (center); finally, a cartoon of an ASP with an angle-modulated field of view (FoV) is
depicted as green lobes (right); the FoV of an ASP may be tuned by the grating pitch and
distance between Talbot and analyzer gratings [4].
instead of metal wires [89].
Talbot gratings in the IFI are implemented in M1, M3, and M5 layers of the six-
metal CMOS back-end to yield angular modulation patterns, with the goal of achieving
maximally uncorrelated spatial sampling of voxels in the imager’s field of view (FoV).
The sixteen unique grating sets are combinations of two orthogonal directions (x, y), two
angular modulation frequencies (low and high), and four spatial phase offsets (0, 𝜋/2, 𝜋,
3𝜋/2). The gratings are employed across all 512 pixels in a repeating pattern of two by eight
pixels to ensure that no two pixels with the same grating type overlap in their modulated
FoVs for a particular cell 100 µm away.
4.2 Measurement and image reconstruction
4.2.1 Angle-modulated photon sensitivity
The angular response for each grating set (Figure 4.3) is measured by illuminating
the imager with a collimated monochromatic light source of wavelength 520 nm and
varying the angle of incidence along \ and 𝜙, two rotation angles around the x and y
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Figure 4.3: (a) Two Talbot grating ASP angle-modulation functions with low and high
spatial sampling frequencies, respectively: simulation (left) and measurement (right). (b)
Sixteen variants of the Talbot grating masks are implemented on the IFI; variants include a
combination of two modulation directions, two spatial frequencies, and four spatial phase
offsets [4].
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axes, respectively, using two motorized rotational stages (K10CR1, Thorlabs). The CMOS
metal interconnect starts occluding photons for incident angles larger than 60° from the
normal axis.
4.2.2 3D Image Reconstruction: Inverse Imaging
The inverse imaging problem in this case is formulated as a linear system from the
scene 𝑥 to the array photon count 𝑦, where 𝑦 = 𝐴𝑥 + 𝜖 . The sensing matrix 𝐴 compresses
the scene into a much lower dimensionality determined by the pixel count. Dark count
and excitation background 𝜖 are assumed to be spatially and temporally uncorrelated to
the sources, and afterpulsing was estimated to be negligible. Image quality is improved
by constructing a sensing matrix 𝐴 that maximizes information extraction from the scene
𝑥. Such an optimized 𝐴 allows for the best reconstruction of the inverted image 𝑥. In
particular, we seek an 𝐴 that has maximally incoherent columns [91], indicating that each
location in space is compressed onto the imager’s response in a maximally diversified way.
Point Spread Function
The point spread function (PSF) describes the imager’s response to an ideal point-
wise light source, and its full-width at half-maximum (FWHM) determines how close two
point sources can be placed while still being recognized as separate sources. The least-
mean-squares error solution to the PSF can be computed as a pseudoinverse backprojection
of a single imaginary pixel:
𝑥𝑃𝑆𝐹 = (𝐴+𝐴)𝑥𝑠𝑜𝑢𝑟𝑐𝑒
where 𝐴+ is the left pseudoinverse of 𝐴 and 𝑥𝑠𝑜𝑢𝑟𝑐𝑒 is an nvoxel-by-1 array which is zero
except at a single voxel where the point source is located. nvoxel is ~2 million for the
3.2 mm-long IFI when using a voxel grid spacing of 5 µm. An example PSF of a point
source located at coordinates [2000 µm, 0 µm, 200 µm], where the origin is the left-
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Figure 4.4: (a-c) Computational point spread function of an ideal point source located at
cartesian coordinates [2000, 0, 200 µm]; xy-, xz-, and -yz cross sections of the 3D PSF
are shown. (d) Imager resolution (i.e., FWHM of PSF) in x, y, z directions with respect to
increasing distance of point source from the imager surface. (e) A sum of the individual
FoVs of each pixel, showing the combined FoV of all pixels of the IFI; the yz-section is
displayed [4].
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bottommost SPAD pixel, is displayed in Figure 4.4 (a-c). Aliasing causes the appearance of
rectangular ripples around the true source, showing the backprojected noise of this highly
underdetermined system. Since the PSF is unique to each voxel, we extend the analysis to
all voxels in the imager’s imaging volume and compute the Gaussian-fit FWHM of the PSF
across three Cartesian axes. Figure 4.4 (d) shows the resolution, or the FWHM of PSF, of
a point source located at an increasing distance from the imager surface. The broadening
of the FWHM with increasing source-to-imager distance results from an approximately
constant angular resolution translating to a larger spatial spread at further distances. The
minimum, or best, resolution is measured to be 64 µm, 26 µm, and 65 µm in the x, y, z
directions respectively. Acknowledging the fact that the purpose of the IFI is to separate
neurons separated by an average distance of 40 um, the sub-100µm resolution is sufficient.
The imaging volume can be sculpted further by restricting the illumination profile to a
volume of interest, drastically reducing the image background. Figure 4.4 (e) shows the
combined FoV of all pixels in the IFI.
4.3 Phantom Imaging
4.3.1 Single Source Imaging
To mimic a fluorescence-tagged neural structure, a diffuser tip of 100 µm radius,
coupled to a monochromatic green LED (300 µW, 7.9 𝑡𝑖𝑚𝑒𝑠 1014 photons/s), is placed
200 µm above the imager and translated along its length at three different positions (Figure
4.5, p1, p2, p3). The image is acquired with a 0.8 fps frame rate and photon accumulation
time of 200 ms, yielding a maximum of 41,000 photon counts for the closest pixel. The
repeating pattern of sixteen gratings is responsible for the periodicity of raw counts in
Figure 4.5 (a) and contribute to the localization of the point source. Inverse images by
pseudoinverse backprojection (𝑥𝑝𝑟𝑜 𝑗 = 𝐴+𝑦) sectioned at z=200 µm show the imager’s
ability to find centers of brightness within a 30 µm standard deviation.
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Figure 4.5: A 520 nm light source hovering 200 µm above the 512-pixel IFI was placed at
x coordinates of 500 µm (p1), 1500 µm (p2), and 2500 µm (p3). (a) Raw 512-pixel count
along two shanks and (b) inverse image in plane z=400 µm; source location is marked with
a red star, while the location of the imaging shanks is outlined in white dashes [4].
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Figure 4.6: Imaging multiple targets. (a) 10 µm-diameter bead clusters deposited on a
cover glass was placed 400 µm above the IFI (white dotted outlines); epifluorescence
microscopy image (top) and inverse image (bottom). (b) Larger clusters result in a more
distinguishable inverse image. (c) Image of two types of beads, green-fluorescent (left)
and nonfluorescent (right), showing selective imaging of only the fluorescent target: top-
epifluorescence, middle-inverse reconstruction, bottom-brightfield images. All scale bars
are 200 µm.
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4.3.2 Multiple Source Imaging
A multi-source phantom fluorescent target was prepared by depositing fluorescent
microspheres (Fluoresbrite YG Microspheres 10µm, Polysciences) on a cover glass, which
was then placed 400 µm away from the imager. A picosecond-pulsed excitation (Fianium
SC450-pp, NKT Photonics) centered at 480 nm and carrying 700 µW of average power
(1.7 𝑡𝑖𝑚𝑒𝑠 1015 photons/s) with a 20-MHz repetition rate was delivered in a direction
parallel to the shank with a 500 µm-diameter collimator. This parallel incident angle for
the excitation power minimizes the image background produced by incomplete emission
filter rejection. Figures 4.6 (a) and (b) show two distinct scenes with a difference in the size
and arrangement of the beads. A fluorescence microscope image is displayed alongside the
reconstructed inverse image of SPAD counts. Photon counts were accumulated for 200 ms
at 1 fps. Reconstruction voxel sizes are 20 µm in X, Y, and Z dimensions to optimize for
computation speed.
To show the efficacy of time-gated fluorescence imaging, a third scene
(Figure 4.6 (c)) is constructed with two bead clusters, one composed of fluorescent
beads and another with latex beads that merely scatter without fluorescing. Despite the
visibility of both clusters under brightfield imaging, the time-gated fluorescence image
only detects the fluorescent beads.
4.3.3 Source Localization by L1-Norm Minimization
Due to the highly compressed nature of the imaging system which maps ~105 voxels
to 512 pixels (assuming a 20 µm voxel grid), an inverse image will inevitably have limited
spatial resolution and appear blurred. Furthermore, high frequency noise is amplified
into the image through high spatial sampling frequencies, associated with low magnitude
singular values of the sensing matrix 𝐴. By incorporating a sparsity constraint, the
brightest few source locations can be solved for, again, in a least-mean-squares manner.
65
Figure 4.7: (a) 3D reconstruction algorithm performed on fluorescent bead image of Figure
4.6 (b); the two most statistically favorable solutions are marked in red circles and the
following forty in black, with diameters depicting the likelihood of solution; the overlaid
ground truth image at the plane of the beads indicates the location of microspheres 400 µm
above the chip. (b) L2-norm of residual error decreasing with added sources, red and gray
corresponding to the first two and next forty voxels in order of highest likelihood [4].
66
Performing this basis pursuit denoising optimization allows an estimation of best-fit source
locations while penalizing the number of total sources with a weighting parameter _ . This
optimization problem employs a cost function that includes the L1-norm of sources ( 𝑓𝐿1)
and the L2-norm of the residual error ( 𝑓𝐿2):





‖𝐴𝑥 − 𝑦‖22) = arg min
𝑥
( 𝑓𝐿1 + 𝑓𝐿2)
To solve this optimization problem, we use the in-crowd algorithm [92] to solve for sparse
locations within the imager’s FoV in real time. Figure 4.7 (a) shows the 3D reconstructed
image of the fluorescent bead arrangement in Figure 4.6 (b) solved with 20 µm voxel
sizes. Raw imager data is drawn as a heat map at the plane of the imager (z=0 µm). The
largest magnitude contributors to the solution (𝑥) are displayed in circles, while circle
diameters indicate the magnitude estimate. The two voxels with largest magnitude, colored
red, show the imager’s ability to locate the two bead clusters at their correct volumetric
locations. The next highest forty, colored black, are also found near the two clusters with
decreasing amplitude estimates. As more voxels are added to the solution 𝑥, the L2-norm
of the residual error ( 𝑓𝐿2) declines as shown in Figure 4.7 (b), but each with a diminishing
contribution to residual error minimization. By combining this information from residual
error with the appearance of clusters of estimated sources, we can heuristically infer
sparsity and location without relying on an external verification of ground truth.
4.3.4 Reconstruction Error
We perform a Monte Carlo simulation to determine the maximum number of sources
the imaging probe can resolve simultaneously. Sparse reconstruction theory states that the
maximum number of detectable sources is the number of pixels 𝑀 . However, for L1-
minimization solvers that assume no constraints on the sensing matrix 𝐴, phase transition
occurs around
√
𝑀 , meaning that a sharp decline in reconstruction reliability occurs above
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Figure 4.8: Reconstruction error statistics. (a) Distribution of localization error along x,
y, z axes, respectively; (b) standard deviation when accounted for 2% false positive / false
negative outliers; (c) bias of localization error [4].
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that density [93]. In the case of the imaging probe, the columns of 𝐴 have a repetitive
structure determined by the angular sensitive gratings. As a result, we expect the maximum
allowable sparsity to be below
√
𝑀 .
We place 𝐾 sources randomly in the imaging volume of 3.2 mm × 200 µm × 150 µm
above a single imaging shank with 256 pixels, at 250 µm depth. Photon shot noise is
added to the simulated fluorescent data, and additional excitation background is added
with the expected signal to background ratio (SBR) of 3.5 dB. Source placement and
subsequent localization is repeated 1000 times for each value of 𝐾 . To correctly compare
the localization result against the ground truth, an exhaustive search method links found
sources with their closest true locations, where computational tractability limits the analysis
to 𝐾 = 10. We analyze the localization error in terms of mean square error (MSE), allowing
a decomposition into the average error squared and variance of the error:
𝑀𝑆𝐸 (𝑥, 𝑥) = 1
𝑁
‖𝑥 − 𝑥‖22 = (
1
𝑁
Σ(𝑥 − 𝑥))2 + 𝜎2𝑥−𝑥
Figure 4.8 shows how localization performance is affected by the source cardinality,
𝐾 . Figure 4.8 (a) shows the distribution of the error over all iterations and source
cardinalities in each dimension. Large outliers are essentially ground truth locations that
are not found, and the larger imaging volume in the X direction permits larger outliers
along that axis. The error is distributed with 98% of sources found within 130 µm,
or around two times the largest FWHM at 100 µm distance, of the true location. The
compressive sensing method has a 2% likelihood for introducing false positives and
negatives, which need to be accounted for in subsequent imaging target analyses.
The total ensemble standard deviation of all errors in all directions reduces to 17 µm
(Figure 4.8 (b)) when corrected for these outliers. The error increases with more sources
due to increased noise sensitivity at higher source densities. Both the standard deviation
and bias of the error (Figure 4.8 (c)) are smaller than the pixel pitch in all directions x, y,
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and z. The sign of the data point indicates an estimation bias in the respective direction.
Even at the reported large variance, a low error bias indicates the imager’s strength
at localizing volumetric centers of brightness with micrometer accuracy, where precision
improves with repeated measurements and averaging over multiple reconstructions. We,
therefore, expect that a single IFI shank with 256 pixels can localize up to ten point sources
simultaneously with 98% certainty at SBR levels comparable with those estimated for an
in-vivo environment. Since a single shank is 3.2 mm long, this means that a neuron every
~320 µm may be separated from a single image with reliable error rates. Compared to
an average distance of 40 µm between neurons in the mouse cortex, this number falls
short by an order or magnitude. To achieve this level of sparsity, we may resort to sparse
labeling of select types of neurons, or use the temporal sparsity of gcamp activity towards
our advantage.
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Chapter 5: Deep Brain Fluorescence Imager with Co-integrated Laser
Diode
This chapter presents a variation of the IFI with on-chip light sources on each
side, designed for imaging deep brain activity. The device consists of a 4 mm-long,
420 µm-wide CMOS die with 512 single-photon avalanche diodes and two on-chip laser
diodes. The edge-emitting laser diodes deliver fluorescence excitation above the SPAD
array plane, parallel to the imager to prevent direct illumination of the pixels. The laser
diode illumination is pulsed and the SPAD is time-gated, realizing a temporal fluorescence
emission filter that provides up to O.D. 3 at 1 ns of time-gate delay. Talbot gratings are
applied to individual pixels for 3D light field imaging. The 3D image achieves a resolution
of 40, 35, and 73 µm in the x, y, z directions, respectively, in a noiseless environment, with
a maximum frame rate of 50 kilo-frames-per-second. I present measurement results of the
spatial and temporal profiles of the dual-pulsed laser diode illumination and of the photon
detection characteristics of the SPAD array. Finally, I show the imager’s ability to resolve
a glass micropipette filled with red fluorescent microspheres. The system’s sub-millimeter
cross section allows it to be inserted at arbitrary depths of the brain while achieving a field
of view four times larger than fiber endoscopes of equal diameter.
5.1 Chapter Introduction
While the superficial brain has been extensively studied with the development of
modern neural imaging techniques, the deep brain largely remains an elusive area of
investigation. Deep-brain imaging with conventional free-space optics is challenged by
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Figure 5.1: 3D model of the deep brain fluorescence imager, comprised of 512 SPAD
pixels and two laser diodes, packaged onto a 20 µm-thick polyimide flexible substrate; red
arrows indicate the direction of excitation light. The imager is delivered through a 1.8 mm
diameter cannula.
the scattering and absorption of photons in tissue, which appears opaque in the visible
spectrum. Scattering events, which occur with mean free paths of 50 µm for visible light in
grey matter [94], cause photons to quickly lose directionality with depth in tissue. Ongoing
developments in multiphoton microscopy [95, 96] and super-resolution microscopy [97]
have enabled near single-cell resolution at depths of up to two millimeters in the mouse
brain, but imaging depths are not expected to improve significantly beyond this.
One way to acquire an image at greater depths is to guide photons through a non-
scattering medium. In particular, imagers with graded index rod lenses (1.8 mm diameter)
[45] and multimode fiber endoscopes (50 µm core diameter) [98, 99] have successfully
imaged neural structures several millimeters deep. Nonetheless, their fields of view (FoVs)
are inherently limited by the diameter of the lens or waveguide, which can only be increased
with a more invasive insertion cross section. This tradeoff between FoV and invasiveness
makes waveguides an unscalable solution for scanning large volumes in the deep brain.
Another approach to deep brain imaging is to insert an integrated imaging system
into the brain itself, with photons converted into electrical signals before they scatter. The
difficulty here lies in miniaturizing or replacing the function of optical components of an
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imaging system—illumination source, spectral filter, detector array, and interconnects—to
minimize invasiveness while maximizing the FoV and resolution of the imager. Several
forms of such a fully-integrated implantable CMOS surface imager have been demonstrated
using two different types of illumination sources: micro-light-emitting diodes (µLEDs)
[53, 54] and fiberoptic cables [56]. Although these imagers achieve single-µm resolution
with tightly-pitched CMOS pixels and on-chip spectral filters, they cannot focus at
depth, effectively limiting the total number of simultaneously imaged neurons to those
at the very surface. As a solution, pixel masking methods have proven useful in turning
two-dimensional detector arrays into depth-perceiving light-field-sensitive arrays, allowing
volumetric discernability [87, 88, 90].
We further develop our previous work on a deep-implantable fluorescence imager
with pulsed µLEDs [5] into a system using two edge-emitting laser diode (LD) illumination
sources and 512 single-photon-avalanche-diode (SPAD) detectors, measuring only 420 µm
by 150 µm in cross section and 4 mm in length. Light generation and collection by digitally
addressable devices with in-pixel memory allow the compression of an image into a time-
series data set delivered through a few metal interconnects, whereas an optical fiber or rod
lens delivers an image size strictly in proportion to its diameter. The result is the potential
for a significant advantage in functional scalability for implantable electrical imagers over
passive implanted optics.
With a cross-sectional width of only 420 µm, the imager can be combined with a
standard 1.8 mm-diameter cannula and delivered into deep brain regions that lie beyond
the reach of conventional optics (Figure 5.1). Each SPAD pixel is masked with a set
of semi-unique Talbot gratings used for spatial sampling, the collective image of which
allows the computational localization of a light source in three dimensions (3D) [88]. In
the subsequent discussion, the positive x-axis denotes the long axis of the imager in the
direction of insertion, the y-axis denotes the short axis of the imager, and the z-axis denotes
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the vertical distance away from the imager (Figure 5.1). The origin of this spatial reference
is denoted as the location of the left-and-bottom-most SPAD pixel in the array.
5.1.1 Time-Gated Fluorescence Imaging
Fluorescent biomarkers serve as highly effective contrasting agents for highlighting
a targeted biological structure or activity over a nonspecific background. Fluorescence
imaging has proven to be a powerful tool for studying the brain, especially with the growing
variety of genetically encoded fluorescent proteins [61, 100]. Fluorescence imagers require
a minimum of three components: an excitation light source, a filter, and a detector.
The excitation light source illuminates a volume of tissue with a wavelength that is
best absorbed by the fluorophore. A filter, placed before the detector, rejects the scattered
excitation background and passes only the fluorescence emission. The detector finally
converts incoming photons into electrons, carrying information of intensity and time of
arrival.
The construction of an emission filter that efficiently passes fluorescence emission
and rejects excitation is key in achieving images with a high signal-to-background ratio
(SBR). A common epifluorescence microscope requires the addition of absorption or
interference filters providing at least three, and typically six, O.D. Absorption filters show
a gradual ramp of transmission from stop band to pass band, while interference filters have
a much sharper wavelength selectivity. This makes interference filters a highly desirable
choice of filter, but their passing wavelengths alter with incident angle, meaning that
they have limited use for a light-field imager that collects light equally from all incident
angles. Composite on-chip filters combining absorption and interference filters have been
demonstrated on surface imagers with an O.D. as high as 8 [82] with thicknesses as small
as 16 µm [56], but their angular dependency makes them unsuitable for light-field imagers.
Another method of fluorescence filtering is performing it in the time domain, which
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relies on the time-lag between the moment of fluorescence excitation and emission.
Fluorescence emission is a stochastic process where an excited fluorophore may emit a
Stokes-shifted photon with an exponentially decreasing probability over time, typically
with time constants of single nanoseconds for widely used fluorophores. This exponential
decay of fluorescence intensity can be used as an identifier of the fluorophore, as well as
for time-domain fluorescence filtering [101–103].
In order to minimize the implantation cross section of the deep brain fluorescence
imager and, in turn, maximize the volume of simultaneously imaged tissue above
the detector array, we implemented a time-domain fluorescence filter. Time-resolved
fluorescence imagers have typically used discrete laser sources [4, 72, 104] or µLEDs [105]
as pulsed excitation sources, which are often tabletop or printed circuit-board systems.
Rarely are the excitation source and detector integrated onto a single IC [106]. The deep
brain fluorescence imager developed here, due to its tight size constraints, uses on-chip
integrated gain-switched solid-state LDs as its pulsed excitation source.
Time-gated fluorescence filtering requires two time-critical edges to have sub-
nanosecond rise/fall times: the falling edge of the excitation pulse and the rising edge of
the detector enable signal. Shortening the fall-time of the pulsed LD illumination and
rise-time of the SPAD enable signal have been the two critical design points of the system.
5.2 Design of Imaging System
The deep brain fluorescence imager consists of two laser diode excitation sources,
a time-gated fluorescence filter, and an 8-by-64 SPAD detector array. The laser drivers
and SPAD array are fabricated on the same custom integrated circuit (IC) using a 0.13 µm
bipolar-CMOS-DMOS (BCD) process. Figure 5.2 (a) shows the full system including a
PC interface, a field-programmable gate array (FPGA) board implementing a finite state
machine (FSM) and phase-locked loop (PLL), and the IC connected through a 26-wire flat
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Figure 5.2: (a) Time-gated imaging system comprising PC, FPGA-implemented PLL and
FSM, and IC with two integrated laser diodes and an 8-by-64 SPAD array. (b) Laser
Diode driver and (c) single-pixel SPAD quenching and reset circuit. (d) Timing diagram
of time-gated fluorescence photometry achieved with two phase-locked clocks, LDON and
SPADON.
flexible cable. The two LDs are silver-epoxied on chip by machine-assisted placement.
The LD drivers are designed with the goal of minimizing the turn-off time. Each
on-chip LD driver is a three-stage buffer chain with increasing output drive resulting in
a peak current drive of 70 mA at the final stage (Figure 5.2 (b)). The three consecutive
drivers are skewed to favor the pull-down, pull-up, and pull-down transistors across the
three stages, respectively, to achieve a fast turn-off of the LDs. Two commercial edge-
emitting LDs (CHIP-635-P5, Roithner Lasertechnik), each with a center wavelength of
635 nm and dimensions of 250 µm × 300 µm × 100 µm, are mounted on the surface of
the chip facing each other. Denoted as LD1 and LD2, both LDs are switched by a shared
clock LDON delivered at 1.5 V logic levels. A level shifter converts this to a 5 V peak-to-
peak drive signal, which drives a 100 pF load with a fall-time of 700 ps and rise-time of
2.2 ns. On-chip decoupling capacitors (Decaps) between the anodes (LDAN) and cathodes
(LDCATH) of LD1 and LD2, 35 and 75 pF in size, respectively, act as charge reservoirs
for fast switching. An additional decoupling capacitance of 100 nF is implemented on the
PCB between LDAN and LDCATH.
An FPGA-implemented PLL realizes the time-domain fluorescence filter by phase-
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locking the two clock signals LDON and SPADON as demonstrated in the timing diagram
of Figure 5.2 (d). A 900 MHz clock internal to the FPGA board, further divided into eight
phases, allows the rising and falling edges of both signals to be positioned at a resolution of
140 ps. At this resolution, determination of the fluorescence lifetime of the fluorophore is
also possible [72]. Once an optimal time-gate position is found for SPADON that yields the
most excitation rejection and fluorescent emission collection for a particular fluorophore, it
remains static while the FSM cycles through record and readout states.
The 8-by-64 SPAD array, designed with a pixel pitch of 25.3 and 51.2 µm in the x
and y directions, respectively, is driven by a global shutter SPADON, the turn-on edge of
which is timed to occur a programmable length of time after the turn-off edge of LDON.
All SPADs share a common cathode voltage (SPCATH) set 1.5 V higher than the SPAD’s
breakdown voltage (VBDV) of 15.5V (Figure 5.2 (c)). Each SPAD pixel’s individual anode
toggles between ground and the reset voltage (VRST) to put the SPAD in and out of Geiger
mode. At the rising edge of every SPADON cycle, the active reset circuitry (RST in
Figure 5.2) turns on M1, which sufficiently pulls down the SPAD anode to ground, and
leaves it in a high-impedance state such that the SPAD is ready to create an avalanche in
response to an incoming photon. M2 provides a high-resistance path at the SPAD anode,
which turns off when an avalanche is detected. The event-detection inverter, labeled ‘hv,’ is
designed with thick oxide devices to allow for up to 5V range at VRST, and the following
logic, including the inverter labeled ‘lv,’ are designed with thin oxide devices to reduce
pixel area. The pixel is able to detect up to a single photon per SPADON clock cycle,
incrementing a 6-bit ripple counter to achieve a dynamic range of 63. In the read-out state,
the FSM cycles through the 9-bit addresses and transfers the 6-bit count of each SPAD
pixel to an on-FPGA RAM, and clears the counter in preparation for the next record state.
The cycle time, or frame rate, can reach a maximum of 50 kfps, limited by the setup and
hold times of the FPGA I/O interface.
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The IC consumes 14.1 mW in the 1.5 V digital core and 3.3 V pad frame combined
under count-saturating illumination conditions when operating at a 20 MHz repetition rate.
The LD drivers consume 9.8 mW when biased at 4.9 V and pulsed at 4% duty cycle,
emitting a total irradiance of 1.4 µW. Modeling the imager as a rectangular heat source of
420 µm by 150 µm by 4 mm dimension, the maximum emitted heat flux is 510 mW/cm2.
A study on the effect of heating in cortical implants suggests that a heat flux limit of
approximately 24.2 mW/cm2 keeps tissue temperature increases below 1°C [68]. This
implies two options for operating the deep brain fluorescence imager: duty-cycling system-
level operation to 4.7% or operating in continuous time with a repetition rate of ~1 MHz.
A total of 26 power and signal wires on the IC connect through a flat flexible cable,
with careful grounding to prevent crosstalk between LDON and SPADON. The number of
wires can be reduced in future versions of the IC with the addition of serializers, on-chip
voltage regulators and timing control circuitry. A flip-chip bump bonding approach is used
to mount the IC onto a flexible cable with twenty-six 50 µm-wide metal traces with 50 µm
spacing, resulting in a total lateral width of 2.9 mm for the cable (Fig. 1). When printed on
a 20 µm-thick polyimide substrate, the cable may be rolled up to the width of the IC and
inserted through a 1.8 mm-diameter cannula.
5.3 Pulsed Laser Diode Illumination
5.3.1 Spatial Illumination Profile
In contrast with free space imaging systems which typically have uniform excitation
illumination in the detector’s FoV, this system places two edge-emitting laser diodes on
each end of the SPAD array, creating a conical volumetric illumination profile, which must
be corrected in the resulting fluorescence image.
Each LD radiates in the shape of a narrow cone along the LD’s waveguide positioned
100 µm above the surface of the SPADs. Due to our inability to measure LD irradiance over
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Figure 5.3: (a) Illumination profile of two laser diodes facing each other from a 1600 µm
distance, emitting 1 µW each, constructed from irradiance measurements of a single laser
diode; inset shows a 3D view of the same. (b) Line-scans of irradiance at various z-heights
along the axis of emission (y=200 µm, z=100 µm).
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all voxels in the imager’s FoV, we measured instead the irradiance of a single LD across
azimuthal and elevation angles, and mapped the illumination intensity in 3D space. The
irradiance had a FWHM of 17° and 24° in the azimuthal and elevation angles, resulting in
a vertically elongated elliptical beam.
Figure 5.3 (a) shows a log-scale colormap of the illumination created by two LDs
emitting 1 µW each, placed 1600 µm apart. The irradiance received per 10 µm-cubic voxel
is shown in the form of five 2D cross sections at different heights above the SPAD array,
where the voxel size was chosen to approximate a typical neuronal soma 10 µm in diameter.
The inset shows a semi-transparent view of irradiance per voxel in the imager’s full FoV.
Scattering was not taken into account. The LDs produced a concentrated irradiance along
the center of the SPAD array, which is where target neurons will be able to absorb the
highest intensity of fluorescence excitation.
Figure 5.3 (b) shows line-scans of the illumination parallel to the insertion axis
(x-axis) for incremental 50 µm cross-sections of the illumination volume (z-axis, 0 to
400 µm from the imager). As expected, irradiance per voxel reached its peak at the two
cleaved LD waveguides and varied widely with x and z coordinates. Near the center of the
SPAD array (x range 300-1300 µm) where the radiation profile becomes relatively uniform,
however, the received irradiance ranged between 0.25 to 1 nW for z distances between 0
and 200 µm. Here, the irradiance varies by a factor of four, allowing for wide-volume
single-shot imaging in this region.
5.3.2 Temporal Illumination Profile
In order to characterize the time-domain waveform of the LD pulse, the imager was
placed in a dark environment and the SPAD array was allowed to collect direct illumination
from the LDs. With an equal repetition rate of 20 MHz, LDON and SPADON clocks were
given duty cycles of 4% and 9%, respectively. Due to internal circuit delays, LDON drives
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Figure 5.4: (a) Time-gated photon count of on-chip laser diode for different values of
LDAN, normalized; (b) corresponding peak irradiance of single laser diode. (c) Pulse
shape of on-chip laser diode (LDON 20 MHz, 4% duty cycle) and external laser measured
with a third-party time-of-flight imager. (d) Time-gated photon counts collected with
external pulsed 488 nm laser, using different fluorophore solutions placed over chip: FL-
Fluorescein, YG-Fluoresbrite YG, L-latex.
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the LDs with a near-zero effective duty cycle, creating pulsed illumination. While keeping
LDON fixed in phase, SPADON was shifted by steps of 140 ps in a sliding window fashion,
essentially performing a convolution between the LD pulse and the instrument response
function (IRF) of the SPAD detector. Figure 5.4 (a) shows the pulsed LD irradiances for
different values of LDAN voltages between 4.3 and 4.9 V, while LDCATH was fixed at a
global ground of 0 V. LD Irradiances in this range of bias voltages experience a drop-off
of larger than three decades within 1.5 ns after its peak, demonstrating that it is possible
to use the imager in conjunction with fluorophores with longer fluorescence lifetimes.
Past a 1.5 ns time delay, at which point the LD irradiation has nearly extinguished, the
SPAD IRF dominates with a decay rate of one decade every 7 ns, characteristic of a ~3 ns
time constant. The IRF is believed to be the result of trapped carriers generated near the
multiplication region which subsequently diffuse and are captured in the multiplication
region [24]. The measured average irradiance at these forward bias voltages is plotted in
Figure 5.4 (b).
Compared to µLEDs, which achieve fast extinction only at the cost of lower
irradiance, and thus require longer integration times to perform time-gating [5], the LDs
offer a combination of faster extinction and higher irradiance, enabling the option of high
frame-rate imaging.
A third-party time-of-flight SPAD imager (LinoSPAD) was used to confirm the LD
pulse shape [107]. Plotted in Figure 5.4 (c) is an LD pulse biased at LDAN=4.7 V and
LDON operating at 4% duty cycle, compared with a supercontinuum laser pulse also at
635 nm (NKT Photonics, SuperK Fianium). A rejection rate of 2 O.D. at 2 ns time delay
was measured for the LD, compared to 2 O.D. at 1.5 ns for a 50 ps laser pulse.
Finally, in Figure 5.4 (d), we demonstrate time-gated fluorescence lifetime
photometry using the SPAD array while providing illumination with a femtosecond
Ti:Sapphire laser (Coherent, Chameleon Vision II), frequency doubled to 488 nm. Three
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different aqueous solutions were aliquoted into vials: 30 µm fluorescein (FL; fluorescence
lifetime of 4.1 ns [108]), green fluorescent microspheres in water (YG; Fluoresbrite YG
10.0 µm; fluorescence lifetime unknown), and 3 µm latex beads in water (L). The vials
were placed on top of the detector array and illuminated with a collimated laser beam
parallel to the array. The opaque latex bead solution served to diffuse the laser light into
the SPADs as a measure of SPAD IRF in the absence of fluorescence. SPAD counts were
integrated with an 80 MHz repetition rate and a rolling window of 32% duty cycle. A
single-exponential decay fit for photon counts in the time interval of 6-12 ns suggest decay
lifetimes of FL–5.5 ns, YG–3.6 ns, and L–2.1 ns, where the lifetime of L suggests the
decay rate of the SPAD IRF.
5.4 3D Image Reconstruction
5.4.1 SPAD Device Characterization
The signal-to-noise ratio (SNR) and SBR of the deep brain fluorescence imager are
dependent on SPAD performance, tissue properties, and LD illumination profiles. It is
useful to identify the key contributors of signal, noise, and background. Signal is comprised
of fluorescently emitted photons in non-scattering media. Noise can be decomposed into
shot noise in signal, shot noise in the dark count, and deflections of signal photons caused
by scattering in tissue. Background is the sum of the median dark count and photon counts
from insufficiently rejected excitation light, where the latter dominates in our case. To
maximize SNR, an optimal value of overdrive voltage VOV = SPCATH - VBD must be
chosen where for these SPADs is fixed at 15.5 V.
The median photon detection probability (PDP, Figure 5.5 (a)) and dark count rate
(DCR, Figure 5.5 (b)) were measured in an integrating sphere for different values of VOV
in the range of 0.5 to 2.0 V. The integrating sphere provides an isotropic illumination
environment for the imager to be tested in. Median PDP reached its maximum between 550
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Figure 5.5: (a) Median photon detection probability versus wavelength and (b) dark count
rate for all pixels in the array, for different SPAD overdrive voltages.
and 600 nm wavelengths, with a peak value still under 1%, which is low relative to other
SPAD imagers. The same device without Talbot gratings measured a PDP approximately
thirty times higher, showing that the PDP reduction was due to the light obstruction of the
gratings [4]. Figure 5.5 (b) shows the DCR distribution of all pixels in the 512-pixel array.
Hot pixels, defined as those with counts larger than five times the median DCR, occupied
2% of the array and their data were removed during 3D reconstruction. Unlike PDP, DCR
increases nonlinearly with VOV (Figure 5.5). Hence an optimal value of VOV exists where
the chance of detecting a photon is highest while that of detecting a noise event is lowest.
Following a figure-of-merit analysis, we found that the VOV is optimized at voltages below
1.5 V for a wide range of photon flux [4]. We chose to bias SPCATH at 17 V and VRST
at 1.5 V, resulting in a VOV of 1.5 V for the remaining discussions, where the median PDP
for detecting 640 nm is 0.48%, and median DCR is 37.9 counts per second (cps) over
512 pixels, corresponding to 0.81 cps/µm2 for the 7.7 µm-diameter SPAD aperture.
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Figure 5.6: (a) Top- and side-view layouts of two example Talbot gratings implemented in
three back-end metal layers, drawn to scale. (b) Measured angular modulation responses of
four chosen pixels with given modulation direction / angular frequency(𝛽) / grating offset.
5.4.2 Angular Modulation Using Talbot Gratings
The lack of refractive focusing optics results in a resolution that declines rapidly with
distance from the array surface. Many have, therefore, used 2D imagers as surface imagers
[82, 109]. A light-field 3D imager has been implemented using a 2D imaging array with a
far-field spatial sampling mask [86], but requires a 200 µm spacer between the imager and
mask, which constitutes an excessive displaced volume for implantable imagers. Instead,
in this work, we rely on near-field spatial modulation masks in the form of Talbot gratings
which are built directly into the CMOS back-end metal layers [89].
Talbot gratings are implemented in M1, M3, and M5 layers of the six-metal stack to
yield sixteen unique angular modulation patterns, with the goal of achieving maximally
uncorrelated spatial sampling of voxels in the imager’s FoV. A combination of two
directions (x, y), two angular frequencies (𝛽 =low, high), and four grating offsets (0, 𝜋/2,
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𝜋, 3𝜋/2) creates a variety of sixteen unique sets of gratings, two examples of which are
shown in Figure 5.6 (a) [4]. The ensemble of sixteen gratings repeats periodically for
every 8-by-2 pixel group, the periodicity of which is also reflected in the 3D reconstructed
image.
The angular amplitude modulation for each set of gratings was measured by placing
the imager on two orthogonal rotating stages and illuminating it with a collimated light
source. The resulting modulation is shown versus elevation and azimuthal angles \ and 𝜙,
pivoting around the z and y axes, respectively, for four selected pixels (Figure 5.6 (b)). The
imager uses this per-pixel spatial sampling approach to convert a 2D SPAD count into a 3D
back-projected volumetric image.
5.4.3 Reconstruction Resolution
The point-spread function (PSF) is an imager’s perceived image of an infinitesimally
small point source. For an optical microscope, this is a 3D Gaussian blur around the
point of interest, and its FWHM is commonly referred to as the system’s resolution. The
PSF of this imaging system can be computed by placing an imaginary point source at a
voxel, and measuring the computational 3D ‘blur’ around its back-projection. Under ideal
conditions of zero noise and background, the pseudoinverse back-projection of a single
voxel is formulated as 𝑥𝑃𝑆𝐹 = (𝐴+𝐴)𝑥𝑠𝑜𝑢𝑟𝑐𝑒. Here, 𝑥𝑠𝑜𝑢𝑟𝑐𝑒 is an N-by-1 array which has a
value of unity at the chosen voxel and a value of zero everywhere else.
The resulting PSF of an example point source located at Cartesian coordinates
[830 µm, 220 µm, 150 µm] is shown in Figure 5.7. Figure 5.7 (a) shows a 3D model
of the point source location, and Figures 5.7 (b-d) show yz, xz, and xy slices of the
PSF, respectively. The Gaussian-fit FWHM along the x, y, and z axes are found to be
63 µm, 26 µm, and 51 µm, respectively, depicting the theoretical maximum achievable
resolution of the Talbot grating ensemble for this voxel. The nonzero intensity in the
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Figure 5.7: Point spread function of an imaginary point source placed at x=830 µm,
y=220 µm, z=150 µm reconstructed with a 10 µm voxel resolution. (a) 3D drawing of
the point source location; cross sections of PSF in (b) yz-, (c) xz-, and (d) xy-planes. (e)
Box chart of Gaussian-fitted PSF FWHM values, for all voxels located at given z height;
boxes indicate median and 25 and 75 percentiles, and rod terminations indicate 5 and 95
percentiles.
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Figure 5.8: Gaussian-fitted PSF FWHM for all voxels in the imaging volume, represented
in z-slices and 3D volumetric view (inset). Resolution at a given voxel is defined as the
smallest of PSF FWHM values in the x, y, z directions.
voxels surrounding the point source is an artifact created by the overlap in the pixels’
FoVs, with a noticeable periodicity in the x and y directions matching that of the Talbot
grating ensemble (Figure 5.7 (d)).
Since the PSF is unique to each voxel, we extend the analysis to all voxels in the
imager’s imaging volume and compute the Gaussian-fit FWHM of the PSF across three
Cartesian axes. The box chart in Figure 5.7 (e) shows the distribution of FWHMs at
each z-height above the imager, revealing that the perceived shape of a fluorescent target
will vary with its location. The best, or smallest, of three-axis FWHMs for each voxel is
plotted in Figure 5.8. Voxels very close to the imager (z<25 µm) are seen by few SPADs,
leading to a decline in z resolution. Voxels far away from the imager (z>200 µm) see a
linear decline in resolution with increasing z because angular modulation blurs out with
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increasing distance. The maximum resolution is, therefore, found in voxels between the z
range of 25 to 150 µm, with median FWHM values under 40, 35, and 73 µm in the x, y, and
z directions, respectively.
We find that the FWHM of the PSF is roughly at the same order of magnitude as
the 25.3 and 51.2 µm x- and y-direction pixel pitch of the SPAD array. The resolution of
the imager is expected to improve alongside with tighter pixel pitch. Well-sharing [110] or
guard ring-sharing [70] techniques for SPADs have been reported with 8.25 µm and 2.2 µm
pitch, respectively.
5.5 Fluorescent Target Imaging
We demonstrate the imager’s ability to reconstruct a glass micropipette tip filled
with red fluorescent microspheres (Fluoresbrite 641 Carboxylate Microspheres 1.75 µm,
Polysciences Inc.). The tip was placed at z=100 µm and moved along the x-axis to three
different locations: loc1, loc2, and loc3. The fluorescent microspheres used are reported
to have peak absorption and emission wavelengths of 641 nm and 662 nm, respectively.
Figure 5.9 (a) shows a brightfield image of the pipette tip located at loc3 (x=990 µm), and
Figure 5.9 (b) shows an epifluorescence image of the same scene filtered with a 660 nm
cut-on dichroic mirror.
The time-gated fluorescence image was acquired at a 20 MHz repetition rate while
pulsed LDs illuminated the scene with 160 nW of average irradiance each. The 9% duty
cycled SPADON signal was positioned with a time delay of 540 ps after the irradiance
peak, achieving an excitation rejection of ~1.5 O.D. The SPAD image was acquired over
a total integration time of 22.5 ms, which translates to a 44.4 fps frame rate. The photon
count rate for a pixel directly under the pipette tip was 2.8 × 105 counts, converting to an
average of 12.8 × 106 cps, which is far higher than the median dark count rate of 37.9 cps.
In order to counterbalance insufficient excitation rejection, a calibration image was
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Figure 5.9: Glass pipette filled with red fluorescent microspheres placed at z=100 µm
above the imager. Microscope images in (a) brightfield and (b) epifluorescence modes.
(c) 2D slices of the pseudoinverse back-projection at indicated z-heights (20, 100, 200, and
300 µm) with the pipette tip placed at three different x positions: loc1, loc2, and loc3.
taken in the absence of the pipette tip, and subtracted from subsequent pipette tip images.
The difference between the images was then back-projected into a 3D volume with a 10 µm
voxel resolution. Figure 5.9 (c) shows z-slices of the reconstruction at different heights
above the SPAD array, with the image resolving the pipette tip most sharply at z=100 µm,
as expected.
5.6 Chapter Conclusion
An implantable 3D deep brain fluorescence imager was fabricated in a 0.13 µm BCD
technology and tested. Fluorescence excitation was provided by pulsed laser diodes on
each side of the detector array, and time-gated fluorescence emission was collected by a
512-pixel SPAD array. The time-domain rejection of pulsed excitation light reached 3 O.D.
1 ns after the irradiance peak, reaching O.D. levels of low-end chromatic filters. A future
addition of an absorption filter may further enhance the rejection rate, which will improve
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the system’s SBR, and in turn, allow the imaging of smaller fluorescent targets with higher
resolution.
The excitation illumination profile in this work is tied to the properties of the edge-
emitting LD. It may be shaped differently with the integration of different light-emitting
devices such as vertical cavity surface emitting lasers (VCSELs), or additional optics such
as or diffusers or waveguides at the output of the LD cavity. LDs with different excitation
wavelengths may also be explored for imaging the wide variety of fluorophores.
The side-viewing, digitally accessible SPAD array leaves room for scalability,
as increasing the array size by a factor of two in the long axis only requires an
additional address bit, while the cross-section of the system and packaging remains
virtually unchanged. This is an advantage over fiber endoscopes which must expand in
fiber diameter to deliver larger FoVs. Uniform light delivery over the larger detector
array would be a problem, however, and will need to be accounted for during image
reconstruction.
The imager, only measuring 420 µm in width, can be used together with a cannula
to be inserted several centimeters deep in the brain. The limit of insertion depth is set by
the RC parasitics of the flexible cable interconnect, which will hinder clean clock and data
delivery past a certain length.
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Chapter 6: Conclusions
This dissertation describes a range of efforts related to the design and evaluation of
an implantable fluorescence imager for deep neuronal imaging. The overarching goal of
this work was to create a minimally invasive implantable imager for optically recording
dense neuronal activity. In order to achieve this goal, a custom imager was designed in
0.13 µm CMOS and post-processed into implantable shanks. A fluorescence emission
filter implemented in the spectral and temporal domains enabled the imager to perform
fluorescence imaging in scattering tissue. A computational demixing scheme was explored
to volumetrically separate neurons in a highly underdetermined system, where there are
disproportionately more neurons than there are pixels. Discrete, off-the-shelf light sources
were integrated onto the CMOS imager to complete a standalone deep brain fluorescence
imager.
6.1 Future Work
6.1.1 Improve Imager Fill Factor and Pitch
The custom CMOS imager we demonstrate here may be improved in several ways
for better fluorescence imaging. First, photon collection efficiency may be improved with
better pixel fill factor. Without the help of refractive optics, the limited numerical aperture
of the IFI limits the signal photon flux reaching a single photodetector, making each and
every photon precious. The fill factor of the latest version IFI is at 6%, while that of state-
of-the-art CMOS image sensors is ten times higher. Advanced image sensor technologies
have been highly optimized for area efficiency, and have taken advantage of stacked silicon
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layers—one layer for the pixel array and another for the read-out circuit—for better area
efficiency. Microlenses are also popular among CMOS image sensors for a similar effect
on collection efficiency. A similar approach may be taken for the IFI.
The pixel pitch, currently 25 and 75 µm with SPADs, may also be reduced for better
3D resolution. A Monte Carlo simulation shows that the IFI experiences an enhanced PSF
with reduced pixel pitch, although the rate of enhancement plateau’s beyond 5 µm. The
tradeoff is a higher data size for each image, resulting in a lower frame rate under the same
data bandwidth.
6.1.2 Improve Emission Filter
The emission filter of the IFI currently filters incoming excitation with ~6 O.D. This
allows the imaging of a single GFP soma in turbid media with an SBR of 1, which is
most likely insufficient for imaging neurons farther than ~50 µm apart from the imager.
Accounting for the diversity of microstructures within the brain, an imager with an SBR of
1 that requires a "control" image for background subtraction has little utility. An SBR of 10,
at the minimum, will be needed to record GCaMP signals that already have a fluorescence
background profile.
Improving the emission filter also allows the decoupling of fluorescence signal from
the shape of the excitation illumination. This allows the IFI to image a given volume of
tissue using an arbitrary light source. The 6 O.D. of the current filter set does not allow
the imager to see a single GFP soma when the light source shines directly into the imager,
but only when excitation is shone in parallel with the imager. With better filters, we may
start exploring arbitrary excitation arrangements, leading to patterned or coded illumination
schemes for computational reconstruction of neural structures.
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6.1.3 Tighter Light Source Co-integration
An alternative, and complementary solution, to improving the emission filter
is excitation shaping. This is based on the working principle of an epifluorescence
microscope; excitation illumination is shone downstream into the sample, and fluorescence
travels upstream to reach the camera. Because the bulk of the excitation is initially
facing downstream, and the scattering anisotropy g highly favors the original direction of
propagation, the chance of a photon elastically scattering its way upstream is drastically
reduced. The same principle can be applied to the IFI: by having the excitation illumination
shine away from the photodetector, we naturally reduce the amount of excitation that needs
to be filtered out.
Monte Carlo ray tracing simulations show that a Lambertian light source placed
~80 µm apart may be able to illuminate neural tissue above it with relative uniformity.
Based on these results, we need to find a way to place a 2D array of Lambertian light
sources on top of the IFI’s SPAD array with 80 µm pitch. This, however, is a challenge
of microelectronics packaging. Off-the-shelf light emitters are typically on the scale of
>100 µm in size, hence unsuitable for tight-pitch integration [2, 5]. This leaves the options
of custom lithography-created optics, e.g., organic LED (OLED), micro-LED (uLED), and
silicon nitride waveguides.
Each of these solutions are under development in the Shepard Group. We estimate
that current OLEDs are too dim (<1 nW/um2) to allow fluorescence imaging at reasonable
frame rates (10 fps). uLEDs, on the other hand, have demonstrated high enough power
density (~1 uW/um2) for fluorescence excitation, but emits light across a wide wavelength
spectrum, requiring an excitation filter. Silicon nitride waveguide light sources have been
demonstrated by our collaborators at Caltech and the Max Planck Institute as standalone
E-pixel shanks, but have not combined with CMOS photodetectors yet. Such emitter
technologies, when cointegrated with sub-100 µm pitch dimensions, are expected to
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provide a cleaner-background fluorescence image.
6.1.4 Coded/Patterned Illumination
Replacing a bulk light source with an array of individually switched light sources has
been a popular topic of research in computational imaging, e.g., Fourier ptychography [111,
112]. Illuminating a biological sample with a set of illumination patterns allows a spatial
dissection of the sample, allowing for high-resolution imaging through turbid media. Such
a technique, given a tightly-pitched E-pixel array co-integrated with the IFI, may be used to
improve the resolution at a reduced frame rate. An optimal number of illumination patterns
may be chosen that balances the gain in resolution at the cost of longer integration times
and computational cost.
6.1.5 Better Angle-Sensitive Pixels
The computational resolution of the imager is strongly tied to the sharpness of
the angular modulation profile of each E- and D-pixel as demonstrated in [3]. Creating
sharp angular-modulations with sub-wavelength features, however, is made fundamentally
difficult because of diffraction. In addition, the spectral spread of fluorescence emission
hinders high-resolution reconstruction of light sources, not to mention the effects of
scattering in neural tissue. The Talbot gratings we demonstrate here yield an angular
modulation factor of ~1, which means that the maximum difference in photon intensity
versus incident angle nearly equals the average photon intensity over all incident angles.
The 3D resolution of the imager is enhanced as the modulation factor approaches infinity.
We need to demonstrate a high angle-modulation masking scheme under the additional
constraints of limited spatial volume of the imager being an implantable one.
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