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E i n l e i t u n g
Existenzaussagen über Lösungen von Anfangs- und Randwertproblemen bei 
partiellen Differentialgleichungen werden in den letzten Jahrzehnten zu­
nehmend mit Hilfe funktionalanalytischer Methoden gewonnen. Dabei wird das 
Problem als abstrakte Gleichung in einem geeigneten Funktionenraum formuliert. 
Die Lösungsmethoden sind sehr vielfältig und es kann kaum gelingen, sie alle 
zu erwähnen oder gar zu vergleichen.
In dieser Arbeit werden fastlineare autonome parabolische Anfangs- und Rand­
wertaufgaben der Form
fii- + Au - F(u)
in einem Gebiet £2 des ¡Rn untersucht. Dabei ist A  ein stark elliptischer 
und F ein nichtlinearer Differentialoperator.
Einen möglichen Zugang zu solchen Problemen bietet die sogenannte nC -Theorie",
für Gleichungen zweiter Ordnung dargestellt in den Büchern von Friedman [15J
und der Ladyzenskaja, Solonnikov, Ural'ceva [28]. Der Name dieser Theorie
rührt daher, daß die zugrundeliegenden Funktionenräume C . -Räume hölder-m+a
stetig differenzierbarer Funktionen sind. Der Nachteil dieser Theorie liegt 
darin, daß sie technisch sehr aufwendig und speziell auf diese Probleme und 
diese Funktionenräume zugeschnitten ist. Die Ergebnisse sind allerdings 
weitreichend.
Der in dieser Arbeit eingeschlagene Weg nutzt die Tatsache aus, daß der 
Operator A  eine Halbgruppe erzeugt; das Problem wird als fastlineare Evo­
lutionsgleichung in einem geeigneten Hilbertraum formuliert. Dabei muß 
die Nichtlinearität keineswegs "klein" gegenüber dem linearen Term A, noch 
beschränkt, monoton, koerziv, hemi- oder hölderstetig sein, was bei der 
abstrakten Behandlung von nichtlinearen Evolutionsgleichungen in Banach-
räumen meist vorausgesetzt wird (s. Kommentar auf S. 35; ,
Ersetzt werden diese Bedingungen durch Regularitätseigenschaften der 
Abbildung R = A a  ^° F °A < 1, wobei bei een Anwendungen
natürlich ausgenutzt wird, dai3 A 1 kompakt ist. Zur Lösung der Integral­
gleichung (’milde" Lösung) muß R lediglich stark folgenstetig, zur Lösung 
der Differentialgleichung ('’strikte1' Lösung) genügt es zum Beispiel, daß R 
stetig in den Definitionsbereich von A-" , e. > j, abbildet.
Diese Hilbertraum-Theorie hat den Verteil, vielseitig anwendbar zu sein; 
sie liefert weiterhin Stabilitäts- und auch Instabilitätssatze für stationäre 
Lösungen im Sinne von Lyapunov. Ein wichtiges Anwendungsbeispiel sind die 
Navier-Stokesschen Gleichungen (s. [27"?).
Hilfsmittel sind im wesentlichen Halbgruppentheorie in Verbindung mit ge­
brochenen Potenzen von Operatoren und der Zusammenhang von deren Definitions­
bereichen mit Interpolationsräumen. Zum ersten sind die Arbeiten von Kato 
und Fujita ([*2lJ, [26]) und zum zweiten die Darstellung von Lions und 
Magenes [32J zu erwähnen.
Im ersten Kapitel werden lokale Existenzsätze für abstrakte fastlineare 
Evolutionsgleichungen im Hilbertraum hergeleitet und die allgemeinsten 
Bedingungen an die Operatoren A  und R = A  » F « A  angegeben. Der Lesungs­
weg führt über die Integralgleichung ("Formel der Variation der Konstanten").
Im zweiten Kapitel wird ein Stabilitäts- und Instabilitätssatz v.-, Lyapunov 
(aus der Theorie der gewöhnlichen Differentialgleichungen) für ur.cr.d.ien- 
dimensionale Hilberträume verallgemeinert und ein hinreichendes Krizer'. .n: 
(Wachstumsbedingung an die Nichtlinearität) für die globale Existenz ange­
geben .
Im dritten Kapitel werden schließlich die Ergebnisse der ersten beiden 
Kapitel auf eine Reihe von Anfangs- und Randwertprobleme angewandt, Es wird 
insbesondere untersucht, wie allgemein nichtlineare Differentialoperatoren
der Form f(D u) innerhalb dieser Theorie sein können, wobei ein Zusammen-T
hang zwischen der Eegularität von f, der Ordnung der Differentiation D^, 
der Ordnung von A und der Dimension des Gebietes ft besteht. Schließlich 
wird auch die Auswirkung der Regularität von f auf die Regularitat der 
Lösung u festgestellt (analytischer F a ll).
Herrn Professor Kirchgässner möchte ich für die Anregung zu dieser Arbeit 
und seine ständige Diskussionsbereitschaft herzlich danken.
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Lokale Existenzsätze für fastlineare Evolutionsgleichungen im Hilbertraum.
§ I: Hilfssätze über stark stetige lineare Halbgruppen.
Im ganzen ersten Kapitel ist E ein reeller Hilbertraum mit dem Skalarprodukt 
( , ) und der Norto j j  |j  .
A  ist ein dicht definierter linearer Operator in E und -A erzeugt eine holo- 
—Atmorphe Halbgruppe e , für die gilt:
( 1 . 1) 6 > o, t > o
für alle u € E. (Def. s.[l4 ], p. 101 ff.)
Für solche Operatoren A  können nach Sobolevskii (s.jÄ5 ],[l4 ]) gebrochene
Potenzen definiert werden:
( 1. 2 ) A-a a > o
(1.3) A 1a D(Aa ) = R(A_Ct) .
Dabei wird mit D stets der Definitionsbereich und mit R der Wertebereich 
eines Operators bezeichnet.
- 2 -
Diese Operatoren Aa haben folgende Eigenschaften (s. [45*1 s [14]) :
Aa A g u = Aa+f3 u , u € D ( A a+ß)
(1.4) A a e u >= e ^ ^ A a u , u € D (Aa ), t > o 
||Aa e At u|j < y 2 e öt t a j|u|] , u fe E, t > o .
—Ate u ist für jedes feste u eine auf !R+ definierte stetige Abbildung in E; 
**Ate ist eine stetige Abbildung in den Raum der beschränkten linearen Opera­
toren &(E) (mit der gleichmäßigen Operatornorm versehen) aber nur genau dan 
wenn A  beschränkt ist.
• • • -At • • •Es läßt sich indes zeigen, daß {e u} gleichgradig stetig in t ist, wenn
u auf einem Kompaktum in E variiert. Allgemeiner noch gilt folgendes:
Lemma 1. 1 K  sei eine relativ kompakte Menge in E. Dann ist die Funktionen­
familie {Aa e u | u e K} mit ot > o in jedem tQ > o gleichgradig stetig,
d.h.:
||Aa e_At° u - A a e~At u|| < e , falls |te - t| < <5(e) 
für alle u e K.
Beweis: Nach Schauder gilt folgender Satz:
Zu jedem ej > o gibt es eine stetige Abbildung F :K -*■ E C E , '  wobei
1 Ej
E endlich-dimensional ist und n
£ i
(1.5) ||F (u) - ull < e. für alle u 6 K11 £ | 11 1
Lt* e,,...,e sei eine orthonormierte Basis in E . D a  D(A) dicht in E l n  n
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ist, gibt es zu jedem, n > o n Elemente f. in D (A.) mit:
ei 1
(1.6) || e. - f. || < n , i = .
1
1’
e , c ,
nach als lineare Fortsetzung der Zuordnung e. *— ► definiert.
1 %
Wegen (1.6) gilt:
jjl/1 xjl < (1 + n n) i|x{i für alle x 6 E11 £. 11 e. 11 11 n1 1 E,
Definiert man G n := L 71 o F , so bildet G n K stetig in den endlich
e, e , e , e,
dimensionalen Teilraum F n von D(A) ab und wegen (1.5) folgt:
“ E 1
||Gn (u) 11 < (I + n n)(d„ + E.) für alle u £ K,
£ i E i 1
wobei d 0 eine obere Schranke der Normen der Elemente aus K  ist. Weiter 
gilt:
|| (u) - u || < ||L " F (u) - F (u) || + | |F (u) - u I j < n n (d0+ e ,) + e ,
C. j b | t j b j b j b | 4 1
für alle u € K.
■ n lGibt man nun e, und n, beliebig vor, dann folgt für n * ----7-:------ r :
1 * n \d.+ e.)
E, 1
llGg II < d o + E| + Hj
(1.7) für alle u £ K
I ( u )  - u|| < e, + n,
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Im folgenden sei nun t > o fest.
A“ e_At° u - A“ e_At u = A° e"At (e~A(t°_t) - I)u , o ■
Aa e"At° (I ' e"A(t~to))u , o ■
(I * Identität in E.)
Der Beweis des Lemmas wird für den Fall o < t  ~ 6  < t < to o i
Mittels (1.4) folgt:
)|Aa e~At°u - Aa e'Atu|] < y 2 <.t0-S0 '>~'1 { |l(e“A(t°"t) - I)G*
+ ¡|(e_A<t°_t) - I)(Gn
Da G n (u) £ C  D(A) ist, folgt: 
E 1 e ,
(e-A(t°-t) - I) G11 (u) = - / e_As A  G ^ O i )  ds .
e l o e l
Setzt man Cn := sup ||A x|| (d.h. C n ist die Norm von A
E i x«Fr> e i“ej
IW M
man mittels (1.1) und (1.7) abschätzen:
||(e-A(t0-t) . I)Gn (u))| < Y]Cn^ (do + + ni) (to-t)
||(e-A(t0-t) _ I)(Gn (u) . u ) || < (Y] + 1)(e.i + nj) .
Sei nun z > o beliebig vorgegeben.
Man setzt e , = n i = ------------ 1---------- • Damit ist n und i




(u) - u)||} .




¡¡Aa e At° u - A a e Atu|| < T 2 (to_l5o^ 0 YlCe d^o + e 1 + 
+ Y2 (to-5o) a (T| + 0 ( e ,  + n,)
* f  + f
falls nur t -t <
2Y 2 (to-io) 01 Y]C g <do+ ej+ Hj)
Diese Abschätzung gilt für alle u e K.
Korollar 1.2 K  sei eine relativ kompakte Menge in E. Dann ist die 
Funktionenfamilie {e Atu | u € K} in jedem t > o gleichgradig stetig; ins­
besondere gilt für t = o:
|(e - i)u || < e , falls o < h  < 5(e) , für alle u £ K.
Für die nachfolgenden lokalen Existenzsätze ist folgendes Lemma von grund” 
legender Bedeutung. Die darin enthaltene Kompaktheitsaussage wird die An­
wendung des Schauderschen Fixpunktsatzes gestatten.
Lemma 1.3 E, F seien reelle Hilberträume; X » c([T,Tj],E), Y  = (¡([t .TjJ jF),
0 ^ T c Tj, werden mit der üblichen Supremumsnorm versehen. R:F x E — ► E 
sei ein Operator mit folgenden Eigenschaften:
R(v,*) ist linear und beschränkt für jedes v e F,
R(*,u) ist für jedes u € E stark folgenstetig, d.h. v n — ^ v (schwach) in F 
impliziert R(vn ,u) — > R(v,u) (stark) in E,
K  c X sei relativ kompakt in X, B c  Y sei beschränkt in Y.
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Weiter sei 0 s a < 1. Dann ist die Menge
L « {f | f(t) = / A ae_A(t" s) R(v(s),u(s))ds , v £ B, u £ K}
T
relativ kompakt in X.
Beweis: Es ist zu zeigen, daß L beschränkt, gleichgradig stetig und 
L(tQ ) = {f(t0 ) | f £ L} für jedes tQ e. [T »T ]j relativ kompakt in E ist.
Zunächst folgt aufgrund der Voraussetzung für alle v fc B, u 4 K:
||v(s)|| < d, , ||u(s)|| < d 2 , S 6 [T.Tj].
Wegen der Voraussetzung über R  und des Prinzips der gleichmäßigen Be­
schränktheit gilt damit eine Abschätzung:
(1.8) ||R(v(s), u (s ))|] < R. | j u (s) !| < R H d,, s t [I,T.],
1 1 ^
für alle v  B, u e. K,
was (mittels(l.4)) die Existenz des Integrals und die Beschränktheit von L 
in der Norm von X  garantiert. (Daß L tatsächlich Teilmenge von X ist, folgt 
aus der später gezeigten gleichgradigen Stetigkeit von L.)
L(tQ ) ist für jedes tQ £ relativ  kompakt in E:
t 88 T ist trivial (f(T) » 0). Sei also t t (T.T.1: o o 1J
to t -T
f(tQ ) = / A ae A(to R(v(s),u(s))ds = / A ae As R(v(to-s),u(to-s))ds 
T o
6 V T
- JAae As R(v(tQ-s),u(t -s))ds + / A ae ÄS R(v(t -s),u(t -s))ds 
o  o o ä o o
für 0 < 6 < t -I .o
M := {v(tQ-s) | v c B , s € [^»t0-T] ^st beschränkt in F.
Es wird nun gezeigt, daß die Menge
I := {Aa e_As R(v(t -s),u(t -s)) ! v e B, u £ K, s t  [ä.t - t] } ö o o ' L o J
relativ kompakt in E ist. Denn sei
{A“ e’ASk R(vk (V Sk ),uk (to'Sk ))}k tIN 6ine Folge in h  ■
Dann existiert eine geeignete Teilfolge {k*} C  IN, so daß gilt:
a. v, , (t “S, ») ----* v in F (Beschränktheit von M)k v o k w  o
b. u^, --- — >■ uq in X (Rel. Kompaktheit von K in X)
c. sk , ------► So in [s,t0-T]
d. R ^vk'^to_Sk l ^ R(vq ,u) für jedes u 6 E (Voraussetzung über R
und a.)
Damit kann abgeschätzt werden (s. (1.4), (1.8)):
||Aa e"Ask ’ R(vk ,(to-sk l ), u^, <t0-sk ,)) - A° e'As° R(vo ,uo <to-so )) ||
< y 2 l l v < v v >  " V (V so>H
+ ^2 6"“ Rd2 K ' (W  ' uo (V So>H 
+ Y2 ||R(vk ,(to-sk ,), uo (tD-so )) - R(vo , u0 (t0-s0 ))||
+ || (A“ e-Ask ’ - a“ e”As°) R(v , u (t -s )) II 11 o o o o 11
< e > falls k* > ko (e), da für die einzelnen Summanden gilt:
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1* Summand < wegen der gleichgradigen Stetigkeit von K  und wegen c.,
2. Summand < ^  wegen b.,
4. Summand < —  wegen Lemma 1.1.
Damit besitzt jede Folge in eine konvergente Teilfolge, was die relative 
Kompaktheit in E impliziert.
Nach einem Satz von Mazur ([ 12j,p. 416) ist dann der Abschluß der konvexen
Hülle von I» conv I*. kompakt in E.o o
t -T
1 ° -ADa für alle v £ B, u « K  / Aa e S R(v(tQ-s), u(tQ-s))ds
o 6
in conv lg liegt, folgt damit:
Co"T
) := { / Aa e As R(v(to~s), u(tQ-s))ds | v  e B, u t  K}
6
ist relativ kompakt in E für jedes 6 > o.
6 -A
Da || / Aa e 8 R(v(to-s), u(to-s)ds|| < d, -¡TJ < e für alle
o I
v  e B, u 6 K  ist, ist auch L(tQ) relativ kompakt in E. (Sin e-Netz in L^(tQ )
ist nämlich ein 2e-Netz in L(t ).)
Damit bleibt nur noch die gleichgradige Stetigkeit von L zu zeigen.
Zunächst der einfache Fall t » T:o
||f(t) - f (T) || = I|f Ct) j| < Y 2R d d2 (t-T) 1 a < e, sofern nur t-T < tS(e)
1 1- a
für alle f e L
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Sei nun t €. (T,T.) und t > t : o I o
f(t ) - £ (t) = (I - e“A(t-to ) )f(t ) - / A a e'A(t_s) R(v(s), u(s))ds
Unter Berücksichtigung von Korollar 1.2 folgt damit:
! ~a
||f(to ) - f(t)|| < ¡1 Ce_Ait_to> - D f  <to ) ]| + Y2R d[d 2 < f  + f  - e,
sofern nur t-t < ö(e), für alle f € L, da L(t ) nach dem zuvor Bewiesenen o o
relativ kompakt in E ist.
Sei nun letztlich t e (T,T.l und t < t : o 1J o
f(t) - f(t ) - / (Aa e"A (t_s> - a “ e~A ( V s)) R(v(s), u(s))ds
t / *« ~A(t“S) .0  “A(t -S). d /  / \ f W J t  + / (A e  - A e  o ) R(v(s), u(s))ds
/ A a e R(v(s), u(s))ds mit t -5 < t < t .
Der zweite und dritte Summand sind jeweils, unabhängig von v £ B und u e K, 
61_adurch 2 ^  "fl—  abzuschätzen.
Bleibt noch der erste Summand:
Sei s e fest. Dann ist aufgrund der Voraussetzungen über R, B und K
die Menge {R(v(s), u(s)) | v € B, u c K} relativ kompakt in E. Nach dem
Lemma 1.1 gilt dann für jedes s [^»^-63 •





sup ||(A° e - Aa e A('to S '>) R(v(s), u(s))]|
VfB
u«K
< y 2 R j d2 ((t-s)'a+ (V 0 - )
folgt nach dem Satz von Lebesgue: 
t -6
lim / sup || (Aa e - A a e A ^fco S^> R(v(s), u(s)|| ds = 0
t+t T veB o
oder:
t -ö
|| J (Aa e - A a e s ^> R(v(s), u(s))ds|| < —  , sofern nur
m  i
tQ _t < 6 (e) < 6 , für alle v  t B, u e K. 
Damit ist Lennna 1.3 bewiesen.
Lemma 1.4 Sei E,F,X,Y wie in Lemma 1.3, R:F •+ E ein stark folgenstetiger 
Operator. B c  Y sei beschränkt in Y und o s  a < !• Dann ist die Menge
L = {f | f(t) - / A a g a i t ' s )  R(v(s))ds  ^ v  £. B}
T
relativ kompakt in X.
Beweis: Analog zu dem Beweis von Lemma 1.3.
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§ 2 Lokale Existenzsätze; Integralgleichungen im Hilbertraum
Wie bei den gewöhnlichen Differentialgleichungen ist es eine praktische 
Methode, die Existenz der Lösung von Evolutionsgleichungen über die 
"zugehörige" Integralgleichung zu beweisen. Anders wie dort gilt hier aber 
keineswegs eine Äquivalenz von Integral- und Differentialgleichung; man 
muß vielmehr einige Mühe darauf verwenden zu zeigen, daß - unter gewissen 
Voraussetzungen - eine Lösung der Integralgleichung auch eine "Lösung" 
der Differentialgleichung ist. Dabei ist noch zu definieren, was unter, 
einer "Lösung" zu verstehen ist. Das alles geschieht in § 3 dieses Kapitels.
Die folgenden beiden Sätze sind lokale Existenzsätze für Integralgleichungen.
(1.9)
R(v,«) ist linear und beschränkt für jedes v  £ E, 
R(-,u) ist für jedes u feE stark folgenstetig,
Abbildung von E in ¿(E) stetig.
R:E x E -► E
Satz 1.5 R genüge (1.9) und es sei o < a < 1
Dann besitzt die Integralgleichung
a -A(t-s) R(u(s),u(s))ds , u q  e E
o
eine stetige Lösung in einem Intervall jO,Tj.
Beweis: Man wählt und bestimmt
T
In X * C([o ,t ],E) löst man für festgewähltes v aus der Kugel




( 1 . 10) u(t) = e_Atu + / a“ e_ A <t_s) R(v(s), u(s))ds .
Die Iteration ist folgende:
u (t) = e Atu , u  ,(t) = / ä" e A ^  R(v(s), u (s))ds. o o n+ 1 no
M a n  zeigt leicht induktiv, daß alle un  für t > o stetig sind (s. Beweis von 
Lemma 1.3) und daß für jedes v € B
/ Y, R j t ! a \ n
(1.11) ||un (t)|| < (— 2 - 2 -----) Y, IluJI
' 1 - a /
■y2 R d t1_“gilt. Nun ist ------------  < 1 nach Definition von T, so daß £  in X
1 - ct n=o
konvergiert. Man setzt u = £  u und erhält:
n=o
||u|lx < E  l i v l x  < d , d.h. u 6 B. 
n=o
Weiterhin gilt nach Konstruktion:
E  u  (t) = e_Atu + E  / A“ e'A(t-s) R(v(s), u (s))ds n O nn=o n=o o
= e Atu + / A a e R(v(s), E  u (s))dso no n=o
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C£ ^ - - g \  ^  ^ jH
da erstens j| £  A  e R(v(s), u (s))jj eine auf j_o,t) integrierbare
n=o
Funktion ist und zweitens A a e R(v(s),*) für jedes s £ [o,t) ein
beschränkter linearer Operator ist.
Damit ist eine Lösung u £ X von (1.10) gefunden. Weiterhin definiert die 
Zuordnung v •— ► u, wobei u die oben konstruierte Lösung bei festem v ist, 
eine Abbildung F im Banachraum X, die die Kugel B in sich abbildet.
Es wird nun gezeigt, daß F vollstetig ist.
1) F ist stetig.
Sei c  B un<* v^ — ► v in X
F(V  = \  = E  un ’ F(V) = u = E  un 'n=o n=o
Man zeigt nun wiederum induktiv, daß für n > 1 gilt:
1- ! R  t \
HUn (t) " Un(t)H S "k Y2 “ r T ^ ---) ^  I M
a, = sup ||R(v, (s),-) - R(v(s),-)| 
[0,T] K
„1-a ■» /Y2 R j T 1 “ \
|F(vk ) - F(v) ¡¡x  < ^  E  n i-- f-r-5---
n= 1 ' '
und erhält:
rl-a \ n - 1
, x . „ , Y . l l - o l h * .
falls k > k Q (e)
da nach Voraussetzung über R lim a^ - o gilt.
k-*»
2) F ist kompakt.
Mit Hilfe von Lemma 1.3 kann leicht induktiv bewiesen werden, daß die Mengen
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Un = *un I un ^  = ^ A° e A(t ^  R (v <s) >un_! (s))ds, v  € B, un-] 6 Un_,}
für n >. 1 relativ kompakt in X sind.
Es wird zuerst gezeigt, daß F(B)(to ) = (u(tQ ) | u t F(B)} für jedes 
tQ t [o,T] relativ kompakt in E ist.
N
Zu gegebenem z > o existiert N, so daß |ju(tQ ) - £  u (t )|j < ^
n=o
für alle u 6 F(B) ist. N  ist unabhängig von u, da die Majorante von £  ||u
n=o
unabhängig von v fe B ist (s. (1.11)). Wegen der relativen Kompaktheit von
U in X  ist natürlich U (t ) » {u (t ) I u £ U } für jedes t £ pO,Tl n - n o n o 1 n n „ J o L JN
relativ kompakt in E. Damit ist auch die Menge { ]C u ( t )  j u  £ U } relativ
n=o
kompakt in E und damit auch F(B)(to ). Schließlich wird noch die gleichgradige
Stetigkeit von F(B) bewiesen. Sei e > o vorgegeben. Es gibt wiederum ein N,
N
so daß ||u(t) - Y, un ^c )|| < 3" für alle t e un<3 alle u t F(B) gilt.
n=o
Wegen der gleichgradigen Stetigkeit der Mengen Un gilt
ltun <c j > - un (t2) H < I n  ’ falls nur !c i_t2 i < 5(e)’ für alIe un 6 Un ’ 
n = 0,...,N. Damit erhält man:
l u ( V  ”  u ( t 2 ) il -  ü u ( t i>  “  £  W ü  + E  l l ^ C t  j )  -  u r i C t2 > In=o n=o
+ IIu(t2 ) - £  uÄ (t2> || < e , für alle |tj-t2 | < <S(e) 
n=o
und für alle u € F(B).
Die Vollstetigkeit von F, das die Kugel B in sich abbildet, impliziert nach 
Schauder die Existenz eines Fixpunktes u in B, der natürlich die behauptete 
Lösung der Integralgleichung in [0,T] ist.
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(1.12) R:E -► E ist stark folgenstetig.
Satz 1.6 R genüge (1.12) und es sei o < a < 1.
Dann besitzt die Integralgleichung
u(t) = e u q  + / Aa e R(u(s))ds, u q  e E
o
eine stetige Lösung in einem Intervall
Beweis: Ist ||R(v)|| < R^ für 11vl[ < d , dann definiert man für 
d > Y, || u j
_ / (l-q)(d~Y| ||uo ||
\ y 2 Rd /
Die Abbildung F in X = C([o,l],E), definiert durch
F(v)(t) = e u q + / Aa e R(v(s))ds,
o
bildet dann die Kugel B um 0 mit Radius d (in X) stetig in sich ab. Die 
Kompaktheit von F folgt aus Lemma 1.4. Der Schaudersche Fixpunktsatz liefert 
dann die Existenz einer Lösung der Integralgleichung in [o»T]♦.
Der folgende Satz sagt etwas über die Fortsetzbarkeit der lokalen Lösungen 
au s :
Satz 1.7 Es sei o < a < 1 und die Integralgleichungen
(1.13) u(t) = e u q  + J Aa e R(u(s), u(s))ds bzw.
o
(1.14) u(t) = e u q  + / A a e R(u(s))ds
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besitzen lokal - d.h. in einem Intervall [0,tQ - eine stetige Lösung.
Dann besitzen sie eine stetige Lösung in einem maximalen Existenzintervall
fo.T ), wobei gilt:L * max ’ 6
lim |ju(t)||= »  , falls T < » ist.
t+T maxmax
Beweis: Ist eine Lösung u lokal, d.h. in einem Intervall jo>Tj, bestimmt, 
setzt man sie stetig fort, indem man lokal die Integralgleichung
u(t) = e"A <t-T> U (x) + j a“ e-A(t-s) R(3f(s) ( u(s))ds 
T
für t e [T,Tj], T < Tj, löst, u ist die Fortsetzung von u auf 
Die Behauptung des Satzes sieht man nun folgendermaßen ein:
Wäre lim ||u(t)|| < «» für T < 00 » könnte man u im Punkte t * T stetig ^ , ij, m a x  max
max
als Lösung ergänzen und nach oben beschriebener Methode weiter fortsetzen.
Das widerspräche aber der Maximalität von Tmax
Aufgrund dieses Satzes garantieren a-priori-Schranken die globale Existenz 
einer Lösung der Integralgleichung*
Ein Beispiel für einen Operator, der (1.9) erfüllt, ist ein Operator, der 
von einer Multilinearform erzeugt wird: R(v,u) * R ( v , ...,v,u). Dabei ist 
R ( V j ,...,vm ,u) in den ersten m  Variablen (separat) kompakt und in der letzten 
Variablen beschränkt. Insbesondere ist dann u <— ► R(u,u) als Abbildung in E 
nicht notwendigerweise stark folgenstetig, wie folgendes Beispiel für m  = 1 
zei g t :
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E sei ein separabler Hilbertraum und eine Banachalgebra mit Einheit e.
K sei linear und kompakt in E. R(v,u) - (K v)u genügt dann der Voraussetzung
(1.9), ist aber als Operator in E nicht stark folgenstetig. Denn sei
(e. }, eine orthonormale Basis in E und u k E derart, daß K  u * e ist. kfclN o * o
Dann konvergiert die Folge {u } * {e + u } schwach gegen u in E, (K u )u =n n o  o n n
= (K e ) (e + u ) + e  + u konvergiert aber nicht stark in E. n n o n o ®
Das bedeutet: (1.9) impliziert nicht (1.12).
Im folgenden werden vermöge R(u,u) = R(u) die beiden Typen (1.13) und (1.14) 
zu der einen Integralgleichung
(1.15) u(t) = e At u q + / A a e R(u(s))ds
o
zusammengefaßt.
§ 3 Lokale Existenzsätze; Evolutionsgleichungen im Hilbertraum
Die in dieser Arbeit untersuchten Evolutionsgleichungen - oder Differential­
gleichungen - im Hilbertraum sind von der Form
(1.16)' v (t) = -A v(t) + F(v(t)) , v(o) « v at o
mit dem in § 1 eingeführten linearen Operator A  und einem nichtlinearen 
Operator F. Dabei soll im folgenden ^  stets für die starke Differentation 
in E stehen.
Setzt man nun R  = A  a ' » F i > A  a 2 , v(t) = A  a 2 u(t) und ct = kann
diese Differentialgleichung in der Form
(1.16) —  A  au(t) = - A 1 au(t) + R(u(t)) , u(o) = uQC O
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geschrieben werden. Und hier wird jetzt der Zusammenhang zur Integral­
gleichung (1.15) deutlich. Denn ausgehend von (1.15) erhält man nach An­
wendung von A  a und "formaler Differentation" (1.16).
Zum Zusammenhang zwischen (1.16)' und (1.16) sei noch folgendes bemerkt:
Eine Lösung v  von (1.16)’ liefert auch mittels der oben beschriebenen 
Substitutionen eine Lösung u von (1.16) (was man auch unter einer Lösung 
verstehen m a g ) .
(1.16) hingegen hat bereits einen Sinn, falls u(t) € D(A^ a ) oder 
v(t) £ D(A* ai) ist. Verlangt man von einer Lösung von (1.16)*, daß sie 
in D(A) liegt, so genügt es also nicht, Q . 1 6 )  zu lösen. Gelingt es aber 
zu zeigen, daß A  a *v = A  D^v für eine "schwächere" Differentiation D fc 
gilt, ist v €. D(A) und Lösung von
D t v(t) = -A v(t) + F(v(t)), v(o) = v q  .
Doch mehr dazu in § 5. Ist allerdings * o, so sind (1.16)' und (1.16) 
äquivalent.
Zunächst soll in diesem Paragraphen gezeigt werden, daß unter gewissen 
zusätzlichen Voraussetzungen an R eine stetige Lösung von (1.15) auch 
Lösung von (1.16) in adäquatem Sinne ist, d.h. die "formale Differentation" 
gerechtfertigt ist.
Definition 1.8: Eine Abbildung u: [o,T) E heißt strikte Lösung von (1.16) 
im Intervall (0,T), falls gilt:
a) u t C ( [ o , T ) , E )
b) u(t) fc D ( A 1-a) für t t (0,T)
c) A~au e Cj((0,T),E)
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d) A 1 “ u fe C((0,T),E)
e) u erfüllt (1.16) in (0,T) und u(o) « u .
Die Abbildung heißt strikte Lösung von (1.16) im Intervall [0,T), falls
b) - e) im Intervall ¡0,T) gilt. (Dabei gilt für t = o die rechtseitige 
£j+
Ableitung )
Lemma 1.9 (Phillips, [ 42] , [25 p.486) Sei u e E und o < r < t.
Dann ist
/ e A ^C S)u ds D(A) imd
r
a -A(t-s) , / -A(t-r) T.-A / e u ds = (e - I)u.
r
Lemma 1.10 (s. [21 ]) Jede stetige Lösung der Integralgleichung (1.15) ist 
in jedem abgeschlossenen Intervall [0,Tj] , 0 > o, ihres Existenzintervalls 
hölderstetig mit einem Exponenten y < 1-a.
Ist uq 6 DÍÁ^), dann gilt die Aussage für jedes abgeschlossene Intervall [o,T^] 
des Existenzintervalls.
Beweis: Sei h > o.
u(t+h) - u(t) = (e ^  - I)e + (e ^  - I) / A ae R(u(s))ds
o
+ / A“ e_ A (t+h_S) R(u (s))ds 
t
Wegen der Stetigkeit von u auf [0,Tj] folgt ¡|u(t)|¡ < C(T^) und wegen der 
Stetigkeit von R(u) |¡R(u(s))|¡ < -j für alle s c  [o»T|], Weiterhin gilt:




i|u (t+h) - u(t) II < ||(e'Ah - I)a"Y (Ay e At uQ ) |
+ 1] <e_Ah - I) A ~ y ) A a+y e"A(t' s) R(u(s))ds
T  ||Aa e- A ( ^ h - s )  R ( u ( 8 ) ) ||d8
f - Y | | u  II R  l - C a + Y )  o  v 1 _ a2 l  II ol l y  2 « C d ) " _________  Y RC ( T ) , _____
2 y 11 2 Y(l-(a+Y)) 2 1 - a
< c.h für t e
Die letzte Behauptung wird klar aus diesen Abschätzungen.
R:E -► E ist stetig
(1.17) J j R ( u )  - R(v)|| < Y 3 (C) ||u-v|| ß , o < ( 3 < l ,  
für alle u,v 6. E mit j|u[] ,||vjj < C.
Satz 1.11 Für R  gelte (1.17). Dann ist jede im Intervall [p,T) stetige 
Lösung der Integralgleichung (1.15) eine strikte Lösung der Differential­
gleichung (1.16) im Intervall (0,T).
Ist darüber hinaus u q  t D(A* a ), dann ist u eine strikte Lösung von (1.16) 
im Intervall [o,T).
B eweis: Zunächst kann die Lösung u von (1.15) folgendermaßen zerlegt 
w e r d e n :
u(c) = e'A(t_6)u(e) + / A a e- A (t-s) R(u (s))ds , 0 > o, t > 0,
0
= Sj(t) + s2 (t)
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S ä (t) Í. D (A) und ^  a '° S,(t) - - A e  A(t ß)A “ u(0) = - A 1 “Sj(t) 
für t € (9>Tj] woraus b) - d) aus Definition 1.8 für Sj folgt.
S2 (t) = - ; a“ e'A(t_s)(R(u(t)) - R(u(s))ds + / A a e"A(t:" s) R(u(t))ds
= T l (t) + Í 2 (t) •
Nach dem Lemma 1.9 ist ^ ( t )  DiA^”01) und für ^  folgt aus der Abschätzung 
(s. Lemma 1.10 und (1.17))
(1.18) ;[|A e A(t s ) (R(u(t))-R(u(s)))[[ds < Y 2T 3 (C(T]))c , /(t-s) 1 (t-s)ßrds
und der Abgeschlossenheit von A* “ , daß J*j (t) £ D(A* a ) für t € (0,Tj] ,
Tj < T, ist.
Die Stetigkeit von A* “ S^ in (6,Tj] folgt aus der Stetigkeit von A*
(s. Lemma 1.9 und beachte, daß R(u(t)) stetig ist) und der Stetigkeit von
A^ a ^pi(t) = / A  e S ^(R(u(t)) - R(u(s)))ds, welche aus der Abschätzung
0
(1.18) und mittels der gleichen Technik wie beim Beweis des Lemmas 1.3 folgt.
Damit ist für u bereits b) und d) aus Definition 1.8 bewiesen.
Für h > o folgt weiter:
(A-“S (t+h) - A~a S (t)) = i  (e"Ah - I) / e -A(t_s) R(u(s))ds
0
i t+h * / t. x. 1 , -A(t+h-s) e Nv ,+ k / e R(u(s))ds
t
- £  (e”Ah - I) A -a s (t) + ¿- / e_A(t+h_s) R(u(t))ds
t
. t+h . . , .
- / e A(t+h S) (R(u(t)) - R(u(s)))ds . 
t
Unter Anwendung von Lemma 1.9 gilt:
lim ^  / e-A (t+h" s> R(u (t))ds = - lim (e~Ah - I)A_1 R(u(t)) = R(u(t)) . 
h4-o t h+o
Wegen der Abschätzung
|| £  t;h e-A(t+h_S)(R(u(t))- R(u (s) ) ) ds j| < YlY 3 c, ^
und der Tatsache, daß A  a S^ (t) € D(A) ist, folgt schließlich:
^ A " “ s2(t) = - A 1"“ s2(t) + R(u(t)), t £ (6 .T,).
Da diese rechtseitige Ableitung nach dem zuvor gezeigten stetig ist, folgt 
Ij-A-“ S2 (t) A‘“ S2 (t) (s. [ 2 5 ]p. 492),
womit der erste Teil des Satzes 1.11 bewiesen ist.
Sei nun u q  € D(A* a ). Es ist
1 ✓»”<* /, v ,-a v \ , “Ah -a 1 -A(h-s) n/ . ...(A u(h) - A  u q ) » ^ (e - I) A  u q + ^ / e R(u(s))ds,
o
so daß unter Berücksichtigung des Zusatzes von Lemma 1.10 genau wie oben 
folgt:
4 t- A  u(o) = - A 1 a u(o) + R(u(o>) .
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Wiederum wegen des Zusatzes zu Lemma 1.10 gilt:
¡|A1_a u(t) - A 1'“ uo 11 < ||(e"At - I ) A 1_“ uo || + ]|A / e~A(t_s)R(u(t))ds ¡j
o
+ II; A  e“A(t_ s ) (R(u(t)) - R(u(s)))ds j| 
o
< ||(e'At - D A 1'“ u0 II + ||(e-At - I)R(u(t))||
+ Y2y3 (C(Tj)c j tSY < £ für t < 6(e).
(Beachte, daß {R(u(t)) | t £ ein Kompaktum in E ist, so daß zur
Abschätzung des zweiten Terms Korollar 1.2 herangezogen werden kann.)
Das bedeutet aber die Stetigkeit von A^ °u und 4 —  A  au in fb,T), womitat u
Satz 1.11 vollständig bewiesen ist.
Die Voraussetzung (1.17) ("Stetigkeitseigenschaft") kann durch eine 
"Regularitätseigenschaft" von R ersetzt werden:
(R:E E ist stetig,R(u) € D(Ae) für alle u € E, e > o (fest),
A e o R:E -*• E ist stetig.
Satz 1.12 Für R gelte (1.19). Dann ist jede im Intervall (p,T) stetige 
Lösung u der Integralgleichung (1.15) eine strikte Lösung der Differential­
gleichung (1.16) im Intervall (0,T).




Beweis: Wegen der Stetigkeit von u auf [o»Tj1 > < T, folgt wegen (1.19):
|iAeR(u(s)) || < Rc(x für alle s 6 [o.Tj].
Wegen der Abschätzung
/ ||A e_A(t_s) R(u(a))|| ds < y R  / (t-s)~l+eds < -, t t [o.T,],
o 1 o
ist / A a e R(u(s))ds & D(A* a ) und
A  / Aa e  ^  ^ R(u(s))ds * / A e   ^  ^ R(u(s))ds ist stetig in
[b,Tjj. (s. Technik beim Beweis von Lemma 1.3.)
Sei nun h > o; dann folgt wie beim Beweis des Satzes 1.11 für t €. (0,Tj):
d ,“et . x . 1 , -Ah _w  -At -a , -A(t-s) _, , ,—  A  u(t) * lim r  (e - I) (e A  u + / e R(u(s))ds)dt , , n oh4-o o
, • 1 t+fh -A(t+h-s) . ...+ lim 7- / e R(u(s))ds
h+o n t
= - A 1_oc u(t) + R(u(t)) - lim ^  Ü/ e_A(t+h_s)(R(u(t))-R<u(s)))ds 
h-J-o t
Wegen der Stetigkeit von R(u(t)) gilt:
i t+h -t.ii-4.u-  ^ i t+h||^ / e ' (R(u(t))-R(u(s)) )ds || < Yj ^  / ||R(u(t)) - R(u(s))|j ds
e , sofern nur h < 5(e).
Also erhält man:
a "“ u(t ) = - A 1" 01 u(t) + R(u(t)) , t £(0,1,).
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Gleicher Schluß wie beim Beweis des Satzes 1.11 liefert schließlich die 
erste Behauptung.
Für u e D(A^ a ) gelten alle Aussagen auch für t = o, da dann A a u in o o
D(A) gelegen ist.
Damit ist Satz 1.12 bewiesen.
Nimmt man die Sätze 1.11 oder 1.12 mit den Sätzen 1.5 oder 1.6 zusammen, 
so erhalt man lokale Existenzsätze für strikte Lösungen u der Evolutions­
gleichung (1.16). Insbesondere kann dann in den Sätzen 1.11 und 1.12
T * T im Sinne von Satz 1.7 gesetzt werden, max
Der Vollständigkeit halber sei noch die Hölderstetigkeit von A* a u erwähnt: 
u sei stetige Lösung von (1.15) auf |o,T) mit beliebigem u q t  E.
1) Für R gelte (1.17). Dann ist A^ a u hölderstetig auf 8 > o,
Tj < T, mit einem Exponenten y < ßy» Y < 1 —et - Weiter ist {[ A^ a ujj = 0(ta ^) 
für t+o mit o < 6 < 1 .
2) Für R  gelte (1.19). Dann ist A* a hölderstetig auf mit einem 
Exponenten y < e. Weiter ist ||A^ a u]j = 0(ta ^) für t+o mit o £ 6 < 1.
Ist u q  t  D(A* a+1J) , gilt die Hölderstetigkeit in beiden Fällen itn Inter­
vall [o,T].
Zum Beweis von 1) wird auf £ 2l]] p. 280 ff. verwiesen. Für 2) beachte man
die Darstellung A^ a u(t) = A* a e u + / A^ £ e A eR(u(s))dso o
und verfahre für v = A^ a u wie beim Beweis des Lemmas 1.10.
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§ 4 Eindeutigkeit der Lösung
Satz 1.13 R genüge (1.17) mit ß = 1, d.h. R sei lokal lipschitzstetig. 
Dann ist die stetige Lösung der Integralgleichung (1.15) auf [o,T) ein­
deutig bestimmt.
Beweis: Klar
Um einen Eindeutigkeitssatz auch für die Evolutionsgleichung (1.16) zu 
bekommen, genügt es zu zeigen, daß - innerhalb einer gewissen Funktionen­
klasse - jede Lösung von (1.16) auch Lösung der Integralgleichung ist.
Satz 1.14 (s. [25]], P« 486) R:E -+■ E sei stetig und u sei strikte Lösung 
von (1.16) im Intervall (0,T). Dann ist u stetige Lösung der Integral­
gleichung (1.15).
Beweis: Ausgehend von A  a u = -A^ a u + R(u), u(o) = u q erhält 
man für o < s ^ t < T  (s. ^ 2 5 ^ »  P* 481):
d _  e-A(t-s) A -a u(s) . e-A(t-s) d _ (A-a u(s)) + e-A(t-s) A l-a u(s)
= e-A(t- s) R(u(s))
Das zeigt zunächst die Stetigkeit von ^  e A  a u(s) im Intervall
[0,T) und Integration über [Ö,t] und Anwendung von A a ergibt dann die 
Behauptung.
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§ 5 Verallgemeinerung des Lösungsbegriffes
Der Begriff der "strikten" Lösung ist zu stark, um im allgemeinen den 
Übergang von (1.16) zu (1.16)’ zu erzielen. Es liegt daher nahe, die 
Existenz und Stetigkeit der Ableitung nach t in einer schwächeren Topologie 
zu fordern.
In der Literatur finden sich derartige Abschwächungen des Lösungsbegriffes: 
in wird bereits die Lösung der Integralgleichung als "milde" Lösung
der Differentialgleichung bezeichnet. Eine Funktion u €. C([o,T],E) wird 
"schwache" Lösung von (1.16) in (0,T) bezeichnet, falls
T _ , _ T
- / (A “ u(t), 5 -  <j,(t))dt = (A “ uo ,*(o)) - / (A “ u(t), A**(t))dt 
o o
T
+ / (R(u(t)), <fr(t))dt 
o
für alle $ t C ([0,l],E) mit <f><T) - o, $(t) 6. D(A*)|gilt. (s. [ 9  ] , [28 "| )
Es ist klar, daß eine strikte Lösung sowohl "milde" als auch "schwache" 
Lösung ist.
Dieser Weg soll aber nicht weiter verfolgt werden; vielmehr soll die zuerst 
angedeutete Möglichkeit näher beleuchtet werden.
Für das folgende wird A  1 als kompakt vorausgesetzt.
Q
(1.20) F:D(A ) — ► E sei schwach folgenstetig, o < 3 < 1, d.h. v  — *v in
B ßD(A ) impliziert F(vn ) — * F(v) in E. (Dabei ist D(A ) Banachraum mit der
Norm ||Aß • |[
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Satz 1.15 F genüge (1.20) und es sei u q  £ D(A ). Dann gibt es ein 
u t C ( ¡0,T),D(A^)), das strikte Lösung von
(1.21) 4 r  a " £ u(t) = - A 1_e u(t) + A ~ e F(u(t)), u(o) = u dt o
für jedes e £ (o,I”8) in (0,T) ist.
B eweis: R = A  £o F » A  ^ ist wegen der Kompaktheit von A £ (s.[l4 _] , p. 170) 
stark folgenstetig in E und genügt (1.19). Deshalb besitzt die Integral­
gleichung
, v -At a 3 a \ a3 -A(t-s) „/.“B / w j  v(t) = e A H u + / A H e F(A Mv(s))ds
-At A$ J \ A$+e -A(t-s) , »v.* e A  u + / A  e R(v(s))ds
eine stetige Lösung, die strikte Lösung von
4 -  A  £ A-ß v(t) = - A 1_e A ~ ß v(t) + R(v(t)) , v(o) = A ß u dt o
ist (Sätze 1.6 und 1.12). u - A  v ist dann die-behauptete Lösung von 
( 1. 21).
Es ist das Ziel, eine Lösung von (1.21) mit e * o nachzuweisen. Für solch 
allgemeine Abbildung F (1.20) ist mir dies nicht gelungen; im Hinblick auf 
das Gegenbeispiel in [ 4 2 ]  p. 220 scheint mir das allgemein, nur mittels 
der Halbgruppentheorie, auch fast aussichtslos.
Unter einer Zusatzvoraussetzung für F ist das (unter Abschwächung des 
Lösungsbegriffes wie eingangs angedeutet) möglich:
( F(u) t D(A^) für alle u £D( A ) ,  6 > o (fest) >
E ist stetig mit D ( A ^ F )  = D(A).(K22) \ * A ä( A  * F : D ( A P) ---> (A «
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Satz 1.16 F genüge (1.20) und (1.22) und es sei u q £ D(A^).
r 3Dann gibt es eine Funktion u 6 C(|_0,T), D(A )), die Lösung von
(1.23) D t u(t) = -A u(t) + F(u(t)) , u(o) = u q
im folgenden Sinne ist:
a) u (t ) 6 D(A) , t e (0,T)
b) Die Ableitung D^u in der schwachen Topologie von E existiert in (0,T) 
und ist schwach stetig.
c) (1.23) ist erfüllt in (0,T)
d) lim ¡¡A^ u(t) \\ = falls T < ist. 
t->T
Ist F:D(A^) -* E stetig, dann ist u strikte Lösung in (0,T) von
¿¡r u(t) = -A u(t) + F(u(t), u(o) = u q .
Beweis: Es wird zuerst gezeigt, daß eine Lösung von (1.21) derart existiert, 
daß u(t) £ D(A) und A  u auf (0,T) stetig ist?^ Wegen Lemma 1.4 ist jede A b ­
bildung der Schar £ |_g) in X  = C([o , T j » E ) ,  definiert durch:
G£ (v)(t) - e'At A ß u q  + / A ß e_A(t_S) A ~ eF(A~ß v(s))ds 
o
vollstetig in X  und bildet für geeignetes T q  die Kugel B um 0 mit Radius d 
in sich ab (s. Beweis zu Lemma 1.6).
Die Abbildung G in X  wird definiert durch:
G(v)(t) = e”AtA ß uQ + / A ß+e e_ A (t_s> A ~ e F(A~ß v(s))ds .
o
G ist unabhängig von e und ebenfalls vollstetig in X.
Das ist die entscheidende Aussage, aus der der Rest der Behauptung dieses 
Satzes folgt. Gelingt es im konkreten Fall, etwa aufgrund von Regularitäts- 
sätzen, nachzuweisen, daß die Lösung von (1.21) in D(A) liegt, so ist die 
Voraussetzung (1.22) entbehrlich.
- 30 -
Nun ist für v € B:
||Ge (v)(t) - G(v) (t) |j S  Y 2 / (t-s) ß II A e -I || ||F(A ß v(s))|| ds
o
l !_ß
< y 2 Fd flA^-lllyS—  < i(E)
mit lim 5(e) = o, da F © A ß beschränkt ist und A  £ -> I in der gleichmäßigen 
e+o
Operatornorm gilt.
Das bedeutet weiter, daß ||G£ (v ) - G(v)|j^ < <5(e) für alle v  fe B ist. Wegen
der Vollstetigkeit von für jedes e > o existiert ein Fixpunkt V £ für
jedes e > o: G (v ) = v . {e. }, lVt sei eine Nullfolge. Dann existiert wegen - £ e £ k ktlN
der Vollstetigkeit von G eine Teilfolge {£ } , so daß G(v ) +  v  in X gilt.n en
Damit hat man:
I I v e -  v l l x  í  l i Ge ) -  G <v e > l l x  + IIg <v e )  -  v l l x  ^  °
n " n n n  n
und
l|G(v) - v|| < ||G(v) - G(v )|| + ||G(v ) - G e (v )|| + ||v - v|| +  o
x  n Ä  n n n x n
Das heißt: G(v) = v oder u = A  ^ v  ist die Lösung von (1.21) (s. Beweis zu
1 _ g
Satz 1.15). Wegen Satz 1.12 ist v  (t) £ D(A ) für jedes £ und jedes
-ß £n -ß t t ( 0 , T J .  Damit ist A  p v  (t) D(A) und A  v (t) konvergiert gegen
n n
u(t) für jedes t t (0 , T j .
Weiter ist:
A 1_ß V e (t) - A 1_B v £ (t) 
n m
= / (A1-en-5 _ A 1-em_l5) e_ A <t_s) A 6 F(A~e v (s))ds
o en
+ / A 1_E®”6 e“A (t_s) (A« F(A-ß v  (s)) _ A « F(A-ß v  (s)))ds
o En em
woraus aufgrund der Voraussetzungen über F und der Tatsache, daß {v 
Cauchy-Folge in X ist, folgt:
|¡A 1 — ^ v (t) - A 1 ^ v £ (t) || < e für alle n,m > nQ (e)
£n m
Damit ist wegen der Abgeschlossenheit von A  u(t) t D(A), t £ (0,Tq] , 
gewiesen. Wegen
, . , -At ^ “A(t-s) a6 w /  . v v.A  u(t) = A  e u q + / A  e A  F(u(s))ds
o
ist A  u stetig auf (0,T_1. (Beachte: u e CC [p» J * D(-A^)))
Da u(t) fe D(A) gilt, ist der Differenzenquotient mit h > o:
(1.24) ¿-(u(t+h)-u(t)) = ¿-(e_Ah - I)u(t) + 1  t/ e-A (t+h" s ) F(u(s))ds
für h+o beschränkt in E.
Da ^  A  e u(t), t fe (0,To|, existiert, erhält man für jedes $ t E :  
lim (A~e~  (u(t+h) - u(t)), cd) = (|j- A _e u(t), *)
hyO
= lim ¿  (u(t+h) - u(t)), (A‘£)*<j>) = CD* u(t), (A'e )*+) 
h+o n C
= (A e D* u (t) , $) ,
da D((Ae)*)dicht in E und der Differenzenquotient beschränkt ist, was
A  £ u(t) = A  £ D* u(t) impliziert und wegen (1.21)
A  e D* u(t) = -A* e u(t) + A  e F(u(t) oder




Wegen der schwachen Stetigkeit der rechten Seite in (0,Toj ist:
D* u(t) = D t u (t ) (s. [25 ] p. 492, 138) .
Diese lokale Lösung läßt sich mittels der gleichen Methode auf [o,T) 
fortsetzen, so daß d) gilt.
Ist F : D (A^)— ? E  stetig, folgt aus (1.24), daß D* = gilt, und wegen 
der Stetigkeit von A  u und F(u) ist schließlich = 4 t- •
§ 6 Ergänzungen und Kommentare
In § 3 wurde ersichtlich, daß eine "Regularisierung" der Anfangsbedingungi.- 
u q , nämlich u q  e D(A^ a ) , eine strikte Lösung im halb abgeschlossenen Inter­
vall [0,T) impliziert (s. Sätze 1.11 und 1.12). Eine weitergehende Ein­
schränkung von u q bringt (lokal) eine weitere Regularisierung der Lösung u, 
was die Abhängigkeit von t betrifft, mit sich. Dazu muß für die Nichtlineari­
tät R  folgendes vorausgesetzt werden:
/ r :E x E ■+ E genügt (1.9)
R(v+h, u) = R(v,u) + R !(v,h,u) + a)(v,h,u)
für alle v,u fc E mit lim 
h-J-o
(1.25);
üj(v,h,u) = Q 
11*11
R*(v,*,*) ist für jedes v  £ E bilinear und beschränkt
R*(*,*,u) ist für jedes u £ E als Abbildung von E x E in E stark
folgenstetig (d.h. v wv, h h impliziert
R* (v ,h ,u) -»-R?(v,h,u) für jedes u t E . )  n n
Die Abbildung v  -*• R'(v, *,*) ist als Abbildung von E in 
Jy(E x E,E) stetig
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Ein Beispiel für einen Operator R, der (1.25) erfüllt, ist der bereits
auf Seite 16 erwähnte multilineare Operator R(v,u) = R ( v .....v,u), der in
den ersten Variablen kompakt und in der letzten beschränkt ist.
Dann gilt:
Satz 1.17 R erfülle (1.25). Weiter sei u q  € D(A) und R(u q ) £ D(Aa ) mit
o < a < 1. (Dabei ist R(u,u) = R(u) vereinbart.) Dann besitzt die Evolu­
tionsgleichung (1.16)
4 r  A  “ u(t) = - A 1 a u(t) + R(u(t)), u(o) = u dt o
eine strikte Lösung in einem Intervall [0,T) und es gilt zusätzlich: 
u £ Cj([0,T),E).
Da (1.25) die Voraussetzung (1.17) mit 3 = 1 impliziert, kann man folgern:
Diese lokale Lösung von (1.16) läßt sich als Lösung der Integralgleichung
(1.15) gemäß Satz 1.7 zu einer Lösung u in [Ö,Tma y ) fortsetzen. Satz 1.11
sagt aus, daß diese Lösung u in (0,1^ ^) eine strikte Lösung von (1.16) in
[0,Tm aX ) ist. Zusammen mit den Eindeutigkeitssätzen 1.13 und 1.14 bedeutet
obiger Satz tatsächlich eine "lokale Regularisierung" in Abhängigkeit von der
Anfangsbedingung u der (eindeutigen) strikten Lösung von (1.16) in |0,T ).o u max
Der Beweis von Satz 1.17 soll nur skizziert werden:
Es werden die gleichen Bezeichnungen wie beim Beweis von Satz 1.5 gewählt.
Für festes v £ Cj( [o,T],E) , v(o) = u q , gehören die Iterierten u^ zu 
C,( [0,T],E). Für u q ist das wegen u q £ D(A) klar und für n  > 1 folgt das 
induktiv aufgrund der Darstellung (s. [42 J p. 215 f.)
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ft Un (t) = / A “ 6 A(t’ S) h  R <v ><s >> V l <S))dS + *ln e_At A“ R(uo )’o
wobei für n = I -^(u 0 ) £  D(Aa ) benutzt wird.
Außerdem gilt: un (t ) £ D(A* a ) für t & [P,T] un^
A  “ un (t) = - A 1 “ un (t) + R(v(t), un_,(t)>, n > o, u_, = o, t 6 [0,l]
CO
Weiter ist u = E  un c j ([P*t3 » e ) uni* löst
n=o
(1.26) A~" u(t) = - A 1-“ u (t ) + R(v(t) , u(t)) , u(o) = u q .
Die Abbildung F j : C j ( [Ö,t],E) -*■ Cj([o,t],E), die jedem v die oben konstruierte 
Lösung von (1.24) zuordnet, bildet die abgeschlossene, beschränkte und 
konvexe Menge
B, = {v | v  6 Cj(JO,T],E), v(o) = uQ> ||v||x  < d, ||fjv||x S d ’} 
mit geeigneten positiven Zahlen d, d* in sich ab.
Die Vollstetigkeit von als Abbildung in C j ([Ö,t ],E) zeigt man wie beim 
Beweis des Satzes 1.5, wobei man die Vollstetigkeit von Fj in C([0,T],E), 
die Darstellung
fj- R(v(t), u(t)) - R'(v(t), f ^ v ( t ) ,  u(t)) + R(v(t), u(t)) 
und die Voraussetzungen über R  benutzt.
Der Fixpunkt vo n  F^ ist dann die behauptete Lösung von (1.16) in 
CjifO.Tl.E).
In der Monographie von Friedman [14] findet man eine Lösungsmethode nicht­
linearer Evolutionsgleichungen, die der hier dargestellten am nächsten kommt 
allerdings wird dort auf die lokale Hölderstetigkeit der Nichtlinearität 
nicht verzichtet (s. (1.17)).
Eine gute Übersicht über Methoden, abstrakte Evolutionsgleichungen in Banach 
räumen zu lösen, und eine umfangreiche Bibliographie bietet das Buch von 
Carroll [9]. Im nichtlinearen Fall überwiegen die Monotonie- und Kompakt­
heitsargumente, wie auch in den beiden Arbeiten von Browder ([ö], [7]).
Diese Bedingungen werden abgeschwächt in den Arbeiten von Bardos, Brezis 
und Ton (s. [4], [47], [48]), die stellvertretend für viele Arbeiten in 
dieser Richtung zitiert werden: Ausgehend von einer "Konstellation"
V c H  c  V' wirkt der Operator A  von V in V T und ist beschränkt, koerziv 
und hemistetig. Diese Methoden findet man auch in dem Buch von Lions [30] 
wieder.
Die Theorie nichtlinearer Halbgruppen mit maximal-monotonen Erzeugern ist 
in dem Artikel von Pazy [40] dargestellt. Diese Methode leidet aber am 
Mangel konkreter Anwendungen. Eine Abschwächung der Monotonie durch die 
Existenz einer "einseitigen Ableitung der Norm" eines Operators findet man 
in den Arbeiten von Martin ([343, [*35]) ; ein Anwendungsbeispiel wird aller­
dings nicht gegeben.
Lineare Evolutionsgleichungen werden beispielsweise von Lagnese [29] be­
handelt; ist der lineare Operator ein "gestörter Erzeuger einer stark 
stetigen Halbgruppe", so stammen die ersten Ergebnisse bereits von 
Phillips |42]. Ist der Störoperator nicht linear, so haben Kato und Fujita 
seine Iterationsmethode in ihren Arbeiten [2l], [26] wieder aufgegriffen.
Und hier schließt sich auch die vorliegende Arbeit an.
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Kapitel 2
Stabilitätssätze für fast lineare Evolutionsgleichungen im Hilbertraum 
und globale Existenz.
§ 1: Hilfssätze über gestörte selbstadjungierte Operatoren im Hilbertraum
Wie in Kapitel 1 ist E wieder ein reeller Hilbertraum. Der Operator A  ist 
in diesem Kapitel ein positiv d e f i n i M t e r  selbstadjungierter Operator in E 
und A  * ist kompakt. Es sei hier bemerkt, daß das ein Spezialfall unter den 
im Kapitel 1 zugelassenen Operatoren ist und damit alle Sätze aus Kapitel 1 
auch für positiv definite selbstadjungierte Operatoren A  gelten.
Weiter sei M  ein linearer Operator in E mit folgenden Eigenschaften: 
D ( M ) D D ( A 2 / ,
( 2 . 1 )  y  y
||M u|| < y^ j|A u|| für alle u €.D(A )
Dieses Kapitel stellt eine Verallgemeinerung der Stabilitätssätze in [27 ] 
dar, wo die hier bewiesenen Sätze speziell für die Navier-Stokesschen 
Gleichungen hergeleitet wurden.
Im ersten Paragraphen soll der gestörte Operator A  = A  + M  untersucht 
werden; insbesondere sein Spektrum. Das erste diesbezügliche Lemma stammt 
von Prodi (s. [43]).
i\, %
Lemma 2.1 a) A  * A  + M  mit D(A) ® D(A) ist ein abgeschlossener Operator 
in E.
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1 . 2 2  . ’b) Für y € C mit -re y+ — j ^  ^ > ° Sllt:
4y4
^ ii ^ -ln ! y £ P(A) und II (A - yl) ]| < ---------------------------------- p
Y 4 (_re V + (im p )2 - Y4)'2'
(P(A) = Resolventenmenge von Ä)
1 2 2c) Für y € G mit -re y + j  (y5 - y J  > o gilt:
y & P(A) und I] (A - yl) 1 || < 1 ? 2 ■re y + y(y5 -
Dabei ist bestimmt durch die Abschätzung
Y 5 i W l i  < I Ia  u||
Beweis s Man geht aus von der Gleichung
A u + M u - y u “ g , u € D(A) 
und erhält nach skalarer Multiplikation mit u:
IA2 u|| 2 - y 4 IIA2 u|| ||u|| - re y||u|] 2 <
(2 .2) (j(y2 - Y4) " re u)||u||2 < j  ||A2 u||2 - (iy2 + re y)
was Behauptung c) beweist. 
Andererseits hat man:
I«“ p| I M I  S llsll + y 4 IIa  u II
(im * 2 M 2 s _ u i  + I | | A ^ u ||2
^4 2y2
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und aus (2.2) folgt:
{ ¡ ¡ A2 u | ] 2 - re y | | u ||2 < Y2 ||u ||2 + ^ i
2y4
Addition der letzten beiden Ungleichungen ergibt:
(-re y + — (im y)2 - y 2) ||u|| 2 < ||g|| 2 
4Y4 Y 4
was b) impliziert.
U m  a) zu beweisen gehe man aus von einer Folge {u } C D(A) dergestalt,
%
daß u u und A u  +  v  in E eilt, n n
i
2(2.2) mit y = o beweist, daß A  u^, und somit auch M  u^, in E konvergiert:
'V
M  u^ ->• w. Damit konvergiert A  u^ gegen v  - w, woraus u £ D(A) und A  u = v 
folgt.
Aussage b) von Lemma 2.1 besagt, daß das Spektrum von A  innerhalb der
1 2 2 Parabel re y= — (im y) - y. liegt.
4y4
Korollar 2.2 Das Spektrum von A  besteht nur aus Eigenwerten endlicher 
Vielfachheit mit «  als einzig möglichem Häufungspunkt.
Beweis: Wegen (2.2) bildet die Resolvente beschränkte Mengen in E in be-
~2 ~2 schränkte Mengen m  D(A ) ab, die wegen der Kompaktheit von A  relativ
kompakt in E sind. Nach dem Satz von der kompakten Resolventen (s. [25 ] p. 187)
folgt dann die Behauptung.
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Lemma 2.3 Es gelte re y > a > o für alle y t a(A) (a(A) = Spektrum von A ) .
" ^-v — At .Dann erzeugt -A eine holomorphe Halbgruppe e in E mit folgenden Abschätzun­
gen:
a) !|e At u|| < fj e ^  ||u|| , 5 > o, t > o
b) ||A e At u|| < y 2 e 6^|!u|'
' t
Beweis: Nach \j4 ], p. 105» genügt es die Abschätzung
(2.3) ]| (A - pl) 11|< +[ , |  - e < arg y < |ir + e
für positive Konstanten c und e zu beweisen.
1) Für die Menge |y| > Cj, re p í o, [ i.m y | > 2y^ ¡re y|
1
mit Cj = 2(1 + Y 2 (1 + 4y2))7  gilt:
1 ,2 2 (1+lul)2P + — ö (i™ (J) " Y¿ ¿ ----LtL5~
4y‘ 4(l + 4 Y p
woraus wegen b) von Lemma 2.1 folgt:
X
2(1+4Y 2)2 c
(2.4) ¡1 (A - yl) || < 4
V 1+ I n l >  I k I + i
2) Für die Menge |y| > C2 » re y < o, [im y| < 2y^|re y|
_1
mit C 2 = 1 + y 2h (1 + 4y^)2 gilt:
2
*^ 4 | y (+1 -re y - - r -  > l^ -L. ■----- j- ,
2 ■?2(1 + 4yf)
woraus wegen c) von Lemma 2.1 folgt:
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1  
2(1+4Y a )2 c ,
| | C A - u I ) ' | | <  4 - 2hi +1 hi +1
3) Für die Menge |y| > C^, re p > o, ¡im y | > 2y^ re
21 ,• n 2 2 (1+ |y |) -re y + — r- (im y) - y. > ---L--L^
4y^ 4(1+4 y p
woraus (2.4) folgt.
4) C = ma x ( C j jC ^ jC ^ ) . Nach Voraussetzung gehört die kompakte Menge
1 ^S “ {y | y € €, |y | < C, re y < a} zu P(A), so daß
]| (A - yl) 1 1| < für y e S gilt.
Definiert man e durch sin e = , o < e < , und c = max(cj»c2 »c3 ) 
erhält man damit (2.3).
Unter der Voraussetzung von Lemma 2.3 können nun wie in Kapitel 1 ge- 
brochene Potenzen von A  definiert werden (s. (1.2), (1.3) und (1.4)). 
Es sei hier noch die sogenannte Interpolationsungleichung erwähnt 
(s. [14], p. 159):
(2.5) || A° u  II < y 6 ||u || ' “ || A  u| | “ , u £ D ( A ) , o < a :£ 1.
Falls re a(A) > a > o gilt, erfüllt der gestörte Operator A  also alle 
Voraussetzungen von Kapitel 1.
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^ * O ,V>_ £
Lemma 2.4 Es gelte re |i > a > o für alle p e o(A). Dann ist A  A  ein 
beschränkter linearer Operator in E für o < B < c t < l , a = g = l .
Beweis: 1) a = ß = 1.
_ 1 — ]A  = (I + MA )A. Wegen (2.1) ist MA ein kompakter Operator in E und da
_ i ^ u + MA u = o nach der Voraussetzung über das Spektrum von A  nur die Lösung
-1 -1 a‘- 1u = o besitzt, ist (I + MA ) = A  A  ein beschränkter Operator m  E.
2) o * 8 < a < 1.
Wegen Lemma 2.3 b) gilt:
, -At !| || . y-l y -At it -6t -1|A e u|| — I ¡A A  A e  u|| < Cj e t
u ll ^ c2 ilu ll '
ergibt zusammen mit Lemma 2.3 a ) :
Die Ungleichung ||A^ u|| < c^ ||u|| 1 ® ||A u|| ^ für u e D(A)
(2.6) ]|A^ e At u|| < c3 e 5t t ^ ||u|| , t > o.
Die Spektraldarstellung von A^ sieht wegen der kompakten Resolventen A  * 
folgendermaßen aus:
A  u - E  X (u,* )* A* = , U  ,6 ,) * 6
vs 1 v v v Tv v Tv v y vy
mit D(A^) = {u | Y. ( u , ^ ) 2 < »}.
v= 1
Damit läßt sich (2.6) schreiben als:
i ' i  ~j \  II  a  3  A t  it - 2 Q /  —A t  . v 2  2  2 6 t  2 ß n  i i  2(2.7) jJA e u|| « E  \  (e u,A ) < c e t p |Juj| , t > o. 
v= 1
Weiter wird die folgende Abschätzung benötigt:
(2.8) ( A.®(e At “>'!>) ta ' dt)2
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(2 .8) < / A2ß (e_ A t ,4, ) 2 e2bt t2(a_c) dt / e 2bt t 2 (1 c) dt
mit o < b < <5, c =
Mit C - / e 2bt t_2(1_c) dt und (2.7) und (2.8) folgt dann:
E  x f  (A “u,* ) 2 -----l—  E  ( ; Xß (e At u,* ) t“" 1 dt)2
v-1 V v r(a) v— I o v
E  S X2ß (e  A t  u , *  ) 2 e 2 b t  t 2 ( “  c )  d t
r(a)2 v - 1  0 v
A l  } e-2(i-b)t t (a-ß)-l dt ||u|| 2
r ( a r  O
Damit ist A  a u €. D(A^) für alle u £ E und 1|A° Ä  a u|[ < ¡¡u||
§ 2 Hinreichende Bedingung für die Stabilität bei fastlinearen Evolutions­
gleichungen im Hilbertraum.
In endlichditnensionalen Hilberträumen gilt folgender Satz von Lyapunov:
Die Lösung u * o von
^¡7 u = - A u  + F (u),
mit linearem A t stetigem F und ||F(u) [] = o( j|u|] ) (für u -+• o) ist asymptotisch 
stabil, falls A  nur Eigenwerte mit positivem Realteil besitzt. Hat A  umge­
kehrt einen Eigenwert mit negativem Realteil, ist die stationäre Lösung 
u * o nicht stabil.
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Dieser Satz soll in diesem und dem nächsten Paragraphen für unendlich­
dimensionale Hilberträume verallgemeinert werden, und zwar für Gleichungen 
vom Typ
4 -  u(t) = -A u(t) + F(u(t)) ,A = A + M  dt
oder
(2.9) A  ® u(t) - - A 1 ßu(t) - M  A ^ u(t) + R(u(t)), o < ß < 1
— 6mit R * F « A  . Genügt der lineare Operator M  einer Abschätzung
(2.10) [|M u || < Y ? IIA® u  II , u fe D(A®) , o < ß < 1, 
und gilt:
f M  u e D(Ae) für u € D(Aß), ß < ß < 1,
( 2 . H )  1 . „
^ A  © M:D(A ) -> E ist stetig,
^ — ß _dann genügt R = M A  + R ,  ß < ß <  I, allen Voraussetzungen (1.9), (1.12),
(1.17), (1.19) aus den §§ 2 und 3 von Kapitel 1, falls nur R diesen Voraus­
setzungen genügt. Damit finden alle Existenzsätze aus diesen Paragraphen 
Anwendung auf die Gleichung (2.9).
(Im nächsten Kapitel wird gezeigt werden, daß die Bedingungen (2.10) und
(2.11) für eine große Klasse von Differentialoperatoren M  und A  erfüllt 
werden.)
Im folgenden gelte R(o) = o
Definition 2.5 Die Lösung u * o von (2.9) heißt stabil, falls zu jedem 
e > o e i n 6 ( e )  > o existiert, so daß für jede strikte Lösung u von (2.9) 
mit {[ u(o) [ [ < <5 in ihrem maximalen Existenzintervall ||u(t) II < E gilt.
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Bemerkung: Wegen der Satze 1.14 und 1.7 ist das maximale Existenzintervall 
in diesem Fall [o»“).
Die Lösung u = o von (2.9) heißt asymptotisch stabil, falls u = o stabil 
ist und lim ]ju(t)j| = o gilt.
t-H»
Die Bedingung ¡¡R(u)|j « o(|[uj¡) ist im folgenden enthalten:
(R:E -* E ist stetig, ¡¡R(u) |[ < u( |ju|[ ) mitü) €. CjOR+ ) , tü(o) = o , üjf(o) = o, u>r monoton wachsend.
Dann gilt folgender Stabiltitätssatz:
Satz 2.6 M  erfülle (2.10) mit ß < R genüge (2.12) und für jeden Punkt y 
o,
aus dem Spektrum von A  * A  + M  gelte: re p > a > o. Dann ist die Lösung 
u ■ o von (2.9) (mit ß < ß < 1) asymptotisch stabil.
Beweis: Sei u eine strikte Lösung von (2.9) in (0,T). Gemäß Satz 1.14 
genügt u der Integralgleichung
u(t) = e u(o) + / A^ e (_M  A  ^ u(s) + R(u(s)))ds
o
in [0,T).
Die Funktion v  = A  ß u löst die Differentialgleichung
v(t) = -A v(t) + R(u(t)), t 6 (0,T)
o.
und da aufgrund der Voraussetzung -A eine holomorphe Halbgruppe erzeugt 
(s. Lemma 2.3) gilt w i e d e r u m w e g e n  Satz 1.14:
»V £ ^
v(t) - e At v(o) + / e R(u(s))ds, t t (0,T) .
o
t ^ *
Wegen der Abschätzung (2.6) ist / e R(u(s))ds G. D( A 3) und für
o
u - A 3 v ( t ) erhält man schließlich die zweite Darstellung:
u(t) = A ß e"At A ~ ß u(o) + / A 3 e_ A <t_s> R(u (s))ds . 
o
Für w(t) = ebt u(t) , o < b < 6, hat man dann:




/ s kt .ß -At.-ß , . , bt.ß -A(t-s)n , -bs . .s.b) w(t) =» e A e  A  u(o) + je A e  R(e w(s))ds
o
bzw. (s. (2.6)):
a) j]w(t) {] < e ^  b ^c ||u(o) || + Cj / e b ^ t (t-s) ß ( ||w(s) ||
o
+ ü)1 (| |w(s) || ) ||w(s) || )ds für t € [0,T)
(2.14)
b) ||w(t)|| < c2 e ^  t ß ||u(°)||
+ c3 / e b  ^^  (t-s) ß oi’ ( ||w (s) || ) ||w(s) || ds für t fe (0,T) . 
o
Wegen (2.14) a) existieren Konstanten t q  > o, eQ > °» so daß für jedes e 
mit o < e < eq ein 6(e) existiert, so daß gilt:
||w(t) 11 < e , t € [0»t J ,  falls nur ||u(o)|| < 6 ist.
Für t > t q folgt mit (2.14) b):




Es gibt nun aufgrund der Voraussetzung über u ein derart, daß
||u(o) | + c3 / e ^  b^S s ß ds ü)t (e'Je1 < e1 
o
für alle e' mit o < e' s ^  gilt, sofern nur ||u(o)|| < 6’(e?) ist. Sei 
endlich e * min(e ,e*,6'). Dann ist die Menge
J = {t | t £ [0,T), 11w(s) || < e für s e [0,t]}
abgeschlossen und offen in [o,T), also J ■ [0,T).
Mit T » ^ f°lgt nach Satz 1.7, daß u auf [o»°°) existiert und
(2.15) ||u(t)|| < e e ,t fe [o,w), falls ||u(o) [| < <5(e).
Satz 2.6 ist die unendlich-dimensionale Verallgemeinerung des Stabilitäts­
satzes von Lyapunov.
Die Umkehrung ist im endlich-dimensionalen Fall ebenfalls richtig. Sie 
lautet:
Existiert ein Spektralpunkt (=» Eigenwert) von A mit negativem Realteil, 
so ist u = o instabil. Was heißt das ? Es gibt eine Umgebung U von o, so 
daß in jeder Umgebung V um o eine Anfangsbedingung u q und eine Lösung u 
mit dieser Anfangsbedingung existiert, derart daß u(t) ^ U für mindestens 
ein t aus dem maximalen Existenzintervall dieser Lösung ist. Während also 
Stabilitätsaussagen unabhängig von der Existenzfrage sind, muß bei einer 
Instabilitätsaussage gleichzeitig die Existenz einer Lösung gesichert sein. 
Das zeigt, daß alle Stabilitäts- und Instabilitätsaussagen von dem gewählten 
LÖsungs- und auch von dem Umgebungsbegriff, d.h. von der Topologie, abhängen.
Die Topologie, die bei Satz 2.6 zugrunde liegt, ist die starke Topologie 
des Hilbertraums E. Es sei aber bemerkt, daß der Begriff der strikten
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Lösung von dem 3 in der Gleichung (2.4) abhängt. Bei den Anwendungen wird 
man normalerweise A ^u = v setzen, so daß die Abschätzung (2.15) für die 
Lösung v von
1^ - v(t) - -A v(t) + F(v(t>)
Ö
(mit F = R o A  ) lautet:
||Aß v(t) || < e e bt , t € [o,®>, falls ||A^  v(o)|| < 6(e) .
Insofern ist der Satz 2.6 eigentlich ein Stabilitätssatz in D(A^).
§ 3 Notwendige Bedingung für die Stabilität bei fastlinearen 
Evolutionsgleichungen im Hilbertraum.
Unter der Einschränkung, daß keine rein imaginären Eigenwerte von A 
existieren, ist die Positivität der Realteile der Spektralpunkte von A 
wie im endlichdimensionalen Fall auch notwendig für die Stabilität von 
u = o.
Satz 2.7 M genüge (2.10) mit 3 ¿ -j und die Differentialgleichung (2.9)
f\,
besitze für jedes u q fc E lokal eine strikte Lösung mit u(o) * u^. A = A + M 
habe keine Spektralpunkte mit verschwindendem Realteil und zu jedem e > o 
existiere ein ö(e), so daß für jede strikte Lösung von (2.9) (mit ß < ß < 1)
gilt:
(2.16) |[A  ^u(t) || < e für t 6 [°>Tmax)» sofern 11A  ^u(o)|| < ö (e) .
Dann folgt re u > o für jeden Punkt y aus dem Spektrum von A.
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(Bemerkung: (2.16) impliziert nicht, daß T ® ~ ist.)
-----max
nj
Beweis: Der Beweis wird indirekt geführt. Angenommen, das Spektrum a(A) 
enthalte Spektralpunkte mit negativem Realteil. Wegen Lemma 2.1 und Korollar 
2.2 gibt es nur endlich viele solcher Punkte, die alle Eigenwerte endlicher 
Vielfachheit sind. P bzw. Q = I-P seien die Eigenprojektoren zum negativen
O» 'V 'Xj «V o.
(c_(A)) bzw. positiven (tf+(A)) Teil des Spektrums von A und Aj bzw. die
'Xj
"Teile” von A entsprechend der Zerlegung E = P E ©  Q E. Dann ist a(A^) =
= a_(A) und ® cr+(A) (s. dazu Th. 6.17 in [25 ],p. 178).
•x.
Da PE endlichdimensional ist, ist Aj beschränkt. Da sich (wiederum wegen
'X,
Lemma 2.1 und Korollar 2.2) die Eigenwerte in a(A2) nicht gegen die imaginäre
f\, <\,
Achse häufen können, gilt re a(A2) > a > o. Deswegen erzeugt -A^ in QE eine
holomorphe Halbgruppe mit Eigenschaften wie sie in Lemma 2.3 aufgeführt sind. 
^ ^ o
(A^ ist dicht definiert in QE). Darum kann A^ mit den Eigenschaften (1.4)
definiert werden und schließlich gilt nach Lemma 2.4, daß mit o < ß < a < 1 
ß ^ - aA A^ ein beschränkter Operator von QE nach E ist.
Es sei nun u e, E mit Q A 3 u = 0  und u eine strikte Lösung von (2.9) in o o
mit u(°)= u max o
Mit v = A 3 u folgt:
~  P v(t) = -Aj P v(t) + P R (u(t)) , P v(o) = A_ß uQ
(2.17)
■|t Q V(t) = -A2 Q v(t) + Q R (u(t)), Q v(o) = o
und mit Satz 1.14
t ^
Q v(t) = / e 2^^ ** Q R (u(s))ds 
o
Wegen der Beschränktheit von QR(u) auf [0»T x) folgt wie üblich:
ix,
Q v(t) €. , o < o < 1,
t ^
A ° Q v(t) = ; A2“ Q R (u(s))ds, t t [o,Tmax),
o
^  et rund A- Q v ist stetig auf 0,T ).2 ö l  max
Man setzt w = A a Q v und erhält für ß < a < 1 die Abschätzungen:
|[w(t) || SC, / e'6(t_s)(t-s)‘“ ||R(AßPv(s) + Aß k ~ a w(s) | ds 
o
< Cj / e 5 ^t S^(t-s) a ü)(c2 11Pv(s) II + c3 IIw(s) || )ds, 
o
da in PE A^ beschränkt ist.
Wegen der Konvexität von u bekommt man schließlich:
|fw(t) II < F(t) + J  c, / e S^(t-s) “ ü)(2c3 ||w(s)|| )ds 
o
(2.18)
F(t) - j  c, / e"a(t_s)(t-s)'a u (2c2 ||Pv(s)|| )ds . 
o
Aufgrund der Voraussetzung (2.16) ist
(2.19) ||Pv(t) || < c , t 6 [0>TniaX)> so£crI1 nur llv (°) II 5 6(0 •
Über e wird im weiteren Verlauf des Beweises noch verfügt werden. 
Eine Zwischenbehauptung ist: Es gibt ein eq > o, so daß
(2.20) i|w(t)|| < 2F(t) ,t 6 [0.Tmax>,
falls nur e < eQ ist.
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Zum Beweis wird J = {t | t € [°»Tmax)» llw s^Mi - 2F(t) für s e [0,t]} 
gesetzt. J ist abgeschlossen, da w stetig ist.
Sei nun t é. J. Dann gelten wegen (2.18) und (2.19) die Abschätzungen:
00
||w(t)|| < F(t) + 2 c,c3c4 ü>'(4c3 F(t))F(t), c4 = / e s"“ ds
o
F(t) < j  üj(2c2e) (Monotonie von io), so daß
j|w(t) || < 2F(t) für o < z s eQ ist.
Deshalb ist J auch offen in |0,T ) und somit J * [~0,T ).L * max L max
ß ß “Cl(2.20) impliziert die Beschränktheit von A Q v = A A^ w, und damit die 
Beschränktheit von u auf [P»1^ ^ ) ,  so daß wegen Satz 1.7 ” 00 folgt.
'Xj
Für Aj in PE gilt: re a(A^) < -q < o.
Im endlichdimensionalen Raum PE kann man dann eine Basis {$ j,... derart 
wählen, daß
(Aj Pv, Pv)' < q |Pv|2 
ist, wobei das Skalarprodukt in PE durch
(PV,, Pv2)' = Ë  4  X2 , Pv = z  xj ♦ . j = 1,2
V=1 V*1
und die Norm in PE durch
|Pv|2 = (Pv, Pv)’
definiert ist. Damit folgt aus (2.17), (2.19) und (2.20) (und der Monotonie 
von o)1 ) :
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7  3F lP v ( t ) i 2 2 |  1 lpv ( t ) j 2 - |P R(A3 Pv(t) + AB A2~a w (t))|  |Pv(t)|
> q |Pv(t) |2 - c5 m' (c6e) |Pv(t) |2 - c7m(cgF (t> ) |Pv(t) |
> J q |Pv(t) |2 - c? u(CgF(t)) |Pv(t) I
für o < e <£, < eo (c5 u'CcgEj) < j  q).
2
Da F(o) » o und w(o) = o ist, wächst also [Pv(t)j monoton auf einem Inter­
vall [0,t ). Für t € [o ,t ) gilt dann wegen der Monotonie von to und to*:
F (t) < j CjC4 iu(cg ¡Pv(t) | )
- 1  clc4 “'(c10£)lPv«:)|> 
so daß man auf [0,t ) erhält:
}  ZF lP v ( t ) !2 '  {1  q "  C11 “ ' ( c 12“ (2c2e)) u ' ( c ,0e ) } |Pv(t)|2 .
Für o < e < e2 < s eQ (cj jüj' ( c ^ w U c ^ ) )  üj'Cc^Ej) < j  q)
folgt damit t * « und ]Pv(t)j wächst auf jo,») exponentiell an. Das wider­
spricht aber (2.19).
Satz 2.7 soll noch etwas interpretiert werden: Setzt man A 3 u = v, wobei 
u strikte Lösung von (2.9) ist, so ist v strikte Lösung von
(2.21) IF V(t) = V(t) + F(v<ü>>
ß ^
mit F = Ro A . Besitzt nun A * A + M keinen Spektralpunkt mit verschwinden­
dem Realteil, aber einem negativen Realteil, dann gibt es ein eQ > o, derart,
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daß in jeder Umgebung von v = o (in der Topologie von E) ein v q e D(A^) 
und eine strikte Lösung v von (2.21) in (°»Tmax) “it der Anfangsbedingung 
Vo existiert, so daß vCtQ) j j > für mindestens ein t £ isC'
Insofern ist der Satz 2.7 ein Instabilitätssatz in E.
§ 4 Hinreichende Bedingungen für globale Existenz von Lösungen fastlinearer 
Evolutionsgleichungen im Hilbertraum.
Ist die lokale Existenz von strikten Lösungen von
(2.9) A~ß u(t) = -A A_ß u(t) + R(u(t)), A = A + M,
gesichert, impliziert der Stabilitätssatz 2.6 wegen der a priori-Abschätzung 
die globale Existenz - d.h. Existenz auf [p,») - von strikten Lösungen von
(2.9), falls nur die Anfangsbedingung uq hinreichend klein ist.
Dies Ergebnis soll durch folgenden Satz erweitert werden.
__ 1 *v>
Satz 2.8 M genüge (2. 10) mit ß < -  und es sei re cr(A) > a > o.
Weiter gelte eine Abschätzung (¡R(u)j| < cd( [|u|j ) mit einer monotonen
Funktion w. Gibt es dann zu allen positiven Zahlen c ein m > o, derart
daß
c + Cj io (m) < m
ist ( mit einer von 3 und A abhängigen Konstanten c.j)» so folgt:
Jede strikte Lösung u von (2.9) (mit 3 < 3 < 1) existiert global.
Bemerkung: re o(A) > a > o ist insbesondere dann erfüllt, falls M = o ist.
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Beweis: Für u erhält man wie im Beweis von Satz 2.6 die Abschätzungen 
(s. (2.14)):
a) ||u(t) || < | u(o) || + c2 / e 5 ^  (t-s) ß( ||u(s) || + ui( ||u(s) || )ds
o
(2.22) ...' für t > o
b) 1|u(t) || < c3 t 8 ||u(o) || + / e ^  (t-s) ^u( ||u(s) || )ds
o
für t > o.
Aus (2.22) a) folgt: ||u(t)|| < 2 ||u(o)|| für t t [0>To] für t > xQ 
gilt wegen (2.22) b):
||u(t) || < c5 ¡1 u(o) j| + c4 / e S^(t-s) ß0)( ||u(s)|| )ds . 
o
t _6s _g
Zu c = ||u(o)[| und / e s ds gibt es nun ein m, derart daß
o
c + Cj tü(m) < m ist. Damit ist die Menge J = {t | ||u(s) || < m für s e [Ö,t]} 
abgeschlossen und offen in [o,«>), so daß J * [o»®) ist. Die a priori-Äbschätz- 
ung
||u(t) I < m ,t fe [o,»),
liefert dann mittels Satz 1.14 und 1.7 die Behauptung.
Korollar 2.9 Es sei M « o und es gelte |l®-(u)|[ < ui( ||u|| ) mit einer 
monotonen Funktion w. Gibt es dann ein m > o, derart daß
OS
||uo | + Cj ü)(m) < m  ,Cj = / e  S s  ^ds,
o
ist, so existiert jede strikte Lösung von (2.9) mit u(o) = uq global.
Beweis: Für u gilt nämlich die Abschätzung
||u(t) II S IIU (o) II + / e S c^ (t-s) ßd)( IIu(s) II )ds , t > o,
o
woraus wie beim Beweis von Satz 2.8 die Behauptung folgt.
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§ 5 Kommentare
Eine Verallgemeinerung des Stabilitätssatzes von Lyapunov für eine lineare 
Evolutionsgleichung im Banachraum ist das Hille-Yosida-Theorem. Für 
asymptotische Stabilitätsaussagen genügt sogar im linearen Fall die Positivi- 
tät des Spektrums (re ö(A) > o) allein nicht, wie u.a. in den Arbeiten von 
Datko und Pa\zy ( D G »  L^l]) gezeigt wird.
Ist der lineare Operator gestört, sind die Stabilitätsergebnisse von 
Prodi [43] und Jooss [24] zu erwähnen. Beide verwenden Darstellungssätze 
der Halbgruppen durch die Resolvente (s. auch Kommentar zu Kapitel 3).
Das Stabilitätsergebnis von Pao [39] gilt nur für beschränkte (sein Anwen­
dungsbeispiel ist im autonomen Fall ein Spezialfall von Satz 2.6) und von 
Gerst [22] für analytische Nichtlinearitäten.
Ein Instabilitätssatz stammt von Sattinger [44], allerdings nur innerhalb 
der Klasse der schwachen Lösungen. Er folgt aus dem Satz 2.7.
In den Arbeiten von Fujita und Watanabe ([l9], [20]) wird an konkreten 
Evolutionsgleichungen gezeigt, wann die Norm der Lösung in endlicher Zeit 
unendlich wird ("blowing upn). Für streng konvexe Nichtlinearitäten wird 
das Problem auf Vergleichssätze bei gewöhnlichen Differentialgleichungen 
zurückgeführt. Es sei noch bemerkt, daß die Bedingung in Satz 2.8 eine 
Verallgemeinerung des Wintnerschen Kriteriums darstellt.
- 55 - 
Kapitel 3
Fastlineare parabolische Anfangs- und Randwertprobleme
§ 1 Definition und Hilfssätze über stark elliptische selbstadiungierte 
Differentialoperatoren.
Unter einem fastlinearen parabolischen Anfangs- und Randwertproblem in 
einem beschränkten Gebiet ft des IRn wird verstanden:
du
= -A u - M u + FO j) in ft x (0,T)
^3 Bj u = o auf 3ft x (0,T), j = o,...,k-l
u(o) = u in ft—  —o
Dabei ist u:ft x [o,T) -► tRr, A ein stark elliptischer, M ein linearer 
Differentialoperator, F ein nichtlinearer (Differential)-Operator und Bj 
lineare (Differential)-Randoperatoren. Es ist in diesem Kapitel das Ziel, 
die abstrakten Ergebnisse der vorangegangenen Kapitel auf das Problem (3.1) 
anzuwenden.
Da im folgenden sowohl Einbettungssätze, Regularitätssätze, Sätze aus der 
Theorie der Interpolationsräume und schließlich Sätze über die "Spur” von 
Funktionen über ft auf 9ft benötigt werden, wird für den Rand 9ft der Einfach­
heit halber vorausgesetzt:
i ft c. IRn ist beschränktes Gebiet,8ft ist eine (n-1)-dimensionale Mannigfaltigkeit der 
Klasse C°°.
- 56 -
Über ft werden für r t IN, m i IN die Funktionenräume definiert:o
Cm (ß)r = {u | u:ft -+ iRr , ij m-fach stetig differenzierbar in ft}, 
C > ) r = {u | u i Cm (i2)r , supp u c ü ) ,
(supp u ist der Träger von u).
Mit folgendem Skalarprodukt und der Norm:
“ £ . p / D uiCx> dy v.(x)dx 
i*I |Yj<m ft 1 7
1
, M  , n
* (»!.... “r>. y =(T,.---,Tn) £ IN , D = — :--------- -—  ,|yi - E Yt)
1 1 „ n i= l
können die Hilberträume
Hm ( i ! ) r  =  C l || ||m Cm( S ) r ’ fim( n ) r  '  c l  || ¡ m f t 0 )*
definiert werden, die mit {iem r-fachen Produkt) der bekannten Sobolevräume 
übereinstimmen, (cly j bedeutet der Abschluß bezüglich der Norm |[ J^ )
Es sei noch bemerkt, daß H (ft)r = H (ft)r * L.(ft)r und H (ft)r = cl» n C (ft)r 
o o 2 m \ ||m o
gilt. (s. f 14 1, Part 1) Für r = 1 wird u = u und H (ft)1 = H (ft) usw. ge~—  m m
schrieben.
Mit zwei Elementen u,v t liegt i.a. das Produkt uv (definiert durch
(uv)(x) * u(x)v(x), x e ft) nicht in H (n) . Indes gilt folgendes
Lemma 3.1 Sei m > x  . Dann sind H (ft) und H (ft) Banachalgebren, d.h. mit —— — —  z m m
u,v 6 H (ft) (H (ft)) ist auch uv & H (ft) (H (ft)) und es gilt
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Zum Beweis wird auf den Anhang verwiesen.
Mit A wird im folgenden ein symmetrischer, stark elliptischer Differential- 
operator der Ordnung 2p bezeichnet:
aß . aß, . aß aß „
a = (aik(x»i,k= 1 ,..,r . aik = aki 6 Cj a ) ,
aß _ ßa
(3.3){ i,k=1 ja|=!ß|=p
i k  I _ 12p I 12
aik(x) 5a 5ß 71 n S col?l M  ’ co > °*
für alle x e i2, 5 = (? j > ■ • *»CR) & *Rn » n = (n ,... ,nr) e . !Rr,
mit 5a = ? 1 ••• Cn für “ =(“l.... V -
V (Dß ^  = (Dß “ ..... ur»-
A wird folgende symmetrische Bilinearform zugeordnet:
( 3 . 4 )  B ( u , v )  =  /  E  E  a ? ß D  u .  D v ,  d x  .
» i,k-l |a|,|ß|<P lk ° 1 S k
Sei V ein Hilbertraum mit H (ft)r C V C  H (Q)r.
P P
Definition 3.2 B heißt V-koerziv, wenn ein Aq 6 IR und eine Konstante c > o 
derart existiert, daß
(3.5) B(u,ju) > c ||uj|p “ llül I q für alle u t V
ist. Gilt (3.5) mit X - o, heißt B stark V-koerziv.
- 58 -
.. O r . _
Für V = Hp(ft) ist (3.5) die bekannte Gardingsche Ungleichung für stark
elliptische Differentialoperatoren (3.3). Mit der V-Koerzivität von Bi- 
linearformen der Form (3.4) für V = H^(Q) (r=l) hat sich zuerst Aronszajn 
beschäftigt. Eine Losung des Problems für allgemeine Räume V, die durch 
Randbedingungen definiert sind, hat Agmon in [ 1 ] gegeben (r=l):




B. u = L> b. D u ,  o < p. < P“ 1
J |a[Sp. J “ J "
b? t cjn)
(3.7) V = clj| j {u j u e Cp(fi), Bj u = o auf , j=o,. .. ,k~l}
sind in [ 1 Jp. 216 hinreichende (und auch notwendige) Bedingungen an die 
Bj angegeben, unter den B V-koerziv ist. Der Spezialfall V = Hp (Q) 
(Dirichlet-Randbedingungen) ist darin enthalten (s.[ 14] p. 39):
§ (fi) = clii | {u | u fe C (ii), D u = o auf 3S2 ,|a| < p~l};
P I llp P a
ebenso V = H (ft).
P
Weiter wird vorausgesetzt, daß (3.6) ein normales System von Randoperatoren 
ist (s. [32 J» P* 125, Def. 1.4); d.h. insbesondere, daß alle Bj jeweils 
von verschiedener Ordnung sind.
Dann gibt es zu den gegebenen k weitere p-k Randoperatoren B^, j=k,...,p-l, 
und , j-o,...,p-l, derart daß unter den Ordnungen von alle
natürlichen Zahlen zwischen o und p- 1  auftreten und die Ordnung von gleich 
2p-l-ord Bj ist, und daß die Greensche Formel:
B(u,v) s / Au v dx - E / $. u B. v da 
ß j-o •* J
für alle u,v e C2p(ii) gilt. (s. [32 ] p. 133)
Genügt nun v den Randbedingungen B^v = o auf j=o,...,k-l, so folgt 
p-I
(3.8) B(u,v) = (A u,v) - £ / i  u B. v da
° j=k 3i2 J 3
Aufgrund des "Theorems über die Spur" von Elementen aus auf
(s. Th. 8.3 in [32 ] p. 44) gilt (3.8) durch Abschluß auch für alle 
u e ^  (ß), v £ V. (s. Bem. 2.2 in [32 ,p. 132).
Angenommen, es existiert ein u £ H. (fi) r\ V, so daß
2p
(3.9) B(u,v) * (f,v) für alle v €. V
o
ist. Mittels (3.8) folgt dann (s. Lemma 2.2 in [ß2 J, p. 129):
{ A u  = f in flBjU = o, i=o,...,k~l auf 
iju = o, j=k,...,p-l auf 3ii
Bemerkung: B^u = o, $^u = o in L2(3ß).
Diese letzten Randbedingungen in (3.10) nennt man "natürliche" Rand­
bedingungen; sie sind von einer Ordnung zwischen p und 2p-1.
Ist B stark V-koerziv, dann existiert zu jedem f & HQ(ß) nach dem Satz von 
Riesz ein u e V, derart daß




gilt. Nach dem Regularitätssatz in [* 5 ]p. 359 ist dann u t ®2p^^ n ^ 
und es gilt die a priori-Abschätzung
(3-H) llu ll 2p - cl{ lA UH0 + lu !l0} ‘
Wegen (3.9), (3.10) folgt dann sogar:
u £ cl| I {u | u e C2p(sT), $ j u = o auf 9ß, j=k,. .. ,p-l }=: H2 p ^ ’^$j^j=k^
und B(u,v) = (A u ,v )q  für alle v £ V (s. (3.8)).
Zusammen mit (3.5) und (3.11) lautet das Ergebnis:
Satz 3.3 A sei stark elliptisch, symmetrisch, von der Ordnung 2p 
(s. (3.3) mit r=l) und B sei stark V-koerziv mit V = Hp (ß;
Weiter Sei {B.}^ * ein normales System von Randoperatoren (s. ¡32 1 Def. 1.4, 3 j»o u j
p. 125).
Dann ist der Operator A:HQ(ß) HQ (ß) mit
(3.12) D(A) = H2p(ß;{ ^  }J~£) n
(mit den "natürlichen" Randoperatoren {$•}?_,!) surjektiv, selbstadjungiert,
J J-lc
positiv definit und wegen
(3. 13) ||u[| 2p < c2 ||A u|| o
ist A * kompakt in HQ (ß).
Bemerkung: Für Dirichlet-Randbedingungen gilt der Satz 3.3 auch für r > 1:
A sei wie in (3.3) und die Gardingsche Ungleichung sei mit = o erfüllt.
Dann ist A:H (ß)r -»■ H (ß)r mit D(A) * Hn (ß)rn  H (ß)r surjektiv, selbst-o o ¿ p p
adjungiert, positiv definit und wegen (3.13) ist A * kompakt in H (ß)r.
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Die wesentlichen Eigenschaften von A werden in folgender Bedingung zusaimaen- 
gefaßt:
r r r . . po*'*;v Jefm.-t
A:HQ(ft) — >HQ (ft) , r > 1, ist selbstadjungiert, surjoktiv,
(3.14) ' A * ist kompakt in HQ(ft)r und für den Definitionsbereich D(A)
* • • ® r rgilt algebraisch und topologisch: H2p(ft) C D(A) c H2 (^ft) .
Es ist hier absichtlich der "variationeile Zugang" zu diesen selbstadjungier- 
ten Randwertproblemen gewählt worden, da durch die starke Koerzitivität 
von B die positive Definitheit von A garantiert wird. Die starke Koerzitivität 
von B kann man leicht aus der Koerzitivität von B durch Addition einer 
Konstanten zu A erreichen.
Ein anderer Zugang zu einem sogenannten "regulären Randwertproblem"
(s. [32 ] p. 165 ff)
A u = f in ft
BjU = o auf 3ft »j=o,...,p-l
wobei hier die Ordnungen der Bj bis 2p-l gehen dürfen, benutzt die Theorie 
der Fredholm-Operatoren: bei eindeutiger Lösbarkeit folgt (hier im selbst- 
adjungierten Fall) die Lösbarkeit für alle f 6. H (fl). Diese sowie die Frage 
der positiven Definitheit bedarf allerdings einiger Zusatzvoraussetzungen 
für A. Ich verweise hier auf £32 Chap. 2, [14 ]p. 73 ff und den Übersichts­
artikel von Agmon [_ 2 _] und die dort angegebene Literatur.
Speziell für Dirichlet-Randbedingungen hat man folgenden 
Satz 3.4 A sei ein Operator in HQ (ft) und genüge (3.14) mit
O q
D(A) * H2p(ft) r\ Hp(ft). Weiter sei p > . Dann ist D(A) eine Banachalgebra.
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Beweis: Wegen Lemma 3.1 bleibt nur noch zu zeigen, daß mit u,v e D(A) 
das Produkt in H^ (íí) liegt. Zunächst existieren Folgen:
{u } C C. (ß) mit u — »• u in der I! II« -Norm, n «¿p n 11 112p
{vn > vn — v der II |lp“Nornl*
Nach dem Lemma A.2 im Anhang gilt die Abschätzung
Nu v - u V II < c,{ IIU ” U II l|v |! + IIv — V [| IIu || « }" n n m m'* p - 1 " n m ’’ 2p n" p n m" p " m*‘ 2p
2« o
Da € CQ (ft) ist, gibt es also ein w £ derart daß
u v — ► w in der | | -Norm, n n I Up
Andererseits gilt nach dem Lemma 4.3 im Anhang 
!!Unvn " UVH o £ c2{ Hun " U H p HVJI p + K  " V H p N l p> ’ 
woraus uv = w e Hp(ß) folgt. Schließlich ist 
j| A(uv) || Q < c3 ||uv|| 2p < c4 ||u|| 2p || v|| 2p < c5 ||Au|| Q ||Av|j q
§ 2 Zusammenhang zwischen den Definitionsbereichen gebrochener Potenzen 
von A und Interpolationsräumen zwischen Sobolevräumen.
X, Y  seien Hilberträume, X c Y, wobei X dicht in Y liegt und stetig in Y ein­
gebettet werden kann. Dann werden mit [x ,y ]q, o < 6 < 1, die Interpolations­
räume ("espaces intermédiaires") zwischen X und Y bezeichnet. Zur Definition 
verweise ich auf [32 ],p. II ff.. [x ,y]q sind Hilberträume, deren Norm auf 
verschiedene äquivalente Weisen definiert werden kann (s. [32 "[ p. 13, 
p. 54). Weiter ist X c  [x,Y] C  Y, wobei die Einbettungen stetig sind, und 
[X,Y]o = X, [X.T], = Y.
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Lemma 3*5 A sei ein selbstadjungierter, positiv definiter Operator in Y. 
Sei a > 3 > o , o < 0 < l .
Dann gilt algebraisch und topologisch:
[D(A°), D(Aß)]e = D(A(1'e)a+SS)
Beweis: s. [ 32], Theoreme 6.1, p. 34.
Definition 3.6 Sei m € IN und o < 0 < 1.
(3.15) Hs(fl) := [Hm (£2), Ho («)] mit (l-0)m- s
(3.16) H (ft) :■ [H (ft), H (ft)1„ mit (l-e)m- ss u m o J ü
und s ^ k + Y  , k e. IN*
Die Definition (3.15) ist unabhängig von m und stimmt für ganzzahlige s mit 
der Definition in § 1 überein, wie in [32 j p. 45 ff. gezeigt wird. Be­
zeichnet man die Norm in dem Interpolationsraum (3.15) mit [| ¡|g> so gilt:
(3.17) Hs(ft) = cljj I C”(£i) , (s. [32 ](H.l) p. 60, (11.43) p. 70), 
d.h. Üg(ft) i-st abgeschlossener Unterraum von Hg(ft), und
(3.18) §a(n) = Hs(fi) für o < s < J  (s. [32 ], Th. 11.1, p. 60) . 
Definiert man nun H (ft)r bzw. H (ft)r als übliches r-faches Produkt der
£Hilberträume H (ft), H (ft) (mit dem Skalarprodukt (u,v) ■ E (u.,v.) ),S S s f . X I S
1=1
so gilt:
Hs(S2)r = [Hm(ii)r, Ho(Si)r]e , (l-e)m = s 
(s. dazu die Def. in [32 ]p. 11 f. und p. 112)
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Damit erhält man folgenden wichtigen
Satz 3.7 A sei ein Operator in HQ(fï)r und genüge (3.14).
Dann gilt algebraisch und topologisch: 
s
Hs(SJ)r C D(A2p) für o < s < j
Beweis : Mit id werde die Identität bezeichnet. Dann ist 
ld £ &(H2p(iJ)r, D(A)) O  ¿(Ho(!2)r,
(d.h.: id|H2p(n)r £ ¿ ( H 2p(n)r, D (A) ) und id fe ¿(Ho (n)r, Ho(£J)r)).
Nach dem Théorème 5.1 in [32 ] p. 32 (Interpolations-Theorem) ist dann auch 
id € fr([S2p(n)r, Ho fe)r]0, [d(a), Ho(n)r]e), o < e < 1 .
Mit dem Lemma 3.5 (D(A°) * HQ(ft)r), (3.16) und (3.18) folgt daraus: 
id € £ ( H s(i2)r, D(A1_0)) mit s = (l-6)2p < j  .
Eine Umkehrung von Satz 3.7 ist der
Satz 3.8 A sei ein Operator in HQ(ß)r und genüge (3.14).
Dann gilt algebraisch und topologisch:
D(Aa) C  H (n)r für 1.
S 2p
Beweis: 1) s = 2p, a = 1.
Dann gilt die Behauptung wegen (3.14).
2) s < 2p, s * 2p(l-0) mit o < 0 < 1.
Wegen id e ¿(D(A), H2p(!2)r) n  &(Ho(n)r, HQ (Si)r)
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ist id <= 2t([d(A), H0 (i2)rJe , [H2p(n)r, Ho (iJ)r] 0) 
d.h. id fc £(D(AI_e) , H2p(1_8)(i2)r)
Wegen D(Aa) C D(A! ®) für 1-0 < a gilt die Behauptung.
Satz 3.9 A sei ein Operator in und genüge (3.14).
Dann gilt für den linearen Differentialoperator D^ ,:
D £ ¿(D(Aa), L (i2)r) , |)y |J < 2p
*) 2P - iWII > f  = 1 > a > -ILlil + |-  ( i - 1)
b) 2P “ |]y|I ■ 1 > a > 1-0(1 - II ), o < 8 < 1
I  = ili + 1t  q 2 
q "  n-2(2p- ||y || )
Dabei i s t  u = (dy ^Uj .........DY ur >>!W II “ max( | y ! |. - - • .  I Yr  | J
Beweis : a) 2p - ] [ y | j  > ~
Wegen dem Sobolevschen Einbettungssatz+)(s. [14 ],Th. 10.2, p. 28) ist:
É ¿(Hm (n)r, Lt(ß)r)
mit 1 £ n-2(m- Hy II ) ° der m * IW I * f  ( I~
Mit Satz 3.8 folgt
D 6 ¿ (D (A a) ,  L (£2)r ) m it a > ^-  •Y t xp
+) Korrektur: Man benötigt hier den Einbettungssatz 
Hs(i!) c l^(ß) für t é - ^ s  » s < §  reelles s 
Dieser folgt aus dem Theorem 8.1 in 
ü. Peetre: Espaces d'interpolation et théorème de Soboleff 
Arm.Inst.Fourier, 1é>, "1 (1966), 279 - 317-
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b) 2p - i M i  < f
Wegen Satz 3.8 ist
i l l
D £ ¿  (D(A 2p ), H (Í2)r)
Y °
und wegen (3.14) und dem Sobolevschen Einbettungssatz
£ ¿(D(A), Lq(sj)r) mit q < n_2(2"_ ||Y || ) •
Damit folgt nach dem Interpolationstheorem von Lions:
i k J L  
É ¿ ([ D ÍA ) , D(A 2p ) ] 0 , [Lq (n )r , L2 (n )r] 0)
für o < 0 < 1. Nach dem Satz 4.1 in [31 ]p. 155 gilt algebraisch und 
topologisch:
[Lq(ß)r ’ L2<n)r]e c Lt(ß)r ,
11y 11 _ _ y Y||
Mit [D(A), D(A ^  )J^ = D(A* 2p )^ (s. Lemma 3.5) folgt dann die
Behauptung.
S 3 Nichtlineare (Differential-) Operatoren in H^ (fl) und D(A).
Das Ziel dieses Paragraphen ist es, Realisierungen von nichtlinearen 
Operatoren der Form R = A a^ ® F » A a2 mit ctj + < 1 in Hilberträumen 
E = HQ (í2)r oder E =D(A) anzugeben, die den in den ersten Kapiteln aufge­
stellten Bedingungen genügen.
Dann ist die Abbildung u >—► f(u) in stetig. (Dabei ist f(u)(x) * f(u(x))
für alle x e ß.)
Bemerkung: u e Hm (ii), m > ^  , impliziert u e CQ(ii).
Beweis: Sei zuerst u fc C (Q); dann ist auch f(u) & C (ß) und für eine —— — m m
Differentation D^f(u) erhält man eine Darstellung der Form (x e fi,[y| 5 m) =
Wj /1-N
(3.19) D f (u (x)) = E fV '(u(x)) E c  D u(x) ... D u(x)
k = l  E l « *  | < M  a l , " - ’ ak  “ l “k
mit geeigneten konstanten Koeffizienten c
Da m > j  vorausgesetzt ist, gilt nach dem Sobolevschen Einbettungssatz
sup |u(x)| < Cj ||u|| oder
xeß
(3.20) sup |f^^(u(x))| < sup [f^k^(t)| , o < k s m. 
xefi |t|ic1[lu||[a
Um 11f(u) - f(v)llm » u,v e C (ß), abzuschätzen, genügt es nach (3.19)
/ (f(k)(u(x)) D u(x) ... D u(x) - f(k)(v(x)) D v(x) ... D v(x))2 dx fl “ l ° k  “ l “ k
mit o < k < m abzuschätzen. Wegen
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folgt aus Lemma 4.1 im Anhang und (3.20):
; (f(k)(u) D u. ..D u - f (k)(v) D v. ..D v)2 dx
< c2 {sup |f^(u(x)) - (v(x))|2 ||u||2k
Xfeft
+ sup l f ^ ^ ( t ) l  llu — V II  ^ Y. [lull ^^¡|v|| ^  }i ir m ti 1 1 11 1 m . T . , 11 11 m 1 11 m
Itlscjv^ i+j=k-l
Ist nun {u } c C (5) eine Cauchy-Folge in H (£2), so ist auch {f(u )} C C (ft) n m m n m
eine Cauchy-Folge in H^ ift) . Damit folgt, daß mit u €. Hm (i2) auch f(u) £. Hm (^ )
ist (denn u — ► u in H (ft) impliziert f(u ) — ► w in H (ft) und f(u ) — ► f(u) n m n m n
in HQ (fi)), und daß die Abbildung u *-► f(u) in Hm (ß) stetig ist.
Bemerkung: Für u € H (ft), f e. C ( IR), m > —■ , gilt: m m z
(3.21) ||f(u)|| < c E sup |f(k)(t)| ||u|k
k-o |t|<c, [|u|jm
Korollar 3.11 Sei f 6 C ( IRr)r , re IN, m > ~  .- ..... m z
Dann ist die Abbildung u ■— * f(u) in Hm (ft)r stetig.
Zum Beweis ist die Formel (3.19) geeignet zu verallgemeinern.
Satz 3.12 A sei ein Operator in H (ft)r und genüge (3.14); weiter sei
< 2p - -if , m £ IN , f t C
2 ° [ f +i]
$
Dann erfüllt R(u) = A *+2p f(D^(A ^u)) mit |j y[[ < m, o < s < -j, o < r\ < ~  
die Voraussetzungen (1.12) und (1.19) in E * D(A).
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Beweis: Sei u e. D(A). Dann ist u '— ► A ^ u als Abbildung von D(A) in
H~ (ft)r kompakt, A 71 u t— ► D A u als Abbildung von H_ (ft)r in H (ft)r2p y -  2p fn +l]
stetig und nach Korollar 3.1! ist D A ^ u >—► f(D A ^ u) in H (ft)r
Y “ Y 7 [!♦*]
2v +estetig. Nach dem Satz 3.7 ist H (ft) stetig in D(A ) einzubetten,
[ f +i]
stcurke
woraus insgesamt die sehwache Folgenstetigkeit und (1.19) für R in D(A) 
folgt.
Speziell für D(A) = H2p(ft)r n Hp (ft)r (Dirichlet-Randbedingungen) laßt sich 
durch analytisches f eine höhere "Differentiationsordnung" in der Nicht“ 
linearität erreichen, sofern sich explizite Differentialoperatoren durch 
gebrochene Potenzen von A ausdrücken lassen:
Satz 3.13 A sei ein Operator in HQ (ft)r und genüge (3.14); weiter sei
p > ^ - ,  ffeCQo( Rr)r und analytisch, d.h.
_____ t . \) j v
f.(tj,...,t ) = 2.____ i a ***tr > i=i,...,r, mit einer auf
V1.... vr V " Vr
ganz lRr absoluten Konvergenz.
Dann ist R(u) = f(AY (A a u)) mit y < a < 1 eine Abbildung in E = D(A) «
= H2p(ft)X n H^ (ft)r, die (1.12) und (1.17) genügt.
Beweis: Sei u e.D(A). Dann ist u > A als Abbildung in D(A)
-/a_Y\ vi vr o
kompakt. Für A w u - w 6 D(A) ist wegen Satz 3.4 Wj .. .w^ Hp(n)
v. vr v. v
und ||wj ...wr ||2p < (C¡ ||WjJ2p) ...(cj ||wj2p) . Deshalb ist (wegen
der Konvergenz in der II [ L  -Norm) f(w) €. H« (ft)r  r\ H (ft)r ■ D(A) und die 
" "¿p —  zp p
Abbildung w * f (w) ist stetig in D(A); R erfüllt (1.17) mit ß * 1.
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Bemerkung: Liegt für f nur eine absolute Konvergenz für jt.J < M vor, 
dann ist R nur in einer Kugel um 0 in D(A) definiert und erfüllt dort die 
Behauptung von Satz 3.13.
Im folgenden wird die Regularität von f abgeschwächt und entsprechend 
wirken die Nichtlinearitäten nur noch in E = Ho(S3)r.
Satz 3.14 A sei ein Operator in HQ(i2)r und genüge (3.14); weiter sei 
m < 2p - |  , .mt IN , f 6 Cj( IRr)r.
Dann erfüllt R(u) ■ f(D^(A 2p y)) ||y|| < m und m + y  < s < 2p 
die Voraussetzungen (1.12) und (1.19) in E = HQ(ii)r.
Dem Beweis dieses Satzes wird ein Lemma vorangestellt:
Lemma 3.15 Sei f G Cj( IRr)r
Dann ist die Abbildung u ► f(ii) von Hg(ß)r nach Ht(Q)r mit s > ~  und 
t < min(1,s) (s,t G IR) stetig.
Beweis von Satz 3.14: Sei u £ H (ß)1 und m + ~ ' < s < s <  2p. Nach dem 
------  ~  ° - ■* . . .
Satz 3.7 ist die Abbildung u i— ► A 2p u eine stetige lineare Abbildung von
Ho (ß)r nach Hs(fl)r. Da die Differentation D^ ein stetiger linearer Operator
von H (ft)r nach H (ß)r ist (s.[3? 1 P* 50), die Einbettung von H (ß)r s s~m J s~m
in Hg_m (ß)r kompakt ist (s. [ 3 2] Th- 16.1, p. 110) und nach Voraussetzung
s-m > y  ist, ist deswegen und wegen Lemma 3.15 die Abbildung
— Jl Q. r K r
ij *— ► f(D^(A 2p schwach- folgenstetig als Abbildung von HQ (fi) nach
Ht(i2)r , t < min(l,s-m). (1.19) gilt wegen Satz 3.7.
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Beweis von Lemma 3.15: Sei o.B.d.A r * 1. Nach [33 ] p. 55 und [38 Jp. 61
gilt u €. o < t < 1, genau dann, falls
2 I
(3.22) ( [Hl l * S / |U(X> ~ dx dy)2 < -
ft ft [x - y|
ist; außerdem ist (3.22) mit der Norm in H^ ift) äquivalent.
Sei u €. Hs (ft). Da s > |  vorausgesetzt ist, gilt u e CQ(ft) und
sup |u(x) I < c, 11uII s . 
xeft
Das bedeutet:
|£(u(x)) - f(u(y))| < sup If'(t)I ju(x) - u(y)| .
M s c j  I N I s
Für t < t < min(l,s) folgt damit:
j j |f(u(x))-f(u(y))|2 dx dy < sup ! f * (t) 12 / / dx dy
0 1! |x - y| M s ^ l M I g  ß 0 |x - y|
woraus wegen (3.22) f(u) £. H^ (ft) und die Abschätzung
(3.23) |1 f (u) || < c„ { sup |f(t)|+ sup 1 f' (t) | ||u|| f }
ü 2 ' M - < c ,  I N I ,  M s c , » » ! .
folgt. Sei nun {u } c H (ft) mit u — ► u in H (ft). Dann ist die Folge {f(u )} n s n s n
wegen (3.23) beschränkt, woraus
(3.24) f(u ) —  ^ w in H-(ft)
n t
k
für eine geeignete Teilfolge und ein w e H-(ft) folgt.
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u — ► u in H (n) impliziert aber f(u (x)) -*■ f(u(x)) für jedes x s ft, was n s  n
schließlich die Konvergenz
f(u ) — ► f(u) in H (ft) n o
bedingt. Vergleich mit (3.24) liefert w * f(u). Wegen der kompakten Ein­
bettung von H-(ii) in Ht(fi) folgt
f(u ) — >- f(u) in Ht(ii) .
Wiederholte Anwendung des Schlußes liefert: f(un) f(u) in Ht(Q).
Satz 3.16 A sei ein Operator in HQ(il)r und genüge (3.14); weiter sei
m < 2p - —  Tr , m £ IN , f £ Ca( IRr)r , < a < I, d.h.r a 2 9 o* * n+2
|fi(t!) - fi(t2)| < c|t1 - t2 |a , t',t2 £ IRr, i=!.... r .
- -  !- 
Dann erfüllt R(u) = f(D^(A 2p m£t ¡jy|[ < m und m + —^  < s < 2p
die Voraussetzungen (1.12) und (1.19) in E = HQ(ii)r.
Der Beweis folgt genau wie der zu Satz 3.14 mit Hilfe von folgendem:
Lemma 3.17 Sei f 6. Ca ( Rr)r mit < a < 1.----------  n+Z
Dann ist die Abbildung u \— f(u) von Hg(S2)r nach Ht(ii)r mit 1 > s > "J 
und t < as - (1-a)^ stetig.
Beweis: Sei r = 1, t < t = as - (l-a)-j und u €.Cto(£2). Dann ist 
II f 0 0  II l i 2 / |f(u(x» - f(°)|2 dx + 2 ;|f(o)|2 dx
n Q
- -2 11-11 o“
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Weiter folgt (s. (3.22)):
/ ; dx dy < c ; ; |u(x) ~ u(^ f  d* ay
D Q IX - y| ß fi |x - y|




(3.25) 1|f (u) || - < c5 + c6 IIu11 s • u 6
(c,. = o, falls f(o) = o)
Nun ist aber Cw (fl) dicht in H (fl) (s. [32 ] p. 46), d.h. zu jedem u €
existiert {u } C (fl) mit n »
(3.26) u — ► u in H (fl)
Wegen (3.25) folgt:
(3.27) f(u ) — i w in H-(fl) .
(3.26) impliziert (s. [23 ]p. 192 f.), daß eine Teilfolge {u^ } C. {u ]
1 IC
existiert, derart daß
u (x) — »■ u(x) fast überall in fl 
ni
gilt. Daher auch:
f(u (x)) — ► f(u(x)) fast überall in fl. 
ni
Daraus und aus (3.25) folgt (s. Th. 13.44 in [23] ,p. 207):
Hs(fl)
f(u ) -- f(u) in H (fl)n_ o
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Ein Vergleich mit (3.27) zeigt: w - f(u) £ H-(i2) und
f(u ) -- ► f(u) in Ht(ii) .
Wiederholte Anwendung dieses Schlusses liefert: f(un) — * f(u) i*1 Ht(ß).
Satz 3. 18 A sei ein Operator in HQ(i2)r und genüge (3.14).
Weiter sei (alternativ):
a) f € CQ( IRr)r ,f beschränkt auf ganz !Rr und p,n beliebig,
b) f 6 C ( IRr )r , m < 2 p - 2 . , m £ l N .
O 1 o
Dann erfüllt
a) F(u) = u) J|y || < 2p-! , die Voraussetzung (1.20) mit 1 - < ß< 1 
und E = HQ (n)r,
b) F(u) = f(D^ u), ||y || < m, die Voraussetzung (1.20) mit ß = ,
m + y  < s < 2p und ist als Abbildung von D(Aß) in E = HQ(ii)r stetig.
ß
Beweis: a) u^-- * u in D(A ) impliziert wegen Satz 2.8 und der kompakten
Einbettung von H_ „(ß)r in Hn ,(ß)r D u — ► D u in H (ft)r. Wegen a)
2pß 2p-1 y —n y —  o
ist {f(D u )} c H (ß)r und eine in H (ft)r beschränkte Folge. Es existiert 
Y —n o o
deswegen eine Teilfolge, derart daß
D^ n^ix) --> D^ ii(x) fast überall in i2(s. [23]p. 192 f.)
f(D u ) --  ^ w in H (ft)r .
Y -°k
Wegen der Stetigkeit von f folgt:
f(D u (x)) — ► f(D u(x)) fast überall in ft ,
Y Y
was w = f(D^ u) impliziert. Wiederholte Anwendung dieses Schlusses liefert:
f(D u ) -- i f(D u) in H (ft)r .
Y~n y —  °
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b) Klar, da ti i— ► D^ u als Abbildung von Hs(S2)r nach Ht(Q)r , y  < t < s- 
kompakt und w '— > f(w) als Abbildung von Ht(ii)r nach HQ(fi)r stetig ist 
(beachte: t > ■
Bemerkung: Die Beschränktheit von f in a) ist notwendig, wie folgendes
_1
Beispiel zeigt: f(t) = t2 , u(x) = x u € H ((0,1)), aber f(u) 4 H ((0,1)).
Die Nichtlinearitäten in den Sätzen 3.12 bis 3.18 sind sehr allgemein gefaßt. 
Speziell für multilineare Funktionen f (wie sie bei den Anwendungen häufig 
vorkonsnen) erhält man ein feineres Ergebnis, was die Ordnungen der 
Differentiationen in der Nichtlinearität betrifft.
Lemma 3.19 A sei ein Operator in HQ (Q)r und genüge (3.14),
T: IRrx.. ,x lRr --► lRr sei k-linear und o < k(2p - £  ) + y  . Falls
k
E li y\\ < k(2p - f ) + f  . ° s ! i í| < 2p, ist,
V= 1
existieren Exponenten a^, o < < 1, v * l,...,k, derart daß
(3.28) ||T(DY]u ’ .........\ - k>11 o 5 c llA<>V l l  0 • • •  IU \ k || 0
a
für iaV É D(A V) gilt.
Beweis: Zunächst gelten aufgrund der allgemeinen Darstellung von T und 
der Hölderschen Ungleichung die Abschätzungen
I I t íw ' , ...,wk) || 2 = E I I t ^ w 1.... wk)llo
i=I
= T. ¡I £ af . w! .... w^ || 2
i=l ir ...,ik=l 1r***,1k L1 xk °
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* C. , Nil i («) (0) • E f  ' '
1=1 i,,...ik-l 1 tj k \  V=1 v
11 1 || ^  ,2.
< C1 w T II k !l- 1 II- II L (0) ... II* || (JJ)r #
k
Sei Nj C  {l,...,k} derart, daß 2p - ||yv |[ > y  für v e Nj ist, 
N2 c { 1,... ,k> derart, daß 2p — || yv I S j für v £ N2 ist.
Nach Satz 3.9 folgt jeweils:
V e N : ||Dy wV!| r  < c IIA V wv || m it i -  > I  - i(2pctv - ||tv El )
'v t V
v « V  > l \ S « L t (nr
I > (1-6 )(j - + (2p - ||y I )) + /• , a > 1-0 (1 - t v 2 n 11 'v11 l v v ¿P
v
o < 8 < 1.
Damit erhält man als notwendige Bedingung:
1 ■ 2 f  >- E O  - |  (2Pa - I yv|| ))
v»l v v fe Nj
+ E (1_e )(, - I  (2p - || y I), + ev
veN2
- I c - f  { E  (2pav - || Y | ) - E  C1-evX2p - II Y II )} 
veNj veN2
oder:




Da (k-J)-j < 2pk - E || Y II vorausgesetzt ist, existieren av »6v e (°»0» 
v=l
so daß (3.29) erfüllt ist.
Bemerkung: Man kann die Exponenten a^,v e Nj und ie 6v>v t N2, explizit 
durch die Gleichung (3.29) bestimmen.
Beispiel: n=3, p=l, k=2, |[y j || =°» ü y2 II
I  = 2a, + 2<l-e2) - (I-e2) - 2a, + l-02 .
1 1 3
Für e2 * j  erhält man otj * j  , <*2 * 4"
3 5 5
Für 0O = y  erhält man a. * -s- , “ T  •l 4 1 o 2 o
Ein wichtiger Spezialfall eines solchen bilinearen Operators ist der nicht*
lineare Term des Navier-Stokeschen Gleichungssystems; die Abschätzung
1
~2. ^| (u.*V)u_|| < c j|A ujj ||A uj| o findet man bereits in der Arbeit von 
Kato und Fujita [ 26]*
Satz 3.20 A sei ein Operator in HQ (ß)r und genüge (3.14),
T: iRrx. . .x iRr — > !Rr sei k-linear und o < k(2p - ^) + y  . Yv»av seien wie 
in Lemma 3. 19.
Dann genügt R(v^u) « T(D (A a v),...,D (A a ju),... ,D (Aa v)) mit
Y1 Ti Yk
a. = max(a.,... ,cu), a * a., falls a < a* für v 4 j» a > a. sonst,
3 J K J v j j
den Voraussetzungen (1.9), (1.17) und (1.25).
Beweis: Klar wegen Lemma 3.19.
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§ 4 Existenzsätze für fastlineare parabolische Anfangs- und Randwert­
probleme .
In diesem Paragraphen wird die Existenz von Lösungen des Anfangs- und 
Randwertproblems (3.1) nachgewiesen.
Lemma 3.21 A sei ein selbstadjungierter, positiv definiMter Operator 
im Hilbertraum E.
Dann erzeugt -Aj := -A|D(A) mit D(Aj) = D(A2) im Hilbertraum D(A) eine 
—A11
holomorphe Halbgruppe e 1 mit der Abschätzung
Beweis: Klar.
Im folgenden ist A ein stark elliptischer, symmetrischer Differentialopera-
dingung (3.14) genügen. Dabei ist der Definitionsbereich von A im Sinne von
(3.12) durch die Randbedingungen von (3.1) bestimmt (s. Satz 3.3).
M ist linearer Differentialoperator der Form
tor von der Ordnung 2p (s. (3.3)). Als Operator in Hq (ii)r soll er der Be-
(3.30) M u  - E
et h;£
a ba - (b“ (x)). . ,ik '*i,k=l,... ,r
i < 2p-1,
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Dann gilt wegen der Sätze 3.7, 3.8:
l 
2p
M u £ D (A£) für u e D (A^) , g < g < ],
(3.31) ||M u|| < y ||Aß u | , f - < ß < l ,  u € D(Aß) .
(3‘32) ' e ß lA ° M : D(AP) — ► E ist stetig, (e < ß -
£_
(3.33) j|A l+2P Mu||d a^j < c ||u ||D(A) , o < s < m in ( j, 2p - £), u £ D(A)
(s. dazu (2.10), (2.11) und die dort anschließenden Bemerkungen.)
Definition 3.22 Eine Abbildung u_:ß x [jO,T) — ► IRr heißt Lösung von (3.1),
falls u : [0,T) ■+■ H (i2)r eine strikte Lösung in (0,T) der Evolutionsgleichung
4~ u = -A u - M u  + F(u) ,u(o) = u dt —  —  —  —  —  —o
Satz 3.23 Sei m < 2 p - ^ , m 6 l N , f € C  ( IRr)r .
-------- 2 ° H*i]
Dann besitzt
u(t) = -A u(t) - M u(t) + f(D^ u(t)) , u(o) = Uq  € D(A1+Ti)
mi't jjyjj < tn eine strikte Lösung in (0,T) in HQ(i2)r.
Dabei gilt
lim j|A1+n u(t) || = » , falls T < « ist. 
t+T °
Ist f(o) * Df(o) = o und M = o, dann existiert die Lösung global, falls
[|A*+ri 2^11 Q hinreichend klein ist; darüber hinaus gilt in diesem Fall:
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j[A*+n u(t) ü < ee ,t £ fo,“>), falls ¡¡A*+ri u j! < <5(e).II II o I- 11 —o  '■ o
Beweis: Wegen Satz 3.12, (3.33) und Lemma 3.21 besitzt aufgrund der Sätze 
1.6, 1.12 die Evolutionsgleichung in E * D(A)
(3.34) A-1+ 2p-T1 v(t) = -A2p nv(t) - A_1+2p M A_n v(t)
-1 —
+ A 2p f(D (a  r|v(t))), v(o) = An u 
y -  -o
eine strikte Lösung in (0,T). Da 4— die starke Differentation in D(A) be-
dt
deutet, existiert die Differentiation —  in HQ(i2)r und es gilt:
A ~ l+rV -'n v  = a " 1+ 2p -11 V 
dt —  dt —
(Diff. in D(A)) (Diff. in HQ (iJ)r)
1- -Mit ij “ A 11 v und nach Anwendung von A 2p auf (3.34) folgt der erste 
Teil der Behauptung.
Die letzten Behauptungen folgen aus Satz 2.6 und der Abschätzung (3.21).
Bemerkung: u e.C([0,T), D(A*+n)). Da 2p - m > ~  vorausgesetzt ist, folgt: 
u t C([0,T), 0^ (5)).
Satz 3.24 Es sei D(A) » (ii)r n H (ß)r (Dirichlet-Randbedingungen), 
---------  2p p
p > -g und f e IRr)r und analytisch (s. Satz 3.13). Dann besitzt
(3.35) ff i(t) “ -A u(t) + f(AY u(t)), u(o) = ^  D(A1+a), y < a < 1,
eine strikte Lösung in (0,T) in D(A).
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Bemerkung: Da 2p > y  vorausgesetzt ist, gilt:
Die Differentiation in D(A) ist gleich der partiellen Ableitung —  ; 
u(t,*) £ D(A^) impliziert: ii(t,*) £-C2p(Ä)r, t e. (0,T), 
u £ Cj((0,T),D(A)), A u € C((0,T),D(A)) bedeutet:
|y u t C((0,T),Co (ñ)), A u e .  C((0,T),Co(Sj)), und schließlich folgt aus 
u(t,*) e Hp(íí)r r\ C2p(fl)r» daß die Dirichletrandbedingungen D^ u_(t,x) = o, 
x e. 3fl, ¡ex] < p-ljklassisch erfüllt sind.
Beweis von Satz 3.24: Klar nach den Sätzen 3.13, 1.6, 1.11.
Beispiel: (r=l) Das Anfangs- und Randwertproblem
u(t,x) = -A u(t,x) + eA u(t»x) in fl x [o,T)
Da (u(t,x) = o , |cx| < p-1 auf 3ß x [0,T)
u(o,x) = u (x) in flo
besitzt im Falle p > ^  und für hinreichend reguläre Anfangsbedingungen
2
u q (u q e D(A )) lokal eine klassische Lösung.
Korollar 3.25 Es gelten die gleichen Voraussetzungen wie zu Satz 3.34. 
Ist f(o) = Df(o) = o, dann ist die Lösung u - o von (3.35) asymptotisch 
stabil:
(3.36) ||A1+Ct u(t) ||o < ee bt, t t [o»0“)* falls ||A1+a u^ ||q < 6(e).
Beweis: Klar nach den Sätzen 3.13 und 2.6.
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Bemerkung: Wegen p > ~  impliziert (3.36) die gleichmäßige Konvergenz 
von \i(x,t) auf fl gegen o:
sup |D u(t,x)| < e'e bt
| Y | - [2p 0 +O0~ f  +1]
2
(Da hier D(A ) c gilt, folgt analog zum Satz 3.8:
D(A1+“) C H2p(1+a)to).)
Beispiel: .uq sei eine klassische Lösung des Randwertproblems: 
u
Au + e * o in n
(3.37) °
u r_ “ O O |3ß
3Dabei ist ein beschränktes Gebiet im IR . In Anlehnung an Fujita 
(s. [17 ], [l8 ]) wird hier die Frage gestellt, wann diese (evtl. nicht 
eindeutige) Lösung von (3.37) "stabil", d.h. wann die Lösung v von
“ 7 = Av + eV in fl x fo,*)
<3t u
V j 3ii *  °
V |t=o = vo
für t ■> » gegen die stationäre Lösung u q konvergiert. Der Ansatz
v(t) » u + u(t) liefert: 
o
<*u * Uo, u ,. , .T- = Au + e (e - 1) , u (o) = v - u .
ot O O
In D(A) ( mit A =» -A) ist folgende Evolutionsgleichung auf Stabilität der
Lösung u = o zu untersuchen:
, u u
du A ^ ° o , u—  = -A u + e u + e (e - u - 1) . dt
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Aj > o sei der kleinste Eigenwert von A. Dann ist der kleinste Eigenwert 
u
von A + M mit M u = -e u positiv, falls
U CO
(3.38) 11e ° *|| < X, ||4i|| für alle <|> £ C («)
o I o o
gilt. Mittels Satz 2.6 und dem Korollar 3.25 folgt damit:
(3.38) ist eine hinreichende Bedingung für die Stabilität der Lösung u q 
von (3.37).
u
Besitzt der Operator A + M = - A - e  einen negativen Eigenwert (und ist 
o kein Eigenwert), dann ist u q instabil (in der Topologie von D(A)). 
(Verwende Satz 2.7)
Die Methoden und Formulierung der Ergebnisse in [l7 ],[l8 J sind ganz ver­
schieden von den hier verwandten; dies soll nur als ergänzendes Beispiel 
verstanden werden.
Im folgenden sind wieder beliebige Randbedingungen zugelassen.
Satz 3.26 Es gelte alternativ:
a) m  < 2p - y  , m  6 INq  , f 6 Cj( IRr )r
b )  m < 2p -  |  ,  i  i  I o  , f  6 c “ (  IRr ) r  , < “  < 1 <s - S a t z  3 ' 16)  
Dann besitzt
jjr u(t) - -Au(t) - Mu(t) + f(Dy u(t)), u(o) = u,, 6 D(Aß)
mit IIyII S m eine strikte Lösung in (0,T) in HQ(i2)r.
Dabei gilt: lim ||A^  u(t) \\ - falls T < 00 ist. 
t+T °
3 > max(S, ■— -), wobei 3 durch (3.31) und s durch die Sätze 3.14, 3.16 
bestimmt ist.
Beweis: Klar wegen der Sätze 3.14, 3.16, 1.6 und 1.12.
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3 &
Beispiel: n * 3, p * 1, < a < i, a s. <} derart, daß t für alle t e. IR
definiert ist. Dann besitzt
4— u = +Au - M u  + (D u)a , u(o) = u 6 D(A^)dt y o
mit j yj < 1 eine strikte Losung in (0,T) in Hq (A). (I + “  < s < 2)
Dabei ist M ein linearer Differentialoperator erster Ordnung. Die Rand­
bedingungen sind im Definitionsbereich von A enthalten.
Wird für f nur noch die Stetigkeit vorausgesetzt, erhält man:
Satz 3.27 £s gelte alternativ:
a) f £ C ( R r)r , f beschränkt auf ganz IRr,
b) f £ C ( lRr)r , m < 2p - j  , m & IN .
Dann existiert ein 11 e C( [0,T) ,D(Aß) ) , das strikte Lösung von
(3.39) a_E u (t) “ -a '_£ » W  + a_£ M u(t) + A_E f(D u(t)) dt —  —  —  Y —
u(o) = u fe D(A^)
—  —o
für jedes e e. (o,l-p) in (0,T) ist. (Zu 6 s. Satz 3.18 und (3.32).)
Für y gilt im Falle a): j[yjj < 2p-1, 
im Falle b) : ¡jy \ ] < m.
Beweis: Klar wegen der Sätze 3.18 und 1.15.
Der Nachweis einer Lösung von (3.39) mit £ = o ist mir für eine allgemeine 
stetige Funktion f nicht gelungen. Im Hinblick auf die Zusatzvoraussetzung
(1.22) im § 5 von Kapitel 1 wird gefordert:
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(3.40)
^f(u) e. Ht(iJ)r für u e H2p-|| y|| > c > ° (fest).
u ► f (ii) ist für u. t H2p_|| yjj (ß)r als Abbildung von
H2p6— 11 T11 nach Ht ^ ^ r stetiS (o < B < 1).
Aufgrund der Sätze 3.7, 3.8 folgt für F(u) = f(D^ u) aus (3.40) die 
Bedingung (1.22), falls f a) oder b) genügt (8 jeweils wie in Satz 3.18).
Wegen Satz 1.16 erhält man dann:
Satz 3.28 Sei f wie in Satz 3.27 und f genüge (3.40).
Genügt f der Voraussetzung a), dann gibt es ein u e C([0,T)¿D(A3)), das 
Lösung von
I»t u(t) = -A u(t) - M u(t) + f (D^ u(t)), u(o) = £ D(A3)
mit [j y [| < 2p-l in HQ(ii)r im Sinne von Satz 1.16 ist.
Genügt f der Voraussetzung b), dann gibt es ein u 6 C(¡0,T),D(Aß)), das 
strikte Lösung in (0,T) von
—  u(t) = -A u(t) - M u(t) + f (D_^  u(t)) , u(o) = fe D(A3) 
mit HyII £ m in H (S2)r ist.
Zum Schluß sollen parabolische Anfangs- und Randwertprobleme mit Nicht“ 
linearitäten von "Polynomcharakter" auf Existenz, Stabilität und Instabili­
tät hin untersucht werden. Insbesondere sind die Navier-Stokesschen 
Gleichungen von diesem Typus (s. dazu die Ergebnisse in [ 2 7] )•
Definition 3.29 Ein Operator F:HQ(i2)r — > HQ (i2)r heißt ein "Polynom", falls
N
(3.41) F = £ Tk
k=o
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ist und k-linear ist. Dabei ist der Definitionsbereich von F:
N
D(F) = r\ D(T, ) . 
k=I
Im folgenden sei stets durch eine k-lineare Abbildung T^: IR1*..,* IRr — > lRr 
induziert und von der Form
k
(3.42) t ( u ) - I ( D  u,...,D u), o < | | y  | |  <  2p, £  | Y || <  k(2p - f )  +
k Y 1 Yk V v-1 V
Nach Satz 3.19 existiert dann ein a = a(k) < 1, derart daß 0(1^) D(Aa) ist.
Für D(F) erhält man dann: D(F) = D(A^), ß * max ct(k) < 1.
k=l,...,N
Satz 3.30 F sei ein "Polynom" (3.41), wobei die von der Form (3.42) 
sind. Dann besitzt
(3.43) u(t) = "A u(t) - M u(t) + F(u(t)) , u(o) = u t D(Aß) dt —  —  —  —  —  —o
eine strikte Lösung in (0,T) in HQ(il)r (ß < 6 < 1).
ii t C([0,T), D(A^)) und lim ||A^  u(t) j| = ®, falls T < «». 
t+T °
Ist Tq = Tj = o, die Ordnung von M kleiner oder gleich p und
re a(A+M) > a > o, so ist die Lösung u ■ o von (3.43) asymptotisch stabil:
||Aß u(t) ||o < ee , t & [o,®), falls ||A^  u^ ||q < ö(e), $ < 3 < 1.
Bemerkung: Man kann wegen Satz 3.20 auch 6 * 0  setzen, falls ß = a(j) 
jeweils strikte Maxima sind.
Existiert umgekehrt kein Spektralpunkt von A+M mit verschwindendem, aber 
einer mit negativem Realteil, so gibt es ein sQ > o derart, daß in jeder
Umgebung von u = o in Ho (ft)r ein u^ £ D(A^) und eine strikte Lösung ja von
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(3.43) mit der Anfangsbedingung existiert, so daß |[u(tQ) ||Q > eq für
mindestens ein t t (0,T) ist. o
Beweis: Klar wegen der Sätze 3.20, 1.5, 1.7, 1.11, 2.6, 2.7.
Diese letzten Stabilitäts- und Instabilitätsaussagen sind insofern von 
Wichtigkeit, als sie bei physikalischen Problemen - durch eine Qleichung 
der Form (3.43) beschrieben - unter einer Vielzahl von stationären Lösungen 
die "stabilen" als die in der Natur auftretenden zu beschreiben helfen. 
Diesbezügliche Phänomene in der "Fluid-Dynamik" werden in [27 ] eingehend 
behandelt.
Die Frage, wann aus der Existenz von in HQ(ii) die Existenz der partiellen 
Ableitung folgt, würde sich in natürlicher Weise anschließen, da man ja 
von dem Anfangs- und Randwertproblem (3.1) ausgegangen ist. Ich möchte dazu 
hier nur auf die Ergebnisse von Fujita und Kato in [21 Jverweisen, die 
diese Untersuchung speziell für die Navier-Stokesschen Gleichungen gemacht 
haben.
§ 5 Kommentare
Existenzsätze bei quasi- bzw. fastlinearen parabolischen Anfangs- und Rand­
wertproblemen findet man in unzähligen Arbeiten. Zuerst ist auf die Mono­
graphien 2^8] und Ci5j zu verweisen, in denen die wichtigsten Methoden 
dargestellt sind: im linearen Fall u.a. die der Potentialtheorie, der 
Approximation (Galerkinverfahren), die Schaudersche Kontinuitätsmethode 
in der Ca“Theorie, die Darstellungs- bzw. Variationsmethode in der Hilbert­
raum- Theorie;
im nichtlinearen Fall im wesentlichen die Ca--Theorie, die sehr weitreichende 
Ergebnisse liefert.
Ein Übersichtsartikel über die letztere ist der von Edmunds [*133 •
Von Wahl [49] beschäftigt sich vor allem mit a-priori-Abschätzungen der 
Ca-Theorie, die bei gewissen Wachstumsbedingungen der Nichtlinearität die 
globale Existenz garantieren. Während in den oben genannten Büchern im wesent­
lichen parabolische Gleichungen zweiter Ordnung behandelt werden, sind es in 
[49] Systeme höherer Ordnung, die untersucht werden.
Nichtlineare Anfangs- und Randwertprobleme sind mittels der "L^-Theorie"
(oder Hilbertraum-Theorie) in folgenden Arbeiten behandelt worden: [4J , [8],
[24], [30], [36], [43], [45], [47], [48].
Unter der Vielzahl der Methoden seien die der Approximation, Monotonie, 
Koerzivität, Régularisation und der Halbgruppentheorie erwähnt. Der Lösungs­
begriff wird dabei bis zur Distribution abgeschwächt.
Bei elliptischen Differentialoperatoren kann man die von ihnen erzeugte Halb­
gruppe durch eine Greensche Funktion darstellen, was von Fujita und Watanabe 
([17], [18], [20]) ausgenutzt wird. Sie verwenden ein Iterationsverfahren, das 
punktweise monoton gegen die Lösung konvergiert. Das geht nur bei konvexen
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Nichtlinearitäten, wie es z.B. die e-Funktion ist. Der Lösungsbegriff ist 
der der schwachen Lösung.
Halbgruppentheorie im Zusammenhang mit der L^-Theorie wird von Kato und 
Fujita (jj2l], [?6]) angewandt und von Masuda [36] bei Analytizitätsunter- 
suchungen benutzt. In [26] taucht der Begriff der "strikten" Lösung auf.
Was die Stabilität bei Anfangs- und Randwertproblemen betrifft, so sind die 
"klassischen" Arbeiten [3], [lö] und [37] zu erwähnen. Es handelt sich dort 
um Abschätzungen der C^-Theorie.
In den Artikeln von Prodi und Jooss ([43], [24]) findet man Stabilitäts­
aussagen für die Navier-Stokesschen Gleichungen in D(A2) bzw. D(A). Die in
der vorliegenden Arbeit dargestellte Methode schließt fast die Lücke: sie
ß 5liefert in diesem Spezialfall Stabilität in D(A ) mit -r < $ < 1.0
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Anhang
Lemma 4. 1 Sei u f » m > 7 * ^ Y^i' ~
m i=] 1
Dann gilt: | (D^u) ... 0> “)||0 S c(k) ||u||k
Beweis: Es wird über k induziert. Die Behauptung ist für k ■ 1 klar. 
Schluß von k auf k+1 (unter Verwendung der Sobolevschen Einbettungssätze):
a> m - W,| > §
/ (D u . .. D u D u)2 dx < sup ¡D u(x) |2 / (D u .. . D u)2 dx 
Q Y 1 Yk Yk+1 xeQ Y 1 Q Y2 Yk+1
S c, c(k) ||u||2(k+1)
nach Induktionsannahme.
b) m - |y,I S |
_1_
/ (D u ... D u D u)2 dx < ( / (D u)2pdx)p (/ (D u ... D u)2qdx)q 
ü Y 1 Yk  Yk+1 Q Y1 £2 y2 Yk+1
< c2 ||u||2 ||DY2U ... DYk+] II 2|y , I
falls p < — TT--f-- pr und q < — ;ri-- r gilt.K “ n-2(m- [Yj | ) 4 »-2 |Yj I
Diese Bedingungen sind wegen der Voraussetzung m > y  mit = !
verträglich.
Wegen der Leibniz-Regel folgt weiter:
IID u ••• D “ II | I S E  c ||D u  ... D_ u|| 2
2 Yk+I |YP  endl. J Y2 Yk+1
k+1 _ k+1




d y ?u •** B tt|| |Y | < c4 ¡¡ujl m folgt.
k+1 ' T1 1
Der Beweis von Lemma 3.1 folgt mit Hilfe von Lemma 4.1.
Lemma 4.2 Sei u e Hp (ü), v e H2p(n) > P > f  >K|| + IY2! i P 
Dann gilt: ||d u D v|| < c ||u|| p ||v|l 2p
Beweis : a) p - ]-y j | > J
Diese beiden Fälle sind klar.
b) 2p - |y 2| > |
c) p - Iy,I < |  , 2p - |y2| < |
[|D u D v||2 < ( ;  (D u )2 r ’ ) r ' ( ;  (D v )2r2) r2 , i -  + i -  - 
Y 1 y2 ° a Y1 Q y2 rl 2
s = INI p INI 2p
falls rl £ n-2(p-|T]|) ’ r1 £ n-2(2p-|Y2|) 
Das impliziert:
n - 2 ( 2 p - | Y |) 2(p-¡Y j|)
--------- f-- < _  = I - i—  < ------ i--
Dies ist aber wegen n - 2(2p ~|Yo 1) < 2(p _ |Yii) erfüllbar.
Lemma 4.3 Sei u, v e , p > .
Dann gilt ||u v|| q < c ||u|| p ||v[| p
Beweis: Analog zum Beweis von Lemma 4.2.
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