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HARISH-CHANDRA BIMODULES FOR TYPE A RATIONAL
CHEREDNIK ALGEBRAS
JOSE´ SIMENTAL
Abstract. We study Harish-Chandra bimodules for the rational Cherednik algebra asso-
ciated to the symmetric group Sn. In particular, we show that for any parameter c ∈ C,
the category of Harish-Chandra Hc-bimodules admits a fully faithful embedding into the
category Oc, and describe the irreducibles in the image. We also construct a duality on
the category of Harish-Chandra bimodules, and in fact we do this in a greater generality
of quantizations of Nakajima quiver varieties. We use this duality, along with induction
and restriction fucntors, to describe as an abelian category the block of the category of
Harish-Chandra bimodules containing the regular bimodule.
1. Introduction
Rational Cherednik algebras were introduced by Etingof and Ginzburg in [EG]. Since then,
they have been studied in connection with several areas of mathematics, such as integrable
systems, algebraic geometry, knot homology and representation theory. Among the rational
Cherednik algebras, perhaps the most studied class is the one associated to the symmetric
group Sn acting on C
n by permuting the coordinates. The objective of this paper is to study
Harish-Chandra bimodules over these and more general algebras.
Let us give the definition of a HC bimodule, in general. Let A be a Z≥0-graded algebra,
finite over its center Z and letA be a quantization of A, that is, A comes equipped with a Z≥0-
filtration F and an isomorphism grA ∼= A. We also assume that Z is a finitely generated
algebra, in particular, both A and A are Noetherian. An A-bimodule B is called Harish-
Chandra (HC, for short) if it admits a bimodule filtration so that the left and right actions
of the commutative algebra Z on grB coincide, making grB a finitely generated module over
Z.
Examples of such algebras A abound in representation theory, and HC bimodules have
been studied over them in many cases. For example, A could be the universal enveloping
algebra of a semisimple Lie algebra, the theory of HC bimodules over such algebras arises in
the study of translation functors and has been well-studied in [BG, BB]. Another example
arises when A is (a central reduction of) a finite W-algebra, HC bimodules in this context
have been studied for example in [L1, Gi3]. As a more general example (that also encompasses
the type A rational Cherednik algebras), A is the algebra of functions of a conical symplectic
singularity, and A is its quantization, [BPW, BLPW, BL].
Or, one can take A to be a rational Cherednik algebra, we will recall the definition of these
in Section 2.1. In this context, HC bimodules have been introduced by Berest, Etingof and
Ginzburg in [BEG] and their study has been further developed in [L3, L5, Si]. In particular
in [Si], the author gave a complete characterization of the category of HC bimodules modulo
those without full support, which turns out to be equivalent to the category of representations
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of a group that can be explicitly recovered from the data defining the rational Cherednik
algebra. In that paper, the author also counted the number of irreducible HC bimodules in
the type A case, that is, for W = Sn acting on C
n by permuting the coordinates. The first
main result of this paper is a much subtler refinement of [Si, Theorem 6.8]. Recall that the
type A rational Cherednik algebra depends on a parameter c ∈ C, we will denote by HC(c, c)
the category of HC bimodules associated to the algebra with parameter c. Also, recall that
there is a (extensively studied, see for example [GGOR, L5, Sh, R]) highest weight category
Oc of Hc-modules, whose definition will be reviewed in Section 2.2.
Theorem 1.1. For any c 6∈ R<0, the functor Φ : HC(c, c) → Oc defined by Φ(B) = B ⊗Hc
∆(triv) satisfies the following properties.
(1) Φc is exact, fully faithful and intertwines the restriction functors.
(2) The image of Φc is closed under subquotients.
(3) Φc preserves the filtrations by support. More precisely, if the support of B ∈ HC(c, c)
is {v ∈ (Cn ⊕Cn)/Sn : W
′ ⊆Wv} then the support of Φc(B) is {x ∈ C
n : W ′ ⊆Wx}.
(4) The simples in the image of Φc are given as follows:
(a) If c 6∈ {r/m : gcd(r;m) = 1, 1 ≤ m ≤ n} then the only simple in the image of Φc
is Lc(triv) = ∆c(triv).
(b) If c ∈ Z, then Φc is a category equivalence.
(c) If c = r/m > 0 with gcd(r;m) = 1 and 1 < m ≤ n, then a simple Lc(λ)
belongs to the image of Φc if and only if it has the form λ = µ + mν, where
µ = ((m− 1)x, y) for some x ≥ 0 and 0 ≤ y < b− 1. Here, addition of partitions
is done component-wise, and so is multiplication of partitions by scalars.
Some remarks are in order. First, if c < 0 the functor • ⊗Hc (∆(sign)) satisfies analogous
properties. Second, note that Theorem 1.1 is a Cherednik algebra analogue of the corre-
sponding result for semisimple Lie algebras, [BG, Theorem 5.9]. In the Cherednik setting,
however, an analogue of Theorem 1.1 does not exist outside of type A: there are simply too
many irreducible HC bimodules for it to hold. For example, if W = Z/ℓZ then category Oc
always has ℓ irreducibles, while it is not difficult to find values of the parameter c for which
HC(c, c) has (ℓ− 1)2 + 1 irreducibles.
A final remark is that, while Theorem 1.1 gives a precise count of the number of irreducibles
in HC(c, c) it does not describe the category HC(c, c) completely, for the image of Φc is not
in general closed under extensions. We do not know how to describe extensions between
arbitrary simples. But we can describe the block of the category HC(c, c) containing the
regular bimodule Hc. We remark that this block is only nontrivial in case (c) of Theorem 1.1
(4).
Theorem 1.2. Denote by Pr/m the block of HC(r/m, r/m) containing the regular bimodule
Hr/m. Then, Pr/m is equivalent to the category of representations of the quiver
•
α1
** •
β1
jj
α2
** •
β2
jj
**
· · ·hh
((
•jj
α⌊n/m⌋
** •
β⌊n/m⌋
jj
with relations αiβi = βiαi = 0 for every i = 1, . . . , ⌊n/m⌋.
In the proof of Theorem 1.2, we will need some more structure on the category HC(c, c):
induction and restriction functors that were introduced in [L3] and studied further in [L5, Si]
as well as the present paper; and a duality functor whose existence is our last main result. The
first indication that such a diality functor could exist was given in [BL], where the authors
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of that paper introduce a bimodule (the double wall-crossing bimodule) that turns out to be
the dual of the regular bimodule.
Theorem 1.3. Let c > 0. Then, for an integer N ≫ 0 there exists an equivalence of
categories
D : HC(c, c)→ HC(−c+N,−c+N)opp
that preseves the support of a bimodule. If c = r/m, then D induces an equivalence Pr/m →
Popp−r/m+N .
In the context of Theorem 1.2, the duality D preseves every vertex, and it behaves on
arrows as αi ↔ βi, i = 1, . . . , ⌊n/m⌋.
The proof of Theorem 1.3 is geometric, and it uses the realization of (the spherical subal-
gebra of) the rational Cherednik algebra a quantized quiver variety. For these algebras, we
have both a notion of geometric and algebraic HC bimodules, the former are sheaves on a
resolution of the quiver variety. That such a duality exists on a geometric level is not surpris-
ing since HC bimodules, by their definition, satisfy a condition analogous to holonomicity of
D-modules. The content of Theorem 1.3 is, then, to show that such an equivalence still exists
at the algebraic level. Note that, even if abelian localization holds at c, it may not hold for
the category HC(c, c).
The organization of this paper is as follows. In Section 2 we recall the definition of
rational Cherednik algebras and their categories O, as well as the main properties of the
Bezrukavnikov-Etingof restriction and induction functors, [BE], that will be important in
this paper. In Section 3 we recall known results about categories of Harish-Chandra bimod-
ules for general rational Cherednik algebras, including induction and restriction functors from
[L3]. In this section we also give a proof that the category of HC bimodules is equivalent
to the category of representations of a finite-dimensional algebra that, although well-known
to experts, does not seem to have been explicitly written in the literature. We specialize to
type A in Section 4, where we prove Theorem 1.1 and use it to give some explicit computa-
tions of induction and restriction functors for HC bimodules, as well as to give an alternative
description of the double wall-crossing bimodule. Section 5 deals with the proof of Theorem
1.3. Since we prove this theorem in the more general context of quantized quiver varieties, a
large portion of this section is on preliminaries of these. To prove this theorem, we have to
introduce a generalized category of HC bimodules, that are roughly speaking those that are
supported on the image of an automorphism of the quiver variety. Finally, in Section 6 we
use the computations of restriction and induction functors taken up in Section 4, as well as
properties of the duality functor, to prove Theorem 1.2.
Acknowledgements. I would like to thank Ivan Losev and Dmytro Matvieievskyi for
helpful discussions. I’d also like to thank Vasileios Aravantinos-Sotiropoulos for illuminating
abstract nonsense explanations. Finally, I am grateful to Dmytro Matvieievskyi for very
helpful comments on a preliminary version of this paper.
2. Rational Cherednik algebras and category O
2.1. Rational Cherednik algebras. Let W be a complex reflection group, with reflection
representation h. By S ⊆ W we will mean the set of reflections of W , that is, s ∈ S if and
only if rank(idh−s) = 1. For s ∈ S, let α
∨
s ∈ h be an eigenvector with eigenvalue λs 6= 1,
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and αs ∈ h
∗ an eigenvector with eigenvalue λ−1s . The elements αs, α
∨
s are determined up to
a nonzero scalar, and we partially eliminate this ambiguity by requiring 〈αs, α
∨
s 〉 = 2.
Note that W acts on S by conjugation, and we let c : S → C be a W -invariant function,
the set of such functions forms a vector space p ∼= C|S/W |. For c ∈ p the rational Cherednik
algebra Hc = Hc(W, h) is, by definition, the quotient of the semidirect product T (h⊕h
∗)⋊W
by the relations
[x, x′] = [y, y′] = 0, [y, x] = 〈y, x〉 −
∑
s∈S
c(s)〈y, αs〉〈α
∨
s , x〉s, x, x
′ ∈ h∗, y, y′ ∈ h
Note that Hc is the specialization of an algebra Hp defined over p – the relations are the
same, but the parameters c(s) are formal variables c(s) instead of complex numbers. For most
of this paper, we will focus on the case W = Sn, acting on C
n by permuting the coordinates.
Example 2.1. Let us take W = Sn acting on h = C
n by permuting the coordinates. Here,
|S/W | = 1 and so the parameter may be thought of as a single complex number c ∈ C.
The rational Cherednik algebra Hc = Hc(n) is the quotient of the semidirect product algebra
C〈x1, . . . , xn, y1, . . . , yn〉⋉ Sn by the relations
[xi, xj ] = 0, [yi, yj ] = 0, [yi, xj ] = c(ij), i 6= j, [yi, xi] = 1− c
∑
j 6=i(ij)
The algebra Hc can be filtered by setting deg(h
∗) = 1 = deg(h) while deg(W ) = 0. The
PBW theorem for Cherednik algebras says that, under this filtration, we have a natural
isomorphism grHc ∼= S(h⊕h
∗)⋉W . This implies that Hc admits a triangular decomposition
Hc ∼= S(h
∗)⊗CW ⊗ S(h), where S(h∗), CW and S(h) all sit naturally as subalgebras of Hc.
Finally, note that the algebra Hc also admits a grading by setting deg(h
∗) = 1,deg(h) = −1
and deg(W ) = 0. This grading is inner: define the Euler element eu ∈ Hc by eu :=
1
2
∑
yixi+
xiyi, where y1, . . . , yn is a basis of h and x1, . . . , xn the dual basis (it is straightforward to
check that eu does not depend on the chosen basis). Then, [eu, x] = x, [eu, y] = −y and
[eu, w] = 0 for x ∈ h∗, y ∈ h and w ∈W .
2.2. Category Oc. Following [GGOR] we define the category Oc to consist of those Hc-
modules that are finitely generated and on which S(h) acts locally nilpotently. Note that any
module M ∈ Oc is actually finitely generated over the algebra S(h
∗).
Analogously to the representation theory of semisimple Lie algebras, we can define standard
modules as follows. Let λ be an irreducible representation of the W . We may see λ as a
representation of S(h) ⋊W by letting h act by 0 on λ. We now define the standard module
to be
∆(λ) := IndHcS(h)⋊W λ = Hc ⊗S(h)⋊W λ
It is easy to see that the standard module ∆(λ) has a unique irreducible quotient, which we
denote L(λ). Moreover, the modules L(λ) where λ runs over all irreducible representations
of W form a complete and non-redundant list of irreducible objects of the category Oc.
The category Oc has the structure of a highest weight category. This means that it has
enough projectives and there is a partial order on the set of irreducibles that satisfies some
upper triangularity properties. Let us denote by P (λ) the projective cover of L(λ), so we have
homomorphisms P (λ)։ ∆(λ)։ L(λ). A consequence of Oc being a highest weight category
is that the sets {Pc(λ)}, {∆c(λ)}, {Lc(λ)} where λ runs over the irreducible representations
of W are all basis of K0(Oc).
Let W ′ ⊆ W be a parabolic subgroup, that is, W ′ is the stabilizer of a point b ∈ h.
Bezrukavnikov and Etingof [BE] have introduced induction and restriction functors relating
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the categories Oc(W, h) and Oc(W
′, hW ′), where hW ′ is a unique W
′-stable complement to
hW in h. These functors depend on a point b ∈ h with W ′ =Wb, but for different such b the
functors are (not canonically!) isomorphic, so we will simply denote them ResWW ′ : Oc(W )→
Oc(W
′), IndWW ′ : Oc(W
′)→ Oc(W ). The following encompasses important properties of these
functors that we will need.
Theorem 2.2. The following is true.
(1) The functors ResWW ′ , Ind
W
W ′ are exact and biadjoint, [Sh, Proposition 2.9], [L4].
(2) On the Grothendieck group level, [ResWW ′ ∆(λ)] =
∑
dim(HomW ′(τ, λ))[∆(τ)], where
the sum on the right-hand side runs over irreducible representations of W ′, [BE,
Proposition 3.14].
(3) Moreover, ResWW ′ ∆(λ) admits a filtration whose subquotients are all standard modules,
cf. [Sh, Proposition 1.9].
The following easy corollary will be important.
Corollary 2.3. Let W ′ ⊆W be a parabolic subgroup. Then, ResWW ′(∆(triv)) = ∆(trivW ′).
Proof. Follows immediately from Theorem 2.2, (2) and (3). 
We remark that Theorem 2.2 (2) and (3), and therefore Corollary 2.3, remain valid when
replacing the standard module ∆(triv) with the costandard module∇(triv). This follows from
the compatibility of the restriction functors with the naive duality functors that interchange
standard and costandard modules, which is the main result of [L4].
We will also consider the category Oeu-ssc , which is the full subcategory of Oc consisting of
modules where the Euler element eu ∈ Hc acts diagonalizably. We remark that it is always
the case that ∆(λ), L(λ) ∈ Oeu-ssc , but projectives need not be eu-semisimple. In particular,
Oeu-ssc ⊆ Oc has the same simple objects, but it may have less extensions. We also remark
that, although Oeu-ssc has enough projectives, O
eu-ss
c need not be a highest weight category.
3. Harish-Chandra bimodules
3.1. Definition and basic properties. Note that, independently of the parameter c ∈
p, the algebras C[h]W and C[h∗]W may be embedded inside the algebra Hc. So, for two
parameters c, c′ ∈ p and a (Hc,Hc′)-bimodule B, it makes sense to consider the operator
ad(a) : b 7→ ab− ba for any a ∈ C[h]W ∪ C[h∗]W .
Definition 3.1. Let c, c′ ∈ p. A (Hc,Hc′)-bimodule B is said to be Harish-Chandra (shortly,
HC) if B is finitely generated and for every a ∈ C[h]W ∪ C[h∗]W , the adjoint action of a on
B is locally nilpotent.
For example, the regular Hc-bimodule is HC. Also, finite-dimensional (Hc,Hc′)-bimodules,
if they exist, are HC. We will denote by HC(c, c′) the category of Harish-Chandra (Hc,Hc′)-
bimodules. We remark that subquotients an extensions of HC bimodules are HC. Below,
we will see that HC(c, c′) is actually equivalent to the category of modules over a finite-
dimensional algebra. The following are basic results on HC bimodules.
Lemma 3.2. Let B ∈ HC(c, c′). Then:
(1) B is finitely generated as a left Hc-module; as a right Hc′-module; and as a S(h)
W ⊗
S(h∗)W opp-module, where the superscript ‘opp’ means that the corresponding algebra
acts on the right, [BEG, Lemma 3.3].
(2) If B′ ∈ HC(c′, c′′), then B ⊗Hc′ B
′ ∈ HC(c, c′′), [BEG, Lemma 8.3].
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(3) If M ∈ Oc′ , then B ⊗Hc′ M ∈ Oc, [L5, Proposition 3.1].
(4) The bimodule B has finite length, [Gi2, Corollary 6.3.3]
Let us provide a way to construct HC bimodules. Let M ∈ Oc, N ∈ Oc′ . Then,
HomC(N,M) becomes a (Hc,Hc′)-bimodule. Let Homfin(N,M) denote the sum of the HC
sub-bimodules of HomC(N,M). A priori, Homfin(N,M) is only a pro-object of HC(c, c), but
[L3, Proposition 5.7.1] shows that Homfin(N,M) is finitely generated, so it is HC. Moreover,
every irreducible HC bimoduleB can be embedded into a bimodule of the form Homfin(N,M)
for suitable N ∈ Oc′ , M ∈ Oc, cf. [Si, Proposition 2.4]. Moreover, both N and M can be
taken to be irreducible.
Every module N ∈ Oc gives a functor Homfin(N, •) : Oc → HC(c, c
′) that is right adjoint
to the tensor product functor • ⊗Hc′ N : HC(c, c
′) → Oc′ . The following result should be
well-known to experts, but we could not find a proof for it in the literature.
Theorem 3.3. For any parameters c, c′, the category HC(c, c′) is equivalent to the category
of modules over a finite-dimensional algebra.
Proof. We have to check:
(a) That every HC bimodule has finite length.
(b) That HC(c, c′) has a finite number of irreducible objects.
(c) That every irreducible can be embedded into an injective object.
Statement (a) is (4) of Lemma 3.2. For statement (b), recall that every irreducible bimodule
can be embedded into a bimodule of the form Homfin(N,M) for suitable irreducible modules
N ∈ Oc′ ,M ∈ Oc. By (a), Homfin(N,M) has finite length. So the number of irreducible HC
(Hc,Hc′)-bimodules is bounded above by
∑
λ,µ length(Homfin(Lc′(λ), Lc(µ))) and (b) follows.
We move on to (c). Let Pc′ be a projective generator of Oc′ . Thanks to [L5, Lemma 3.9], the
functor • ⊗Hc′ Pc′ is exact, so its left adjoint Homfin(Pc′ , •) preserves injective objects. Now
let B ∈ HC(c, c′) be irreducible. As in [L5, Lemma 3.10], we can check that B ⊗Hc′ Pc′ 6= 0,
and so we have an embedding B →֒ Homfin(Pc′ , B⊗Hc′ Pc′). If E ∈ Oc is injective admitting
an embedding B ⊗Hc′ Pc′ →֒ E, then Homfin(Pc′ , B ⊗Hc′ Pc′) →֒ Homfin(Pc′ , E). The latter
bimodule is injective in HC(c, c′), and this finishes the proof of the theorem. 
3.2. Supports of Harish-Chandra bimodules. We have the following result of Losev
that tells us that the notion of a HC bimodule given in Section 3.1 coincides with the one
given in the introduction. Recall that both algebras Hc and Hc′ admits a filtration whose
associated graded is the smash-product algebra C[h⊕ h∗]⋊W . This algebra is finite over its
center Z, which can be identified with the algebra of invariants C[h⊕ h∗]W .
Theorem 3.4 (Section 5.4, [L3]). An (Hc,Hc′)-bimodule B is HC if and only if it admits a
bimodule filtration such that grB is a finitely generated C[h⊕ h∗]⋊W -bimodule, and the left
and right actions of Z on grB coincide.
We can use Theorem 3.4 to define the singular support of a HC bimodule as follows. Let
B ∈ HC(c, c). Pick a filtration on B as in Theorem 3.4. Then, we let SS(B) ⊆ SpecZ =
(h⊕ h∗)/W be the set theoretic support of the module grB. We remark that, by a standard
argument, SS(B) does not depend on the chosen filtration.
We remark that, in general, SS(B) is a union of symplectic leaves of the Poisson variety
(h ⊕ h∗)/W . The symplectic leaves in (h ⊕ h∗)/W are in correspondence with conjugacy
classes of parabolic subgroups as follows. Let W ′ ⊆ W be a parabolic subgroup. Then,
LW ′ := π{(x, y) ∈ h⊕ h
∗ :W(x,y) =W
′} is a symplectic leaf, where π : h⊕ h∗ → (h⊕ h∗)/W
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is the projection, and all symplectic leaves arise in this way, cf. [BrGo, Proposition 7.4].
Note that it follows, first, that there are only a finite number of symplectic leaves and,
second, that LW ′ =
⋃
W ′⊆W ′′ LW ′′ . For a symplectic leaf L, we will denote by HCL(c, c
′) the
category of HC (Hc,Hc′)-bimodules whose singular support is contained in L. We also denote
HC∂L(c, c
′) the full subcategory consisting of bimodules whose singular support is contained
in L \ L. Note that this is a Serre subcategory in HCL(c, c
′) and we denote the quotient
HCL(c, c
′) := HCL(c, c
′)/HC∂L(c, c
′).
3.3. Restriction and induction functors for Harish-Chandra bimodules. In this sec-
tion we recall the properties of restriction and induction functors for categories of HC bimod-
ules, that were first introduced by Losev in [L3] and further studied in [L5],[Si].
Let W ⊆ W be a parabolic subgroup, and denote by Hc the rational Cherednik algebra
associated to W , with reflection representation hW , that is the unique W -stable complement
to hW in h. Note that the normalizer N := NW (W ) setwise stabilizes hW , and from here
it is easy to see that it acts on Hc. Let us denote Ξ := NW (W )/W . A Ξ-equivariant HC
(Hc,Hc′)-bimodule B is a HC bimodule together with an action of N on B, such that the
action of W ⊆ N coincides with the adjoint action, w.b = wbw−1. For example, the regular
bimodule Hc is Ξ-equivariant. We will denote by HC
Ξ(c, c′) the category of Ξ-equivariant
HC (Hc,Hc′)-bimodules.
In [L3, Section 3], Losev constructs a restriction functor •† : HC(c, c
′) → HCΞ(c, c′) with
the following properties, cf. [L3, Theorem 3.4.6].
(R1) •† is exact and intertwines the tensor product.
(R2) B† = 0 if and only if SS(B) ∩ LW = ∅.
(R3) B† is finite-dimensional if and only if SS(B) = LW .
(R4) •† admits a right adjoint •
† : HCΞ(c, c′)→ HC(c, c′) that is left exact.
(R5) If B ∈ HCLW (c, c
′), then the kernel and cokernel of the adjunction map B → (B†)
†
belong to HC∂LW (c, c
′).
We remark that in [L3] it is only shown that B† is the direct limit of its HC sub-bimodules.
Below, in Lemma 3.6 we will see that B† is indeed finitely generared and therefore HC.
The construction of the functors •†, •
† is quite technical. In computations, we will need
more simple minded version of these functors that are constructed in a similar spirit to the
restriction functors for category Oc but do not see the Ξ-equivariance. These functors are
denoted by •♥ : HC(c, c) → HC(c, c
′), •♥ : HC(c, c′) → HC(c, c′) . They satisfy properties
analogous to (R1)-(R4) above. The relationship between •†, •
† and •♥, •
♥ is as follows.
Lemma 3.5 (Lemma 3.10.1 in [L3]). The following holds.
(1) If B ∈ HC(c, c′), then B♥ = Forget(B†), where Forget is the functor that forgets the
Ξ-equivariance.
(2) If B ∈ HCΞ(c, c′), then there is a functorial embedding B† →֒ (Forget(B))♥.
We remark that the embedding in Lemma 3.5(2) is in general a proper embedding. We
also remark that the property (R5) above is not valid for the functors •♥, •
♥ and this is the
main reason why we need the functors •† and •
†. Similarly to the functor •†, in [L3] it is
only shown that B♥ is the direct limit of its HC sub-bimodules. In the next result, we show
that it is indeed HC.
Lemma 3.6. Let B ∈ HC(c, c′). Then, B♥ is a finitely generated (Hc,Hc′)-bimodule and
therefore it is HC. In particular, B† ⊆ B♥ is also HC.
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Proof. We need to show that, for every projective HC (Hc,Hc′)-bimodule P , HomHC(P,B
♥)
is finite-dimensional. By adjunction, HomHC(P,B
♥) = HomHC(P♥, B). The latter hom
space is finite-dimensional because both bimodules P♥ and B are HC. We are done. 
To finish this subsection, we recall a result of [L5, Section 3.3] that tells us that the
restriction functors for HC bimodules and category Oc are compatible in an obvious way.
Lemma 3.7. Let B ∈ HC(c, c′) and M ∈ Oc′ . Then, Res
W
W (B⊗Hc′ M)
∼= B♥⊗Hc Res
W
W (M).
4. Harish-Chandra bimodules and category Oc
In this section, we prove Theorem 1.1. From now on, we will only deal with the rational
Cherednik algebra of the symmetric group Sn, the parameter here is a single complex number
c ∈ C. The strategy to prove this theorem is quite simple. We first deal with the caseHr/n(n).
For this case, the category of Harish-Chandra bimodules has been described in [Si] and so we
can actually prove the theorem “by hand.” Then, we use restriction functors to prove the
theorem in more general cases.
4.1. Case c = r/n. First, we recall the description of the category HC(c, c) that was given
in [Si]. In this case, the algebra Hc has a unique proper two-sided ideal, J , and the quotient
Q := Hc/J is finite-dimensional. By [Si, Proposition 2.11], Hc coincides with the injective
hull of J in the category HC(c, c). There is one more indecomposable bimodule, namely the
double wall-crossing bimodule D. The results in [Si, Section 6.5] say that Hc,D,Q and J
exhaust the list of isomorphism classes of indecomposable HC bimodules; that Hc is both the
injective hull of J and the projective cover of Q; and that D is the injective hull of Q and
the projective cover of J .
Recall now that we denote by Φc the functor HC(c, c) → Oc, B 7→ B ⊗Hc ∆c(triv),
with right adjoint Ψc : Oc → HC(c, c), M 7→ Homfin(∆c(triv),M). We remark that Φc is
exact by [L5, Lemma 3.9] Note that Φc(Hc) = ∆c(triv) and Φc(Q) = Lc(triv), the unique
finite-dimensional irreducible module in category Oc. By exactness of Φc, it follows that
Φc(J) = I := rad(∆c(triv)). In particular, Φc does not kill any simple bimodule. The
faithfulness of Φc now follows from the fact that an exact functor that does not kill nonzero
objects must be faithful. Note that, by standard properties of adjunctions, it follows that the
unit of adjunction B → ΨcΦc(B) is injective for any HC bimodule B. Also, we remark that
Homfin(∆c(triv), Lc(triv)) = Homfin(Lc(triv), Lc(triv)) = HomC(Lc(triv), Lc(triv)) = Q,
where the next-to-last equality follows because Lc(triv) is finite-dimensional.
Let us now show that Φc is full. For this, we compute Φc(D). By exactness, Φc(D) must be
an extension of Lc(triv) by I. This extension cannot be trivial, since D embeds into ΨcΦc(D).
Thus, we conclude that Φc(D) = ∇c(triv). But now it follows from [Si, Corollary 4.7 and
Proposition 6.12] that the unit of adjunction idHC(c,c) → ΨcΦc is actually an isomorphism.
Thus, Φc is fully faithful. The claim about the image being closed under subquotients follows
immediately by the computations on this section, as well as the claim about the compatibility
of supports.
4.2. General case. Let us now show Theorem 1.1 for general c. We remark that we may
restrict to c > 0. If c < 0, we simply replace ∆(triv) by ∆(sign). Let us remark that exactness
of Φc follows from [L5, Lemma 3.9].
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4.2.1. Φc is faithful. . Let us remark that, since Φc is exact, to check that it is faithful it is
enough to show that Φc does not kill any nonzero bimodules.
Lemma 4.1. Let c = r/m > 0, 1 < m ≤ n, gcd(r;m) = 1. Let B ∈ HC(c, c). Then,
B ⊗Hc ∆c(triv) is nonzero.
Proof. Let ℓ := ⌊n/m⌋ and consider W ′ = S×ℓm , a parabolic subgroup of W = Sn. By our
choice of ℓ, the bimodule B♥W
W ′
is nonzero. Thus, by the results of Section 4.1, B♥W
W ′
⊗Hc(W ′)
∆c(trivW ′) is nonzero. But this is Res
W
W ′(B ⊗Hc ∆c(triv)), cf. Corollary 2.3 and Lemma 3.7.
The result follows. 
4.2.2. Φc is full. Now we show that Φc is full. In order to do this, we will show that
the unit map idHC(c,c) → ΨcΦc is an isomorphism where, recall, Ψc : Oc → HC(c, c) is
Homfin(∆c(triv), •). Since Φc is faithful, the unit is always injective.
Lemma 4.2. Let B ∈ HC(c, c). Then, the adjunction map B → Homfin(∆c(triv), B ⊗Hc
∆c(triv)) is an isomorphism.
Proof. Denote N := Φc(B) ∈ Oc. Since Φc is exact and faithful, to check that the map B →
Homfin(∆c(triv), N) is an isomorphism, it is enough to check that Homfin(∆c(triv), N)⊗Hc
∆c(triv) is isomorphic to N . Note that, sinceN is in the image of Φc, we have an epimorphism
Homfin(∆c(triv), N) ⊗Hc ∆c(triv) ։ N . We show that its kernel is zero. To do so, let
ℓ := ⌊n/m⌋ and let W ′ := S×ℓm ⊆ Sn. Consider Res
Sn
W ′ , which is an exact functor and, by
our choice of ℓ, does not kill nonzero modules. So it is enough to check that the induced
epimorphism
(1) ResSnW ′(Homfin(∆c(triv), N)⊗Hc ∆c(triv))։ Res
Sn
W ′(N)
is an isomorphism, i.e. it is injective. Recall that we have ResSnW ′(Homfin(∆c(triv), N) ⊗Hc
∆c(triv)) = Homfin(∆c(triv), N)♥Sn
W ′
⊗Hc(W ′) ∆c(trivW ′). By construction of the restriction
functor, we have that Homfin(∆c(triv), N)♥Sn
W ′
embeds into Homfin(∆c(trivW ′),Res
Sn
W ′(N)),
so by exactness of the functor •⊗Hc(W ′)∆c(trivW ′), it is enough to show that the morphism
Homfin(∆c(trivW ′),Res
Sn
W ′(N))⊗Hc(W ′) ∆c(trivW ′)→ Res
Sn
W ′(N)
is an isomorphism. Since Hc(W
′) = Hc(m)
⊗ℓ, this follows by the results of Section 4.1,
provided we show that ResSnW ′(N) belongs to the image of the functor • ⊗Hc(W ′) ∆c(trivW ′).
This follows because the map in (1) is an epimorphism and from results of Section 4.1, namely,
that for c = r/m the image of Φc is closed under subquotients. We are done. 
4.2.3. The image of Φc is closed under subquotients. Let us now show that the image of the
functor Φc is closed under subquotients. First, we show that it is closed under quotients.
Lemma 4.3. Let M := B⊗Hc∆c(triv) for some B ∈ HC(Hc,Hc), and assume that f :M ։
N is an epimorphism. Then, there exists a quotient B′ of B such that B′⊗Hc ∆c(triv) = N .
Proof. Note that by Lemma 4.2 we may assume that B = Homfin(∆c(triv),M). Consider
the induced morphism
B = Homfin(∆c(triv),M)
f
→ Homfin(∆c(triv), N)
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and let us denote by B′ its image. So we have a map B′ ⊗Hc ∆c(triv) → N which is an
epimorphism since f is an epimorphism. Let us show that it is injective. So let W ′ := S×ℓm ⊆
Sn where ℓ := ⌊n/m⌋. It is enough to check that the induced epimorphism Res
Sn
W ′(B
′ ⊗Hc
∆c(triv)) → Res
Sn
W ′(N) is an isomorphism. This follows exactly as in the proof of Lemma
4.2. 
Let us now show that the image of Φc is closed under submodules. So let M = B ⊗Hc
∆c(triv) and N
′ ⊆M . Let N =M/N ′. By Lemma 4.3 we know that there exists a quotient
B′ of B such that B′ ⊗Hc ∆c(triv) = N . If we let B
′′ be the kernel of the epimorphism
B → B′, exactness of Φc shows that N
′ = B′′ ⊗Hc ∆c(triv).
Finally, we remark that (3) of Theorem 1.1 is a consequence of Lemma 2.6 in [Si]. To finish
the proof of Theorem 1.1 (minus assertion (4) there), it remains to show that Φc intertwines
the restriction functors. This follows at once from Corollary 2.3 and Lemma 3.7. Let us state
an easy consequence of Theorem 1.1.
Corollary 4.4. Assume c 6∈ R<0. For any B ∈ HC(Hc,Hc), there is an order-preserving
bijection between sub-bimodules of B and submodules of Φc(B). In particular, there is an
order-preserving bijection between the set of ideals of Hc and the set of submodules of ∆c(triv),
which is given by J 7→ J∆c(triv).
The statement about ideals inHc and submodules of the polynomial representation ∆c(triv)
is not new. The set of ideals of Hc was calculated by Losev in [L3, Theorem 5.8.1], while the
set of submodules of the standard module ∆c(triv) was calculated by Etingof-Stoica in [ES,
Theorem 5.10]. However, the proof we give here is closer in spirit to that of the corresponding
result for universal enveloping algebras, see for example [BB, Section 3.4].
4.3. Image. Let us describe the simples in the image of the functor Φc. This will finish
the proof of Theorem 1.1. First of all, by a partition λ = (λ1, λ2, . . . ) we mean an infinite
nonincreasing sequence of nonnegative integers, with the property that only a finite number
of the λi are nonzero. We write |λ| :=
∑
i λ
i, and call this the size of λ. For an integer
m > 0, a partition λ is said to be m-restricted if λi − λi−1 < m for every i. Note that by the
division algorithm, for every partition λ there exist unique partitions µ, ν with the property
that µ is m-restricted and λ = µ+mν, where addition of partitions is done component-wise
and so is multiplication by scalars. . For example, if λ = (7, 5, 1, 1, 0, . . . ) and m = 3, then
µ = (4, 2, 1, 1, 0, . . . ) while ν = (1, 1, 0, . . . ).
We say that an m-regular partition ν is m-trivial if it has the form ν = (m − 1,m −
1, . . . ,m− 1, b, 0, . . . ) for some 0 ≤ b < m− 1 (we are allowed to not have terms of the form
m − 1 in the partition). Obviously, for each non-negative integer k there exists a unique
m-trivial partition µ of size k, which we denote by Trivm(k).
Let us explain the reason behind the terminology m-trivial. Let q be a primitive m-
root of unity, and consider the Hecke algebra Hq(k). The algebra Hq(k) is cellular and,
as such, it has distinguished representations called Specht modules, which are indexed by
partitions λ of size k, let us denote by S(λ) the corresponding Specht module. The Specht
modules are not, in general, irreducible, but they come equipped with a canonical bilinear
form βλ : S(λ) ⊗ S(λ) → C. The module D(λ) := S(λ)/ rad(βλ) is now either irreducible or
zero, and those nonzero modules D(λ) form a complete and irredundant list of irreducible
Hq(k)-modules. It is known that D(λ) is nonzero if and only if λ is m-restricted. Moreover,
D(Trivm(k)) is precisely the trivial representation of Hq(k).
Let us go back to the setting of rational Cherednik algebras. The following is an easy
consequence of Theorem 6.8 and Lemma 6.1 in [Si].
HARISH-CHANDRA BIMODULES FOR TYPE A RATIONAL CHEREDNIK ALGEBRAS 11
Proposition 4.5. Let λ be a partition of n, and consider its decomposition λ = µ + mν,
where µ is m-restricted. Then, the irreducible Lc(λ) belongs to the image of the functor Φc
if and only if µ is m-trivial.
Corollary 4.6. The irreducible HC Hc-bimodules are naturally labeled by partitions of n, λ =
µ+mν, where µ ism-trivial. For such a partition λ, we denote by B(λ) = Homfin(∆c(triv), Lc(λ))
the corresponding irreducible bimodule.
So we have an explicit description of the simples in the image of Φc. We remark, however,
that the image of Φc is, in general, not closed under extensions. In fact, we have the following
result.
Lemma 4.7. Let B ∈ HC(c, c). Then, Φc(B) ∈ O
eu-ss
c , that is, the Euler element acts
diagonalizably Φc(B). Moreover, the eigenvalues of eu on Φc(B) belong to the set
n
2−c
(n−1)n
2 +
Z.
Proof. Note that eu acts diagonalizably on ∆(triv). By [BEG, Proposition 3.8], eu acts ad-
diagonalizably, with integer eigenvalues, on B. It then follows easily that eu acts diagonaliz-
ably on B⊗Hc∆(triv), with eigenvalues belonging to the set {b+Z : b is an eigenvalue of eu on ∆(triv)}.
It is known that the eigenvalues of eu on ∆(triv) belong to the set n2 − c
(n−1)n
2 + Z≥0. The
result follows. 
Example 4.8. Let n = 2 and c = 1/2. It follows from results of Section 4.1 that in this case
HC(c, c) ∼= Oeu-ssc . We remark that P (sign) 6∈ O
eu-ss
c , and so O
eu-ss
c ( Oc. In particular, in
this case the image of Φc is not closed under subquotients.
More generally, for n ≥ 2, if c = r/n with gcd(r;n) = 1, then it follows from Section 4.1 that
HC(c, c) is equivalent to the Serre span of Lc(triv) and Lc(n − 1, n) in the category O
eu-ss
c .
Let us denote by Cc the image of the functor Φc. Of course, Cc ∼= HC(c, c), but we prefer
to think of Cc as living inside category Oc.
Conjecture 4.9. The category Cc is the Serre span in the category O
eu-ss
c of the simples it
contains.
As evidence towards Conjecture 4.9, we note that it is true for the principal block of the
category Cc, that is, the block of Cc containing the simple L(triv). This follows from the
results of Section 6 below.
4.4. Restriction and induction functors. Now we proceed to study the behaviour of
restriction and induction under the functor Φc and note that restriction has both a left and
a right adjoint that, however, are not isomorphic.
4.4.1. Restriction functors. We assume that c > 0. For a parabolic subgroup W ⊆ Sn,
we will denote by Cc(W ) ⊆ Oc(W ) the image of the functor Φ
W
c : HC(c, c) → Oc(W ),
B 7→ B ⊗Hc ∆c(trivW ).
Proposition 4.10. Let c > 0 and W ⊆ Sn a parabolic subgroup. Then, the functors
ResSnW ◦Φ
Sn
c and Φ
W
c ◦ •♥SnW
: HC(Hc(n))→ Oc(W ) are naturally isomorphic.
Proof. Follows immediately from Corollary 2.3 and Lemma 3.7. 
Note that an immediate consequence of Proposition 4.10 is that ifM ∈ Cc, then Res
W
W (M) ∈
Cc(W ). Since the restriction functors on category O and on HC bimodules are identified via
the functors Φ, we will sometimes abuse the notation and denote M
♥SnW
for ResSnW (M) when
M ∈ Cc.
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4.4.2. Induction functors. The compatibility of Φc with induction functors is more subtle.
Let us denote by ι : C → Oc the inclusion. Note that, since Cc is closed under subquotients,
ι denotes a right adjoint, that we will denote by ι! : Oc → Cc. In simple terms, ι
!(M) is the
largest submodule of M that belongs to the category Cc.
Proposition 4.11. Let W ⊆ Sn be a parabolic subgroup, and c > 0. Then, the functors
ΦSnc ◦ •
♥SnW and ι! ◦ IndSnW ◦Φ
W
c : HC(c, c)→ Cc(Sn) are naturally isomorphic.
Proof. By its construction, the functor ΦSnc ◦•
♥SnW is right adjoint to the functor •
♥SnW
◦Φ−1c :
C(Sn) → HC(c, c). Since Ind
Sn
W is right adjoint to Res
Sn
W , Proposition 4.10 implies that the
same is true for the functor ι! ◦ IndSnW ◦Φ
W
c . The result follows. 
Similarly to the case of restriction, for M ∈ Cc(W ), we will write M
♥SnW for the largest
submodule of IndSnW (M) that belongs to the category Cc.
Example 4.12. Let us see that, in general, the functor ι! in Proposition 4.11 is really nec-
essary and, in particular, Φc does not commute with induction functors. Let c ∈ C \ Q. In
particular, for every n ≥ 0, the category HC(Hc(n)) is equivalent to the category of vector
spaces, with a unique simple object given by the regular bimodule, and Cc(n) := Cc(Sn) con-
sists of objects which are isomorphic to direct sums of copies of the polynomial representation
∆c(triv). Now, it is well-known that in this case Ind
Sn
{1}(C) =
⊕
λ⊢n∆c(λ)⊗ λ, which shows
that B
†Sn
{1} ⊗Hc(n)∆c(triv) is a proper submodule of Ind
Sn
{1}
(B⊗Hc(0)∆c(triv)), where B is the
unique irreducible HC Hc(0)-bimodule.
Let us now construct a left adjoint to the functor •♥ : Cc(Sn) → Cc(W ). The inclusion
functor ι : Cc → Oc also admits a left adjoint
!ι : Oc → Cc, namely
!ι(M) is the largest quotient
of M belonging to category Cc. So the functor
!ι ◦ IndSnW : Cc(W ) → Cc(Sn) is left adjoint to
•♥. We denote this functor by
♥•. The construction of the functors •♥ and ♥• is schematized
in the following diagram.
Cc(Sn)
Cc(W )
Ind //
•♥
11
♥• --
Oc(Sn)
!ι ((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
ι!
66♠♠♠♠♠♠♠♠♠♠♠♠♠
Cc(Sn)
A few words about terminology are in order. In [L3], the functor •♥ is called simply the
induction functor, while the functor ♥• is not considered. The left adjoint to restriction is
usually called induction, while the right adjoint is called coinduction. It is for this reason
that, differing from [L3], we will call the functor •♥ the coinduction functor, while induction
will be reserved for ♥•. As we will see below, in general induction and coinduction are not
isomorphic.
To finish this section, let us remark that if c is integral then, in fact, Cc = Oc, and so
in this case Φc does commute with induction, and induction and coinduction coincide. In
particular, neither the induction nor the coinduction functor intertwine tensor products.
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4.4.3. Computations of restriction, induction and coinduction. Here, we will do some basic
computations regarding the induction, coinduction and restriction functors. First, let us
define an important bimodule.
Definition 4.13. We call the bimodule Dc := Homfin(∆c(triv),∇c(triv)) ∈ HC(c, c) the
double wall-crossing bimodule.
The reason for the terminology is that, as we will see below, this bimodule coincides with
the bimodule constructed by Bezrukavnikov-Losev in [BL, Section 7.6], that is obtained as
the tensor product of two wall-crossing bimodules.
Lemma 4.14. The bimodule Dc coincides with the double wall-crossing bimodule constructed
in [BL].
Proof. First of all, note that since∇c(triv) is injective and the left adjoint to Homfin(∆c(triv), •)
is exact, Dc is injective as a HC bimodule. Since ∇c(triv) is uniserial, so is Dc, and its socle
coincides with Homfin(∆c(triv), Lc(triv)). The bimodule constructed in [BL] is also inde-
composable and has the same socle, so it admits an embedding to Dc. But the composition
length of Dc is at most that of ∇c(triv), and this coincides with the composition length of
the bimodule constructed in [BL]. So the bimodules are isomorphic. 
Lemma 4.15. Both the double wall-crossing bimodule Dc and the regular bimodule Hc are
injective-projective in the category HC(c, c).
Proof. That Dc is injective was already observed in the proof of Lemma 4.14. That Hc is
injective is [Si, Proposition 2.11]. Now, there is a duality functor that sends the double wall-
crossing bimodule to the regular bimodule and viceversa. This is constructed in Section 5,
which is independent of the intervening material, see Proposition 5.23. It follows that both
bimodules are projective, too. 
Lemma 4.16. Let W ⊆ Sn be a parabolic subgroup. Let Dc,Hc denote the double wall-
crossing and the regular Hc(W )-modules, and let ♥ := ♥
Sn
W . Then,
(1) Hc,♥ = Hc, Dc,♥ = Dc.
(2) H♥c = Hc.
(3) ♥Dc = Dc.
Proof. Statement (1) follows because ResSnW (∆(triv)) = ∆(trivW ) and a similar equation
with ∆ replaced by ∇, cf. Corollary 2.3. Let us move to (2). Since •♥ is exact and •
♥ is
its right adjoint, •♥ has to preserve injectives. So, by Lemma 4.15, H♥c is injective. Now,
for simple B ∈ HC(c, c), HomHC(B,H
♥
c ) = HomHC(B♥,Hc). But every sub-bimodule of
the regular bimodule has full support. It follows that HomHC(B,H
♥
c ) 6= 0 if and only if B
has full support. So H♥c has to be a direct sum of copies of the injective hull of the unique
simple with full support. But this is precisely the regular bimodule. So H♥c = H
⊕r
c for some
r > 0. Let us show that r = 1. For this, it is enough to check that HomHC(B♥,Hc) is
1-dimensional where, as before, B is the unique simple sub-bimodule of Hc. Moreover, we
claim that HomHC(X,Hc) is 1-dimensional for every sub-bimodule X of Hc. Indeed, since
Hc is injective in HC(c, c), every map X → Hc can be extended to an automorphism of Hc.
But EndHC(Hc,Hc) coincides with the center of Hc, which is trivial. The claim follows. The
proof of (3) is similar, now using the fact that Dc is the projective cover of the unique simple
with full support, and that we have EndHC(Dc)
∼= EndHC(Hc), cf. Proposition 5.23, which
is independent of the intervening material. 
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Let us now take W = {1}. So the algebra Hc is 1-dimensional, and Hc = Dc. Thus, in
this case we have ♥Hc = Dc, while H
♥
c = Hc. This shows, in particular, that the induction
and coinduction functors need not be isomorphic.
Remark 4.17. Statement (1) of Lemma 4.16 is clearly also valid when “♥” is replaced
by “ †”. This shows, in particular, that Dc admits a Ξ-equivariant structure where, recall,
Ξ = NW (W )/W . The statement (2) is also valid for the equivariant induction functor.
Indeed, it is easy to show that Hc is injective also in the category of Ξ-equivariant bimodules,
and the proof now goes as in that of Lemma 4.16.
Now we consider the behaviour of quotients of Hc under restriction and induction. Here,
we assume that c = r/m with 1 < m ≤ n and r > 0. In this case, the ideals in Hc have been
described by Losev in [L3], namely, the ideals in Hc form a chain
0 = J−1 ( J0 ( · · · ( J⌊n/m⌋ = Hc
Note that, in view of Corollary 4.4, the classification of ideals in Hc also follows from [ES].
Let us now describe the support of the quotients Hc/Ji, i = −1, . . . , ⌊n/m⌋ − 1. For j =
0, . . . , ⌊n/m⌋, let Wj := S
×j
m ⊆ Sn, this is a parabolic subgroup, and let Lj be the associated
symplectic leaf. Note that we have L0 ⊇ L1 ⊇ · · · ⊇ L⌊n/m⌋. Then, SS(Hc/Ji) = Li+1 where,
for convenience, we set L⌊n/m⌋+1 = {0}. In particular, [Hc/Ji]†Sn
S×i+1m
is finite-dimensional.
Lemma 4.18. Denote † = †Sn
S×i+1m
. Then,
[(Hc/Ji)†]
† = Hc/Ji
Proof. We claim, first, that the adjunction map Hc/Ji → [(Hc/Ji)†]
† is injective. Indeed,
denote Si+1 := Ji+1/Ji so that, in particular, Si+1 is the socle of Hc/Ji. Now the folllowing
diagram commutes
Si+1 //

(Si+1,†)
†

Hc/Ji // [(Hc/Ji)†]
†
every arrow, except possibly the horizontal arrow in the bottom row, is injective, and the ver-
tical right arrow is, in fact, an isomorphism. In particular, the map Si+1 → [(Hc/Ji)†]
† is in-
jective. Then, Si+1 intersects trivially the kernel of the adjunction map Hc/Ji → [(Hc/Ji)†]
†.
This implies that this kernel is zero, as desired.
To show thatHc/Ji → [(Hc/Ji)†]
† is an isomorphism, we show that it is an isomorphism on
the associated graded level. Note that the closure Li+1 is a normal variety, this follows because
it is isomorphic to a quotient of the vector space T ∗(Ci+1 ⊕Cn−m(i+1)) by the group Si+1 ×
Sn−m(i+1). Now, [(C[C
2n] ⋊ Sn/ grJi)†]
† = Γ(Li+1,C[C
2n] ⋊ Sn/ grJi) = Γ(Li+1,C[C
2n] ⋊
Sn/ grJi) = C[C
2n]⋊Sn/ grJi. Here, the first equality is by construction; the second equality
follows because the variety Li+1 is normal, and the complement of Li+1 in its closure has
codimension 2; and the third equality follows because the set-theoretic support of C[C2n] ⋊
Sn/ grJi is precisely Li+1. The result now follows. 
4.5. Two-parametric case. We would like to say a few words about the category HC(c, c′)
where c and c′ are different parameters. The following comprises the results in [Si, Section
6].
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Theorem 4.19. The category HC(c, c′) is nonzero if and only if either
(1) c− c′ ∈ Z or c+ c′ ∈ Z; or
(2) c = r/m, c′ = r′/m with gcd(r,m) = gcd(r′,m) = 1 and m divides n.
In Case 1, we have an equivalence DbHC((Hc,Hc′) -bimod)
∼= DbHC(Hc -bimod)
∼= DbHC(Hc′ -bimod).
If (c, c′) falls in Case 2 but not in Case 1, then HC(c, c′) is equivalent to the category of rep-
resentations of the group Sn/m.
So the study of the category HC(c, c′) can be reduced to a great extent to the case c = c′.
5. Duality
Now we come to the task of constructing a duality functor on categories of HC bimodules.
We will do this in the generality of quantized quiver varieties, of which spherical rational
Cherednik algebras of type A are a special case. Other important cases of this construction
are algebras of differential operators on flag varieties, spherical cyclotomic rational Cherednik
algebras, and quantizations of Gieseker varieties, cf. [Gi4, EGGO, Go, L2, L6, O]
5.1. Quiver varieties. In this section, we recall the definition and some properties of Naka-
jima quiver varieties. These are defined as the G.I.T. Hamiltonian reduction of a reductive
group acting on a representation space of a quiver. Thus, first we study this action and
the respective moment map. Later, we study the G.I.T. properties of the action, giving in
particular a concrete description of the semistable points (for a particular choice of stability
condition). After that, we define both the affine and projective Nakajima quiver varieties, as
well as their universal deformations. This section does not contain new results. Nakajima
quiver varieties were first studied in [Nak], and our exposition here mostly follows [Nak2, Gi4].
5.1.1. Representation spaces and moment maps. Let Q = (Q0, Q1, s, t) be a quiver: Q0 is the
set of vertices; Q1 the set of arrows; and s, t : Q1 → Q0 the maps that to each arrow assign
its starting and terminating vertex, respectively. We will consider the co-framed quiver:
Q♥ := (Q♥0 = Q0 ⊔Q
′
0, Q
♥
1 := Q1 ⊔Q
′
1, s
♥, t♥)
where Q′0 := {k
′ : k ∈ Q0} is a copy of Q0; Q
′
1 := {αi : i ∈ Q0} is a set of arrows indexed by
Q0; s
♥|Q1 = s, s(αk) = k, t
♥|Q1 = t, and t
♥(αk) = k
′. In pedestrian terms, the quiver Q♥
is obtained from Q by attaching to each vertex k ∈ Q0 a coframing vertex k
′ with an arrow
k → k′.
Now let v,w ∈ ZQ0≥0 be dimension vectors. We can consider the space of representations:
R(v,w) := Rep(Q♥, (v,w)) =
⊕
α∈Q1
Mat(vs(α),vt(α))⊕
⊕
k∈Q0
Mat(vk,wk)
We will denote an element of R(v,w) by (Xα, ik)α∈Q1,k∈Q0.Note that the reductive group
G := GL(v) :=
∏
k∈Q0
GL(vk) acts on the space R(v,w) by changing basis. For g =
(gk)k∈Q0 ∈ G we get
g.(Xα, ik) = (gt(α)Xαg
−1
s(α), ikg
−1
k )
We take the induced action of G on T ∗R. Since this is an induced action, it is Hamiltonian,
let us describe the moment map. First, we will describe this action in linear-algebraic terms.
For any m > 0 we have a GL(n)-equivariant isomorphism Mat(n,m)∗ ∼= Mat(m,n) which is
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given by the trace form. Thus, we have a G-equivariant identification of T ∗R with the space
of representations of the double quiver Q♥
T ∗R =
⊕
α∈Q1
(
Mat(vs(α),vt(α))⊕Mat(vt(α),vs(α))
)
⊕
⊕
k∈Q0
(Mat(vk,wk)⊕Mat(wk,vk))
We will denote an element of T ∗R by (Xα, Yα, ik, jk). Thus, the action of G is given by
g.(Xα, Yα, ik, jk) = (gt(α)Xαg
−1
s(α), gs(α)Yαg
−1
t(α), ikg
−1
k , gkjk)
And the moment map is given by
(2) µ : T ∗R→ gl(v)∗ = gl(v) =: g, (Xα, Yα, ik, jk) 7→
∑
α∈Q1
(YαXα −XαYα)−
∑
k∈Q0
jkik
where we have used the trace form to identify gl(v) with its dual. The dual to this map is
the comoment map µ∗ : g → C[T ∗R]. Since the moment map µ is G-equivariant, for every
λ ∈ (g∗)G the group G acts on µ−1(λ). For λ ∈ (g∗)G, we will be interested in the affine
variety
M0λ :=M
0
λ(v,w) := µ
−1(λ)//G = Spec(C[µ−1(λ)]G) = Spec([C[T ∗R]/({µ∗(ξ)−〈λ, ξ〉 : ξ ∈ g})]G)
Note that the variety M00 comes equipped with a C
×-action induced by the C× action on
T ∗R by dilations. In particular, the Poisson bracket on M00 has degree −2. In general, M
0
λ
is singular. In some cases, we can construct resolutions of singularities by looking at G.I.T.
quotients of T ∗R. This is what we will do next.
5.1.2. G.I.T. quotients. Note that the group of characters X(GL(v)) may be identified with
ZQ0 , to θ = (θk)k∈Q0 we associate the character (gk) 7→
∏
k∈Q0
det(gk)
θk . For θ ∈ Q0, we
have the graded algebra of semi-invariants
(3) C[T ∗R]θ−si :=
⊕
n≥0
C[T ∗R]nθ
where, recall, C[T ∗R]nθ := {f ∈ C[T ∗R] : f(g−1x) = θn(g)f(x) for every x ∈ T ∗R}.
Recall that a point x ∈ T ∗R is said to be θ-semistable if there exist n > 0 and f ∈
C[T ∗R]nθ such that f(x) 6= 0. Let us describe the semistable points with respect to certain
stability conditions. First of all, for a Q♥-representation x = (Xα, Yα, ik, jk) ∈ T
∗R =
Rep(Q♥, (v,w)) we denote by x = (Xα, Yα) ∈ Rep(Q, (v)) the representation of Q that is
obtained by forgetting the framing and coframing maps.
Proposition 5.1 (Proposition 5.1.5, [Gi4]). (1) Assume θ ∈ ZQ0>0. Then, a representa-
tion x = (Xα, Yα, ik, jk) ∈ T
∗R is θ-semistable if and only if the only subrepresentation
of x which contains (im(jk))k∈Q0 is the entire representation x.
(2) Assume θ ∈ ZQ0<0. Then, a representation x = (Xα, Yα, ik, jk) ∈ T
∗R is θ-semistable
if and only if the only subrepresentation of x contained in (ker(ik))k∈Q0 is the 0
representation.
We will denote θ+ := (1, 1, . . . , 1) and θ− := −θ+. In particular, θ+ falls under (1) of the
previous proposition, while θ− falls under (2).
Now we proceed to define the G.I.T. Hamiltonian reduction of T ∗R by the action of G.
First of all, obviously G acts on µ−1(λ) for λ ∈ (g∗)G. So, similarly to (3) we may define the
algebra of semi-invariants C[µ−1(λ)]θ−si, and the set of θ-semistable points µ−1(λ)θ−ss. We
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remark that µ−1(λ)θ−ss = (T ∗R)θ−ss ∩µ−1(λ), this is a consequence of the Hilbert-Mumford
criterion. Now we can define the G.I.T. Hamiltonian reduction
(4) Mθλ := Proj(C[µ
−1(λ)]θ−si) = µ−1(λ)θ−ss//G
Let us remark, first, that the formalism of Hamiltonian reduction implies that the sym-
plectic structure on T ∗R gives Mθλ the structure of an algebraic Poisson variety. We also
remark that the 0th graded component of the algebra C[µ−1(λ)]θ−si is precisely C[µ−1(λ)]G,
so we have a projective morphism ̟ :Mθλ →M
0
λ. We will state sufficient conditions for this
morphism to be a resolution of singularities.
Of course, for ̟ :Mθλ →M
0
λ to be a resolution of singularities we need, first, that M
θ
λ is
smooth. The varietyMθλ will be smooth and symplectic provided the G-action on µ
−1(λ)θ−ss
is free. When this happens, we will say that the pair (θ, λ) is generic. The following result
gives a sufficient condition for a pair (θ, λ) to be generic. We denote by g(Q) the Kac-Moody
algebra associated to the quiver Q. By αi, we mean the simple root of g(Q) corresponding
to the vertex i ∈ Q0.
Proposition 5.2. The pair (θ, λ) is generic if there is no v′ ∈ ZQ0≥0 such that:
(1) Componentwise, v′ ≤ v.
(2)
∑
i∈Q0
v′iα
i is a root of g(Q).
(3)
∑
i∈Q0
v′iλi =
∑
i∈Q0
v′iθi = 0.
For example, both θ+ and θ− are generic, in the sense that (θ±, λ) is generic for any
λ ∈ (g∗)G. This will be important for us later.
From now on, we assume that the pair (θ, λ) is generic. Let us denote by Mλ the affine
variety Spec[Γ(Mθλ,SMθλ
)] 1. In particular, we have a projective morphism ρ :Mθλ →Mλ.
Proposition 5.3 (Proposition 2.3, [BL]). The map ρ is a resolution of singularities. More-
over, the variety Mλ is independent of the stability condition θ.
So the map ̟ will be a resolution of singularities provided we have Mλ =M
0
λ (assuming
(θ, λ) is generic). This is the case when the moment map µ is flat, [BL, Proposition 2.5]. Suf-
ficient conditions for this to happen were found by Crawley-Boevey in [CB] see, for example,
Theorem 1.1 in loc. cit. A consequence of this is that µ is flat whenever Q is a finite or affine
quiver and ν :=
∑
i∈Q0
(wiωi − viαi) is a dominant weight for g(Q), where ωi, αi denote the
fundamental weights and simple roots for g(Q), respectively. In general, all constructions
that follow remain valid if we replace the variety M0λ by Mλ.
5.1.3. Universal quiver varieties. Now assume that the stability condition θ is such that (θ, λ)
is a generic pair for every λ. For example, we can take θ = θ+ or θ−. In this case, the action
of G on µ−1((g∗)G)θ−ss is free, and so the universal quiver variety
Mθp := µ
−1((g∗)G)θ−ss//G
is smooth and symplectic. We wil also denote
M0p := µ
−1((g∗)G)//G, Mp := Spec(Γ(M
θ
p,SMθp)).
We remark that Mθp is a scheme over p := (g
∗)G and its specialization to λ ∈ p coincides
with Mθλ. In particular, M
θ
p is a deformation of M
θ
0 over p. Note that we have an action of
1Following the conventions of [BPW, BLPW], to avoid confusion with category O, for a variety X we will
denote its structure sheaf by SX .
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C× on Mθp that restricts to the usual action on M
θ
0 on the fiber over 0. On the other hand,
Namikawa, cf. [Nam], has proved that the variety Mθ0 admits a universal deformation M
θ
over the space H2DR(M
θ
0,C). Let us see the relation between the universal deformation M
θ
and the universal quiver variety Mθp. We have a natural map p → H
2
DR(M
θ
0,C) given as
follows. Let χ ∈ X(G) be a character. Consider the line bundle Vχ on T
∗R, which is trivial
as a line bundle and with a G-action given by χ−1. Since Vχ is G-equivariant, its restriction
Vχ|
θ−ss
µ−1(0)
descends to a line bundle S(χ) onMθ0. For example, the line bundle S(θ) is ample
by definition. This defines a map ι : X(G) → H2DR(M
θ
0,C), χ 7→ c1(S(χ)) (the first Chern
class) which extends by linearity to ι : p→ H2DR(M
θ
0,C).
Theorem 5.4 (McGerty and Nevins, [MN]). The map ι : p → H2DR(M
θ
0,C) is an isomor-
phism and therefore the universal deformation M θ of Mθ0 coincides with M
θ
p.
5.1.4. Isomorphisms between quiver varieties. Let us remark that we have the following C×-
equivariant symplectomorphism of T ∗R
(5)
Υ : T ∗R→ T ∗R
(Xα, Yα, ik, jk) 7→ (−Y
t
α,X
t
α,−j
t
k, i
t
k)
where •t denotes matrix transposition. Note, however, that this map is not G-equivariant.
Rather, we have that Υ(g.x) = (gt)−1.Υ(x). This implies the following.
Lemma 5.5. (1) For any character θ ∈ X(G), the map Υ induces a graded isomorphism
Υ∗ : C[T ∗R]θ−si → C[T ∗R]−θ−si.
(2) The following diagram commutes
T ∗R
Υ //
µ

T ∗R
µ

g
ξ 7→−ξt
// g
Corollary 5.6. For any λ ∈ (g∗)G, we have an induced, graded isomorphism
C[µ−1(λ)]θ−si → C[µ−1(−λ)]−θ−si
and consequently we have an isomorphism of projective varieties Mθλ → M
−θ
−λ. These iso-
morphisms glue together to an isomorphism Mθp → M
−θ
p such that the following diagram
commutes
Mθp //

M−θp

p
λ7→−λ
// p
Let us remark that Υ also induces a C×-equivariant Poisson automorphism of the affine
quiver variety Υ : M00 → M
0
0. We will denote by Υ
∗ : C[M00] → C[M
0
0] the induced
automorphism on its algebra of functions.
5.2. Quantizations. Let us proceed to quantizations of the quiver varieties M00,M
θ
0 and
Mθp. Since M
0
0 is an affine variety, its quantizations are straightforward to define. It is
slightly harder to define quantizations of the varieties Mθ0 and M
θ
p. We follow, mostly, [BL].
The only new result of this section is in Section 5.2.3, see (8), but is not really original.
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5.2.1. Quantizations of M00. Recall that M
0
0 is an affine, Poisson variety with a C
×-action.
Moreover, note that the Poisson bracket has degree −2 with respect to the C×-action.
Definition 5.7. A quantization of M00 is a pair (A, ι) where
(1) A is an associative, filtered algebra A =
⋃
i≥0A
i such that, for a ∈ Ai, b ∈ Aj,
[a, b] ∈ Ai+j−2 (in particular, this implies that grA is equipped with a Poisson bracket
of degree −2.)
(2) ι : grA → C[M00] is an isomorphism of graded Poisson algebras.
By an isomorphism of quantizations we mean a filtered isomorphism f : A → A′ that
induces the identity on C[M00] on the associated graded level. Quantizations of the variety
M00 can be obtained using quantum Hamiltonian reduction, as follows.
Let G be a reductive algebraic group acting on an algebra A by algebra automorphisms.
In particular, the Lie algebra g acts on A by derivations. For ξ ∈ g, let us denote by
ξA : A → A the corresponding derivation. We say that a map Φ : g → A is a quantum
comoment map if it is G-equivariant and, for ξ ∈ g, ξA = [Φ(g), ·]. Note, in particular,
that Φ([ξ, η]) = [Φ(ξ),Φ(η)]. So the quantum comoment map extends to an algebra map
Φ : U(g)→ A.
For a character λ ∈ (g∗)G, we consider the ideal Iλ := U(g){ξ − 〈λ, ξ〉 : ξ ∈ g}. Now we
define the quantum Hamiltonian reduction
Aλ := A///λG := [A/AΦ(Iλ)]
G
We remark that Aλ has an algebra structure induced from the algebra structure on A.
Moreover, if we denote by Mλ the cyclic A-module A/AΦ(Iλ) then Aλ = EndA(Mλ)
opp.
As in the classical case, we may define a “universal” quantum Hamiltonian reduction, as
follows. Denote P := g/[g, g](∼= (g∗)G). Consider the ideal I := U(g)[g, g] ⊆ U(g). The
universal quantum Hamiltonian reduction is
AP := [A/AΦ(I)]
G
we remark that this is an S(P)-algebra, that is, the image of P under the natural map
P → AP is contained in the center of AP. Under the natural identification P ∼= (g
∗)G, we
have that Aλ coincides with the specialization of AP at λ.
Let us now specialize to the case of Nakajima quiver varieties. Here, the algebra A is the
algebra of global differential operators on R, D(R). The quantum comoment map is given as
follows: the action of G on R induces a map g→ VectR, ξ 7→ ξR. But VectR ⊆ D(R), so we
may consider this as a map to D(R), and this is a quantum comoment map. For λ ∈ (g∗)G,
we will denote by Âλ the quantum Hamiltonian reduction of D(R) at λ. If the moment map
µ is flat, this is a quantization of M00.
5.2.2. Quantizations of Mθ0. Now we want to define quantizations of the variety M
θ
0. Since
this is not an affine variety, a quantization of it will not be specified by a single algebra
of functions. Rather, we need a sheaf on Mθ0 whose associated graded coincides with the
structure sheaf SMθ0
. Note, however, that the last sentence does not make sense as stated:
for an open set U ⊆Mθ0, the algebra Γ(U,SMθ0
) is only naturally graded when U is C×-stable.
So, before, we need to change the topology.
Definition 5.8. The conical topology on Mθ0 is that topology whose open set are the Zariski
open C×-stable subsets of Mθ0.
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We remark that every point x ∈ Mθ0 has a Zariski open neighborhood which is affine and
C×-stable, this is known as Sumihiro’s theorem, [Su]. So the conical topology is still fine
enough for most purposes. A quantization of Mθ0 will then be a filtered sheaf of algebras
in the conical topology whose associated graded coincides with SMθ0
. For technical reasons,
this sheaf of algebras is supposed to satisfy some conditions which we now make precise.
Definition 5.9. A quantization ofMθ0 is a pair (A
θ, ι) where Aθ is a filtered sheaf of algebras
in the conical topology and ι : grAθ →Mθ0 is a Poisson isomorphism, such that the filtration
on Aθ satisfies the following conditions.
(1) It is complete, meaning that every Cauchy sequence in the topology determined by
the filtration converges. More explicitly, we require that for every sequence {xi}
∞
i=1 of
sections of Aθ such that for every n ∈ Z there exist i0 such that xi− xj ∈ (A
θ)≤n for
i, j > i0, there exists a section x ∈ A
θ such that for every m ∈ Z there exist j0 such
that x− xi ∈ (A
θ)≤m for every i > j0.
(2) It is separated, meaning that
⋂
i∈Z(A
θ)≤i = 0. Equivalently, the limit x of the previous
paragraph is unique.
Quantizations of Mθ0 may be produced similarly to those of M
0
0. Instead of using the
algebra D(R), we use the microlocalization of the sheaf of differential operators on R. This
is a sheaf DR on the conical topology of T
∗R, where the action of C× is by dilations on
the cotangent fibers, see, for example, [Gi], [K] for details on microlocalization. The global
sections of DR coincide with D(R).
Now let f ∈ C[T ∗R] be an nθ-semiinvariant element, where n > 0. Then, we have the
open set Xf ⊆ M
θ
0 that is µ
−1(0) ∩ {f 6= 0}//G. That the open sets Xf form a base of the
topology of Mθ0 follows by the definition of Proj. It is easy to see that if, moreover, f is
homogeneous with respect to the C×-action on T ∗R, then Xf is open in the conical topology,
and the sets Xf form a basis for the conical topology of M
θ
0.
So, for λ ∈ (g∗)G we define the sheaf Dθλ by setting, on an open set Xf :
Dθλ(Xf ) := DR((T
∗R)f )///λG
It is possible to see that Dθλ defined in this way is a quantization of M
θ. Let us denote by
Dλ the algebra of global sections of D
θ
λ. This is a quantization of M0. If the moment map µ
is flat, then we actually have that Dλ = Âλ. For proofs of these statements, see [BL, Section
2].
Let us remark that we also have the notion of quantizations of the universal quiver variety
MθP. This is a sheaf of C[p]-algebras in the conical topology (recall that we have an action of
C× on Mθp) satisfying conditions analogous to those of Definition 5.9, see [BPW, Section 3].
Isomorphism classes of quantizations ofMθ0 andM
θ
p have been parametrized in [BK], [L2]
by the vector spaces H2DR(M
θ
0,C) and H
2
DR(M
θ
p/p,C), respectively. For λ ∈ H
2
DR(M
θ
0,C) =
p, we denote by Aθλ the quantization of M
θ
0 with period λ. We remark that it is not the case
that Aθλ coincides with D
θ
λ, for this we would have to take a symmetrized quantum comoment
map, see [BPW, Section 3.4], [L2, Section 3.2].
The quantization of Mθ0 (or of M
θ
p) with period 0 is called the canonical quantization. It
is characterized by the fact that it is isomorphic, as a quantization, to its opposite, this is
[L2, Corollary 2.3.3]. In fact, for λ ∈ H2DR(M
θ
0,C) we have A
θ
−λ = (A
θ
λ)
opp, cf. [L2].
5.2.3. Isomorphisms of quantizations. Now let A θ be the canonical quantization of the uni-
versal deformation M θ (=Mθp by Theorem 5.4) of M
θ
0. Recall that A
θ is characterized by
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it being isomorphic to its opposite. This implies, in particular, that we have an isomorphism
Υ∗A −θ ∼= A θ, where Υ : Mθp → M
−θ
p is the isomorphism introduced in Subsection 5.1.4.
Thus, we have an induced isomorphism
(6) Γ(M θ,A θ)
∼=
→ Γ(M−θ,A −θ)
We remark, however, that (6) is not an isomorphism of C[p]-algebras. Rather, it induces
the automorphism on C[p] given by f(λ) 7→ f(−λ).
Now let λ ∈ p be a period of quantization. According to [BLPW], we have an isomorphism
of quantizations of M00:
(7) Aλ = Γ(M
θ
0,A
θ
λ)
∼= Γ(M θ,A θ)/Iλ
where Iλ is the ideal generated by the maximal ideal of λ, mλ ⊆ C[p] ⊆ Γ(M
θ,A θ). It
follows from (6) and (7) that we have an isomorphism
(8) Φλ : Aλ
∼=
→ A−λ
This is a filtered isomorphism that is, however, not an isomorphism of quantizations.
Indeed, it follows by construction that the associated graded of (8) coincides with the iso-
morphism Υ∗ : C[M00]→ C[M
0
0] constructed in Subsection 5.1.4.
5.3. Harish-Chandra bimodules. In this section we proceed to define Harish-Chandra bi-
modules. The definition is, basically, the same as with rational Cherednik algebras. However,
for technical reasons (see (8)) we define a wider class of bimodules, which we call twisted HC
bimodules. The twist here is provided by a C×-equivariant automorphism ofM00. When this
automorphism is the identity, we recover the usual definition of HC bimodules.
5.3.1. Harish-Chandra bimodules: algebra level.
Definition 5.10. Let A,A′ be filtered quantizations of the same graded Poisson algebra A,
and let f : A→ A be a graded Poisson automorphism of A. We say that a (A,A′)-bimodule
B is f -twisted Harish-Chandra (shortly, f -HC) if it admits a bimodule filtration such that:
(1) grB is a finitely generated A-bimodule.
(2) For any a ∈ A, b ∈ grB, ab = bf(a).
We denote the category of f -HC (A,A′)-bimodules by fHC(A,A′).
We remark that, when f is the identity, we recover the usual category of HC bimodules
that is considered in [BL, BLPW]. We will abbreviate HC(A,A′) := idHC(A,A′), and call
these bimodules simply HC. The following proposition is clear.
Proposition 5.11. (1) Every f -HC (A,A′)-bimodule B is finitely generated as a left A-
module and as a right A′-module.
(2) The tensor product ⊗A′ gives a bifunctor:
gHC(A,A′)× fHC(A′,A′′)→ g◦fHC(A,A′′)
Let us specialize to the case where A = Aλ is a quantization of the Nakajima quiver variety
M00. In this case, we write
fHC(λ, λ′) := fHC(Aλ,Aλ′). The following result is clear.
Proposition 5.12. Twisting the right action by the isomorphism Φ−µ (see (8)) gives a
category equivalence fHC(λ, µ)
∼=
→ Υ
∗◦fHC(λ,−µ). Similarly, twisting the left action by the
isomorphism Φλ gives a category equivalence
fHC(λ, µ)
∼=
→ f◦Υ
∗
HC(−λ, µ).
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5.3.2. Harish-Chandra bimodules: sheaf level. We proceed to give the definitions of sheaf-
theoretic HC bimodules. For the sake of concreteness, we will work with the varieties Mθ0,
although the definitions can be stated for any symplectic resolution. So let Aθλ, A
θ
µ be
quantizations of Mθ0. Note that the external tensor product A
θ
λ ⊠ (A
θ
µ)
opp is a quantization
of the product Mθ0 ×M
θ
0.
Now let f :M00 →M
0
0 be a C
×-equivariant Poisson automorphism. Let Σf ⊆ M
0
0 ×M
0
0
denote the graph of f , with its reduced scheme structure, and let Sf be the scheme-theoretic
preimage of Σf under the natural map M
θ
0 ×M
θ
0 ։M
0
0 ×M
0
0. For example, when f is the
identity then Σf is just the diagonal and Sf is the usual Steinberg variety. So we call Sf the
f -Steinberg variety.
Definition 5.13. An Aθλ⊠(A
θ
µ)
opp-module B is said to be f -twisted Harish-Chandra (shortly,
f -HC) if it admits a filtration such that grB is coherent and scheme-theoretically supported
on the f -Steinberg variety Sf . We denote this category of f -HC A
θ
λ ⊠ (A
θ
µ)
opp-modules by
fHC(λ, µ).
Note that, by definition, dimSf = dimΣf = dimM
0
0 = (1/2) dim(M
θ
0×M
θ
0). By standard
results in homological duality (see, for example, [BL, Section 4.2]) we get the following.
Proposition 5.14. The functor D : B 7→ Ext
dimM00
Aθλ⊠(A
θ
µ)
opp(B,A
θ
λ ⊠ (A
θ
µ)
opp) gives an equiva-
lence:
D : fHC(λ, µ)
∼=
−→ f
−1
HC(µ, λ)opp
Proof. Standard results in homological duality say that the functor D gives an equivalence
fHC(Aθλ ⊠ (A
θ
µ)
opp)→ fHC((Aθλ)
opp
⊠Aθµ). We have now to compose with the isomorphism
(Aθλ)
opp
⊠Aθµ → A
θ
µ⊠(A
θ
λ)
opp. At the associated graded level, this induces the automorphism
of Mθ0 ×M
θ
0 that interchanges the factors. So the image of Sf is Sf−1 and the result is
proved. 
5.3.3. Quantization of line bundles. Let us give an example of a Harish-ChandraHC(λ, λ+θ)-
bimodule. Recall that on the variety Mθ0 we have the C
×-equivariant ample line bundle
S(θ). According to [BPW, Section 5.1], there exists a unique (Aθλ ⊠ (A
θ
λ+θ)
opp)-module
λA
θ
λ+θ admitting a filtration whose associated graded coincides with the pushforward of the
line bundle S(θ) to Mθ0 ×M
θ
0 under the diagonal embedding. Thus, λA
θ
λ+θ ∈ HC(λ, λ+ θ).
The following proposition now follows from uniqueness of the quantizations of line bundles
and from the fact that, it being a quantization of a line bundle, taking tensor product with
λA
θ
λ+θ does not affect the support of a module.
Proposition 5.15. For any n,m ∈ Z, taking tensor product with quantizations of line bun-
dles gives equivalences
fHC(λ+ nθ, µ)← fHC(λ, µ)→ fHC(λ, µ +mθ)
5.3.4. Localization theorems. Note that we have the global sections and localization functors
Γθλ : A
θ
λ -mod↔ Aλ -mod : Loc
θ
λ
When these Γθλ and Loc
θ
λ are quasi-inverse equivalences of categories, we say that abelian
localization holds at λ. In general, it is not easy to find the locus where abelian localization
holds. However, the following result, [BPW], tells us that abelian localization holds for λ
sufficiently dominant.
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Theorem 5.16 (Corollary B.1, [BPW]). Let λ ∈ p. Then, abelian localization holds at λ+nθ
for n≫ 0.
Since Sf is defined to be precisely the scheme-theoretic preimage of the graph Σf , [BLPW,
Proposition 2.13] implies.
Proposition 5.17. Global sections and localization induce functors
Γ : fHC(λ, µ)↔ f
∗
HC(λ, µ) : Loc
moreover, if abelian localization holds at λ and −µ, these are quasi-inverse equivalences of
categories.
5.4. Duality. We use our previous work to construct functors between categories of twisted
Harish-Chandra bimodules. These functors will be constructed as composition of several
equivalences we have already seen. The duality step happens at the level of sheaves, this is
just the homological duality given by Proposition 5.14. To pass from sheaves to bimodules
we use, of course, localization theorems. The problem here is that, in general, localization
does not hold at λ and −λ simultaneously. So we need to first use an equivalence provided
by Proposition 5.12. This will introduce a twist by Υ that will be cancelled at the end using
an equivalence of the same form.
Theorem 5.18. Let λ be a period of quantization such that abelian localization holds at λ.
Then, for any C×-equivariant Poisson automorphism f :M00 →M
0
0 and n ≫ 0 there is an
equivalence of categories
D : f
∗
HC(λ, λ)
∼=
−→ (f
∗)−1HC(λ− nθ, λ− nθ)opp
Proof. As we have said above, this equivalence is just a composition of several equivalences
that we have introduced before. Let us list these.
(1) f
∗
HC(λ, λ)
∼=
−→ Υ
∗◦f∗HC(λ,−λ).
(2) Υ
∗◦f∗HC(λ,−λ)
∼=
−→ f◦ΥHC(λ,−λ).
(3) f◦ΥHC(λ,−λ)
∼=
−→ Υ◦f
−1
HC(−λ, λ)opp.
(4) Υ◦f
−1
HC(−λ, λ)opp
∼=
−→ Υ◦f
−1
HC(−λ+ nθ, λ− nθ)opp.
(5) Υ◦f
−1
HC(−λ+ nθ, λ− nθ)opp
∼=
−→ (f
∗)−1◦Υ∗HC(−λ+ nθ, λ− nθ)opp.
(6) (f
∗)−1◦Υ∗HC(−λ+ nθ, λ− nθ)opp
∼=
−→ (f
∗)−1HC(λ− nθ, λ− nθ)opp.
Equivalences (1) and (6) are provided by Proposition 5.12; the equivalence (2) is simply
the localization theorem, cf. Proposition 5.17. The localization theorem also provides the
equivalence (5): here, we need to take n large enough so that localization will hold at −λ+nθ,
cf. Theorem 5.16. The equivalence (4) is given by the translation equivalences of Proposition
5.15. Finally, the duality (3) is the homological duality of Proposition 5.14. 
Remark 5.19. Theorem 5.18 holds, with the same proof, if we take two parameters λ, µ such
that localization holds at λ and −µ. In this case, we obtain an equivalence D : HC(λ, µ) →
HC(µ− nθ, λ− nθ)opp, for n≫ 0.
Remark 5.20. If f = id then, in Step (6) of the construction in Theorem 5.18, we could
change the right parameter instead of the left parameter. Hence, in this case we also obtain
an equivalence D : HC(λ, λ)→ HC(−λ+ nθ,−λ+ nθ)opp.
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5.5. Connection to rational Cherednik algebras. Let us remark that the spherical ra-
tional Cherednik algebras of the groups G(ℓ, 1, n) = Sn⋉(Z/ℓZ)
n can be realized as quantized
quiver varieties. Let Q be the cyclic quiver with ℓ vertices (in particular, if ℓ = 1, then Q
is a single vertex with a loop). Pick a vertex in Q and call it 0 (so this is the extending
vertex of the affine type A Dynkin diagram underlying Q). For a dimension vector v, we
take the vector n(1, 1, . . . , 1) (note that (1, 1, . . . , 1) is the affine root for the affine type A
Dynkin diagram underlying Q) while for a dimension vector w we the vector that takes the
value 1 at the vertex 0 and 0 everywhere else. For example, for ℓ = 1 the quiver Q♥ with the
corresponding dimension vector is
n 1
Let us denote by A := eHp′e. This is a C[p
′]-algebra, where we now denote the space of
parameters for the Cherednik algebra by p′. Let us denote by P the set of parameters for
the quantum Hamiltonian reduction, P = gv/[gv, gv].
Theorem 5.21 ([EGGO, Go, L2, O]). There is a filtered isomorphism A → AP, which
induces a linear isomorphism between the spaces of parameters ω : p′ → P. In particular, for
every c ∈ p′ we have that the algebras Ac and Âω(c) are isomorphic as filtered algebras.
Let us give a description of the map ω in the case of rational Cherednik algebra of type A.
Upon identifying p′ = Cc, P = Cz, this map is simply c 7→ −z − 1, see [L2]. In particular,
we have that the categories HC(Ac, Ac′) and HC(Â−c−1, Â−c′−1) are equivalent.
Let us now say that, for c ∈ C, abelian localization holds for the rational Cherednik algebra
Ac if it holds for λ, where λ is such that Aλ = Â−c. It is known, see [GS, Sections 5 and
6] and [EG, Corollary 4.2], that abelian localization fails at c if and only if c = −r/m, with
1 < m ≤ n, r > 0 and gcd(r;m) = 1. Thus, setting f = id in Theorem 5.18 we get the
following result.
Corollary 5.22. Let c ∈ C \ {−r/m : 1 < m ≤ n, gcd(r;m) = 1}. Let N ∈ Z>0 be large
enough so that −c+N 6∈ {−r/m : 1 < m ≤ n, gcd(r;m) = 1}. Then, there is an equivalence
of categories
D : HC(c, c)→ HC(−c+N,−c+N)opp
where, recall, HC(c, c) is the category of HC Hc(Sn)-bimodules.
Proof. Note that, under the assumptions on c, the algebras Hc and eHce are Morita equiv-
alent, and so are the algebras H−c+N and eH−c+Ne. The result now follows from Theorem
5.18. 
Let us now compare the double wall-crossing bimodule D−c+N with the dual of the regular
bimodule Hc. So let N be sufficiently big so that localization holds at c and −c+N . Recall
that we denote D−c+N the double wall-crossing bimodule for the algebra H−c+N .
Proposition 5.23. Let c = r/m > 0, let N ∈ Z be such that −c+N > 0, and consider the
duality functor D : HC(Hc(n),Hc(n))→ HC(H−c+N(n),H−c+N (n)). Then, D(Dc) = H−c+N
and D(Hc) = D−c+N .
Proof. First of all, note that the duality preserves supports. Since both Hc and H−c+N
have a unique irreducible HC bimodule with full support, the duality has to send the unique
irreducible bimodule with full support over Hc to the unique irreducible fully supported
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bimodule over H−c+N . Now, D(Dc) will be an H−c+N -bimodule whose socle coincides with
the unique minimal ideal of H−c+N . Since H−c+N(n) is the injective hull of its unique
minimal ideal, we have an embedding D(Dc) → H−c+N . That this is an isomorphism now
follows by comparing the composition lengths. Now use the fact that D2 = id to get the other
equality. 
Of course, the previous proposition has its corresponding result when c is aspherical. Here,
we need to take N such that localization holds at −c and N + c (note that N = 1 suffices).
Then, we have the duality functor D : (Hc(n),Hc(n)) → D(Hc+N(n),Hc+N (n))
opp, and we
get D(Dc(n)) = Hc+N (n).
Corollary 5.24. For any c ∈ C, the regular bimodule Hc and the double wall-crossing bi-
module Dc are injective-projective in the category HC(Hc(n),Hc(n)).
Proof. We assume c 6< 0. That Hc is injective is [Si, Proposition 2.11]. That Dc is injective
follows because Dc = Homfin(∆c(triv),∇c(triv)). The result now follows immediately from
Proposition 5.23. 
6. The principal block
In this section, we describe, via quivers with relations, the block of the category HC(c, c)
containing the regular bimodule. We call this block the principal block of HC(c, c), and
denote it by Pc. Note that this block is only nontrivial when c = r/m with 1 < m ≤ n
and gcd(k;n) = 1, a condition that we will assume for the rest of this section. We will also
assume c > 0.
Let us describe some simples in this block. We recall from [L3] thatHc has ⌊n/m⌋ two-sided
ideals, that are linearly ordered
{0} ( J0 ( J1 ( · · · ( J⌊n/m⌋−1 ( J⌊n/m⌋ = Hc.
We will denote Si := Ji/Ji−1 (where we set J−1 = {0}). This is a simple module in Pc.
The support of Si is
SS(Si) = Li := π{(x, y) ∈ h⊕ h∗ :W(x,y) = S
×i
m ⊆ Sn}
so that, S0 = J0 has full support, while S⌊n/m⌋ = Hc/J⌊n/m⌋−1 has minimal support. So we
see that Pc has, at least, ⌊n/m⌋+1 irreducibles. It turns out that these are all the irreducibles
in Pc. The following is the main result of this section.
Theorem 6.1. The let c = k/m > 0 with 1 < m ≤ n, gcd(k;m) = 1. The block Pc is
equivalent to the category of representations of the quiver
S⌊n/m⌋
α⌊n/m⌋
--
S⌊n/m⌋−1
β⌊n/m⌋
mm
α⌊n/m⌋−1
,, · · ·
β⌊n/m⌋−1
mm
**
· · ·jj
**
S1jj
α1
++ S0
β1
kk
with relations αiβi = βiαi = 0 for every i = 1, . . . , ⌊n/m⌋.
To prove Theorem 6.1 we have to show first that the Ext quiver of Pc is exactly as stated.
What we can get immediately is that the quiver as in the statement of Theorem 6.1 is a
subquiver of the Ext quiver. Indeed, we know by [Si] that Hc is injective, so it has to be the
injective hull of S0. Similarly, the double wall-crossing bimodule Dc has to be the injective
hull of S⌊n/m⌋. So we, at least, must have the arrows appearing in Theorem 6.1. The relations,
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and the fact that we have no more arrows or vertices, are obtained via the vanishing of several
extension groups, which in turn is obtained using induction and restriction functors.
6.1. Quiver representations. In this subsection, we recall some results on quiver represen-
tations that we will use. This material is standard and can be found in, for example, [ASS].
Let Q be a quiver and CQ its path algebra. We will denote by A ⊆ CQ the ideal generated
by the arrows in Q. A two-sided ideal I ⊆ CQ is called admissible if there exists k ≫ 0 such
that Ak ⊆ I ⊆ A2. If I is an admissible ideal, we denote C(Q, I) := CQ/I and we say that
(Q, I) is a quiver with relations.
It is well-known that every finite-dimensional algebra R is Morita equivalent to C(Q, I)
for an appropriate quiver with relations (Q, I). For Q, we can always take the ext quiver
of R. Its vertices are labeled by isomorphism classes of simple R-modules, and the number
of arrows from Si to Sj is dimExt
1
R(Si, Sj). To compute the ideal I is more subtle, we will
elaborate below on how to do this in the case of interest for us.
For a vertex i ∈ Q0, let us denote by εi ∈ C(Q, I) the lazy path of length 0 that starts and
ends at vertex i, and we will denote by Si the simple C(Q, I)-module that is concentrated
at vertex i. The projective cover P (i) of Si is P (i) = C(Q, I)εi. A basis for P (i) consists
of all paths that start at vertex i (with the appropriate relations) and multiplication by an
element of C(Q, I) is done by concatenating paths. Note that the multiplicity of Si on P (i)
is equal to the number of paths from vertex i to itself, including the lazy path. In particular,
if the multiplicity of Si on P (i) is 1 then we get, using the fact that the ideal I of relations
is admissible, that every path of positive length starting and ending at i must belong to the
ideal of relations I.
For the rest of this section, we will assume that the set of simples, up to isomorphism,
in C(Q, I) -mod is in bijection with the set of vertices in Q. If R is a finite-dimensional
algebra, the ext quiver of R satisfies this by definition. Let J ⊆ Q0 be a subset of vertices,
and consider the Serre subcategory T of C(Q, I)-mod consisting of modules whose simple
subfactors belong to {Si : i ∈ J}. Since T is a Serre subcategory, we can consider the
Serre quotient C(Q, I) -mod /T . By definition, it comes equipped with a quotient functor
π : C(Q, I) -mod → C(Q, I) -mod /T that is universal with the property that π(C) = 0
for every C ∈ T and admits a right inverse (and left adjoint) π!. In fact, the category
C(Q, I) -mod /T has a very explicit description. Consider the projective PJ :=
⊕
i 6∈J P (i)
and its endomorphism algebra E := EndC(Q,I) -mod(PJ )
opp. The following result should be
well-known, but we could not find a reference for it in the literature.
Proposition 6.2. We can identify C(Q, I) -mod /T with the category E -mod of modules over
the endomorphism algebra E. The quotient functor π is identified with HomC(Q,I) -mod(PJ , •),
and its right inverse (and left adjoint) with PJ ⊗E •.
Proof. First, note that π is exact because PJ is projective and, by the very definition of PJ ,
HomC(Q,I) -mod(PJ , N) = 0 if and only if N does not have simple subquotients of the form
S(i) for i ∈ Q0 \ J , that is, the kernel of π is precisely T .
Let us denote π! = PJ ⊗E • : E -mod → C(Q, I) -mod. We claim, first, that the unit
of adjunction idE -mod → π ◦ π
! is an isomorphism. Let us remark that this is given by
M → HomC(Q,I) -mod(PJ , PJ ⊗E M), m 7→ (p 7→ p ⊗E m). It is easy to see that this is an
isomorphism when M is free. From here, since π! is right exact and π is exact, it follows that
the counit of adjunction is surjective. It remains to show that it is injective, that is, that for
every m ∈ M the map p 7→ p ⊗E m is nonzero. This is equivalent to show that, if E/I is a
nonzero cyclic left E-module, then P ⊗E (E/I) is nonzero.
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To show that P⊗E (E/I) is nonzero, it suffices to provide a nonzero map f : PJ⊗C(E/I)→
V , where V is some vector space and f satisfies f(p ⊗ em) = f(pe ⊗ m) for e ∈ E. We
set X :=
∑
i∈I im(i) ⊆ PJ . We claim that X is a proper subspace of PJ . The modules
P (j), j ∈ Q0\J have a unique maximal submodule, and a map ϕ : P (j1)→ P (j2) is surjective
if and only if j1 = j2 and ϕ is an isomorphism. It follows that the map X → P (j) that is
obtained by composing the inclusion X →֒ PJ with the projection PJ ։ P (j) is surjective
if and only if I contains an element that, in matrix form (ϕij : P (i) → P (j))i,j∈Q0\J has
ϕjj being an isomorphism. So, if X = PJ , I must contain an invertible element of E, and
therefore I = E, a contradiction. We set V := PJ/X 6= 0. Then, we get a nonzero map
f : PJ ⊗C (E/I)→ V , f(p⊗m) = pm+X, where pm denotes the action of m on p. It is easy
to see that f is well-defined, that it is surjective and that it satisfies f(p⊗ em) = f(pe⊗m).
This implies that P ⊗E (E/I) is nonzero. So idE -mod → π ◦ π
! is an isomorphism, as desired.
Note that it follows that, for every representation N ∈ C(Q, I) -mod, the kernel and co-
kernel of the co-unit of adjunction π! ◦ π(N) → N belong to T . Indeed, this is the case
because π ◦ π! ◦ π ∼= π. Also, let 0→M1 →M2 →M3 → 0 be an exact sequence in E -mod.
Since π! is right exact, we have an exact sequence 0→ K → π!(M1)→ π
!(M2)→ π
!(M3)→ 0
in C(Q, I) -mod. Applying π we get an exact sequence in E -mod. So π(K) = 0, in other
words, K ∈ T .
Now let ω : C(Q, I) -mod → D be an exact functor such that ω(N) = 0 for N ∈ T .
From the results of the previous paragraph, we have ω ∼= (ω ◦ π!) ◦ π, and the functor
ω ◦ π! : E -mod→ D is exact. This implies the result. 
The endomorphism algebra E can also be described via quivers with relations starting
from (Q, I) as follows. We have that E =
⊕
i1,i2 6∈J
εi1C(Q, I)εi2 . So E = (Q
′, I ′), where the
vertices of Q′ are Q0 \ J , with arrows being given by paths in Q and I
′ is obtained from I.
We warn, however, that the relations I ′ may not be admissible.
Example 6.3. Consider the quiver
Q = 1
α1
** 2
α2
**
β1
jj 3
β2
jj
with relations α1β1 = β2α2, β1α1 = 0, α2β2 = 0. Now consider T = 〈S1, S3〉. We get that
the category C(Q, I) -mod /T is the category of representations of the quiver
2α1β1
%%
β2α2ee
with relations (α1β1) = (β2α2), (α1β1)
2 = 0. These relations are not admissible, but let us
see that C(Q, I) -mod /T is equivalent to the category of representations of the algebra of dual
numbers.
6.2. Injective hulls in subcategories. Recall from the introduction to this section that
the regular bimodule is uniserial and we denote its composition factors by S0 = Soc(Hc),
S1, . . . ,S⌊n/m⌋ = Hc/ rad(Hc). We know that Hc is the injective hull of S0 in HC(c, c). Of
course, for an ideal Ji we cannot expect Hc/Ji to be injective – for example, Hc/J⌊n/m⌋−1 =
S⌊n/m⌋ is not injective. Note, however, that Hc/Ji ∈ HCLi+1(c, c). We have the following
result.
Lemma 6.4. For every i = −1, . . . , ⌊n/m⌋ − 1, Hc/Ji is injective in HCLi+1(c, c).
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Proof. Denote † = †Sn
S×i+1m
. We may consider the restriction functor •† : HCLi+1(c, c) →
HCΞ0 (c, c) , where the latter category denotes that of finite-dimensional, Ξ-equivariantHc(S
×i+1
m )-
bimodules and it is a semisimple category. Its right adjoint is •† : HCΞ0 (c, c)→ HCLi+1(c, c).
Since restriction is exact and HCΞ0 (c, c) is semisimple, B
† is injective in HCLi+1(c, c) for every
B ∈ HCΞ0 (c, c).
Now recall from Lemma 4.18 that we have [(Hc/Ji)†]
† = Hc/Ji. Since (Hc/Ji)† ∈
HCΞ0 (c, c), the result follows. 
To state a consequence of this result to the study of the ext quiver of the category HC(c, c),
we need the following easy result, concering the behaviour of the simple constituents of the
regular bimodule under the duality functor.
Lemma 6.5. Consider the functor D : HC(c, c)→ HC(−c+N,−c+N)opp. Then, D(Si) = Si
for every i = 0, . . . , ⌊n/m⌋.
Proof. Follows immediately from Proposition 5.23. 
Corollary 6.6. Let B ∈ HCLi+1(c, c) be simple. Then, Ext
1
Hc -bimod(B,Si+1) = 0 and
Ext1Hc -bimod(Si+1, B) = 0 unless B = Si+2, in which case both extension groups are 1-
dimensional.
Proof. By Lemma 6.4, the injective hull of Si+1 in HCLi+1(c, c) is Hc/Ji. This bimodule
has a unique composition series whose simple subquotients are Si+1,Si+2, . . . ,S⌊n/m⌋. This,
together with the fact that duality fixes the bimodules Sj, implies the result. 
6.3. Projective covers in quotient categories. The regular bimoduleHc is the projective
cover of S⌊n/m⌋. Again, we cannot expect the ideal Ji to be the projective cover of Si, but this
will hold in an appropriate quotient category. Let us denote by HCi(c, c) the quotient category
HC(c, c)/HCLi+1(c, c). By π : HC(c, c)→ HC
i(c, c) we will denote the quotient functor. Note,
in particular, that the inclusion Ji →֒ Hc induces an isomorphism π(Ji) ∼= π(Hc).
Recall that, when j ≤ i, the functor •†j := •†Sn
S
×j
m
factors through HCi(c, c). We will abuse
the notation here, and write •†j : HC
i(c, c)→ HCΞ(c, c). This functor admits a right adjoint,
which is simply π ◦ •†j .
Lemma 6.7. The bimodule π(Hc) is projective in the quotient category HC
i(c, c).
Proof. We have to show that Ext1
HCi
(π(Hc), π(B)) = 0 for any simple bimodule B whose
support is not contained in Li+1. Pick such a simple bimodule π(B) and consider a short
exact sequence
(9) 0→ π(B)→ π(X)→ π(Hc)→ 0
in HCi where, for brevity, we denote HCi := HCi(c, c). We separate in two cases.
Case 1. B has full support. In this case, we must have B = S0. The restriction functor
•†0 factors through the quotient category HC
i and so we can apply it to our exact sequence.
The resulting short exact sequence splits, so we have X† = (Hc)† ⊕ (S0)†. By adjunction, we
get a map X → Hc ⊕ Hc whose kernel has proper support. But from (9) we can see that
π(X) does not have nonzero subobjects of the form π(B′), where B′ is a simple with proper
support. So the map X → Hc ⊕Hc induces an embedding π(X) →֒ π(Hc) ⊕ π(Hc). From
here, it is easy to see that we must have X ∼= π(B)⊕ π(Hc).
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Case 2. B has proper support. Say SS(B) = Lj for some 0 < j < i + 1, and apply
the restriction functor •†j to the sequence (9), so that B†j is finite-dimensional. Now the
sequence 0 → B†j → X†j → Hc,†j → 0 splits, since Hc,†j is projective in the category of
equivariant bimodules. So we get the adjunction map X → (X†j )
†j = (B†j )
†j ⊕ Hc. Now
we note that π(X) does not have subobjects that are killed by the restriction functor •†j .
Indeed, this follows because of our choice of j and because every subobject of Hc has full
support. It follows, in particular, that the map π(X) → π(B
†j
†j
) ⊕ π(Hc) induced by the
adjunction morphism is injective.
Now, by [L3], (B†j )
†j does not have subbimodules with full support, while it is clear that
Hc does not have subbimodules with support Lj . It follows that none of the morphisms
π(X) → π((B†j )
†j )⊕ π(Hc) → π((B†j )
†j ), π(X) → π((B†j )
†j ) ⊕ π(Hc)→ π(Hc) is zero. By
(9), the second one of these maps must be surjective. But now it follows that the image of
the map π(X)→ π((B†j )
†j ) concides with π(B), and this provides a splitting to the inclusion
π(B)→ X. We are done. 
Corollary 6.8. Let B ∈ HC(c, c)\HCLi+1(c, c) be simple. Then, Ext
1
Hc -bimod(B,Si+1) = 0 =
Ext1Hc -bimod(Si+1, B) unless B = Si, in which case both extension groups are 1-dimensional.
Proof. Note that Ext1Hc -bimod(B,Si+1) is embedded in Ext
1
HCi
(π(B), π(Si+1)). The projec-
tive cover of π(Si) in HC
i is π(Hc), which has a unique composition series whose simple
subquotients are S0, . . . ,Si,Si+1. The result now follows similarly to Corollary 6.6. 
6.4. Proof of Theorem 6.1. It follows from Corollaries 6.6 and 6.8 that the ext quiver of
the block Pc is precisely
Q := S⌊n/m⌋
α⌊n/m⌋
--
S⌊n/m⌋−1
β⌊n/m⌋
mm
α⌊n/m⌋−1
,, · · ·
β⌊n/m⌋−1
mm
**
· · ·jj
**
S1jj
α1
++ S0
β1
kk
and our job now is to find the relations. Since Hc is the projective cover of S⌊n/m⌋ and this
simple appears with multiplicity 1 in Hc, every path in Q that starts and ends in S⌊n/m⌋,
except for the lazy path, must be zero. In particular, we get that β⌊n/m⌋α⌊n/m⌋ = 0. Now
we consider the quotient category Pc/〈S⌊n/m⌋〉. From the general theory of quiver represen-
tations, cf. Section 6.1, this quotient category is equivalent to the representations of the
quiver
S⌊n/m⌋−1

α⌊n/m⌋−1
,, · · ·
β⌊n/m⌋−1
mm
**
· · ·jj
**
S1jj
α1
++ S0
β1
kk
where the loop at S⌊n/m⌋−1 represents the path α⌊n/m⌋β⌊n/m⌋. Thanks to Lemma 6.7, the
projective cover of S⌊n/m⌋−1 in this category is (the projection of) Hc. Since S⌊n/m⌋−1 appears
with multiplicity 1 here, we get that the loop (α⌊n/m⌋β⌊n/m⌋) and the 2-cycle β⌊n/m⌋−1α⌊n/m⌋−1
are zero. Inductively, we conclude that αiβi = 0 = βiαi for every i.
Now we have to show that there are no relations involving only α’s or involving only
β’s. That there are no relations involving only α’s follows because the regular bimodule Hc
corresponds to the representation
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C
1
++ C
0
kk
1
++ · · ·
0
kk
1
**
· · ·
0
jj
1
))
C
0
jj
1
++ C
0
kk
and, similarly, that there are no relations involving only β’s can be seen from the existence
of the double wall-crossing bimodule Dc. This finishes the proof of Theorem 6.1.
Let us note that, thanks to Lemma 6.5, the duality functor preserves the principal block.
It is easy to see from Proposition 5.23 that, on the level of the quiver Q above, the duality
fixes every vertex and it behaves on arrows as αi ↔ βi.
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