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ABSTRACT
The following dissertation presents a study of the interaction between Dirac fermions
and surface phonons at the (001) surface of the topological crystalline insulator
Pb0.7Sn0.3Se. Nontrivial topological crystalline insulator phases are protected by
an element or elements of their crystal symmetries and not by time-reversal sym-
metry as is the case of topological insulators. Both material types support robust
metallic surface states while maintaining their bulk insulating character. Pb1−xSnxSe
exhibits a temperature-dependent topological transition and thus allows the appli-
cation of inelastic helium atom scattering spectroscopy and time-of-flight techniques
to measure the (001) surface phonon dispersion in both the topological and trivial
phases. Surface lattice dynamics calculations are performed to interpret and charac-
terize measured dispersion curves. Comparing the results of the two phases reveals a
remarkable change in an optical phonon branch. A nearly-flat 9.0 meV shear-vertical
surface resonance branch in the trivial phase is replaced in the topological phase with
a new shear-vertical resonance that exhibits dramatic momentum-dependent soften-
ing down to a minimum of 5.8 meV at a momentum that coincides with 2kF of the
vi
emergent Dirac fermions. This softening clearly indicates strong screening of these
surface phonon modes by the Dirac fermions and suggests further investigation of the
underlying electron-phonon coupling.
A quantitative calculation of the coupling between the electronic states and surface
phonons is performed with the aid of a microscopic model based on linear Coulomb
coupling of ionic displacements to the Dirac fermion density, which is incorporated
in the phonon Matsubara Green’s function. The real part of the self-energy is fit
to the experimental dispersion data and the imaginary part is obtained through a
Kramers-Kronig transformation. Finally, this is used to calculate the corresponding
momentum-dependent mode-specific electron-phonon coupling parameter λν(q). The
coupling magnitude is found to reach values as high as 0.47, which is stronger than
that in typical metals, but weaker than the values reported for the surfaces of the
topological insulators Bi2Te3 and Bi2Se3.
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Chapter 1
Introduction
Topological order in the context of the band theory of solids has recently attracted a
great deal of interest, with the emergence of topological insulators (TIs) and topolog-
ical crystalline insulators (TCIs), two classes of materials which exhibit rich physics.
Materials belonging to these classes possess a bulk electronic band structure in which
the conduction and valence bands are separated by a small absolute gap. They are
characterized by nontrivial bulk topological invariants associated with band inversion.
This band inversion is effected by strong spin-orbit interactions and the smallness of
the gap. In an example of bulk-boundary correspondence, the surfaces of these mate-
rials exhibit topologically-protected gapless states, which appear as chiral and helical
Dirac fermions. These surfaces, therefore, provide an opportunity to study interest-
ing phenomena including axion electrodynamics, proximity-induced superconductiv-
ity, and Majorana fermions. Technological applications are expected in the fields of
spintronics and quantum computing, as the surface states of TIs and TCIs are robust
against certain types of disorder and impurities [1].
1.1 Historical Context
Up until the 1980s electronic phases were classified as insulating, conducting, super-
conducting, or magnetic, with the latter two phases being described in terms of
the spontaneous breaking of symmetries. Insulating and conducting phases were
understood via the electronic band theory of Bloch and Wilson, which predicted that
1
2systems with an odd number of electrons per unit cell should be metallic. However, in
1937 de Boer and Verwey pointed out exceptions to this in various transition metal
oxides which turn out to be insulating. This was explained in the same year by
Mott and Peierls through consideration of interactions between electrons [2] and in
1949 Mott proposed a model in which competition between the Coulomb energy and
hopping of 3d electrons in the metal oxide NiO produces an energy gap [3].
Following advancements including the 1955 proposal of the Peierls transition, in
which electron-phonon interaction in a one-dimensional (1D) metal gives rise to a
Fermi-surface instability producing a metal-insulator transition with lattice distortion
[4]. In 1958, insulators resulting from lattice disorder or randomness were proposed by
Anderson [5], and a corresponding localization scaling theory was developed in 1979
[6]. In 1963, Hubbard introduced a model describing interacting electrons, in which
the strength of the electron interaction can lead to a transition from a metallic to
an insulating system – correctly predicting Mott insulators in the strong-interaction
limit [7].
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Figure 1·1: Integer QHE schematic.
The concept of topological order was developed after the discovery of the integer
quantum Hall effect (QHE) [8] in 1980. The QHE phase emerges in a two-dimensional
(2D) electron gas at low-temperature subjected to a strong magnetic field, as illus-
trated in figure 1·1. The energy spectrum of this system displays discrete energy
3bands known as Landau levels. When the Fermi energy lies within a gap between
adjacent bands the system should become an insulator. However, a nonzero Hall con-
ductance was measured, with nearly-perfectly quantized σxy = ne
2/~ (with integer
n). This Hall conductance was independent of the details of the system so long as
kBT was small compared to the separation of the Landau levels, and was found to be
robust to smooth changes in the sample parameters and disorder. The Hall current
was shown to arise from states confined to the edge of the system. Such edge modes
were shown possess a chiral character, and thus are protected from backscattering off
impurities located at the system’s edge [9].
In 1982, through evaluation of the Green-Kubo formula for the Hall conductance,
Thouless, Kohmoto, Nightingale, and den Nijs identified the integer coefficient n
with an invariant topological quantum number, dubbed the TKNN invariant or first
Chern number [10]. In the context of Berry’s geometric phase framework [11], this
formulation was recognized as the integration of Berry’s curvature over the closed 2D
Brillouin torus surface. In associating the wavevector k with a Bloch wavefunction, a
mapping is constructed between points in the Brillouin zone and subspaces of Hilbert
space, through which the QHE electronic states are intertwined with a nontrivial
topology. This led to the argument that the QHE phase was a system topologically
distinct from previously known electronic phases, and so the need for a new classifying
paradigm based on the notion of topology arose.
It took nearly two decades until a system with topological order was predicted
to exist that did not involve breaking time-reversal symmetry (TRS) through mag-
netic fields. The proposed system was a realization of the quantum spin Hall effect
(QSHE) [13, 14, 15, 16]. The simplest portrayal of a QSHE system is a superposition
of two QHE system replicas, as depicted in figure 1·2; one composed of up-spins and
the other of down-spins, with opposite magnetic fields which mutually cancel, main-
4quantum spin Hall system
spin
quantum Hall system
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Figure 1·2: QSHE schematic from reference [12].
taining TRS. Each channel has a Hall charge conductance of e2/~, but in opposite
directions. Therefore, the system has zero net edge charge current and a zero Chern
number, as required by TRS. However, since up-spin and down-spin electrons travel in
opposite directions, a nonzero net edge spin current emerges. In fact, since opposite-
propagating modes have different spins, backscattering is strongly suppressed in the
absence of magnetic perturbations. It should be noted that such a scenario can be
achieved with the aid of spin-orbit coupling (SOC).
The appearance of topologically-protected boundary states in a system with a zero
Chern number necessitated the introduction of a new topological invariant beyond
the TKNN. Kane and Mele [17] proposed a Z2 topological invariant ν = 0, 1 (mod
2). The value 0 corresponds to a trivial insulator phase with no edge states, while
the value 1 represents a nontrivial topological phase – coined topological insulator by
Moore and Balents [18] – possessing robust edge states. In addition, Kane and Mele
proposed a model of a graphene-like system with strong SOC that opens a gap at the
K points in the Brillouin zone, with concomitant band inversion between K and K′
[14]. The SOC in graphene is actually extremely weak, which led Bernevig, Hughes,
and Zhang to propose HgTe quantum wells as a more probable candidate to exhibit
5a QSHE phase [19]. This prediction was validated by measurements of edge states in
this material by Ko¨nig et al [20].
Shortly after the experimental success with HgTe quantum wells, several three-
dimensional (3D) systems were suggested as potential TIs by several groups [21, 18,
22]. In these systems, boundary states appear as 2D surface states rather than 1D
edge states, and classification of the topology involves the values of four Z2 invariants,
(ν0; ν1ν2ν3). The phase with a trivial first invariant, ν0 = 0, is referred to as the class
of weak TIs, and can be interpreted as stacking of 2D QSHE states. This phase
appears only on certain surface terminations and is rather fragile. The protection of
the surface states depends on the translational symmetry of the lattice and is thus
very sensitive to disorder. On the other hand, systems with ν0 = 1 constitute a novel
class of strong TIs that are entirely distinct from the QSHE system. Systems in this
class manifest robust metallic surface states on all crystal terminations, with linear
dispersion at low energies reminiscent of graphene. The resulting structure is known
as a Dirac cone and is shown in figure 1·3. The presence of strong SOC and TRS
endow these states with a spin-momentum locking property, helicity. All strong TIs
have an odd number of these Dirac cones in their surface Brillouin zone (SBZ).
The process of predicting TIs in 3D systems is based on the calculation of the
corresponding Z2 invariants. Generally, this turns out to be an arduous process [23].
However, a drastic simplification was proposed by Fu and Kane [24] for systems
with inversion symmetry: the TI phase could be identified through a much simpler
process involving the product of parity eigenvalues of occupied states at time-reversal-
invariant momenta (TRIM). Taking +1 and -1 to signify even and odd parity eigen-
values, respectively, a product of -1 indicates that ν0 = 1 and the compound under
consideration is a strong TI.
An important implication of this understanding of the Z2 invariant is that the TI
6All key properties of topological states have been
demonstrated for Bi2Se3 which has the simplest Dirac
cone surface spectrum and the largest band gap. In
Bi2Te3 the surface states exhibit large deviations from a
simple Dirac cone !Fig. 14" due to a combination of
smaller band gap !0.15 eV" and a strong trigonal poten-
tial !Chen et al., 2009", which can be utilized to explore
some aspects of its surface properties !Fu, 2009; Hasan,
Lin, and Bansil, 2009". The hexagonal deformation of
the surface states is confirmed by scanning tunneling mi-
croscopy !STM" measurements !Alpichshev et al., 2010";
Fig. 14. Speaking of applications within this class of ma-
terials, Bi2Te3 is already well known to materials scien-
tists working on thermoelectricity. It is a commonly used
thermoelectric material in the crucial engineering re-
gime near room temperature.
Two defining properties of topological insulators—
spin-momentum locking of surface states and ! Berry
phase—can be clearly demonstrated in the Bi2Se3 series.
The surface states are expected to be protected by T
symmetry which implies that the surface Dirac node
should be robust in the presence of nonmagnetic disor-
der but open a gap in the presence of T breaking pertur-
bations. Magnetic impurities such as Fe or Mn on the
surface of Bi2Se3 open a gap at the Dirac point #Figs.
15!a" and 15!b"$ !Xia et al., 2008; Hsieh, Xia, Qian, Wray,
et al., 2009a; Hor, Roushan, et al., 2010; Wray et al.,
2010". The magnitude of the gap is likely set by the in-
teraction of Fe ions with the Se surface and the T break-
ing disorder potential introduced on the surface. Non-
magnetic disorder created via molecular absorbent NO2
or alkali atom adsorption !K or Na" on the surface
leaves the Dirac node intact #Figs. 15!c" and 15!d"$ in
both Bi2Se3 and Bi2Te3 !Hsieh, Xia, Qian, Wray, et al.,
2009a; Xia, Qian, Hsieh, Shankar, et al., 2009". These
results are consistent with the fact that the topological
FIG. 12. !Color online" Helical fermions: Spin-momentum
locked helical surface Dirac fermions are hallmark signatures
of topological insulators. !a" ARPES data for Bi2Se3 reveal
surface electronic states with a single spin-polarized Dirac
cone. !b" The surface Fermi surface exhibits a chiral left-
handed spin texture. !c" Surface electronic structure of Bi2Se3
computed in the local-density approximation. The shaded re-
gions describe bulk states, and the lines are surface states. !d"
Schematic of the spin-polarized surface-state dispersion in
Bi2X3 !1;000" topological insulators. Adapted from Xia et al.,
2008, Hsieh, Xia, Qian, Wray, et al., 2009a, and Xia, Qian,
Hsieh, Wray, et al., 2009.
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FIG. 13. !Color online" Room temperature topological order
in Bi2Se3: !a" Crystal momentum integrated ARPES data near
Fermi level exhibit linear falloff of density of states, which
combined with the spin-resolved nature of the states suggest
that a half Fermi gas is realized on the topological surfaces. !b"
Spin-texture map based on spin-ARPES data suggest that the
spin chirality changes sign across the Dirac point. !c" The Dirac
node remains well defined up a temperature of 300 K suggest-
ing the stability of topological effects up to the room tempera-
ture. !d" The Dirac cone measured at a temperature of 10 K.
!e" Full Dirac cone. Adapted from Hsieh, Xia, Qian, Wray, et
al., 2009a.
FIG. 14. !Color online" Hexagonal warping of surface states in
Bi2Te3: ARPES and STM studies of Bi2Te3 reveal a hexagonal
deformation of surface states. Fermi-surface evolution with in-
creasing n-type doping as observed in ARPES measurements.
Adapted from Alpichshev et al., 2010.
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Figure 1·3: Idealized band structure of strong 3D TI Bi2Se3 from
reference [1].
phase is associated with bulk band gap inversion at an odd number of TRIM, since
this involves the interchang of a conduction band with s-character (even parity)
and a valence band with p-character (odd parity), and therefore a sig change of the
parity-eigenvalue product. Consequently, narrow-gap semiconductor compounds with
strong SOC cap ble of driving band inversion were identified as likely TI candidates.
Protected metallic surface states were soon confirmed experimentally in Bi1−xSbx [25],
Bi2Se3 [26, 27, 28, 29], Bi2Te3 [27, 30, 31, 32], and Sb2Te3 [32] by angle-resolved photo-
emission spectroscopy (ARPES) and by scanning tunneling spectroscopy (STS).
Furthe , in the context of band inversion the presence of gapless boundary states
can be understood in a new way: consider a TI, a system with a nontrivial topological
invariant, surrounded by vacuum, a topologically-trivial band insulator with a gap
separating particle excitations from the negative energy Dirac sea. Band inversion
in the TI involves an intertwining of its electronic states that supports a nontrivial
topological invariant. Therefore, in order to move from the TI to an ordinary insulator
with a trivial topological invariant, these electronic bands must be unwound, which
cannot be achieved without closing the gap at the boundary.
7Since the introduction of TIs, the field of topological condensed matter physics has
grown tremendously. Other novel topological material classes have been discovered,
including topological semimetals and TCIs, the latter of which is the focus of this
dissertation. Like traditional TIs, TCIs support metallic chiral surface states which
have potential applications in the fields of quantum computing and spintronics. While
the spin-locking of the surface states suppresses back-scattering even in the presence of
certain types of impurities and disorder, other scattering channels may challenge the
robustness of these states. Foremost among these, is the inevitable interaction with
phonons at nonzero temperatures. Therefore, study of the interaction of phonons with
the protected surface states is necessary to assess possible technological applications.
The primary work presented in this dissertation is a quantitative measurement of the
electron-phonon interaction at the surface of the TCI Pb0.7Sn0.3Se performed using
inelastic helium atom scattering (HAS) spectroscopy.
In chapter two, I briefly describe TCIs and the properties of Pb0.7Sn0.3Se. Chapter
three outlines the principles of HAS, discusses the techniques applied, and describes
the facility in the surface physics laboratory. The remaining chapters detail the core
research of this thesis and present the results. In chapter four, I describe the com-
putational methods used to model the phonon dispersion and interpret the measured
events. Chapter five contains the results of elastic and inelastic HAS measurements
performed on Pb0.7Sn0.3Se in both its topologically trivial and nontrivial phases. Elas-
tic measurements present the surface diffraction patterns, while inelastic measure-
ments provide a comprehensive mapping of the surface phonon dispersion along one
of the high-symmetry directions of the SBZ. In chapter six, I outline the Matsubara
Green’s function formalism used to determine the electron-phonon coupling associ-
ated with a given surface phonon dispersion curve. I conclude the dissertation with
a discussion of the findings in this work and potential directions of related research.
Chapter 2
The Topological Crystalline Insulator
Pb1−xSnxSe
In this chapter I review the characteristic attributes that define the class of topolog-
ical materials known as TCIs, and then outline the properties of the material system
Pb1−xSnxSe, which is the subject of the research performed as a part of this disser-
tation. I will define its crystal structure and space group symmetries. Next, I will
review reported inelastic neutron scattering (INS) measurements of its bulk phonon
dispersions. I will then present an overview of its electronic structure calculations
that predict its classification as a TCI in a certain Sn-concentration regime, and of
supporting ARPES measurements that demonstrate the existence of protected gap-
less electronic states in the nontrivial topological regime. Finally I will discuss factors
that induce the topological phase transition in Pb1−xSnxSe as a function of tempera-
ture and Sn-concentration x. The presence of such a transition allowed me to study
and contrast the surface phonon dispersions in the trivial and nontrivial topological
regimes.
2.1 Topological Crystalline Insulators
Following the great success in the theoretical prediction and experimental verification
of the existence of TI materials, much effort has been devoted to exploring new
topological phases of matter. In particular, whether topological materials exist where
space group symmetries can replace TRS to support nontrivial topological phases
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9and protect gapless surface electronic states. In 2011, Fu demonstrated that crystal
symmetries, such as rotation or mirror symmetry, ensure the existence of gapless
surface electronic states in a class of materials which he coined topological crystalline
insulators [33]. TRS is no longer a requirement for the existence of protected metallic
surface states in these materials and, thus, they become robust against weak magnetic
impurities.
With this new class of topological materials comes a new topological invariant: in
the case of mirror-symmetry-protected TCIs it is the mirror Chern number, nM , for
which a nonzero value defines a topologically nontrivial system. The mirror operation
can be specifically defined as M = PC2, where P is inversion and C2 is a 180
◦
counterclockwise rotation about the axis perpendicular to the mirror plane. Under
a full 360◦ rotation, spin-1/2 states undergo a phase shift of −1, and therefore must
have C2 eigenvalues of ±i. P does not affect the spin degree of freedom, and so the
resulting eigenvalues of the mirror operator M are ±i. Thus, every bulk electronic
state within a given mirror plane can be labeled according to its mirror eigenvalue ±i
and associated Chern numbers n±i. A system that obeys TRS necessarily has a total
Chern number n = n+i + n−i = 0, but its mirror Chern number nM ≡ (n+i − n−i)/2
may take nonzero values [34]. As stated in the previous chapter, TIs necessarily have
an odd number of Dirac cones in their SBZ, however, this requirement no longer holds
for TCIs as nM may take nontrivial values (nM 6= 0) while the Z2 invariant becomes
topologically trivial.
Calculation of electronic band structure of the heavy IV-VI semiconductor SnTe-
family of materials predicted their candidacy as TCIs [25]. These calculations sug-
gested that SnTe possesses an inverted bulk band structure, and subsequent ARPES
measurements confirmed the existence of gapless surface states protected by mir-
ror symmetry on its (001) surface [35]. Since the 1960s, the related solid solutions
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Pb1−xSnxTe and Pb1−xSnxSe have been known to undergo bulk band inversion with
increasing Sn-concentration x [36, 37, 38, 39, 40, 41]. Further ARPES studies of these
alloys confirmed the presence of protected gapless surface states beyond the critical
value of x and below certain temperatures [42, 43]. The dispersion of these states
is distinct from those of TIs and manifests as two interacting coaxial Dirac cones
dubbed a double Dirac cone (DDC), presented in figure 2·1. Like those appearing at
the surface of TIs, these states exhibit a nontrivial spin texture due to SOC [44, 45].
Figure 2·1: SnTe-family TCI (001) surface electronic dispersion.
(Left) DDC structure. (Right) Position of DDCs in first SBZ. There
are two inequivalent DDCs, composed of a total of four Dirac cones.
2.2 Crystal Structure of Pb1−xSnxSe
This dissertation presents work investigating the TCI Pb1−xSnxSe, which is a substi-
tutional solid solution with end compounds PbSe and SnSe. PbSe has rocksalt crystal
structure with space group Fm3¯m and lattice constant a0 = 6.12 A˚. The well-known
rocksalt structure is composed of two interpenetrating face-centered cubic (FCC) lat-
tices, one associated with each of the atomic species. SnSe, on the other hand, has the
orthorhombic GeSe structure with space group Pnma and lattice constants a = 4.46
A˚, b = 4.19 A˚, and c = 11.57 A˚[46]. Consequently, these do not form a complete
series of pseudobinary solid solutions. In fact, Pb1−xSnxSe has been found to crystal-
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lize in the rocksalt structure for 0 ≤ x ≤ 0.43 [38] with lattice constant a0 decreasing
linearly with x, following Vegard’s law for alloys [47].
The first bulk Brillouin zone for the rocksalt structure is shown in figure 2·6
together with its projection onto the (001) SBZ. The (001) SBZ is square with three
high-symmetry points: the Γ¯ point at the zone center, the X¯ point at the edge center,
and the M¯ point at the edge corner. It should be noted that the M¯ points at the four
corners of the SBZ are all equivalent, while there are two inequivalent X¯ points that
cannot be connected directly by a reciprocal lattice vector.
2.3 Phononic and Electronic Band Structures
2.3.1 Bulk Phonon Spectra
Here I present the very limited data reported in the literature regarding measurements
of the Pb1−xSnxSe family bulk phonon spectra. The most complete study of the end
compound PbSe was performed via INS by Vijayaraghavan, et al. in 1973 [48]. The
results reported in this study are presented in figure 2·2. Another INS study was
performed at a Sn-concentration of x = 0.20 by Vodopyanov, et al. in 1978 [49],
where measurements were limited to the ∆ direction that connects the Γ and X
points of the Brillouin zone. Because of the scarcity of data for PbSe, particularly for
the higher-frequency optical modes, I also examined the more numerous and extensive
studies of the related compounds PbTe, SnTe, and Pb1−xSnxTe. It should be noted
for the sake of comparison that, while they share the Fm3¯m space group, the Te ion
has a mass of 127.60 amu and a radius of 2.07 A˚, whereas the Se ion has a mass of
78.96 amu and radius of 1.84 A˚[50]. Thorough investigations of the dispersions of
these materials were carried out in the 1960s and 1970s [51, 52, 53].
The primitive cell of PbSe contains two distinct atoms, each with three degrees of
freedom. Therefore at any given wavevector there are a total of six phonon modes,
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Figure 2·2: Reported INS measurements of PbSe phonon dispersions
from reference [48]. Data is primarily along lower-frequency acoustic
modes.
three acoustic and three optical. These can further be characterized as having lon-
gitudinal or transverse polarization: of each set of acoustic or optical modes, one is
longitudinal and two are transverse. Along the ∆ (ΓX) and Λ (ΓL) high-symmetry
directions, the transverse modes belong to the 2D ∆5 and Λ3 irreducible represen-
tations (irreps). Therefore, along these directions the two acoustic transverse modes
are degenerate, as are the two optical transverse modes. Along the Σ (ΓK) direction,
considering the acoustic and optical modes separately, the transverse modes belong
to different irreps: The mode with oscillation in the (001) direction belongs to Σ3 and
the mode with oscillation in the (11¯0) direction belongs to Σ4. As a result, along Σ
all six modes are, in general, non-degenerate.
2.3.2 Electronic Structure
The materials in the SnTe family that manifest a TCI phase do so because of their
unique electronic structure. They are semiconducting, with fundamental band gaps
of ∼100-200 meV located at the four inequivalent L points in the bulk BZ.
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Figure 2·3: Schematic representation of the valence and conduction
bands in PbTe and SnTe from reference [37]. The relative reversal in
the ordering of the L+6 and L
−
6 states can be seen, with an intermediate
gapless band structure in Pb1−xSnxTe.
In PbTe, the valence band belongs to the 2D irrep L+6 , and is primarily derived
from the p orbitals of the anion (Te), while the conduction band belongs to the 2D
irrep L−6 and is derived from the p orbital of the cation (Pb) [36]. This band structure
is very sensitive to relativistic effects. The difference in the relativistic energy shifts
for Pb and Sn causes these bands to be inverted in SnTe, as illustrated in figure 2·3.
That is, in SnTe, the valence band is instead the L−6 state due to the cation and
the conduction band is the L+6 due to the anion [37]. More recent first-principles
calculations of the PbTe and SnTe electronic band structure support this description,
as shown in figure 2·4. The conduction and valence bands of PbTe throughout the
Brillouin zone, figure 2·4(b), are primarily derived from the p orbitals of Pb and Te
atoms, respectively. This suggests that PbTe is smoothly connected to the atomic
limit, in which Pb orbitals are empty and Te orbitals filled due to their on-site energy
difference. In contrast, the orbitals in the band structure of SnTe, figure 2·4(a), are
switched near L points: the conduction band edge is derived from Te and the valence
band edge from Sn.
14
Figure 2·4: Electronic band structures of SnTe and PbTe from ref-
erence [54]. Red dots on the band curves indicate the occupation of
Te atoms by the electronic charge, demonstrating the relative band
inversion at the L point.
The band structure near each L point can be described by a four-band k ·p theory
[54] in the basis of the four Bloch states at L, Ψσ,s(L), where σ = 1(−1) refers to the
state derived from the cation (anion), and s labels the Kramers doublet. The ensuing
L point Hamiltonian takes the form
H = mσz + v(k1s2 − k2s1)σx + v3k3σy (2.1)
where k1, k2, k3 form an orthogonal system with k3 along ΓL and k1 in the [110]
direction perpendicular to the mirror plane containing ΓL. σ and s are two sets of Pauli
matrices. σz = ±1 corresponds to the cationic (Pb/Sn) and anionic (Te) p orbitals,
respectively. s3 = ±1 labels total angular momentum j = ±1/2 along ΓL. Positive
m indicates that the conduction and valence bands are derived from the cation and
anion, respectively, with negative m indicating the opposite association. The form of
H in equation (2.1) satisfies the D3d point group symmetries, which leave an L point
invariant. Reflection about the mirror plane is represented by M = −is1, and within
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the (110) mirror plane k1 = 0, allowing the decomposition of the Hamiltonian in
equation (2.1) into s1 = ±1 subspaces with corresponding mirror eigenvalues M = ∓i.
The Hamiltonians of these subspaces are
H±0 = mσz ∓ vk2σx + v3k3σy (2.2)
each describing a 2D massive Dirac fermion.
In this theory, the switching of conduction and valence band character associated
with going from PbTe to SnTe corresponds to taking m → −m. Changing the sign
of m changes the Chern number of the s1 = ±1 subspace by ±1, changing the mirror
Chern number nM at each L point by −1. Further, a C2 rotation around the [11¯0]
axis relates the L1 and L2 points. Under this rotation the spin polarization s1 and
the orientation of the ΓL1L2 plane are flipped. The Berry curvatures are then related
by F+i(L1) = −F−i(L2) and F−i(L1) = −F+i(L2). Thus, since
(F+i − F−i)|L1 = (F+i − F−i)|L2 (2.3)
there is an equal contribution to the mirror Chern number from L1 and L2 and this
band inversion changes nM by −2. Because of their different mirror Chern numbers,
PbTe and SnTe are topologically distinct [54].
In their calculations Hsieh, et al. conclude that SnTe is a TCI with nM = −2,
while PbTe is topologically trivial with nM = 0. Finally, it is noted that the solid
solution Pb1−xSnxTe has a bandgap that closes and reopens with inverted bands, as a
function of both x and T , providing a tunable transition between the TCI and trivial
systems.
Like PbTe, PbSe has rocksalt structure and exhibits a band structure with a
narrow gap at the bulk L points and trivial mirror Chern number nM = 0. SnSe,
however, lacks the rocksalt structure of SnTe and is not a TCI. In the solid solution
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of PbSe and SnSe, band inversion occurs at Sn-concentrations as low as 18% at low
temperatures, as will be discussed later in this chapter. Within the range 0.18 <
x < 0.43 Pb1−xSnxSe crystallizes in the rocksalt structure and the prerequisites to
the TCI phase are satisfied.
Figure 2·5: (001) surface band dispersion of SnTe from reference [54].
Note that the bulk L point projects onto the X¯ point. The two surface
bands which appear in red agree with nM = −2.
2.3.3 Surface Electronic Band Structure
The TCIs in the SnTe family possess topological surface states with novel dispersions
on the crystal surfaces (001), (111), and (110), which are normal to at least one such
mirror plane. However, only the (001) surface is a natural cleavage plane [45]. Con-
sequently, in this work I have investigated the (001) surface which possesses surface
Dirac fermions with a DDC dispersion, shown in figure 2·1. The (001) surface elec-
tronic structure of SnTe, with the topological surface state band, is shown in figure
2·5. They are represented by a four-band k · p model Hamiltonian expanded around
the X¯ point, that was developed in reference [45]. Two L points from the Brillouin
zone boundary are projected onto each of the X¯ points on the SBZ boundary and
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each L point contributes a Dirac cone. The interaction between the two L-valleys
leads to the peculiar DDC structure.
Figure 2·6: Bulk and surface first Brillouin zones of Pb1−xSnxSe
(0 ≤ x ≤ 0.43). Bulk L points are projected onto surface X¯ points: L1
and L2 are projected onto X¯1, while L3 and L4 are projected onto X¯2.
First, a hypothetical smooth interface between the trivial insulator and TCI is
considered, in which the Dirac mass gradually changes sign over many lattice con-
stants. In this limit, scattering between the two L-valleys projected onto the same
in-plane momentum is fully suppressed, as it requires large momentum transfer per-
pendicular to the surface. The result is a Rashba-type interaction of the form k× s
which accounts for the spin-momentum locking of the Dirac fermion states. It has
been previously suggested in field theoretical treatment of such a boundary [55, 56].
Alone, this describes two degenerate Dirac cones, each associated with one of the two
L-valleys, or flavors.
Next, a realistic sharp boundary at the lattice scale is invoked, introducing inter-
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valley scattering. These additional terms are determined through symmetry analysis
and satisfy the symmetry of the (001) crystal surface, which at X¯ is invariant under
Myz = −isx : MyzH(kx, ky)M−1yz = H(−kx, ky)
Mxz = −iτxsy : MxzH(kx, ky)M−1xz = H(kx,−ky)
C2 = −iτxsz : C2H(kx, ky)C−12 = H(−kx,−ky)
Θ = −isyK : ΘH(kx, ky)Θ−1 = H∗(−kx,−ky) (2.4)
The reflection Myz preserves the L1 and L2 valleys and acts only on the spin, while the
reflection Mxz and the two-fold rotation C2 interchange L1 and L2 and thus involve
a flavor-changing operator τx. The two symmetry-allowed operators are therefore τx
and sxτy. The Hamiltonian around an X¯ point (in this case X¯1) is given by
H(k) = (vxkxsy − vykysx)⊗ Iτ +mIs ⊗ τx + δsxτy (2.5)
s and τ represent Pauli matrices associated with spin degrees of freedom and with
the L-valley flavor, respectively; Is and Iτ are identity matrices in the corresponding
spaces. k = (kx, ky) is measured from the X¯ point. The resulting eigenvalues are
EH,L(k) =
√
m2 + δ2 + v2xk
2
x + v
2
yk
2
y ± 2
√
m2v2xk
2
x + (m
2 + δ2)k2yv
2
y (2.6)
The term parameterized by m causes the two Dirac cones to form bonding and
antibonding cones, shifted in energy from the prior Dirac point. In the absence of
the final term, the shifted cones intersect along an ellipse centered around the X¯
point. When the final δ term is included, this crossing is removed via hybridization,
producing a gap that is dependent on the direction of k. However, at the two points
along the Γ¯-X¯ direction, the (110) mirror symmetry prevents the gap from opening.
The bands have opposite Myz mirror eigenvalues, and so this hybridization is fully
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forbidden only along this direction, leading to the characteristic pair of Dirac points
on either side of X¯.
Figure 2·7: ARPES spectra of Pb0.70Sn0.30Se (001) surface at 10 K
from reference [57].
The details of the DDC structure have been reported in ARPES measurements,
such as those shown in figure 2·7, and the spin-texture predicted by the model [43, 58]
has been confirmed by spin-resolved ARPES. Studies have been performed on samples
with various Sn-concentrations and at various temperatures, confirming the presence
of gapless surface states with DDC structure in the regime predicted. Measurements
have also indicated that a surface distortion emerges at temperatures below 150 K,
breaking one of the two mirror planes protecting the TCI surface states. Through
this process, one of the two DDCs in the SBZ is gapped and some of the surface Dirac
fermions gain mass, as shown in figure 2·8.
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Figure 2·8: ARPES spectra of Pb0.70Sn0.30Se (001) surface from ref-
erence [59]. This figure demonstrates two temperature-dependent tran-
sitions: the trivial-to-topological transition as the fundamental bulk
band gap (∆X¯) is closed between 275 and 150 K, and the opening of a
surface Dirac gap (∆Λ¯x¯) between 150 and 9 K.
2.4 Topological Phase Transition
Many of these comprehensive studies of Pb1−xSnxSe highlight its topological phase
transition. Pb1−xSnxSe is of particular note among known TCIs because it undergoes
a topological phase transition that is dependent on both the Sn-concentration x and
the temperature of the material. As stated above, the SnTe family TCI phase requires
both the (110) mirror symmetry plane and bulk band inversion. So long as x <
0.43 and the material temperature is above the value at which distortion occurs, the
rocksalt structure of Pb1−xSnxSe is preserved, satisfying the symmetry requirement.
For x > 0.18, when lowering the temperature below some critical Tc, the fun-
damental band gap is closed and then reopened with inverted character. The Tc at
which this transition occurs increases with increase in x. This dependence on Sn-
concentration is attributed to the relativistic energy shift of the Pb and Sn valence
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bands [38], which is also responsible for the topological distinction between the band
structures of PbTe and SnTe. It has also been shown in density functional theory
(DFT) calculations that hydrostatic pressure can play the same role as increased Sn
in this and other materials, inducing the phase transition [60].
This dissertation presents measurements and analysis of Pb0.7Sn0.3Se, which un-
dergoes the topological phase transition around 250 K. As a result, I am able to make
measurements both in the trivial phase at 300 K, as well as in the TCI phase at
200 K. In Pb0.7Sn0.3Se, the low-temperature lattice distortion has only been observed
below 150 K [59]. Since none of my measurements are made below 200 K, both DDCs
in the SBZ persist and this phenomenon is not relevant to this work.
Chapter 3
Helium Atom Scattering - Principles,
Methodology, and Realization
In this chapter, I will discuss the technique of HAS and its use investigating the
physics of surface dynamics and electron-phonon interactions. I will begin by listing
the advantages of using HAS in such studies. In the next section, I will introduce
the theoretical foundations involved in atomic beam diffraction. Next, I will discuss
the approximations used to model this phenomenon. Finally, I will describe the
implementation of HAS used in the facility where this experiment has been performed,
and elaborate on the various components of the apparatus.
3.1 Advantages of HAS Techniques
HAS is a technique that is used to provide information about surface structure and
dynamics of crystalline materials [61, 62, 63, 64]. In this technique, a collimated
monoenergetic helium beam is elastically or inelastically scattered from a solid surface.
There are many beneficial properties of HAS over other surface-probing techniques:
• For compatibility with interatomic distances and Brillouin zone dimensions of
crystalline surfaces, namely, de Broglie wavelengths of 0.5-1.5 A˚, helium beams
employed should have thermal energies in the range 10-80 meV. The upper limit
is dictated by quantum scattering considerations.
• At thermal energies, the classical turning point lies 2-3 A˚ above the ion cores of
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the outermost layer of the solid [62], ensuring that HAS is exclusively surface
sensitive.
• The thermal energies of employed helium beams are well-matched to those of
surface phonons.
• Helium atoms are light and so multi-phonon events are rare.
• Helium atoms have a small diameter of 0.5 A˚ and so scattering is local and
usually involves only a single surface ion core, therefore multiple-scattering is
suppressed.
• Helium has a closed electron K shell, and is thus quite chemically inert.
• High-intensity thermal helium beams are easily produced with high energy res-
olution of less than 1 meV.
3.2 Principles of Atomic Helium Scattering
3.2.1 Particle-Surface Interaction Potential
In order to apply atomic helium beams to study the dynamics of solid surfaces, I first
discuss the particle-surface interaction on the microscopic scale. I model the solid as
a semi-infinite slab extending in the region z < 0.
At long distances, the interaction is essentially of the attractive van der Waals
type. Integrating the atomic interaction potential ∝ r−6 over the semi-infinite slab
gives an interaction potential of the form [65]
Vatt = −
∞∫
z
dz′
∞∫
0
dρ
2pi∫
0
dφ
C
(ρ2 + z′2)3
∼ −C
z3
(3.1)
where C is a constant depending on the material surface.
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When the helium atom overlaps with the surface electron wavefunctions, it expe-
riences a steep repulsive potential. It has been shown [66] that, to a good approxi-
mation, the potential is proportional to the surface charge density, that is,
Vrep(r) = αρ(r) (3.2)
where α is a constant ∼ 102 eV·a0 where a0 is the Bohr radius.
Taken together, the attractive and repulsive contributions form a potential curve
with a minimum around z = 5-10 A˚ with depth D ∼ 5-10 meV, as is illustrated
in figure 3·1. The interaction potential has the surface periodicity. As seen from
equation (3.2) it acquires the corrugation of a constant charge density contour that is
height-dependent. Taking each of the classical turning points as a scattering center,
the resulting scattering surface is the so-called corrugation function ζ(R), where R is
a 2D vector in the surface plane, which corresponds to a contour of constant surface
charge density (see figure 3·2). In practice, we make use of an approximation in order
to simplify the interaction potential, as is discussed in a later section of this chapter.
3.2.2 Two-Dimensional Scattering Kinematics
I now describe the kinematics equations determining elastic and inelastic scattering
for an in-plane scattering geometry, as shown in figure 3·3. The helium atoms in
the incident electron beam are considered as particles of mass m and energy Ei,
which arrive at the surface at an angle θi measured from the surface normal, while
the scattered particles have corresponding energy Ef and outgoing angle θf . The
incident and scattered particle wavevectors are ki and kf , respectively, and so one
can write
Ei =
~k2i
2m
Ef =
~k2f
2m
(3.3)
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Figure 3·1: Illustration of interaction potential between the incident
helium beam and sample surface, with short-range repulsive and long-
range attractive regions.
I introduce the notation k = (K, kz), splitting the wavevector into a component K
parallel to the surface, and a component kz perpendicular to the surface. Clearly
Ki = ki sin θi and Kf = kf sin θf .
Elastic Scattering
In the case of elastic scattering the initial and final energies are equal, or equivalently,
the magnitudes of the incident and scattered beam wavevectors are the same. To
satisfy the Bragg condition for diffraction from a 2D periodic system, the wavevector
components parallel to the surface must differ by a reciprocal lattice vector G, namely,
Kf = Ki + G (3.4)
or
kf sin θf = ki sin θi ± nG0 (3.5)
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ki kf
Equicharge contours
Surface atoms
Figure 3·2: Helium atom-surface scattering process. A helium atom
with incident wavevector ki scatters from a constant charge density
contour into a state with final wavevector kf .
where G0 is the magnitude of a primitive reciprocal lattice vector along a high-
symmetry direction in the SBZ, and n can take any integer value. By solving equation
(3.5) using ki = kf , I obtain
sin θf = sin θi ± nG0
ki
(3.6)
which defines the angular locations of the elastic diffraction peaks.
Elastic diffraction measurements using HAS are performed for several purposes.
Peak location in a measured diffraction pattern can be used as a measure of the surface
reciprocal lattice vector G0, and thus of the structure of the surface lattice. Further
analysis of the intensity of diffraction peaks along a high-symmetry direction can be
used to reconstruct the corrugation function ζ(R) via Fourier analysis. The primary
use in this study, however, is to align high-symmetry directions with the scattering
plane, as required to measure surface phonon dispersions when using inelastic HAS
techniques.
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Figure 3·3: Diagram of in-plane scattering geometry. The final he-
lium wavevector lies within the scattering plane defined by the incident
helium wavevector and the surface normal vector.
Inelastic Scattering
The interaction between the helium beam and the solid surface also involves inelas-
tic scattering, in which the energy of the scattered beam is not equal to that of the
incident beam. This requires the consideration of a deformable, rather than rigid, sur-
face corrugation ζ(R, t) so that there is the possibility of energy transfer between the
scattered helium atom and the surface charge density. If there is significant coupling
between the charge density and the motion of the underlying ion cores, this energy
transfer can effect the creation or annihilation of a phonon. In the case of phonon
creation, energy is transferred from the helium atom, disturbing the ionic positions
and producing a vibrational mode, whereas in the case of phonon annihilation, an
already present oscillation can impart energy to the the helium atom. Again, in both
cases, this interaction is mediated through the surface electron charge density.
The change in energy between the incident and scattered helium beams can be
written as
∆E =
~2
2m
(
k2f − k2i
)
= Ei
(
k2f
k2i
− 1
)
(3.7)
Since the energies of the incident and scattered helium beams are no longer equal,
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then kf 6= ki. Using the same notation as in the case of elastic scattering, the change
in the component of the helium beam wavevector parallel to the surface plane is
∆K = kf sin θf − ki sin θi (3.8)
and so by combining equations (3.7) and (3.8) to eliminate kf , we have the primary
equation describing general inelastic scattering events
∆E = Ei
(
sin2 θi
sin2 θf
(
∆K
ki sin θi
+ 1
)2
− 1
)
(3.9)
As is expected, we see that the change in energy, ∆E of the scattered helium beam
is quadratic in the momentum transfer ∆K. The incident beam energy Ei and corre-
sponding wavevector ki, as well as the incident angle θi and scattered angle θf of the
beam as measured from the surface normal are experimental parameters determined
by preparation of the helium beam and the geometric configuration of the measure-
ment. Equation (3.9) is known as the scan curves relation, as each set of experimental
parameters determines one of the parabolic scan curves representing the kinemati-
cally allowed pairs of (∆K,∆E). By varying the parameters, one can probe regions
of this phase space in order to fully map the surface phonon dispersion curves of the
material under investigation. In figure 3·4, a family of such scan curves for fixed Ei
and θi and varying values of θf is shown over an example dispersion curve typical of
some 1D monatomic ionic chain. Where a scan curve intersects with this dispersion,
one expects to observe a helium beam-phonon interaction event.
Considering only single-phonon events, conservation of momentum parallel to the
surface plane gives the relation
∆K = q ± nG0 (3.10)
where q is the magnitude of the phonon wavevector and G0 is again the magnitude of
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Figure 3.6: Extended zone diagram showing typical scan curves (dashed lines) for helium
scattering for a fixed incident angle θi = 45
◦ and different θf ’s. The solid curves represent
possible ideal dispersion curves as sine waves. The intersections of the dispersion with the
scan curves indicate possible inelastic scattering events.
Figure ·4: Overlay of family of scan curves (dashed li es) for fixed
incident angle θi = 45
◦ and beam energy Ei = 30 meV atop an example
dispersion relation (solid curves). The dispersion is reflected across the
∆K axis to account for both phonon annihilation and creation events.
Measurable events occur only at the intersection of scan curves and the
dispersion relation.
a reciprocal lattice vector as in equation (3.5). Likewise, energy conservation requires
that
∆E = ±~ω(q) (3.11)
That is the decrease (increase) in beam energy must be equal to the energy of a
phonon that is created (annihilated). Through application of the scan curves of
equation (3.9) along with equations (3.10) and (3.11), it can be seen that once G0 has
been determined through preliminary elastic diffraction pattern measurements, it is
sufficient to measure ∆E of the helium beam with known values of Ei, θi, and θf in
order to determine a point of the form (q, ~ω(q)). Through many such measurements,
the underlying surface phonon dispersion curves are reconstructed.
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3.3 Methodology
Exact calculations of the interaction between the helium beam and solid surfaces from
which it scatters can be quite cumbersome and time-consuming. It is thus necessary
to employ appropriate approximations in order to carry out fitting of experimental
data.
The first such approximation is considering the helium atom-surface interaction
potential through the hard corrugated wall model. In this model, the exact interaction
potential, as depicted in figure 3·1, with its attractive well and sharply repulsive
center, is modeled as a hard wall located at the classical turning point, shown in
figure 3·5, that is,
V (z) =
{
0 for z > ζ(R)
∞ for z ≤ ζ(R) (3.12)
where z is the distance normal to the surface, and ζ(R) is again the corrugation
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function, which lies along a contour of constant electron density dependent on the
energy of the incoming helium beam. The accuracy of this approximation depends
primarily on the well depth D of the exact potential compared to the energy of the
incoming beam. For helium atoms, the D is typically in the range 5-10 meV. Thermal
helium atoms at temperatures as low as 100 K have energies Eb > 20 meV, so except
for very cold beams, the condition that Eb  D is well-fulfilled.
Eikonal Approximation
By invoking the Rayleigh assumption, in which the incoming and outgoing beams
are considered as plane waves, the total particle wavefunction of the helium beam
interacting with the material surface is
Ψ(R, z) = exp [i(K ·R + kizz)] +
∑
G
AG exp [i((K + G) ·R + kGzz)] (3.13)
where the first term represents the incident beam of wavevector ki = (K, kiz) and
the second term represents the scattered beam. The sum is over the diffracted beams
with amplitudes AG and wavevectors kG = (K+G, kGz) associated with each surface
reciprocal wavevector G, satisfying the 2D Bragg condition, KG = Ki + G. Making
use of the hard wall approximation, the boundary condition Ψ [R, z = ζ(R)] = 0 is
applied to obtain
∑
G
AG exp [i(G ·R + kGzζ(R))] = − exp [ikizζ(R)] (3.14)
Multiplying equation (3.14) by exp [−i(G′ ·R + kG′zζ(R))] and integrating over the
unit cell, we obtain the matrix equation
∑
G
MGG′AG = A
0
G′ (3.15)
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where
A0G′ = −
1
S
∫
u.c.
exp {−i [G′ ·R + (kG′z − kiz)ζ(R)]} dR (3.16)
and
MGG′ =
1
S
∫
u.c.
exp {i [(G−G′) ·R + (kGz − kG′z)ζ(R)]} dR (3.17)
where S is the area of the surface unit cell. The matrix with elements MGG′ is clearly
Hermitian, with diagonal elements equal to 1. Further, it can be shown [62] that the
off-diagonal elements for a 1D corrugation are
MGG′ ∼ pi
2
ζmax
a
tan θi G 6= G′ (3.18)
where a is the lattice constant. In the case that the maximum corrugation ζmax  a
and the angle of incidence θi is not too large, these off-diagonal elements can be
ignored. This is equivalent to neglecting multiple scattering and leads to
AG = A
0
G = −
1
S
∫
u.c.
exp {−i [G′ ·R + (kG′z − kiz)ζ(R)]} dR (3.19)
Equation (3.19) is the eikonal approximation, and is typically considered valid so long
as ζmax < 0.1a and θi < 45
◦. The diffraction probabilities can be calculated by
PG =
|kGz|
|kiz| |AG|
2 (3.20)
where the geometric prefactor |kGz|/|kiz| = cos θG/ cos θi in the case of in-plane scat-
tering.
The eikonal approximation ignores the contribution from evanescent waves (k2Gz <
0) and as a consequence the unitarity condition,
∑
G
PG = 1 (3.21)
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is violated. A compensating kinematic factor was developed [67]
AG =
1 + cos θi cos θG − sin θi sin θG cos(δφG)
cos θG(cos θi + cos θG)
A0G′ (3.22)
where δφG is the change of the out-of-plane angle, equal to zero for in-plane scattering.
Even in the absence of this factor, it has been found that the relative values of
diffraction probabilities PG are very close to the exact calculation [62].
3.4 The HAS Facility
The HAS facility where this research was performed consists of a series of high vacuum
and ultra-high vacuum (UHV) chambers that house the instruments that produce the
high resolution helium beam and perform the scattering and measurement procedure.
An overhead schematic diagram of this is shown in figure 3·6.	  
?????????
????????
Figure 3·6: Top view of the HAS facility at Boston University.
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Figure 4.2: Features of a free-jet continuum expansion. The atomic beam is extracted from
the “zone of silence” by a skimmer(not shown)
background maintained at a low pressure Pb in the source chamber. Figure 4.2 shows the
features of a free jet expansion under continuum conditions [57]. In the course of the ex-
tremely rapid hydrodynamic expansion, with a typical cooling rate of 109 K/sec, collisions
between the atoms transform the randomly distributed thermal velocities in the reservoir
into a uniform motion directed normal to the orifice. The average velocity of the atoms in
the beam is given by
u∞ =
￿
5kBT0
m
(4.1)
In this way, the beam velocity, and hence its energy and de Broglie wave vector can be
changed by varying the reservoir temperature T0. For helium, typical values of the directed
velocity are u∞ = 1700 m/s, k0 = 11.1 A˚−1 at T0 = 300 K and u∞ = 900 m/s, k0 = 5.7
A˚−1 at T0 = 80 K.
The temperature characterizing the thermal motion in the beam decreases during the
expansion. If the expanding beam is allowed to collide with the Mach disc at the front of
Figure 3·7: S hematic of the helium beam monochromator. Helium
undergoes an adiabatic expansion on exiting the nozzle. A skimmer as-
sembly is used to extract helium with a very narrow energy distribution
from within the zone of silence.
3.4.1 Source/Monochromator
In order to perform high resolution scattering experiments, we need a source that
produces a high intensity (1014-1015 atoms/sec·cm2) beam with an easily-controlled
energy with resolution of no more than 1% and angular divergence of < 0.2◦. This
is achieved with the aid of a monochromator consisting of a nozzle-skimmer setup,
as indicated in the leftmost chamber of figure 3·6. The thermodynamic and hydro-
dynamic considerations of the generation of the helium beam are discussed in this
section.
The background pressure of the source chamber is maintained at Pb ≈ 10−5 Torr
via a 12,500 L/s diffusion pump backed by a Roots pump and mechanical pump
in tandem. High purity (99.999%) helium is supplied at a pressure P0 ≈ 500 psi
= 3× 104 Torr from an external tank. The helium is delivered to a reservoir housed
in the source vacuum chamber and capped with a nozzle of diameter d = 20µm,
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and kept at a controlled reservoir temperature, T0. The helium adiabatically expands
through the nozzle into the source chamber, as illustrated in figure 3·7. The average
beam energy per atom is given by
EHe = mv
2/2 = (5/2)kBT0 (3.23)
where kB is the Boltzmann constant. The 5/2 coefficient arises from the forward
propulsion of the beam through the nozzle [68].
During this adiabatic expansion, the helium gas cools rapidly, on the order of
109 K/s to a final temperature T . This cooling causes a dramatic reduction in the
variance of the helium velocity distribution. The performance of this beam source is
described by the speed ratio S, which is defined as the ratio of the kinetic energy of
the flow velocity of a volume element of the gas to the temperature describing the
mean kinetic energy of the molecular motion around this average velocity, that is
S =
√
mv2
2kBT
(3.24)
The speed ratio is related to the velocity distribution and the ratio of the initial and
final temperatures of the beam through the expressions [69]
∆v/v ≈ 1.65/S (3.25)
and
T/T0 ≈ 2.5/S2 (3.26)
Thus the corresponding relative energy spread is
∆E/E ≈ 3.3/S (3.27)
A high resolution beam is produced by achieving the largest possible S, which is
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determined by the value P0d. The results of theoretical calculations are depicted in
figure 3·8. The quantum mechanical model results show enhancement of the speed
ratio beyond the linear results of the classical model, as a consequence of zero-energy
resonance, in which the low-energy bound state of the helium dimer causes a signif-
icant increase in the scattering cross section of the beam. Achievable values of P0d
and therefore S are limited by the pumping capacity available to the source chamber.
In the present case, S ∼ 100 is realizable in the facility, corresponding to a relative
energy spread of a few percent.
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Figure 4.3: Speed ratio for He expansions at 300 K and at 77 K. The dashed lines are
results from a calculation using the classical cross-section while the solid lines represent
calculations taking into account the quantum mechanical effects on the cross-section
a P0d of 20 Torr-cm, a speed ratio of 250 may be reached, leading to a velocity distribution
of ∆v/v = 0.7%.
To optimize both the energy resolution and beam intensity, one wishes to operate with
as large a value of S as possible. According to Figure 4.3, this implies choosing the largest
possible values of P0d. Constraints then enter in the form of the pumping speed available in
the helium source chamber that limits the source throughput which scales as P0d
2. Using
a 20 µm diameter nozzle, we approach the limit imposed by the pumping speed Sp of
12500 liters/sec at P0 = 950 psi (1 atm=14.5 psi, P0d ≈100 Torr-cm). From Figure 4.3
this corresponds to a speed ratio of S = 120 at 300 K, giving a velocity of ∆v/v = 1.4%.
The atomic beam is extracted from the zone of silence (see Figure 4.2) by a commercial
skimmer1 which pierces the Mach shock disk with an opening diameter of 0.5 mm. Table
4.1 lists some important parameters for our He beam generator.
1Beam Dynamics Inc.,Minneapolis
Figure 3·8: Dependence of helium beam speed ratio on P0d for liquid
nitrogen and room temperatures. Classical model results are shown by
dashed lines while quantum model results are shown by solid lines.
A secondary effect of the rapid cooling of the helium beam as it exits the nozzle
is the dramatic reduction of the sound velocity within the gas. The beam atoms
become supersonic relative to the speed of sound in the expanding gas plume, and so
a shock barrel forms at its boundaries. Helium atoms must be extracted from within
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the zone of silence before they thermalize at the Mach disk at the front of the shock
barrel. This is achieved with the aid of a skimmer that penetrates the Mach disk,
extracting the cold helium beam from within the zone of silence. Such a skimmer
is manufactured via electro-plating and has an edge thickness of 5µm and an orifice
diameter of 0.5 mm. After passing through the skimmer, the helium beam traverses
a high vacuum buffer chamber where the flow becomes molecular. Some important
parameters for the helium beam generator are presented in table 3.1.
Table 3.1: Parameters for the helium beam generator.
Nozzle orifice diameter, d 20 µm
Source Nozzle pressure, P0 500-900 psi
Nozzle temperature, T0 80-300 K
Beam velocity resolution, ∆v
v
0.7% (at T0 = 80 K)
1.4% (at T0 = 300 K)
Skimmer Diameter 0.5 mm
Nozzle orifice-skimmer distance 15-20 mm
3.4.2 Helium Detector
The beam enters the target chamber (shown at the center of figure 3·6) through
a collimating orifice which defines an illumination disk of 2 mm diameter on the
sample surface. The scattered beam is angle-resolved by an orifice in the detector.
The detector system consists of two components, as shown in figure 3·9. The first
component is a metastable helium atom (23S) exciter. It is based on a crossed helium
beam/electron beam scattering geometry: an electron gun generates a well-collimated,
monoenergetic electron beam that intersects the angle-resolved helium beam at a right
angle. This geometry ensures that the forward helium momentum is not disturbed by
the scattering process. The electron beam energy is tuned to the 2P resonance peak
at 20.3 eV, 0.5 eV above the excitation threshold of 19.8 eV of the 23S metastable
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state (lifetime ∼ 104 s).
The emerging tagged He* metastable helium atoms travel a distance of l = 7 cm
before colliding with the second component of the detector - the multi-channel plate
electron multiplier (MCPEM). The collision results in the deexcitation of the He*
atom and leads to the ejection of an electron that subsequently generates an electron
cascade that is collected at the anode of the electron multiplier. The front face of the
MCPEM is oriented perpendicular to the He* travel direction in order to measure
the unperturbed helium beam velocity. After passing through a pre-amplifier, the
electron pulses are processed by a data acquisition system designed around a field-
programmable gate array (FPGA) and finally stored in a computer.
Electron
Beam
Electron Gun
Multichannel  Plate
He
He*
e-­
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Nozzle
Sample
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Figure 3·9: Detector assembly schematic. The scattered helium beam
is excited to a metastable state by a perpendicular electron beam, and
then detected by the MCPEM.
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3.4.3 Time-of-Flight Scheme
The elastic diffraction scattering measurements are carried out using a continuous
operation of the electron beam. Inelastic scattering events are measured with the
aid of time-of-flight (TOF) techniques: the electron beam is pulsed so that the flight
time of a given helium atom from its excitation to its arrival at the MCPEM can be
determined.
The change in the kinetic energy of a helium atom through its interaction with
the sample surface can be determined through the relation
∆E =
m
2
[(
l
tf
)2
−
(
l
t0
)2]
=
m
2
(
l
t0
)2 [(
t0
tf
)2
− 1
]
= Ei
[(
t0
tf
)2
− 1
]
(3.28)
where m is the helium atom mass, t0 is the arrival time of the elastically-scattered
helium beam, and tf is the arrival time of the inelastically-scattered helium beam.
The traditional method of performing atomic beam TOF experiments is through
the use of a mechanical beam chopper consisting of a notched rotating wheel. With
this technique, structural limitations of the wheel material constrain the rotational
speed and minimum gating times are ∼ 1 ms. To achieve reasonable resolution of the
arrival time, this gating time should be ≈ 1% of the total travel time of the helium
beam from the chopper to the detection plate. For thermal helium beam velocities
∼ 103 m/s, this requires a flight path length of 2-10 m in order to properly resolve the
arrival time of the beam at the detector. The drawback of such systems is that the
source-detector angle must be fixed. In comparison, gating of the electron beam can
be performed on a much smaller timescale of ∼ 1µs, requiring a flight path length
of as little as 7 cm. The detector is mounted on a two-axis goniometer, which allows
access to in-the-scattering-plane and out-of-the-scattering-plane angles.
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3.4.4 Pseudo-Random Pulsing
Electron gun pulses of duration ∼1 µs and energy above the metastable excitation
threshold create bunches of metastable He* atoms. Measuring the arrival time after
pulsing provides the velocity distribution. The time between pulses should be adjusted
to avoid overlap of arrival times of consecutive bunches. However, this requirement
leads to low duty cycles. To relax this constraint and enhance the duty cycle a
pseudo-random gate function is used in conjunction with cross-correlation techniques
[70]. The deconvolution process is performed by the programmed FPGA electronics.
3.5 Target Chamber
3.5.1 Production and Monitoring of UHV
Carrying out surface-sensitive experiments requires the maintenance of UHV condi-
tions. At pressures of 10−6 Torr, one monolayer of residual gas bombards the surface
per second. In order to keep a clean surface over the course of experiment, the back-
ground pressure must be kept at the order of 104 lower than such pressures.
A combination of a 2000 L/s turbomolecular pump, titanium getter-pumping,
and cryo-pumping1 is used to achieve a background pressure of about 10−10 Torr.
Partial pressures of the major contaminants are kept below 5 × 10−11 Torr, which
is monitored by a Stanford Research Systems Residual Gas Analyzer (RGA). At
these settings, HAS measurements can be performed on a clean sample surface for
approximately 8-12 hours.
1Liquid nitrogen is pumped into a hollow baffle within the pumping stage chamber, shown at the
far right of figure 3·6. The walls of the baffle then act as a cold surface onto which residual gases
adsorb.
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Figure 3·10: Diagram of anvil-and-blade sample cleaving mechanism.
3.5.2 Sample Cleaver
Since the HAS measurements are performed on insulating materials, a clean sample
surface is obtained by in situ cleaving. Cleaving is performed with the aid of a blade-
and-anvil geometry at the end of a retractable cleaver arm, as indicated at the lower
left of the target chamber in figure 3·6. One side of the sample is braced against the
anvil while a blade is oriented along the cleavage plane as shown in figure 3·10. The
cleaving operation is carried out by blade strikes.
3.5.3 Sample Manipulator
Samples are provided by our collaborators2. They are cut to sizes of 1-2 mm and
fixed to the end of an oxygen-free high thermal conductivity (OFHC) copper post
with UHV-compatible conductive epoxy. This post is placed on the sample stage of
the manipulator within the target chamber, where it is held in place by a pair of
support fins, as indicated in figure 3·11.
2Samples were prepared by Dr. F.C. Chou and Dr. R. Sankar of the Center of Condensed Matter
Sciences at the National Taiwan University.
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Figure 3·11: Diagram of sample manipulator assembly.
External micrometers are used to adjust the position of the sample along three
linear directions: x, y, and z. The orientation about the polar control axis can be
adjusted, determining the angle θi between the fixed direction of the incident helium
beam and the sample surface normal. Further, motion about the azimuthal control
axis rotates the sample about the surface normal vector in order to align the scattering
plane along surface high-symmetry directions.
Precise adjustment of the sample temperature is achieved via a temperature con-
troller (Scientific Instruments Inc. Model 9600-5). Through a feedback network, this
controls an APD closed-cycle helium refrigerator attached to the manipulator and a
ceramic heater at the rear of the sample stage.
3.5.4 Transfer Chamber
The apparatus is also equipped with a transfer chamber, as shown at the top left of
the target chamber in figure 3·6. A prepared sample-post assembly is attached to the
transfer arm housed in the transfer chamber. The chamber is evacuated using a small
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turbomolecular pump to achieve pressures below 10−8 Torr before it is opened to the
target chamber. The transfer arm is used to both remove and replace samples from
the manipulator. The target chamber is maintained at UHV pressures during these
transfers, thus minimizing the turnaround time between HAS experiments on sample
replacement.
Chapter 4
Lattice Dynamics
In this chapter, I describe the lattice dynamics calculations I used to provide the
framework for identifying the character and symmetries of the measured phonon
events. These calculations are based on the pseudocharge model (PCM) [71, 72, 73],
and include direct and electron-mediated ion-ion interactions. Both short-range forces
and long-range Coulomb forces are included. I will first give an overview of the formal
theory of lattice dynamics and describe the PCM. Next, I will outline the implemen-
tation of the model in a slab geometry, allowing for the manifestation of surface
phonons. Finally, I will show how the topological Dirac fermions are incorporated in
the lattice dynamics model.
4.1 Dynamical Matrix Formalism
We consider a solid crystal with a periodic arrangement of atoms, and define the
position of the κth atom in the lth primitive cell as
r(lκ) = r0(lκ) + u(lκ) (4.1)
In this expression u(lκ) is a small atomic displacement from the equilibrium position
r0(lκ) = l1a1 + l2a2 + l3a3 + r0(κ) (4.2)
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where a1, a2, and a3 are the primitive lattice vectors and κ is the sublattice index. The
assumption of small displacements allows a Taylor series expansion of the potential
energy about the equilibrium position,
Φ = Φ(0) + Φ(1) + Φ(2) + · · · (4.3)
The zeroth-order term Φ(0) is a constant independent of the atomic displacements,
and the first-order term Φ(1) = 0 since the force on each atom in the equilibrium
configuration must be zero. Invoking the harmonic approximation, the expansion is
terminated after the second-order term, giving
Φ ≈ Φ(0) + Φ(2) = Φ(0) + 1
2
∑
lκα
∑
l′κ′β
Φαβ(lκ; l
′κ′)uα(lκ)uβ(l′κ′) (4.4)
where α and β denote Cartesian components and the force constant Φαβ is
Φαβ(lκ; l
′κ′) =
∂2Φ
∂uα(lκ)∂uβ(l′κ′)
∣∣∣∣
0
(4.5)
It is the force acting in the α direction on atom (lκ) due to a displacement of atom
(l′κ′) in the β direction. If all atoms are equally displaced there should be no force
on any atom, leading to the useful relation giving the self-interaction force constant
Φαβ(lκ; lκ) = −
′∑
l′κ′
Φαβ(lκ; l
′κ′) (4.6)
where the prime on the summation indicates omission of the term (l′κ′) = (lκ).
The coupled equations of motion associated with equation (4.4) are
Mκu¨α(lκ) = −
∑
l′κ′β
Φαβ(lκ; l
′κ′)uβ(l′κ′) (4.7)
where Mκ is the mass of the κth atom. A partial decoupling of the equations of
motion can be achieved by a spatial and temporal Fourier transform of equations
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(4.7). This yields the eigenvalue matrix equation
ω2(q)U(q) = D(q)U(q) (4.8)
where U(q) is a 3n-component column vector, where n is the number of sublattices.
The components of the dynamical matrix D(q) are expressed as
Dαβ(κκ′; q) =
1√
MκMκ′
∑
l′
Φαβ(lκ; l
′κ′) exp {iq · [r0(l′κ′)− r0(lκ)]]} (4.9)
The 3n eigenvalues ω2(q) can be determined by diagonalizing D(q) at each wavevec-
tor q. The eigenvectors describe the corresponding atomic displacement patterns.
D(q) is a Hermitian matrix and must have real eigenvalues. In the case that an
eigenvalue ω2(q) ≥ 0 the mode involves stable oscillatory motion, whereas any eigen-
values ω2(q) < 0 correspond to a mode with exponentially increasing displacements,
indicating instability in the crystal structure.
4.2 Modeling Direct Ion-Ion Interaction
The first contribution to the potential energy of the solid that I consider is the direct
ion-ion interaction between the bare ions. This consists of a quantum overlap potential
of the core electronic wavefunctions of neighboring ions, VR(|r(lκ) − r(l′κ′)|), and a
Coulomb interaction potential
VC(|r(lκ)− r(l′κ′)|) = e
2ZκZκ′
|r(lκ)− r(l′κ′)| (4.10)
where eZκ is the charge of ion κ. The direct ion-ion force constant matrix element is
then
Φαβ(lκ; l
′κ′) = Rαβ(lκ; l′κ′) + Cαβ(lκ; l′κ′) (4.11)
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where R and C denote short-range quantum interactions and long-range Coulomb
interactions, respectively. The force constants associated with each potential are
defined as
Φαβ(lκ; l
′κ′) = −
(
∂2V (|r(lκ)− r(l′κ′)|)
∂rlκα∂rl′κ′β
)∣∣∣∣
r0(lκ)−r0(l′κ′)
(4.12)
They are both of the radial type, where
∂2V (|r|)
∂rα∂rβ
=
rαrβ
r2
d2V
dr2
−
(
rαrβ
r3
− δαβ
r
)
dV
dr
(4.13)
For the Coulomb interaction it yields
∂2
∂rα∂rβ
e2ZκZκ′
r
= e2ZκZκ′
(
3rαrβ
r5
− δαβ
r3
)
(4.14)
This contribution is long-range, and to evaluate it I employ an Ewald sum-like ap-
proach, where sums of the long-range and short-range contributions are carried out
in reciprocal space and real space, respectively. The technique I use takes advantage
of the incomplete gamma function, and was first formulated in reference [74].
In this work, R is treated empirically and expressed in terms of radial and tan-
gential fitting parameters Alκ;l′κ′ and Blκ;l′κ′ , respectively, as
Rαβ(lκ; l
′κ′) = −rαrβ
r2
Alκ;l′κ′ +
(rαrβ
r2
− δαβ
)
Blκ;l′κ′ (4.15)
Alκ;l′κ′ and Blκ;l′κ′ are considered only up to second nearest neighbors.
4.3 Pseudocharge Model
The remaining contribution to the potential energy arises from the mediation of the
valence electrons and includes the Coulomb interaction among them. I consider the
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interaction v(1)(r) linear in the ionic displacements, namely,
v(1)(r) =
∑
lκ
∇lκ vκ(r− rlκ))|r(0)lκ · ulκ = −
∑
lκ
∇r vκ(r− rlκ))|r(0)lκ · ulκ (4.16)
where vκ(r−rlκ) is the electron-ion potential at site κ and r is the electron coordinate.
The change in energy quadratic in the ion displacement can then be expressed as
∆Eel =
∫
drn(1)(r)v(1)(r) (4.17)
where n(1)(r) is the first-order deformation of the electronic density, given in terms
of the electronic susceptibility χ as
n(1)(r) =
∫
drχ(r, r′)v(1)(r′) (4.18)
Equation (4.18) can be inverted to obtain
v(1)(r) =
∫
drK(r, r′)n(1)(r′) (4.19)
Equation (4.17) can now be expressed as
∆Eel =−
∑
lκ
∫
drn(1)(r)∇rvκ(r− rlκ)|r(0)lκ · ulκ
+
1
2
∫ ∫
dr dr′ n(1)(r) [vc(r− r′) +K(r, r′)]n(1)(r′) (4.20)
In an insulating system, the electrons are fairly well-localized, and so the first-
order deformation of the electron density can be expressed in terms of contributions
from selected high-symmetry sites (Wyckoff positions) µ within each primitive cell l.
That is,
n(1)(r) =
∑
lµ
ρ(1)(r, lµ) (4.21)
where ρ(1)(r, lµ) extends to r no greater than one or two primitive cells. I now expand
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ρ(1)(r, lµ) in terms of a complete orthonormal set of symmetry-adapted pseudocharge
functions φn(r) as
ρ(1)(r, lµ) =
∑
n
φn(r− rlµ)Plµn (4.22)
such that ∫
drφn(r)φn′(r) = δnn′ (4.23)
The magnitude of the coefficient Plµn determines the amount of φn deformation and is
thus a kind of moment of the charge density around Wyckoff point µ in primitive cell l.
The Plµn are treated as bona fide dynamical variables akin to the ionic displacements.
On substituting equations (4.21) and (4.22) into equation (4.20), the electronic
energy contribution has the form
∆Eel =−
∑
lκ
l′µ′n
∫
drφn(r− rl′µ′)Pl′µ′n∇rvκ(r− rlκ)|r(0)lκ · ulκ
+
1
2
∫ ∫
dr dr′
∑
lµn
l′µ′n′
φn(r− rlµ)Plµn [vc(r− r′) +K(r, r′)]φn′(r′ − rl′µ′)Pl′µ′n′
=u · T ·P + 1
2
P · S ·P (4.24)
defining the two matrices T and S which give the potential energy due to ion-electron
and electron-electron interactions respectively. The total potential energy from short-
range interactions is then
Φ(2) =
1
2
∑
lκα
l′κ′β
Rαβ(lκ; l
′κ′)ulκαul′κ′β +
∑
lκα
l′µn
Tαn(lκ; l
′µ)ulκαPl′µn
+
1
2
∑
lµn
l′µ′n′
Snn′(lµ; l
′µ′)PlµnPl′µ′n′
=
1
2
u · R · u + u · T ·P + 1
2
P · S ·P (4.25)
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The Coulomb contributions will be treated separately.
The corresponding equations of motion are
Mκ
∂2ulκα
∂t2
= −∂Φ
(2)
∂ulκα
(4.26)
= −
∑
l′κ′β
Rαβ(lκ; l
′κ′)ul′κ′β −
∑
l′µn
Tαn(lκ; l
′µ)Pl′µn (4.27)
mn
∂2Plµn
∂t2
= −∂Φ
(2)
∂Plµn
(4.28)
= −
∑
l′κα
Tαn(lµ; l
′κ)ul′κα −
∑
l′µn
Snn′(lµ; l
′µ′)Pl′µ′n′ (4.29)
After a spatial and temporal Fourier transform, these equations yield
Mκω
2Uκα(q) =
∑
κ′β
Rαβ(q, κκ
′)Uκ′β(q) +
∑
µn
Tαn(q, κµ)Pµn(q) (4.30)
mnω
2Pµn(q) =
∑
κα
Tαn(q, κµ)Uκα(q) +
∑
µ′n′
Snn′(q, µµ
′)Pµ′n′(q) (4.31)
or in matrix form
ω2MdU(q) = R(q)U(q) + T(q)P(q) (4.32)
ω2mdP(q) = T†(q)U(q) + S(q)P(q) (4.33)
where Md is a diagonal matrix containing the ion masses Mκ, and md is likewise for
the psuedo-charge masses mn. Now, the Born-Oppenheimer approximation is invoked
by setting mn ∝ me = 0. As a result, equation (4.33) gives
P(q) = S−1(q)T†(q)U(q) (4.34)
which can be substituted into equation (4.32) to obtain
ω2MdU(q) =
[
R(q)− T(q)S−1(q)T†(q)]U(q) (4.35)
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The second term represents the effective electronic contribution to the force constant
matrices. The sign of this term indicates a reduction in the strength of the effective
ion-ion interaction, which conforms with the expectation that the electronic response
will screen the perturbation due to the ionic motion.
In the lattice dynamics developed for this study, I use two forms of the PCM in
tandem. I use a shell-like PCM to represent the valence electrons at each ionic site in
the crystal. In addition, I use a separate symmetry-adapted expansion representing
the surface Dirac fermions that emerge in the topological phase of the material.
4.4 Shell Model
In this model, the electronic density is expanded in terms of dipolar basis functions:
a rigid spherical shell is centered at each ion site and is allowed to displace relative
to a rigid ion core. The displacement gives rise to an electronic polarization with a
dipole moment p(lκ) = Yκe [u
s(lκ)− uc(lκ)], where Yκe is the charge on the shell and
us and uc are the displacements of the shell and core from their equilibrium position,
respectively. The charge of the ion core is Xκe and therefore the total charge of the
ion is Zκe = Xκe+ Yκe.
The harmonic potential energy can be written as
Φ(2) = Ψ(2) +
1
2
∑
lκαβ
Kαβ(κ) [u
c
α(lκ)− usα(lκ)]
[
ucβ(lκ)− usβ(lκ)
]
(4.36)
The second term incorporates the interactions of the cores with their respective shells,
where Kαβ(κ) is the core-shell coupling in the κth sublattice. Ψ
(2) accounts for all
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other contributions and can be written as
Ψ(2) =
1
2
∑
lκα
∑
l′κ′β
Ψccαβ(lκ; l
′κ′)ucα(lκ)u
c
β(l
′κ′) +
1
2
∑
lκα
′∑
l′κ′β
Ψcsαβ(lκ; l
′κ′)ucα(lκ)u
s
β(l
′κ′)
+
1
2
∑
lκα
′∑
l′κ′β
Ψscαβ(lκ; l
′κ′)usα(lκ)u
c
β(l
′κ′) +
1
2
∑
lκα
∑
l′κ′β
Ψssαβ(lκ; l
′κ′)usα(lκ)u
s
β(l
′κ′)
(4.37)
where c and s denote core and shell, respectively, and
Ψijαβ(lκ, l
′κ′) =
∂2Ψ
∂uiα(lκ)∂u
j
α(l′κ′)
∣∣∣∣
0
for i, j = c, s and (lκ) 6= (l′κ′) (4.38)
Primed summations exclude the (lκ) = (l′κ′) term. The symmetry conditions
Ψijαβ(lκ; l
′κ′) = Ψjiβα(l
′κ′; lκ)
Kαβ(κ) = Kβα(κ)
ensure that the second and third terms in equation (4.37) are equal. The equations
of motion for the cores and shells are
Mκu¨
c
α(lκ) = −
∑
i=c,s
∑
l′κ′β
Ψciαβ(lκ; l
′κ′)uiβ(l
′κ′)−
∑
β
Kαβ(κ)
[
ucβ(lκ)− usβ(lκ)
]
(4.39)
msκu¨
s
α(lκ) = −
∑
i=c,s
∑
l′κ′β
Ψsiαβ(lκ; l
′κ′)uiβ(l
′κ′) +
∑
β
Kαβ(κ)
[
ucβ(lκ)− usβ(lκ)
]
(4.40)
Turning to the self-interaction force constants, the core-shell self-terms
Ψcsαβ(lκ; lκ) = Ψ
sc
αβ(lκ; lκ) = 0 (4.41)
since the short-range part is contained in Kαβ. For a uniform, infinitesimal displace-
ment of the shell and core positions along direction α
ucβ(lκ) = u
s
β(lκ) = δαβ ∀ β, (lκ)
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there should be no produced force, so that equations (4.39) and (4.40) give the core-
core and shell-shell self-terms as
Ψccαβ(lκ; lκ) = −
′∑
l′κ′
[
Ψccαβ(lκ; l
′κ′) + Ψcsαβ(lκ; l
′κ′)
]
(4.42)
Ψssαβ(lκ; lκ) = −
′∑
l′κ′
[
Ψscαβ(lκ; l
′κ′) + Ψssαβ(lκ; l
′κ′)
]
(4.43)
So far we have been working with the displacements of the ion cores and shells,
uc(lκ) and us(lκ), however, it is more physically appealing to work in the represen-
tation
u(lκ) = uc(lκ), w(lκ) = us(lκ)− uc(lκ) (4.44)
where now u(lκ) represents the ion core displacement while w(lκ) is the shell displace-
ment with respect to the ion core position. The dipole moment of ion (lκ) is now
simply expressed as
p(lκ) = Yκew(lκ) (4.45)
The harmonic potential energy in equation (4.37) is now rewritten as
Ψ(2) =
1
2
∑
lκα
∑
l′κ′β
[
ΨAAαβ (lκ; l
′κ′)uα(lκ)uβ(l′κ′) + ΨADαβ (lκ; l
′κ′)uα(lκ)wβ(l′κ′)
+ΨDAαβ (lκ; l
′κ′)wα(lκ)uβ(l′κ′) + ΨDDαβ (lκ; l
′κ′)wα(lκ)wβ(l′κ′)
]
+
1
2
∑
lκαβ
Kαβ(κ)wα(lκ)wβ(lκ) (4.46)
where the force constants associated with the atom (A) and dipole (D) displacements
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can be expressed in terms of the previously used force constants as
ΨAAαβ = Ψ
cc
αβ + Ψ
cs
αβ + Ψ
sc
αβ + Ψ
ss
αβ (4.47)
ΨADαβ = Ψ
cs
αβ + Ψ
ss
αβ (4.48)
ΨDAαβ = Ψ
sc
αβ + Ψ
ss
αβ (4.49)
ΨDDαβ = Ψ
ss
αβ (4.50)
and the self-terms read
ΨAAαβ (lκ; lκ) = −
′∑
l′κ′
ΨAAαβ (lκ; l
′κ′) (4.51)
ΨADαβ (lκ; lκ) = −
′∑
l′κ′
ΨDAαβ (lκ; l
′κ′) (4.52)
ΨDAαβ (lκ; lκ) = −
′∑
l′κ′
ΨDAαβ (lκ; l
′κ′) (4.53)
ΨDDαβ (lκ; lκ) = −
′∑
l′κ′
ΨDAαβ (lκ; l
′κ′) (4.54)
At this point it should be restated that both short-range and long-range interactions
contribute to the force constant values. In particular, the Coulomb interaction can
be written in a standard form for (l′κ′) 6= (lκ) as
ΨAA,Cαβ (lκ; l
′κ′) = −ZκZκ′C(lκ; l′κ′) (4.55)
ΨAD,Cαβ (lκ; l
′κ′) = −ZκYκ′C(lκ; l′κ′) (4.56)
ΨDA,Cαβ (lκ; l
′κ′) = −YκZκ′C(lκ; l′κ′) (4.57)
ΨDD,Cαβ (lκ; l
′κ′) = −YκYκ′C(lκ; l′κ′) (4.58)
where C(lκ; l′κ′) is given in equation (4.14) for Zκ = Zκ′ = 1.
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The equations of motion in the new representation are
Mκu¨α(lκ) =−
∑
l′κ′β
[
ΨAAαβ (lκ; l
′κ′)uβ(l′κ′) + ΨADαβ (lκ; l
′κ′)wβ(l′κ′)
]
(4.59)
0 =−
∑
l′κ′β
[
ΨDAαβ (lκ; l
′κ′)uβ(l′κ′) + ΨDDαβ (lκ; l
′κ′)wβ(l′κ′)
]
−
∑
β
Kαβ(κ)wβ(lκ) (4.60)
The Born-Oppenheimer approximation is applied in equation (4.60).
Fourier transformations of the dynamical variables yield
ω2(q)MκU¨α(κ; q) =
∑
κ′β
[MAAαβ (κκ′; q)U(κ; q) +MADαβ (κκ′; q)W (κ; q)] (4.61)
0 =
∑
κ′β
[MDAαβ (κκ′; q)U(κ; q) + {MDDαβ (κκ′; q) + δκκ′Kαβ(κ)}W (κ; q)] (4.62)
In these formulas, the Fourier-transformed force constants accounting for both short-
range and long-range interactions are
Mijαβ(κκ′; q) =
∑
l′
Ψijαβ(0κ; l
′κ′) exp [iq · {r0(l′κ′)− r0(0κ)}] for i, j = A,D (4.63)
For the short-range components of this quantity, it is common to use the notation
Rαβ(κκ
′; q) =MAA,SRαβ (κκ′; q) (4.64)
Tαβ(κκ
′; q) =MAD,SRαβ (κκ′; q) (4.65)
Sαβ(κκ
′; q) =
[
MDD,SRαβ (κκ′; q) + δκκ′Kαβ(κ)
]
(4.66)
for elements of the force constant matrices R, T, and S.
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For the Coulomb contribution, the formulas
C˜αβ(κκ′; q) = −
∑
l′
∂2
∂rα∂rβ
(
e2
r
)∣∣∣∣
∆r0
exp [iq · {r0(l′κ′)− r0(0κ)}] (4.67)
C˜αβ(κκ; q) = −
∑
l′ 6=0
∂2
∂rα∂rβ
(
e2
r
)∣∣∣∣
∆r0
exp [iq · {r0(l′κ)− r0(0κ)}] (4.68)
where ∆r0 = |r0(l′κ)− r0(0κ)| are used in the expression
Cαβ(κκ′; q) = C˜αβ(κκ′; q)− δκκ′
∑
κ′′
Zκ′′
Zκ
C˜αβ(κκ′′; 0) (4.69)
where the second term ensures that the Coulomb contribution to the force constants
does not produce a force on a uniform displacement of the entire crystal structure,
as was noted in calculating self-terms above. It is these values, C and C˜ which are
calculated using Ewald-like summation.
With these definitions, the long-range contribution defines matrix elements
MAA,C(κκ′; q) = ZκZκ′Cαβ(κκ′; q) (4.70)
MAD,C(κκ′; q) = ZκYκ′Cαβ(κκ′; q) (4.71)
MDA,C(κκ′; q) = YκZκ′Cαβ(κκ′; q) (4.72)
MDD,C(κκ′; q) = YκYκ′Cαβ(κκ′; q), for κ 6= κ′ (4.73)
MDD,C(κκ; q) = Y 2κ Cαβ(κκ; q) +
∑
κ′′
YκZκ′′
(
Yκ
Zκ
− 1
)
C˜(κκ′′; 0) (4.74)
Identifying diagonal matrices Z, Y, and M with atomic charges, shell charges, and
atomic masses, respectively, the equations of motion can be expressed in matrix form:
ω2(q)MU = (R+ ZCZ)U + (T+ ZCY)W (4.75)
0 = (T† + YCZ)U + (ζ + YCY)W (4.76)
The second term in equation (4.74) has been combined with S, so that the elements
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of ζ are defined by
ζαβ(κκ
′; q) = Sαβ(κκ′; q) + δκκ′
∑
κ′′
YκZκ′′
(
Yκ
Zκ
− 1
)
C˜αβ(κκ′′; q) (4.77)
The Born-Oppenheimer treatment of the electronic mass allows for the elimination of
W in these equations, so that a formula in the mold of equation (4.8) can be obtained.
That is,
ω2(q)MU(q) = D(q)U(q) (4.78)
where the dynamical matrix is
D = R+ ZCZ− [(T+ ZCY)(ζ + YCY)−1(T† + YCZ)] (4.79)
The term R+ZCZ in equation (4.79) can be identified with a rigid ion model, which
excludes ionic polarizations.
4.5 Empirical Lattice Dynamics Parameters
In order to calculate surface lattice dynamics, it is necessary to obtain preliminary
values for the empirical fitting parameters. These are obtained through fitting bulk
phonon dispersion curves to existing experimental data for the material of interest.
For Pb1−xSnxSe, available data was found to be quite limited, and for this reason,
preliminary values for the shell model parameters were determined by fitting disper-
sion curves to INS data for the x = 0 PbSe [48]. Limited data for Pb0.8Sn0.2Se [49]
were used as well.
PbSe has a rocksalt crystal structure with lattice constant a = 6.12 A˚. I con-
sider short-range interactions up to second-nearest-neighbors. Recall that for rocksalt
crystal structure, there are six nearest-neighbors at a distance of a/
√
2 and twelve
second-nearest-neighbors at a distance of a. In this model, short-range forces are
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Table 4.1: Bulk parameters for PbSe lattice dynamics calculations
based on the shell model. Ω is the primitive cell volume.
Ion Potential Parameters Shell Model Parameters
APb-Se = −27 e2/2Ω ZPb = −0.88 e
BPb-Se = −1.0 e2/2Ω YPb = −0.9 e
APb-Pb = +1.0 e
2/2Ω KPb = 50 eV/A˚
2
BPb-Pb = −0.1 e2/2Ω ZSe = +0.88 e
ASe-Se = +0.9 e
2/2Ω YSe = −0.9 e
BSe-Se = −0.9 e2/2Ω KSe = 200 eV/A˚2
assumed to act predominantly through the shells. From the definitions in equations
(4.47)–(4.50), this means Ψcc = Ψcs = Ψsc = 0 and from equations (4.64)–(4.66), the
matrices R = T = S. According to equation (4.15) that leaves three A and three B
parameters. In addition there are two core-shell force constant parameters KPb and
KSe. The long-range Coulomb forces depend on the ion charges eZPb and eZSe and the
shell charges eYPb and eYSe. Overall charge neutrality requires that eZPb + eZSe = 0,
and so the model is tuned by adjusting eleven empirical parameters.
The best fit to the experimental data of reference [48] is shown in figure 4·1.
Calculated bulk dispersion curves are shown as solid lines along the high-symmetry
directions Σ (ΓK), S (KX), ∆ (ΓX), and Λ (ΓL) of the Brillouin zone. The cor-
responding parameter values are listed in table 4.1. To further improve the fit of
the longitudinal acoustic (LA) and transverse optical (TO) branches along the Λ di-
rection, it was necessary to include interactions beyond second-nearest-neighbors. I
opted not to increase the number of fitting parameters, but to extract preliminary
parameter values from this fit to the INS data. Instead I focused on reproducing the
peculiar crossing of the LA and TO modes along the ∆ direction. Moreover, the large
separation between the TO and longitudinal optical modes at the Γ point reflects the
presence of a strong macroscopic longitudinal electric field, and thus requires proper
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incorporation of the Coulomb interaction.
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Figure 4·1: Calculated bulk dispersion curves along Σ, S, ∆, and
Λ high-symmetry directions (red). INS data from [48] is indicated by
solid circles (blue). The calculated dispersion curves fit the data quite
well along the ∆ and Σ directions, but some deviation persists along
the Λ direction which cannot be improved without introducing new
parameters.
In order to model the solid solution Pb1−xSnxSe, I introduce the following ap-
proximation. Since the Pb and Sn atoms are isoelectronic, I opted not to change
the interaction parameters. However, because of the dramatic difference in their
masses (MPb = 207.2 amu and MSn = 118.7 amu), I introduced the virtual crystal
approximation (VCA) [75], where an effective mass of
MVCA = (1− x)MPb + xMSn (4.80)
was used for the cation in the solid solution calculation. In order to examine the
validity of this model, I compared the calculation for x = 0.2 with the limited ex-
perimental results from [49]. Both the experimental data and calculation for the two
concentrations are shown in figure 4·2. Compared to PbSe, the data for Pb0.8Sn0.2Se
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shows a slight downward shift in the TO frequency at the Γ point, and an upward
shift in the frequencies of the LA mode around the middle of the ∆ direction. A
similar change is observed in the calculations using the VCA, and so its application
is valid.
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Figure 4·2: Calculated bulk dispersion curves (red) and data (blue
points) along ∆ direction. (Left) Lattice dynamics calculation for
PbSe alongside data from reference [48]. (Right) VCA calculation for
Pb0.8Sn0.2Se alongside data from reference [49].
4.6 Slab Geometry
In order to introduce surface boundaries, the calculation was adapted to a slab ge-
ometry [76]. The slab consists of a finite number of infinite parallel planes normal
to the (001) direction, terminating at the two surfaces. The slab thickness must be
large enough (> 100 atomic layers) to ensure that the two surface terminations do
not interact.
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Figure 4·3: Primitive cell for 9-layer slab geometry. Pb/Sn atoms are
shown in orange and Se ions are shown in gray.
The primitive cell in this geometry is a prism whose base is the 2D primitive
cell in each layer and spans the entire thickness of the slab, shown in figure 4·3
for a 9-layer configuration. The dimension of the dynamical matrix is thus 3nl,
where n is the number of sublattices and l is the number of atomic layers, which
imposes computational limitations on the slab thickness. 3nl eigenvalues ω2(Q) are
determined at each surface wavevector Q. Surface and bulk modes are identified from
the corresponding eigenvectors: those which are mainly concentrated in the few top
and bottom atomic layers in the slab are associated with surface phonon modes, while
the more uniformly distributed eigenvectors correspond to bulk modes. Of particular
import is the identification of the polarization and symmetries of surface phonon
modes, which cannot be precisely determined from the experiment alone.
Since atoms at or near the slab surfaces experience different environments than
those in the bulk, the fitting procedure allows for the adjustment of the correspond-
ing parameters described in table 4.1. Moreover, the emergence of Dirac fermions
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Figure 4·4: Diagram of surface layer of topological phase lattice dy-
namics. Larger (orange) spheres represent the Pb/Sn virtual ions while
smaller (gray) spheres represent the Se ions. Surface pseudocharges
appear as flattened disks (purple), to reflect the stronger intra-layer
coupling to ions.
in the topological phase requires the introduction of new pseudocharges within the
top and bottom few layers. These surface pseudocharges are located at interstitial
(Wyckoff) positions as illustrated in figure 4·4, and have dipolar character. The
pseudocharges interact with the shells of nearest-neighbor ions via intra-layer and
inter-layer couplings T(xy) = 9 (e
2/2Ω) and T(z) = 4.5 (e
2/2Ω), respectively. Since the
Dirac fermions have free electron-like behavior and a Fermi surface, the response to
phonon perturbations should be suppressed beyond 2kF. To take this behavior into
account, the pseudocharge couplings are given a momentum-dependence of the form
T ∝ Q exp
[
− Q
2kF
]
(4.81)
which, a posteriori is in agreement with the calculated electron-phonon coupling pa-
rameter λ(q) presented in chapter 6. Moreover, the pseudocharges are endowed with
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an effective charge ZPC on the pseudocharges, which requires corresponding reduction
in the charges of the surface ion shells to satisfy charge neutrality. Adding or remov-
ing the surface psuedocharges allows me to carry out and compare lattice dynamics
calculations for both the trivial and topological phases.
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Figure 4·5: (Left) Projection of FCC Brillouin zone along (001) direc-
tion onto 2D SBZ. (Right) Projection of bulk dispersion curves onto Γ¯X¯
high-symmetry direction of (001) surface. Shear-vertical polarization is
shown in light green, longitudinal polarization is shown in light blue,
and shear-horizontal polarization is shown in light red.
In the slab geometry, there is no periodicity along the (001) direction and so the
Brillouin zone is effectively reduced to that associated with the 2D layers, onto which
all calculated slab modes are projected. This projection is equivalent to the projection
of the bulk modes in the actual crystal onto the SBZ, as shown in figure 4·5.
By projecting the bulk BZ onto the SBZ via (kx, ky, kz)→ (Kx, Ky) the dispersion
curves calculated in the bulk geometry are compared to the results of the slab geom-
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etry calculation, as shown in 4·6. The two panels show good agreement, with slight
variation in the size of gaps near the Γ point and zone boundary. These differences are
attributed to the Coulomb interaction, which is necessarily implemented differently
in the two geometries.
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Figure 4·6: Projection of bulk phonon curves onto Γ¯X¯ high-symmetry
direction of (001) surface. Shear-vertical polarization is shown in light
green, longitudinal polarization is shown in light blue, and shear-
horizontal polarization is shown in light red. (Left) Calculations per-
formed in bulk geometry with phonon modes mapped via (kx, ky, kz)→
(Kx, Ky). (Right) Calculations performed in slab geometry.
Chapter 5
Electron-Phonon Coupling Model
In this chapter I present the phenomenological theoretical model used to extract
information about the electron-phonon coupling parameter from measured phonon
dispersion curves. I begin with the introduction of the Hamiltonian describing the
surface phonons and their interaction with the Dirac fermions. Next I show how the
Dyson equation defining the renormalized phonon frequencies is obtained through
evaluation of the phonon propagator in the random phase approximation (RPA)1.
Because TCIs exhibit surface states that are different than the familiar TIs, it is
instructive to examine the Dirac fermion Hamiltonian on the TCI surface. Finally, the
phenomenological model is applied to the phonon branch that exhibits strong electron-
phonon renormalization, and the mode-specific electron-phonon coupling parameter
λν(q) is determined.
5.1 Electron-Phonon Hamiltonian
The noninteracting, or free, surface phonon Hamiltonian is
Hph =
∑
q,ν
~ω(0)q,ν
(
b†q,ν bq,ν +
1
2
)
(5.1)
where b†q,ν is the creation operator of a phonon of bare frequency ω
(0)
q,ν and branch
index ν. The free phonon Matsubara Green’s function of the (q, ν) mode is defined
1The RPA analysis was originally developed by Luiz Santos as part of a collaboration with the
Chamon group at Boston University.
65
66
as
D(0)ν (q, iωn) =
2
(
~ω(0)q,ν
)
(iωn)2 −
(
~ω(0)q,ν
)2 (5.2)
where iωn is the Matsubara frequency.
In the case of TIs and TCIs, the strongest electron-phonon interaction is found
to be between the metallic surface Dirac fermions and some optical surface phonon
branches. In such systems the electric field associated with the optical modes is
poorly screened and hence couples strongly with the charged Dirac fermions. This
is akin to the 2D electron gas that appears in semiconductor heterojunctions and
quantum wells, where the dominant contribution is a Fro¨lich-type coupling between
the electrons and optical phonons at long wavelengths [77]. For this reason I take a
similar approach and write the electron-phonon interaction Hamiltonian as [78]
Hel-ph =
∫
d2r ρel(r)
∑
j
η
(
r−R(0)j
)
· uj (5.3)
where ρel(r) =
∑
σ=↑,↓
c†σ(r)cσ(r) is the electron surface density operator, R
(0)
j is the
equilibrium position of ion j, uj is its displacement vector, and η( r − R(0)j ) is a
position-dependent vector function (with units of energy per length) defining the
electron-phonon coupling. This leads to the electron-phonon interaction Hamiltonian
Hel-ph = 1√A
∑
σ=↑,↓
∑
k
∑
q,ν
gq,ν c
†
k+q,σ ck,σ
(
bq,ν + b
†
−q,ν
)
(5.4)
with the electron-phonon coupling
gq,ν =
√
N~
2MνAω(0)q,ν
ηq · eˆν(q) ≡
√
N~
2MνAω(0)q,ν
ηq,ν (5.5)
A is the surface area, N is the number of primitive cells in A, and Mν is an effective
mass associated with mode ν.
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5.2 Phonon Propagator and Dyson Equation
The dressed phonon Matsubara function is written as
Dν = D(0)ν + D(0)ν
|gν |2
ε
Π Dν (5.6)
where |gν |2/ε represents the screened vertex interaction, and the RPA bubble is the
electron polarization function defined as
Π(q, iωn) =
1
β
∑
iΩm
∫
d2k
(2pi)2
Tr
[G(0)(k + q, iΩm + iωn)G(0)(k, iΩm)] (5.7)
where k is the electron momentum, β ≡ 1/kB T , and Tr is the trace over the spin
degrees of freedom σ, σ′ =↑, ↓. G(0) is the noninteracting electronic Matsubara Green’s
function with fermionic Matsubara frequencies Ωm
G(0)σ,σ′(k, iΩm) = −
β∫
0
dτ e iΩmτ
〈
Tτ ck, σ(τ) c
†
k, σ′(0)
〉
0
(5.8)
where Tτ is the imaginary time-ordering operator.
(a) (b)
Figure 5·1: (Left) DDC with Fermi energy plane (green). (Right)
Elliptical cone approximation to the DDC.
A simplified version of the DDC, shown in figure 5·1a, is used in carrying out the
calculation of the polarization function Π. This is justified by the results of ARPES
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measurements that give a Fermi energy 55 meV above the saddle structure of the
DDC. Since the energies of the surface phonon branch of concern are < 9 meV, it
is reasonable to approximate the DDC geometry by two concentric elliptical cones,
shown in figure 5·1b, which has the same structure near the Fermi energy.
Figure 5·2: Electronic SBZ with location of all DDCs.
Going forward, I will start by treating the DDC centered at X¯1, shown in figure
5·2. In the elliptical cone approximation, the dispersion is given by
Ek =
√
(~vF,xkx)2 + (~vF,yky)2 (5.9)
The eccentricity, e, of the elliptical Fermi surface shown in figure 5·3 is related to the
Fermi momenta and velocities along the kx and ky directions by the relation
1− e2 = vF,x
vF,y
=
kF,y
kF,x
(5.10)
A scaling transformation of the electronic momentum k is performed, so as to
reduce the electronic dispersion to a circular cone, which allows the use of the formu-
lation developed for the TIs Bi2Se(Te)3 [79, 78]. This rescaling is done by writing
k˜ =
(
k˜x, k˜y
)
=
(
kx,
vF,y
vF,x
ky
)
(5.11)
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Figure 5·3: Fermi surface of elliptical cone approximation.
The electronic dispersion now assumes a circular cone form,
Ek˜ =
√(
~vF,xk˜x
)2
+
(
~vF,xk˜y
)2
= ~vF,x|k˜| (5.12)
so that the energy depends only on the magnitude of k˜.
The low-energy physics of the transformed system is well-described by the Hamil-
tonian
Hel =
∫
d2k˜
(2pi)2
ψ˜†
k˜
[
~ vF zˆ · (k˜×σ)
]
ψ˜k˜ (5.13)
with
ψ˜
(
k˜x, k˜y
)
=
√
vFx
vFy
ψ
(
k˜x,
√
vFx
vFy
∗ k˜y
)
=
√
vFx
vFy
ψ (kx, ky) (5.14)
ψk ≡
(
ck ↑
ck ↓
)
is the two-component electron spinor operator at wavevector k, vF is the
Fermi velocity, and σ = (σ1, σ2) is the vector containing the first two Pauli matrices.
The Dirac Hamiltonian (5.13) is diagonal in the helicity basis Ψ˜k˜ =
(
γ˜+
k˜
γ˜−
k˜
)
:
Ψ˜k˜ = Uk˜ ψ˜k˜
Uk˜ =
1√
2
(
i e iϕk˜ 1
−i e iϕk˜ 1
)
, ϕk˜ ≡ arctan
(
k˜y
k˜x
)
(5.15)
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yielding
Hel =
∫
d2k˜
(2pi)2
∑
α=±
ξα
k˜
(γα
k˜
)† γα
k˜
, ξα
k˜
= α ~vF,x |k˜| (5.16)
The effects of the electron momentum rescaling on the forthcoming calculation
must now be considered. One such factor arises in the differential element d2k, which
appears in the evaluation of the polarization function Π in equation (5.7). That is,
kx = k˜x, ky =
(
vF,x
vF,y
)
k˜y (5.17)
so
d2k = dkxdky =
(
vF,x
vF,y
)
dk˜xdk˜y =
(
vF,x
vF,y
)
d2k˜ (5.18)
There is an additional factor that arises in the momentum-dependence of the
creation and annihilation operators as they appear in the Matsubara Green’s functions
of equation (5.8). From equation (5.14) I find that
G(0)σ,σ′(k, iΩm) =
(
vF,y
vF,x
)
G(0)σ,σ′(k˜, iΩm) (5.19)
Combining these factors, I obtain from equation (5.7)
Π(q, iωn) =
1
β
∑
iΩm
∫
d2k
(2pi)2
Tr
[G(0)(k + q, iΩm + iωn)G(0)(k, iΩm)]
=
1
β
∑
iΩm
(
vF,y
vF,x
)∫
d2k˜
(2pi)2
Tr
[
G(0)(k˜ + q˜, iΩm + iωn)G(0)(k˜, iΩm)
]
(5.20)
Upon performing the fermionic Matsubara sums over iΩm the contribution to the
polarization function from each of the two DDCs is written as
Π(q, iωn) =
vF,y
vF,x
∫
d2k˜
(2pi)2
1 + cos θ
2
nF
(
ξ+
k˜+q˜
)
− nF
(
ξ+
k˜
)
ξ+
k˜+q˜
− ξ+
k˜
− iωn +
nF
(
ξ−
k˜+q˜
)
− nF
(
ξ−
k˜
)
ξ−
k˜+q˜
− ξ−
k˜
− iωn

(5.21)
where ξ+ and ξ− are those defined in equation (5.16), nF is the Fermi function, and θ is
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the angle between wavevectors k˜ and k˜+q˜. The factor (1+cos θ) accounts for the effect
of Dirac fermion helicity introduced by strong SOC. In TCIs like Pb0.7Sn0.3Se, the
very existence of the surface Dirac fermions and their helicity is a direct manifestation
of SOC, which is clearly reflected in the polarization function.
The notation used here conforms with both inequivalent DDCs in the SBZ, since
in both cases it is ky that undergoes rescaling, but because of the pi/2 relative rotation
of the two DDCs, vF,x,2 = vF,y,1 and vF,y,2 = vF,x,1 and so (vF,y/vF,x)2 = (vF,y/vF,x)
−1
1 .
That is, the DDC at X¯1 is stretched in the ky direction in order to make the cone
circular, whereas the DDC at X¯2 is shrunk to achieve the same. In all cases, the
phonon momentum vector q is taken to lie along the kx direction and so the rescaled
q˜ = q is in fact unchanged by this scaling procedure.
The RPA dielectric function is given by
ε(q, iωn) = 1− vc(q ) Π(q, iωn) (5.22)
where vc(q ) =
e2
2ε0|q| is the 2D Fourier transform of the electron-electron Coulomb
interaction potential. Solving the diagrammatic equation above yields
Dν(q, iωn) = D
(0)
ν (q, iωn)
1−D(0)ν (q, iωn) |gq,ν |2 Π(q,iωn)ε(q,iωn)
=
2(~ω(0)q,ν)
(iωn)2 − (~ω(0)q,ν)2 − 2(~ω(0)q,ν)Π˜
(5.23)
with
Π˜ = |gq,ν |2
Π(q, iωn)
ε(q, iωn)
(5.24)
being the phonon self-energy.
After performing the analytic continuation iωn → ω+ i0+, I obtain the renormal-
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ized frequencies as the real part of the poles of Dν(q, ω)
(~ωq,ν)2 = (~ω(0)q,ν)2 + 2(~ω(0)q,ν) Re
[
Π˜(q, ωq,ν)
]
(5.25)
Re
[
Π˜(q, ωq,ν)
]
is then adjusted to provide the best fit to the measured phonon dis-
persion points. It depends on two parameters, namely, the two components of the
coupling function η =
(
η⊥ and η‖
)
which lie in the sagittal-plane with directions nor-
mal and parallel to the wavevector q. A detailed definition of these couplings is given
in reference [79]. The values of the bare phonon frequency ω(0) and kF are extracted
from my experimental results. The latter agrees with the value found in ARPES
studies [59].
After fitting Re
[
Π˜(q, ωq,ν)
]
to the experimental dispersion data, the correspond-
ing Im
[
Π˜(q, ωq,ν)
]
is obtained by a Kramers-Kronig transformation
Im
[
Π˜(q, ωq)
]
=
2
pi
∞∫
0
ωq
ω2q − ω′2q
Re
[
Π˜(q, ω′q)
]
dω′q (5.26)
Finally, the electron-phonon coupling function is obtained from the relation [80]
λν(q) = − Im[Π˜(q, ωq,ν)]
piN (EF )(~ωq,ν)2 (5.27)
where N (EF ) is the density of electronic states at the Fermi surface.
To summarize, I identify signatures of strong phonon interactions with surface
Dirac fermions that appear as momentum-dependent mode-softening that termi-
nates at approximately 2kF. The observed softening is then fitted to the renor-
malized frequency in the model developed above by adjusting the parameters which
determine Re
[
Π˜(q, ωq,ν)
]
. Subsequently, I use Kramers-Kronig relations to obtain
Im
[
Π˜(q, ωq,ν)
]
and determine the mode-specific electron-phonon coupling function
λν(q).
Chapter 6
Results
This chapter contains the experimental results of this thesis. First, I present sur-
face diffraction patterns obtained from elastic measurements, which were used to
determine the quality of crystalline ordering and to align the scattering plane along
high-symmetry directions of the sample surface. Next, I present the measured surface
phonon spectra for the topologically trivial and nontrivial phases, as derived from in-
elastic scattering events, along with the calculated dispersion curves. I interpret and
discuss the observed differences between the two spectra. Finally, I calculate the
mode-specific electron-phonon coupling parameter λν(q).
6.1 Elastic Scattering Results
Diffraction patterns, shown in figure 6·1, were obtained by aligning the scattering
plane along the high-symmetry directions Γ¯X¯ and Γ¯M¯. Initially the intensities were
recorded as a function of the scattering angle θf , and subsequently converted to
the helium beam momentum transfer ∆K through the kinematic relations defined in
chapter 3. Diffraction peaks appear at ∆K corresponding to reciprocal lattice vectors
G. The G values extracted from these diffraction patterns conform with reported
lattice constant values. A clear diffraction pattern, as in figure 6·1, reflects a clean
and well-ordered surface. Diffraction measurements in the trivial and topological
phases show no observable difference, which confirms the fact that the transition is
only topological and there is no structural change.
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Figure 6·1: Diffraction patterns along high-symmetry directions Γ¯X¯
([10]) and Γ¯M¯ ([11]) on the (001) surface of Pb0.7Sn0.3Se. The best
fit to the measured data is depicted by the red curve. The horizontal
axes show the momentum transfer normalized to the relevant reciprocal
lattice vector G(10)/(11).
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6.2 Inelastic Scattering Results
With the scattering plane aligned with a surface high-symmetry direction, measure-
ment of inelastic events is performed at different scattering angles using TOF tech-
niques outlined in chapter 3. TOF scans show measured beam intensity at different
arrival times, tf , which are then converted to energy transfer ∆E. Typical spectra
measured at 300 K and at different incident beam energies along the Γ¯X¯ direction
are shown in figure 6·2. Data collected at a given scattering angle is fit to a minimal
number of Gaussian curves. The central peak at ∆E = 0 is due to diffuse elastic scat-
tering, while all others arise from energy exchange with the surface associated with
phonon creation or destruction. The transfer energy location of an inelastic peak
center defines the energy ~ω of a measured phonon event. Placing this value of ∆E
onto the appropriate scan curve1 allows the determination of the momentum transfer
∆K. The phonon dispersion curves are constructed by using the Umklapp relation
∆K = q + G to reduce the momentum to the first Brillouin zone. This process is
carried out to map the surface phonon dispersion of Pb0.7Sn0.3Se in its topologically
trivial and nontrivial phases by setting the sample temperature well above and below
the critical temperature of 250 K.
Although x-ray diffraction measurements showed good crystalline sample quality,
90% of the cleaves failed to produce well-defined surface diffraction patterns. Since a
clear diffraction pattern is a prerequisite for sample alignment, besides ensuring ac-
ceptable inelastic scattering results, such cleaves had to be discarded. Yet, I was able
to obtain consistent and reproducible inelastic scattering results when good helium
surface diffraction patterns were produced. However, this cleaving problem seriously
prolonged the time taken to complete the necessary measurements. Consequently,
extensive inelastic measurements were limited to the Γ¯X¯ direction of the surface.
1See figure 3·4 in chapter 3.
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Figure 6·2: Two typical inelastic spectra along Γ¯X¯ direction. The
elastic peak is depicted as a dashed green line with incident beam energy
width. Inelastic peaks are shown as solid blue lines.
Furthermore, incident angles θi < 35
◦ were not accessible because of the interference
of the detector assembly with the path of the incident beam. This constrained access
to the region of the dispersion with energies around 8-9 meV for q < 0.1 A˚−1.
The experimental results along the Γ¯X¯ direction, superimposed on the results of
the lattice dynamics slab calculations, are shown in figure 6·3 for both the trivial
and nontrivial phases. Measured phonon events are depicted in orange with error
bars, while calculated longitudinal and shear-vertical modes are shown in blue and
green, respectively. Projected bulk modes are indicated by lighter colors and surface
modes are indicated by darker colors. Projected bulk modes and surface modes of
shear-horizontal polarization are not plotted to avoid clutter. Although the shear-
horizontal surface modes in principle are not accessible to scattering in the sagittal
plane, they may appear because of the finite nature of the angle-resolving aperture
[81]. However, I find no overlap of our measured data with calculated shear-horizontal
modes.
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Figure 6·3: Surface phonon dispersion curves along the Γ¯X¯ high-
symmetry direction. The projection of calculated bulk modes with
shear-vertical and longitudinal polarization is shown in light green and
light blue, respectively. Calculated surface phonons of shear-vertical
and longitudinal polarization are shown in dark green and dark blue,
respectively. Measured phonon events are depicted as orange points
with error bars. (Left) Results for the trivial phase. (Right) Results
for the topological phase.
6.3 Features of Measured Surface Phonon Dispersion
In both figures the topology of the projected bulk dispersion is consistent with that
of the rocksalt structure, where small gaps appear near the zone center and the
zone boundary. In the present case, these gaps appear around 10 meV and 7 meV,
respectively. Surface modes are predominantly found to overlap with bulk projected
modes of the same symmetry and thus they are identified as surface resonances rather
than pure surface states. This conforms with the appearance of energy broadening in
the calculated modes, which is characteristic of resonances.
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Examining the trivial phase results, there is good agreement between the experi-
mental points and the calculated surface resonances of shear-vertical and longitudinal
polarizations. The Rayleigh mode clearly appears at the bottom of the spectrum.
However, of particular note are two nearly flat shear-vertical resonances around 9.0
meV and 14 meV, which will be contrasted with corresponding features in the topo-
logical phase spectrum. Actually, most of the trivial phase surface phonon dispersion
curves are replicated in the topological phase, with minor modifications. However, the
shear-vertical branch around 14 meV in the trivial phase is absent in the topological
phase. This is not surprising given the weakness of the resonance and the effective
screening of surface Dirac fermions.
A more interesting scenario is associated with the shear-vertical resonance found at
9.0 meV in the trivial phase, which is dramatically modified by the Dirac fermions and
presents a valuable example where we can study and extract information about the
surface Dirac fermion-phonon coupling. In the topological phase this mode is replaced
with a new resonance, with the same polarization, that starts at 7.8 meV at the Γ¯
point, and drops to a minimum of 5.8 meV at q = 0.12 A˚−1. I attribute this softening
to Dirac fermion screening arising from phonon-induced real transitions. The 0.12 A˚−1
momentum value is identified with 2kF of the major axis of the DDC Fermi surface
along the Γ¯X¯ direction, which is consistent with the value of kF ≈ 0.06 A˚−1 measured
by ARPES [57, 59]. It is difficult to discern the effect of the minor axis with 2kF ≈ 0.08
A˚−1 on the phonon softening. For q > 2kF only virtual transitions survive and the
screening is slowly suppressed, signaling a turn around of the resonance dispersion
curve towards higher frequencies.
This resonance and the screening-induced softening in the range q < 2kF are
reproduced in the slab calculations by the introduction of surface pseudocharges and
slight reduction of the surface force constants: in the outermost atomic layers of the
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slab, there is a reduction of 25%, with a gradual return to the bulk values at a depth of
four layers from the surface. These modifications were found to enhance the intensity
of the resonance in the calculations. Moreover, the eigenvectors of this resonance
branch obtained from lattice dynamics slab calculations show that it is predominantly
associated with the motion of Se ions. This is consistent with the nature of strong
electron-phonon interaction in an insulator such as Pb1−xSnxSe, which comes from
the coupling of the unscreened electric field of the optical phonon mode to the Dirac
fermions [82]. Se is the lightest of the ions and has the largest amplitude of motion
producing this electric field. I also note that the frequency location matches that
found in the TI Bi2Se3, where a strong coupling to Se also occurs [79].
Table 6.1: Parameter values for electron-phonon coupling calculation.
Parameter Value
η‖ (eV·A˚) 120
η⊥ (eV·A˚) 100
~ω(0) (meV) 8.05
kF (A˚
−1) 0.053
6.4 Electron-Phonon Coupling
The substantial modification of the 9.0 meV shear-vertical branch reflects strong con-
comitant electron-phonon interactions. Consequently, I employed the methodology
outlined in the previous chapter to study the mode-dependent electron-phonon cou-
pling constant λν(q). The best fit of Re[Π˜(q, ωq,ν)] to the measured frequencies is
shown in figure 6·4, with the corresponding fitting parameter values listed in table
6.1.
The resulting λν(q) along the Γ¯X¯ direction is the primary finding of this research
and is presented in the right panel of figure 6·4. It can be seen that λν(q) increases
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Figure 6·4: (Left) Renormalized surface phonon mode ω(q) with mea-
surements. (Right) Mode-specific q-dependent electron-phonon cou-
pling λν(q). The momentum q lies along the Γ¯X¯ direction.
monotonically with superlinear q-dependence for q < 0.08 A˚−1, which is just the
value of 2kminorF at the minor axis of the elliptical Fermi surface. At this momentum
there is a small shoulder that is due to the suppression of screening from one of the
two inequivalent DDCs. λν(q) increases further beyond this shoulder to a maximum
of λmaxν ≈ 0.47 at q ≈ 2kmajorF , beyond which it drops to zero. This is expected
since at momenta greater than 2kmajorF only virtual transitions are possible. This
demonstrates a strong electron-phonon coupling of this surface phonon branch in the
topological phase. It is stronger than such coupling in non-superconducting metals,
but weaker than those reported at the surfaces of the TIs Bi2Se3 (λ
max
ν ∼ 1) [83] and
Bi2Te3 (λ
max
ν ∼ 3) [78], which exhibit similar functional q-dependence.
Chapter 7
Conclusion
With the results of my research presented in full, in this chapter I conclude my
dissertation. I will first summarize my work and discuss its implications. Next I will
propose extensions to this work on Pb1−xSnxSe to probe additional features in future
research. Finally, I will discuss the potential for similar investigation of another class
of topological materials, Weyl semimetals (WSM), utilizing these same techniques.
7.1 Summary
The primary experimental result of this dissertation research was the measurement
of the surface phonon dispersion along the Γ¯X¯ direction of the (001) surface of
Pb0.7Sn0.3Se in both its topologically trivial and nontrivial phases using HAS. I per-
formed lattice dynamics calculations in the shell model and fit to the experimental
data, revealing the symmetry and polarization of the measured phonon dispersion
curves and indicating that the majority of surface phonon modes in this material are
resonances, rather than pure surface states. In this way, I comprehensively mapped
the surface phonon dispersion along one high-symmetry direction of the SBZ.
The temperature-dependent topological phase transition of Pb0.7Sn0.3Se made it
possible to make a direct comparison of the dispersions belonging to its trivial in-
sulator and TCI phases. This highlighted two dramatic differences on going from
the trivial to TCI phase: the disappearance of a shear-vertical surface phonon mode
with energies around 14 meV, and a significant momentum-dependent softening of an
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optical mode with nearly constant trivial-phase energies around 9.0 meV. In the TCI
phase, this second mode was found to decrease in energy with increasing momentum,
reaching a minimum of 5.8 meV at a wavevector corresponding to 2kF of the major
axis of the Fermi surface of the topological electronic surface states. This softening
was therefore attributed to interaction between these surface phonons and the surface
Dirac fermions, specifically the screening of the electric field associated with the op-
tical phonon mode by the emergent metallic fermions. My measurements provide the
first evidence of this interaction in Pb0.7Sn0.3Se, which is essential for understanding
of how vibrational and electronic degrees of freedom are coupled at the surfaces of
TCIs and assessing their viability for application in the fields such as spintronics and
quantum computing.
The final result of this dissertation is the quantitative determination of the mode-
specific momentum-dependent electron-phonon coupling associated with the softening
of this surface phonon mode, using a microscopic model based on a linear Coulomb
coupling of lattice ionic displacements to the Dirac fermion density, calculated within
the RPA. This is compared to the similar, but stronger interactions reported at the
surfaces of the TIs Bi2Se3 and Bi2Te3.
7.2 Further Investigation of Pb1−xSnxSe
7.2.1 Remaining High-Symmetry Direction
While the work described in this dissertation gives a comprehensive account of the
surface phonon dispersion along the Γ¯X¯ direction of the (001) surface, there is a
remaining high-symmetry direction in the SBZ that has yet to be thoroughly investi-
gated: the Γ¯M¯ direction. If the experimental challenges which have so far precluded
such an investigation can be overcome, there are several expected differences in the ef-
fects of electron-phonon interaction along this direction based on allowed real surface
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Fermion transitions, as illustrated in figure 7·1.
Figure 7·1: Diagram of phonon momentum vectors for real electronic
transitions connecting points on DDC Fermi surface along the two high-
symmetry directions. (Left) Momenta along Γ¯X¯ direction. DDCs on
opposite sides of the SBZ are connected by a reciprocal lattice vector
G, and are therefore equivalent, so only intra-DDC momenta such as
those shown are allowed. (Right) Momenta along Γ¯M¯ direction. Here,
inequivalent DDCs can be connected by momenta such as q2, dramat-
ically changing the expected electron-phonon interaction momentum-
dependence.
First, the elliptical shape of the DDC implies a slight anisotropy in the 2kF
associated with real electronic transitions within a single DDC that result in the
momentum-dependence of the surface phonon softening that has been observed so
far. A second, and more dramatic aspect of the Γ¯M¯ direction is the possibility of
phonon softening due to real electronic transitions connecting the DDCs centered at
the two inequivalent X¯ points in the SBZ. These inequivalent DDCs cannot be re-
lated by any momentum in the Γ¯X¯ direction and so inter-DDC interactions are unique
to the Γ¯M¯. Electron-phonon interaction corresponding to connections between the
DDCs is expected to manifest near the zone boundary of the surface phonon disper-
sion curves, and should be distinct from effects similar to those that have already
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been measured.
7.2.2 Lifshitz Transition
Another consequence of the peculiar electronic structure of the Dirac fermions at the
(001) surface of Pb0.7Sn0.3Se is revealed on changing the chemical potential relative
to the saddle point of the DDC, as illustrated in figure 7·2. If the chemical potential
is above the saddle point, then the Fermi surface of a single DDC takes the shape of a
pair of concentric ellipses centered around the X¯ point, as in this work. On the other
hand, if the chemical potential is lower than the saddle point, then the Fermi surface
is instead composed of two distinct circles on either side of the X¯ point. Such an
abrupt change in the topology of the Fermi surface is known as a Lifshitz transition,
and could lead to the emergence of interesting physics related to the allowed electronic
transitions that play a role in the electron-phonon interaction.
!F
1
!F
2
Lifshitz
Transition
Fermi Surface
Cross!sectionX
!
"
!
"
!
saddle point
Figure 7·2: DDC Fermi surface evolution with changing chemical po-
tential. Crossing the saddle point energy results in a topological change
in the shape of the Fermi surface, indicating a Lifshitz transition.
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7.3 Future Directions: Weyl Semimetals
TIs and TCIs possess bulk electronic band gaps and support gapless surface electronic
states which are protected by TRS and crystalline symmetries, respectively. Topo-
logical surface states have also been found to exist in a class of semimetal materials,
which do not exhibit an absolute bulk band gap but instead possess point-like band
touchings. Near these point touchings the local band structure is described by the
two-component massless Dirac Hamiltonian, that is, the Weyl Hamiltionian:
H = ±vFσ · k (7.1)
where k is the crystal momentum expanded around the band-touching point and σ is
composed of the Pauli matrices. A Weyl point involves only two bands, including spin.
The point becomes a Dirac point when two bands, each comprising spin degeneracy,
touch. Consequently, these topological materials are known as Weyl semimetals [84].
The WSM state requires the breaking of either TRS or inversion symmetry. In the case
that TRS is broken and inversion symmetry is preserved, Weyl nodes must appear in
pairs, while the case of broken TRS and preserved inversion symmetry requires that
the number of Weyl nodes be a multiple of four.
In TIs and TCIs, the Dirac fermion surface states exist within a bulk gap and
are therefore well-defined and localized near the surface throughout the SBZ. The
situation is different for WSMs, since the bulk does not possess an absolute gap. For
Weyl nodes that lie at the Fermi energy EF , the projection of bulk states onto the
SBZ contains the projection of these Weyl nodes themselves, and for Weyl nodes that
do not lie at EF , the projected bulk states occupy larger regions of the SBZ. The
Fermi surface of the edge modes of WSMs thus takes the form of so-called Fermi
arcs that connect two such regions of projected bulk states. At the ends of a Fermi
arc, the topological surface states smoothly merge into bulk states, and so the WSM
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Band inversion
SOC
Dirac point
Weyl points
TI
WSM
DSM
C = 1C = 0
a
b
c
Type-I WSM Type-II  WSM
d
Hole Electron
Figure 1
The topological insulator (TI) and Weyl semimetal (WSM) or Dirac semimetal (DSM). The topologies of a
TI and that of a WSM/DSM originate from similar inverted band structures. (a) The spin-orbit coupling
(SOC) opens a full gap after the band inversion in a TI, giving rise to metallic surface states on the surface.
(b) In a WSM/DSM, the bulk bands are gapped by the SOC in the 3D momentum space except at some
isolating linearly crossing points, namely Weyl points/Dirac points, as a 3D analog of graphene. Due to the
topology of the bulk bands, topological surface states appear on the surface and form exotic Fermi arcs. In a
DSM all bands are doubly degenerated, whereas in a WSM the degeneracy is lifted owing to the breaking of
the inversion symmetry or time-reversal symmetry or both. (c) The type-I WSM. The Fermi surface (FS)
shrinks to zero at the Weyl points when the Fermi energy is sufficiently close to the Weyl points. (d ) The
type-II WSM. Due to the strong tilting of the Weyl cone, the Weyl point acts as the touching point between
electron and hole pockets in the FS.
which is called a Fermi arc. The Fermi arc is apparently different from the FS of a TI, an ordinary
insulator, or a normal metal, which is commonly a closed loop. Therefore, the Fermi arc offers
strong evidence for identifying a WSM by a surface-sensitive technique such as angle-resolved
photoemission spectroscopy (ARPES). If TRS exists in a WSM, at least two pairs of Weyl points
may exist, where TRS transforms one pair to the other by reversing the chirality. The Fermi arc
still appears, as we discuss in this review. However, the AHE diminishes because the Berry phases
contributed from twoWeyl pairs cancel each other. Instead, an intrinsic spinHall effect arises (34)
that can be considered as the spin-dependent Berry phase and remains invariant under the TRS.
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Figure 7·3: Contrast between topological edge state fermi surfaces
of TIs and WSMs. Figure from reference [85].
Fermi surface is composed of finite arcs, rather than the loops characteristic of TI
and TCI surface states, as shown in figure 7·3.
As has been demonstrated in this diss tation, th shape of the Fermi surface of
metallic edge states in topological materials determines allowed real electronic tran-
sitions involved in the electron-phonon interaction and thus the nature of associated
surface phonon renormalizatio . In Pb0.7Sn0.3Se, the elliptical Fermi surface of the
Dirac fermions manifested in the momentum-dependence of softening of a surface
phonon mode – the softening vanished beyond 2kF associated with the experimental
direction. The same phenomenon at the surface of WSMs should be highly direction-
dependent due to the shape of Fermi arcs. The allowed surface phonon momentum
vectors that can connect two points on a given Fermi arc, and thus that can be
renormalized via interaction with these states, are extremely anisotropic, as shown
in figure 7·4. Strong interaction between a surface phonon band and WSM surface
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Figure 7·4: (a): Example Fermi arc (solid black curve) present at the
surface of a WSM. (b): Phonon momenta connecting points on example
Fermi arc, indicating dramatic anisotropy.
states is predicted to result in directional warping, as illustrated in figure 7·5. That
is, the phonon band will be greatly softened along the direction parallel to the Fermi
arc, while no softening will occur along the perpendicular direction, as dictated by
the allowed transitions of figure 7·4.
The confirmation of such directional warping associated with the topological sur-
face states would provide a novel method of mapping Fermi arcs by surface phonon
measurement via HAS. The best material candidates for this work should possess a
small number of well-separated Weyl nodes near the Fermi energy, so that the result-
ing Fermi arcs are of reasonable size. Additionally, the presence of irrelevant fermion
pockets at the Fermi level should be minimal, so that the Weyl fermions constitute the
dominant contribution. An easily-cleavable crystal system with large single domains
is ideal, given the sensitivity to long-range order of HAS techniques. One material
that satisfies most of these criteria is Td-phase MoTe2 [86, 87, 88].
The field of topological materials has rapidly grown since its inception and has
given rise to the discovery of a multitude of materials possessing unique and fasci-
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Figure 7·5: Predicted directional warping of a surface phonon band
interacting with WSM surface metallic states described by the Fermi
arc of figure 7·4.
nating metallic surface states. They are interesting both for the novel physics that
appear in these systems, as well as their diverse potential technological applications.
Surface phonon studies play a key role in building a more complete understanding of
these Dirac surface states and their interaction with ion dynamics. HAS, in combina-
tion with computational and theoretical modeling, will therefore be essential as this
rich area of condensed matter physics continues to flourish.
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