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Introduction
Field data concerning the state of the forests, as well as predictions of forest growth and yield, are essential information sources in forest management planning. Inventory data are used in forest planning systems to predict stand growth under different management schedules and to optimise the management schedules for the stands depending on the landowner's preferences or objectives (e.g. Leskinen 2001) and regulations, as well as the recommendations based on current forest management practices. Forest planning systems are usually quite complex, containing models for predicting the development of stands, e.g. models for regeneration, growth and mortality, and models for simulating the impact of different management schedules based on these predictions (e.g. Jonsson et al. 1993 , Siitonen 1993 , Lundström and Söderberg 1996 , Eid and Hobbelstad 2000 . Accurate predictions of stand growth and yield are essential, because inaccurate predictions lead to wrong conclusions and non-optimal treatment schedules .
The practice in the Nordic Countries is for field data to be usually collected stand-by-stand using subjective forest inventory methods, e.g. ocular inventory methods. In Finland, for example, the inventory data on non-industrial private forests are mainly collected by using Bitterlich (1984) sample plots. The stand basal area is assessed as the average of the subjectively selected representative sample plots. Furthermore, measurers often change the average basal area of the sample plots based on their own subjective views. Moreover, tree heights and diameters at breast height are not measured on the sample plots; instead, the trees are tallied using a relascope and a subjectively chosen basal area median diameter tree per tree species per stand is assessed by the measurer. Thus, it is difficult to estimate the sampling errors and the accuracy of stand-level inventory.
The accuracy of stand-level inventory contains wide variation due to the subjectivity of the method. For example, the measurement error of the basal area (BA) varies from about 10% to 22% (e.g. Mähönen 1984 , Laasasenaho and Päivinen 1986 , Ståhl 1992 , Pigg 1994 , Haara and Korhonen 2004 . In addition, the mean diameter at breast height (D gM ), the mean height (H gM ), and the mean age (Age) in stand-level inventory are determined by referring to the same basal-area median-diameter tree. This implies, for example, that errors in these stand characteristics are positively correlated (e.g. Ståhl 1992 , Pigg 1994 , Haara 2003 . The measurement error for mean age is about 20% and for mean diameter and mean height about 10-20% (e.g. Mähönen 1984 , Laasasenaho and Päivinen 1986 , Ståhl 1992 , Pigg 1994 , Haara and Korhonen 2004 . In stand-level inventory, the standard error of the mean stand volume (V) can vary between 15% and 38% (e.g. Poso 1983 , Laasasenaho and Päivinen 1986 , Ståhl 1992 , Haara and Korhonen 2004 . The considerable variation between measurers' accuracy has been also noted in many studies (e.g. Laasasenaho and Päivinen 1986 , Nersten and Naesset 1992 , Ståhl 1992 , Kangas et al. 2002 , Haara and Korhonen 2004 .
Long-term management planning typically uses the diameter distribution approach in growth and yield predictions (e.g. Clutter et al. 1983 , Siitonen 1993 . When doing so, the collected field data with tree and stand characteristics are used to estimate the theoretical diameter distribution of trees. The practice in Finland is to use basal area diameter distributions instead of the stem diameter distributions (e.g. Kilkki et al. 1989 , Maltamo 1998 . Each sample tree from the theoretical diameter distribution predicts a certain number of trees in the stand. The mean stand volume can be predicted by multiplying the volume of each sample tree by the prediction of its number and by summing up the estimated volumes.
The uncertainty of growth and yield predictions should be taken into account in forest planning and decision-making (e.g. Hof et al. 1988 , Hof et al. 1992 , Kangas 1999 . There are several approaches to assessing this uncertainty. Perhaps the simplest way to assess the uncertainty of growth predictions is to use re-measured data and compare the growth predictions obtained to observed growth. However, empirical assessments are time and place constrained, i.e. the assessments carried out in a certain time-and-place combination can not be directly applied elsewhere (Kangas 1999) . Besides, the assessments of the reference growth data are usually based on accurate measurements instead of ocular assessments. The second approach to assessing the accuracy of growth predictions is to utilise the Monte Carlo simulation or Taylor series approximation methods (e.g. Gertner and Dzialowy 1984 , Mowrer and Frayer 1986 , Gertner 1987 , Mowrer 1991 , Gertner et al. 1995 . When using these methods, the total prediction error is composed of several error sources (Kangas 1999) . In both methods, accuracy can be assessed without independent re-measurement of data sets. However, from the technical point of view, it may be very difficult to take all error sources into account, especially when dealing with large model sets. A third possibility in studying the accuracy of simulation systems is to model the observed (past) errors as functions of explanatory variables at the aggregated level (e.g. Hansen and Hahn 1983 , Soares et al. 1995 , Kangas 1999 . In this approach, the errors caused by different growth and yield models need not be specified. The main restriction in using this approach is the requirement of independent continuous inventory data, in which both planning data and correct data are available at the beginning and at the end of the planning period. Comparative studies between different methods for the purpose of determining their accuracy, e.g. Kangas (1999) , are rare. Most studies have focused on dealing with Monte Carlo simulation or Taylor series approximation methods.
In addition to the above techniques, Haara (2002) assessed the uncertainty of growth and yield predictions by using the k-nearest neighbour method (k-NN method). The uncertainty of the predicted stand characteristics of the target stand was derived from the uncertainty assessments of growth predictions of the nearest neighbour stands. The variables of the distance function, as well as the weights of these variables, were chosen using multi-objective optimisation (Haara 2002) . The differences between the predicted growth of the target stand and the predicted growths of the reference stands were minimised. As a result, the stand characteristics and predicted growth were as similar as possible between the target stand and the reference stands. In practice, the quality of the k-NN method predictions depends on the availability of extensive reference data. If good reference data are available, the examined method is a very promising way to predict the uncertainty of growth predictions (Haara 2002) .
The quality of forest management planning depends greatly on the accuracy of the inventory data, which can be improved, but doing so results in increasing inventory costs. In general, the costs of field inventory are significant, comprising approximately half of the total costs of forest management planning (Uuttera et al. 2002) . On the other hand, the costs of the field inventory can be reduced by utilizing old inventory data by updating the stand characteristics contained in the old data computationally using forest simulation systems (e.g. Clutter et al. 1983 , Siitonen 1993 . However, the accuracy of the updated data must be adequate for planning purposes. Computational updating is already being used in forest planning without accurate knowledge of the uncertainty of the updated stand characteristics, although there are some studies, which have demonstrated that updated stand characteristics can be as accurate as stand characteristics obtained from new inventory data (e.g. Pussinen 1992 , Anttila 2002 , Hyvönen and Korhonen 2003 The aim of this paper is to further study the uncertainty of updated stand-level inventory data by comparing two different methods for assessing the uncertainty. First, the uncertainty of growth and yield predictions is estimated by modelling the observed errors obtained by comparing the empirical stand characteristics with the updated stand characteristics. Second, the assessment of uncertainty is carried out by applying the k-nearest neighbour (k-NN) method and multi-objective optimisation. These two assessment methods have been presented as promising methods for predicting uncertainty, and in this study the methods are further studied and compared in connection with a large amount of test data. The updating is carried out using the MELA forest management planning system (Redsven et al. 2004 ). The assessments of uncertainty are compared with the empirical uncertainty. The sources of uncertainty considered in this study are the errors in the basic forest inventory data and the errors of the predictions of the forest development due to these inventory errors.
Material and Methods

Study Material
The study data consisted of three independent data sets. The first data set was obtained from fixed-radius permanent plots (INKA data) located in pure and mixed stands (Gustavsen et al. 1988 ). The INKA data were collected between 1976 and 1992 by Finnish Forest Research Institute staff from forest stands growing on mineral soils (Table 1) . Three fixed circular sample plots were measured in each stand 1-3 times at intervals of 5 years. Plots were located 40 meters apart from each other. The plot size varied: at least 120 sample trees per stand were measured in Southern Finland and 100 sample trees per stand in Northern Finland. The area of the study plots varied between 0.008 and 0.13 hectares mean area being 0.011 hectares. Tree diameters at breast height of all trees of the plot were measured but tree heights were measured only from trees, which were located in a smaller plot at the center of each sample plot. The area of smaller plot was 1/3 of the area of the sample plot. The INKA data consisted of a total of 754 stands.
The second data set was comprised of three independent data sets collected compartment-bycompartment from Eastern Finland in (Hyvönen 2002 , Hyvönen and Korhonen 2003 , Haara and Korhonen 2004 . These three data sets were combined and consisted of a total of 1223 stands (Table 1) . A stand-level inventory was first carried out by measurers in large stand data. The accuracy of the stand-level inventory was then controlled by measuring a large check inventory data. A systematic network of fixed circular sample plots was measured within each stand of the checking inventory data. This dataset is referred as CONTROL data. The number of the plots and the radius of the plots depended on the area of each stand, on the development class of the particular stand, and on the number of tree species within the stand. The average radius of the plots was 7.5 metres, and the radius of the plots varied from 3.99 metres (young stands) to 10 metres (mature stands). The average number of sample plots was 6.2 plots per stand. The tree species and the diameter at breast height were determined for each tree on the plots. The heights of the basal-area median-diameter trees of all tree species were measured on at least three plots within each stand.
The third data set (NORTH data) consisted of independent and controlled compartment data including 1842 stands from Northern Finland and collected in 1990 -1994 (Haara 2003 . A standlevel inventory was carried out by measurers. The control inventory was then done by measuring a systematic net of relascope sample plots in each stand. The average number of sample plots was Table 1 ). The heights of the basal-area median-diameter trees of all tree species within the plot were measured. The three datasets, and the four data sets generated from those in Chapters 2.2 and 2.3, are introduced in Table 2 .
Generation of True Stand-Level Inventory Data
Tree-specific stand data were first generated from the INKA data. The trees from three plots in each stand were combined to represent the empirical diameter distribution of the stand. The heights of the trees were taken only from the sample trees. Any missing heights h were estimated for each tree using Näslund's (1936) height model where d refers to the diameter. The parameters b 0 , b 1 and Var(e) were estimated separately for each stand. The missing tree heights were predicted using the model (1) so that a random variable sampled from the normal distribution N(0, Var(e)) was added to the predictions. The volumes of the trees from the diameter distributions were calculated using Laasasenaho's (1982) specieswise volume models. The correct stand volumes were obtained by summing up these tree volumes.
True stand-level inventory data including diameter distribution model errors, referred as INKA1, were generated from the true tree-specific stand data as outlined above (Fig. 1) . The structure of the INKA1 data was the same as in current forest planning practice in Finland (Koivuniemi and Korhonen 2006, Metsäsuunnittelun maastotyöopas 2006) . Each tree species was described by the basal area, the diameter at breast height of the basal-area median tree, the height of the basal-area median tree, and the age of the basalarea median tree. These species-specific characteristics were calculated from empirical diameter distributions. The theoretical basal area diameter distributions were predicted from the calculated stand characteristics using the three-parametric approach of the Weibull function (Mykkänen 1986 , Kilkki et al. 1989 . The heights of the sample trees obtained from the theoretical diameter distribution were predicted using Veltheim's (1987) height models. Then the predicted heights were calibrated with ratio estimation using the height of the basal-area median tree of the stand. The volumes of the model trees obtained from the theoretical diameter distribution were estimated using Laasasenaho's (1982) volume models. The volume estimates of the stand-level inventory data were obtained by summing up these volumes. Furthermore, the basal area median tree of the 1 stand 4 stands stand was obtained from the theoretical diameter distribution. The diameter, height and age of the basal area median tree of the stand were used as stand's D gM , H gM and Age.
Generation of Erroneous Stand-Level Inventory Data
In order to assess the uncertainty of growth and yield predictions by examining practical stand-level inventory data, the study data should also include measurement errors. Haara (2003) found the one nearest neighbour method (1nn method) to be a useful tool for generating error structures for target stands reflecting those in stand-level inventory. In the method, the measurement errors of the neighbour stand are used directly as the measurement errors of the target stand. The differences between the stand characteristics (e.g. main tree species, stand basal area) of the target stand and neighboring stand are as small as possible. In this study, k error realisations of the stand characteristics of the target stand are needed and the errors of the k nearest neighbours are used one by one, i.e. the k-NN method is applied. Because the use of the k-NN method requires extensive reference data, the NORTH and the CONTROL data sets were utilised to generate the measurement errors of the stand-level inventory into the INKA1 data ( Fig. 1 ).
The procedure was as follows. First, the measurement errors of both NORTH and CONTROL data sets were examined by deriving true tree and stand characteristics. The missing heights of the sample trees were estimated using Veltheim's (1987) height models. The height predictions were calibrated using the heights of the stand's sample trees. The trees in the sample plots were combined to provide a compounded empirical stand diameter distribution. This distribution was used to calculate the true stand characteristics. Errors in the true stand characteristics originated from the errors in the measurement of the sample trees, from the height and volume models, and from the sampling error in the control inventory. The measurement errors of the stand-level inventory of CONTROL data and NORTH data were calculated by comparing true stand characteristics and assessed stand characteristics (Table 3) . When the sampling error of the checking inventory was noted, the RMSE of the stand volume of CONTROL data decreased 3.4 percent units, the RMSE of the stand basal area 3.6 percent units, and RMSEs of the D gM and the H gM decreased 2.2 and 0.7 percent units, respectively. After studying the measurement errors of the CONTROL data and the NORTH data, the next step was to use them as the reference data for the k-NN method for generating erroneous stand-level data in the 1st and 2nd measurements of the INKA data. Stand-level data with measurement errors were first generated from the measurement errors of the CONTROL data. The level and the structure of the measurement errors were assumed to correlate with the stand characteristics. The search for five nearest-neighbour stands was done by using commonly assessed stand characteristics as the distance function variables in the k-NN method. Similarly, distance functions were applied depending on the tree species. The chosen standardised variables of the distance function were the basal area median diameter, the stand mean basal area, and the proportion of tree species in the stand in terms of the basal area per hectare. Five different error realisations for the target stand were obtained from the measurement errors of the target stand's five neighbour stands. One of the five random error generations of each target stand was excluded from the data using simple random sampling. The remaining data with four measurement error realisations of each stand (CONTROL1) were used for modelling the observed errors and the excluded data with one measurement error realisation for each stand were used as the test data (CONTROL 2). In this way, each stand had different measurement errors in the modelling and in the testing phase. The second test data (NORTH2) were generated with the 1nn method and with NORTH data as the reference data.
The generated stand level data CONTROL1 were used as modelling data for the models of the observed errors as well as for the reference data for the k-NN method for the uncertainty assessments of the updated stand level data. CONTROL2 and NORTH2 data were used for testing both of these 
28.0 (25.0) -0.4 (-0.4) 32.8 (24.5) -1.2 (-0.9) methods. The errors in the stand characteristics in the data including diameter distribution model errors (INKA1) as well as the errors in the modelling data (CONTROL1) are presented in Table 4 , and the errors in the stand characteristics in both test data are presented in Table 5 .
Growth Simulations
All stand-level inventory data (i.e. correct stand inventory data, modelling data and both test data) were updated by using the MELA forest simulator (Siitonen 1993 , Hynynen et al. 2002 , Redsven et al. 2004 ) for modelling growth, regeneration establishment, and tree mortality. The growth of the 1st measurements of the correct stand inventory data and modelling data were predicted 5 and 10 years, and the growth of the 2nd measurements were predicted 5 years. The growth of both test data (CONTROL2, NORTH2) was predicted 5 and 10 years. The logging and silvicultural operations carried out between inventories were simulated. The timing of these operations had been recorded in the inventory. The cuttings were simulated following the thinning and regeneration models (Hyvän metsänhoidon… 2001). The uncertainty of the growth predictions of the MELA forest simulator included errors of the growth, regeneration and mortality models, and the errors due to the processing of the inventory data besides the measurement errors of the inventory data.
Models for Observed Errors
The first method for assessing the uncertainty of the updated stand characteristics was to model the observed errors. The empirical errors in the stand characteristics were achieved by calculating the differences between the updated stand characteristics and empirical stand characteristics. The models for the observed errors were estimated for both true and erroneous stand-level data. In both cases, the models were estimated first for stands in which no logging or silvicultural treatments had been carried out during the simulation period, and secondly, for the entire data. The models for the treated stands were not estimated because of the small number of these stands. The models for the observed errors of the basal area median diameter, the basal area median height, the basal area, and the mean stand volume were estimated. The models were of the form: where Error i 2 denotes the squared observed error of the updated stand characteristics, SC k denotes stand and site characteristics (k = 1,2,…), and e i is an error term. The stand and site characteristics, which could have been measured as such or derived from stand level inventory data (e.g. growth predictions), were used as independent variables in these models. By using these models, the predictions of stand's MSEs of the updated stand characteristics can be achieved. Furthermore, the bias models for the observed errors were estimated. In these models, the observed errors of the updated stand characteristics, i.e. dependent variables in these models, were not squared.
K-nearest Neighbour Method and Multi-Objective Optimisation
The second method for assessing the uncertainty of the updated stand characteristics was the combination of the k-NN method (Härdle 1989 , Altman 1992 ) and multi-objective optimisation. The uncertainty of the predicted stand characteristics of the target stand, i.e. RMSEs and biases, was predicted from the uncertainty of the growth predictions of the 10 nearest neighbour stands.
The search for the reference stands was carried out by using standardised commonly measured stand characteristics, i.e. stand basal area, stand age and the class variable main tree species, as the variables of the distance function. The variables of the similarity distance function, as well as the weights of the variables, were determined using multi-objective optimisation. The non-linear programming algorithm (Hooke and Jeeves 1961) was used to find the combination of decision variables minimizing the objective function. The computer program developed by Osyczka (1984) was modified and adapted to deal with the k-NN method. The differences between the predicted growth of the target stand and the predicted growth of the reference stand were minimised in the optimisation. Thus, the stand characteristics and predicted growth were as similar as possible between the target stand and the reference stands. The (R)MSEs and biases of the updated stand characteristics of the neighbour stands were used as target stand's ucertainty assessments.
In the case of the INKA1 data, i.e. true standlevel inventory data, the reference data of the target stand consisted of all stands besides target stand in INKA1 data. As regards the stand data with measurement errors, the reference data consisted of the CONTROL1 data besides target stand, i.e. INKA data with measurements errors generated from the CONTROL data.
Uncertainty Assessments of the Updated Stand Characteristics
The usability of both assessment methods was tested by using the true stand-level inventory data INKA1 and two generated test data, i.e. CONTROL2 and NORTH2. All of these data sets were updated and the empirical errors of the growth predictions were calculated from the differences between the updated stand characteristics and the true stand characteristics. The test criteria used in the comparison of the predictions were RMSE and bias of the observed errors. The RMSE and the bias of the empirical errors were calculated as
where Y i denotes the true value of the stand characteristics, Y i ∧ denotes the predicted value of the stand characteristics, and n is the number of stands. The relative RMSE and the relative bias are obtained by dividing RMSE and bias by the average of the true stand characteristics.
The uncertainty of the updated stand characteristics for the true stand-level inventory data and two generated test stand data were predicted with both assessment methods, i.e. the models for the observed errors and the k-NN method. The standwise RMSEs and biases were first predicted with both assessment methods. After that RMSEs and biases of the three test data sets were obtained by adding together the standwise estimates of the RMSEs and biases, and by dividing the sums by the number of the stands. The predictions of uncertainty were compared to empirical RMSEs and biases.
The considered stand characteristics were D gM , H gM , BA and V. The predictions and related uncertainty measures were produced for stands without logging and silvicultural treatments and together for the stands with and without treatments, using both methods, i.e. the models for the observed errors and the k-NN method.
The uncertainty assessments obtained by both methods, i.e. the models for the observed errors method and the k-NN method, were also studied at the stand level. The 95% confidence intervals of the updated stand characteristics were estimated for each stand based on the uncertainty assess-ment of the stand characteristics depending on the method used. After estimating the confidence intervals, the proportions of the observed errors included in the estimated confidence intervals were studied by using both methods. The studied updating period was 10 years.
Results
Models for Observed Errors
The models for the observed errors (Eqs. [2] [3] were estimated in the first phase for the true stand-level inventory data (INKA1). Here the modelling was carried out by first excluding the stands in which management operations had been performed during the updating time (Table 6 ). Then the modelling was carried out in whole INKA1 data (Table 7) . The bias models (Eq. 5) for the growth predictions of the stand characteristics were also estimated for both cases (Tables 8, 9) . The uncertainty of the growth predictions increased with the applied updating period. In addition, the relative uncertainty of the growth predictions was clearly higher for young stands. The effect of treatments was considerable: growth and yield predictions were more difficult in treated stands. The uncertainty of the updated BA and V were assessed more reliable than the uncertainty of the updated median tree characteristics.
In the second phase, the models of the observed errors were estimated using stand-level inventory data CONTROL1, which included generated measurement errors. Now the treatment effect was not as clear as it has been when using true standlevel inventory data (Tables 10,11). Moreover, the effect of the updating time on the uncertainty of the stand characteristics had diminished. Furthermore, the bias models for the growth predictions of the stand characteristics were estimated for data with and without the stands in which management operations had been performed during the updating time (Tables 12,13 ). 
Assessment of the Uncertainty of the Updated Inventory Data
The uncertainty in the prediction error of the updated stand characteristics was assessed by using the true stand-level inventory data INKA1. Both methods, i.e. the models of observed errors and the k-NN method, where applied. When the updating time was 5 years, both methods produced RMSEs close to the observed RMSEs (Table 14) . The growth and yield of BA and V of the treated stands were considerably underestimated. Both methods reflected this in their bias predictions. When the updating time was extended to 10 years, the k-NN method gave RMSEs for the updated stand characteristics that were clearly closer to the observed RMSEs of the treated and untreated stands when compared to the models of the observed errors method (Table  15 ). The models of the observed errors tended to overestimate the RMSEs of the basal areas and mean volumes, and to underestimate the RMSEs of the mean diameters and mean heights. The bias predictions were in line with the observed biases in both methods. The assessment of the uncertainty of the updated stand characteristics was also carried out with two test data sets. In the case of the CONTROL2 data, the models of the observed errors produced slight underestimates of the pre- No treatment D gM (cm) 0.6 (3.7) 1.2 (7.5) 0.6 (3.4) -0.05 (-0 .3) -0.2 (-1.1) -0.08 (-0 .5) H gM (m) 1.1 (8.6) 0.8 (5.9) 1.1 (8.3) 0.1 (0.7) -0.3 (-2.1) 0.1 (0.9) BA (m 2 ha -1 ) 1.4 (7.6) 1.8 (9.5) 1.2 (6.5) -0.1 (-0 dicted RMSEs of the stand characteristics when the updating time was 5 years (Table 16) , whereas the predicted RMSEs were close to the observed RMSEs when using the k-NN method in both the treated and untreated stands. The prediction was somewhat more difficult to perform when dealing with the treated stands. When the updating time was extended to 10 years, the accuracy of the k-NN method was still quite good (Table  17) . When the updating time was increased, the relative RMSEs increased slightly, but the relative biases increased significantly. The biases of the updated stand characteristics could be predicted using both methods. The uncertainty of the updated stand characteristics was also estimated using the NORTH2 stand-level inventory data. With an updating time of 5 years, the predictions of RMSEs of V and BA produced by both methods were quite similar to the observed RMSEs in the untreated stands (Table 18 ). The predicted RMSEs of D gM and H gM were slight underestimates. The predicted biases were in the same direction as the observed biases for BA and V. When the updating time was extended to 10 years, the predicted RMSEs of D gM and H gM became underestimates (Table  19 ). The predicted RMSE of V of the untreated stands was overestimated when using the model of observed errors. The predicted biases of the stand characteristics were quite similar to the observed biases.
The uncertainty assessments of the updated stand characteristics were also made at stand level. Confidence intervals of 95% were derived from the assessments of uncertainty for every stand. The proportions of stands in which the prediction of uncertainty of D gM, BA and V in the correct stand inventory data (INKA1) when using the models of observed errors were within the confidence intervals were greater when compared to the proportions achieved by using the k-NN method (Table 20) . Contrary to this, the proportions of stands in which the prediction of uncertainty of H gM were within the confidence intervals were greater when using the k-NN method. Similar differences were found when assessing the first stand inventory data including measurement errors (CONTROL2), although the proportions of stands, including these derived confidence intervals, were somewhat smaller (Table 20) . When the measurement errors were generated from the NORTH data, the proportions of the stands within the confidence intervals were a slightly greater when using the model of observed errors compared to the CONTROL2 data (Table 20) . On the other hand, when the same comparison was made with the k-NN method, the proportions of the stands were smaller. The confidence intervals were considerably more unfavourable with treated stands. 
Discussion
This paper is a study of two methods for assessing the uncertainty of updated forest inventory data with the forest simulator. The studied methods were (i) the models for observed errors and (ii) the k-NN method. The uncertainty assessments of growth and yield predictions using both methods were found to be feasible when dealing with large stand data sets. Furthermore, the confidence intervals for the uncertainty predictions of the updated stand characteristics for individual stands were satisfactory for both methods. When comparing the above results to results reported in previous literature, Kangas (1999) found that the models for observed errors were also feasible for assessing the uncertainty of growth and yield predictions. Furthermore, Haara (2002) achieved promising results for the uncertainty assessments of growth predictions by compounding the k-NN method and multiobjective optimisation. However, these two uncertainty prediction methods have not been compared previously. In addition, the study data used by Kangas (1999) were confined to even-aged pure pine stands.
The increased need for valid growing stock data is leading to continuous updating of stand databases. In continuous updating, the stand attributes are estimated in the field following a forestry operation (cutting or silvicultural treatment) and then they are stored in databases (Koivuniemi and Korhonen 2006) . It is inevitable that the continuous growth simulation of stands increases the uncertainty of growing stock data when compared to actual field measurements. Predictions of the uncertainty of the updated stand data are useful as decision support when discussing planning problems and the quality of planning data.
The INKA data applied in this study have been used as modelling data in many growth models in connection with forestry simulators (Hynynen et al. 2002 , Redsven et al. 2004 ). However, this study focused on the stand-level approach and the growth models used were individual-tree-based growth models. The values of the dependent variables were assumed to be error-free. This assumption could be made since measurement errors in the dependent variables do not introduce bias into the coefficients, but only slightly increase the variance of the models (Carroll et al. 1995) .
The main advantage of both of the studied methods is that the bias and the accuracy of the predictions can be assessed. However, both methods require independent and repeatedly measured inventory data. This can be seen as being the main drawback of the studied methods when comparing them to methods such as the Monte Carlo simulation or Taylor series approximations (e.g. Gertner 1987 , Gertner and Dzialowy 1984 , Mowrer, 1991 . On the other hand, both of the tested methods are quite easy to adapt to forest simulation systems if only contemporary models and distance functions are estimated. Furthermore, using these methods does not considerably add to the computation time even when doing growth predictions for large areas.
Forest simulators, as well as the models included in the simulators, are usually under continuous development and the accuracy and the precision of the models can change over time. This implies that the empirical estimates related to the observed errors produced in this study should be also updated to correspond to the current situation. Furthermore, the models of observed errors should be updated using new data. On the other hand, the use of the k-NN method is very flexible in dealing with changing situations. If the assumptions related to the distance function are valid, one needs to update only the reference data with simulators using current calculation practices.
In addition to the procedures studied in this study for deriving inventory data, it would be also possible to utilise old inventory data with automatic interpretation of remote sensing material such as medium resolution satellite images and high resolution aerial photographs (e.g. Anttila 2002 , Hyvönen 2002 . Old inventory data can provide additional information from stands (e.g. fertility class, regeneration age, biodiversity), which can be compound especially with obtained laser scanner data, whose accuracy of the stand characteristics is adequate for planning purposes (e.g. Maltamo et al. 2004 , Naesset 2004 . Numerical interpretation of remote sensing material helps in avoiding the subjectivity of stand-level inventory and in reducing inventory costs. However, choosing the timing of forest management operations is still an unresolved problem when using image interpretation techniques only. This is a problem especially in the Nordic countries where forest stands are managed under regulated management schedules with several thinnings included.
This study focused on errors in planning data, but the next step could be an approach where the errors are connected to the costs and benefits of the planning situation. An example of such an approach is the cost-plus-loss analysis (e.g. Ståhl et al. 1994 , Eid 2000 , Holmström et al. 2003 , Eid et al. 2004 in which the total costs include the costs of the inventories and the expected loss of non-optimal decisions based on uncertain forest data. Thus, whenever the additional costs of inventory and planning are less than the additional income, it would be useful to carry out an additional inventory. In addition to the errors in basic forestry data and the uncertainty in predicting forest development, the sources of uncertainty in forest planning calculations include the uncertainty of the future prices paid for timber (e.g. Leskinen and Kangas 1998) and the uncertainties involved in forest owners' preferences (e.g. Leskinen 2001) . Separate analyses are important, but there is also a need for aggregate consideration of all these sources of uncertainty, to explore the possible interactions of the different uncertainty sources, and to find those aspects of uncertainty, which are the most critical in decision support. This, in turn, facilitates adaptive planning with respect to critical uncertainty sources. For example, the high uncertainty of stand attributes predicted by either one of the methods considered in this study could lead to adaptive planning with new measurements of the stand attributes of some stands.
