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Abstract. This work describes an automatic methodology to discrim-
inate between individuals with the genetic disorder Pitt-Hopkins syn-
drome (PTHS), and healthy individuals. As input data, the methodol-
ogy accepts unconstrained frontal facial photographs, from which faces
are located with Histograms of Oriented Gradients features descriptors.
Pre-processing steps of the methodology consist of colour normalisation,
scaling down, rotation, and cropping in order to produce a series of im-
ages of faces with consistent dimensions. Sixty eight facial landmarks are
automatically located on each face through a cascade of regression func-
tions learnt via gradient boosting to estimate the shape from an initial
approximation. The intensities of a sparse set of pixels indexed relative
to this initial estimate are used to determine the landmarks. A set of
carefully selected geometric features, for example, relative width of the
mouth, or angle of the nose, are extracted from the landmarks. The fea-
tures are used to investigate the statistical differences between the two
populations of PTHS and healthy controls. The methodology was tested
on 71 individuals with PTHS and 55 healthy controls. Two geometric
features related to the nose and mouth showed statistical difference be-
tween the two populations.
Key words: Pitt-Hopkins Syndrome, Morphological Face Analysis, Fa-
cial Landmarks
1 Introduction
Pitt-Hopkins syndrome (PTHS) is a neurodevelopmental disorder caused by
haploinsufficiency of the TCF4 gene on chromosome 18, as a consequence of
true deletion or intragenic mutations [1, 2]. The individuals who are affected by
PTHS are normally characterised by an intellectual disability linked with devel-
opmental delay, unusual patterns of breathing, like breath-holding while awake
or hyperventilation, epilepsy, and a distinctive facial gestalt. Some of the facial
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characteristics include sunken eyes, a squared forehead, larger than normal nose
with a broad nasal bridge, a nasal tip that is arched with flaring nostrils, a no-
ticeable curved shape of the upper lip (also known as Cupid’s bow), and wide
spaces between teeth [2–5]. Diagnosis of syndromes such as PTHS with genetic
tests can be expensive, time-consuming and not available to some communities
[6], and thus, an automatic methodology that can correlate genotype and pheno-
type and pre-diagnose individuals with PTHS based on facial metrics extracted
from a single photograph is attractive.
The recognition of a genetic syndrome recognition based on a photograph
is rather similar to the problem of classic facial recognition [7]. However, a ge-
netic syndrome detection will be limited by the amount of data available and
the unbalance against controls [8], the difficulty in differentiating between sub-
tle facial patterns, gender and ethnic differences [9], among other factors [10].
Furthermore, the limited amount of data restricts the possibility of developing
solutions based on deep learning approaches as these require very large amounts
of training data.
This paper describes a methodology that process unconstrained frontal fa-
cial photographs. The methodology extracts morphological measurements from
geometric features through a series of image processing steps. For anonymity
purposes, the faces of the document have been obscured, and only the edges
have been retained to illustrate the process. The actual processing was applied
to the photographs. These measurements showed statistical difference between
individuals with PTHS and healthy controls. The methodology does not require
user intervention nor the use of a large database. Although the methodology was
tested with a relatively small database, the results are encouraging.
2 Materials and Methods
2.1 Database
A total of 126 photographs of Caucasian individuals aged between 2 and 17 years
divided in two groups were analysed. The first group consisted of 71 cases of pa-
tients with a confirmed diagnosis of PTHS, which were selected from the Institute
of Genomic Medicine, Gemelli Hospital Foundation, Rome, Italy. The second
group consisted of 55 healthy controls acquired at Department of Biomedical
Science and Human Oncology, University of Bari, Italy. Written informed con-
sent was signed by parents of the patients and healthy children. The photographs
were acquired with a range of devices, mostly amateur cameras and smartphones,
with variations of lighting, pose, distance from camera, background, orientation
of device and resolution, the format for all of them was 8-bit RGB JPEG. All
of the photographs were front or near-front facial images without occlusions or
partial view of the face.
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2.2 Methodology
All processing was performed using Python 2.7 and the following libraries:
sys, os, glob,Dlib[11], NumPy [12], Scikit− image[13], Scikit− learn [14].
The methodology consists of six stages.
1)Pre-processing: Images were normalised using automatic histogram equal-
isation and median filtering in order to obtain uniform brightness and contrast
levels. Faces were detected using the Viola-Jones object detection framework
[15]. This algorithm detects faces by obtaining the sum of the values in image
pixels within rectangular areas and then derive a large amount of features that
are used to identify characteristics of a human face, e.g. the pixels of the eyes are
darker than the pixels of the upper-cheeks. The location of the face was extended
by 30 pixels on all directions and all pixels outside this region were discarded
(Fig. 1(a)). This region with the face was the re-sized to 600× 600 pixels.
2) Face detection: A refined face detection process was then performed
with Histogram of Oriented Gaussians (HOG) [16], which can provide better
results than Viola-Jones [17]. This was important for the location of landmarks.
The HOG face detector assumes that shape and texture of a face can be de-
scribed by the distribution of gradients of intensity or edge directions. As first
step of the HOG face detector, gradient vector (magnitude and angle) of every
pixel of the picture is computed. The final HOG descriptor size is the vector
of all components of the normalised blocks in the detection window. For this
implementation, the size of the detection window was 64 × 64 pixels and 1400
histograms or training vectors were generated. The combined vectors are the
input of a linear kernel support vector machine (SVM) [18] classifier trained for
face detection. The classifiers returned the bounding box of the face.
3) Face alignment and registration: In the face alignment step, the face
is rotated, scaled and translated taking into account the rigid and non-rigid face
deformation. For this task, 5-point facial landmarks were used: 2 points for the
corners of left eye, 2 points for the corners of the right eye and 1 point for the tip
of the nose. The horizontal and vertical (x, y) coordinates of the five points were
detected with a pre-trained model based on HOG descriptor and SVM classifier.
First of all, the centre of each eye (centroid) was calculated in accordance with
the two corner points detected. Then, taking into account the differences in x
and y coordinates of the centroids of both eyes and arc-tangent function, the
angle of rotation was calculated. Once the face is rotated, it is scaled back to
the dimension of 600x600 pixels.
4) Landmarks localization: The localisation of landmarks follows the method
of Kazemi [19]. In order to label the facial regions, a training data set that con-
sists of labelled facial landmarks on face images and probability of distance
between pairs of pixels near facial landmarks is used. Using the training data
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set as described above, in order to localise facial landmarks, an ensemble of
regression trees is trained to estimate the facial landmark positions using only
pixel intensities. For this work, a configuration 68 landmarks distributed around
the eyes, nose, mouth and contour of the face was selected and is illustrated
in Fig. 1(b). The landmarks overlaid on the original facial image are shown in
Fig. 2(a).
5) Geometrical feature extraction: Patients with PTHS present special
facial features related to the geometry of the face. Therefore, geometric features,
specifically of distance, area and angles, as defined by the relationship among
the landmarks previously located, were explored to support diagnosis of PTHS.
Three distance features, R1, R2, R3 were defined by the distances between
the eyes (landmarks 39 and 40, in Fig. 2(b)), width of the nose (landmarks 31
and 35) and width of the mouth (landmarks 48 and 54). These features were
normalised by the respective baselines B1, B2, B3 (the width of the face in three
different locations) so that they are invariant to scale, rotation and translation.
For the first feature R1, the baseline B1 is the distance between the temples,
for R2 the baseline B2 is the distance between the cheekbones and for R3 the
baseline B3 is the width of the jaw (Fig. 2(b)).
One angle feature called NoseAngle was extracted to describe the width of
the noses of individuals in terms of angular extension (noted as α in Fig. 2(c)).
Starting from a triangle built using three landmarks of nose as apices, the
Carnot’s theorem has been used in order to calculate the top angle of the triangle.
Two area features were derived using polygons or circles defined on facial
landmarks. First, the ratio of nose area over face area (RNose) and second, the
ratio of mouth area over face area (RMouth) as illustrated in Fig. 2(d). The
area of the face was calculated as the area of the ellipse constructed on the basis
of the two axes where the minor axis is the face width (landmark 1 to 15), and
major axis is the height of the face (landmark 8, the chin, and centroid between
the landmarks 19 and 24 (Fig. 1(b)).
6) Statistical Analysis: The six geometric features (R1/B1,R2/B2,R3/B3,
NoseAngle, Rnose, RMouth) were compared between healthy and PTHS pop-
ulations with a paired Student’s t-test.
3 Results
The methodology was applied to all images and the localised landmarks were
assessed visually. None of the face images of the collected data set showed incor-
rectly localised landmarks. As general comparison between the two populations,
the average location of the landmarks was calculated and displayed as a mean
face (Fig. 3). Whilst the landmarks of the eyes and forehead seem to be close
between populations, those of the nose, mouth and perimeter of the face were
more distant to each other. In terms of statistical difference, it was found that
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(a) (b)
Fig. 1. (a) One representative photograph of an individual with diagnosed PTHS. The
face has been obscured for anonymity purposes. Canny edge detection was applied
to the blue channel, the regions without edges were set to black. Red bounding box
denotes the region of interest that will be cropped. (b) Sixty eight facial landmarks to
be localised on the photographs.
there was no significant differences for the distances R1/B1, R2/B2, R3/B3,
nor for the area of the nose Rnose. However, there was a statistical differenve
for the angle NoseAngle and the ratio of the mouth RMouth. These differences
are shown in Fig. 4 as boxplots and Table 1 shows the p-values of the t-tests for
all cases.
Feature p-value
R1/B1 0.446
R2/B2 0.709
R3/B3 0.185
NoseAngle <0.0001
Rnose 0.68
RMouth <0.0001
Table 1. Statistical comparison between PTHS and healthy populations.
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(a) (b)
(c) (d)
Fig. 2. Illustration of the methodology and a subset of geometrical features. (a) Region
of interest with the localised facial landmarks. (b) Three distance features illustrated
with red lines: R1 (distance between eyes), R2 (distance between edges of the nostrils),
R3, (distance between the corners of the mouth) and three baselines; B1 (temples), B2
(cheekbones), B3 (jaw). (c) Triangular region corresponding to the nose and the angle
α. (d) Ellipsoidal region corresponding to the mouth.
4 Conclusions
The methodology described in this paper found a statistical difference between
populations of healthy individuals and those with PTHS. The methodology is
automatic and only requires frontal facial images without obstructions, but there
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Fig. 3. Mean face shape comparison between PTHS and healthy individuals. It should
be noticed the similarity in the regions corresponding to the eyes and the differences
in the nose and mouth.
is no user intervention in the process. Whilst the sample of the data is relatively
small (PTHS 71, Healthy 55), the results are promising and could be used by
health professionals interested in the recognition of the syndrome without the
need of genetic tests.
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