If Γ is a random variable with values in a compact matrix group K , then the traces Tr(Γ j ) (j ∈ N) are real or complex valued random variables. As a crucial step in their approach to random matrix eigenvalues, Diaconis and Shahshahani computed the joint moments of any fixed number of these traces if Γ is distributed according to Haar measure and if K is one of U n , O n or Sp n , where n is large enough. In the orthogonal and symplectic cases, their proof is based on work of Ram on the characters of Brauer algebras.
Introduction
In the 1980s and early 1990s, Diaconis, Mallows and Shahshahani devised a method for studying the eigenvalues of random elements of the compact classical groups which are chosen according to Haar measure. The paper [3] of Diaconis and Shahshahani is probably the best-known reference, whereas the paper [2] of Diaconis and Evans contains the state of the art, including many applications. In a nutshell, the method is Fourier analysis built upon an explicit solution to the following problem: Fix n ∈ N and let K = K n be one of U n , O n , Sp n (n even in the last case). Consider a random variable Γ = Γ n with values in K , whose distribution is Haar measure. Compute the joint moments of the real random vector (Tr(Γ), Tr(Γ 2 ), . . . , Tr(Γ r )), ( (r ∈ N, a ∈ N r 0 , ω K Haar measure), in the cases K = O n and K = Sp n , and the joint moments of the complex random vector (Tr(Γ), . . . , Tr(Γ r ), Tr(Γ), . . . , Tr(Γ r )) (1.3) in the case K = U n . It turns out that this is in fact possible if n is large enough, and that these moments equal the corresponding moments of suitable multivariate normal distributions. The proof which is given in [3] for the moment formula in the case K = U n uses nothing more than basic character theory of groups together with a wellknown explicit decomposition of power sum symmetric functions, which is often referred to as Schur-Weyl duality. On the other hand, the treatment of the cases K = O n and K = Sp n makes use of less familiar material, namely, Ram's work ( [9] , [10] ) on the characters of Brauer algebras.
Nowadays there exist alternative methods to prove these moment formulae. Hughes and Rudnick [7] have chosen an approach via the combinatorics of cumulants and Weyl's integration formula. Pastur and Vasilchuk [8] have used ideas from statistical mechanics to obtain an entirely different proof. The present paper proposes yet another method, which is based on classical invariant theory. This theory has undergone some refinement since Weyl's classic [12] , and there exist accessible expository texts such as the monograph [4] . It will emerge from our discussion that the fundamentals of this theory (which include an abstract version of Schur-Weyl duality) suffice to prove the moment formulae for all three groups in a uniform way. Invariant theory serves to reduce the computation of integrals directly to an easy counting problem, and there is no need to deal with special functions explicitly.
The paper is organized as follows: Section 2 serves to fix notation, to review a fragment of Lie theory (Theorem 2.5) and to present a version of Schur-Weyl-Duality, which will be termed Double Centralizer Theorem, in a way that clearly brings out the connection with invariant theory (Theorem 2.2 and Addendum 2.3). The central piece of the paper is Section 3, and there the orthogonal case is the paradigmatic one. The presentation of the symplectic and unitary cases builds upon the previous discussion of the paradigm and explains how the difficulties which are specific for the other groups can be overcome.
Preliminaries
For a subgroup H of a group G write G : H := {Hg : g ∈ G} for the set of right cosets with respect to H . A G-space (M, G) is a set M together with a right action If M is a finite set, k := #M < ∞, write M r (M ) for the set of all r -matchings in M , where an r -matching is a partition of M into r two-element and k − 2r one-element subsets. A matching in M is an r -matching for a suitable r . If k = 2r , then an r -matching is also called a two-partition of M , and one writes M(M ) := M r (M ).
The natural action of Sym(M ) on M induces transitive actions on M(M ) and M r (M ) in the obvious way.
Here we use for k ∈ N the shorthand (2k − 1)!! :
Let V be a finite-dimensional complex vector space and write V ⊗k for its k -fold tensor power. Suppose that b = (b j ) j=1,...,n is a C-basis of V . Write F (k, n) for the set of all maps from {1, . . . , k} to {1, . . . , n}. It is well known that the family
and proceed by linear continuation. This defines an action of S k on V ⊗k , which in turn determines a homomorphism
and then proceeding by linear continuation. If one applies this procedure to k copies of the same representation (V, ρ) of G and restricts the resulting tensor product representation to the diagonal, then one obtains a representation ρ k = ρ ⊗k of G.
It is well known that a representation of a group G can be regarded as a representation of its group algebra CG, and vice versa. A representation of CG on the complex vector space V gives rise to a CG-module structure on V , and vice versa. If A is a C-algebra and V 1 , V 2 are C-vector spaces with an additional structure as A-modules,
If ρ is a completely reducible representation of G, then the image of CG under ρ is a semisimple subalgebra of End C (V ) (see [4] , Thm. 3.3.4), i.e., isomorphic to a direct product of full matrix algebras. Therefore the following result is applicable: 
Proof. [4] , Thm. 3.3.7.
Now consider the special case that A is the image of a group algebra CG under a representation ρ (which we drop in what follows in order to simplify notation). Set
Since G acts linearly, [V ] G is a vector space. Its elements are called the G-invariants in
(By the definition of group algebras we are in fact dealing with a finite sum.) This means that Cv is a one-dimensional A-invariant subspace of V , hence an irreducible A-module.
At a critical juncture in our application of Theorem 2.2 in Section 3 we will need an answer to the following question: What does U µ look like when V µ = Cv 0 for some
G ? We give our answer in the form of an addendum to the DCT.
It is easily verified that ϕ w ∈ Hom A (V µ , V ) = U µ and that the map w −→ ϕ w is a C-linear bijection. As to the module operation, let
For n ∈ N let I n denote the identity matrix in C n×n , and for n even set
Let I ⊆ N and consider families (V n , β n , G n , K n ) n∈I , where V n is an n-dimensional C-vector space, which we will for simplicity identify with C n , β n :
where U n is the unitary group. Consider the following cases:
(1) I = N, and for all n ∈ I β n ≡ 0. Here G n = GL(n, C), K n = U n .
(2) I = N, and for all n ∈ I β n is the nondegenerate symmetric form (x, y) −→ x I n y .
(3) I = {2m : m ∈ N}, and for all n ∈ I β n is the nondegenerate skew-symmetric
The relation in which the K n stand to the G n is but an instance of a general theory which links compact to complex Lie groups (see [6] , Ch. XVII). Nevertheless, a pedestrian verification of the following important aspect of this correspondence is possible.
Lemma. In all three cases
i.e. the Lie algebra of G n is the complexification (as a vector space) of the Lie algebra of K n .
2.5 Theorem. Let G and K be connected closed matrix groups,
(ii) (V, ρ) is irreducible if, and only if, (V, ρ K ) is irreducible, where ρ K is the restriction of ρ to K .
Proof. [11] , Lemma 4.11.13, together with the proof of Thm. 4.11.14.
Since we wish to apply Theorem 2.5 to G = O(n, C), which has two connected components, we give an addendum, which follows by a minor modification of the proof of Maschke's theorem roughly as in the proof of [4] , Prop. 2.4.2.
2.6 Addendum. Theorem 2.5 remains true when the assumption that G and K be connected is weakened to the requirement that G 1 , i.e. the connected component of the unit element, have finite index in G.
Before this section comes to a close, let us prepare the ground for our subsequent applications of invariant theory by defining in the cases (2) and (3) two special bases
..,n is the standard basis of
such that for all i, j = 1, . . . , m :
We then set for all i = 1, . . . , m
3 Moment Identities
The General Setup
Fix n ∈ N, and let K n be one of U n , O n , Sp n . Consider a random variable Γ n whose distribution is the normalized Haar measure ω Kn on K n . In addition, fix r, q ∈ N, a =
and define k b analogously. It is our object to compute the a-moment
in the cases K n = O n and K n = Sp n , and in the case K n = U n the (a 1 , . . . , a r , b 1 , . . . , b q )-moment of the random vector
) . We will usually drop the subscript n.
The Trace Lemma
Let ρ be the defining representation of GL(V ) on V . For k ∈ N write ρ k for ρ ⊗k :
Obviously the images of ρ k and σ k centralize each other. We thus can define a representation
and proceeding by linear continuation. For g ∈ GL(V ) write c i (g) (i = 1, . . . , n) for the (not necessarily distinct) complex roots of its characteristic polynomial (in any order).
. . , c n (g)) is defined unambiguously and will be abbreviated to p(g).
We now specialize k to k a as in (3.1), consider (ρ k × σ k )(g, s) as a linear operator on V ⊗k and compute its trace.
Lemma (Trace Lemma). For any
where s ∈ S k is of type (1 a 1 2 a 2 . . . r ar ).
The proof consists in the following two lemmata, the first of which is stated without proof in [9] , Thm. 4.6(a). The second one seems to be the starting point for the approach of Diaconis and Shahshahani.
3.2 Lemma. For any g ∈ GL(V ), s ∈ S k , we have
Proof. In a first step suppose that g is diagonalizable. Consider a basis (v i ) i=1,...,n of V consisting of eigenvectors of g , and let (c i ) i=1,...,n denote the corresponding eigenvalues. s) ) maps any basis tensor to a scalar multiple of another basis tensor. This means that in order to compute the trace of (ρ k × σ k )((g, s)), we have to consider the fixed points of the action of s. Now ⊗ k j=1 v jϕ is fixed by s if, and only if, ϕ is constant on the supports of the cycles of s. Writing λ = (λ j ) j=1,...,l(λ) = type(s), this observation yields
On the other hand,
which is the same.
The general case follows from the well-known fact that the set of all complex matrices whose characteristic polynomial has pairwise distinct roots is dense in C n×n .
where λ is the partition (1
On the other hand, when one groups in p λ (g) = l(λ) ν=1 p λν (g) the factors with the same λ ν together, by the very definition of the partition λ one again arrives at
A density argument yields the conclusion.
The Orthogonal Case
We consider the case (G,
where
3.5 Remark. If k is odd, then (3.6) holds regardless of whether condition (3.5) is met or not, both sides being equal to zero in this case.
The proof of Theorem 3.4 is the content of this subsection. Obviously the representation ρ k of GL(V ) can be regarded as a representation of G by restriction. We now apply the DCT to V ⊗k in the place of V , and take
The semisimplicity of A is guaranteed by Theorem 2.5, Addendum 2.6 and the remark before the DCT. Using the Trace Lemma 3.1 we get
where V µ , U µ (µ ∈ M ) are defined as in the DCT, and s ∈ S k is of type (1 a 1 2 a 2 . . . r ar ).
On the right the symbol
ered as an endomorphism of the invariant subspace V µ , and analogously for σ k (s) Uµ .
Integration over K yields
Now for all µ ∈ M the map χ µ :
character of G, and by Theorem 2.5 its restriction to K is an irreducible character of
, then by the orthogonality of irreducible characters we see that (3.7) reduces to
Otherwise the expectation in (3.7) equals 0. Now we invoke our Addendum 2.3 to the DCT. It says that U µ 0 is -up to an isomorphism of B -modules -nothing else than the space [V ⊗k ] G of G-invariant tensors (with respect to ρ k ). So, in order to compute (3.8), we can apply the invariant theory of the complex orthogonal group. To simplify notation, we drop the representation ρ k . The first obvious question is whether there are any nontrivial G-invariants. Since −I ∈ G, it is clear that the answer is negative if k is odd. So we assume that k = 2l is even. Recall that f := (f i ) i=1,...,n is an orthonormal basis with respect to β . Set
In the sequel we will drop the representation σ 2l .
Theorem (First
Hence, to evaluate (3.8), we have to compute the trace of s ∈ S 2l on span C θ S 2l l . We will facilitate this computation by giving another description of the action of S 2l on
l . Recall that M(l) denotes the set of all two-partitions of {1, . . . , 2l}. A family ({m ν , n ν }) ν=1,...,l such that {{m ν , n ν } : ν = 1, . . . , l} ∈ M(l) is called a labelled two-partition of {1, . . . , 2l}. Write M l (l) for the set of all labelled two-partitions of
of the index set {1, . . . , l}. Then M(l) can be regarded as the system of equivalence classes in M l (l) with respect to ≡.
as follows:
..,l is mapped to m l s := ({m ν s, n ν s}) ν=1,...,l . From the definitions, recalling that S 2l acts on V ⊗2l via σ 2l , we see:
Let m 
3.9 Remark. Since for π ∈ S l the mapping ϕ −→ πϕ induces a permutation of F (l, n),
is independent from the labelling in m l , hence depends only n) ), i.e., the summands of θ l , are pairwise distinct elements of the basis f ⊗2l of V ⊗2l , and S 2l maps them again to elements of f ⊗2l . By the very definition of a basis this implies that θ l s = θ l if, and only if, s permutes the summands of θ l . Now assume n ≥ l (which is the same as 2n ≥ k , hence our assumption (3.5)). Then there exists some ϕ 0 ∈ F (l, n) which is injective. Write S for the stabilizer of ≡(m 
Corollary
Corollary 3.11 implies that the number of fixed points of s ∈ S 2l in its action on θ S 2l l is the same as in its action on M(l). Now, if we can show that θ S 2l l is not only a spanning set, but also a basis of [V ⊗2l ] G , the trace we are interested in will be this number of fixed points. Note that the family (θ l s) s∈S 2l contains repetitions. We can introduce an injective parametrization of the orbit as follows: For m ∈ M(l) choose s m ∈ S 2l such that m 0 s m = m. Then (s m ) m∈M(l) is a system of representatives for the coset space S 2l : S , and we have that θ
Proof. For all m ∈ M(l) θ l s m is a sum of suitable distinct elements of the basis If k = 2l is even and 2n ≥ k , then this expectation equals the number of fixed points with respect to the induced action on M(l) of any s ∈ S 2l with cycle type (1 a 1 2 a 2 . . . r ar ).
Theorem 3.13 has transformed our original problem into a purely combinatorial task, which we are going to take up right now.
3.14 Theorem. Let l ∈ N, k = 2l, s ∈ S k with cycle type (1 a 1 2 a 2 . . . r ar ). Then, with respect to the induced action of S k on M(l) = M({1, . . . , 2l}), the number of fixed points of s is
(3.10)
Here for m ∈ N (2m − 1)!! = (2m − 1)(2m − 3) . . . 3 · 1. The empty sum is zero.
The proof of this theorem becomes more transparent when one makes explicit a series of more or less trivial lemmata. Fix s ∈ S 2l of the form
Now let A ⊆ {1, . . . , 2l}, m = {{m ν , n ν } : ν = 1, . . . , l} ∈ M(l). We say that m can be restricted to A, if there exists a subset I A ⊆ {1, . . . , l} such that A = ν∈I A {m ν , n ν }.
3.15 Lemma. Let m ∈ M(l) be s-invariant, j ∈ {1, . . . , r} with a j ≥ 1, i ∈ {1, . . . , a j }. Then exactly one of the following cases occurs:
(a) m can be restricted to ζ . We claim that j = j . Assume j = j and let ν = min(j, j ). Then # ({ps ν , qs
Write h instead of i . Since p / ∈ ζ j h , m cannot be restricted to ζ j h , either. On the other hand, as ζ For A ⊆ {1, . . . , 2l} consider the following hypotheses:
(1) There exist j ∈ {1, . . . , r} with a j ≥ 1, i ∈ {1, . . . , a j } such that A = ζ j i .
(2) There exist j ∈ {1, . . . , r} with a j ≥ 2, i, h ∈ {1, . . . , a j }, i = h, such that
Now suppose that P is a partition of {1, . . . , 2l} such that each A ∈ P satisfies (1) or ( 
By invariance only ν = ι is possible. On the other hand, { {p ν , p ν+ι } : 
On the other hand, for all p ∈ ζ
Proof of Theorem 3.14. We have seen so far that all s-invariant two-partitions can be obtained by gluing together invariant two-partitions of the supports of the individual cycles or of the union of the supports of two cycles. There is a degree of freedom in the way one groups some of the cycles into pairs, but since only cycles of equal length can be paired, it is possible to consider each cycle length j = 1, . . . , r separately. If a j ≥ 1, write f a (j) for the number of An easy computation shows that (3.6) follows from Theorems 3.13 and 3.14.
The Symplectic Case
We consider the case (G, K) = (Sp(n, C), Sp n ) (n = 2m even). Let Z 1 , . . . , Z r be iid standard normal random variables. Set k = k a .
3.17 Theorem. If
12)
where η j is as in the orthogonal case.
3.18 Remark. If k is odd, then (3.12) holds regardless of whether condition (3.11) is met or not, both sides being equal to zero in this case.
The proof of Theorem 3.17 is the content of this subsection. As in the orthogonal case we see that, if the trivial irreducible G-module occurs in
where s ∈ S k has type (1
..,n be the dual basis pair for V which was constructed in (2.9). Set
With this definition, the FFT looks like in the orthogonal case.
3.19 Theorem. [V ⊗p ] G = {0} if p is odd, and for l ∈ N one has
What makes the symplectic case more delicate than the orthogonal one is precisely that the definition of θ l involves two bases, not one. This means that the proof of the crucial Lemma 3.10 cannot be carried over to the symplectic case in a straightforward manner. This problem can be overcome by choosing for (
..,n the special dual basis pair which was constructed in (2.9) starting from a symplectic
). Then the action of S 2l on θ S 2l l can be described with respect to b ⊗2l , and this makes it possible to mimic the overall strategy of the above treatment of the orthogonal case. But resorting to b comes at the price that one has to develop a technology to deal with the minus sign which shows up in (2.9).
To begin with, consider an example. Assume as in (3.11) that n ≥ k , hence m ≥ l .
Then θ l contains the summand
This means that for θ l s = θ l to hold it is necessary that s stabilize the two-partition {{1, 2}, {3, 4}, . . . , {2l − 1, 2l}}. But this is not a sufficient condition because the transposition τ = (12) maps F to
Let us analyze this situation more carefully. To this end we introduce the following terminology. Define an ordered two-partition of {1, . . . , 2l} to be a family ((m ν , n ν )) ν=1,...,l of ordered pairs such that {{m ν , n ν } : ν = 1, . . . , l} ∈ M(l), and write M o (l) for the system of ordered two-partitions of {1, . . . , 2l}. Note that a two-partition can be regarded as an equivalence class in M o (l) with respect to the equivalence relation ≡ which is defined for
(m ν = p νπ and n ν = q νπ ) or (m ν = q νπ and n ν = p νπ ).
An equivalence class in M o (l) with respect to ∼ will be called a signed two-partition.
Write 
where m o s is defined as in (3.18). Generalizing the above counterexample (3.16), (3.17), one observes that for i = 1, . . . , m
For ν = 1, . . . , l define a map T ν : F (l, n) −→ F (l, n) which assigns to ϕ the map ψ which coincides with ϕ on {1, . . . , l} \ {ν}, and which is defined for ν as follows:
νψ := νϕ+1 if νϕ is odd and νψ := νϕ−1 if νϕ is even. Note that indeed ψ ∈ F (l, n)
because n is even, and that Together with Lemma 3.20 and the obvious analog of Remark 3.9, this yields
Recall that one of the many equivalent definitions of the sign of a permutation s ∈ S 2l is as follows:
From this it is not difficult to obtain the following
, the following statements are equivalent: (
Proof. Lemmata 3.22 and 3.23 and 3.24.
Proof. Lemmata 3.24 and 3.25. Now s ∈ S 2l is odd if, and only if, it has an odd number of cycles of even length (≥ 2). Suppose type(s) = (1 a 1 2 a 2 . . . r ar ). In order to get a handy version of our main result, we observe:
3.27 Lemma.
Putting Theorems 3.14 and 3.26 and Lemma 3.27 together, we finally obtain
If k = 2l is even and n ≥ k , then this expectation equals
where f a is defined as in (3.10) above in the orthogonal case.
An easy computation shows that (3.12) follows from Theorem 3.28.
The Unitary Case
We consider the case (G, K) = (GL(n, C), U n ).
22)
and if k a = k b and n ≥ k a , then
The interpretation of the right-hand side as a moment of a normal random vector requires some preparation which will be deferred to the end of this subsection.
Since in the unitary case the conjugates come into play, we will have to prove an extension of the Trace Lemma 3.1. Let γ be the standard scalar product on V = C n , semilinear in the first argument and linear in the second argument. To any orthonormal
..,n of V with respect to γ we assign a dual basis (v *
Recall that ρ denotes the defining representation of G on V , and that ρ * is the contragredient representation on V * (see
⊗k b centralizes the image of the tensor product representation As to the proof of the moment formula, our standard application of the DCT shows that we have to compute the trace of (s, t) ∈ S ka × S k b on the space of G-invariants assume that k a = k b and set k := k a . Let (e i ) i=1,...,n be the standard basis of V = C n .
For π ∈ S k set
We are now in a position to state the FFT for G.
3.31 Theorem.
[
Proof.
[4] Thm. 4.3.1
3.32 Lemma. If n ≥ k , then {C π : π ∈ S k } is C-linearly independent.
Proof. Since n ≥ k there exists some ϕ 0 ∈ F (k, n) which is injective. Then the
) occurs only in C π . This suffices to justify our claim, because {(⊗ k i=1 e iϕ ) ⊗ (⊗ k i=1 e * iψ ) : ϕ, ψ ∈ F (k, n)} is a basis of V ⊗k ⊗ (V * ) ⊗k .
For s ∈ S k , C S k (s) denotes the centralizer of s in S k .
3.33 Lemma. If n ≥ k , then for any (s, t) ∈ S k × S k with type(s) = (1 a 1 2 a 2 . . . r ar ), type(t) = (1 b 1 2 b 2 . . . q bq ), the trace of (σ k ⊗ σ k )((s, t)) on span C {C π : π ∈ S k } equals δ ab #(C S k (s)).
3.34 Remark. Note that if a = b, then #(C S k (s)) = #(C S k (t)), because in this case the centralizers are conjugate.
Proof of Lemma 3.33. If (s λ ) λ∈Par(k) is a system of representatives for the conjugacy classes in S k , then (s λ , s µ ) λ,µ∈Par(k) is such a system for S k ×S k . Since we are computing a trace we may assume that (s, t) is one such representative. (ϕ −→ tϕ) being a bijection of F (k, n), we have
Therefore (s, t) permutes the C π , and Lemma 3.32 implies that the trace we are interested in equals the number of fixed points. Now fix ϕ 0 ∈ S k and regard it as an element of F (k, n). If C t −1 πs = C π , then s −1 π −1 tϕ 0 = π −1 ϕ 0 , hence s −1 π −1 t = π −1 , and therefore t = πsπ −1 . This implies that type(s) = type(t), i.e. a = b, and s = t by the above special choice for (s, t). Then πs = sπ , hence π ∈ C S k (s).
On the other hand, if π ∈ C S k (s), a = b, then
