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Abstract
The representation of topography in general circulation ocean models (GCM) presents
a great challenge to the ocean modeling community. The depth of the ocean varies by
order one and demands special treatment of the irregular boundaries. Present models
are severely compromised by poor treatment of topography.
Two methods of representing topography in models will be discussed in this study.
The first approach uses a finite volume approach with height as a vertical coordinate.
The grid cells that abutt the lower boundary are sculptored to fit irregular-shaped
topography. We postulate and implement a prototype model of a new hydrostatic
GCM using an unstaggered cartesian grid with modified cells near the bottom.
A second method uses terrain-following coordinate systems to handle the prob-
lem in a very elegant way but suffers from a significant disadvantage. Because the
coordinate surface becomes inclined to the horizontal and the hydrostatic pressure
field varies strongly in the vertical, truncation errors compromise the evaluation of
horizontal pressure gradient terms in the momentum equations. We try to maintain
hydrostatic consistency using a finite volume formulation.
Thesis Supervisor: John C. Marshall
Title: Professor of Physical Oceanography
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Chapter 1
Introduction
Ocean General Circulation Models use Computational Fluid Dynamics to study the
complex ocean circulation. Along with the rapid improvement of computer power, a
number of ocean models (e. g. Semtner [1986 ]) have been developed by the community
but no satisfactory model has yet been devised. For a number of reasons ocean
modeling, unlike its atmospheric counterpart, has remained in a rather rudimentary
state.
The aim of this work is not the development of a new model for the study of
particular phenomena of the ocean. Rather, it should be seen as an investigation of
some of the outstanding numerical problems in ocean models. The most challenging
of these is the incorporation of complex topography in numerical models. The local
variation of ocean depth has a strong influences on the pattern of flow and special
methods are needed to represent it numerically.
The text is-divided into two parts. In part I we construct a hydrostatic ocean
model that enables us, through the use of shaved cells, to incorporate topography in
the calculations without having an associated pressure gradient error. After moti-
vating this model in chapter 2, the governing equations and their discretization are
described in chapter 3. In order to conserve mass, a Poisson problem is solved at each
time step. In chapter 4 we formulate this elliptic problem for the wide stencil operator
and then derive a novel method to suppress the computational mode associated with
it. Numerical experiments carried out with the model are presented in chapter 5.
Part II analyses the commonly used terrain-following coordinates in a special con-
text. We develop a finite volume formulation for an unstaggered grid. We restrict the
analysis to the derivation of the pressure gradient error in a hydrostatically balanced,
stratified resting ocean. Chapter 6 gives an overview of possible curvilinear grids. In
chapter 7 we formulate the pressure gradient error for the finite volume or integral
method and interpret its meaning for finite differences. Two numerical experiments
examine the magnitude of the pressure gradient error and its dependence on different
interpolation schemes and two alternative formulations of the error. We conclude
with a summary in chapter 8.
Part I
A Hydrostatic General Circulation
Model with Shaved Topography
on a Non-staggered Grid
Chapter 2
Motivation and Model Description
We pick up an idea of incorporating topography in ocean models that was employed
in the development of the MIT-GCM: irregular topography can be implemented if
boundary cells adjacent to the bottom take on irregular shapes: they are shaved to
fit the bottom slope as sketched in figure 2.1.
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Figure 2.1: Schematic of grid layout.
The resulting geometry is piecewise linear and, if the horizontal resolution is large,
can represent bottom topography sufficiently well. The advantages are obvious:
* Gradually sloping bottoms can be discretized almost perfectly without having
artificial slopes due to discontinuous changes of the discrete ocean depth. Figure
2.2 shows one example where the ocean depth changes gradually, i. e. AD/Ax
is small. It also gives three examples of possible grid generation. The first is
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Figure 2.2: Possible types of mesh generation for a sloping bottom.
used in standard models and produces non physical effects by overestimating
the slope locally. In the second one the slope has been adjusted to the real
topography, but without the necessity to store excessive information about cell
geometry. The third grid shown is the one applied in this work.
* The hydrostatic pressure distribution does not depend on the grid structure.
Recall the significant influence of the incomplete cancellation of the truncation
error on the horizontal pressure gradient for a vertically stratified fluid when
the equations are expressed in terrain-following coordinates (see chapter 7).
Varying control volumes near the bottom demands a formulation of the governing
equations in a conservative form. Hence, the finite volume method in which the
differential equations are integrated over small control volumes is a natural choice.
The model itself is written as a hydrostatic primitive equation model in which
an elliptic equation is solved at each time step to ensure the conservation of mass.
Temperature is updated with a simple advection-diffusion relation: the density is
obtained from temperature using a linear equation of state.
The model has been coded on the massively parallel computer CM-5 in CM For-
i
tran to be consistent with the existing MIT-GCM that uses a C-grid. It enables most
of the operations to be executed in a parallel manner.
Chapter 3
Governing Equations
We will present the model equations and their discretization in the following sections.
The variables are introduced and the numerical scheme is outlined. All equations are
formulated in a cartesian coordinate system as sketched in the following diagram.
z, upward
y, north
2E east
3.1 Continuous Form
The following equations describe the model. The horizontal momentum equations are
= .(uu) + f v + AhV 2u + F, [-Ah,V 4u] 1 (pH + PS) (3.1)
at - . Po Ox
= Y-V. (vu) - fu+ Ah + F [- A v] 1 0 (PH +Ps) (3.2)at Po ay
where the pressure p is split up into a hydrostatic and a surface pressure part PH +ps,
hence the rigid lid approximation is made to cut off fast surface gravity waves and to
enable large time steps. u is the velocity vector with its three components (u, v, w).
The Boussinesq aproximation, neglecting density variations in the inertial terms, has
been made. Vertical diffusion is assumed to be negligible. F, and F, are forcing terms
written as
1 87r 1 87F = F- = P , (3.3)
Po 8z Po 8z
where 7 is the wind stress applied at the surface. The biharmonic terms V 4u represent
a scale-selective sub-grid scale turbulent transfer of momentum - they are described
in section 5.2.2.
The vertical momentum equation may be written:
Dw 1 Op p'
- P + -g =0. (3.4)Dt Po 8z po
In a hydrostatic model Dw/Dt is neglected relative to 1/po Op/Oz yielding the hy-
drostatic equation
1 apH Ppo - p (3.5)Po 8z PO
Conservation of mass requires
V u = 0. (3.6)
The model can be run in a barotropic mode with fixed density p = 0 or as a stratified
version with an equation of state and T as an active tracer.
BT0  = -V -(Tu) + AhV'T [-Ah,V 4 T] (3.7)
p = - Po = -apo(T- T*) (3.8)
where T* is a constant reference temperature. A biharmonic filter might also be
applied to the temperature T.
3.2 Discrete Equations
The governing equations are descritized using a finite-volume approach. If equations
(3.1), (3.2), (3.5) and (3.7) are integrated over a control volume (CV) and the Gauss
u, v, p, p, T
w, p
U, V, p, p, T
Ax
U, v, p, p, T
w
Az
-X
Figure 3.1: Distribution of variables over grid.
integral theorem is applied we get
-t AV = -u(u.n)dA+ fv AV+ Ah Vhu.n dA
CS CS
+ r(x), y) dA, - 1 O(P +  s)AV
CSPo Poas
-AV = -v(u.n)dA - fuAV+AhJ Vhv. n dA
CS CS
S 1 i O(pH + ps)
+ -r-(x, y) dA,- (PH + AV
Po Po ay
CSSPH dAz = g AVPoT AV = 
-T(u-n) dA + Ah VhT n dA .
CS CS
(3.9)
(3.10)
(3.11)
(3.12)
Here Vh is the horizontal V-operator. The horizontal pressure gradients remain
as a volume integral for reasons that are explained later (see chapter 4).
The continuity equation (3.6) becomes
u. n dA = 0. (3.13)
The grid is laid out in the horizontal as a non-staggered distribution of the vari-
ables. Figure 3.1 sketches this Arakawa A-grid. Hence, the Coriolis term presents
y z
4
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Figure 3.2: Schematic of grid layout and geometry.
no difficulty, i. e. no spatial averaging is necessary, which permits implicit treatment.
Staggered grid models will not show this pleasant feature.
Vertically, w is staggered to give a more accurate continuity equation. u, v, p and
T are kept in the center of a control volume representing a spatial average of the cell.
p is interpolated onto vertical cell faces from the temperature field using (3.8).
3.2.1 Discrete Operators
The following difference notation is adopted
W(X + - W(- A(6,p =- (3.l 14)
2Ax
'p(x + Ax)- cp(x - Ax)V, 22 (3.15)
but applied to the equations in a finite-volume context. Our discrete form allows for
variable grid spacing.
The discrete operators are then formed (see figure 3.2) keeping in mind that the
grid is unstaggered in the horizontal. Although shown here for the x-direction only,
Uli--l,A U1i+l,k
ik-1Uizh-1
II -
\I---
they have the same form in the y-direction.
advective term:
pressure term:
diffusive term:
convective term:
J u2 dA, = 6x(DA,)Ax
1 0p 1po V = 62 ,pAVPo ax Po
dA, = 6,(SuA,)Ax
CSJ uT dAx = 8x(-TAx)Ax .
CS
The nonlinear advection and linear convection operators are thus obtained by a simple
average onto cell faces regardless of a possible irregular grid spacing, hence kinetic
energy Vu 2/2 in its discrete form is conserved. This also requires all variables to
be kept in the center of the regular cell, even for the irregular shaved cells near the
bottom.
For the vertically staggered grid we get similar expressions
advective term:
pressure term:
Su w dA = 6,(z'wA.)Az
CS
PH dA, = A, pH .
CS
Note, that the hydrostatic equation uses a different control volume. This avoids
vertical averaging of the sensible variable PH.
3.2.2 Boundary Conditions
Horizontally, four boundary conditions are applied and are illustrated in figure 3.3.
Again, although explicitly shown only for the x-direction, all boundary conditions
are applied analogously in y.
1. The kinematic condition of vanishing normal flux
u - nb dA = 0
(3.17)
(3.18)
(3.19)
(3.20)
(3.21)
(3.22)
(3.23)
WU / /
'b
lb
r-
(U), ,,)O,j,lc
L ý'o/
Figure 3.3: Schematic of boundary conditions.
is equivalent to the statement, that for any q = {u, u2 , uT} we require
0 dA, = bA, = 0 (3.24)
Thus, no variables need to be extrapolated onto a solid wall cell face for the no
flux boundary condition.
2. The no-slip condition
u - tb dA = 0 (3.25)
is used to evaluate the second diffusive term 0 2vz/x 2at the boundary and will
for the given geometry transform into
vO,j,k = -- l,j,k or avdA, = 6,vbA, = 2 vl,j,kA.
Ab
(3.26)
The index 0 refers in this context to an imaginary cell in the wall. A free-slip
condition would imply an extrapolation from the interior data field.
3. The thermal condition of zero heat flux through boundaries (Neumann b. c. for
temperature-) appears in the formulation for the thermal diffusion
VT nb dA = 0. (3.27)
Similar to the kinematic condition
gradient normal to the wall is zero.
no extrapolation occurs, the temperature
t
I
(uv I,j,k
The discrete form of the diffusive term needs to know about au/ax at the
boundary, which is obtained from
uo,j,k = -u1j,k, or ] dA, = 6,ubA, = 2 ulj,A,. (3.28)
Ab
4. The rigid lid idea filters out the fast surface gravity wave. It implies that no
surface elevation occurs, which is equivalent to w(z = 0) = 0. At the bottom
the kinematic boundary condition is Ub/Wb = tan a. But again, the no slip
condition additionally requires
Ub - tbdA =, (3.29)
Ab
which is stronger and forces wb = 0. But in any case, regardless of the slip
condition, there is no flux into the vertical water column through the bottom.
Pressure on the Boundary
In order to solve for the surface pressure we need to prescribe a value for p on the
boundary. As we will see later, it is crucial that we specify this value such that the
resulting scheme remains symmetric. Moreover, it is necessary to satisfy an additional
global condition,
dA = 0 , (3.30)
where 6M is the border of our domain 11. This ensures that no net pressure force acts
on the fluid. A second order scheme, to be consistent with the interior, is the linear
extrapolation
3 P, - P2
Pb = Pi/2 - 2 (3.31)
This scheme has been used so far in all model runs. However, it might make more
sense physically to prescribe the Neumann boundary condition Op/an = 0, which
follows naturally from the momentum equation evaluated normal to the wall. Then
we obtain after some manipulation
9 P1 - P2
} - (3.32)
Both schemes retain the symmetry of the elliptic system matrix (see chapter 4). This
subject is nicely covered by Fletcher [1991 ].
3.2.3 The Time Stepping Scheme
For simplicity and from gained experience an explicit time stepping scheme is pro-
posed. In general, explicit schemes are characterized by the following expression
ULn+l - Un J
At = y af(u"+l-j tn+l-3) ,j=0
o0 = 0 . (3.33)
This model applies the scheme (3.33) for J = 2, known as
The coefficients a1 and a 2 are given by
Adams-Bashforth (AB II).
(3.34)
with the stability requirement for e
1 At 2u 2  1 At4U4
e > - +4 min(Az2, Ay 2) 2 min(Az4, Ay 4) (3.35)
A detailed stability analysis is beyond the scope of this work, but it has been done
for example by-Gear [1971 ]. We recognize the following limitations on the time step.
The CFL-condition for an AB II scheme requires
1 min(Az, Ay)
At < (3.36)
- 2 lul| "
Other restrictions on At are
1At < -
-f'
Ax 2At <A
-Ah
Az4
At < AX
Ah2
(3.37)
r
exJ = +Ce ,(23 f =(2 +
but the CFL condition is the most stringent. The characteristic velocity is the gravity
wave speed, which for a two layer model is
H 1H2  0. (1000)* (4000)
u= 50' 000.02 =4m s-1 . (3.38)H1 + H2 5000
Thus if the chosen horizontal resolution is Ax = Ay = 20 km the critical time step
becomes
2 x 104
Atcr - (2) (4) 1768 s. (3.39)
A conservative choice is At = 0.5Atcr R 900 s. e is then restricted to e > 0.00862,
we take e = 0.1.
AB II is used twice, firstly in the momentum equations for the G term and secondly
for the active tracer temperature. Note, that one has to store information about the
time step t"-1 in order to apply AB II.
3.2.4 Discrete Momentum Equations
The discrete operators and the time scheme are now applied to the momentum equa-
tions (3.9) and (3.10) yielding
+1 + At a + Pn+1/2) (3.40)
v"C=v" (+ a2  - 62S(pH + (3.41)[\AV ISV / PO
with
G = -T6,(u A)Ax + 6+,(•n A,)Ay + A,6
, (W-w)] (3.42)
1
+Ah [6,(6,uA,)Ax + 6,(6,uA,)A,] + fv"AV + -A,(6,r,),=o
Po
G = - [6( A)A + 6(v A)Ay + Az6,(zw)] (3.43)
1v
+Ah [6,(6.vA.)Ax + 6S(6yvA,)A,] 
- fu"AV + 1A,(6,7•,)=o .Po
Because of its importance it is emphasized again that the Coriolis term is evaluated
without spatial averaging, implicit treatment of this term is straightforward, unlike
on staggered grids.
For very important reasons the quantity ps is evaluated at t"+'/ 2 , the mid-point
of the time step. The following chapter explains this special feature.
Finally it is pointed out that shaved cells manifest themselves through the volume
AV, but also through their changing cell face areas A, and A,.
The pressure gradient does not feel the influence of the shaved cell. For numerical
reasons, i. e. symmetry of the elliptic operator, we assume A,/AV = 1/Ax and
AY/AV = 1/Ay.
Chapter 4
The Elliptic Equation
4.1 Formulation of the Inverse Problem
From the study of the governing equations it becomes clear that we have two kinds
of variables. u, v, and T are prognostic, i. e. they are updated using an explicit time
stepping scheme. Nevertheless, the continuity of mass must be guaranteed for the
new time step t" + ' = (n + 1)At. We therefore require the vertical integral of (3.13)
to vanish, which in discrete form can be written as
NK(ij)
u un+. n dA = 0. (4.1)
k=1 S i,j,
NK(i,j) is the number of vertical levels for each water column. (4.1) defines a
diagnostic equation for ps, as we will see.
For simplicity the notation
NK NK
E (k= A1)k E (p" A,)k
=p k1 - and z = k=1 (4.2)
E Azk E Azk
k=l k=1
is introduced so that
NK(ij) [E f .n dA
k=1 CSNK 6= zW1" AX + 6±yi1" AY. (4.3)
E Azk
k=1
We can then formulate (4.1), the condition of divergence free flow for a vertical water
column, as
8n+lI X+ a6n++IAy= 0. (4.4)
The contributions from the vertically transported mass fluxes cancel through the
integration. No mass flow enters the water column through the solid bottom or the
rigid lid at the top. After substituting ^a+1' in (4.1) from (3.40) and (3.41) and
rearranging the terms we get the diagnostic equation for the surface pressure
V2pS+1/2 = RHS" or A -x = b (4.5)
of O(NX - NY), where NX and NY are the number of points in the zonal and
meridional direction respectively. The matrix A is sparse and positive definite. In
discrete form this is
At 6. 2pn+1/2 AX+ 6, 62n+12 y = (4.6)
PoVPS
6 u Z ~.AIz A + y V•nZ A - At (6.  •  Ax + 6y 6yPH 1Z A!)
a Gu + a uG aG_ + 2gn-1+At -6Z Cf2n AX + 6, Ay v.A
Some important issues should be discussed at this point. The stencil of the opera-
tor matrix A implied by this linear system will be wide (figure 4.1). For a model with-
out shaved cells, i. e. A,, A, and AV are constant, the nearest off diagonals are zero.
The term 6 2+1/2s Ax produces simply (pn+ 2 - 2pn1s n+1 2 p Ay/(4Ax).
Only for the boundary cells will non-zero entries arise due to the modified evaluation
of p on the cell face. Thus, at least in the interior, two independent solutions coexist,
+
wide, decoupling narrow, coupling wide, coupling
Figure 4.1: Possible stencils for elliptic equation, o = zero entry * = nonzero entry.
which are decoupled and produce a spurious mode; this is the null space of A.
A model geometry using a shaved bottom and the fact that (A,, AY,, A V)ij,NK(i,j)
vary, produces weak coupling through these cells, because the mass fluxes cross vari-
able cell faces. Therefore 6, 2•p 1/ Ax yields
[ pn[ 2 2A. + pn+1/(A, - A,_ -2 1/2
k (4.7)4Ax Azk
k
E [-pn+/ 2(A - A 1 ) + p n+1/2A, k
4Az E Azk
k
and A becomes non-symmetric, because the sign of the nearest off diagonals changes.
This is a very important, yet unfavorable property which will affect our choice of
solution method for the elliptic equation. In section 4.3 we will discuss a procedure
how to retain the symmetric property for the system matrix.
4.2 Solution Methods
We could consider direct or iterative methods to solve linear systems. Direct methods
solve the problem exactly but do not take advantage of the sparsity, yet they do
not require symmetry. The LU factorization will produce a full matrix needed to be
stored. For our case a resolution of 50 x 50 grid points requires the storage of 502 x 502
(6.25 x 106 !) numbers.
Iterative methods like the Conjugate Gradient (CG) method (explained in section
A.2, see also Barret et al. [1994 1) do not require extra storage but are basically
limited to symmetric matrices. The so called BiConjugate Gradient (BiCG) method
extends to nonsymmetric problems but can show irregular convergence behavior and
might, in certain circumstances, even break down.
In this study we therefore focus attention onsolving the symmetric problem with
the CG method. A diagonal preconditioner Z containing the reciprocal diagonal of
the system matrix A is applied to reduce the condition number. The CG method
itself is explained in A.2.
4.3 Dealing with the Checkerboard Mode
This section introduces a procedure to deal with the unfavorable properties of the
wide stencil. Numerical experiments are presented in chapter 5.
We obtain a wide, 9-point stencil with its accompanying disadvantages if we dis-
cretize the divergence of the momentum and the pressure gradient on an unstaggered
grid;
V2n1= RHS" , (4.8)
where RHS is the right hand side of (4.6).
Here, we propose another approach. The discrete Laplace operator V~, acting on
the pressure is replaced by the narrow, 5-point stencil operator
V2n+1/2 = RHS. (4.9)
Can we solve this modified elliptic problem in the presence of variable topography
and avoid the appearance of the null space in the solution? We can investigate the
consequences by calculating the difference between both operators
VD = Vp ,p . (4.10)
A one dimensional analysis, neglecting the vertical integral to simplify the explana-
tion, yields
V2p = 68(68pA,) (4.11)
pj+iAx, - p&(A ,_~ + Ax,) + p A,_ (4.2)Z 7(4.12)Ax2
V p = 6,(6 z--AZ) (4.13)
pi+2 dA. + p1+i(Ad, - Ad,~1) - p,(A, _1 + A,) (4.14)
4 Ax2
p_-1(Ai-1 - Axi) + pi- 2Ax,_ 1
4 Ax2
The difference 2D is then
-pi+2+ 3pi+1 - 3pi + pi-1 A -pi+l + 3ps - 3pi-1 + Pi-2 A
Pi=A A~ 1 . (4.15)4 Ax 2  4  A-2
But this is exactly the one dimensional biharmonic operator applied to p, because we
identify
2D = - 6(V pAx) = AX2V4 (4.16)
4 4
where Vjp = 68 x6 8 ,p. We therefore call 2D diffusion and moreover characterize it as
hidden, since it does not appear explicitly in (4.9).
Much thought has been applied to finding ways of reducing this hidden diffusion.
We will now describe a procedure in which this diffusion is (partially) cancelled out.
We substitute the original 9-point operator with
S pn+1/2 -p -V - Vp)1/2 . (4.17)
Thus, we approximate the hidden diffusion by its known analog at the previous time
step and subtract this term from the changed elliptic operator. This gives a new right
hand side RHSmod. Instead of the original problem (4.8) we now solve for
n+1/2 = RHSo = po V . K AV -1 - (4.18)
+ V p" - V2p2 ,
where, as a reminder, p" = p" + pH. The term D in (4.18) acts to remove the hidden
diffusion introduced by moving from the wide to the narrow stencil. Note also that
V2 p; on the right hand side of (4.18) has been evaluated with the narrow stencil.
This was found to be decisive for the stability of the new scheme.
If the hidden diffusion is set to zero as in (4.18), the model falls back to the original
problem (4.8), although we now have a symmetric system matrix. Thus we employ a
variant on (4.17)
2 p+1/ V p" + 1 /' 2  (1 _ a) (V2p p) , (4.19)
where a parameter a is introduced. a can be interpreted as a relazation parameter
ranging
0 < a < 1 (4.20)
We recognize the two cases: a = 0 for the elliptic problem with removed hidden
diffusion, and a = 1 for the one with hidden diffusion. Rearranging the terms in
(4.19) yields
n+1/2 - )p"] n+ (1 - a)p"], (4.21)
which again clarifies the approximation of replacing the difference between both, the
wide and the narrow, stencil with its analog from the previous time step.
Additionally it is desirable to get rid of the resolution dependency in V, see (4.16).
To obtain an appropriate value for a a scaling argument is applied. (4.16) defines a
relation between the biharmonic diffusion V4p and D), i. e.
S 2  (4.22)V4p 4
This resolution dependency together with (4.9) is now used to define a diffusion
coefficient Av as
A •2
aD = -AV V 4p or AV = a-- (4.23)4
We scale the remaining hidden diffusion to the divergence of the Laplacian momentum
diffusion
AvV 4p' - poAhV V2v . (4.24)
Replacing p" from the geostrophic balance, i. e. 1/po p"l/zX = fv", we rewrite (4.24)
as
fA "  AVA s I AAh -n Ah AD f . (4.25)
Analogously we now require this diffusion to generate the same frictional boundary
layer as the Laplacian diffusion, namely 6M = (A ff/) 1/3 = 25 km. Thus we find
A =• = 4.28 x 106 2  * opt = 0.04. (4.26)
Finally it is noted that Dukowicz [1993 ] and Smith [1992 ] describe a similar
procedure (moving from a wide stencil to a narrow one) for the B-grid Los Alamos
ocean model. They observe a severe violation of the balance between the work done
by the horizontal pressure gradient (kinetic energy) and the work done by the vertical
pressure gradient (gravitational potential energy)
u - Vp dV = 0 -V gdV= IpgwdV, (4.27)
n n
where the vertical pressure gradient has been replaced by the hydrostatic equa-
tion. The model becomes unstable after integrating the equations of motion for
200 days.(figure 4.2-. But it seems that they only apply the operator change to the
surface pressure part ps and not to the hydrostatic part and thus solve the problem
V2n+1/2 V. 1aG" + Gn-1, V n (4.28)
--. s =P I AV At• -i PH
For this set-up we make the same observation with this model, it blows up after
already three days. Thus they conclude that only the 9-point operator yields an
energetic consistent scheme.
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Figure 4.2: Energetic inconsistency as observed in the Los Alamos model after chang-
ing from a 9-poin'T to a 5-point operator (taken from Smith [1999 ])
Chapter 5
Numerical Experiments
The model has been tested in various set-ups but, more often than not, the no-
slip b. c. experiments of Holland & Lin [1975b ] & [1975a ], hereafter referred to as
HL provide our comparison. The domain is a box with either flat topography or
changing depth with variations in the y-direction only. All experiments (except for
the topographic f-plane simulations) are performed in a f-plane with two vertical
levels. The ocean is driven by a single gyre wind forcing of the form
T,(Y)= -roco(Cs r , T ,(X)= , (5.1)
i. e. the wind stress has no meridional component.
This study is restricted to no-slip boundary conditions (see section 3.2.2). The
free-slip boundary condition does not produce as much vorticity at the western bound-
ary as the non-slip condition. Especially the occurrence of eddies in the solution
depends on the choice for the lateral boundary conditions. It should be mentioned at
this point, that Blandford [1971 ] has made experiments with both conditions for a
homogeneous ocean.
Table 5.1 shows the values of all parameters used in the flat bottom experiments.
The tests study some modifications of the model: the influence of biharmonic friction
as a filter and the behavior for a barotropic, fixed density, version vs. a baroclinic,
stratified, version. The sensitivity of the model to the operator change is examined
Parameters Formula Value
Basin dimensions L, x L, x Ho 1000 x 1000 x 5 km
Horizontal resolution Az, Ay 20 km, 20 km
Vertical levels H1 , H2  1000 m, 4000 m
Coriolis frquency fo 7.3 x 10- s s- 1
Variation of Coriolis parameter P/ = af/9y 2 x 10-'"m- ' s- 1
Laplacian diffusion coefficient Ah 330 m 2 s- 1
Forcing magnitude 70 10-1 kg m 2 s-2
Rossby number Ro = o L 2.5 x 10- 4PoH l L3
Ekman number Ek = -A 1.7 x 10- s
Rossby radius of deformation Ld = 2 /fo 55 km
Table 5.1: Parameters for all experiments.
in some detail. We will also look at experiments with varying bottom topography,
where the slope has been modified to simulate a topographic /-effect. Finally the -
model is compared to the MIT-GCM that uses a C-grid.
All figures show pressure divided by reference density although titled as pressure,
the vertical velocity w is plotted in cm s- 1. The energy plots are normalized by the
total volume Vtot = LLyHo.
5.1 Energetics
Conservation of energy for the first 5 experiments is presented with a modified form
of (4.27). Since the model has only one vertical non-zero velocity point at the level
interface, the energy balance is rewritten as
1
u - Vp dV = - f-gwdV.
Po
(5.2)
The vertically averaged density perturbation
= AzI + P2Az 2
Azi + Az 2
(5.3)
Al
Figure 5.1: A vertically averaged density jz is used for the evaluation of the gravita-
tional potential energy.
accounts for the total stratification, a simple P = pa would neglect the part of the
potential energy that is being carried by pl. The discretized energy balance then
yields
S(u 62xpAV)i,j,3  = - 9 (w AV),, . (5.4)
iljk Po ij
Note that the volume associated with the left hand side differs from the one used
on the right hand side, because u - Vp is stored in the cell center, but Tzw is kept
between cell centers (see figure 5.1, shaded area).
All other experiments show the traditional kinetic energy
Ekin = f U2 dV = 0.5 E [(u2 + v2) AV]i,k . (5.5)n ijs,
5.2 Flat Bottom Tests
These experiments investigate how the biharmonic diffusion acts as filter, which sten-
cil gives the best results, and what coefficient for the hidden diffusion is most ap-
propriate. All cases show results after 1 year of integration, unless otherwise noted.
Table 5.2 gives an overview of all flat bottom experiments.
In figure 5.2 the negative kinetic and potential energy are plotted against time.
Compare these curves to figure 4.2, which shows the energetic characteristics of the
Case Stencil Hidden Biharmonic Topography Stratification
(0 = wide, diffusion friction (0 = flat, g' = pg/po
1 = narrow) a (xl 10" m4 s- 1) 1 = varying) (x10 - 2 m s - 2)
1 0 0.0 0 2.0
2 - 2.1
3 1 1.0
4 1 0.0
5 1 0.04
6 1 0.0 0.0
7 1 0.04 0.0
Table 5.2: Characteristics of all flat bottom experiments. Only changes compared to
the reference run (case 11 are indicated.
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Figure 5.2: The negative kinetic and potential energy for the experiments 1, 2, 3, 4
and 5.
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Figure 5.3: The HL experiment with no slip boundaries. These plots show results
after a seven year integration (after Holland & Lin [1975a ]).
Los Alamos model, although these results are obtained with different parameters.
During the spin up process (first 90 days) a time period of 7 days is observed
and can be interpreted as adjustment process of the model to the initial conditions.
After 140 days the model reaches its maximal energetic state and its steady state
after approximately 1200 days.
The higher potential energy observed for the biharmonic diffusion experiment
must be due to the increased transformation of kinetic energy into thermal energy.
PZ CI=O 1 n·,2/S~,2=0.2 M**2/S**2
S0:: iii iiiii iiii
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5.2.1 The Reference Experiment (Case 1)
We carefully try to reproduce the results of HL for the non-slip boundaries, which
are shown in figure 5.3. All parameters have been identically set to the same values.
After one year of integration the following observations can be made (see figure 5.5).
A westward intensification occurs as expected. The lower level remains almost at rest,
the mean velocity is only about 10 % of its upper level value. Due to the 9-point
operator acting on ps in the Poisson equation we introduce a spurious mode into the
solution. The coupling of these two solutions at the boundaries is controlled by the
ability to resolve the boundary layer structure. Earlier derivations have estimated a
frictional boundary layer thickness of 5 M = 25 km. The inertial layer is thicker. A
20 km horizontal resolution is a compromise between economy and accuracy of the
model.
The main flow pattern is influenced by non-linearity. Compared to the HL ex- -
periment, we observe less vorticity in the north western corner of the domain. This
might be due to the still unsteady state of the flow.
5.2.2 Filtering with Biharmonic Friction (Case 2)
To control the spurious (checkerboard) mode in the solution, a filter is implemented,
acting on the grid scale Ax. The biharmonic friction, the negative Laplacian of V 2cp
is given by
-Ah 2, V'p dV = -Ah 2 (6xpAV + 26x2, + 6 pAV) . (5.6)
cv
and is applied to the velocity uh = (u, v) and the temperature T.
We try to pick an appropriate value for Ah2 to balance the effects of damping and
filtering. Thus, we scale the biharmonic friction to give the same frictional boundary
layer as the lateral friction AhV 2u. The Munk layer thickness, where frictional effects
balance planetary vorticity, is given by (0 is the stream function, ( = z/L,)
Ah (4 7 aOi
PLz aý4 ad
If we now balance the biharmonic friction
analogously get
Ah2, a6¢
PL 5( 6 a r3
(5.7)
V4 ua and the p-effect in the same way we
Ah\ 1/5
6M2 (5.8)
For the parameters
Ah= 330 m s - , = 2. 10- 1 m - ' s - 1
we obtain for the layer thickness SM = 25 km. We now require the biharmonic friction
to produce the same boundary layer thickness as the Laplacian
S6, = Sm . (5.9)
Then we find for the coefficient of the biharmonic friction
A42 = (A) )1 3 (5.10)
Due to its higher order derivatives it acts more efficiently on the smallest grid
scale than the Laplacian diffusion, while it is almost invisible to the large scale mo-
tion. Especially the-pressure field of the lower level improves through the biharmonic
friction, the noise is remarkably damped. See figure 5.6 for the plots.
Surprisingly, the potential energy compared to case 1 is much higher, up to 40%
(figure 5.2). Moreover, there is a significant misbalance between kinetic and potential
energy for this case. Since the model is stable, the third term in the energy balance,
the thermal energy, must have increased, it is no longer of negligible order.
= 2.1 x 1011 m 4 s- 1 .
SM Ah 1/3AP)
5.2.3 Operator Change for the Baroclinic Version (Cases 3,
4, 5)-
In this section we examine the response of the model to different values for the hidden
diffusion parameter a applied to the stratified (baroclinic) model. Case 3 studies the
behavior of the model with the hidden diffusion remaining in the elliptic problem,
in case 4 a has been set to 0.0 and case 5 tests the performance of the model if we
choose a to be of comparable order as the Laplacian diffusion, which is a = 0.04.
The experiments 3 and 5 show a slightly different energetic behavior (figure 5.2).
A small amount of kinetic and potential energy has been destroyed due to the hidden
diffusion of these two cases. The case 4 both in terms of its energetics and its fields
is identical to the reference experiment. The operator change in combination with
the cancellation of the hidden diffusion lets the model fall back to its original state.
Nevertheless, the fields look very similar for all three set-ups. It is remarkable that the
wiggles disappear completely for a = 0.04 compared to the slightly smaller number
a = 0.0. Figures 5.7, 5.8, and 5.9 show the corresponding fields.
5.2.4 Barotropic Experiments (Cases 6, 7)
The next two cases serve as test for the barotropic regime. Again, the operator
change from the wide to the narrow stencil has been applied. As expected the flow
is identical in both layers. The predominant time scale remaining is about 30 days,
as we conclude from figure 5.4. Case 6 with the removed hidden diffusion gives the
expected noisy-solution, whereas case 7 again uses a = 0.04 and is able to smooth
the field completely.
x I0o
(c4
0 0 10 10 20 5 0 5
0 50 100 150 200 250 300 350
Time [days]
Figure 5.4: The kinetic and potential energy for the experiments 6 and 7.
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Figure 5.7: Results after the operator change from the wide to the narrow stencil
(Case 3) with hidden diffusion (a = 1.0).
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Figure 5.8: Again, the V 2-operator for the elliptic equation has been replaced by a
5-point operator but now the hidden diffusion has been removed, a = 0.0 (case 4).
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Figure 5.9: Same as cases 3 and 4 except that the relaxation parameter a has been
set to 0.04 (case 5).
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Figure 5.10: The results here are shown for the barotropic run. The V2-operator for
the elliptic equation again has been replaced by a 5-point operator with the hidden
diffusion removed from the elliptic equation (case 6).
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Figure 5.11: The previous experiment has been repeated with the hidden diffusion
remaining in the equation (a = 0.04, case 7).
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5.3 Shaved Topography
The ability of the model to work for a non-flat topography will be examined for a
special case. All tests so far make the f-plane assumption
f(y) = fo + py. (5.11)
In an ocean of constant density we can simulate this effect by taking f to be constant
f = fo and change the ocean depth. The function D(z,y) is then easily obtained
when we require potential vorticity to be conserved in the domain, i. e.
f(y) fo
Ho D(x, y) (5.12)
Together with (5.11), this yields the equation for the depth
U(y) = fioH ý .
H1+
(5.13)
Because a 2-layer model would feel the topographic f-effect only for the lower
level, only one vertical layer makes sense for this test. We will perform this experi-
ments for two different environments. Details are shown in table 5.3.
Case Domain Size, Diffusion Hidden Forcing Topography
resolution (km) Ah diffusion (1 = single gyre, (0 = flat,
L, x L,•,A m2 s- 1  a 2 = double gyre) 1 = varying)
8 1000 x 1000, 20 330 0.04 1
9 1000 x 1600,20 330 0.04 1 1
10 3000 x 6000,100 2 x 104  0.08 2
11 3000 x 6000, 100 2 x 104 0.08 2 1
Table 5.3: Characteristics of the experiments that test the varying topography.
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Figure 5.12: The kinetic energy for the high resolution experiments 8 and 9.
5.3.1 High Resolution, Single Gyre Experiment
Since we apply the same forcing for both, flat and sloping topography, while the
actual depth of the basin is shallower for the sloping bottom, the kinetic energy of
both case is not identical (figure 5.12). But aside from this roughly 10 % deviation
the pressure and velocity fields prove to be comparable (see figure 5.13). An overlay
of both pressure fields gives a good image of the similarity (figure 5.14).
5.3.2 Low Resolution, Double Gyre Experiment
A further experiment tries to compare two runs with a double gyre wind forcing
r,(y) = -To cos 27r ,) 7,() = 0. (5.14)
In order to obtain a more linear solution, the resolution is chosen to be Ax = Ay =
100 km and the domain size is 3000 x 6000 km. Additionally the Laplacian diffusion
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Figure 5.13: The 1 layer, single gyre experiment solved for a = 0.04.
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Figure 5.14: The overlaid pressure fields for the cases 8 and 9.
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Figure 5.15: Topography (-D(y)/Ho) used for the experiments 10 and 11.
is set to As = 2 x 104 m2 s- 1 and the corresponding hidden diffusion is obtained from
(4.26) as a = 0-.08.
Note that the. depth of both runs are the same at y = 3000 km, i. e. we have
D(y = 3000 km) = 4000 m. Figure 5.15 plots the ocean depth over the y-coordinate.
It is remarkable that even for such different geometries the resulting pressure fields
(figure 5.16) almost match.
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The double gyre experiment solved for a = 0.08 (cases 10, 11).Figure 5.16:
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Figure 5.17: The kinetic energy for the topography experiments 10 and 11.
5.4 A-grid vs. C-grid
In the course of this study the advantages of the unstaggered grid over a staggered
C-grid have been mentioned repeatedly. While the C-grid is able to write the con-
servation equation more accurately, the unstaggered grid can model the geostrophic
balance without spatial averaging. For global ocean modeling both features are cru-
cial. The following final experiment is a simulation of a run that has been done on
the MIT-GCM with the parameters shown in table 5.4. Again, we use the double
gyre forcing from section 5.3.2.
We find the A-grid model to be very sensitive to the chosen time step. Whereas
the staggered model accomplishes a At = 3600 s, the A-grid model is found to be
unstable for this time step, At = 900 s is used instead.
Aside from this change, all other parameters are identical. Vertical diffusion,
which we had neglected in all preceding experiments, is now important to couple
the rather shallow model, since both layers are defined to have equal depth 500 m.
Paramters Value
C-grid A-grid
Resolution 20 km/500 m
Domain Size 1320 x 1320 km (66 x 66 points)
Time step 3600 s 900 s
Diffusion Ah = 400 m2 s - 1
A. = 0.01 m2 s- 1
Coriolis frequency fo = 10- 4 s- 1
Reference density Po = 998 kg m- 3
Table 5.4: Parameters for the comparison experiment.
.,12
0 50 100 150 200 250 300 350
Figure 5.18: Kinetic energy for the comparison experiment. A-grid model with and
without vertical diffusion A,.
Without vertical diffusion the model needs much longer to reach a steady state, see
figure 5.18 for details. We also increase the coriolis frequency fo to be consistent with
the C-grid model. The resulting plots are fairly similar. The w field shows some
noise on the grid scale near boundaries. The A-grid w field looks smoother in these
regions. It also looks more linear, this observation has already been made for the
flat bottom experiments, only for case 3 with a = 1.0 we obtain the same level of
nonlinearity as HL or the C-grid model.
Vertical velocity at intermediate level
0).
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Figure 5.19: The comparison experiment solved on the C-grid.
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Figure 5.20: The comparison experiment solved for a = 0.04 on the A-grid.
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Part II
Terrain-following Coordinates in
Ocean Models
Topography in numerical ocean models is often represented as a stair case in height
coordinates (e. g. Bryan [1969 ]1). The numerical algorithm is simple, easy to code and
boundary conditions can be readily applied. However, the influence of steep and tall
topography as well as gradually sloping bottom on the flow is not well represented.
Figure 5.21: Representation of topography in a cartesian coordinate system.
Boundary-fitted curvilinear coordinate systems have their origin in meteorolog-
ical models where they have been shown to be effective. These a-coordinates map
the irregular physical space onto a regular computational domain. Application of
this scheme to general circulation ocean models will be investigated in the following
chapters of the first part of the thesis.
Chapter 6
Overview of Terrain-following
Coordinate Systems
In a terrain-following coordinate system the position of vertical and horizontal levels is
allowed to vary. This section gives an overview of some possible meshes; quantitative
study is carried out only with the grid described in sections 6.1 and 6.2. The study is
restricted to those systems that remain cartesian in the representation of horizontal
position.
Boundary conditions in terrain-following coordinates are easily formulated, since
the normal vector on solid boundaries is always in the vertical. On the other hand is-
lands or very shallow regions are difficult to represent because the coordinate surfaces
come together.
6.1 u-coordinates
A widely used way of describing a terrain-following coordinate system is given by the
vertical transformation
z
D
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Figure 6.1: Example for a a-coordinate grid.
where D is the positive ocean depth. The discretized version might look like
ak = - ( , k= 1,...,K,
as described by Haney [1991 ]. P determines how the k a-levels are distributed in
the vertical. An equidistant distribution is produced with P = 1. But in general, the
position of the vertical grid lines can be chosen freely, as long as ak is independent
of x. The vertical grid spacing is independent of the horizontal coordinate and uses
a vertically stretched coordinate with basin bottom and surface as coordinate faces;
it is said to be boundary fitted. A typical grid is shown in figure 6.1.
6.2 Unstructured Grids
One could also postulate an unstructured grid, where the internal grid points are
irregularly distributed along vertical grid lines. Although it cannot be described
I I I I I I I I I I I
I I I I I I
0
-1000
S-2000
N -3000
-4000
-5000
0 100) 200 300 400 500 600 800 900 1000
x (horiz. [km])
Figure 6.2: Example for an unstructured grid.
by an analytic mapping function, we are still able to account for fluxes and forces
flowing through and acting on cell faces. Such a mesh might represent an improvement
because, for example, it is able to resolve regions with steep topography differently
from flat regions. Such a grid is sketched in figure 6.2.
6.3 Hybrid Models, Horizontal Mapping
This approach employs a mix of both cartesian and a systems; cartesian near the
surface and a -near the bottom. Such a combination of coordinate systems together
with a modified version of the GFDL-model has recently been introduced by [Gerdes,
1998 ], but is not studied here. Figure 6.3 gives a rough sketch.
Although not covered in this work, a horizontal coordinate transformation con-
trolled by weight functions w(x) could be used to resolve regions of large slopes.
Functions like
() d (6.1)
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Figure 6.3: Example for a hybrid grid model.
w(x) dS 1+ (dD (6.2)da dx)
lead to boundary adapted meshes, such as
w(z) = const (6.3)
with a mesh distribution
1Ax5 -•,(,) (6.4)
for A. = const. For more details see [1991].
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Chapter 7
The Pressure Gradient Error
From the literature (e. g. Haney [1991 ], Beckmann and Haidvogel [1993 ], McCalpin
[1994 ]) it is well known that in a hydrostatically balanced flow u-coordinate sys-
tems can introduce large errors through the discretization process. Before we can
understand this behavior we have to explain the transformation from cartesian to
a-coordinates. The derivations are restricted to the hydrostatic equation and the
resulting horizontal pressure gradient, since this retains the essence of the problem in
its simplest form.
For further discussion in this chapter all variables will be used in nondimensional
form.
7.1 Transformation of the Pressure Gradient
The transformation relations from physical (irregular) space (x, z) to computational
(regular) space (u a) are
a z/D(x) (7.1)
For simplicity a twodimensional (s, z) domain is assumed. No variations are allowed
in the third dimension (y). Only the vertical coordinate is stretched. D(x) is the
local ocean depth.
Let us consider a resting stratified fluid which is in hydrostatic balance p = po + p'
and in which Op/xz - 0. The hydrostatic relation with a removed reference pressure
po = -pogz is given by
S= -p'gz. (7.2)Oz
We can express the horizontal pressure gradient in the transformed space as a sum of
two equally sized terms
8p 8p ap aeOP= - + (7.3)
ap r ap D
= .D (7.4)a( D cea c
Op/Ox will only vanish if the terms on the right hand side of (7.4) cancel. But
when they are evaluated using finite differences the truncation errors can lead to
unacceptably large non-cancellations and so spurious accelerations.
7.2 Discretization/Hydrostatic Inconsistency
This section reviews, using finite difference and finite volume methods, the error
in discrete form of (7.4); the well-known pressure gradient error. It will be shown
that if certain geometric constraints are violated the resulting discrete scheme will be
hydrostatically inconsistent.
7.2.1 Finite Difference Formulation
Together with the hydrostatic equation 8p/ar = ap/Ozcz/c8a = -p'gD the standard
centered difference formulation of (7.4) is
PG = 6_p = Pi+l,k - Pi-1,k + (p ),k Di+l - Di-1 (7.5)
2Axs 2Ax
Although both terms on the right side of (7.4) cancel each other for a vertically
stratified fluid, their difference might have significant size when written in discretized
form (7.5). To show how this truncation error can be interpreted, ap/Oa is expressed
as a first-order accurate Taylor series expansion (figure 7.1 (a))
j4
j-.
P*
Pi+lj
AP*
i-1 i i+l i-1 i i+l
(a) Hydrostatic consistent regime (b) Hydrostatic inconsistent regime
Figure 7.1: Schematic of geometry used for calculation of horizontal pressure gradient.
= Pi+, A* . (7.6)
The pressure gradient is then
ap P* - Pi-i,j _Pi+i,j - Pi-l,j _ 9P (7.7)
A2 &ij 2 Ax ' (7.7)8 x 2A 2 Ax +1 2 A '
which is exactly the same as a discretization of (7.3)
P _a Pi+1 - P-11i Oap Ao*/2 (7.8)
O(i, 2Ax a O AX
For this grin which is coarse in the vertical, the approximation gives acceptable
results. Howeve17if the vertical resolution is refined (figure 7.1 (b)), the first order
Taylor expansion is no longer a good approximation, because Au*/2 < AU no longer
holds. A finite difference scheme that extrapolates rather than interpolates is said to
be hydrostatically inconsistent.
B,
2
U
B.
K
Figure 7.2: Maximum value of the pressure gradient error for hydrostatic consistent(A~ = 1 kin) and inconsistent (AS = 10 km) grid geometry (taken from Haney [1991
After Haney [1991 ], the geometric condition of hydrostatic consistency requires
D < (7.9)
to be valid. For a global ocean model with realistic topography and a manageable
horizontal resolution, one will have regions where (7.9) is violated and erroneous
geostrophic currents verr = 1/(po f)8p/la of significant order are introduced.
Figure 7.2 shows the maximum value of the pressure gradient error for two different
horizontal resolutions Ax = 1 km and 10 km and a slope OD/Oz = 0.05. Large
values of K (number of vertical levels) lead to a violation of (7.9), the scheme does
not converge (see-Haney [1991 ]). The parameter m refers to the first three baroclinic
Rossby modes that were used to set up three types of disturbance buoyancy profiles.
7.2.2 Finite Volume Formulation (cartesian coordinates)
Using a finite volume approach (integral form), the pressure gradient is written as
a horizontal component of the pressure force, acting on control volume cell faces
Jcv C dV. Applying Green's theorem in a two-dimensional context (dV = dx dz)
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leads to
PG= dxdz= pdz. (7.10)
CV CS
The calculations are performed in the untransformed physical domain (x, z). Eval-
uated in discrete form, (7.10) can be written as a sum of four forces acting on the
control surface (CS)
4
PG = pAzk. (7.11)
k=1
Az = (AZL, AZE, AZU, Azw),
n n= n . )
p - -~p UP, W
Pw
PE
The pressure values on the upper and lower cell faces are obtained by integrating
the hydrostatic equation
O = -p', (7.12)
8z
or, in integral formulation,
dV = - p' dV (7.13)
CV CV
4
pZ k = +Pj V,,j . (7.14)
k=1
The pressures pB and pw are then found by interpolation from the known values
of pu and PL. Unfortunately, this data set is not distributed on a regular grid, this
makes a two-dimensional interpolation impossible. Such a mesh is called unsaturated
(for a more intensive discussion of this subject see Bulirsch [1969 ], also section A.1).
Therefore two steps are performed to obtain an interpolated pressure. Figure 7.3
shows the procedure.
At first on both sides of the particular face intermediate values pf are evaluated by
I 3
I I P1
Pint
z
1Ii I
I I
I I
j-1
j
i-1 z -i
Figure 7.3: Schematic for interpolation of pressure onto vertical cell face.
forming polynomials P, in the vertical with the pressures on the horizontal cell faces
known from the integration of the hydrostatic relation. Averaging the p* leads to Pint
for the vertical surface. The order of P, can range from n = 2 (linear interpolation)
to n = N,, the number of vertical grid points.
Figure 7.3 is a sketch in the case of cubic vertical interpolation and linear hor-
izontal interpolation, but the order can be extended further, if one so desires. For
example,
pr + P2second order: Pint = 2 (7.15)
-pf + 9 p + 9 p; - pfourth order: pint = 16 (7.16)
In the second case, we obviously have to form four polynomials in the vertical to
obtain the values for p ,..., p. Moreover, in the test cases to be described a mod-
ified procedure for getting the p,* has been used in one of the tests. It ensures that
even for highly distorted grid regions the data is chosen such that the p? are always
interpolated.
I
7.2.3 Finite Volume Formulation (o-coordinates)
An alternative approach is obtained when the transformation relations
(ý,7) = (.(X, z),7 (x, z)) (7.17)
are used explicitly to give a regular grid in (ý, a)-coordinates. To assure Aý = Aa =
1, the physical coordinates are now transformed as
S= x(N- 1)
S(N - 1)
D -
(7.18)
(7.19)
Therefore ý and a range from [0,... , - 1] and [0,...,
The formal transformations for first derivatives are
a8
a
az
_a at
al axc
_a a~
al az
8• 8(8( 8o
O8 8(
a
aa
-(N, - 1)] respectively.
au
x
a Oa
a8 a
(7.20)
(7.21)
Furthermore it can be shown (Fletcher [1991 ]) that
1 F am F
J 2 J
1 OF ( F)
- - =
(7.22)
(7.23)+ ( )
· JFJ zJ/
where
J = a
ax az
aý au
az ax (7.24)
is the determinant of the transformation Jacobian and the subscripts ()f and (), stand
for partial derivatives a/8l and a/aa respectively. For a more detailed description
see Fletcher [1991 ].
Using (7.22) and (7.23), the nondimensional hydrostatic relation ap/az + p'g = 0
transforms to
S( )e+( ) + -g =-0 (7.25)
and the pressure gradient we are interested in, PG = p/laz, is then given by
PG = ), + .Z) (7.26)
J J J
Now with (7.25) and (7.26) written in integral form, by applying Gauss integral
theorem, one obtains
- zP d = f- dod (7.27)
S V
PG = -dV = d - -- . (7.28)J J J
V S
In (7.27), 0 = is assumed.
The discrete transformation parameters follow from (7.18) and (7.19) as
4, = N,- (7.29)
= - () (N. - 1) (Di+1/2,j - Di-1/2,.) (7.30)
, = 0 (7.31)
N,-1
ar N-1 (7.32)
D
As before, after integrating the hydrostatic relation
P = Pi, D (7.33)
- -Nz-1
interpolation is needed to project pressure values on vertical cell faces. But now the
grid is regularly spaced, no extrapolation occurs, interpolation is well defined. Thus,
(7.28) yields
PE DE - PW Dw UL - OUPG = D - D - (D - Dw) . (7.34)
Nz - 1 N,- 1
The pressure field, although it only varies in the vertical in physical space, due to
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Figure 7.4: Reference geometry for experiment 1.
truncation errors now varies in the horizontal.
7.3 Results
Two experiments study the magnitude of the pressure gradient error induced by
different interpolation schemes and the use of transformed coordinates.
7.3.1 Experiment 1: Interpolation Schemes
Different types of interpolation were implemented in the procedure described in sec-
tion 7.2.2, applied to a coastal region (figure 7.4). A measure of the quality of a
chosen interpolation order is shown. As a measure of error all plots show the error in
the computation of the geostrophic velocity
1 ap
verr =. 1 ' (7.35)f Po ax
I
II I I I I I I I I
7
I
evaluated in integral form
PG
(verr)ij, = (7.36)f Po V, (.)
and plotted in units cm s-1.
All applications use an equidistant grid distribution Uk = -(k - 1)/(K - 1) as an
initial guess and a sinusoidal density perturbation which varies only in the vertical.
Thus the implied geostrophic current is zero:
P = 1 + p'(z), p'(z) = 0.01 sin(27r 4 z) g. (7.37)
Because of truncation interpolation errors the geostrophic flow, implied by the
numerics, is not zero, however, generally one can observe the maximum error in
regions where the grid is most distorted and near the bottom. The pattern themselves
(figure 7.5) indicate that cubic interpolation leads to the best results. By using the
highest possible order in the vertical errors actually become larger, probably arising
from oscillations of the interpolation polynomial.
To measure the mean pressure gradient error of a certain interpolation, a RMS
value of PG is introduced
PGRMS= e~ (PG) . (7.38)
all cells S)
Table 7.1 shows values for PGRMS. The error reduction is of order 50 % depending
on the vertical interpolation scheme. However, the results cannot satisfy, since the
error in its magnitude is not acceptable.
7.3.2 Experiment 2: Vertical Resolution
The second experiment examines the dependence of the pressure gradient error on
the vertical resolution. It is set up as follows:
1. A sloping geometry with Ax = 50 and 33 km is used.
2. Horizontal interpolation is fixed to 2nd order (i.e. linear averaging).
0-500
-1000
-1500
-2000
>-2500
N
-3000
-3500
-400
-45000
0 100 200 300 400 500 600 700 800 900 1000
x (hoiz. kmD
0
-500
-1000
-1500
E-2000
-2500
N
-3000
-3500
4000
-4500
rEww
(a) 2nd order vertical interpolation
-500
-1000
-1500
-2000
-- 2500
N
-3000
-3500
-4000
Ar4~0
-5000 I 10 100 200 300 400 500 600 700 800 900 1000
x @ouz. kmD
(c) 4th order vertical interpolation
0
-500
-1000
-1500
-- 2500
N
-3000
-3500
4000
4500
SI I I I I
0 100 200 300 400 500 600 700 800 900 1000
x (oz. WkmD
(b) 3rd order vertical interpolation
0 100 200 300 400 500 600 700 800 900 1000
x (hoz. [km)D
(d) max. order vertical interpolation
Figure 7.5: Geostrophic error velocity pattern (verr [ cm s- 1]) for different vertical
interpolation schemes, linear interpolation in horizontal.
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Figure 7.6: Maximum value of pressure gradient error (verrmax) for various resolu-
tions and interpolation schemes. The calculations are performed in physical space.
3. Vertical resolution varies from 2nd to 4th order (linear to cubic interp.).
4. A modified data set together with a 4th order scheme uses always the most
appropriate values for the interpolation.
For very high vertical resolution the error begins to increase due to extrapolation.
Again, hydrostatic inconsistency appears in this integral approach. In the region of
strongest distortion; near the bottom, the interpolation procedure is not able to find
accurate values for PE and pw. Instead it extrapolates if condition (7.9) is violated.
Figure 7.6 showrs the results. It is remarkable that the curve for quadratic interpo-
lation decreases for all values of K. Probably even extrapolation works fine because
quadratic polynomials do not oscillate.
The same experiment is repeated for the formulation of the pressure gradient
introduced in section 7.2.3. Again, one observes a limit for vertical resolution; above a
certain resolution, the errors begin to increase again slightly (Figure 7.7). This means
that hydrostatic inconsistency manifests even for equations written in transformed
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Figure 7.7: Maximum value of pressure gradient error (verrmax) for various resolu-
tions and interpolation schemes. The calculations are performed in computational
space.
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coordinates.
The physical context of (7.9) is still valid. The contribution of the two terms
(c7P U(7.39)
to PG, as we know from (7.26) represents the hydrostatic correction due to coordinate
transformation.
Thus a violation of (7.9), which, in regions of strong grid distortion, is given
implicitly by the discretization of a, in (7.28) leads to an increase of the pressure
gradient error.
A comparison of figures 7.6 and 7.7 suggests that the finite volume formulation
applied in physical space yields smaller errors than in transformed space.
7.4 Concluding Remarks
Both experiments have proved that hydrostatic inconsistency yields significant geostrophic
error velocities regardless of interpolation schemes and methods of formulation.
Recently efforts have been made to construct finite difference schemes with fourth
order accuracy (see McCalpin [1994 ])
ap -pji+  27pi - 27pi- + P-2 + O(AX4) (7.40)
azi-1/2 24Az
This scheme together with a fourth order averaging operator for p' is suggested to
reduce the pressure gradient error by factors of 10-20 at most. The experiments, that
prove this ratheroptimistic estimate, have been conducted with a modified version
of the SPEM model applied to the classical seamount test case.
Other attempts made by Purser [private correspondence] use so called compact
schemes. They produce an implicit system for the pressure gradient
1 4p 2 Op 1 ap p_+l + p,-i AX4 5sp
+ + 2 180 (7.41)6 axi+l 3 Xi 6 i2xi 2 Ax 180 Ba-i O
here written for an unstaggered grid with 4th order accuracy. This scheme is able to
reduce the pressure gradient error by a significant amount. The draw back of this
scheme is that it requires a tridiagonal system to be solved for p at each time step,
which arises from the discretization of (7.41). For further study the interested reader
is referred to Adam [1977], Hirsh [1975 ] or Ciment et. al. [1978 ].
Yet another article shall be mentioned. Mellor [1994 1 proposes that a a-coor-
dinate system is not limited to slopes/resolutions of size I(aAD)/(DAa)j < 1. He
introduces the finite difference approximation to
Ob =b a Ob DD
x - D a (7.42)
which is the analogue to (7.4) for the buoyancy b = p'g/po as
6Sb = 6• - 6•- SDS6b. (7.43)
The standard notation
W(ý + 4)- p(V -(744)
S V( + i) + W - _) (7.45)
2
has been used, both for ( and a derivatives. If a Taylor expansion is now applied to
find the data field around a location zo = eVD , i. e.
(2 'b) [oD(x)- zo]2b(z) - z D(x) - zoo + z o 2 +.. , (7.46)
then he is able to define an incremental error, after substituting (7.46) into (7.43), as
V+D ._
E(5,b) = 4 ý6D (6'b + +... A2 )2 (D . (7.47)
The partial derivatives have been replaced by their finite difference analogues. Thus
the pressure gradient error will be the incremental error (7.47) summed with the
equation
a• = &O + HJ d d , (7.48)
which is obtained after applying the transformation relations to Op/Oz and some
algebra. po = po(x) is the surface pressure.
Mellor now argues that the error is determined by the factor [Aa2 -O2 ()& 2]
from what surprisingly follows that the incremental error vanishes in the limit
I(aAD)/(DA,)I = 1. Moreover a small Aa in the bottom region does not lead to a
big error itself, as one would expect if discussion were based solely on (aAD)/(DAa).
Finally he concludes that initial pressure gradient errors are advectively eliminated
in the course of the baroclinic integration. The error velocites are supposed to decrease
by two orders of magnitude after running the model prognostically for two years.
Reduction rate PGRMs/PGRMS, Fig. 7.5 a Interpolation order
refering to Fig. in vertical
7.5 a 1 linear
7.5 b 0.714 quadratic
7.5 c 0.539 cubic
7.5 d 0.646 max. order
Table 7.1: Reduction of the RMS error for all interpolation orders.
Chapter 8
Summary and Conclusions
The representation of topography in ocean models is a very demanding challenge.
This study has examined two approaches of incorporating varying ocean depth.
In part I the idea of shaving grid cells near the bottom in an otherwise regular grid
has been realized. Only the bottom cell volume and its face areas have to be stored.
The governing equations written for an unstaggered grid are then again formulated
with the finite-volume method, accounting for fluxes over cell faces, regardless of
wether this is a regular or a shaved cell. This so called A-grid keeps all variables
in the center of the cells. It allows one to form the Coriolis term without spatial
averaging and thus makes the geostrophic balance much more accurate. Only w and
p are staggered to evaluate the hydrostatic equation more accurately.
Taking the divergence of the vertically integrated momentum equations yields an
elliptic equation forLthe surface pressure. This ensures conservation of mass. But the
formulation of this problem on an A-grid produces a 9-point operator for V 2ps that
is decoupled in the interior. Thus a spurious mode is introduced into the model. Only
the boundary and the bottom cell equations couple the two solutions weakly. More-
over, the system matrix might become non-symmetric, making it therefore necessary
to switch to a 5-point operator, which one would obtain from a C-grid discretiza-
tion. It is important to apply the operator change to both parts of p, the surface
pressure and the hydrostatic pressure. This work has shown that the consistency of
the scheme is retained after the operator change. Moreover, due to this modification
an additional term, an implicit diffusion, is carried into the elliptic problem. This
implicit diffusion is used as a filter and is controlled by a relaxation parameter.
A traditional filter such as the biharmonic friction has also been implemented,
but showed only limited effect while producing a misbalance in the energy relation
between kinetic and potential energy.
The second part reviews terrain-following coordinates. It is well known that after
transforming the hydrostatic equation onto the a-system, the discretization process
leads to a truncation error due to incomplete canceling of two terms. This study has
tried to minimize this so called pressure gradient error or hydrostatic inconsistency.
After rewriting the equations in a finite volume form, various interpolation schemes
have been used for the formulation of 8p/Ox in a vertically stratified resting ocean.
Still, the pressure gradient error has been reduced only marginally, its size remaining
at an unacceptable level.
Overall this approach has to be called unsuccessful, a-coordinates in ocean models
have serious disadvantages due to the misrepresentation of the hydrostatic balance.
Outlook for the A-grid model
Higher order schemes for either the velocity or the pressure might get around the
decoupling problem. The author has tried to formulate both approaches, but was not
able to get a symmetric formulation near the boundaries.
Experiments with free-slip boundary conditions are yet to be made. This is
important, since eddies do not occur for no-slip b.c., because friction cannot be
made small enough to maintain numerical stability and still get eddies.
In general, the model is prepared to be tested for real topographic slopes and
domains. Additional features like including islands and shaving cells in the horizontal
seem possible using the same approach, if the symmetric property of the system matrix
in the elliptic problem can be conserved.
Appendix A
Mathematical Derivations
A.1 Interpolation Theory
In general, an interpolation formula is obtained from the equation
Pn(i) = ao + aix - + 7  , i= 0, 1,...,n
with the n + 1 unknowns a0o, a l ,..., an. Lagrange's interpolation formula
Pn ( X) =  P,(xk)Lk(x),
k=0O
Lk(x) = ii /
1=0 - X
l0k
ist not very convenient for numerical calculations. A better approach is defined by
Newton's interpolation formula
P,(z) = To+7Yl - Xo)+7-2(x2 -X )(X - X1 ) '+.'n(X-X0)'... (X -n- 1 ) (A.3)
For Pn(xk) f(xk) = fk, k = 0,1,... ,n we can form from (A.3) a set of linear
equations
k
fk = i
i=0
i-i
II(X" - Xj),
j=0
k = 0,1,...,n. (A.4)
(A.1)
(A.2)
If we now define the so called divided differences
f[XJ = f
f [X+1,] = fi+1 - fi = f[X5+] - f[2x]f+1 - Xi i+1 -Xi
f [+kXi+k-l1 ... ) f[[X+kA, i+k-1 xi+ 1] - f [Xi+k-l, i+k-2,... S]
Xi+k - X i
k = 1,2,7...,n-i (A.5)
we recognize the coefficients of (A.3) as
j = f [xj, x-1,...,x,x0o], j = 0,1,... ,n . (A.6)
The divided differences can be calculated recursively. The final version of (A.3) then
gives
n i-1
P,(x) = [ f[x,, X,-1,... ,X0] (x - xj) . (A.7)
i=0 j=0
A.2 Review of Conjugate Gradient Method
The inverse problem (4.5) is solved with an iterative method. The Conjugate Gradi-
ent method is one of the most effective. It is a nonstationary method, which means
that the downhill step involves information about the residual of the previous iter-
ation. The search direction vector p(C) is scaled by a residual dependent factor ai.
Additionally aasimple preconditioner M of the form Mi = 1/A4i, Mij = 0 is used to
improve the condition number of A. This method requires a positive definite system
matrix A and a symmetric and positive definite preconditioner M.
Moreover, the CG method is computationally very powerful, because only a small
number of vectors and only the diagonals of the sparse matrices A and M need to be
kept in memory. The number of floating point operations per iteration is relatively
small, only two inner products and an inversion of M are required. The structure of
the Conjugate Gradient method is given in figure A.1. For a more detailed discussion
Compute r(O) = b - Ax (o)
for i = 1,2,...
solve Mz('- 1) = r('-1)
pi-1 = r(i-1)Tz(i-1)
if i = 1
p(0) = z(0)
else
t -1 = Pi-1/Pi-2
p(i) = z(i-1) + 'i- 1 P(i-1)
endif
q(i) = Ap(')
aj = p1i- 1/p()T q(i)
x -= x( •- ) + ajp(i)
r()- r((-') + aiq(')
check convergence: vr(i)7r( ) < e
end
Figure A.1: Pseudocode for the Preconditioned Conjugate Gradient Method.
see e. g. [Barret et al., 1994 ].
A.3 The Finite Element Method
As an alternative and more general approach to the finite volume formulation the finite
element method is able to cope with complex geometry. But already the generation
of an appropriate grid triangulation in three dimensions is a science by itself.
The finite eTement method applied to ocean modeling shall be outlined briefly in
this section. It has been picked up by the author from a lecture (course 2.274) he
heard at MIT given by Patera [1994 ]. The lecture notes cover the topic in great
detail. Other sources are Fletcher [1984] or Gresho [1989 ].
The governing equations are formulated in the weak form in space (here for p =
const)
J qS dV - au dV+ qSfuu_- dV (A.8)
nn n
--V a dV + pa dV + ji dV
a a a
ui dV = 0. (A.9)
n
The basis functions 4, 4, the velocities ui and the pressure p are represented through
the so called Taylor-Hood elements. This set of functions ensures F 2 - F1 continuity.
The pressure plays the role of a Lagrange multiplier, it imposes the incompressibility
constraint. At this point, we leave out the contribution from the advective term.
Treatment of this nonlinear trem is pretty complicated in finite element methods.
See Patera [1994 ] for more detail. We can then find the matrices
A(O, u) = vf a dV (A.10)
/ui
,R(u,4) = J, dV (A.11)
D(0, p) = J pdV (A.12)
C(, ,v) = ,fu3-i dV (A.13)
n
(r,7) = Jir dV (inner product) (A.14)
Am, = A(,)m, On) (A.15)
-Cm = C(0m, n),) (A.16)
(Di)mn = A(4(n,, m) (A.17)
F, = (Fi)m = (0m, 'ri) (A.18)
F = (F2 • = (m,• 2) (A.19)
(A.20)
and a discrete system
Ut(A t JT (Jut A C -DI u F,
-T
vt + - A -D v = F2 , (A.21)
0 --2 0 p/Po
which has to be solved with a preferably explicit time scheme. Thus we might get for
an Euler forward scheme
n+I u A C -Dn+ F
vn+l  = v" - A _t -C A -D 2 + At F2
0 0 -Di -12 0 pn+l/Po 0
(A.22)
Note, that the big system matrix has to be multplied with the unknown quantities
at the new time step t"+l.After rearranging (A.22) we finally get
1 + atA )At -at n+( u" Fx
-AtA 1  -AtD52  0 pn+l/Po 0 0
A better ordering is possible to give a more tightly banded matrix, such as
T
P Iv = (u12,v 1 , pi, 2u2,va , p. .. .) . (A.24)
Still the problem of economic solvability remains for this extremely large non-symmetric
system. For a much more complete coverage of this complex matter see the lecture
notes, Patera [1994 ].
Appendix B
Source code
B.1 The Conjugate Gradient Solver pcg.F
C23456789012345678901234567890123456789012345678901234567890123456789012
C 1 2 3 4 5 6. 7
include (GCMMacroDir/GCMMacroFile)
C
SUBROUTINE PCG (
B,
AC,AN,AS,AE,AW,
ANN,ASS,AEE,AWW,OCEAN,
err,mxscan,
x)
AUTHOR:
WRITTEN:
LAST CHINGE:
TILO LANDENFELD
SEPTEMBER 94
13-DEC-94
... FUNCTION:
C CONJUGATE GRADIENT SOLVER WITH PRECONDITIONER.
C
#include "SIZE.h"
#include "TIMER.h"
#include "PARAM.h"
C
C ... Routine Arguments:
C B - Right Hand Side of equations.
C A{C,N,S,E,W,NN,SS,EE,WW} - Arrays of coefficients
C for operator.
C OCEAN - Logical mask. Land Water flag for xy plane.
C err - Iteration stops when residual norm (R,R) < err.
C mxscan - maximum number of scans.
C X - input/output of Initial guess/Solution vector.
C
INTEGER M,MXSCAN
REAL ETAO,ETA1,ETA2,RR,ERR
REAL, ARRAY(NX,NY) :: X,B,R,S,Q
REAL, ARRAY(NX,NY) :: AC,AN,AS,AE,AW,ANN,ASS,AEE,AWW,Z
LOGICAL, ARRAY (NX,NY) :: OCEAN
CMF$ LAYOUT X(,),B(,),R(,),S(,),Q(,),OCEAN(,)
CMF$ LAYOUT AC(,),AN(,), AS(,), AE(,), AW(,)
CMF$ LAYOUT ANN(,),ASS(,),AEE(,),AWW(,)
INTEGER M_0OLD
DATA M_0OLD /0/
SAVE MOLD
C
C ... DIAGONAL PRECONDITIONER
C
Z = 0.0
WHERE ( OCEAN .AND. ANY (AC==0O.) ) Z = 1.0
WHERE ( OCEAN .AND. ALL (AC<>O.) ) Z = 1.0/AC
C
C ... COMPUTE INITIAL RESIDUAL
C
CALL NINEPT2 (R,AC,AN,AS,AE,AW,ANN,ASS,AEE,AWW,X)
R =B-R
IF ( sqrt(sum(R*R))==0. ) THEN
X = 0.
GOTO 100
END IF
C
C ... ITERATE -
C
S = 0.0
ETAO = 1.0.
C
C ... ENTER ITERATION LOOP
C
DO M=1,MXSCAN
Q = Z*R
C
C ... UPDATE CONJUGATE DIRECTION VECTOR S
C
ETA1 = SUM ( R*Q,MASK=OCEAN )
S = Q + S*ETA1/ETAO
ETAO = ETAI
C
C ... COMPUTE A*S
CALL NINEPT2 (Q,AC,AN,AS,AE,AW,ANN,ASS,AEE,AWW,S)
C
C ... COMPUTE NEXT SOLUTION AND RESIDUAL
C
ETA2=ETAO/SUM( S*Q,MASK=OCEAN )
X = X + ETA2*S
R = R - ETA2*Q
C
C ... TEST FOR CONVERGENCE
C
RR = sqrt(sum(R*R))
C PRINT *,'M ',m,'Residual = ',RR
IF ( RR < ERR ) GOTO 100
ENDDO
100 CONTINUE
C
C ... PRINT STUFF
IF ( M.GT.MXSCAN ) PRINT *, 'NO CONVERGENCE AT NITER = ',NITER
IF ( M.GT.MXSCAN ) STOP
C IF (M .NE. MOLD) THEN
C PRINT 111, M
C MOLD = M
C END IF
Clii FORMAT ('NO. OF ITERATIONS IN ELL. SOLVER: ',13)
C
RETURN
END
C
C ... 9-PT STENCIL 2D SOLVER
C
SUBROUTINE NINEPT2 ( XOUT,CC,CN,CS,CE,CW,CNN,CSS,CEE,CWW,X )
*include "SIZE.h"
C
C ... Routine Arguments:
REAL, ARRAY(NX,NY) :: X,XOUT,CC,CN,CS,CE,CW
REAL, ARRAY(NX,NY) :: CNN,CSS,CEE,CWW
CMF$ LAYOUT X(,),XOUT(,),CC(,), CN(,), CS(,), CE(,), CW(,)
CMF$ LAYOUT CNN(,),CSS(,),CEE(,),CWW(,)
C
XOUT = CC*X
& + CN*CSHIFT(X,2,+I) + CNN*CSHIFT(X,2,+2)
k + CS*CSHIFT(X,2,-1) + CSS*CSHIFT(X,2,-2)
& + CE*CSHIFT(X,I,+I) + CEE*CSHIFT(X,I,+2)
& + CW*CSHIFT(X,1,-1) + CWW*CSHIFT(X,1,-2)
RETURN
END
B.2 Program Structure
CONTROL
I - NPARAM
"-" READD
--- TOPO
i---I-
I
I -1-
I -
COEFF_MASKS ...
INITIALISE ...
... TIME INTEGRATION
EULER ...
"-" GUS_CALCULATE ...
..- ..- ADVECT ...
I ' U_CORIOLIS
I I" U_FORCING ...
I I U_DIFFUSE ...
I ~ U.BIFRICTION
--- GVS_CALCULATE ...
I|--- ADVECT ...
CONTROL-ROUTINE
SET DATA CHANNELS
READ INITIAL VARIABLES
AND REFERENCE VALUES.
SET UP TOPOGRAPHY (GEOMETRY
OF CELLS
DEFINE MASK EXPRESSIONS
SET UP INITIAL STATE
...
FORM NEW Gu,Gv terms (AB2).
CALCULATE Gu
ADD EFFECT OF ADVECTED
MOMENTUM
ADD EFFECT OF CORIOLIS
ADD WIND FORCING
ADD DIFFUSIVE TERM
... ADD BIHARMONIC FRIC.
CALCULATE Gv
ADD EFFECT OF ADVECTED
MAIN
I
· · ·
· · ·
C . I MOMENTUM
C . "' VCORIOLIS ... ADD EFFECT OF CORIOLIS
C . I- I
C . I "' VFORCING ... ADD WIND FORCING
C. I
C . I"' V.DIFFUSE ... ADD DIFFUSIVE TERM
C . I I
C . "" V.BIFRICTION ... ADD BIHARMONIC FRIC.
C I
C . " FINDSP ... SOLVE ELLIPTIC EQUATION
C . I I
C . I I" GENERATE_AMATRIX ... SET UP ELL. OPERATOR
C . I I
C . II " PCG ... CALL CONGRAD SOLVER
C . I
C . I' UPDATEVELOCITIES ... INCREASE U,V AND W BY
C. I I
C . "' UPDATE_HORIZONTAL_VELOCITY
C .I I ... UPDATE U AT NEW TIME STEP.
C. I I
C . I " UPDATE_HORIZONTAL_VELOCITY
C .I I ... UPDATE V AT NEW TIME STEP
C . I
C . I '" DIAGW ... UPDATE W AT NEW TIME STEP
C . I
C . I" INC_T ... UPDATE T AT NEW TIME STEP
C . I I
C . I "" ADVECT ... TEMPERATURE ADVECTION
C . I
C . " ~ TDIFFUSE ... TEMPERATURE DIFFUSION
C. I I
C . I "' UPDATE_TRACER ... UPDATE TEMPERATURE
C . I I
C . I i" T.BIFRICTION ... ADD BIHARMONIC FRIC.
C . I -
C . ~ RHOCALC ... INCREASE RHO BY DRHO
C .
C . I" OUT ... OUTPUT OF VARIABLES
C . I I
C . I I" DUMPIO2D ... DUMP ALL FIELDS FOR BOTH
C . I LEVELS
C I
C . '" DUMPIO ... OUTPUT OF ALL VARIABLES .
C .
C ...................................................................
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