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Referat
In dieser Arbeit untersuche ich mehrere Phänomene, die im Zusammenhang mit (selbst-)thermo-
phoretischen Janusteilchen auftreten. Diese Teilchen bestehen aus zwei Halbkugeln mit unter-
schiedlichen Materialeigenschaften und dienen in dieser Arbeit als Musterbeispiel für aktive Fort-
bewegung auf der Mikroskala. (i) Die Dynamik eines einzelnen Janusteilchens im externen Temper-
aturfeld einer ortsfesten Heizquelle wird untersucht. Es wird gezeigt, dass die Winkelgeschwindigkeit
des Teilchens ausschließlich durch das Temperaturprofil am Äquator zwischen den Hemisphären
des Janusteilchens und dem Unterschied ihrer phoretischen Mobilitäten bestimmt wird. (ii) Ich
befasse mich mit den charakteristischen Polarisations- und Dichteprofilen, die für aktive Teilchen
in Aktivitätslandschaften beobachtet werden. Die Ergebnisse meines approximativen theoretis-
chen Modells stimmen gut mit exakten numerischen Lösungen und Messdaten für einen ther-
mophoretischen Mikroschwimmer überein und können als Vorlage für komplexere Anwendungen
dienen. Die wesentliche Physik hinter den formalen Ergebnissen wird durch ein schematisches
Zwei-Spezies-“Run-and-Tumble”-Modell erfasst und erklärt. (iii) Ich untersuche Coarse-Graining-
Modelle von suspendierten selbst-thermophoretischen Mikroschwimmern. Ausgehend von atom-
istischen molekulardynamischen Simulationen wird die grobkörnige (coarse-grained) Beschreibung
des Fluids in Form eines lokalen molekularen Temperaturfeldes verifiziert. Anschließend berechne
ich effektive Nichtgleichgewichtstemperaturen, die die sogenannte heiße Brownsche Bewegung der
Teilchen charakterisieren, und vergleiche diese mit Simulationsdaten. Es wird gezeigt, dass diese
effektiven Temperaturen für jede weitere räumliche Vergröberung hin zu einer hydrodynamischen
Beschreibung der gesamten Suspension als homogenes komplexes Fluid relevant bleiben.
Abstract
This thesis investigates several phenomena that are associated with (self-)thermophoretic Janus
particles with hemispheres made from different materials serving as a paradigm for active propul-
sion on the microscale. (i) The dynamics of a single Janus sphere in the external temperature field
created by an immobilized heat source is studied. I show that the particle’s angular velocity is solely
determined by the temperature profile on the equator between the Janus particle’s hemispheres
and their phoretic mobility contrast. (ii) The distinct polarization-density patterns observed for
active-particle suspensions in activity landscapes are addressed. The results of my approximate
theoretical model agree well with exact numerical and measurement data for a thermophoretic
microswimmer, and can serve as a template for more complex applications. The essential physics
behind the formal results is robustly captured and elucidated by a schematic two-species “run-
and-tumble” model. (iii) I investigate coarse-grained models of suspended self-thermo- phoretic
microswimmers. Starting from atomistic molecular dynamics simulations, the coarse-grained de-
scription of the fluid in terms of a local molecular temperature field is verified, and effective
nonequilibrium temperatures characterizing the particle’s so called hot Brownian motion are mea-
sured from simulations. They are theoretically shown to remain relevant for any further spatial
coarse-graining towards a hydrodynamic description of the entire suspension as a homogeneous
complex fluid.
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Summary
The surging field of active matter aims for a microscopic understanding and control of the ma-
terial properties of assemblies of interacting active, energy consuming elements. Examples for
active matter are ubiquitous in nature and permeate an impressive range of length scales, ranging
from collectively swimming schools of fish via motile ants to microorganisms and the cytoskeletal
streaming in animal cells. A wide range of laboratory studies of artificial active matter has recently
been devoted to suspensions of inanimate active particles or microswimmers, e.g. propelled by a
form of self-phoretic motion. These “active fluids” can exhibit unusual material properties that
would be strictly forbidden in conventional fluids by symmetries implicit in the condition of (local)
thermal equilibrium.
In this thesis, I investigate several phenomena that are associated with (self-)thermophoretic
Janus particles with hemispheres made from different materials serving as a paradigm for active
propulsion on the microscale. Starting with a general introduction to the field of microswimmers
in the first chapter, the subsequent chapter reviews important theoretical concepts and models
regarding swimming on the microscale. Important equations characterizing the motion of Janus
spheres are (re-)derived in the following and used in the subsequent chapters.
Chapter three is concerned with the interactions of autonomous microswimmers, which play an
important role for the formation of collective states of motile active matter. The (thermo-)phoretic
contribution to these interactions is studied in detail for Janus spheres. Specifically, the dynamics
of a single gold-capped Janus particle in the external temperature field created by an optically
heated metal nanoparticle was monitored in an experiment conducted by Dr. Andreas Bregulla.
The orientation-dependent repulsion and alignment of the Janus particle is quantified and explained
in terms of a simple theoretical model for the induced thermo-osmotic surface fluxes. The model
reveals that the particle’s angular velocity is solely determined by the temperature profile on the
equator between the Janus particle’s hemispheres and their phoretic mobility contrast. The distor-
tion of the external temperature field by their heterogeneous heat conductivity is moreover shown
to break the apparent symmetry of the problem, thereby creating a (superficially unexpected) net
self-propulsion and accompanying net polarization of the particle in a temperature gradient.
Chapter four addresses distinct polarization-density patterns observed for active-particle sus-
pensions in activity landscapes. The well-established active-Brownian-particle model is employed
to derive precise analytical expressions for the density and polarization profiles of a single Janus-
type swimmer in the vicinity of an abrupt activity step. The analysis also allows for an orientation-
dependent propulsion speed, as often employed in force-free particle steering. The results agree well
with measurement data for a thermophoretic microswimmer and can serve as a template for more
complex applications, e.g., to motility-induced phase separation or studies of physical boundaries.
The essential physics behind the formal results is robustly captured and elucidated by a schematic
two-species “run-and-tumble” model. The chapter continues with a generalization to curved ac-
tivity landscapes. In particular, for straight activity landscapes, several quantities associated with
emergent density-polarization patterns are solely determined by bulk variables. Naive thermody-
namic intuition suggests that these results might hold for arbitrary activity landscapes mediating
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bulk regions, and thus could be used as benchmarks for simulations and theories. However, the
considered system operates in a non-equilibrium steady state, and I prove that the variables in
question lose, by construction, their simple form for curved activity landscapes. Specifically, I pro-
vide a detailed analytical study of polarization and density profiles induced by radially symmetric
activity steps, and of the total polarization for the case of a general radially symmetric activity
landscape. While the qualitative picture is similar to the straight planar case, all the investigated
variables depend not only on bulk variables but also comprise geometry-induced contributions. I
verified that all analytical results agree with exact numerical calculations.
Last but not least, chapter five investigates coarse-grained models of suspended self-thermo-
phoretic microswimmers. Starting from atomistic molecular dynamics simulations, the coarse-
grained description of the fluid in terms of a local molecular temperature field is verified. Its role
for the particle’s thermophoretic self-propulsion and hot Brownian motion is discussed. The latter
is governed by effective nonequilibrium temperatures, which are measured from simulations by
confining the particle position and orientation. They are theoretically shown to remain relevant
for any further spatial coarse-graining towards a hydrodynamic description of the entire suspension
as a homogeneous complex fluid.
Zusammenfassung
Das aufstrebende Forschungsgebiet der aktiven Materie zielt auf ein mikroskopisches Verständ-
nis und die Kontrolle der materiellen Eigenschaften von Ansammlungen interagierender aktiver,
energieverbrauchender “Einheiten” ab. Beispiele für aktive Materie sind in der Natur allgegen-
wärtig und durchdringen einen weiten Bereich von Längenskalen, von kollektiv schwimmenden
Fischschwärmen über Ameisenvölker bis hin zu Mikroorganismen. Eine Vielzahl von Laborunter-
suchungen künstlicher aktiver Materie widmet sich in jüngster Zeit darüber hinaus sogenannten
“aktiven Flüssigkeiten”. Letzere sind Lösungen unbelebter aktiver Teilchen oder Mikroschwimmer,
welche sich beispielsweise durch eine Form des phoretischen Selbstantriebs fortbewegen. Sie können
ungewöhnliche Materialeigenschaften aufweisen, die in konventionellen Flüssigkeiten durch Sym-
metrien, die in der Bedingung des (lokalen) thermischen Gleichgewichts impliziert sind, streng
verboten wären.
In dieser Arbeit untersuche ich mehrere Phänomene, die im Zusammenhang mit (selbst-)thermo-
phoretischen Janusteilchen auftreten. Diese Teilchen bestehen aus zwei Halbkugeln mit unterschied-
lichen Materialeigenschaften und dienen in dieser Arbeit als Musterbeispiel für aktive Fortbewegung
auf der Mikroskala. Beginnend mit einer allgemeinen Einführung in das Gebiet der Mikroschwim-
mer im ersten Kapitel, werden im darauffolgenden Kapitel wichtige theoretische Konzepte und
Modelle bezüglich des Schwimmens auf der Mikroskala behandelt. Wichtige Gleichungen, die die
Bewegung von Januskugeln charakterisieren, werden im Weiteren (erneut) hergeleitet und in den
nachfolgenden Kapiteln verwendet.
Das dritte Kapitel befasst sich mit den Wechselwirkungen zwischen autonomen Mikroschwim-
mern, die eine wichtige Rolle für die Bildung kollektiver Zustände von aktiver Materie spielen. Der
(thermo-)phoretische Beitrag zu diesen Wechselwirkungen wird für Januskugeln studiert. Konkret
wurde die Dynamik eines einzelnen Janusteilchens im äußeren Temperaturfeld eines optisch geheiz-
ten Metall-Nanopartikels in einem von Dr. Andreas Bregulla durchgeführten Experiment unter-
sucht. Die orientierungsabhängige Abstoßung und Ausrichtung des Janusteilchens wird in diesem
Kapitel quantifiziert und mit Hilfe eines einfachen theoretischen Modells für die induzierten ther-
moosmotischen Oberflächenflüsse erklärt. Das Modell zeigt, dass die Winkelgeschwindigkeit des
Teilchens ausschließlich durch das Temperaturprofil am Äquator zwischen den Hemisphären der
Januskugel und deren Differenz in den thermophoretischen Mobilitäten bestimmt wird. Die Verzer-
rung des äußeren Temperaturfeldes durch die heterogene Wärmeleitfähigkeit der Januskugel bricht
zudem die scheinbare Symmetrie des Problems. Das Janusteilchen weist auch bei passivem Heizen
einen Selbstbeitrag des phoretischen Antriebs auf, welcher von einer Polarisation des Teilchens
entlang des äußeren Temperaturgradienten begleitet wird.
Kapitel 4 befasst sich mit den charakteristischen Polarisations- und Dichteprofilen, die für akti-
ve Teilchen in Aktivitätslandschaften beobachtet werden. Das etablierte Active-Brownian-Particle-
Modell wird verwendet, um präzise analytische Ausdrücke für die Dichte- und Polarisationsprofile
eines einzelnen Janus-Schwimmers in der Nähe eines abrupten Aktivitätssprungs herzuleiten. Die
Analyse umfasst zudem den Fall einer orientierungsabhängigen Antriebsgeschwindigkeit, wie sie
häufig bei der kräftefreien Steuerung von aktiven Schwimmern eingesetzt wird. Die analytischen
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Ergebnisse stimmen gut mit Messdaten für einen thermophoretischen Mikroschwimmer überein
und können als Vorlage für komplexere Anwendungen dienen, z. B. dem Phänomen der aktivi-
tätsinduzierten Phasenseparation. Die wesentliche Physik, die hinter den formalen Ergebnissen
steht, wird durch ein schematisches Zwei-Spezies-“Run-and-Tumble”-Modell erfasst und verdeut-
licht. Das Kapitel fährt mit einer Verallgemeinerung auf gekrümmte Aktivitätslandschaften fort.
Für eindimensionale planare Aktivitätslandschaften und den damit einhergehenden Dichte- und
Polarisationsprofilen finden sich mehrere Größen, die ausschließlich durch “Bulk”-Variablen be-
stimmt sind. Eine naive Intuition basierend auf Gleichgewichtsthermodynamik mag nahelegen,
dass diese Ergebnisse generell für beliebige Aktivitätslandschaften (die Bulk-Regionen verbinden)
gelten und somit als Vergleichstests für Simulationen und Theorien verwendet werden könnten. Das
betrachtete System befindet sich jedoch in einem stationären Nichtgleichgewichtszustand. Mittels
eines Konstruktionsbeweises zeige ich, dass die auf dem Prüfstand stehenden Größen ihre einfache
Form für gekrümmte Aktivitätslandschaften verlieren. Eine detaillierte analytische Untersuchung
der Polarisations- und Dichteprofile, die durch radialsymmetrische Aktivitätsstufen induziert wer-
den, sowie der Gesamtpolarisation für den Fall einer allgemeinen radialsymmetrischen Aktivitäts-
landschaft, wird durchgeführt. Während das qualitative Bild dem geradlinig planaren Fall ähnlich
ist, hängen alle untersuchten Größen nicht nur von Bulk-Variablen ab, sondern umfassen auch
geometrie-induzierte Beiträge. Ich habe überprüft, dass alle analytischen Ergebnisse mit exakten
numerischen Berechnungen übereinstimmen.
Zu guter Letzt werden im fünften Kapitel Coarse-Graining-Modelle von suspendierten selbst-
thermophoretischen Mikroschwimmern untersucht. Ausgehend von atomistischen molekulardyna-
mischen Simulationen wird die “grobkörnige” (coarse-grained) Beschreibung der Flüssigkeit in Form
eines lokalen molekularen Temperaturfeldes verifiziert. Seine Rolle für den thermophoretischen
Selbstantrieb der Teilchen und deren “heiße” Brownsche Bewegung wird diskutiert. Letztere wird
durch effektive Temperaturen des Nichtgleichgewichts bestimmt, welche mittels Simulationen durch
“Einsperren” des Teilchens in Ort und Orientierung mit Hilfe eines harmonischen Potentials ge-
messen wurden. Es wird gezeigt, dass diese Temperaturen für jede weitere räumliche Vergröberung
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α Acceptance angle Photon Nudging procedure
D, Dr, Deff Translational, rotational and effective diffusion coefficient, respectively
f, f One-body probability density
γ Orientation angle Janus sphere w.r.t. external heat source
I(1)ρ , . . . , I(2)p Influence of restricted acceptance angle α on distribution f
J , J n Orientation-resolved translational and rotational flux, respectively
J , J, M Orientation-averaged fluxes
J+, J− Fluxes right or left moving particles
k Flipping rate
λ(a,p,n) Characteristic length of (active/passive/nudging) polarization layer
µ, µt Phoretic mobility, translational particle mobility
n+, n− Probability density right (+) or left (−) moving particles
n̂ Orientation (unit vector) Janus sphere
∇‖ Tangential component of the Nabla operator (w.r.t. a surface)
∇n Nabla operator with respect to orientational degrees of freedom
p, p polarization (second moment of f , f)
Ptot Total polarization
P Péclet number
φ Angular position of the Janus particle
Φ Excess viscous dissipation function
ψ Relative orientation Janus particle w.r.t. radial axis (in 2 dimensions)
R Radius Janus sphere
ρ density (first moment of f)
S Surface Janus sphere
σ, σ “size” Lennard-Jones particle, Hydrodynamic stress tensor
t Time
T0, ∆T Equilibrium temperature, temperature increment
ϑ, ϕ Polar and azimuthal angle (describing particle orientation in 3D space)
θ Orientation angle of the swimmer (in 2 dimensions)
u Fluid velocity field
vs Surface slip velocity
vtp Phoretic translational velocity
vA Swim speed within subvolume VA
xif , rif Location of activity step
ξ Zero-mean, unit variance Gaussian white noise process





A key feature vital for living organisms on all length scales is their ability “to exhibit motion and
to perform mechanical work at the expense of metabolic energy” [1]. All the way down to the
microbial level motile “animalcules” [2] overcome the struggle to locomote through liquid solvents
[3] in the search of food, suitable habitats or mating partners. Whether biological or synthetic [4],
microswimmers moreover have to overcome limitations due to the irregular collisions with fluid
molecules inevitably randomizing their path. The systematic investigation of thermal and active
(animated) contributions to the motion of microswimmers in liquid solution has a long history. The
following section is dedicated to the scientist whose discoveries lead to our modern understanding
of motile active matter on the microscale [5, 6]. This thesis stands on the shoulders of these giants.
1.1. History and Overview
The most celebrated discoveries in physics tend to be those on the very large scale or those on the
very tiny scale. In his annus mirabilis 1905, Albert Einstein published even two seminal articles
[7, 8] that redefined our comprehension of both the microcosm and the macrocosm. But, there exists
a hidden world in between. And it was just in the same year that Einstein published yet another
groundbreaking paper [9] that received the majority of citations ever since its publication. In his
theory of Brownian motion, Einstein addressed the erratic thermal jitter that rules the “middle-
world” [10] – a world where motion seems so incessant, so random that it was long perceived to
disobey the laws of thermodynamics or Newton.
Although the idea of “dancing atoms” dates back to the first century BC [11, 12], it took
the invention of the microscope around 1620 (in the Netherlands [13], for example) to reveal
what was hidden from our view. Impressively detailed drawings of insects as small as a flea were
published by Robert Hooke in 1665 [14] (Fig. 1.1). Microscopic observations of microbes such as
bacteria or spermatozoa by Antonie van Leeuwenhoek followed in 1676 [15]. Arguably not the
first to be aware of it [16], the Scottish botanist Robert Brown is usually referred to as the first
scientist who systematically reported on “the particles contained in the pollen of plants; and on
the general existence of active molecules in organic and inorganic bodies” [17] in 1828. Almost
100 years later, the French physicist Jean Baptiste Perrin was awarded the Nobel price for his
proof of the atomic structure of matter through the observation of Brownian motion of suspended
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minute particles [18]. He thereby verified Einsteins probabilistic theory [9, 19], which provides the
intimate link between Brownian motion and the microscopic motion of atoms described by the
kinetic theories of Maxwell and Boltzmann. The difficulty in providing a microscopic description
of Brownian motion is usually overcome by postulating an effective random force that acts on
the Brownian particle as a cumulative representation of a vast number of chaotic collisions with
solvent molecules. Hence, Brownian motion underlies a hydrodynamic theory, where a small set of
parameters entails all microscopic details of the solvent-particle interactions. Pioneers like Marian
Smoluchowski [20], Paul Langevin [21], or Ornstein and Uhlenbeck [22] subsequently developed the
powerful mathematical formalism that lead to the modern notion of Brownian motion referring to
stochastic processes in a much more general sense. Besides the erratic motion of pollen grains, far
more abstract and intangible quantities like stock prices [23–26] were modelled using the stochastic
calculus. In modern physics, Brownian motion finally took its rightful place as the bridge between
the very large scales and the very tiny scales. Brownian motion rules the mesocosm where particle
sizes are too small to allow for a deterministic description, and too large for quantum effects to
play any significant role. This “middle-world” [10] is where life’s fundamental processes occur, with
cells, bacteria, biomolecules, etc. in leading roles [27]. Most important for this thesis, Brownian
motion is essential for our statistical approach to what is called active fluids, the general term for
fluids composed of assemblies of interacting, energy-consuming elements [5, 28, 29].
Winding back to middle of the 19th century, the Irish mathematician and physicist George
Gabriel Stokes was among the first to quantitatively address the significance of internal friction
regarding the “sliding of one portion of fluid along another” [30] and formulated what we refer
to as the time dependent Stokes equations [31] shortly after. Providing a wide range of applica-
tions to fluid flow on small length scales, a multitude of properties and solutions to the Stokes
equations were derived in the subsequent 100 years by Oseen [32], Happel and Brenner [33], or
Lamb [34], to name just a few. It was finally Geoffrey Ingram Taylor who noted in 1951 that the
swimming motion of microorganisms obeys Stokes’ equations as well [35]. The notable qualitative
difference between the non-inertial locomotion of such microswimmers as compared to the inertial
swimming of macroscopic objects was pedagogically demonstrated by Edward Purcell in 1977 [3].
In his lecture on the “Life at low Reynolds numbers” he introduced the so-called scallop theorem,
which dooms microswimmers to exhibit non-reciprocal, i.e. time-asymmetric, motion in order to
achieve a net displacement. With the development of more powerful and sophisticated experimen-
tal techniques came a vast number of studies on the locomotion of microorganisms [36–38]. In
order to evade the scallop theorem, bacteria like Escherichia Coli (E. coli) rotate helical filaments
[39] while, e.g., spermatozoa achieve the same by beating their appendages and thereby generating
travelling waves [36]. Even breast-stroke-like movements with two flagella was observed for al-
gae like Chlamydomonas reinhardtii [40, 41] and Gonium [42], indeed all involving non-reciprocal
movements of body parts.
Inspired by nature, scientist soon started to develop synthetic versions of microswimmers in
order to gain access to the “middle world”. In several approaches the swimming techniques of
spermatozoa, E. coli and their fellow microbes were mimicked to achieve sizable and controllable
propulsion, e.g., by designing cell-colloid hybrids [43], chiral propellers [44], or electric/magnetic
rollers [45–47]. (However, even with the cutting-edge technology of the presence, a reliable fabri-
cation and industrial application of such microrobots is not in sight.) Another path towards the
realization of artificial microswimmers was taken, exploiting physical mechanisms that are pre-
dominant at small scales, namely phoresis. Artificial (self-)phoretic swimmers propel themselves
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Figure 1.1: Through the microscope. The left panel depicts Robert Hooke’s detailed original drawing of a flea from
1665 [14]. The right panel shows a transmission-electron-microscopy image of several polystyrene Janus particles of
different radii whose upper hemispheres were coated with a thin gold layer via evaporation in a vacuum chamber.
The image was kindly provided by Dr. Andreas Bregulla and Prof. Dr. Frank Cichos (Molecular Nanophotonics
group, Leipzig University), and was originally published in the supplemental material pertaining to Ref. [55].
by converting an appropriate form of “fuel” into motion [48–50]. This is achieved by furnishing the
surface of micro- or even nanoparticles with distinct physical or chemical properties [51]. When
exposed to suitable external or self-generated gradients of thermodynamic fields (temperature,
concentration, electrostatic potential), such surfaces locally translate non-equilibrium conditions
in the surrounding fluid into directed surface fluxes, which ultimately lead to a net drift of the mi-
croswimmer by virtue of, e.g., thermophoresis [50, 52–59], electrophoresis [60–64] or diffusiophoresis
[49, 65–69].
The design and development of high-precision, scalable and cost-effective fabrication techniques
are the foundations for the wide range of applications of phoretic microswimmers. Most of the
current production methods fall into one of the following three categories: masking1, self-assembly
and phase separation. The author recommends Refs. [51, 71–76] for detailed information about the
respective manufacturing techniques. Even though expensive state-of-the-art procedures are nowa-
days capable of producing phoretic swimmers of manifold shapes, patterns and functions [77–79],
only spherical or rod-like microswimmers could be fabricated while meeting the abovementioned
production requirements (reliability, scalability and cost-effectiveness), at least for industrial pur-
poses. Therefore, phoretic swimmers also went into the focus of numerous theoretical and experi-
mental studies. Of particular interest were – and still are – particles whose physio-chemical surface
properties symmetrically split up into two domains. Such microswimmers are called Janus parti-
cles2, alluding to the double-faced Roman god of transitions and duality. The right panel of Fig. 1.1
depicts spherical polystyrene Janus particles that were partially coated with a thin gold layer using
evaporation techniques. They achieve propulsion by virtue of thermophoresis as they establish a
self-generated temperature gradient in the ambient fluid upon laser irradiation [50, 54, 55], which in
turn excites persistent surface fluxes. These self-thermophoretic Janus swimmers, whose directed
motion can be well controlled using versatile optical techniques [58, 59, 82, 83], will be our constant
companions throughout this thesis.
1As an interesting side remark, in his 1959 lecture “There’s Plenty of Room at the Bottom: An Invitation to Enter a
New Field of Physics” [70], the brilliant Richard P. Feynman envisioned that the methods to fabricate automobiles
would be unsuitable for miniaturization. Instead, he suggested sophisticated evaporation techniques, which turned
out to be one of the key methods to produce phoretic microswimmers [71].
2According to Ref. [80], the term Janus particle first appeared in the novel “The Mouse on the Moon” by Leonard
Wibberley in 1962. In 1989, C. Casagrande et al. [81] were the first scientists to introduce the term in the context
of hydrophilic and hydrophobic hemispheres.
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In recent years, quite a number of review articles regarding self-propelled microswimmers and
active colloids have been published. The general hydrodynamic principles of swimming at the
microscale were captured in [6, 37, 84–87], whereas phoretic particles driven by interfacial forces
are discussed in [5, 48, 88, 89]. Physical modelling and experiments subsequently strived for a
better understanding and characterization of individual microswimmers [50, 54, 56, 57, 64, 65, 82,
83, 90–93] and their interactions upon mutual encounters [94–96], encounters with walls [97, 98]
or when exposed to external fields [99–102]. Furthermore, controlling the swimmer’s activity
and direction of propulsion by guiding them along topological or optical patterns [103–108], by
adaptively switching on and off the swimmer’s propulsion [58, 59, 82], or via magnetic steering
[44, 109–111] provided key insights towards microrobotic applications [112]. “Smart” synthetic
microswimmers bear great potential as future drug delivery agents [113–116], for environmental
monitoring [117] or for cleaning polluted water [118]. Besides their numerous interesting features
on the single-particle level, active microswimmers exhibit rich collective dynamics as well, ranging
from mesoscopic or active turbulence via collective oscillations to macroscopic phase separation
[119–131]. A general introduction to collective motion is given in [132], whereas Refs. [4, 133, 134]
discuss well established models addressing the collective dynamics of active microswimmers. As
reviewed in [127, 130, 135–138], a huge body of simulations and theories (e.g., [122, 131–133, 139–
157]) has aimed at nonequilibrium and thermodynamic properties of very large assemblies of active
particles. There, the main strategy was to generalize established many-body theories in order to
elucidate the new physics arising from nonequilibrium character of active matter and possibly
unusual interactions of its active, autonomous “atoms”. For completeness, Refs. [138, 158, 159]
review the continuum modelling of active fluids including, e.g., generalized Navier-Stokes equations
and so-called “wet” liquid crystals.
1.2. Scope and Structure of the Thesis
This thesis aims for a better understanding and control of minute swimmers. Despite numer-
ous studies regarding artificial active fluids of suspended, synthetic microswimmers [4] questions
like: “Which interactions dominate active colloids?” or “How to coarse-grain nonisothermal mi-
croswimmer suspension?” are under debate and not finally answered. Moreover, the situation of
heterogeneous particle activity and the concomitant polarization-density patterns have received
relatively little attention as robust, mesoscopic criterion for detecting particle activity on the mi-
croscopic level. In this thesis, I address those questions in the context of self-thermophoretic Janus
spheres, which will serve as a paradigm for active propulsion on the microscale. The following
paragraphs outline the structure of this thesis and the scope of each of its chapters.
Chapter 2 reviews important theoretical concepts regarding swimming on the microscale, in
particular, the hydrodynamic and stochastic modelling of active microswimmers. Starting from
the Navier-Stokes equations, the low-Reynolds number hydrodynamic equations that govern the
motion of any microswimmer immersed in an incompressible Newtonian fluid are studied. I review
the general classification of active microswimmers into “pushers” and “pullers” depending on the
characteristics of their far-field flow. After these general preliminaries, I focus on the interfacial
processes that drive Janus particles in the presence of a (self-induced) temperature gradient. By
means of a commonly applied hydrodynamic theory [48], I (re-)derive equations for the linear
and angular thermophoretic velocity of a Janus sphere. Subsequently, addressing the interference
between the active propulsion of a Janus particle and its Brownian motion, the stochastic modelling
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of microswimmers is studied. I recall the well-established active-Brownian-particle (ABP) model
and gather important results that are applied in the following chapters. Each of the subsequent
chapters 3-5 independently addresses a distinct scientific question. Therefore, each chapter begins
with a short introductory passage that motivates the respective problem studied therein and puts
it into context, and ends with a separate conclusion section summarizing the results.
Chapter 3 addresses the interactions of autonomous microswimmers that play an important
role for the formation of collective states of motile active matter. I motivate how chemical and
physical surface properties of Janus spheres may be tailored to fine-tune their mutual attractive,
repulsive or aligning behavior. In particular, based on a fruitful theory-experiment collaboration
with the molecular nanophotonics group of Frank Cichos, this chapter focuses on the experimental
study of the dynamics of a single metal-capped Janus particle in the external temperature field
created by an optically heated metal nanoparticle to systematically investigate these effects. I
quantify the orientation-dependent repulsion and alignment of the Janus particle and explain it in
terms of the induced thermoosmotic surface fluxes. Feedback effects due to the distortion of the
temperature profile by the presence of the Janus particle will also be included.
In chapter 4, the co-localization of density modulations and particle polarization as a charac-
teristic emergent feature of motile active matter in activity gradients is considered. Employing the
framework of the ABP model in Sec. 4.2, the chapter can subsequently be divided into two major
parts. In the first part, Sec. 4.3 and 4.4, I derive precise analytical expressions for the density and
polarization profiles of a single Janus-type swimmer in the vicinity of an abrupt, straight planar
activity step, including situations with an orientation-dependent propulsion speed. The essential
physics behind the formal results is robustly captured and elucidated by a schematic two-species
“run-and-tumble” model. In the second part, Sec. 4.6, the results of the previous paragraphs
are generalized to curved activity landscapes. More precisely, for straight activity landscapes one
identifies several quantities associated with emergent density-polarization patterns, that are solely
determined by bulk variables. Together with Viktor Holubec, I could show that for radially sym-
metric activity steps these variables depend on the curvature of the active-passive interface. In the
specific case of total polarization, this result is generalized for arbitrary radially symmetric activity
landscapes.
While the results found in chapters 3 and 4 may be applied to other types of phoretic microswim-
mers as well, chapter 5 is concerned with a problem that exclusively addresses thermophoretic Janus
particles, namely the coarse graining of nonisothermal microswimmer suspensions. The chapter
starts by introducing the atomic description that went into molecular dynamics (MD) simulations
of a heated Janus sphere, designed and carried out by Dipanjan Chakraborty and Richard Pfaller.
I then take the first coarse-graining step that admits the formulation of a local temperature field
before I review some basic results from the theory of hot Brownian motion that permits a first-
principle calculation of the Brownian fluctuations of a thermally homogeneous heated nanoparticle,
and therefore provides the basis for a theory of nonisothermal Brownian motion. Subsequently, I
consider the more challenging case of a thermally anisotropic Janus sphere. Finally, the largely
open task of homogenizing a whole suspension of hot, active particles is addressed using a procedure
developed by Gianmaria Falasco.

2
Swimming on the Microscale –
Properties, Classification and
Models
Microswimmers went into the focus of scientists ever since the 17th century. Beginning with the
observation of microscale swimming of bacteria under the microscope, researchers became aware
of their interference with Brownian motion only in the early 19th century. In this chapter, I
will preserve this chronological order and first address the hydrodynamic modelling of swimming
on the microscale before I consider how translational and especially rotational Brownian motion
randomize that path of active colloidal particles.
2.1. Hydrodynamics
Hydrodynamics is concerned with the equations of motion for those variables that change slowly
in space and time. Countless times hydrodynamics has proved to deliver a surprisingly complete
description of the macroscopic mechanical and dynamical properties of our world, valid almost
down to the molecular scale itself. This success originates in the strong time and length scale
separation between the atomic and macroscopic dimensions combined with the fact that molec-
ular and macroscopic scales both obey the same (truly fundamental) rule that symmetries entail
conservation laws.
Suspended particles need to perturb the fluid surrounding them in order to achieve a net
displacement [4]. Furthermore, the self-propulsion of active particles induces a complex fluid flow
that can influence the motion of nearby microswimmers. Moreover, whenever the swimmer’s
flow field is distorted from its bulk pattern, e.g. by confining walls, the propulsion speed and
swim direction can change leading to phenomena like sliding and hovering [160]. Hence, the
structure of the fluid’s hydrodynamic equations of motion is critical to understand the motion of
microswimmers. Neglecting thermal fluctuations, and in the absence of any extraneous volume
forces, incompressible Newtonian fluids are well described by the incompressible Navier-Stokes
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= ∇ · σ, (2.1)
∇ · u = 0, (2.2)
where %0 denotes the fluid’s mass density, u(r, t) is the fluid velocity field at position r at time t,
and the hydrodynamic stress tensor is given by





with the hydrodynamic pressure p(r, t), and the dynamic viscosity η0. The symbol 1 denotes
the unit matrix, and ∇ is the Nabla operator with respect to spatial coordinates. Note that
any (incompressible) fluid can be described by Eq. (2.1), which is also known as the Cauchy
momentum equations [161]. It is the specification of the stress tensor in Eq. (2.3) that defines the
character of an incompressible Newtonian fluid. More complicated stress relations underlying, e.g.,
viscoelastic models are applied when describing biological fluids, which are typically composed of
multiple components including polymers, and therefore possess a non-Newtonian rheology [38, 162].
Finally, Eqs. (2.1)-(2.3) need to be supplemented by initial and suitable hydrodynamic boundary
conditions. I will soon return to this crucial point, where mathematics meets our physical intuition,
when concentrating on the hydrodynamic modelling of (self-)phoretic Janus particles in Sec. 2.2.
Before that, it is worthwhile to consider the governing hydrodynamic equations (2.1)-(2.3)
more closely in the context of microswimmers in general. By introducing a characteristic speed
vchar and length scale `, Eqs. (2.1)-(2.3) can be brought into a dimensionless form bearing just
a single free parameter, the Reynolds number Re ≡ %0`vchar/η0, which characterizes the ratio of
the inertial terms on the left-hand side (l.h.s.) of Eq. (2.1) to the viscous term on its right-hand
side (r.h.s.). Microswimmers typically do not extend further than ` = O(10 µm) and locomote
through fluids at speeds vchar = O(10 µm/s) [3]. Choosing the density %0 ≈ 103 kg/m3 and shear
viscosity η0 ≈ 10−3 Pa s of water under standard conditions [163] as reference values, one obtains
a Reynolds number that is on the order of 10−4. Hence, microscopic swimmers typically find
themselves within a low-Reynolds-number regime, for which Eqs. (2.1)-(2.3) greatly simplify to
the steady1 (force-free) Stokes equations
η0∇2u(r)−∇p(r) = 0, (2.4)
∇ · u(r) = 0. (2.5)
This set of equations imposes strong constraints on swimming microorganisms, but, at the same
time, provides great opportunities for the realization of synthetic microswimmers by virtue of
phoretic mechanisms. I will cover both aspects in the following.
The most obvious property of the steady Stokes equations is that they do not carry an explicit
time dependence. This property has two major implications: first, Stokes flows are affected instan-
taneously by temporal changes in boundary conditions (or external forces), and secondly, Stokes
flows are time-reversible, meaning that the time-reversed Stokes flow also solves Eqs. (2.4) and
1Even though, formally, both the nonlinear advection term and the term including the time derivative on the l.h.s. of
Eq. (2.1) are on the order of Re, it can make sense to keep the time-derivative term for some particular applications.




Figure 2.1: Scallop theorem. Scallops propel themselves through water by slowly opening and quickly closing their
valves in a repeated fashion. By the latter movement the scallop exhausts water jets into the fluid, which lead to a
net displacement of its body. The sketch was adapted from Ref. [164] under a CC BY 4.0 license.
(2.5). It is in large part these two properties that cause microorganisms relying on autonomous
motion a hard-knock life, as vividly formulated by E.M.Purcell [3] in the scallop theorem. In
nature, a scallop achieves propulsion through water by slowly opening and quickly closing its shell
repeatedly, as sketched in Fig. 2.1. While, by this strategy, a macroscopic scallop skillfully makes
use of inertia and turbulence effects to locomote through water, a miniature scallop would not
get anywhere as it finds itself within a low-Reynolds-number regime. The instanteneity and time-
reversibility of the governing Stokes’ equations would doom a dwarf scallop to end up just where
it began after it has completed one cycle of its shape deformations. In fact, any reciprocal motion,
i.e. a sequence of body deformations leading from one state to another and subsequently reversing
this sequence to return to the initial state (regardless of how fast, given that still Re  1), will
cause a microswimmer to be stuck forever. Fortunately, in the course of evolution, microorganisms
have found manifold ways to cope with the difficult life at low Reynolds numbers. Since a review
of their sophisticated swimming techniques (e.g. flagellar or ciliary propulsion) would exceed the
scope this theses by far, the author recommends Refs. [3, 5, 6, 37, 38, 165–167] for further details
on microbial swimming.
Another property of the Stokes equations, (2.4) and (2.5), that gives further insight into the
physics of creeping flows2 is their linearity. The latter allows for the application of powerful
superposition techniques, especially the method of Green’s functions (or fundamental solutions).
Familiar from electrostatics, it is a widely used approach to express flow fields that solve Stokes’
equations as a multipole expansion in terms of flow singularities [168–171]. The Green’s function







and corresponds to the response of the flow field to a singular point force f(r) = Fδ(r) on the
r.h.s. of Eq. (2.4). Here, δ(r) denotes the Dirac-delta function, and F is a constant drag force.
The stokeslet’s derivatives produce higher-order singular solutions to Stokes equations. They cor-
respond to force dipoles, quadrupoles, etc., and decay increasingly fast with the distance from the
origin [171]. Besides force singularities, there also exist source singularities. The latter solve Stokes’
equations (2.4) for constant pressure, which then reduce to the (homogeneous) Laplace equation,
2The term “creeping flow” is synonymous with Stokes flow.
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and thus correspond to potential flow solutions3. The corresponding fundamental solution for a
point source of strength G at the origin is called the source monopole and reads [165]
u(r) = − G4π∇
1
|r|
= G4π|r|3 r. (2.7)
Here, G acts as a volume flux; positive or negative G correspond to a source or a sink, respectively.
Derivatives of the source monopole are named source dipole, source quadrupole, etc., and corre-
spond to higher-order source singularities. Owing to the linearity property of Stokes equations,
the creeping flow field caused by the motion of any rigid body can generally be expanded in terms
of the abovementioned flow singularities [174].
If a solid body is dragged through a fluid, its far-field flow is dominated by the stokeslet [5],
whose sole purpose is to transfer momentum (and vorticity4) into the surrounding medium by
virtue of Newton’s third law [175]. It is therefore the stokeslet that solely determines the pro-
portionality between the (center of mass) velocity of a dragged solid body and the friction force
applied by the surrounding fluid. Accordingly, when extraneous body forces are absent, the total
force the fluid exerts on a rigid body (and vice versa) must vanish, as spatial integration of the
(force-free) Stokes equations (2.4) under application of the divergence theorem verifies5. This ob-
servation has immediate implications for any self-propelled microswimmer. As the latter locomote
themselves through fluids without requiring external body forces (or torques), the multipole ex-
pansion of their far-field flow in terms of flow singularities must not contain a stokeslet (or rotlet6).
Instead, higher-order terms in the multipole expansion determine the decay of the far-field flow of
a microswimmer [5]. To leading order, the flow is then generically characterized by the so-called
“stresslet”, which decays as |r|−2 and corresponds to a symmetric force dipole applied at the ori-
gin [171]. Since symmetric dipoles appear either extensile or contractile, i.e., as two point forces
pointing outwards or towards each other, microswimmers can be classified as either “pushers” or
“pullers” [37]. Microswimmers whose far-field flow appears as extensile force dipoles are called
pushers. They generate thrust behind their bodies as they push fluid away along their swimming
direction. Pullers, on the other hand, have their “motors” in front of their bodies as they pull
the fluid inwards along their direction of propulsion. Their far field appears as a contractile force
dipole. Swimmers whose far field does not bear any signature of a force dipole are called “neutral
swimmers”. The typical flow fields of (spherical) pushers, pullers and neutral swimmers are de-
picted in Fig. 2.2. It is well-studied that the hydrodynamic interactions upon encounters with walls
or upon mutual encounters qualitatively depend on the puller-pusher nature of the microswimmer
[37, 171, 177]. The same holds for the stability of coherent structures in active-particle suspensions
[178–180].
After these general considerations regarding the hydrodynamic far fields of microswimmers, it is
time to shift our focus towards the protagonists of this thesis, namely (thermo-)phoretically driven
3In order to express a general flow field solving the Stokes equations in terms of the abovementioned multipole
expansion, flow singularities corresponding to the homogeneous situation η0∇2u = ∇p ≡ 0 must be considered as
well. The corresponding potential flow solutions describe an inviscid fluid whose dynamic contribution to pressure
is zero because inertia terms have been deleted.
4The vorticity is defined as the curl of the flow field, ∇ × u. It locally measures the “spin” of the fluid flow and
thus is a measure for transverse momentum change. In the case of incompressible fluids (∇ · u ≡ 0) for which
momentum is conserved in the longitudinal direction, it becomes a particularly interesting quantity.
5The l.h.s. of Eq. (2.4) equals the divergence of the stress tensor σ defined in Eq. (2.3). The integration of σ over
the surface of a rigid body under Stokes flow gives the total force exerted by the fluid on the body [33].
6A “rotlet” corresponds to the flow field’s response to an anti-symmetric force dipole, which can be interpreted as a
hydrodynamic point torque applied at the origin. In the absence of any external body torques the particle exerts





















Figure 2.2: Typical streamlines induced by a self-phoretic Janus sphere propelling towards the upper right corner
as indicated by the red arrow. Depending on the microscopic details of the propulsion mechanism (diffusiophoresis,
electrophoresis, thermophoresis), the swimmer’s far field may appear as the flow field corresponding to a pusher [(a)
and (d)], a puller [(b) and (e)], or a neutral swimmer [(c) and (f)]. All depicted flow fields were generated using
the model of a spherical squirmer [182–184] imposing an axis-symmetric velocity field along the particle surface
(see, e.g., Sec. 2.2.3. of Ref. [185] for further details).
Janus spheres, as depicted on the right panel of Fig. 1.1. Establishing a self-induced field gradient
in the ambient fluid, e.g. by heating a metal-capped Janus sphere [54, 55, 82], such particles achieve
net forward propulsion by virtue of phoretic mechanisms at the particle-fluid interface [48]. Their
hydrodynamic far fields are often characterized by a superposition of a force dipole ∝ |r|−2 and a
source dipole ∝ |r|−3 [92, 171, 181]. While the former decides about the pusher-puller nature of
the swimmer, the latter is connected with its propulsion velocity [92, 175]. Figure 2.2 depicts the
typical streamlines generated by a spherical puller, pusher and a neutral swimmer. The streamlines
visualize how pushers generate thrust behind their bodies by pushing the fluid away along their
axis of propulsion, whereas pullers do the opposite while having their “motors” in front of their
bodies. In complete contrast, neutral swimmers quietly “sneak” through the fluid as can be seen in
Fig. 2.2 (f). They represent the simplest hydrodynamic description of any spherical particle driven
by phoretic flows that are closely confined to its surface [175].
The swim speed and direction as well as the pusher-puller nature of a phoretic Janus swimmer
are ultimately determined by the details of the interfacial processes that occur in the vicinity of
the particle surface due to the presence of the (self-generated) field gradient. It is therefore nec-
essary to zoom in closer on the interface between the particle and the ambient fluid. Fortunately,
microscopic resolution is usually not required because the emerging hydrodynamic boundary layer,
which develops around the Janus swimmer, is typically long-ranged relative to the atomistic struc-
ture. Since the width of the boundary layer is also usually much smaller than the particle size, the
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Figure 2.3: (a) Sketch of a self-propelled thermophoretic Janus particle of radius R. The symmetrically heated gold
cap (left hemisphere) locally creates a temperature gradient with tangential component ∇‖T (rs) at position rs at a
distance `b away from the swimmer’s surface (not to scale as, typically, `b/R 1). The particle ultimately achieves
a net propulsion velocity vtp along its symmetry axis n̂ at constant swim speed v0. (b) A position dependent surface
velocity vs(rs) develops within a thermophoretic boundary layer of thickness `b. The sketches in (a) and (b) are
inspired by Fig. 2 of Ref. [185]. (c) A Janus sphere moves in the presence of an external temperature gradient ∇T .
The swimmer’s linear velocity vtp is generally not parallel to its symmetry axis n̂ and a non-zero thermophoretic
angular velocity ωtp is induced. Both velocities vary depending on the orientation of the Janus sphere relative to
∇T [99].
interfacial flow induced by the field gradient is conveniently incorporated as quasi-slip boundary
condition at the particle surface [48, 49] with a slip velocity. The following section introduces this
well-established hydrodynamic formalism. Although it is applicable to electro- or diffusionphore-
sis equally well, I will present the framework in the context of particles driven by temperature
gradients.
2.2. Thermophoresis of Janus Spheres
Consider a colloidal, metal-capped Janus sphere of radius R immersed in a fluid. Upon laser
irradiation, the particle establishes an anisotropic temperature gradient ∇T in the ambient fluid
as indicated by the red shaded area in Fig. 2.3 (a). To calculate the temperature gradient, one
has to solve the stationary heat conduction equation, supplemented by appropriate boundary and
continuity conditions. Note that one therefor has to assume a rapid local thermalization of the
molecular degrees of freedom such that the existence of a local (molecular) temperature field T (r, t)
is justified. Stationarity is then vindicated since the timescales of the heat and vorticity diffusion
are usually much shorter than the timescales governing the Janus particle’s dynamics7. Hence,
the temperature field T (r) can be assumed to instantaneously relax to the state of the swimmer.
Chapter 5 of this thesis is concerned with the calculation of the temperature profile around a
7A quick estimate justifies this assumption: in water, the apparent long-time diffusivity D + v2tp/(2Dr) [185] of a
micron-sized Janus sphere with thermophoretic propulsion speed vtp = O(1 µm s−1) [186], and translational and
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heated Janus sphere in greater detail. Here, I assume a given temperature gradient ∇T .
In the presence of a temperature gradient, a bulk fluid reaches a nonequilibrium stationary
state, with an inhomogeneous composition but vanishing flow of matter. The surface of the Janus
particle, however, modifies the thermodynamic balance. Following the considerations of Derjaguin
et al. [187], the corresponding excess specific enthalpy ∆h results in a thermoosmotic flow parallel
to the particle surface as sketched in Fig. 2.3 (b). Within a hydrodynamic boundary layer of
characteristic size given by the interaction length `b – which is typically much smaller than the
particle radius – this surface creep flow approaches an effective slip velocity given by [48]
vs(rs) ≡ µ(rs)∇‖T (rs) (2.8)
at position rs on the (effective) surface of the Janus sphere. Here, I have introduced the tangential






dr⊥ r⊥∆h(r⊥, rs), (2.9)
where r⊥ denotes the radial distance from the (nominal) particle surface. The thermophoretic
mobility encodes the interfacial properties, which will generally change laterally as the liquid-solid
interactions vary along the surface of the Janus particle due to its inhomogeneous material com-
position. Equation (2.8) is generic for “colloidal transport by interfacial forces” [48], analogously
applicable to, e.g., propulsion due to solute gradients (diffusiophoresis) or gradients in the electrical
potential (electrophoresis).
In order to calculate the phoretic velocity of the Janus sphere, let us exploit that its radius R
is typically orders of magnitude larger than the width `b of the interfacial layer. Thus, on length
scales much larger than `b, the slip velocity is conveniently incorporated via the hydrodynamic
boundary condition
u(rs) = vs(rs) + vtp + ωtp × rs (2.10)
for the flow field u at the particle surface. The above quasi-slip boundary conditions contain the
swimmer’s linear and angular thermophoretic velocities, vtp and ωtp, respectively, and supplement
the homogeneous Stokes equations (2.4)-(2.5) for the flow field u around the Janus sphere. As
detailed in App. 2.A, exploiting that phoretically driven particles exert no net force and torque on












dS × 32Rvs, (2.12)
where S denotes the surface of the Janus sphere. Hence, both translational and rotational phoretic
velocity are essentially given by surface averages of the slip velocity profile. Note that for self-
thermophoresis, in which case an axissymmetric slip velocity profile is established, the Janus
swimmer propels at a velocity vtp = v0n̂ along its symmetry axis n̂ at constant swim speed
v0, whereas its rotational counterpart ωtp vanishes by symmetry. This situation is sketched in
Fig. 2.3 (a). In the presence of an external temperature gradient caused, e.g., by a second nearby
hot Janus swimmer, ωtp is generally non-zero and the particle’s axis of propulsion does generally
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not coincide with its symmetry axis, as is depicted in Fig. 2.3 (c). The latter situation will be
studied in great detail in the following chapter.
Before that, I leave the world of the “smooth and slow” hydrodynamic variables and take into
account more fast and furious degrees of freedom in order to consider a further critical aspect of
the motion of colloidal, self-phoretic particles. Namely, I address the interference of their directed
self-propulsion with Brownian motion, which inevitably randomizes the swimmer’s position and
orientation.
2.3. Stochastic Modelling – The Active-Brownian-Parti-
cle Model
According to Eq. (2.11), a self-phoretic particle in a bulk fluid under steady supply of “fuel” pro-
pels at constant speed v0 along its symmetry axis. However, due to the noise that originates in
the thermal fluctuations of the ambient fluid (or non-thermal, nonequilibrium fluctuations8), the
Janus particle actually performs a free translational and rotational, “passive” Brownian motion
subject to an additional “active” propulsion velocity. While the swim speed v0 remains (approx-
imately) unaltered in the presence of noise, the particle’s swim direction is affected by rotational
fluctuations. This so-called active Brownian motion can be conveniently implemented within the
Langevin formalism.
One can therefor employ the paradigmatic, widely applied active-Brownian-particle (ABP)
model [134, 188]. It captures the essential features of individual overdamped active microswimmers
in a noisy environment and is one of the most prominent minimal models of so-called “dry” active
matter, not including solvent-mediated hydrodynamic interactions [29]. In the case of a single
spherical ABP, the overdamped dynamics of the particle position r and orientation n̂ are described






2Drξr × n̂. (2.14)
Here, D and Dr denote the translational and rotational diffusion coefficients corresponding to the
(delta-correlated), unit variance, Gaussian white noise processes, ξt and ξr, respectively. Note that
for v0 → 0, the above set of Langevin equations reduces to the well-known situation of “passive”
(overdamped) Brownian motion.
In general, Equations (2.13) and (2.14) describe a persistent random walk, which is character-









on sufficiently large time scales ( Dr−1). Here, d denotes the dimensionality of the rotational
motion. The term v20/[d(d−1)DDr] appearing on the r.h.s. of Eq. (2.15) defines the Péclet number
weighing active versus diffusive transport rates.
Equivalent to the overdamped Langevin equations (2.13) and (2.14) is the representation of
8For instance, diffusiophoresis is intrinsically noisy due to the diffusion of solute molecules around the swimmer.
For self-thermophoresis, the hot particle induces non-isothermal conditions in the ambient fluid, which lead to the
notion of hot Brownian motion (see Sec. 5.4 and 5.5).
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the particle dynamics via the temporal evolution of the dynamic one-particle probability density
f(r, n̂, t). The latter can be shown [189] to obey the Fokker-Planck equation (FPE)
∂tf = −∇ ·J −R ·J n (2.16)
with the respective translational and rotational currents
J ≡ −D∇f + v0n̂f, J n ≡ −DrRf. (2.17)
for a single, self-phoretic Janus sphere in a bulk fluid. The rotational operator R is defined as
n̂ ×∇n in 3D (d = 3), where ∇n is the gradient operator with respect to the two orientational
degrees of freedom. For rotation in 2D (d = 2), one has R = ∂θ with a single angle θ parametrizing
the orientation of the particle.
In the following two chapters, I will revisit and generalize Eqs. (2.13) and (2.14) as well as the
associated FPE (2.16) to situations with varying particle motility v0 → v(r, n̂), or a non-vanishing
angular phoretic velocity ωtp induced by an external gradient. Let us start with the latter.

Appendices
2.A. Derivation of the Phoretic Velocities
In this paragraph, Eqs. (2.11) and (2.12) for the linear and angular phoretic velocity a Janus sphere
are re-derived, closely following the calculations shown in the supplemental material of Ref. [99].
Consider a Janus sphere of radius R that interacts with the ambient solvent through a temperature
gradient ∇T . Recall that due to the osmotic stresses the particle exerts on the fluid, a tangential
quasi-slip velocity vs = µ∇‖T establishes at each point on the particle surface S. Here, µ denotes
the local thermophoretic mobility coefficient as defined in Eq. (2.9) of the main text. For the
velocity field u of the surrounding fluid, the slip velocity enters via the hydrodynamic boundary
condition
u = vs + vtp + ωtp × rs (2.18)
at the particle surface (rs ∈ S), with the linear and angular thermophoretic velocities, vtp and ωtp,
of the Janus sphere. In the low-Reynolds-number regime, the velocity field obeys Stokes’ equations







and a constant drag force F corresponding to the strength of a singular point force at the geometric





dS′ O(r − r′)f(r′), (2.20)
where f denotes the surface force density the Janus particle exerts on the fluid. The total force F




dS f(r), T = −
∮
S
dS r × f(r). (2.21)
Let us now relate the thermophoretic velocities, vtp and ωtp, to the slip velocity profile via the
above equations (2.21) for the total force and torque, respectively. Surface averages are abbreviated
as 〈•〉S .
Translational Velocity
Since the rotational velocity is constant along the surface of the Janus sphere, one has 〈ωtp×r〉S =
ωtp × 〈r〉S = 0. Hence, the surface average of Eq. (2.18) is given by
〈u〉 = vtp + 〈vs〉S . (2.22)
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f(r′) = − F6πη0R
. (2.23)
One thus finds




In the case of thermophoresis, the particle exerts no net force F on the fluid [3] for which Eq. (2.24)
reduces to vtp = −〈vs〉S , as given in Eq. (2.11) of the main text. As a side remark, note that
Eq. (2.24) also reproduces Stokes’ law, F = −6πη0Rvtr, for an inactive Janus particle (µ ≡ 0) with
a translational velocity vtp → vtr.
Angular Velocity
Taking the cross product of the outer normal vector r̂ ≡ r/R, r ∈ S, with Eq. (2.18), one has




+ r̂ × vs. (2.25)
Using 〈r̂〉S = 0 and 〈r̂r̂〉S = 1/3, the surface average of the above equation yields
〈r̂ × u〉S = Rωtp −Rωtp〈r̂r̂〉S + 〈r̂ × vs〉S =
2R
3 ωtp + 〈r̂ × vs〉S . (2.26)
On the other hand, calculating the surface average 〈r̂ × u〉S via Eq. (2.20) delivers [190]

















Since a thermophoretic particle exerts no net torque on the fluid, one finds ωtp = −3〈r̂×vs〉/(2R)
as given in Eq. (2.12). The rotational version of Stokes’ law, T = −8πη0R3ωr, is reproduced for a
passive Janus sphere rotating at an angular velocity ωtp → ωr.
3
Thermotaxis of Janus Particle
Microswimmers
3.1. Introduction
Ranging from flocks of birds via schools of fish to colonies of insects, a distinctive trait displayed
by the individual constituents of motile active matter [28, 191] is a unique capability to adapt to
environmental cues [192]. Down to the microbial level where all kinds of “animalcules” [2] struggle
to locomote through liquid solvents [3, 167], interactions with boundaries and neighbors, and the
sensing of chemical gradients [193] are key features involved in the search of food, suitable habitats
or mating partners. Synthetic, inanimate microswimmers that mimic the characteristics of biologi-
cal swimmers are more amenable to a systematic investigation of their interactions. As introduced
in the above introductory chapters, a very popular design exploits self-phoresis of Janus particles.
Thermophoresis, diffusiophoresis or electrophoresis can deliberately be exploited for (or may in-
advertently contribute to) the swimming motion of Janus particles [58, 59, 101, 106, 194]. The
classical Janus-particle design consisting of a spherical colloid with hemispheres of distinct physico-
chemical properties (see Fig. 2.3), defines a polar symmetry axis. Due to the broken symmetry,
one expects the axis to align with an external field gradient [99, 195, 196], as experimentally con-
firmed, e.g., in Ref. [197] for diffusiophoretic Janus particles. The re-orientation of microswimmers
in external fields is often referred to as taxis and has been studied for various phoretic propulsion
mechanisms [99, 100, 194, 196–201]. Generally, the direction of alignment (parallel or anti-parallel)
with respect to an imposed non-homogeneous field gradient is determined by the precise surface
properties of the particle and the chosen solvent [95, 99, 202]. An active Janus sphere can thus,
in principle, move toward or away from regions of high concentrations/temperatures/electrostatic
potentials [99, 121, 196, 197, 202]. Fabricating microswimmers with appropriate physical and
chemical properties may enable important developments, such as autonomous particles swimming
along a concentration gradient toward a tumor, or the guidance along suitably patterned surfaces
or motility landscapes toward a target [102, 106, 186, 195, 203–205].
Beyond that, what is here called an external field can be understood as a template for the
influence of container walls or neighboring microswimmers [185, 195, 206, 207] that are at the core
of the rich collective phenomena emerging in active fluids [121, 127, 208–213]. Since self-phoretic
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microswimmers operate under constant supply of “fuel” within an ambient fluid, their effective pair
interactions are in general non-reciprocal1[95, 215]. Next to the thermodynamic field gradients also
the hydrodynamic flow field generated by one swimmer (see Sec. 2.1) at the position of another one
affects the swimmers’ interactions [6, 185]. Generally, interactions mediated by hydrodynamic flow
fields [104, 216–219], optical shadowing [201, 220] and chemical or optical patterns [103, 107, 221]
may have to be considered, and which of these contributions dominate the observed motion of
microswimmers has recently been under debate [206, 207, 222].
The appreciation of the relevance of taxis for the two-body interaction of Janus particles has
recently grown as it was shown to yield (or significantly contribute to) remarkable two-particle
dynamics, e.g. phase-locked circular motion around a common center, bound or scattering states, or
the existence of stable/unstable fixed points (see [94, 95, 121, 215, 223] and references therein). The
goal of this chapter, which closely follows Ref. [224], is to quantify the contribution of thermotaxis to
the two-body interactions of thermophoretic Janus spheres both theoretically and experimentally.
I present results from an experiment designed to allow for direct measurements of the induced
polarization and motion of a single passive (i.e., not self-driven) Janus particle in the temperature
field emanating from a localized heat source in its vicinity. This experiment was conducted by
Dr. Andreas Bregulla who also analyzed the raw data. The experimental design enables one to sin-
gle out the passive phoretic response of a self-thermophoretic swimmer to an external temperature
field, without having to bother with the autonomous motion that would result from a direct (laser-
)heating of the swimmer itself. Typically such measurements are difficult to conduct since pairwise
collisions are rare at low concentrations and hard to discern among interfering the many-body
effects, at high concentrations. However, by adopting the technique of photon nudging [82, 83] one
can direct an individual Janus particle into the vicinity of the local heat source [58, 59], without
imposing potentially perturbing external fields. This allows for a precise record of the polarization
effects and thereby characterizes the elusive phoretic repelling and aligning interactions with good
accuracy and good statistics. I substantiate these experimental results by an idealized theoretical
model that addresses the thermophoretic origin of the interactions, improves previous literature
results [99], and complements recent calculations of the phoretic interactions between two chemi-
cally active particles [223] and the axis-symmetric interactions between two diffusiophoretic Janus
particles [215].
The combination of idealized theoretical modeling and experimental measurements allows to
determine the sign and order of magnitude of the surface mobility coefficients. These tend to be
poorly known and are treated as free parameters in many active-colloid studies. For instance, in the
context of self-diffusiophoresis, it is difficult to sustain the chemical gradients that could, in prin-
ciple, be used to measure surface mobility. Here, the photon-nudging technique and laser heating
is exploited to obtain good particle tracking statistics in a controlled temperature gradient. The
next paragraph briefly describes the experimental setup. For details, I refer to the supplemental
material pertaining to Ref. [224].
1Closely related to the experimental setup discussed in this chapter, consider the situation of two adjacent (chemo-
)tactic Janus spheres, e.g., as depicted in Fig. 3 of Ref. [95]. By symmetry, the equations of motion for their positions
and orientations can only depend on the relative particle orientations w.r.t. the joining line of their centers, and
the relative distance between them. Since the particles’ translational velocities are composed of chemotactic and
self-phoretic contributions, their directions of motion generally differ from both the joining line of their centers,
and their direction of self-propulsion, i.e., their relative orientations (also see Sec. 3.5 and Fig. 3.5). This leads
to non-central and non-reciprocal effective interactions between the two particles. Further studies on how active
hydrodynamics lead to non-reciprocal effective particle interactions can, e.g., be found in Ref. [139] for a pair of




Figure 3.1: Schematic of the experimental setup and the phoretic motion. (a)/(b) A passive Janus polystyrene
(ps) bead with a thin gold (au) cap (thermophoretic mobilities µps, µau) is exposed to the temperature gradient
around a laser-heated immobilized gold nanoparticle. Particle translation is restricted to the sample plane (top
view) due to the thin liquid film thickness (1.5 µm). The coordinate frame attached to the particle’s geometric
center has its x-axis aligned with the particle’s symmetry axis and pointing towards its (ps)-side, while the z-axis
points into the paper plane. The in-plane angle ϕ and normal angle ϑ are measured with respect to the x-axis
and z-axis, respectively, and technically (yet not with respect to the particle’s polarity) take the role of what is
conventionally called “azimuthal” and “polar” angles, respectively. The orientation angle of the swimmer relative
to the heat source is γ. (c)-(e) Phoretic translational and rotational velocities vtp, ωtp, arise from slip fluxes with
velocities vs induced by the temperature gradient, chiefly near the particle equator. Arrow lengths and orientations
indicate the magnitude and direction of the velocities.
3.2. Experimental Setup
The interaction of a 1 µm diameter Janus particle with a 50 nm thin gold cap with the temperature
field generated by an immobilized 250 nm gold nano-particle optically heated by a focused laser
(wavelength 532 nm) is experimentally explored. To confine the Janus particle to the vicinity of
the heat source, the feedback control technique of photon nudging [82, 83] is employed, exploiting
the Janus sphere’s autonomous motion to steer it to a chosen target. As illustrated in Fig. 3.1
(b), the steering is only activated when the Janus particle leaves an outer radius ro around the
heat source until it has migrated back across an inner radius ri, followed by a waiting time of 10
rotational diffusion times to allow for the decay of orientational biases and correlations [186].
All data recording and feedback was carried out in a custom-made dark field microscopy setup
with an inverse frame rate and exposure time of 5 ms. Further details regarding the sample prepa-
ration, the experimental setup, and the position and orientation analysis are contained in the
supplemental material of publication [224]. The temperature increment ∆T = 12 K of the heated
gold nanoparticle relative to the ambient temperature (T0 = 295 K) is known from a separate
measurement using the nematic/isotropic phase transition of a liquid crystal. Also the direct in-
fluence of the heating laser on the Janus particle and the phoretic velocities is accounted for as
also detailed in [224].
Below, I offer an approximate theoretical analysis that fits the experimental data reasonably
well and point out some of its technical limitations.
3.3. Theory
As derived in Sec. 2.2, the translational propulsion velocity vtp and the angular velocity ωtp of
Janus particle of radius R under three-dimensional bulk conditions are given by the surface averages














dS × 32Rvs, (3.2)
with the slip velocity profile vs = µ(ϕ, ϑ)∇‖T (ϕ, ϑ). Here, the particle surface S is parametrized
in terms of the in-plane and normal angles ϕ and ϑ, as sketched in Fig. 3.1 (b). They technically
take the role of “azimuthal” and “polar” angles, respectively, although these notions are not asso-
ciated with the particle’s polar symmetry, here. As before, µ (ϑ, ϕ) denotes the phoretic mobility
characterizing the varying strength of the creeping flow due to the distinct interfacial interactions
with the solvent.
I stress the fact that Eqs. (3.1) and (3.2) correspond to a free-space approximation of the
particle’s phoretic motion where the influence of the cover slides (walls) is disregarded. In reality,
the Janus sphere “senses” and responds to the presence of the boundary via the hydrodynamic
fields it creates. The cover slides alter the coefficients of the hydrodynamic stress tensor [160]
and the temperature field around the particle2. The free-space approximation is nevertheless
reasonable since the aim of this study is primarily to acquire a qualitative understanding of the
particle’s alignment and repulsion, and to obtain the right signs and symmetries of the observed
effects. I moreover want to show how well a simple analytical model can quantify the experimental
observations.
Further analysis of Eqs. (3.1) and (3.2) becomes possible by the experimental observation that
the Janus particle is preferentially aligned with the sample plane. This effect is presumably mostly
due to the hydrodynamic flows induced by the heterogeneous heating in the narrow fluid layers
between the particle and the glass cover slides [105, 108, 160]. For simplicity, the following anal-
ysis assumes perfect in-plane alignment, thereby neglecting weak perturbations due to rotational
Brownian motion and the weak bottom-heaviness of the Janus particle [226]. Within the free-space
approximation, (3.1) and (3.2), the in-plane alignment is maintained by assuming that both the
heat source and the Janus particle are perfectly centered between the (neglected) cover slides. As
an idealization to the experimental setup, their center-to-center distance r is then the same as in
the in-plane projection [cf. Fig. 3.1 (a) and (b)]. For any given temperature profile T (ϕ, ϑ) at the










































4πR2 (µps − µau)
[
〈T 〉ϑ |ϕ= 3π2 − 〈T 〉ϑ |ϕ=π2
]
, (3.5)




0 dϑ sinϑ(•) was introduced. All other velocity
components give zero contributions, as the detailed derivation of Eqs. (3.3)–(3.5) in App. 3.A-3.C
shows.
Thermal fluctuations inevitably interfere with the particle’s phoretic motion. The competition
between the phoretic alignment of the Janus particle and its orientational dispersion by rotational
2I point out that no signatures of attractive thermo-osmotic contributions [225] to the particle motion stemming
from the cover slides were detected in the experiment, indicating that the film thickness between the Janus particle




diffusion can be described by the FPE [173, 208]





for the dynamic probability density fn(t, n̂) to find the particle at time t with an orientation n̂ at
a fixed distance to the heat source. As introduced in chapter 2.3 [cf. Eqs. (2.16) and (2.17)], the
rotational operator R ≡ n̂ ×∇n includes the nabla operator ∇n with respect to the particle’s
orientational degrees of freedom, and Dr denotes the (effective [227, 228]) rotational diffusion
coefficient. With the mentioned approximation of a strict in-plane orientation of the particle axis,
Eq. (3.6) greatly simplifies [99] to ∂tfn = −∂γJn, with the rotational flux
Jn(γ, t) = −ω(z)tp (γ)fn(γ, t)−Dr∂γfn(γ, t). (3.7)
To obtain a tractable steady-state solution (Jn = 0) to the above equation, I further employ the
following heuristic model for the angular velocity:
ω
(z)
tp (γ) = Ω1 sin γ + Ω2 sin(2γ), (3.8)
introducing the independent parameters Ω1,2. Including the term Ω2 sin(2γ) is a natural extension
of ωztp ∝ (µps − µau) sin γ for particles with isotropic heat conductivity [99], to account for the
material heterogeneities of the Janus sphere. A similar expression as in Eq. (3.8) for the angular
velocity was recently found in theoretical studies of interactions between two chemotactic active
colloids [95] using perturbation series in powers of R/r, where r is the distance between the
two particles, and R denotes the particle radius. Similar (reflection) methods as presented in
[95, 194, 229] might be employed to justify the heuristic model (3.8), and to establish a connection
between Ω1,2 and the material and interaction parameters of the Janus particle and the ambient
fluid, but I do not pursue this further, here. The crucial feature is that the term ∝ sin(2γ)
acknowledges the broken symmetry of the particle’s rotational motion due to the two hemispheres’
distinct heat conductivities.
For an angular velocity ω(z)tp of the form (3.8), the orientational steady-state distribution (solving










with a normalization factor3 N .
3.4. Results
Figure 3.2 displays the experimental results for the magnitude of the phoretic propulsion speed
vtp(γ, r) as a function of the distance r from and orientation γ to the heat source. The speed
vtp decays with the squared reciprocal distance, as expected for an external temperature gradient
∇T ∝ 1/r2 consistent with Fourier’s law. The maximum speed is vtp = 2 µm/s at a distance
of r = 1.25 µm. Closer to the heat source, tracking errors limit the acquisition of reliable data.
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Figure 3.2: Distance- (a,b) and orientation- (c,d) dependence of translational and (mean) angular swim speed.
The Janus particle’s swim speed vtp (a) and mean angular speed ω̄(z)tp (averaged over initial orientations γ) (b)
both decay like r−2 (dash-dotted line) in the distance r from the heat source, as expected from Fourier’s law of heat
diffusion. Upper and lower branch in panel (b) correspond to clockwise and counterclockwise rotation, respectively.
The orientational dependence of the swim speed in panel (c), measured at a distance r = 1.25 µm from the heat





)2 + (v(y)tp )2]1/2 with v(x,y)tp obtained from Eqs. (3.3), (3.4) using
numerically determined temperature profiles (see Fig. 3.3). (d). To resolve the orientation-dependence of the
angular velocity ω(z)tp , data in the interval r = 1-4 µm was pooled. The theoretical fit (solid curve) was obtained
from Eq. (3.5), again using the numerically determined temperature profiles. The least-square fits in (c) and (d)
yield µps = 2.88 µm2/sK and µau = 1.82 µm2/sK for the mobilities. The alternative fits shown in panel (d) follow
from Eq. (3.8) with Ω1,2 as independent fit parameters (dashed) and Ω(z)tp = Ω0 sin γ [99], with Ω0 as fit parameter
(dotted), and yield Ω0 = 17.4 °/s, Ω1 = 17.2 °/s, Ω2 = −3.25 °/s.
particle. According to Eq. (3.5), the boundary temperatures as well as the phoretic mobility
coefficients must therefore differ between the gold and polystyrene parts of the particle. Figure 3.2
(b) shows the mean angular velocity ω̄(z)tp for clockwise (+) and counter-clockwise (−) rotation, with
the mean over positive and negative values of the initial orientation γ taken separately. The angular
velocity also decays with the squared reciprocal distance from the heat source from ω̄(z)tp = 100 °/s
at short distances.
The translational and rotational speeds depend on the orientation γ to the heat source, due
to the Janus-faced particle surface and its heterogeneous mobility coefficients µ and thermal con-
ductivities κ. Therefore, also the particle’s motion as a function of the initial orientation γ was
analyzed. The experimental results are plotted in Figure 3.2 (c) and (d). For the translational
phoretic speed u one observes a clear minimum between γ = 50° and γ = 135°. Local maxima
are observed when the polymer side is facing the heat source (γ = 180°) or pointing away from it
(γ = 0°). That the latter orientation displays a smaller speed shows that the polymer side yields
the major contribution.
In spite of averaging ω(z)tp over the measured distance range (1 µm–4 µm), the γ-dependent
angular velocity exhibits some residual scatter. It is still seen to vanish for γ = 0° and γ = 180°




Figure 3.3: Numerically determined azimuthal temperature variations. The temperature increments 〈T 〉ϑ(ϕ) − T0
(in Kelvin) along the Janus particle circumference but averaged over the normal angle, are depicted for 4 different
orientations γ and a fixed distance r = 1.25 µm between the Janus particle and the source: (a) γ = 0, (b) γ = π/2,
(c) γ = π, (d) γ = 3π/2.
Janus particle. At γ ≈ 90°, one observes a maximum angular and minimum translational speed.
To compare the experimental results to the theoretical expectations (3.3)–(3.8), one requires fur-
ther information on the angular dependence of the temperature at the surface of the Janus particle.
For this purpose, the complex heat conduction problem was numerically solved by Prof. Dr. Frank
Cichos with a commercial PDE solver [230] (see [224] for details). The obtained profiles of the mean
temperature increment 〈T 〉ϑ (ϕ)−T0 along the circumference of the Janus particle are displayed in
Fig. 3.3. They reveal that the largest temperature difference between the gold (au) and polystyrene
(ps) side is attained when the polymer is facing the heat source, confirming the experimental trend.
They also exhibit unequal mean boundary temperatures 〈T 〉ϑ |ϕ=3π/2 and 〈T 〉ϑ |ϕ=π/2 , as required
by Eq. (3.5) for angular motion.
The experimental results on the translational and the angular velocity as a function of the
orientation angle γ can be compared to the theoretical predictions (3.3)–(3.5) while using the
numerically calculated surface temperature profiles to obtain estimates for the phoretic mobility
coefficients pertaining to the different surface regions of the Janus particle. A least-square fit of
the theoretical prediction (3.5) for the angular velocity ω(z)tp yields the best estimate for µps− µau.
Inserting it into Eqs. (3.3) and (3.4) for the translational velocity components, another least-





)2 + (v(y)tp )2]1/2 eventually yields the optimum values µps =
2.88 µm2/sK and µau = 1.82 µm2/sK for the phoretic mobilities. The theoretical fits are shown
in Fig. 3.2 (c,d) as solid lines, while the dashed line is a fit of Eq. (3.8) with Ω1,2 as independent
fit parameters. It nicely reproduces the experimental data. In contrast, assuming the rotational
speed to be of the form ω(z)tp ∝ sin γ [99] (dotted), as for homogeneous heat conductivity, misses
the experimentally observed asymmetry. With respect to various neglected non-ideal effects that
would seriously complicate the analysis (e.g. the vertically non-central position of the heat source
3
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Figure 3.4: Probability density to find the Janus sphere pointing at an angle γ to the heat source. The panels
show data (symbols) measured for various distances r between particle and heat source: (a) 1.1 µm, (b) 1.7 µm, (c)
2.3 µm, (d) 2.8 µm. The solid lines are best fits by Eq. (3.9), with free fit parameters Ω1,2/Dr. The dashed lines are
fits by fn ∝ exp[(Ω0/Dr) cos γ] [99] for an angular speed profile Ωz = Ω0 sin γ with Ω0/Dr as a free fit parameter.
These fits yield for Ω0/Dr, Ω1/Dr, Ω2/Dr the values (a) 0.596, 0.722, -0.284, (b) 0.493, 0.526, -0.091, (c) 0.355,
0.377, -0.0855, (d) 0.224, 0.228, -0.0248, respectively. The sketches in panel (a) represent the orientations γ = 0°
(left) and γ = 180° (right) of the Janus sphere with respect to the heat source.
and its effect onto the particle orientation, diverse wall effects, etc.), the obtained optimum values
for the mobility coefficients should be regarded as “effective for the setup” rather than numerically
precise for the molecular composition of the particle and solvent.
Besides these dynamical properties, also the stationary distribution of the Janus particle’s
orientation relative to the heat source were assessed, at various distances. Figure 3.4 verifies that
the particle aligns with the external temperature gradient. In accordance with the positive angular
velocities observed for 0 < γ < 180° in Fig. 3.2 (d), a significantly higher probability to find the
particle’s gold cap pointing towards the heat source than away from it is measured.
3.5. Discussion
The motion of a colloidal particle in an external temperature gradient is determined by the thermo-
osmotic surface flows [225] induced by the temperature gradients along the particle’s surface via
its physio-chemical interactions with the solvent. Knowing both the temperature profile and in-
terfacial interaction characteristics should thus allow the behavior of the studied Janus particle
in an external temperature field to be explained. Note, however, that the heterogeneous material
properties of the Janus particle matter in two respects. First, if the hemispheres do not have the
same heat conductivities, this will distort the temperature profile in the surrounding fluid in an
unsymmetrical, orientation-dependent manner. Secondly, their generally unequal thermo-osmotic
mobility coefficients µ will translate the resulting surface temperature gradients differently into
phoretic motion. The numerically determined temperature profiles for our Janus particle, shown
Fig. 3.3, reveal that the presence of the Janus particle indeed distorts the external field significantly,
and that the difference between the heat conductivities of the two hemispheres matters. The large
thermal conductivity of gold creates an almost isothermal temperature profile on the gold cap (even
if the thin film conductivity is somewhat lower than the bulk thermal conductivity). The resulting
temperature distribution is for an orientation γ = 0 reminiscent of the temperature distribution
on the surface of a self-propelled Janus particle [see Fig. 3.3 (a)]. In the latter case, the metal cap
itself is the major light absorber and thus the (axissymmetric) heat source creating the surround-
ing temperature gradient. In the passive case studied here the gradient is primarily caused by the
external heat source, but modulated by the presence of the Janus sphere. Unless the particle’s




profile is generally asymmetric along the particle’s circumference. Such asymmetric distortions of
the temperature field were not considered in previous theoretical studies [99] but matter for the
proper interpretation of Eqs. (3.3)–(3.5) for the particle’s linear and angular velocities.
Equation (3.4) yields the transverse thermophoretic velocity, v(y)tp , of the particle, i.e., the veloc-
ity perpendicular to its symmetry axis. Assuming a constant temperature on the gold hemisphere,
the only contribution for the transverse velocity v(y)tp results from the temperature gradients along
the polystyrene side — due to the sinϕ term in Eq. (3.4) — and v(y)tp is determined by the mobility
coefficient µps. The velocity component v(x)tp along the particle’s symmetry axis contains two terms
according to Eq. (3.3). The first term yields a propulsion along the symmetry axis to which both
hemispheres contribute according to the cosϕ term. It tends to suppress the details at the au–ps
interface, where the temperature gradients are typically most pronounced. Hence, the tempera-
ture profile in the vicinity of the particle poles and the corresponding mobilities largely determine
the first term in Eq. (3.3). The second term, which only depends on the boundary values of the
(weighted) mean temperature at the au-ps interface and the mobility step µps−µau, is of opposite
sign (for µps > µau) and thus reduces the total propulsion velocity. (It disappears if µps ≈ µau.)
Figure 3.5 illustrates the orientation dependence of the phoretic velocity components v(x)tp and
v
(y)
tp obtained from Eqs. (3.3) and (3.4). The longitudinal component v
(x)
tp (along the particle’s
symmetry axis) is positive or negative depending on whether the ps-hemisphere faces away from
or towards the heat source. Its smooth sign change at γ ≈ 90° simply reflects the fact that
the interaction is overall repulsive. Notice, however, that the higher thermal conductivity of the
gold cap creates a surface temperature contribution mimicking that for an optically heated Janus
swimmer. The ensuing (self-) propulsion along the x direction shifts the zero crossing slightly from
90°. This thermophoretic “swimmer-contribution” to the propulsion is not generally parallel to
the direction of the external temperature gradient, unless it is perfectly aligned to the heat source,
thereby causing subtle deviations from predictions for particles with isotropic heat conductivity
[99]. The transverse velocity component v(y)tp naturally vanishes if the particle axis is aligned or
anti-aligned with the heat source (γ = 0° and γ = 180°). It attains a maximum at γ ≈ 120°, when
the polystyrene hemisphere is oriented somewhat towards the heat source, which allows for the
maximum lateral surface temperature gradients. For the same reason, the maximum propulsion
speed vtp is attained for γ = 180° (ps-side facing the heat source) and only a lesser local maximum
is seen at γ = 0° (au-side facing the heat source), in Fig. 3.2 (c).
From the fits in Fig. 3.2 I obtained µps > µau > 0. The first condition ensures the correct sign
for the angular velocity according to Eq. (3.5) and Fig. 3.2 (d), and is in agreement with previous
findings for thermo-osmotic interfacial flows [225]. The step in the phoretic mobility at the particle
equator determines the magnitude and sign of the angular velocity [99]. While different absolute
values can lead to the same step height µps − µau, the γ−dependence of the translational velocity
also constraints these absolute values. This is illustrated by the dashed and dotted lines in Fig. 3.5,
representing other combinations of phoretic mobilities, including negative signs (µps > 0, µau < 0
or µau < 0 < µps). Such choices would result in a quantitative and qualitative mismatch between
theory and data. They also serve to demonstrate that the motion of the particle is very sensitive
to these values, for a given temperature profile.
According to Eq. (3.5), the angular velocity component ω(z)tp only depends on the equatorial
interfacial values at ϕ = π/2 and 3π/2 of the average temperature 〈T 〉ϑ and the jump in the
mobility coefficients. In other words, the details of the temperature profile on both sides of the
particle are irrelevant for the rotational motion as long as the two boundary temperatures and the
3
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tp starting at the origin) from Eqs. (3.3) and (3.4), respectively. For the phoretic mobilities, three
sets of values are considered: those obtained from the fits in Fig. 3.2 (b,d), namely µps = 2.88 µm2/sK and
µau = 1.82 µm2/sK (solid lines); µps = 0.5 µm2/sK and µau = −0.55 µm2/sK (dashed); µps = −1.82 µm2/sK and





)2 + (v(y)tp )2]1/2.
two mobility coefficients differ appreciably, but rotational motion will cease if either pair coincides.
Hence, irrespective of the negligible temperature gradient on the gold side, the rotational velocity is
sensitive to the thermo-osmotic mobility coefficient µau, which can thus confidently be inferred from
the measurement. Compared to the substantial thermal-conductivity contrast, the role of mass
anisotropy, which can lead to similar polarization effects [231–233], plays presumably a negligible
role in the experiments presented here, as the thin gold cap makes the Janus particle only slightly
bottom heavy.
3.6. Conclusions
In this chapter, the interaction of a single gold-capped Janus particle with the inhomogeneous tem-
perature field emanating from an immobilized gold nanoparticle was investigated. The presented
experimental setup allows for a precise and well-controlled study of thermophoretic interparti-
cle interactions that dominate in dilute suspensions of thermophoretic microswimmers. To my
knowledge, this is the first time, the repulsion of the Janus particle from the heat source and its
thermophoretically induced angular velocity have quantitatively been measured and theoretically
thoroughly analyzed. An interesting consequence of the induced angular motion is an emerging
polarization of the Janus particle in the thermal field, which should generalize to any type of Janus
swimmer in a motility gradient. In the case of thermophoresis studied here, it means that the
metal cap preferentially points towards the heat source.
In combination with numerically determined surface temperature profiles for various particle-
heat source orientations, the standard hydrodynamic model for colloidal phoretic motion was found
to nicely reproduce the experimental data. Theory and observation corroborate that the rotational
motion hinges on two necessary conditions: (i) the phoretic mobilities of the Janus hemispheres
must be distinct and (ii) the values of the driving temperature field must differ across the equator
— irrespective of its behavior in between. In return, I could therefore infer the phoretic mobilities
from the observed rotational and translational motion in an external field gradient. I found them
to be positive for both polystyrene and gold.
As an interesting detail, I found that the distinct heat conductivities moreover break the naively




tation, and, accordingly, of the resulting polarization of the Janus sphere with respect to the heat
source. The observed asymmetries are quantitatively explained by the high heat conductivity of
gold, which renders the metal cap virtually isothermal. This induces a robust translational mo-
tion that mimics the self-propulsion of a Janus swimmer in its self-generated temperature gradient,
along its symmetry axis. Since phoresis generally involves gradients in some (typically long-ranged)
thermodynamic fields, these principal results should also apply to similar setups involving other
types of phoretic mechanisms.

Appendices
3.A. Janus Particle - External Heat Source: the setup
The considered setup of a Janus particle exposed to an external heat source, and conventions used
in the following derivations, are summarized in Fig. 3.6. The induced slip velocity vs at the surface
of a Janus sphere of radius R is given by
vs(ϑ, ϕ) = µ(ϑ, ϕ)∇‖T (ϑ, ϕ), (3.10)
where the in-plane angle ϕ and normal angle ϑ are employed to parametrize the particle surface
(rather than conventional polar coordinates adjusted to the particle symmetry). In the above





R sinϑ ϕ̂ (3.11)
denotes the tangential part of the temperature gradient at the particle surface, expressed in terms














− sinϕ, cosϕ, 0
)>
. (3.14)
Figure 3.6: Depicted is a spherical thermophoretic particle of radius R composed of polystyrene (ps) and a gold
cap (au). The particle has an orientation γ with respect to the external heat source. The coordinate system has
its origin at the particle’s geometric center, such that the x axis is aligned with its symmetry axis pointing towards
the (ps)-side. In terms of spherical coordinates, the “azimuthal” angle ϕ is defined between the x- and y-axis. The
transition from (ps) to (au) and vice versa occurs at the angles ϕpa and ϕap, respectively. The “polar” angle ϑ (not
depicted here) is measured with respect to the z-axis, which points into the paper plane.
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dϑ sinϑ r̂ × vs, (3.16)
where |S| = 4πR2 is the area of the particle surface S.
It is experimentally observed that the particle preferentially aligns horizontally with the close-
by cover slides. This observation enters this theory through the assumption that the swimmer is
perfectly horizontally aligned and rotates only about the z-axis, i.e., perpendicular to the observa-
tion plane, which is realized by assuming that the geometric centers of the Janus sphere and the
heat source share the same z-component [both are perfectly centered between the (neglected) glass
cover slides, cf. Fig. 3.1 (a)]. This implies that the swimmer also translates only in the x-y plane.
Once the swimmer’s z-axis remains invariant, the surface-temperature profile consequently always
obeys the symmetry
T (ϕ, π/2− β) = T (ϕ, π/2 + β), β ∈ [0, π/2] (3.17)
in the normal angle, in accord with the heterogeneous material composition of the Janus sphere.
The local phoretic mobility µ may likewise be expressed as
µ = µ(ϕ) ≡

µps for 0 ≤ ϕ ≤ ϕpa
µau for ϕpa < ϕ ≤ ϕap
µps for ϕap < ϕ < 2π
, (3.18)
where µps and µau are the constant phoretic mobilities corresponding to the polystyrene and gold
part of the swimmer, respectively, and ϕpa and ϕap denote the angles pertaining to the equator
between the distinct surface materials.
3.B. Rotation
Consider the term r̂ × vs inside the integral on the r.h.s. of Eq. (3.16). Plugging in Eqs. (3.10)
and (3.11), and using r̂ × ϑ̂ = ϕ̂ and r̂ × ϕ̂ = −ϑ̂, one obtains














+ µ(ϕ)(∂ϕT )R sinϑ
− cosϕ cosϑ− sinϕ cosϑ
sinϑ
 . (3.20)
The symmetry relation (3.17) implies
∂ϑT (ϕ, π/2− β) = −∂ϑT (ϕ, π/2 + β), (3.21)








dϑ sinϑ ∂ϑT =
π∫
0
dϑ sinϑ cosϑ ∂ϕT = 0. (3.23)

















dϕµ(ϕ)∂ϕ 〈T 〉ϑ (ϕ),
(3.24)
with the mean (ϑ−averaged) temperature 〈T 〉ϑ (ϕ) defined via
〈•〉ϑ (ϕ) ≡
∫ π





dϑ • (ϕ, ϑ) sinϑ. (3.25)











dϕ∂ϕ 〈T 〉ϑ (ϕ) + µau
ϕap∫
ϕpa
dϕ∂ϕ 〈T 〉ϑ (ϕ) + µps
2π∫
ϕap











〈T 〉ϑ (ϕap)− 〈T 〉ϑ (ϕpa)
] }
(3.27)
= 34πR2 (µps − µau)
[
〈T 〉ϑ (ϕap)− 〈T 〉ϑ (ϕpa)
]
. (3.28)
The final expression yields Eq. (3.5) upon identifying ϕpa = π/2 and ϕap = 3π/2 for a half-coated
Janus sphere.
3.C. Translation
Plugging Eq. (3.11) in to Eq. (3.10), and using the expressions for the unit vectors (3.12)–(3.14),










Calculating the surface average of Eq. (3.29), one finds that its z-component vanishes, because
π∫
0
dϑ sin2 ϑ ∂ϑT = 0, (3.30)
by virtue of the symmetry relation (3.21). Let us now decompose the remaining x and y components
of the translational velocity into v(ϑ)tp + v
(ϕ)
tp , corresponding to the contributions ∂ϑT and ∂ϕT of
the temperature gradient (3.11), respectively. I will furthermore apply integration by parts to get
rid of the temperature gradients and deal with the bare temperature profiles instead.
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∂ϑ-part
























dϑ sinϑ cosϑ ∂ϑT. (3.31)
Applying integration by parts and using
∂ϑ(sinϑ cosϑ) = cos2 ϑ− sin2 ϑ,
the ϑ-integral in Eq. (3.31) can be written as
π∫
0


















































dϑ (∂ϕT ). (3.34)
The ϕ-derivative appearing on the r.h.s. of the above equation can be pulled out of the first integral.
The remaining ϑ-integration of the bare temperature profile can be expressed as
π∫
0






≡ 2T̃ (ϕ), (3.35)
with the ϑ-average 〈•〉ϑ as defined in Eq. (3.25). With the profile (3.18) of the local phoretic






























































































where I applied integration by parts from (3.36) to (3.37), and exploited 2π-symmetry.
Combining both contributions








































[see Eq. (3.35)] and used the identity 1 + sin2 ϑ − cos2 ϑ =
2 sin2 ϑ to arrive at the term 〈T sinϑ〉ϑ appearing inside the integral in the last line of Eq. (3.39).






A key feature vital for both biological and synthetic microswimmers is their ability to adjust their
motility in response to environmental cues [4, 5, 115, 185, 234]. The omnipresence of heteroge-
neous motility on all scales of active matter has inspired many theoretical and experimental studies
[100–102, 127, 131, 156, 203, 235–253]. To optimize search strategies or to reliably deliver drugs,
microswimmers must tune their propulsion velocity and/or orientational dynamics. Unless time-
delay or memory effects are involved [236, 241], the latter alone cannot sustain heterogeneities in
the particle probability [235, 237]. However, inhomogeneous swim velocities come hand in hand
with modulations in particle density and polarization [127, 156, 186, 237–240]. These patterns
might be exploited to polarize and “transport” active particles along activity waves [100–102], find
applications in the context of target finding [241, 248], quorum-sensing [203, 245], or to build motil-
ity traps [242]. Their precise mathematical characterization could also help to identify mesoscopic
signatures of a motile-particle fraction [186].
A paradigmatic problem for a single active particle, namely its motion in a heterogeneous activ-
ity/motility field, was experimentally studied in the publication [186]. The crux of the experimental
setup is that it allows for long-time observations of a single autonomous microswimmer [254] near
an abrupt activity step. The latter may be thought of as a concomitant feature of most physical
boundaries (e.g., sedimentation [251, 255–257], wall adsorption [145–147, 249]), and even of col-
lective phenomena such as MIPS interface formation [153, 154, 249, 252, 258–260]. Importantly,
the setup, schematically sketched in Fig. 4.1 (a), confines the active particle to a planar arena by
photon nudging [58, 59], hence without imposing any lateral physical boundaries or confinement
forces. It thereby enables the experimental study of the emerging interfacial patterns at the cen-
tral activity step without any of the fundamentally unrelated perturbations usually encountered
in practical applications. In many ways, the setup can thus be likened to the idealized textbook
quantum-mechanics problem of a particle in a potential well. The main finding in Ref. [186] is
an emerging characteristic polarization-density pattern in an interfacial layer around the motility
step, which can serve as a distinctive trait of active versus passive Brownian particle motion, i.e.,
37
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Figure 4.1: (a) Sketch of the experimental setup studied in the publication [186] (not to scale). Photon nudging
[58, 59] is employed to confine a self-thermophoretic Janus swimmer within a rectangular arena without physical
boundaries or confining forces. Its in-plane orientation and position are observed by microscopy [186]. Upon entering
from the PASSIVE into the ACTIVE region, the particle’s Brownian motion gets boosted by self-propulsion with
velocity v along its symmetry axis. This is a special, exactly solvable case of the general setup depicted in the right
panel. (b) A Janus particle with orientation n̂ and position r. The planar arena is divided into two sub-regions VA,a
with distinct propulsion speeds, vA,a. An optionally restricted acceptance range of particle orientations (shaded
area) allows us to account for photon nudging. The interface C between the regions VA,a is parametrized by its
position vector rC and normal vector nC (pointing towards Va).
as a robust alternative mesoscopic criterion for detecting particle-level activity.
The main tasks of this chapter, which closely follows Refs. [186, 204, 205] are its precise the-
oretical computation and the discussion of its physical implications. To this end, I employ the
(ABP) model [133, 134, 188] as introduced in Sec. 2.3.
4.2. General Theory
4.2.1. Moment Equations
Let us idealize the experimental thermophoretic microswimmer [186], whose propulsion speed
v(r, n̂) depends on its position r and optionally also on its orientation n̂, according to the Langevin
equations





2Drξr × n̂. (4.2)
for a spherical active Brownian particle [123, 142]. Some notation is illustrated by Fig. 4.1 (b) for
a piece-wise constant activity profile in a planar setup.
Corresponding to Eqs. (4.1) and (4.2), the time evolution of the dynamic probability density
f(r, n̂, t) for finding the Janus swimmer at time t at position r with the in-plane orientation n̂ is
described by the FPE [cf. Eqs. (2.16) and (2.17)]
∂tf = D∇2f +DrR2f −∇ · [fv(r, n̂)n̂], (4.3)
for dimensionality d = 2, 3. To analytically extract measurable predictions from the model, let us
truncate the (exact) moment expansion of f with respect to the orientation n̂ [123, 208, 261]:
f(r, n̂, t) = 1
Sd
[






Here, I used the following abbreviations
Sd ≡
∫
dn̂ (unit sphere surface) (4.5)
ρ(r) ≡
∫
dn̂ f(r, n̂) (particle density) (4.6)
p(r) ≡
∫
dn̂ n̂f(r, n̂) (polarization density). (4.7)
Motivated by the experimental setup, the activity profile is modelled as v(r, n̂) = v(r)χA(n̂).
Here, v(r) reflects the occurrence of inhomogeneous activity in position space, and the optional
indicator function χA(n̂), which is unity if n̂ ∈ A ⊆ Sd and zero otherwise, accounts for a limitation
of the activity to an acceptance range A of the particle orientation. This enables us to include the
effect of photon nudging. I note that the truncation in Eq. (4.4) is not systematic with respect
to a small parameter but physically motivated. Namely, the moment equations for ρ(x) and p(x)
derived from it in Sec. 4.3 for one-dimensional activity profiles v(x) can be mapped onto an exact
description of a one-dimensional “run-and-tumble” model [237, 246], which captures the relevant
physics for arbitrary activity profiles and dimensions (see Sec. 4.4.1).
Multiplying Eq. (4.3) by 1 or n̂, using R2n̂ = −(d − 1)n̂, and integrating the result over the
orientational degrees of freedom, yields the two moment equations [135]
∂tρ(r, t) = −∇ · J(r, t), (4.8)
∂tp(r, t) = −(d− 1)Drp(r, t)−∇ ·M(r, t). (4.9)
Here, the (orientation-averaged) flux
J(r, t) ≡ −D∇ρ(r, t) + v(r)
[
I(1)ρ ρ(r, t) + I(1)p p(r, t)
]
, (4.10)
and the matrix flux
M(r, t) ≡ −D∇p(r, t) + v(r)
[
I(2)ρ ρ(r, t) + I(2)p p(r, t)
]
(4.11)
were introduced. The quantities I(1,2)ρ,p account for a possibly restricted acceptance range A for




















Note that for orientationally unrestricted propulsion, i.e. A = Sd and χA = 1, the only contributing
integrals are
I(1)p = d I(2)ρ = 1, (4.13)
with the unit matrix 1.
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4.2.2. Steady State and Continuity Conditions
For the remainder, I focus on the steady-state particle density and polarization. Vanishing time-
derivatives in Eqs. (4.8) and (4.9) provide the stationarity conditions




I(1)ρ ρ(r) + I(1)p p(r)
)]
(4.14)




I(2)ρ ρ(r) + I(2)p p(r)
)]
. (4.15)
Furthermore, it turns out that, for all setups considered here, the no-flux boundary conditions




I(1)ρ ρ+ I(1)p p
)
, (4.16)
which one substitutes into Eq. (4.15).
Let us now consider two domains of constant activity, VA and Va, whose interface is described
by a hyperplane C, as sketched in Fig. 4.1 (b). For r ∈ VA,a, the Janus particle propels at constant
swim speed vA,a, given that its orientation lies within the acceptance range of nudging. Upon
crossing the interface C, the swimmer experiences a sudden change in its activity. The respective
solutions ρA,a(r) and pA,a(r) of the steady-state moment equations (4.14) and (4.15) within each
domain VA,a have to be matched at the interface C. Besides continuity of ρ and p itself, the normal
components J · nC and M · nC of both fluxes are demanded to be continuous at each point rC
along the interface C [189]. The surface normal nC is defined to point towards Va. Computing the
limits lim|ε|→0 rC ± ε in Eqs. (4.10) and (4.11) delivers the following two continuity conditions
nC · (Ja − JA) = 0, nC · (Ma −MA) = 0. (4.17)
While the first of these relations is obvious from J ≡ 0, both follow formally by integrating the
(stationary) moment Eqs. (4.14) and (4.15) over an infinitesimal area around some point on the
interface C and exploiting the divergence theorem.
In the next paragraph, the analytical solutions for the density ρ and polarization p for a
straight-interface geometry as depicted in the left panel of Fig. 4.1 is discussed.
4.3. Onedimensional Activity Profiles
4.3.1. Activity step in an infinite planar arena
Consider a situation in which the Janus swimmer faces an orientation-independent activity with
a step at an infinite straight interface in d = 2 dimensions. For x < xif , the particle propels at a
swim speed vA, which abruptly reduces to va < vA upon crossing the interface at x = xif . Due to
the translational symmetry of the system in the y-direction, it is a good idea to project the particle
dynamics onto the x-axis by replacing (r, n̂) by (x, cos θ) in the general equations above.





4.3. Onedimensional Activity Profiles
4
41















For the considered piecewise constant activity profile, Eq. (4.19) boils down within each halfspace
to p′′A,a(x) = pA,a(x)/λ2A,a with the characteristic length scales λA,a defined by Eq. (4.20). Their











with the Péclet numbers PA,a weighing active versus diffusive transport rates in the respective
regions.
The general solutions of the polarization profiles are
pA,a(x) = C(1)A,a e
x/λA,a + C(2)A,a e
−x/λA,a (4.22)
and the density profile follows by integrating Eq. (4.18) from an arbitrary reference point x0:






The boundary term ρ(x0) follows from normalization condition for the density and the integration
constants C(1,2)A,a are determined by boundary and matching conditions at the activity step. The
latter ones read
ρA(xif) = ρa(xif), pA(xif) = pa(xif), (4.24)
p′a(xif)− p′A(xif) =
ρA,a(xif)
2D (va − vA), (4.25)
where the second line follows from Eq. (4.17) while using v′(x) = (va − vA)δ(x − xif), with the
delta function δ(x).
The natural boundary conditions in an infinite arena are [262] p(|x| → ∞) = 0. The continuity
condition (4.24) then implies that the polarization profiles around an activity step at the origin,
xif = 0, take the form
pA,a(x) = pmaxe−|x|/λA,a , (4.26)
with an unknown maximum polarization pmax. The density profile follows via Eq. (4.23) as
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Figure 4.2: Particle density and polarization profiles — approximate theory versus exact numerical solutions at an
activity step at x = 0, between a high-activity (A) and a low-activity (a) or entirely passive (p) region. Left panel:
The reduced polarization from Eqs. (4.26), (4.29) closely matches the exact numerical solutions (dashed and solid
lines). Inset: the polarization peak at the active-passive interface as function of the active Péclet number P from
Eq. (4.29) (dotted) precisely follows the exact numerical solution (solid line), improving upon earlier predictions [203,
245] (dashed). Right panel: The reduced density ratio (ρ−ρA)/ρ(0) from Eqs. (4.27)-(4.29) (dotted) closely matches
the exact numerical solutions (dashed and solid lines) Inset: the density ratio ρp/ρa for the active-passive interface
as a function of the Péclet number P from Eq. (4.30) (dotted line) precisely follows the numerical results (solid
line), improving upon earlier predictions [203, 245] (dashed).
so that ρ(x→ ±∞) attains the regional constant bulk densities ρa,A.
A suitable order parameter for the polarization at the interface is the relative maximum polar-

















Its sign is via Eq. (4.26) shared by the whole polarization profile p(x) and solely determined by the
difference in the swim speeds vA − va. The Janus swimmer thus preferably points from the more
into the less active region. The maximum 1/
√
2 of |pmax|/ρ(0) is reached for PA →∞ and Pa = 0
(or vice versa). It is less than 1, because particle rotations in two-dimensions in a projection onto
the (x-)axis of the activity gradient are considered here.











is derived in App. 4.A.1. In the remainder of this paragraph and in Sec. 4.3.3 it is shown that
this result holds far beyond the scope of the applied approximation [truncated moment expansion
(4.4)], and for arbitrary activity profiles mediating between the two bulk states.
Figure 4.2 compares the approximate theory profiles following from Eqs. (4.26)-(4.30) to the
(exact) numerical solutions obtained from Eq. (4.3) using the method of Ref. [263]. The two cases
0 < va < vA and 0 = va < vA are considered. The characteristic length scales λi, bulk densities
ρi, and Péclet numbers Pi corresponding to the highly active (x < 0) and less active/completely
passive regions (x ≥ 0) are distinguished by the subscripts (A), (a) and (p), respectively. The
analytic solutions for the polarization and density profiles in the main panels nicely agree with the
numerical solutions, with slight deviations appearing only for substantial activity.
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Such impressive performance of the approximate model is unexpected. Intuitively, the ap-
proximation (4.4) should break down for P ' 1. Its remarkable accuracy far beyond this limit
becomes more plausible by observing that its moment equations (4.18) and (4.19) map onto an
exactly solvable 2-species model (one-dimensional run-and-tumble [237, 264, 265] accompanied by
diffusion [246, 266]; see Sec. 4.4.1). The latter robustly captures the pertinent physics (though not
all quantitative details) at the motility step, for arbitrary Péclet numbers. Indeed, the quantita-
tive agreement between approximate analytical and the exact numerical profiles, which I obtained
using the method described in Ref. [263], remains very good up to Péclet numbers on the order of
100, as independently discovered in Ref. [267]. For even higher activities, the higher moments in
the moment expansion (4.4) become relevant. However, formally pushing the moment expansion
up to the third order actually leads to less precise numerical predictions than the physically moti-
vated second-order approximation already for intermediate Péclet numbers on the order of 1 (see
App. 4.A.2), presumably because the physically consistent structure of the exact toy model is then
lost.
From the left panel in Fig. 4.2, one infers that the relative polarization p/ρ(0) peaks exactly
at the motility step with a magnitude given by Eq. (4.29), which improves the predictions of
Refs. [203, 245] (see inset). The polarization decays exponentially as a function of the distance
from the interface. The polarization layers extend over the characteristic length scale λ, defined





2D/v(x), respectively; i.e. the boundary layer is compressed by the particle’s self-propulsion.
(For a physical interpretation see the discussion section 4.4.) The inset provides strong numerical
evidence that Eq. (4.29) for the reduced polarization peak generally holds for arbitrarily large
activity steps. The right panel of Fig. 4.2 presents the corresponding density profiles. For the
active-passive interface, the density profile remains constant at the bulk density ρ = ρp throughout
the whole passive region by virtue of Eq. (4.18). On crossing the interface, it decays to the bulk
density ρA < ρp pertaining to the active region over a length scale λA. In the case of finite activity
in both regions (0 < va < vA), the density still displays a kink at the interface, but decays over the
length scales λa,A > 0 towards its bulk density values ρa,A. The inset of the right panel of Fig. 4.2
compares the analytical expression (4.30) for the bulk density ratio ρp/ρa at an active-passive
interface with the exact numerical solution. Over a vast range of Péclet numbers P, both curves
perfectly overlap, demonstrating the robustness of Eq. (4.30), and again improving predictions by
Refs. [203, 245].
The calculations in App. 4.A.2 show the drastic effect on the polarization and density profiles if
one takes an additional third term in the truncated moment expansion (4.4) into account, nullifying
the equivalence between the above approximate analytical model, and the exact and robust 2-
species run-and-tumble model (see Sec. 4.4).
The following paragraph points out a number of interesting consequences of the above findings
and puts them into a broader context.
4.3.2. Various consequences and ramifications: wall accumulation,
mips, swim pressure
Wall Accumulation:
Equations (4.18) and (4.19) can serve to calculate (approximate) polarization and density profiles
at various kinds of interfaces or boundaries, which enter the governing equations only via different
4
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boundary conditions. As a concrete example, consider an active particle confined by hard reflect-
ing walls [189]. The model presented in the previous paragraph captures the well-known effects of
polarization towards and accumulation at walls [145–147, 246, 249, 266]. The simplest way to com-
pute specific profiles is by exploiting the equivalence between the approximate model, Eqs. (4.18)
and (4.19), and the 2-species model (see Sec. 4.4.1), and compute ρ(x) and p(x) within the latter,
as done in [246, 266]. The polarization and density layers near the wall are still determined by the
same boundary-layer width λ in Eq. (4.20) and exhibit the same physics as those at motility steps
(see the discussion in Sec. 4.4.2).
MIPS:
An extensively studied feature of active-Brownian-particle suspensions is so-called motility-induced
phase separation (MIPS) [123, 127, 153, 154, 252, 258, 268]. In a nutshell, it relies on a positive
feedback between: (i) the slowing down of particles in “crowded” areas [237], and (ii) active-
particle accumulation in low-motility areas [127]. The presented results for the polarization and
density profiles of a single (overdamped) Janus swimmer can, at least on a qualitative level, closely
mimic the effects observed for MIPS if applied to a gas of non-interacting active Janus spheres
experiencing an inhomogeneous activity profile. As also pointed out in Ref. [267], such a gas
exhibits the following features observed in MIPS:
(i) The system divides into two bulk areas with different bulk densities. Particles move slower
(faster) in the denser (less dense) regions [127, 154] (cf. Eq. (4.30) and right panel of Fig. 4.2).
(ii) An interfacial region forms between the two bulk areas, where particles, on average, point
into the denser phase [154, 157, 252, 258] (cf. left panel of Fig. 4.2). Note that for active
Lennard-Jones particles, an opposite polarization was observed [260].
(iii) Smaller activity corresponds to a wider polarization layer [268] [cf. Eq. (4.20)].
In the particular case of quorum-sensing particles, adjusting their activity according to the
local density (e.g. via chemical signaling) [269], Eq. (4.30) for the bulk density ratio can be used
to improve corresponding literature results [203, 245] based on a dynamic mean-field theory.
Total interface polarization:
The total polarization Ptot, defined as the integrated local polarization profile p(x) over a suitable
(sub-)volume, was rigorously shown to obey an exact global sum rule by Hermann and Schmidt
[249]. (Note that, without alignment interactions, the integral over the whole space always van-
ishes, because the polarization arises from spatial sorting of differently oriented particles, without
changing their overall numbers — see Sec. 4.4 for the sorting mechanism.) For our active-passive
interface between two bulk regions with vanishing polarization, p(xA,abulk) = 0, it is reasonable to
define the total interface polarization as the integral from the bulk region xAbulk to the left of the
interface to the bulk region xabulk to its right. Using Eqs. (4.26) and (4.30), one finds that within








This exactly agrees with the sum rule of Ref. [249], which is thus verified within the approximate
theory. The total interface polarization is accordingly determined by the difference of the otherwise
“hidden” bulk fluxes vA,aρA,a, and both may be addressed as thermodynamic state variables.
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Albeit, as emphasized in Ref. [131], the dissipative, non-equilibrium origin of this kind of force-
free velocity alignment of active Brownian particles sets it apart from any equilibrium interface
polarization.
According to Eq. (4.31) the total polarization, Ptot, points from the region of higher into the
region of lower activity and only vanishes for homogeneous activity, i.e., PA = Pa. This becomes








where the last inequality follows from vA > va.
Mechanical swim pressure:
Suspended active Brownian particles contribute a “swim pressure” [270, 271] to the overall me-
chanical stress. Like the hidden bulk fluxes that are responsible for it [249], it usually only becomes
apparent when it is (internally) unbalanced, e.g., at confining soft or hard container walls. For a
homogeneous and isotropic suspension of active Brownian spheres with constant swim speed v0










where µt denotes the particle’s translational mobility. The underlying rationale is that an arrested
oriented swimmer turns into an oriented pump that emits a Stokeslet (2.6) corresponding to the
Stokes friction v0/µt, which balances the stopping force. For the case of an active-passive motility
step, far away from any confining wall, the total interface polarization (4.31) is vAρA/(2Dr).
Multiplication by vA/µt makes it formally equivalent to the swim pressure in Eq. (4.33) with
vA
2ρA in place of v20ρ0. One can then interpret the product ρAvA2/2µtDr as the (unbalanced)
swim pressure at the interface, although, due to the abrupt motility step, this pressure is actually
not exerted across the interface, onto the adjacent passive bulk.
4.3.3. Generalizations
This paragraph will show that Eq. (4.30) for the bulk density ratio actually holds for the full ABP
model (4.3) for arbitrary onedimensional activity variations, and I extend the above discussion to
finite domains.
Density ratio:
Consider an arbitrary activity profile v(x) that mediates between two bulk regions of respectively
constant activity. Using Eq. (4.3), the corresponding stationary FPE for the probability density
f(x, θ) reads
0 = −∂xJ − ∂θJθ = D∂2xf +Dr∂2θf − ∂x (v cos θf) , (4.34)
with the (angle-resolved) translational and rotational currents [cf. Eqs. (2.16)-(2.17)]
J (x, θ) ≡ −D∂xf(x, θ) + v(x) cos θf(x, θ), (4.35)
Jθ(x, θ) ≡ −Dr∂θf(x, θ). (4.36)
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In contrast to the truncation applied in Eq. (4.4), let us now consider the full moment expansion
of f with respect to orientation. For one orientational degree of freedom, this is equivalent to
expanding f into the Fourier series






with coefficients fn ≡ 〈cos(nθ)〉θ ≡
∫ 2π
0 dθ cos(nθ)f(x, θ). In accord with the previous discussion,
the zeroth and the first coefficients are given by the density ρ ≡ 〈1〉θ and the polarization p ≡ f1 =
〈cos θ〉θ, respectively. The orientation-averaged flux thus reads
J(x) ≡ 〈J (x, θ)〉θ = −Dρ′(x) + v(x)p(x). (4.38)
Similarly, multiplication of the FPE (4.34) by cos θ and integration over θ yields the differential
equation for the polarization




′ − 12∂x (vf2) , (4.39)
where the identity 2 cos2 θ = 1+cos(2θ) was used. Note that the last term in Eq. (4.39) was absent
in the discussions of Sec. 4.3.1 based on the truncated moment expansion (4.4), which amounts to





′ + J̃(x), (4.40)
with the position-dependent effective diffusivity








∂x (vf2) . (4.42)
Equation (4.40) constitutes a generalized version of Fick’s law. The first contribution, −Deffρ′,
accounts for isotropic diffusive transport. The effective diffusivity Deff ≥ D is enhanced by the
swimmer’s short-term ballistic motion. The second term, ρDeff ′/2, accounts for the spatial depen-
dency of this effective diffusivity, and its prefactor 1/2 for the directionality of the active velocity.
The last contribution, J̃ , represents the influence of the polarization p(x) and higher moments fn,
n > 1 on the local density.
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Figure 4.3: Sketch of a Janus particle with orientation n̂ = (cos θ, sin θ) and position r = (x, y). It propels actively
with velocity v = van̂ along its symmetry axis as long as |x| < xif . Otherwise it undergoes ordinary translational
and rotational diffusion. The system has periodic boundaries located at ±L.
where the following functional was introduced:






Equation (4.44) shows that density ratios are determined by the ratio of the corresponding effec-
tive diffusion coefficients, corrected by the exponential of a complicated functional U [v](x0, x) of
J̃/(ρDeff) and thus the activity profile v(x). It is therefore not suitable for a computation of the
full density profile. However, if the integration bounds x0 and x in (4.44) and (4.45) are sufficiently
far away from the activity variations, such that ρ(x) and ρ(x0) correspond to the bulk densities,
one can proof that the functional vanishes, U [v](x0, x) = 0, irrespective of the activity profile v(x)








By the definition of the Péclet number in Eq. (4.21), this result is seen to coincide with Eq. (4.30).
For highly persistent swimmers, i.e., v2(x) 2DDr, Eq. (4.46) reduces to the well-known relation
[135, 237] ρ(x)/ρ(x0) = v(x0)/v(x). To conclude, the bulk density ratio ρ(x)/ρ(x0) is generally
independent of the exact shape and magnitude of the activity variations.
Finite domains:
The experiment described in Ref. [186] was performed in a finite arena. I therefore next derive
the appropriate analytic solutions ρ(x) and p(x) for an activity step in a rectangular domain
of length 2L, comprising a central active region of length 2xif and two adjacent passive regions
interconnected by periodic boundaries, as sketched in Fig. 4.3. The corresponding activity profile
is given by v(x) = vaΘ(xif − |x|), with the Heaviside step function Θ(x). The symmetry of this
setup allows us to consider only the positive half space with active-passive interface at x = xif .
The respective polarization and density profiles in the active and passive regions are still given by
Eqs. (4.22) and (4.23). By virtue of the system’s symmetry and the imposed periodic boundary
conditions at x = ±L, the polarization must obey pa(0) = 0 and pp(L) = 0. Hence, the polarization
4
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profiles in the active and passive regions read











Taking x0 = 0 as reference point in Eq. (4.23), the density profile on the active side (0 ≤ x < xif)
reads












The corresponding density profile on the passive side (xif ≤ x ≤ L) is constant, ρp(x) ≡ ρa(xif).
The integration constants Ca and Cp and the reference density ρa(0) are uniquely determined by
the continuity conditions





and the normalization condition on ρ(x). The detailed calculation can be found in App. 4.A.4.
Let us assume that the active and passive regions are sufficiently large compared to the decay
lengths λa,p to maintain a scale separation between boundaries and bulk. Then, the polarization

























































for the maximum (relative) polarization and density ratio, respectively. The plots in Fig. 4.4 show
that these results agree nicely with the exact numerical solutions, and in Sec. 4.3.4 I will show that
they also nicely describe the experimental data presented in Ref. [186].
Note that the total polarization of the system in Fig. 4.4, Ptot =
∫ L
−L dx p(x), vanishes by virtue
of the anti-symmetry between the polarization profiles on the left and right activity step. This is
in agreement with the general results in Ref. [249], stating that Ptot = 0 for systems with vanishing
fluxes at their boundary. This means that inhomogeneous activity profiles in closed systems merely
operate as local spatial sorting mechanisms for particles of different polarisation.
The following paragraph briefly presents the nice qualitative and quantitative agreement be-
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Figure 4.4: Polarization-density patterns for a finite active domain bounded at x = ±10λp by two passive margins
extending to ±20λp. The approximate theory (4.51)-(4.54) for the particle density and polarization (dotted) fares
well compared to the exact numerical solutions (dashed and solid lines).
tween the approximate analytical theory derived here and experimental results.
4.3.4. Comparison To Experiments
Setup
In Ref. [186] the co-localization of density modulations and polarization was investigated experi-
mentally exploiting precise control over autonomous Janus-type microswimmers via photon nudg-
ing [58, 59, 82, 83]. As sketched in Fig. 4.5 (a), a two-dimensional rectangular arena is divided
into two regions of diverse activity, separated by a sharp activity step, as found as a concomitant
feature of most actual physical boundaries1. Outside the arena, the heating laser is turned on only
if the swim direction of the Janus particle points towards the arena. The central area of the arena
is further divided into a passive and an active region. All detected crossings of the particle between
them trigger the laser to be switched off or on, irrespective of particle orientation, corresponding to
an activity landscape with a step profile v(x) = v0Θ(x). The step function Θ(x) is 0 in the passive
(p, x < 0) and 1 in active (a, x > 0) region. From the recorded trajectories the particle’s in-plane
propulsion speed v0, translational diffusion coefficient D and characteristic decay times, τa and τp,
of its orientational auto-correlation function in the active and passive region, respectively, were
estimated. I refer to Fig. 1 of [186] and the corresponding text passage for further details.
Results
As can be inferred from Fig. 4.5 (b), the probability density ρ2(x, y) to find the particle at a position
(x, y) is spatially heterogeneous. The particle spends considerably more time in the passive than in
the active region. Outside of the central arena, the density decays due to photon nudging. Small
imperfections in the data can most likely be attributed to mild statistical fluctuations due to the
limited measurement time and localized defects in the Pluronic F127 coating of the cover slips.
Integrating the density ρ2(x, y) along the y-direction yields the marginal density ρ(x) shown in
Fig. 4.5 (c). It exhibits a pronounced step between essentially homogeneous active and passive
bulk plateaus of height ρa,p. Further inspection reveals a co-localized excess of Janus orientations
1Here, it is however realized without inserting any physical wall, as otherwise often done in experiments and computer
simulations. Thereby, possible unintended (hydrodynamic, electrostatic, steric,. . . ) side effects were avoided, which
could uncontrollably alter the particle density, current, and orientation.
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Figure 4.5: (a) Sketch of the rectangular arena in which a single Janus particle is confined by photon nudging
[58, 59, 82]. Position and orientation n̂ within the azimuthal plane are observed in darkfield microscopy. (b)
Exemplary particle density ρ2(x, y) in the sample plane for v0 = 2.18 µm s−1, D = 0.094 µm2s−1 and τa = 1.79 s
with the active-passive interface located at x = 0. (c) Particle density integrated along y-direction (excluding a
0.7 µm lateral boundary region). The bulk densities ρp, ρa (upper and lower horizontal line, respectively) in the
passive/active region were determined at about one polarization decay length, λp, λa, respectively, from the passive-
active interface. The numerical solution [263] of Eq. (4.34) (solid line) employs reflecting outer boundaries. The
(approximate) analytic solution from Eqs. (4.51)-(4.54) (dashed line) was normalized over half of the nominal width
of the active and passive regions. (d) The experimental and theoretical (numerical/analytical) particle polarization
(same legend as in (c)). The thin dotted vertical lines in (c) and (d) mark the borders to the confining photon-
nudging region. (e) Measured ratio ρp/ρa of passive and active bulk densities as function of the (experimental)
Péclet number v20τa/2D (circles). The analytical prediction (4.30) with Dr = 1/τa (solid line) improves that of
Ref. [203, 245] (dotted line). (f) Decay lengths λa,p in the active (circles) and passive (squares) bulk regions as
functions of v0. The solid and dashed lines show the theoretical prediction (4.20) with Dr = 1/τa, while the dot-
dashed line assumes Dr = 1/τp. The solid line for λa improves a prediction of Ref. [203, 245] (dotted line). Error
bars indicate the 95% confidence intervals of ρ and the Gaussian propagation of uncertainties for the measured v0,
τa,p, D (see Ref. [186]).
n̂ at the density step, pointing along the negative x-direction, towards the passive region. This
amounts to a negative average particle polarization p(x) plotted in Fig. 4.5 (d). The characteristic
decay length on the passive side is substantially longer than that on the active side, λp  λa.
Similar polarization peaks are seen to occur at the interfaces to the photon-nudging boundary
regions, which will be addressed in Sec. 4.3.5. Fig. 4.5 (e) shows that the ratio ρp/ρa of the passive
and active bulk density plateaus increases as a function of the experimental estimate v20τa/(2D) for
the Péclet number. Also the decay lengths λa and λp depend on the activity contrast – the former
decreasing and the latter slightly increasing (presumably due to the transient wall alignment, thus
lower Dr, of trespassers) with v0 (see Fig. 1(b) in Ref. [186]).
Comparison Theory
A convincing parameter-free comparison of analytical and experimental findings is obtained if one
identifies the (homogeneous) parameter Dr of the theoretical model with the experimental 1/τa
(τa: characteristic decay time of the particle’s azimuthal orientation within the active region).
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This choice is not entirely trivial, since the theory describes planar rotational motion, whereas
the rotational motion of the experimental particle is affected by its mass anisotropy, spatially het-
erogeneous optical forces, and the excited thermoosmotic flows. Yet, assuming that uncertainties
in position tracking (of about 40 nm) and the finite feedback-iteration time cause some low-pass
filtering of the experimental curves, the comparison with the idealized analytical theory in Fig. 4.5
(c) and (d) is very reasonable. Similar plots for other laser intensities can be found in App. 4.B.
Figures 4.5 (e) and (f) show that analytic results nicely agree with the measurements improving
recent theoretical predictions for quorum sensing [203, 245], as already depicted in the insets of
Fig. 4.2.
Before I come to a physical interpretation and discussion of the observed density-polarization
patterns, I will first apply the theoretical framework used above to the situation of orientation
dependent propulsion speeds.
4.3.5. Nudging
To mimic the technique of photon nudging [58, 59, 82, 83] exploited by the experimental setup
described in [186], one needs to allow the activity to also depend on the particle orientation. In the
nudging regions, the “fuel” for the particle’s autonomous propulsion is restricted not only spatially
but additionally also by an acceptance range of particle orientations. I now discuss this additional
complication. The angular dependence of the activity profile is modelled as v(x, θ) = v(x)Θ(α−|θ|),
where α represents the acceptance angle. Then, the no-flux condition (4.16) and the moment from





















According to the definitions (4.12), the constants I(1,2)ρ,p , which represent the influence of the re-














dθ cos2 θ = α
π













dθ cos3 θ = 9 sinα+ sin(3α)6π . (4.62)
The swimmer is nudged to the right if α < π and to the left by formally replacing v → −v. The
case α = π corresponds to no nudging (orientation-independent activity). The sudden activity
step is again located at x = xif ≡ 0 assuming that the particle is nudged (“n”) to the right for
x ≤ 0. Upon crossing the interface to x > 0, it enters a fully active (a) or passive region (p),
where its activity does not depend on its orientation. Within each region, the swim speed vi ≥ 0,
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i ∈ {n, a,p}, is constant.
Plugging the steady-state condition (4.57) into the moment Eq. (4.58) yields an equation of
the form
X ′ = ΛX, (4.63)
where



























For α < π, all the integrals I(1,2)ρ,p from Eqs. (4.59)-(4.62) give nonzero contributions. In App. 4.B.1
the eigenvalues λ−1ni of the matrix Λ are explicitly calculated. All of them are real and mutually








where wi denotes the eigenvector pertaining to the eigenvalue λ−1ni . The coefficients Ci are deter-
mined by boundary and matching conditions. The intuitive relations
ρn(0) = ρa(0), pn(0) = pa(0), (4.67)









It follows from Eq. (4.17) while using that I(2)ρa = 1/2 and I
(2)
pa = 0 within the active region (see
Eq. (4.13) and sentence above). The matching condition for a nudging-passive interface is included
as the case va = 0.
I again require that the polarization vanishes for x → ±∞, so that the density attains its
constant bulk values ρn = 0 and ρa,p > 0 in the nudging and active/passive bulk, respectively.
Hence, inside the nudging region (x ≤ 0), only positive eigenvalues λ−1ni > 0 will contribute to the
general solution (4.66). Since the analytical expressions for the eigenvalues λ−1ni given in App. 4.B.1
are not very enlightening, I discuss their behavior graphically in Fig. 4.6. In both panels, the
eigenvalues are measured in units of the inverse characteristic length λp−1 =
√
Dr/D of a passive
boundary layer. From the main plot of the left panel, one infers λ−1n1 ≥ λp
−1, λ−1n2 ≥ 0, λ
−1
n3 < 0, for
all acceptance angles 0 ≤ α ≤ π (right panel and discussion in App. 4.B.1). Therefore, only λ−1n1
and λ−1n2 contribute to the general solution (4.66). In contrast to purely active-passive interfaces,
which are characterized by a single natural length scale λa,p for each side of the activity step, two
characteristic lengths λ1 and λ2 determine the shape of the polarization and density profiles within
the nudging layer. Both λ−1n1 and λ
−1
n2 grow monotonically with increasing propulsion speed v; λ
−1
n2
less than λ−1n1 . While λ
−1
n2 remains strictly below the (inverse) natural length λa
−1 of a fully active
polarization layer, λ−1n1 might even exceed it, depending on swim speed and acceptance angle. For
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Figure 4.6: Dependence of eigenvalues λ−1 on particle propulsion speed v and the nudging acceptance angle α,
with λ−1ni , i ∈ {1, 2, 3}, denoting the eigenvalues of the matrix Λ defined in Eq. (4.65). The inverse interfacial layer
widths λ−1a,p for active/passive layer widths are those from Eq. (4.20). Left panel: Eigenvalues were calculated for
fixed acceptance angles α = 45° (dotted curves) and α = 90° (solid curves). Inset: Dependence of eigenvalues on
the nudging direction (indicated by gray arrows). Right panel: Eigenvalues calculated for the fixed Péclet numbers
P ∈ {1/2, 1, 2} (dotted, dashed, solid curve).
slow swim speeds, i.e., small P, one generally has λ−1n1 > λa
−1, as detailed in App. 4.B.1.
Purely active or passive polarization layers are captured within this framework (eigenvalues of
matrix Λ) as well. In the limiting case of vanishing activity (v → 0), one finds λ−1n2 → 0, corre-
sponding to a constant (bulk) density in (4.66), whereas λ−1n1,3 → ±λp
−1. The positive/negative sign
refers to a polarization layer in the negative/positive polarization region. Only one of both eigen-
values contributes whereas the other vanishes for the natural boundary conditions p(|x| → ∞) = 0.
Similarly, for a fully active region (α → π), the eigenvalues λ−1n1,3 approach ±λa
−1, which is indi-
cated by the faint gray lines in the right panel of Fig. 4.6. Here, positive/negative sign also refers
to a polarization layer in the negative/positive region. Again only one of them contributes, due to
the boundary conditions. The eigenvalue λ−1n2 vanishes, corresponding to a constant (bulk) density
in Eq. (4.66). The inset of the left panel of Fig. 4.6 contains information about the behavior of
all three eigenvalues upon inverting the direction of the nudging process. One finds a completely
symmetric picture when replacing v → −v. Only the roles of the eigenvalues change, as now only
negative eigenvalues are allowed to contribute (particles are nudged to the left if x > 0). So λ−1n1





The eigenvalue λ−1n2 changes sign upon inverting the propulsion direction and thus keeps its role.
Having the eigenvalues λ−1n1,2 and the corresponding eigenvectors w1,2 of matrix Λ that con-
tribute to the general solution (4.66), I obtained the polarization and density profiles for nudging-
active and nudging-passive interfaces. Polarization and density profiles are matched to those in
the respective passive/active regions by the matching conditions (4.67) and (4.68). The resulting
profiles are depicted in Fig. 4.7 for two acceptance angles at P = 1 in both the active and the
nudging region. (I note in passing that P = 1 corresponds to an effectively lower overall activity in
the nudging region compared to the active region, due to the restricted acceptance angle.). All the
approximate analytical solutions nicely follow the exact numerical results. An intuitive physical
explanation of the formal density and polarization profiles in terms of a 2-species model is provided
in Secs. 4.4.3 and 4.4.4.
The right panels of Fig. 4.7 depict the relative polarization profiles p(x)/ρ(x) in both scenarios.
Peaking exactly at the interface, they decay over a length scale (inverse eigenvalue) λn1 < λn2 into
the nudging region (left) and approach a constant nonzero value. The (relative) bulk polarization
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Figure 4.7: Particle polarization, density, and relative polarization (from left to right) according to Eq. (4.66) versus
the exact numerical solution, for P = 1. Upper panels: nudging-passive interface. Lower panels: nudging-active
interface. The coefficients Ci are determined by the boundary and matching conditions (4.67) and (4.68).










Given λn1 < λn2 , and exploiting that the density profile within the nudging region can be written
as a linear combination of ex/λn1 and ex/λn2 (see Eq. (4.66) and boundary conditions), one finds
ρ′/ρ ∼ λ−1n2 for |x| sufficiently greater than λn1 . The relative polarization in the nudging bulk is














For a nudging layer in the region with x < 0, one finds that (p/ρ)n ≤ 0 and that it becomes minimal
for α = π/2, as can be inferred from the upper panel of Fig. 4.8. Also, the higher the swimmer’s
activity, the deeper the minimum in the bulk polarization. The middle panel of Fig. 4.8 shows the
agreement between the approximate theoretical prediction (4.70) and exact numerical solutions
up to Péclet numbers P on the order of 50. The subsequent growing mismatch between both is
attributed to the breakdown of the one-to-one mapping between the approximate analytical theory
of the considered physical setup and its exact description in terms of a simple 2-state caricature,
in the case of a nudging interface (see Sec. 4.3.5).
As explicitly checked above and proven to hold generally [249], the total polarization Ptot =∫∞
−∞ dx p(x) is determined by the difference of the respective bulk fluxes viρi divided by 2Dr;
cf. Eq. (4.31). The bulk fluxes associated with the nudging and the passive region are both zero.
The former vanishes because of ρn = 0 in the bulk, the latter because of v = 0. Thus, for a
nudging-passive interface, Ptot = 0. Vanishing bulk fluxes therefore explain the change of sign in
the polarization profile for the nudging-passive interface (see upper left panel of Fig. 4.7). For the
4.4. Intuitive Physical Interpretation
4
55
Figure 4.8: Relative bulk polarization (p/ρ)n
within the nudging region. Upper panel: Heat
map of (p/ρ)n as function of the Péclet number
P and acceptance angle α according to Eq. (4.70).
The vertical dashed line depicts the maximum of
|(p/ρ)n| with respect to α. Middle panel: ap-
proximate theory (4.70) (dashed line) versus exact
numerical solution (circles) for α = π/2. Lower
panel: Reduced total interface polarization from
Eq. (4.31) was calculated via numerical integra-
tion of the exact numerical polarization profiles for
various Péclet numbers (symbols) and compared
against theory (dashed lines).
nudging-active interface, one finds Ptot = −ρava/(2Dr), which coincides with the total polarization
at a passive-active interface; cf. Eq. (4.31). I verified these results for Ptot at the considered nudging
interfaces analytically and numerically, as can be inferred from the lower panel of Fig. 4.8.
Note that merely the total polarization is determined by bulk quantities, but not the local
polarization profile p(x) itself. A thorough discussion and physical interpretation of the (active,
passive, nudging) polarization layers is provided in the following paragraph.
4.4. Intuitive Physical Interpretation
4.4.1. The 2-species run-and-tumble model
The emerging polarization and inhomogeneous density distribution in the vicinity of an activity
step are easily intuitively understood within a simple one-dimensional 2-species run-and-tumble
model [135, 246, 264, 266, 274]. It constraints the swimmer to either orient parallel or anti-parallel
to the x-axis, while its orientation may randomly flip (“tumble”) at a rate k (corresponding to a
dichotomous Markov process). During the “run phases”, besides its thermal diffusion, the particle
propels actively with a position dependent swim speed v±(x), which might also depend on the
orientation (±) of the particle in order to mimic the nudging. I define the probability densities
n+(x, t) and n−(x, t) for encountering the particle at time t at position x with orientation parallel
(+) or anti-parallel (−) to the x-axis. The corresponding fluxes J±(x, t) contain contributions both
4
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from thermal agitation and from active propulsion, and are given by
J+(x, t) = −Dn′+(x, t) + v+(x)n+(x, t), (4.71)
J−(x, t) = −Dn′−(x, t) + v−(x)n−(x, t). (4.72)
For the (total) density ρ ≡ n+ + n− and the polarization p ≡ n+ − n− I keep the notation of
the continuous-angle model. In the steady state, the total flux J+ + J− vanishes, which yields the
balance condition
Dρ′ = v+ + v−2 ρ+
v+ − v−
2 p. (4.73)
The time evolution of the densities is given by
ṅ+ = −J ′+ − k(n+ − n−) = Dn′′+ − (v+n+)′ − k(n+ − n−), (4.74)
ṅ− = −J ′− + k(n+ − n−) = Dn′′− − (v−n−)′ + k(n+ − n−). (4.75)












The case of a symmetrically active/passive particle (regardless the orientation) is captured by
setting v+ ≡ v = −v−. Equations (4.73) and (4.76) then reduce to
ρ′ = v
D















The above equations for ρ, p, and λ are structurally equal to Eqs. (4.18), (4.19) and (4.20) in
the (approximate) model for an active particle that can rotate continuously in the plane. Upon
mapping 2k → Dr, v → v/
√
2, ρ → ρ/
√
2, the two models become equivalent. One therefore
applies the same methods as above to obtain the analytical solutions for p(x) and ρ(x). Both
functions as well as the species densities n±(x) = [ρ(x) ± p(x)]/2 and the relative polarization
p/ρ are plotted in the upper panel of Fig. 4.9. All quantities are normalized by the bulk density
ρ∞ = ρ(x→∞) in the passive region.
Nudging:
Within the framework of the 2-species model, a nudging process is modelled by setting v+ ≡ v and
v− ≡ 0 for nudging to the right or vice versa for nudging to the left. The flux-balance condition
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Figure 4.9: Exact analytical solution of the
2-species model: polarization and density
profiles, p(x) and ρ(x), their ratio p/ρ,
and the species concentrations n±(x) =
[ρ(x) ± p(x)]/2 of right- and left-oriented
particles around an active-passive, nudging-
active, and nudging-passive interface located
at x = 0. All quantities are normalized by
the respective constant bulk density ρ∞ =
ρ(x → ∞). The natural widths of the in-
terfacial polarization layers are denoted by
λa, λp, and λn1,2 in the active, passive, and
nudging regions, respectively.





























These equations also have the same structure as their counterparts (4.57) and (4.58) for the
continuous-rotation model. Thus, the methods used in Sec. 4.3.5 can be applied in order to
determine the polarization and density profiles. Note, however, that here, the 2-species and the
continuous-angle model can not be mapped onto each other. There exists no unique acceptance
angle α to ensure v/2 = vaI(1,2)(ρ,p) for all coefficients I
(1,2)
(ρ,p) defined in (4.59)-(4.62), where va denotes
the Janus swimmer’s propulsion speed in the continuous-angle model. Nevertheless, at least quali-
tatively, polarization and density profiles in the 2-species model display the same features as their
counterparts in the continuous-angle model, as can be inferred from the middle and lower panel of
Fig. 4.9 (cf. Fig. 4.7). A more thorough discussion of the nudging process within the framework of
the 2-state model, and a comparison to the continuous model can be found in App. 4.B.1.
4.4.2. Active-passive interface
Via the mutual mappings discussed in the previous paragraph, the two-species model supplies a
straightforward intuitive interpretation of the results derived from the continuous-angle model.
For example, to gain an intuitive understanding of the emerging polarization layer at an active-
passive interface, focus on the upper panel of Fig. 4.9. For the sake of brevity particles pointing
4
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to the left and right are denoted by L and R, respectively. First, consider the situation on the
active side, where the particle motion might be regarded as quasi-ballistic. While R-particles get
stuck at the interface due to the ceasing propulsion, L-particles quickly “escape” the interfacial
region. This sorting mechanism leads to a majority of R-particles at the interface caused by
hidden bulk currents [249]. I now qualitatively explain the shape two polarization layers. In the
passive region, the characteristic decay length λp =
√
D/(2k) of the polarization is obtained by
setting v(x) = 0 in Eq. (4.78). It is intuitively understood since the particle’s motion on the
passive side is ordinary diffusion with diffusivity D. The spreading of the excess polarization into
the passive region is limited by the characteristic flipping time (2k)−1. Therefore, λp basically
coincides with the mean-squared displacement of a passive particle during this time. On the
active side, a kind of “sedimentation pressure” joins the game. Its cause is an “active swim
force” ζv (with friction ζ) directed towards the interface for the R-particles and away from it for L-
particles. One thus might regard R-particles as “heavy” and L-particles as “buoyant”. The effective
sedimentation process therefore compresses the extension λa of the polarization layer according to
Eq. (4.78) on the active side, which, for highly persistent motion (v2/(2kD)  1), is described
by the barometer formula exp(−vζx/ζD). The swim force takes the role of gravity and ζD of
thermal energy kBT , according to the Sutherland–Einstein relation. In the same limit follows
the motility-induced density suppression ρa/ρp = λp/λa ∝ v−1, which is a well-known result for
run-and-tumble particles [135, 237].
4.4.3. Nudging-active interface
The middle panel of Fig. 4.9 depicts p(x), ρ(x), their ratio, and the species concentrations n±(x) in
the vicinity of a nudging-active interface. While the propulsion speed is the same in both regions,
only the R-particles propel actively inside the nudging region. The R-species therefore does not
display a sudden change (kink) in its species concentration n+(x) upon crossing the interface,
as no abrupt activity drop is experienced. In the active region, R-particles quickly “escape” the
interfacial area into the active region whereas L-particles get stuck at the interface and venture
only diffusively into the nudging region. One thus observes an excess of L-particles at the interface,
and therefore a negative polarization. The extent λa of the polarization layer on the active side
is again determined by the interplay between Brownian motion and the effective sedimentation
pressure, this time with “heavy” L- and “buoyant” R-particles. The symmetry between “heavy”
and “buoyant” particle species is broken in the nudging region. There, R-particles are “heavy”
and therefore nudged towards the interface whereas the L-species are passive Brownian particles.
Close to the interface, the decay of density and polarization into the nudging region is therefore
characterized by a length scale λn1 6= λa. Referring back to the left panel of Fig. 4.6, one infers
that λn1 is still quite similar to the characteristic decay length λa pertaining to a purely active
region. Notice that, over a distance λn1 , the relative polarization p/ρ approaches a constant value
given by Eq. (4.70). Which is a distinctive feature of the bulk in the nudging region, characterized
by the swim speed and the acceptance angle of the nudging procedure. In contrast to purely active
or passive regions, both the particle polarization p(x → ∞) and bulk density ρ(x → ∞) in the
nudging region decay to zero, since every particle is inevitably nudged towards the interface until
it crosses it. The decay of the absolute polarization and density profiles towards zero is described
by the second characteristic length scale λn2 > λn1 .




Finally, consider the polarization and density profiles and the respective species concentrations
presented in the bottom lower panel of Fig. 4.9. Now, only R-particles propel actively inside the
nudging region, while both particle species behave like ordinary Brownian particles in the passive
region. Therefore, the L-particles can cross the interface smoothly and their density n−(x) does
not display a kink. One observes an excess of R-particles at the interface by virtue of the inherently
biased nudging process, and thus a positive polarization. The width λp of the polarization layer
on the passive side is determined by the distance
√
D/(2k) covered by thermal diffusion during
the characteristic time scale (2k)−1 for “tumbling”. The imbalance between the “heavy” R- and
neutral L-particles determines the spreading of the polarization into the nudging region. Due to the
“removal” of R-particles towards the interface by virtue of the nudging procedure, the polarization
even changes sign and becomes negative over the characteristic length scale λn1 before it converges
to zero over the length scale λn2 as discussed in the previous scenario. This distinctive shape of the
polarization can be seen as indicative of the hidden bulk currents that are generally understood
to cause and constrain the interfacial polarization layers according to an exact sum rule [249], as
already discussed in Sec. 4.3.5.
4.5. Interim Conclusion and Transition To Curved Activ-
ity Profiles
In this section, I have so far studied the behavior of a single Janus-type swimmer in the vicinity
of a motility step. Using the ABP model, I derived approximate but very accurate analytical
expressions for the polarization and density profiles of a Janus particle at straight planar activity
steps. I showed that they agree well with exact numerical solutions of the model and experimental
data (see publication [186]). Key features of polarization and density profiles at motility steps
were discussed and shown to exhibit important similarities to those observed for MIPS. As a
consistency check, I also explicitly demonstrated both analytically and numerically that the total
interface polarization induced by the motility step is determined by the difference of (hidden) bulk
fluxes, and obeys an exact global sum rule. I further showed that the bulk density ratio between
two regions of distinct but constant activity is determined by the ratio of the respective effective
diffusion coefficients and independent of the shape of the (one-dimensional) activity profile that
mediates between the bulk regions. Motivated by the versatile experimental technique of photon
nudging, I moreover generalized my theoretical results to the situation of orientation-dependent
propulsion speeds. The observed phenomena could intuitively and most easily be understood in
terms of a two-species “run-and-tumble” model that only admits left and right particle orientations.
I conclude that the co-localization of polarization and density patterns in activity gradients, as
they naturally occur at various interfaces, is a characteristic phenomenological trait to robustly
distinguish motile-particle suspensions from thermal and athermal passive suspensions.
In the paragraphs 4.3.1 and 4.3.2 it was shown that that the ABP model for a single spherical
swimmer and a straight planar activity interface allowed to identify three quantities that are
solely determined by bulk diffusion coefficients, swim speeds and system size, and thus acquire
the status of thermodynamic state variables. Namely, (i) the local polarization peak (4.29) at the
interface, (ii) the ratio of densities (4.30) of the bulk regions on either side of the interface, and
(iii) the total polarization (4.31). The latter two maintain this property irrespective of the shape
of the (one-dimensional) activity modulations as long as they mediate between two bulk regions,
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Figure 4.10: Janus particle with coordinates x = r cosφ, y = r sinφ subjected to a radially symmetric activity
profile. The particle propels actively along its orientation v/v = (cos θ, sin θ)> for r ≡ |r| < rif . Otherwise, its
swim speed v is zero.
as was shown in Sec. 4.3.3 and in Ref. [249]. If generally valid, these simple relations can serve
as consistency checks for simulations and benchmarks for theories [249]. The following paragraph,
which closely follows Ref. [205], will prove, by construction, that these results in general do not
hold for other than planar activity profiles. I therefor apply the general theoretical framework
presented in Sec. 4.2.1 first to radially symmetric activity steps, and subsequently consider general
radially symmetric motility modulations.
4.6. Curved Activity Landscapes
4.6.1. Moment Equations
Consider an overdamped Janus swimmer with space dependent propulsion speed (activity) v(x, y)
and orientation parametrized by the angle θ confined in a plane. For a piecewise constant radially-
symmetric activity profile, I depicted the system in Fig. 4.10. According to the general ABP model,
Eqs. (4.1) and (4.2), the particle dynamics are described by
∂tx = v(x, y) cos θ +
√
2Dξx, (4.81)






where ξx,y,θ(t) denote independent, unit variance, unbiased Gaussian white noise processes.
The corresponding FPE (4.3) for the dynamic probability density f(r, n̂, t) for finding the
Janus swimmer at time t at position r with the orientation n̂ = (cos θ, sin θ)> reads,
∂tf = D∇2f +Dr∂2θf −∇ · [fv(r)n̂]. (4.84)
The exact moment expansion of f in terms of n̂ truncated after the second term is given by
[cf. Eq. (4.4)]
f(r, n̂, t) = 12π
[
ρ(r, t) + 2p(r, t) · n̂
]
, (4.85)
with the density ρ(r, t) =
∫
dn̂ f(r, n̂, t) and polarization p(r, t) =
∫
dn̂ n̂f(r, n̂, t) as defined in
Eqs. (4.6) and (4.7), respectively. Multiplying Eq. (4.84) by 1 or n̂ and integrating over orienta-
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tional degrees of freedom yields the moment equations
∂tρ(r, t) = −∇ · J(r, t), (4.86)
∂tp(r, t) = −Drp(r, t)−∇ ·M(r, t), (4.87)
with the (orientation averaged) fluxes
J(r, t) = −D∇ρ(r, t) + v(r)p(r, t), (4.88)
M(r, t) = −D∇p(r, t) + v(r)2 ρ(r, t)1, (4.89)
according to their definitions (4.10) and (4.11).
Throughout the rest of this chapter, I will focus on the steady-state solutions ρ(r) and p(r) of
Eqs. (4.86) and (4.87), which obey ∂tρ = ∂tp = 0 and thus reduce to












Moreover, I assume that under no-flux boundary conditions, the stationary flux J(r) vanishes.
While this assumption is not generally valid in two (or higher) dimensions, it holds for all setups



























found for one-dimensional activity landscapes. Therefore, in the case of abrupt activity steps, a
similar physical interpretation in terms of the 2-species model (see Sec. 4.4.2) might be applied
here as well, although a strict equivalence between both models is not given, as will be seen in the
next paragraph.
4.6.2. Active-Passive Interface
Equations. (4.92) and (4.93) for ρ and p will now be solved for the radially symmetric activity step
sketched in Fig. 4.10. In this setup, the swim speed v(r) ≡ v0, for r ≡
√
x2 + y2 < rif , and is zero
otherwise. Polarization and density must reflect the radial symmetry of the activity profile leading
to ρ = ρ(r) and p = p(r)r̂, where r̂ ≡ r/r = (cosϕ, sinϕ)>. Using this ansatz, the flux-balance
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Comparing to Eq. (4.19) for straight planar interfaces, corresponding to rif → ∞, the first two
terms on the r.h.s. of Eq. (4.96) are zero, which suggests that the polarization and its derivative
decay with the distance from the interface faster than 1/r2 and 1/r, respectively. In general, the
last term of Eq. (4.96) vanishes everywhere except for r = rif , since v′(r) = −v0δ(r − rif). Within
the active (r ≤ rif) and passive region (r > rif), Eq. (4.96) reduces to the modified Bessel equation










where Im(x) and Km(x) are the modified Bessel functions of the first and second kind, respectively.
















follow from Eq. (4.94) evaluated in the active and passive region, respectively, and coincide with
those found for planar activity steps [see Eq. (4.20)].
In order to create bulk regions with constant density and vanishing polarization both in the
active and in the passive region, I demand in the following that the active-passive interface is far
enough both from the origin and from the system’s boundary at r = R. That is, I assume that rif
and R − rif are several times larger than λa and λp, respectively. This allows for the application
of the following (natural) boundary conditions:
pa(r = 0) = 0, pp(r = R) = 0. (4.99)
Then the general solution (4.97) simplifies to
p(r) =

pa(r) = CaI1(r/λa) for r ≤ rif
pp(r) = CpK1(r/λp) for r > rif
. (4.100)












≡ ρp for r > rif
, (4.101)
which assumes the bulk value ρa ≡ ρ(0) in the active and ρp ≡ ρ(rif) ≡ ρ(R) in the passive region.
The constants Ca and Cp in Eq. (4.100) can be determined from continuity conditions on p and
the corresponding flux M at the active-passive interface [189]. Demanding the polarization p(r)
and the projection
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of the matrix flux (4.89) onto the radial direction to be continuous at r = rif renders





The density (4.101) satisfies ρa(rif) = ρp(rif) by construction. The normal component J · r̂ is
continuous due to the imposed no-flux condition J ≡ 0. The constant ρa in Eq. (4.101) follows






dr rρ(r) = 1. (4.105)
Figures 4.11 a) and b) show nice agreement of the approximate analytic density and polarization
profiles, (4.100) and (4.101), with exact numerical solutions [263] for two distinct particle activities,






In Sec. 4.6.3, I will show that the approximate analytic solutions deviate from the exact numerical
results for much smaller Péclet numbers than the P ≈ 100 independently found in Ref. [267] for
straight planar interfaces. This was to be expected because Eq. (4.96) cannot be mapped onto the
exactly solvable 2-species run-and-tumble model, which was identified as the physical explanation
for the stunning success of the approximate solutions at straight planar interfaces (see Sec. 4.4).
Nevertheless, the qualitative behavior of density and polarization profiles is the same as for a
straight activity step. Namely, an increased activity step induces a higher polarization and a larger
ratio ρp/ρa of bulk densities of the passive and active regions. The polarization peaks exactly at
the active-passive interface and decays over characteristic lengths λp and λa < λp into the passive
and active region, respectively. The density profile remains constant at the bulk density ρ = ρp
throughout the whole passive region by virtue of Eq. (4.95). Upon crossing the interface, it decays
to the bulk density ρa < ρp pertaining to the active region over a length scale λa.
Figures 4.11 c) and d) display the (reduced) density and polarization profiles corresponding to
the inverse setup for which the particle is passive for r ≤ rif and active otherwise. The derivation
of the analytic profiles (solid/dashed lines) is similar to the above calculations, and is detailed
in App. 4.C.2. The approximate theory profiles overlap with the corresponding exact numerical
solutions. The qualitative picture is similar to the situation shown in Figs. 4.11 a) and b), with
flipped active/passive regions, and a negative polarization in the vicinity of the interface, confirming
that the particle preferably points into the passive region [see Figs. 4.4 (a) and 4.5 (d)]. Note,
however, that the convexity/concavity of the activity interface also leads to quantitative differences
between the two cases.
To grasp the influence of curvature more quantitatively, let us compare the maximum relative
polarization, p(rif)/ρ(rif), which constitutes a suitable order parameter for the polarization at the
interface, and the bulk density ratio, ρa/ρp, for circular and straight interfaces. For the setup
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Figure 4.11: a)-d): Reduced density (top) and polarization (bottom) profiles near a radially symmetric active-
passive [a),b)] / passive-active [c)/d)] interface at r = rif . Lengths are measured in units of λp =
√
D/Dr and
velocities in units of
√
2DDr. This corresponds to a dimensionless theoretical description in terms of the Péclet
number P (4.106). Theory profiles (solid/dashed curves) were calculated for two distinct P and rif = 10λp using
Eqs. (4.100)-(4.105) in a) and b) and Eqs. (4.188)-(4.193) of App. 4.C.2 in c) and d), and compared against
exact numerically obtained profiles (dotted lines). e), f): Density ratio, ρa/ρp, and magnitude of the (reduced)
polarization at the interface, |p(rif)|/ρ(rif), for P = 1 as functions of the radial distance rif of the interface. Plotted
curves correspond to the following analytical expressions (setups): Solid curves (interior active/exterior passive):
Eqs. (4.107) and (4.108); Dotted curves (interior passive/exterior active): Eqs. (4.195) and (4.196); Dashed lines
(straight planar case): Eqs. (4.111) and (4.113). g)/ h): Particle inside the active region in the vicinity of a
concave/convex active-passive interface. In both panels, the vertical line corresponds to a straight active-passive
interface. Relative to the latter case, for a concave/convex geometry, the particle has a higher/lower chance to end






















with Im ≡ Im(rif/λa) and Km ≡ Km(rif/λp). The subscript “A” indicates that GA corresponds
to the case where the particle is active for r < rif . The geometry function GP(rif) for the inverted
























which coincides with expression (4.29) for a straight active-passive interface. The corresponding
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displays an exponential decay with rif . By taking the limit rif →∞, it reduces to the result (4.30)








The analytic expressions for p(rif)/ρ(rif) and ρa/ρp for the inverted setup [Fig. 4.11 c),d)] are
derived in App. 4.C.2 along similar lines.
Figures 4.11 e) and f) show the dependence of these quantities on the radius of curvature
rif of the interface for both circular setups, as well as their counterparts (4.111) and (4.113) for
straight planar interfaces (dashed horizontal lines). With increasing rif , the polarization peaks
|p(rif)|/ρ(rif) for the circular setups approach the one for the straight motility step from below.
For the setup where the particle is active for r ≤ rif (solid curve), the peak is slightly larger
(≈ 0.02 % for rif = 10λp) than for the inverted setup (dotted curve). Turning to the bulk density
ratio, if the interior is active (solid line), the bulk density ratio ρa/ρp is smaller as compared to
the straight planar case, whereas it exceeds it for the inverse circular setup (dotted curve).
This behavior can be intuitively understood as a result of a geometry-induced imbalance in
probability fluxes across the curved interface. Consider the situations sketched in Fig. 4.11 g)
and h). In both panels, a Janus particle (gray dot) is situated inside an active region, in a close
proximity to an adjacent passive region. In g), the active-passive interface is concave, whereas in
h), it is convex. In both panels, the vertical lines correspond to a straight active-passive interface.
For simplicity, consider a quasi-ballistic particle motion denoted by the arrows in both panels.
As indicated by the number of blue arrows relative to the green ones, the particle’s chance to
enter the passive region is higher for the concave [g)] geometry than for the convex [h)] one. The
setup with active interior [g)] thus yields a smaller bulk density ratio ρa/ρp than the inverse setup
[h)]. It follows that the density ratio corresponding to a concave/convex active-passive interface is
always smaller/larger than its counterpart for a straight planar interface. As the curvature of the
circular activity interface decreases, i.e. for rif → ∞, the bulk density ratio for straight interfaces
is approached.
It is more difficult to gain an intuition on why the magnitude of the reduced polarization,
|p(rif)|/ρ(rif), is always larger in the straight planar case than for a circular interface [see Fig. 4.11
f)]. The absolute value of the polarization |p(rif)| depends on the probability that the particle
with a given orientation hits the interface. Compared to the straight planar case, for the concave
interface shown in g), there are less active particles in the bulk to hit the interface with a narrower
range of polarizations once they hit it, and vice versa for the convex interface shown in h). Hence,
one observes three competing ingredients that determine the absolute polarization in the concave
(convex) case: low (high) bulk density in the active region, large (small) probability for a given
particle to hit the interface, and large (small) average polarization of particles which hit the
interface, where the strength of the individual ingredients is compared to the straight activity
step. Furthermore, the magnitude of the reduced polarization is obtained as absolute polarization
divided by density of the passive bulk, which is high for the concave and low for the convex case.
Altogether, one thus finds in both circular setups two ingredients leading to an increase and two
leading to a decrease of |p(rif)|/ρ(rif). The analytical results show that they compensate each
4
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other in such a way that the magnitude of the reduced polarization for circular interfaces is always
lower than in the straight planar case. Unfortunately, it seems impossible to guess the influence of
these ingredients based on physical intuition.
In summary, the maximum polarization and density ratios, which are for straight motility
steps solely determined by bulk variables (v0, D,Dr), thus depend on the interface radius rif in
case of a circular activity step. This suggests that arbitrarily curved activity steps generally yield
geometry-induced contributions to the emergent density-polarization patterns, and the correspond-
ing maximum polarization and bulk density ratio. To provide further evidence for this conjecture,
let us now study the total polarization, which is also solely determined by bulk quantities in the
case of straight interfaces (see Eq. (4.31) and Refs. [186, 249]), for arbitrary radially symmetric
activity modulations.
4.6.3. Total Polarization
As discussed in Sec. 4.4.2, without alignment forces, local polarization in active matter systems
arises from spacial sorting of particles with different orientations. Therefore, the total polarization





over the whole space V, universally vanishes for systems with no-flux boundary conditions [249].
For one-dimensional planar activity profiles v(x), it is natural to integrate along a ray of fixed
infinitesimal width parallel to the x-axis and thus perpendicular to the interface. Then, the mag-
nitude Ptot of such defined total polarization is proportional to the difference in strengths of fluxes,
vρ, corresponding to the two bulk regions [see Eq. (4.31)]. To match the definition for the one-






of the projection p(r) of the polarization vector onto the radial axis over a ray of fixed infinitesimal
width, perpendicular to the interface, and mediating the inner bulk region at radius R1 and the
outer one at R2 (see Fig. 4.12). Alternatively, and more naturally from the point of view of polar
coordinates, one could integrate the polarization over an infinitesimal wedge mediating the two
bulks. This would correspond to substituting rp(r) for p(r) in the definition (4.115). However, in
this case, the width of the integration region increases with r.
The following calculation shows that Ptot is generally composed of a contribution proportional
to the difference v(R1)ρ(R1) − v(R2)ρ(R2) of the flux strengths, as for one-dimensional planar
interfaces (cf. Eq. (4.31) and Ref. [249]), and a second non-local contribution induced by the non-
zero curvature of the interface. A similar expression also holds for the alternative definition of Ptot
with rp(r) as integrand.
Derivation of total polarization
Let us introduce polar coordinates, x = r cosφ and y = r sinφ, and the angular variable ψ ≡
θ − φ, which measures the particle orientation relative to the radial axis (see Fig. 4.12). Under
this transformation, the system of three Langevin equations (4.81)-(4.83) reduces to the two-






































Figure 4.12: A Janus particle at position r = (r cosφ, r sinφ)> actively propelling along its orientation n̂ =
(cos θ, sin θ)>. The particle’s orientation relative to the radial unit vector r̂ is measured by the angle ψ. The
swimmer’s propulsion speed follows a radially symmetric activity profile (color-coded), which mediates between an
inner (dark blue, R1) and outer (light green, R2) bulk region with different constant activities.
dimensional set















where ξr and ξψ denote independent, zero-mean, unbiased Gaussian white noise processes. The
associated FPE for the stationary probability density f(r, ψ) for finding the particle at distance r
with relative orientation ψ reads









∂ψ (sinψf) , (4.118)
where I have introduced the (angle-resolved) flux
J(r, ψ) ≡ −D∂rf +
D
r
f + cosψ v(r)f. (4.119)
Due to the radial symmetry, f and J must be even functions of ψ, i.e., f(r, ψ) = f(r,−ψ), and





where Jn(r) is the nth Fourier coefficient. Plugging this series into the FPE (4.118) and integrating
















dψ̃ sin ψ̃ f(r, ψ̃). (4.121)
The unknown function f0(r) stems from the second integration. The integration constant from the
first integration renders, after the second integration, a term linear in ψ, and thus it must be zero
to maintain periodicity.
4
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dψ cosψ f(r, ψ). (4.122)
The corresponding tangential component
∫ 2π
0 dψ sinψ f(r, ψ) vanishes due to the radial symmetry.












dψ sin2 ψ f(r, ψ). (4.123)
The integral on the r.h.s. was obtained by interchanging the order of the double integration2. Using
the definitions (4.119) and (4.122), one finds that the first coefficient J1 of the Fourier series (4.120)


















dψ f(r, ψ) cos2 ψ. (4.125)
The distributions f and f and the corresponding polarizations p and p are connected via the
Jacobian [189]
∣∣∂(x, y)/∂(r, φ)∣∣ = r , i.e., f = rf and p = rp. Plugging these transformations and













〈2 cos2 ψ − 1〉ψ. (4.126)




dψ • f(r, ψ). (4.127)

















− I[v](R1, R2), (4.128)













dψ̃ f(r, ψ̃) sin ψ̃ =
2π∫
0
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Within bulk regions, one has p(R1/2) = ∂rp(R1/2) = 0 and f(R1/2, ψ) = ρ(R1/2)/(2π). Hence, the
first term on the r.h.s. of Eq. (4.128) vanishes and the second one simplifies since 〈cos2 ψ〉ψ(R1/2) =





The first summand above coincides with the total polarization (4.31) found for one-dimensional
planar activity profiles [249]. The second term is a non-local contribution attributed to the non-zero
curvature of the considered activity profile. It vanishes when the activity profile becomes effectively
straight, i.e., when its radius diverges while the distance between the two bulk regions remains
finite. The (radial) total polarization for curved activity profiles is thus not solely determined by
stationary properties of the bulk and, in this sense, it is not determined by state functions. Using
Eq. (4.123), one can show along similar lines as above that a similar expression would be obtained
for the alternative definition of the total polarization using p = rp instead of p in Eq. (4.115).
Specifically, the first term in this total polarization follows from Eq. (4.130) after substituting rρ
for ρ in the first term on its r.h.s. The curvature dependent term I changes as well, but also
vanishes for diverging radius of the interface.
The dependence on the interface curvature found here and in the previous paragraph 4.6.2
might be compared to the Laplace pressure [276], e.g., in soap bubbles. The main difference to the
curved active-particle setup studied here is that the increased pressure inside a bubble is caused by
a physical force applied in the form of the surface tension by the soap film on the bubble’s interior.
The activity interface studied in this chapter is fixed and the observed influence of its curvature
can be traced to geometry-induced imbalance of probability currents across the curved interface.
The following paragraph demonstrates that the geometry-induced term I[v](R1, R2) also van-
ishes when truncating the exact moment expansion of f(r, ψ) after two terms as in Eq. (4.85), and
I will quantify deviations between the exact solution and approximate solution of Sec. 4.6.2.
Approximate global sum rule and deviations
Plugging ρ = ρ(r) and p = p(r)r̂ in to the truncated moment expansion (4.85), the approximate
distribution function can be written as
f(r, ψ) = 12π
[
ρ(r) + p(r) cosψ
]
. (4.131)
Using the average (4.127), the density ρ(r) and polarization p(r) are given by 〈1〉ψ and 〈cosψ〉ψ,
respectively. All higher (angular) moments within the approximation (4.131) vanish. In particular,






which is the general result found for one-dimensional activity landscapes [249]. For the radial
activity profiles considered here, it only holds within the approximation 〈cos(nψ)〉ψ = 0 for n > 1.
To verify the exact analytical result (4.130) for the total polarization, and to assess the scope of
the approximation (4.132), I numerically calculated the exact distributions f(r, ψ) [263] for several
radially symmetric activity steps. As in Sec. 4.6.2, the particle propels actively if its radial distance
r ≤ rif , and its swimming mechanism is switched off otherwise (see Fig. 4.10).
The left panel of Fig. 4.13 depicts the moments 〈cos(nψ)〉ψ, n = 0, 1, 2 calculated from
4
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Figure 4.13: Moments (Eq. (4.127), left) in the vicinity of a radially symmetric active-passive interface at r = rif =
10λp (see Fig. 4.10), and relative deviations of the total polarization (Eq. (4.115)/(4.130), right) from its approximate
value (4.132). The particle propels actively if its radial distance r ≤ rif and only diffuses otherwise. The overall
radial size of the system was chosen R = 20λp, and in the left figure a Péclet number P = v0/(2DDr) = 40 was
taken. The presented data was obtained using the exact numerically determined distribution f(r, ψ). The solid line
and circles in the right panel were determined from Eqs. (4.115) and (4.130), respectively.
Eq. (4.127) using the exact distribution f(r, ψ) for Péclet number P = 40. The moments are
normalized by the bulk density ρa in the active region. In the active region, the second moment
〈cos(2ψ)〉ψ is up to the active-passive interface largely negative rendering its contribution (4.129)
to the total polarization (4.130) positive. Since the amplitude of the second moment increases with
Péclet number, the approximate result for the total polarization (4.132) underestimates its exact
value the more the larger the particle activity, as can be inferred from the right panel of Fig. 4.13.
It shows that the relative deviation between the two reaches roughly 10 % for P = 50, and thus the
approximation (4.132) is reasonably accurate for experimentally realizable Péclet numbers [186].
The right panel of Fig. 4.13 also shows perfect agreement between the analytical result (4.130) and
the total polarization evaluated form Eq. (4.115) using the numerically determined density f(r, ψ).
4.7. Final Conclusion
In the paragraphs 4.1-4.4 I have discussed the physics of a single Janus-type swimmer at (straight)
planar one-dimensional activity profiles employing the (standard) ABP model. I showed that the
well-known, intuitive, and experimentally confirmed [243, 244] result that (1-particle) “density” ×
“swim speed” = const. [237] for run-and-tumble particles does not generally hold in situations of
continuous translational and rotational diffusion. I furthermore extended the analysis to the case
of orientation-dependent propulsion speeds [247], as often employed for force-free particle steering
[82, 83]. No such orientation dependence is needed, however, neither in the motility nor in the
physical interactions, to generate the experimentally observed characteristic polarization-density
patterns. This becomes explicitly clear from the precise analytical expressions for the case of a
sharp motility step derived in Sec. 4.3.1. They supersede a number of literature results. For
example, the Green-Kubo approach [238] of Ref. [156] would lead to a symmetric polarization
profile, described by a single characteristic length scale, while the interfacial layers actually have
distinct activity-dependent widths. Further, comparing analytical and exact numerical solutions, I
demonstrated the superiority of the approach presented in this chapter over attempts to push the
moment expansion for the 1-particle density to higher orders [203] (see App. 4.A.2). My explicit
results moreover verify a general relation derived in Ref. [249], namely that the total polarization




the osmotic pressure [240], is uniquely determined by bulk quantities, whereas the reverse statement
[154] does not generally hold. While the corresponding “sum rule” [249] promotes a nonequilibrium
flux (difference) to the status of a thermodynamic state variable, the interfacial polarisation and
pressure retain a fundamentally different status from that of molecules or passive colloids at an
equilibrium phase boundary. I finally showed that the highly accurate but approximate analytic
theory derived and discussed in paragraphs 4.2-4.3.5 of this chapter can be mapped onto an exact
solution of a 2-species run-and-tumble model. This link provides an intuitive physical picture that
elucidates my key findings and a physical explanation for the high accuracy and the broad range
of applicability of the presented analytical theory. Which thereby suggests itself as an efficient
practical tool for the approximate reconstruction of the full picture from incomplete and coarse-
grained active-particle data for more complex geometries and interacting many-body problems.
In the final paragraph 4.6, a first step towards the generalization of the results for straight planar
interfaces to curved activity profiles was taken. Approximate analytical formulas for polarization
and density profiles induced by a radially symmetric motility step were derived. These results
nicely agree with numerically determined exact solutions, even beyond the limit of small activities.
I further evaluated the effect of non-zero curvature of the active-passive interface on the polariza-
tion and density. Reduced polarization is smaller than for straight activity steps, whereas the ratio
of bulk densities is smaller/larger for concave/convex active-passive interfaces. Both the maximum
polarization and the bulk density ratio depend on the curvature of the interface. Furthermore, an
exact formula for the (radial) total polarization induced by an arbitrary radially symmetric ac-
tivity landscape was derived. Compared to the result for general one-dimensional planar activity
landscapes [249], the total polarization contains a non-local correction induced by the non-zero
curvature of the interface. The polarization is thus no longer solely determined by bulk variables.
These results prove that curved active-passive interfaces generally yield a geometry-induced contri-
bution to the emergent density and polarization profiles, and the associated total polarization and
bulk density ratio. These results would be surprising for a system in thermodynamic equilibrium
with solid walls, whose shape does not affect bulk properties. However, they might be expected
for the active-matter system at hand, as it operates in a non-equilibrium steady-state. Indeed, the
dependence of bulk properties in active-matter systems on the shape of their physical boundaries
has been observed in Refs. [277–280].

Appendices
4.A. Straight Activity Step
4.A.1. Density Ratio and Total Polarization
Density ratio:
Introducing the auxiliary quantities βA,a ≡ pmaxvA,aλA,a/[Dρ(0)], Eqs. (4.27) and (4.28) evaluated
at x = 0 and x→∞, respectively, yield
ρ(0)− ρA = ρ(0)βA (4.133)
ρa − ρA = ρ(0)(βa + βA). (4.134)


















from Eq. (4.29), implies ρa/ρA = λa/λA, as given in Eq. (4.30).
Total Polarization:
From Eq. (4.31) one knows that the total polarization Ptot is given by pmax(λA+λa). The coefficient
pmax can be expressed as D(ρa − ρA)/(vAλA + vaλa) by virtue of Eq. (4.134). Hence, the total
polarization reads




Using ρa/ρA = λa/λA, one finds that
Ptot = D







(vaρa − vAρA). (4.139)
Using the formula ρa/ρA = λa/λA and the definition (4.135) of λA,a, the factor in front of the term
in parentheses turns out to be equal to −1/(2Dr). One thus obtains Ptot = (vAρA − vaρa)/(2Dr),
as stated in Eq. (4.31).
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4.A.2. Truncation after 3 Terms
As in Sec. 4.3.1, let us consider the situation of a straight planar activity step for which the
stationary FPE reads (4.34)
0 = D∂2xf +Dr∂2θf − ∂x(fv cos θ), (4.140)
with a constant propulsion speed v for x ≶ 0, respectively, and the sudden activity jump at x = 0.
In contrast to Eq. (4.4), let us now truncate the exact moment expansion of f with respect to θ
after the first three terms, that is,
f(x, θ) = 12π
[
ρ(x) + 2p(x) cos θ + 2q(x) cos(2θ)
]
, (4.141)
with the density ρ(x) =
∫ 2π
0 dθ f , the polarization p(x) =
∫ 2π
0 dθ f cos θ , and the newly intro-
duced quantity q(x) ≡
∫ 2π
0 dθ f cos(2θ). (The quantity q/ρ might be interpreted as nematic-order
parameter [267].) Plugging the approximation (4.141) in to the FPE (4.140), multiplication by 1,
cos θ and cos(2θ), and subsequent integration over θ delivers the moment equations






Dq′′ = 4Drq +
(vp)′
2 . (4.144)





Proceed by separately solving Eqs. (4.143) and (4.144) in the negative and positive half space within
which the propulsion speed is respectively constant. Using the flux-balance condition (4.145),
Eqs. (4.143) and (4.144) can conveniently be written as Y ′ = Λ3Y in each halfspace, where I
introduced Y ≡ (p, q, p′, q′)> and the matrix
Λ3 ≡

0 0 1 0
0 0 0 1
1/λ2 0 0 1/(2D)
0 4/λp v/(2D) 0
 , (4.146)
with λp = (D/Dr)1/2 and the characteristic length scale λ = [Dr/D + v2/(2D)]−1/2, as defined in
Eq. (4.20).
In complete analogy to the approach discussed in 4.3.5 for nudging layers, the eigenvalues and
eigenvectors of Λ3 determine the solution Y , and thus p(x) and q(x) [cf. Eqs. (4.63)-(4.66)]. The
density profile is then readily obtained by integrating Eq. (4.142). All emerging coefficients are
fixed by boundary and continuity conditions. For an infinite planar system with an activity step
at x = 0, it is reasonable to demand p(|x| → ∞) = 0 and q(|x| → ∞) = 0 (natural boundary
conditions). At the active-passive interface, ρ, p and q must be continuous. The jump conditions
for p′ and q′ at x = 0 are obtained by integrating Eqs. (4.143) and (4.144) from −ε to ε and
subsequently sending ε to zero. Specifying the considered activity step profile to v(x) = v0 for
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Here, the subscripts, (a) and (p), denote the active region (x < 0) and the passive region (x > 0),
respectively.
The green dashed lines in Fig. 4.14 depict ρ(x), p(x) and q(x), divided by the bulk density ρa
of the active region, for three distinct values of the Péclet number P = v20/(2DDr). All profiles are
compared against exact numerical solutions [263] and the approximate analytic solutions presented
in Sec. 4.3.1, which were obtained by truncating the moment expansion (4.141) after the first two



























































Figure 4.14: Reduced density ρ(x), polarization p(x) and “nematic order” profiles q(x) in the vicinity of an active-
passive interface at x = 0 (left: active, right: passive) for three distinct Péclet numbers P. All quantities are
normalized by the bulk density ρa in the active region. Green dashed curves were obtained by solving Eqs. (4.145)-
(4.148), whereas the black dotted lines are calculated in the same way as described in Sec. 4.3.1. Exact numerical
solution were obtained using the method of Ref. [263].
represent the “nematic order” profile, as can be inferred from the dotted horizontal lines in the
bottom row of Fig. 4.14. The profiles q(x) obtained from the higher-order approximation agree
qualitatively with the numerical solutions, but show declining quantitative agreement as Péclet
numbers increase. This mismatch leads to severe quantitative differences in the polarization and
the density profiles, as shown in the middle and upper row of Fig. 4.14. Surprisingly, the analytic
solutions pertaining to the closure q(x) ≡ 0 (black dotted curves) deliver a superb agreement
with the exact numerical solutions even for P = 10. This remarkable accuracy stems from the
4
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Figure 4.15: Activity profiles v(x) considered to demonstrate that the integral U vanishes. In the left plot, ν±ij
denote the transition rates of particles species (±) from the left to the right bulk region and vice versa. In the right
plot, v1,2 denote the constant activities in the middle and the outer regions, respectively, which are connected by
the profiles v12(x) and v23(x).
equivalence between this approximate model and the exactly solvable 2-species model introduced
and discussed in Sec. 4.4.1.
4.A.3. Vanishing Integral












with the emerging functional U defined in Eq.(4.45). In the following, it will be shown that U
vanishes if the densities ρ(x0) and ρ(x) correspond to the constant bulk densities outside the
interface region with changing activity.
First, consider the two-species model of Sec. 4.4.1 with an arbitrary activity profile v(x) whose
inhomogeneities are localized around a finite region beyond which the velocity assumes a single
constant value, see Fig. 4.15 a). The corresponding constant bulk densities are referred to as ρi,
i = 1, 2, in the following. In the bulks, the polarization vanishes and thus the concentrations
n
(i)
± = ρi/2 of the individual species coincide. The corresponding fluxes between the two bulk



















where the transition rates ν±ij of particle species (±) between the bulk region i and j were intro-
duced. In the steady state, the (anti-)symmetry between the two particle species implies ν+12 = ν
−
21
and ν−12 = ν
+
21. Flux balance J12 = J21 then induces ρ1 = ρ2. For an arbitrary activity profile v(x)
with bulk activities given by a single constant, Eq. (4.149) thus implies that 1 = ρ1/ρ2 = eU and
hence U = 0.
Now, consider activity profiles of the form sketched in Fig. 4.15 b). Two bulk regions with
constant activity v1 are interconnected via an intermediate bulk region with a constant activity
v2 6= v1 by two arbitrary activity profiles, v12(x) and v23(x). The first part of the proof implies
that the density ratio ρ1/ρ3 = 1 as the activity in the outer bulk regions is equal and constant. One
thus knows that 0 = U [v12, v23] = U12[v12] + U23[v23], where the integrals U12, U23 pertaining to
the two parts v12(x) and v23(x) of the activity profile were introduced. Since the total integral has
to vanish for any intermediate set of activity gradients, the integrals U12 and U23 can only depend
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on bulk values of the activity, not on the details of the intermediate activity profiles. This means
that the same U would be obtained for the sharp activity step as for any other profile mediating
between the two bulk activities. But for the sharp step applies the discussion in Sec. 4.3.1 showing
that U = 0. Therefore, for the 2-state model, the integral U evaluated between two bulk positions
x1 and x2 always vanishes and ρ1/ρ2 =
√
Deff(x2)/Deff(x1).
In the two-species model, the particle orientation hops between the two orientations with a
transition rate. In the continuous model, the orientation diffuses in a continuum of orientations.
However, this difference does not break the symmetry of the model which is the key for this proof.
To each particle orientation there is still an anti-oriented particle with the same absolute value of
projection of its velocity onto the x-axis and the opposite velocity. Realizing this fact, the proof
for the two-species model applies also to the continuum model.
The generalization can be formalized by introducing a (2N)-species model, N > 1. Now assume
that the fluxes (4.150) and (4.151) correspond to the auxiliary process of left and right jumping
particles, which have 2N contributions. Exploit that in the steady state, each particle species has
an equivalent “anti-species” with equal transition rate to jump in the opposite direction. As for
the 2-species model, flux balance then again induces ρ1 = ρ2, and thus U = 0. The generalization




















where the index k runs over all particle species. As both effective transition rates are equal in the
steady state, one can proceed the proof as in the previously considered discrete scenarios.
This proves also for the continuous model that the functional U depends on the bulk values
of the activity profiles only. Despite its impressive accuracy, the analytical theory developed in
Sec. 4.3 for this case is only an approximation and thus not able to guarantee that U = 0 holds
exactly for the activity step, but supportive numerical evidence is provided in Fig. 4.2.
4.A.4. Finite System – Determining the Coefficients
The general solutions (4.47) and (4.48) to the particle’s density distribution ρa/p(x) and polar-
ization pa/p(x) within the active (0 ≤ x ≤ xif) and passive (a < x ≤ L) region, respectively,
read




































ρp(x) = ρa(xif) = const. (4.157)
4
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The emerging integration constants Ca and Cp are fixed by the matching conditions











Before employing the condition (4.159), let us exploit the normalization condition
∫ L
−L dx ρ(x) = 1






























































































Finally, plugging this result into Eq. (4.159) and using Eq. (4.160) for Cp renders a linear equation





























The approximation coth((L − xif)/λp) ≈ 1 in the above equations then leads to the polarization
and density profiles (4.51)-(4.54) given in the main text.
4.B. Comparison Experiment and Theory
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4.B. Comparison Experiment and Theory
The following two figures depict the experimentally obtained density and polarization profiles, ρ(x)
and p(x), for various particle activities, characterized by the experimental estimate for the Péclet
number P ≡ v20τa/(2D). Here, v0, D and τa respectively denote the measured in-plane propulsion
speed, translational diffusion coefficient and characteristic decay time of the swimmer’s in-plane
orientation within the active region. The solid lines depict the exact numerical solutions obtained
from solving the full ABP model, whereas the dashed curves correspond to the approximate analytic
solutions discussed in Sec. 4.3.3. The experimental profiles for P = 55.61 are the ones displayed in
Fig. 4.5 (c) and (d) of the main text.
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Figure 4.16: Density Profiles. Upper and lower horizontal straight lines denote the bulk densities ρp, ρa of the
passive (left) and active (right) regions, respectively. Vertical lines mark the boundaries of the active-passive arena
to the nudging layers.



























































































Figure 4.17: Polarization Profiles. Thin vertical straight lines mark the boundaries of the active-passive arena to
the nudging layers.
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4.B.1. Nudging Layer
Continuous-angle model




of the polarization profile p(x), its derivative, and the density ρ(x) obeys an equation of the form
X ′ = ΛX. In contrast to the discussion in the main text let us now resort to a dimensionless
description by introducing λp =
√
D/Dr as natural unit of length. The matrix Λ can then be












The quantities I(1,2)ρ,p , defined in Eqs. (4.59)-(4.62), characterize the influence of the restricted
acceptance angle α on the heating laser. Clearly, the eigenvalues λ−1ni of the matrix Λ determine
the general solution X(x). The characteristic equation
∣∣Λ− λ−11∣∣ = 0 renders the cubic equation
















Using the Tschirnhaus-Vieta approach to the solution of cubic equations, one finds that all three



































where the following auxiliary quantities were introduced:
q ≡ 3b− a
2
9 , (4.173)









The dependence of the eigenvalues λ−1ni on the particle’s propulsion speed (or Péclet number) and
the acceptance angle α are graphically discussed in Sec. 4.3.5 of the main text as the analytical
expressions above lack an immediate physical insight.
4.B. Comparison Experiment and Theory
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Figure 4.18: Comparison of eigenvalues. Left panels: In a), Eigenvalues λ−1ni pertaining to the continuous-angle
model are plotted against the Péclet number P using equations (4.170)-(4.172) for two fixed acceptance angles,
α = 45° (dotted curves) and alpha = 90° (solid curves). The dashed gray curve corresponds to the inverse length
scale (or eigenvalue) λa−1 =
√
1 + P of a symmetrically active polarization layer. In c), the absolute values of
eigenvalues λ−1ni are presented on a double-logarithmic scale. Right panels: The same eigenvalues pertaining to the
2-species model (cf. Sec. 4.4.1) are plotted against the corresponding Péclet number P2 on a linear-linear [b)] and
a double logarithmic scale [d)]. The gray dashed curve corresponds to λa−1 =
√
1 + P2, the (inverse) natural size




As derived in Sec. 4.4.1, the governing equations for the polarization and density profiles within
the framework of the 2-state model are structurally equivalent to those of the previously discussed
continuous-angle model, namely X = Λ2X. In a dimensionless description (lengths expressed in
units of
√



















where the Péclet number P2 ≡ v2/(2kD) corresponding to the 2-species model was introduced. The
characteristic polynomial




P2, b ≡ −1, c ≡
√
P2/2. (4.177)
The solutions are obtained using the same method as in the previous section (Tschirnhaus-Vieta
approach).
4
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Table 4.1: Behavior of the eigenvalues λ−1ni and λa
−1 for the continuous model (column P) as well as the 2-species
model (column P2) for small Péclet numbers.
Comparison
The upper panels of Fig. 4.18 compare the eigenvalues λ−1ni pertaining to the continuous model
[a)] to those corresponding to the 2-state model [b)]. One infers that, within the plot range, the
eigenvalues of both models display the same qualitative behavior. This observation proves the
intuitive conjunction that the 2-species model can serve as a simple model to explain the physics
underlying the polarization and accumulation effects. There are, nevertheless, quantitative and
qualitative differences between the two models. This becomes obvious from the lower panels of
Fig. 4.18, where I plotted the absolute value of the eigenvalues λ−1ni of both models on a double-
logarithmic scale to visualize their behavior for large Péclet numbers. I will qualitatively compare
both models in the following. Besides Fig. 4.18, I will refer to the content of Tab. 4.1 showing
the limiting behavior of all eigenvalues for low Péclet numbers. During the following discussion I
will use the notion P(2) in order to refer to both Péclet numbers P and P2. Let us first focus on
the eigenvalue λ−1n1 , which, for low Péclet numbers, increases proportionally to
√
P(2), irrespective
of the underlying model. The (inverse) characteristic size λa−1 of a fully active polarization layer








2-species model, as can be inferred from Fig. 4.18 b) and d). The situation is more complicated
for the continuous model as can be seen in Fig. 4.18 a) and c). Depending on the acceptance angle
α, λ−1n1 can be smaller or larger than λa
−1, for moderate and large P. As numerically determined,
choosing α ≡ α2 ≈ 0.373π, one has λ−1n1 ∼
√
P for P  1, similar to the the 2-species model. For
α ≶ α2 one has λ−1n1 ≶ λa
−1 for sufficiently large P. Note however that the limit P  1 must be
treated with great caution as the orientationally continuous model is based on an approximation
(4.4) that looses its justification for large Péclet numbers. Next, focus on the eigenvalue λ−1n2 . For
both the continuous and the 2-species model, λ−1n2 grows proportionally to the square root of the
respective Péclet number in the case P(2)  1. As can be inferred from Fig. 4.18 d), in the limit
P2 → ∞, the eigenvalue λ−1n2 → 1/
√
2 (horizontal line) for the 2-species model. Thus, for infinite
activity, the nudging layer decays exponentially (since λn1 → 0) over a characteristic length λn2
proportional to the extent of a passive layer. This limiting behavior becomes intuitively clear
by the observation that one particle species is instantaneously removed from the nudging region
(λn1 = 0) while the other species undergoes ordinary diffusion (λn2 ∝ λp) until its orientation flips.
Regarding the behavior of λ−1n2 within the continuous model, I refer to Fig. 4.18 c). The eigenvalue
λ−1n2 first seems to approach a constant value close to 1/
√
2 as well, but eventually starts to grow
again for further increasing P. Similar to λ−1n1 , λ
−1
n2 grows proportionally to
√
P for P  1. Both
eigenvalues differ, however, by 2-3 orders of magnitude in this limit, depending on the choice of
the acceptance angle α. I emphasize that the limiting behavior of λ−1n2 for P  1 is unphysical.
4.C. Curved Activity Step
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At infinite propulsion speed, particles are instantaneously nudged back to the interface as soon as
their orientation lies within the acceptance range. The distance covered by Brownian motion until
proper re-orientation is proportional to
√
D/Dr. Therefore, as for the 2-species model, the nudging
layer should decay exponentially over said length scale for P → ∞. Figure 4.18 c) shows that the
unphysical increase of λ−1n2 sets in at P ≈ 50-100, depending on the choice of the acceptance angle
α. Finally, the eigenvalue λ−1n3 remains negative for all Péclet numbers P(2) within both models.
While approaching the value −1/
√
2 in the limit P2 →∞ for the 2-species model, λ−1n3 approaches
zero as 1/
√
P for P  1 within the continuous model. The behavior of λ−1n3 for large Péclet
numbers is unphysical for the same reason as for λ−1n2 .
4.C. Curved Activity Step
4.C.1. Polarization Peak and Density Ratio
Within the active (r < rif) and passive region (r > rif) the general solution of the respective
polarization and density profiles read [Eqs. (4.100) and (4.101)]






















ρp(r) ≡ ρa(rif) ≡ ρp = const., (4.181)
with ρa ≡ ρa(0). The emerging integration constants Ca and Cp follow from the continuity condi-
tions
pa(rif) = pa(rif), pa′(rif)− pp′(rif) =
v0
2Dρ(rif), (4.182)





For the sake of brevity, I introduce the abbreviations In ≡ In(rif/λa) and Kn ≡ Kn(rif/λp). The
second condition in Eq. (4.182) yields
pa




















Knowing that the polarization peaks exactly at the interface (see Fig. 4.11), it follows from
Eqs. (4.178) and (4.181) that the maximum relative polarization p(rif)/ρ(rif) is given by CaI1/ρp.
4
86 4. Density-Polarization Patterns in Motility Gradients












as given in Eq. (4.107). The relative density profile, (ρ − ρa)/ρp, and thus also the bulk density
ratio, ρa/ρp, can be obtained using Eqs. (4.180), (4.181), and (4.185) and a similar approach.
4.C.2. Inverse Setup: Interior passive – Exterior active
Consider an infinite planar setup where the particle is passive for r < rif , and otherwise active. In
analogy to the calculations in App. 4.C.1 one now has
pp(r) = CpI1(r/λp), (4.188)
pa(r) = CaK1(r/λa), (4.189)
ρp(r) ≡ ρa(rif) ≡ ρp = const., (4.190)







Note that the argument of I1 (K1) now carries λp (λa) as characteristic length scale. Integration

















where I used the abbreviations In ≡ In(rif/λp) and Kn ≡ Kn(rif/λa). Reduced density and









the (negative) polarization peak and the bulk density ratio are given by
p(rif)
ρ(rif)










Both quantities are plotted in Fig. 4.11 e) and f) (dotted lines). For rif → ∞, both approach the





Mesoscale phenomena are at the core of current research in hard and soft matter systems [281, 282].
The reason for this is at least twofold. Firstly, some of the most interesting states of matter are
not properties of single atoms or elementary particles, but emerge from many-body interactions at
the mesoscale; e.g., the mechanical strength of many materials is determined by low-dimensional
mesostructures. Secondly, these interesting mesoscale properties are often insensitive to molecular
details and amenable to widely applicable coarse-grained models that provide both physical insight
and efficient control [283]. Extensive atomistic computer simulations can therefore usually be
bypassed either by much more efficient coarse-grained numerical techniques [138, 284, 285] or
even by analytical methods [139, 286]. Both exploit the universality of the mesoscale physics to
compute experimental observables without having to resolve the atomistic details. The price one
pays for this efficiency is that fluctuations, which are increasingly important in biophysical and
nanotechnological applications [58, 59, 82, 83, 287], may get renormalized or even inadvertently
lost upon coarse graining. It is then not always obvious how they have to be properly re-introduced
when need arises [288]. Systems with non-equilibrium mesoscale fluctuations, such as suspensions
of self-propelled particles and other active fluids [29, 191], are of particular interest in this respect.
One might imagine an approach based on non-equilibrium thermodynamics, which, like hydro-
dynamics itself, is often valid down to the nanoscale, if judiciously applied [289]. But this theory’s
starting point is a macroscopic deterministic one, without fluctuations, so that it is natively blind
to the refinements I am after in this chapter. The framework of stochastic thermodynamics would
seem more appropriate, but, in its current formulations, temperature gradients, which are of par-
ticular interest throughout this whole thesis, are explicitly excluded [148]. So, the question that
this chapter will address, namely how non-isothermal and other non-homogeneous fluctuations
scale under hydrodynamic coarse-graining, is not only of practical interest, but is also a profound
theoretical problem that affects the construction of hydrodynamic theories, in general.
The strategy in this chapter, which closely follows Ref. [290], is to start from a complete
atomistic description of a well-defined model system that allows for analytical progress, yet provides
87
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Figure 5.1: Sketch of a heated spherical Janus particle coated with a thin gold layer on one hemisphere, propelling
at swim speed vtp along its symmetry axis (red arrow). A reference frame attached to the particle’s geometric center
has its z-axis aligned with the symmetry axis, pointing towards the uncoated hemisphere. The polar angle between
the position vector r and the z-axis is denoted by ϑ.
the basis for simulating a number of innovative technologies [58, 59, 82, 83, 291]. The system
is a solvent of Lennard–Jones atoms with embedded nanoparticles that are themselves made of
Lennard–Jones atoms but maintained in a solid state by additional FENE1 attractions. The
computer simulation of the model reveals that, even upon mesoscopic heating, nanoparticles and
solvent admit a local-equilibrium description in which a (molecular) temperature field T (r, t) can
be defined that represents the local molecular temperature at position r and time t almost down
to the atomic scale. In other words, the notion of a rapid local thermalization of the molecular
degrees of freedom, in the conventional sense of canonical equilibrium, is still reasonable, even for
very small volume elements. As it turns out though, important hydrodynamic degrees of freedom
of the system are, in general, not locally thermalized at T (r, t), unless this field is everywhere
equal to the constant ambient temperature T0 (in which case the fluid is in a global isothermal
equilibrium). In other words, there is a priori no obvious recipe how to canonically construct an
“average molecular temperature” that would allow to start from the atomistic model and move
up to a coarse-grained description by some straightforward low-pass filtering. In the following
I demonstrate what can be done, instead, and why and how the resulting coarse-grained model
deviates from naive expectations.
5.2. Atomistic Model of A Hot Janus Swimmer
Consider a heated metal-capped Janus sphere immersed in a fluid as depicted in Fig. 5.1 (alongside
some notation). In order to resolve microscopic details, such as the interfacial thermal resistance
and the mechanism of thermophoresis [48], the simulation used here is based on a schematic
molecular model, in which both the fluid and the Janus particle are atomistically resolved. All












(truncated at r = 2.5σ). Henceforth, lengths, energies and times are measured in terms of the
Lennard–Jones units σ, ε, and τ ≡
√
mσ2/ε, respectively, where m denotes the atomic mass. The
solvent molecules always interact via the standard Lennard-Jones potential, i.e., cαβ = css = 1. The
Janus particle constitutes a spherical cluster of Lennard–Jones atoms additionally bound together
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, with the spring constant κ = 30 ε/σ2 and
R0 = 1.5σ justified in [292]. The prefactor cαβ in Eq. (5.1) determines the position (2σ6/cαβ)1/6
of the interaction potential’s minimum. By varying cαβ one can tune the wetting properties of the
nanoparticle surface and thereby its Kapitza heat resistance [293, 294]. To mimic the anisotropic
physio-chemical properties of Janus spheres, typically realized in experiments [54, 83] by capping
one hemisphere of a polystyrene (p) bead with a thin gold (g) layer, the parameters cgs and
cps, representing gold-solvent (gs) and polystyrene-solvent (ps) interactions, respectively, were
employed. The gold cap is modelled by a 1σ-layer of Lennard–Jones particles on one hemisphere.
In order to achieve sizeable thermophoretic motion, the imperfect heat conduction between the
swimmer’s surface and the adjacent fluid due to the Kapitza heat resistance is important [175].
In the simulations, a periodic cell of length L = 50σ was filled with 107233 solvent molecules,
and the Janus sphere, which itself is composed of 767 atoms constituting a particle of radius
R ≈ 5σ. With an integration time step of 0.005 τ , the simulations then proceed as follows: First,
the system is equilibrated in the NPT ensemble using a Nose-Hoover thermostat and barostat
at a temperature of T0 = 0.75 ε/kB and a thermodynamic pressure of p = 0.01σ3/ε to ensure
equilibration of the Lennard-Jones fluid into a liquid state [295, 296]. In the subsequent heating
phase, a momentum conserving velocity rescaling procedure was applied to thermostat the gold
cap atoms at a temperature TP > T0 while keeping the solvent atoms whose distance from the
Janus particle is larger than 22σ at T ≡ T0. I note that other researchers used different methods
to conserve the total energy of similar thermophoretic-microswimmer systems, e.g. following a
dissipative-particle-dynamics approach with energy conservation [297] or combining molecular-
dynamics (MD) simulation methods with multiparticle collision (MPC) dynamics [298]. The data
shown in App. 5.A demonstrates that the described procedure indeed realizes sizable self-propulsion
of the Janus particle. Its propulsion speed and direction are determined by the wetting parameters
cαβ of the interaction potential (5.1) and the heating temperature TP of the gold cap [175].
Colloidal thermophoresis has been studied extensively by means of mesoscopic theories and
(atomistic) computer simulations. For example, thermal conductivity and thermodiffusion in
nanofluids were studied in [299, 300] by means of nonequilibriumMD simulations, whereas Refs. [175,
233, 301–303] focused on the realization of self-phoretic microswimmers and the study of their
dynamical properties utilizing MPC and/or MD simulation methods. Moreover, molecular simula-
tions were used to quantify thermo-osmotic forces and the associated thermo-osmotic slip [304–306],
also employing MPC and MD methods. Thermal nonequilibrium transport in colloids and the role
of hydrodynamic slip were theoretically studied in [50, 307], and a unified description of colloidal
thermophoresis was suggested in [308] using a nonequilibrium-theromodynamics approach. Fur-
thermore, different minimal models have been employed, e.g., to derive an interfacial force (density)
from a gradient in a certain potential that is associated with the colloid [309–313]. The following
paragraphs focus on a specific aspect, which has received relatively little attention so far, namely
the enhanced thermal fluctuations experienced by a heated Brownian particle in its (self-created)
non-isothermal environment. The swimmer’s so-called hot Brownian motion inevitably interferes
with its self-propulsion randomizing particle position and orientation. In the following paragraph,
the crucial elementary notion for theories of hot Brownian motion, namely that of a molecular
temperature field at which the Lennard–Jones fluid locally equilibrates, is properly introduced,
analytically studied and tested against simulation results.
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5.3. Molecular Temperature Fields
In order to justify the concept of a molecular temperature field T (r, t), the average kinetic energy
of the fluid atoms within (i) thin concentric spherical shells of radial thickness ≈ 1σ around
the particle’s geometric center and (ii) angular bins of size π/10 around the Janus sphere were
measured by Richard Pfaller and Prof. Dr. Dipanjan Chakraborty (IISER Mohali). Due to the
symmetric particle composition, one expects the temperature profile to depend only on the radial
distance r from the particle’s geometric center and the polar angle ϑ with respect to its symmetry
axis. Figure 5.1 supports these considerations visually. The corresponding angle-averaged and
radially averaged temperature profiles, 〈T 〉ϑ(r) and 〈T 〉r(ϑ), are presented in Fig. 5.2 for various
heating temperatures TP of the gold shell. In accordance with previous studies regarding isotropic,
homogeneously heated Brownian particles [227, 314, 315], one finds the temperature profiles to
be stationary, as expected from the strong time scale separation between the swimmer’s motion
and the kinetic and energetic equilibration in the solvent. A simple estimate of the particle’s
diffusivity D was employed and compared against heat diffusivity DT and the coefficient ν of
vorticity diffusion [303, 314]. From the measured compressibility κ, viscosity η, fluid density
% and specific heat cp of the bulk solvent at the thermodynamic state of (T0, p), one obtains
DT ≡ κ/(%cp) ≈ 2σ2/τ and ν ≡ η/% ≈ 3σ2/τ , while the measured diffusivity of the Brownian
particle at the same thermodynamic state amounts to D ≡ kBT/(6πηR) ≈ 0.003σ2/τ . This strong
time scale separation will be exploited in Sec. 5.5 to estimate the effective temperatures governing
the particle’s enhanced, hot Brownian motion.
Let us start the following discussion with the thermodynamic description of heat conduction.
In steady state, the heat conduction equation for the temperature profile T (r) reads [316]





= ∇κ(r) ·∇T (r) + κ(r)∇2T (r), (5.3)
where κ(r) denotes the heat conductivity and Q(r) is the heat flux absorbed by the gold cap.
Equation (5.3) is accompanied by boundary conditions at the particle surface r = R. In the MD
simulations described above, a sudden temperature drop at the particle-fluid interface signifies a
substantial Kapitza heat resistance. In the simplified theory, I neglect this effect and enforce the
continuity of the temperature profiles inside and outside the particle, Tin(R,ϑ) = Tout(R,ϑ), for
the sake of simplicity. Closely following the derivations in [92], continuity in the normal component
of the heat flux,
κin∂rTin = κout∂rTout for 0 ≤ ϑ ≤ π/2, (5.4)
is demanded along the uncoated part of the Janus sphere. Motivated by its very large heat conduc-
tivity, the gold cap of the Janus sphere is modelled as an isotherm kept at a surface temperature
T (R,ϑ) = T0 + ∆T for π/2 ≤ ϑ ≤ π, (5.5)
where ∆T denotes the increment relative to the ambient temperature T0 of the fluid. Furthermore,
the heat conductivities are set κin = κout ≡ κ for the remainder of this paragraph. Besides, I
henceforth omit the subscript for the outer temperature profile, Tout ≡ T , as the temperature
profile inside the particle is not relevant in the following. If, as a first crude approximation, one
finally assumes that κ = const. throughout the whole system, the temperature field T (r, ϑ) is given
























2k + 1 . (5.7)





2l + 1δkl, (5.8)
and with the short-hand notation c ≡ cosϑ, the angle-averaged temperature profile 〈T 〉ϑ(r) sim-
plifies to
T0 + 〈∆T 〉ϑ =
∫ π

























Using the ambient fluid temperature T0 and the surface increment ∆T as free parameters, I
fitted Eq. (5.11) to the numerically simulated average temperature profiles. The resulting fits are
presented in Fig. 5.2 (a) for three distinct heating temperatures (dotted curves). Matching the
measured temperature profiles well at larger distances, the theory curves slightly but systemati-
cally underestimate the numerical data closer to the particle surface. As a result, the mean surface
temperature increment 〈∆T 〉ϑ and thus, via Eq. (5.12), also ∆T itself, are underestimated. This
becomes even more pronounced when comparing measurements of the radially averaged tempera-
ture data 〈T 〉r(ϑ) to the corresponding radial average of the theory curve (5.6) as shown in Fig. 5.2
(b) and (c). The former plot depicts 〈T 〉r(ϑ) close to the particle surface, whereas for the latter
one, the average went up to a distance 2.5σ away from the swimmer’s surface. In both cases
the dotted theory curves lie significantly below the numerical data, especially on the coated part
(π/2 ≤ ϑ ≤ π) of the particle.
The described shortcomings of the theoretical temperature profile (5.6) can be improved by tak-
ing the temperature dependence of the heat conductivity κ(T ) of the fluid into account. For the
studied Lennard–Jones fluid, the heat conductivity approximately follows a (T−1)-law [314]. Plug-
ging κ ∝ 1/T into Eq. (5.3), the ansatz T (r, ϑ) = T0 exp[Ψ(r, ϑ)] yields the equation ∇2Ψ(r, ϑ) ∝
Q(r, ϑ) for the auxiliary dimensionless field Ψ(r, ϑ). Sticking to thick-cap boundary conditions,
(5.4) and (5.5), Ψ(r, ϑ) solves the same boundary value problem as the temperature field in
5
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Figure 5.2: Mean fluid temperatures extracted from MD simulations (symbols) with wetting parameters cgs = 2 and
cps = 1 compared to theory (curves). (a) Mean fluid temperature at radius r averaged over thin concentric spherical
shells of thickness 1σ for three different heating temperatures TP of the gold cap. The Janus spheres’ surface is
indicated by the gray bar. Using T0 and ∆T as free fit parameters, theory curves are obtained from Eq. (5.11)
(dotted), and ϑ-averaging the dipole approximation of Eq. (5.13) (solid). Inset: Data collapse for three distinct
heating temperatures. Open/Colored symbols refer to left/right y-axis and denote reduced temperatures. The
latter are obtained according to the l.h.s. of Eq. (5.16)/(5.15) using the fitting parameters (T0,∆T ) / (T0, 〈∆T 〉ϑ),
which are obtained as in (a). Black solid and dashed lines represent a R/r and B0R/r decay, respectively, with
B0 = 1/2+1/π, Eq. (5.7). (b)/(c) The measured radially averaged fluid temperature as a function of the polar angle
for two distinct heating temperatures, averaged up to a distance of 0.1σ and 2.5σ from the surface, respectively.
For the dotted theory curves I radially averaged the first 100 terms of Eq. (5.6), while the solid lines were obtained
from the first 100 terms of the numerically averaged profile in (5.13); parameters T0, ∆T as obtained in (a).





for π/2 ≤ ϑ ≤ π. Hence, the solution for Ψ(r, ϑ) equals the one
given in Eq. (5.6) upon replacing T0 → 0 and ∆T → ln(1 + ∆T/T0). The resulting temperature
field eventually takes the form








As detailed in App. 5.B, an analytic expression for the radially averaged temperature field 〈Tκ〉ϑ(r)
can be calculated when truncating the infinite series in the exponent of Eq. (5.13) after n = 1
(dipole) or n = 2 (quadrupole). The solid curves in Fig. 5.2 (a) correspond to the averaged dipole
approximation, which represent the simulation data very well, also close to the particle surface.
The quadrupole approximation is practically indistinguishable from it and is therefore not depicted
in Fig. 5.2 (a). Remarkably, also the temperature field [314]
〈T 〉ϑ(r) = Thom(r) = T0
(




of an isotropic particle homogeneously heated up by 〈∆T 〉ϑ delivers great fits to the data. Here,
T0 and 〈∆T 〉ϑ served as fit parameters. Since the corresponding fits to the temperature profiles
would be indistinguishable from the solid curves, I illustrated the superiority of Eq. (5.14) over fits
via the κ = const. approximation, Eq. (5.11), in the inset of in Fig. 5.2 (A). The colored symbols
5.4. Hot Brownian Motion
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and black solid curve therein show that measured average temperature profiles 〈T 〉ϑ for distinct
heating temperatures nicely collapse into a single curve described by
ln(〈T 〉ϑ/T0)




which follows from rearranging Eq. (5.14). In contrast, the collapse falls short close to the particle
surface when reducing the temperature profiles according to Eq. (5.11),





as can be inferred from the open symbols and dashed curve. This indicates that, close to the
particle surface, the characteristic decay of 〈T 〉ϑ(r) is significantly influenced by the temperature
dependence of the heat conductivity κ(T ), whereas heterogeneities in the particle-fluid interactions
can be subsumed into a single (fit-)parameter 〈∆T 〉ϑ. In order to resolve the angle dependence
of the temperature profile, one has to resort back to Eq. (5.13). Using the obtained optimal
fit parameters for T0 and ∆T , the angle-resolved temperature profiles 〈Tκ〉r(ϑ) were numerically
determined. They improve the quantitative agreement with the simulation data, as the solid curves
in Fig. 5.2 (b) and (c) indicate. Moreover, the theory curves in both panels are free of spurious
fluctuations that were present in previous attempts to fit the angle-resolved temperature profiles
[175].
The measured temperature profiles in Fig. 5.2 (b) also show that for ϑ ∼ π/2, the metal cap
is not well described by an isotherm. Thus, the theoretical prediction slightly overestimates the
temperature profile in those regions. Also, close to the pole of the particle’s uncoated hemisphere
(ϑ ∼ 0) the measurements indicate a slight temperature increase — an effect that fades further
away from the particle surface as Fig. 5.2 (c) shows. The investigation of this effect bears potential
for future studies as it might indicate a feedback of the particle’s hydrodynamic flow field [92]
onto the temperature profile. Further improvement of the fits might be obtained by taking the
numerically observed Kapitza heat resistance into account.
Having justified the notion of a local molecular temperature, let us next exploit the aforemen-
tioned Brownian time scale separation in order to calculate the effective nonequilibrium tempera-
tures THBM that characterize the Janus particle’s overdamped hot Brownian motion.
5.4. Hot Brownian Motion
As encountered quite a few times in the course of this thesis, a hot nanoswimmer is inevitably
subject to Brownian motion, which randomizes the path of the particle in both position and
orientation. In the classical Langevin picture of equilibrium Brownian motion, the Sutherland-
Einstein relation
D = kBT 0/ζ (5.17)
for the particle diffusivity D guarantees that the stochastic forces driving the Brownian particle
balance the losses by the friction −ζV , with friction coefficient ζ and velocity V , such as to
maintain the Gibbs equilibrium at the temperature T0. Equation (5.17) links the atomistic world,
represented by the Boltzmann constant kB, to mesoscopic transport coefficients, D and ζ. The
existence of such a fluctuation-dissipation relation is often taken for granted even when there
are temperature gradients present in the solvent, as is the case for heated nanoparticles. In this
5
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situation, however, the stochastic force on the particle must be evaluated as the superposition of
the thermal fluctuations within the whole solvent. In the Markov limit, i.e., on time scales where
the particle’s momentum and hydrodynamic modes have fully relaxed and Brownian fluctuations






















are found to hold [228, 317]. Here, M, I denote the particle’s mass and tensor of inertia, V , Ω its
translational and rotational velocity, Z the 6 × 6 friction tensor, ξ(t) Gaussian white noise, and
Fext, Text external force and torque, respectively. The equations of motion are complemented by
the specification of the noise strength





with effective temperatures TµνHBM and friction coefficients Z
µν
HBM, respectively. The superscript µν
indicates that for non-isothermal Brownian motion, different degrees of freedom (e.g. translation,
rotation, or both coupled) sense distinct effective temperatures [317] rendering THBM, in general, a
tensorial quantity. Using the framework of fluctuating hydrodynamics, the effective temperatures





















is the (excess) viscous dissipation function induced by the velocity fields uµ,ν pertaining to the
considered motion and η is the dynamic viscosity of the fluid. Note again that TµνHBM is therefore
a tensorial quantity.
I stress the fact that the theory of hot Brownian motion connects the particle’s enhanced
thermal fluctuations with the associated energy dissipation into the ambient fluid. Therefore, the
dissipation function Φµν defined in Eq. (5.22) must not include contributions due to the particle’s
active swimming, even though the latter typically exceeds the former considerably.
In the following section, I am going to use Eq. (5.21) to estimate effective temperatures char-
acterizing the rotational and translational hot Brownian motion of a Janus sphere.
5.5. Estimating THBM for a Janus Sphere
Since a generally temperature dependent viscosity η(T ) renders the calculation of effective tem-
peratures rather complicated, I pursue a similar approach as in [227, 315], where a first estimate
for TµνHBM could be obtained by employing a temperature independent viscosity η ≡ η0. In the
case of a homogeneously heated particle [227, 315] with a surface temperature increment ∆T , this
lead to the first order term in THBM(∆T ). Following the same route, I am going to calculate the
effective temperatures Tϑ‖/⊥HBM and T
x‖/⊥
HBM for a Janus sphere. The superscripts represent motion
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types considered in this paragraph, namely
• ϑ‖/⊥: rotation about/perpendicular to the particle’s symmetry axis,
• x‖/⊥: translation along/transverse to the symmetry axis.







Note that superpositions of the motion types listed above generally sense yet different effective
temperatures, e.g., T x‖,ϑ⊥HBM . Here, only the elementary degrees of freedom are considered.
The temperature field around a Janus sphere of radius R solves the heat conduction equation
(5.3). Assuming constant viscosity and heat conductivity κ, the solution can be expanded in terms
of Legendre polynomials Pn as









with the ambient fluid temperature T0. The expansion coefficients Tn are determined by boundary
conditions at the particle surface, which are not further specify here. Analogous to the calculation
in Eqs. (5.9)-(5.11), the average surface temperature increment is given by
〈∆T 〉ϑ = T0. (5.25)
Since the coefficient T0 pertains to an angle independent 1/r-decay in the temperature field (5.24),
it represents a spherical particle homogeneously heated to T0 + 〈∆T 〉ϑ. Higher coefficients Tn>0
characterize anisotropies of the temperature field.
Let us now turn to the calculation of the effective temperature T x‖HBM via Eq. (5.23), where I first
consider the Janus particle’s translation along its symmetry axis. Introducing the abbreviations
s ≡ sinϑ and c ≡ cosϑ, the corresponding viscous dissipation function for a sphere of radius R at
translation speed V within an infinite homogeneous system with constant viscosity reads [315]


















with the constant coefficients K1 = −3V R/2 and K2 = V R3/2. As the dissipation function Φx is
composed of terms proportional to s2 and c2 = 1− s2, the product of T (r, ϑ) and Φx(r, ϑ) in the
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all other terms vanish by symmetry upon averaging, which actually holds for all cases considered




























2 + 0 (5.31)
= 54T0RV
2. (5.32)
The denominator analogously gives 3RV 2. With Eq. (5.25), one finally obtains
T
x‖
HBM = T0 +
5
12 〈∆T 〉ϑ. (5.33)
Hence, for translation along its symmetry axis, the Janus sphere’s hot Brownian motion is identical
to that of a sphere homogeneously heated by 〈∆T 〉ϑ [315]. The vanishing integral in line (5.30)
reveals that there is no coupling between the dissipation function Φx and angular variations in the
temperature field represented by T2. Therefore, no correction term accompanies the factor 5/12
in T x‖HBM. This result could have been anticipated as the authors of Ref. [228] showed that a linear
temperature field implies no corrections to the standard Langevin description of Brownian motion
when the viscosity is assumed to be constant.
As anticipated on the same grounds and explicitly shown in App. 5.C, a similar calculation
with a simple coordinate transformation leads to
T x⊥HBM = T0 +
5
12 〈∆T 〉ϑ, (5.34)
for the particle’s translation perpendicular to its symmetry axis. Thus, also for transverse motion
the corresponding effective temperatures are exactly given by those of a sphere homogeneously
heated up by 〈∆T 〉ϑ.
Let us now turn to the particle’s rotational degrees of freedom starting with the calculation of
T
ϑ‖
HBM for rotation about its symmetry axis. The corresponding viscous dissipation function for a
rotating sphere reads [227]
Φϑ(r, ϑ) ∝ r−6 sin2 ϑ. (5.35)
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dr r−4 = 49R3 . (5.39)
Using T0 = 〈∆T 〉ϑ finally yields
T
ϑ‖










In contrast to the results for translation, Eqs. (5.33) and (5.34), one finds that Tϑ‖HBM − T0 is
composed of two parts: (i) the contribution 3〈∆T 〉ϑ/4 corresponding to an isotropic sphere ho-
mogeneously heated up by 〈∆T 〉ϑ [227] and (ii) a correction term proportional to T2. The latter
stems from a non-vanishing coupling between the ϑ-dependence of the temperature field (5.24)
and the dissipation function (5.35). For most practical cases, the correction term is negligible with
respect to 3/4 since, typically, T2 < T0 = 〈∆T 〉ϑ. For instance, in the thick-cap limit, for which
the temperature field is explicitly given by Eqs. (5.6) and (5.7), one has T2/(10T0) ≈ −0.03.
A simple coordinate transformation (see App. 5.C) and similar calculations as presented above
yield










for rotation perpendicular to the particle’s symmetry axis. In this case, the correction term is only
half in magnitude and has opposite sign as compared to the one in Eq. (5.40). This stems from the
fact that the symmetry axis of the particle, and thus of the temperature profile, does not coincide
with the rotation axis, thus leading to a distinct coupling between the temperature field and the
dissipation function.
In order to test the theory, Richard Pfaller and Prof. Dr. Dipanjan Chakraborty (IISER Mohali)
measured the effective temperatures using MD computer simulations as described in Sec. 5.2. They
therefor confined the Janus sphere to an external angular or spatial harmonic potential parallel or
perpendicular to its symmetry axis. Figures. 5.3 (a) and (b) illustrate the respective distributions
of the Janus particle’s position z and orientation ϑ relative to its symmetry axis for distinct
heating temperatures. From the variances of the effectively Gaussian distributions, they extracted
the effective temperatures for translation and rotation, respectively. The corresponding average
surface temperature increments 〈∆T 〉ϑ were obtained by fitting the angle-averaged temperature
profiles via Eq. (5.14) (cf. Fig. 5.2). As Figs. 5.3 (c) and show, the measured effective temperatures
are nicely described by the theory. The results are also compared to the effective temperatures for
a homogeneously heated Brownian particle.
Having seen that the coarse-grained non-equilibrium hydrodynamic description works well on
the single-particle level, let us now address the task of further coarse graining a suspension of hot
microswimmers to an effective homogeneous complex fluid. Although for related microswimmer
systems, scientists have developed powerful methods accounting for large numbers of individual
swimmers [318–321], the task of homogenizing a whole suspension of hot, active particles and the
role of effective nonequilibrium temperatures has received relatively little attention. I point out
that the coarse-graining procedure presented in the next paragraph was suggested by my colleague
Gianmaria Falasco (University of Luxembourg), and the calculations were in large part carried
out by him. I still decided to include them as they complete the coarse-graining story told in this
chapter.
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Figure 5.3: Upper panels: Histograms of harmonically confined position (a) and orientation (b) of the Janus particle
heated to TP = 1.0 ε/kB in (a) and TP = 0.9 ε/kB in (b). Histograms were fitted by Gaussian profiles (black curves)
to extract the corresponding effective temperature THBM. (c) Lower line and data: Numerically measured T
x‖
HBM
(blue triangles), Tx⊥HBM (pink pentagons) for translation along/transverse to the symmetry axis of a heated Janus
particle against the theory (lower black curve) from Eq. (5.33),(5.34). Upper line and data: T
ϑ‖
HBM (orange squares)
for rotation around the particle’s symmetry axis, and TϑHBM for an isotropic, homogeneously heated Brownian
particle [227] (green circles) versus theory (upper black curve) from Eq. (5.40), neglecting the small correction term
(which would hardly be discernible, anyway). In all simulations, the wetting parameters of the interaction potential
were set cps = 1 and cgs = 2.
5.6. Complex Fluid Homogenization
One is often interested in the collective (thermo)dynamical properties of an assembly of colloids
and their embedding solvent, rather than in the motion of a single unit. Particle-based descriptions
are impractical to inspect the behavior of such a complex fluid and one therefore often seeks a more
versatile continuum approach, which allows one to leapfrog, in an efficient way, over the diverse
time and length scales of its various constituents.
To this aim, the non-isothermal fluctuating hydrodynamic equations of a fluid with suspended
colloids are recast in terms of dynamical equations for coarse-grained volume elements. Surpris-
ingly, a non-local frequency-dependent temperature appears due to the presence of the dispersed
particles, which characterizes the intensity of their thermal fluctuations. Consider an incompress-
ible solvent of density %0 with velocity field u described by the linearized fluctuating hydrodynamic
equations [317]
%0∂tu(r′, t) = ∇ · σ(r′, t) + ∇ · τ (r′, t), (5.42)
and N suspended colloids coupled to the fluid velocity via no-slip boundary conditions. Here, σ
denotes the total stress tensor and τ is a zero-mean Gaussian random stress tensor with delta
correlations in space and time. The molecular temperature is prescribed by the heat equations.
For later convenience, let us assume that the flow field u is defined also inside the colloids, where
it equals identically the colloid velocity Vi, namely
u(r′, t) = Vi, if |r′ −X ′i| < R. (5.43)
The colloids are idealized as spheres with radius R and mass M , and their positions are denoted
5.6. Complex Fluid Homogenization
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by Xi, with i = 1, . . . ,N. The coarse-graining procedure proceeds as follows:
1. Divide the system into mesoscopic volumes V(r), with edge length l, located at position r.
Old and new coordinates, r′ and r respectively, are related by the scaling r = r′/l, where l
defines the coarse-graining length scale, much larger than the colloidal radius R.
2. Define the coarse-grained velocity of the complex fluid U(r, t) as the spatial average over the
coarse-grained volume V(r)




dr′ u(r′, t). (5.44)
3. In Eq. (5.44) the integration volume V(r) is split into the volume occupied by the solvent
Vs(r) and that occupied by the solute particles Vp(r). Introducing the local particle volume
fraction φ(r) ≡ |Vp(r)|/|V(r)|, one obtains




dr′ u(r′, t) + φ(r)V (r, t), (5.45)
where the local average velocity of the colloids is defined as















dr′ ∂tu(r′, t) + φ(r)∂tV (r, t). (5.48)


















∇ · σ̃(r, t) + ∇ · τ̃ (r, t)
]
, (5.50)
where σ̃ and τ̃ are the coarse-grained stress tensors.
It is not hard to convince oneself that the random tensor τ̃ is still a zero-mean Gaussian noise
with delta correlations in space and time. In fact, using the divergence theorem the mean is∫
∂Vs(r)
d2r′ n′ · 〈τ (r′, t)〉 = 0, (5.51)
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d2r′′ n′n′′η(r)T (r)δ(r′ − r′′)δ(t− t′),
(5.52)
which is nonzero only if r1 = r2 and is proportional to δ(t − t′). Here, n′ and n′′ denotes the
inner normal vectors along the surface ∂Vs(r1,2) of the respective volume element. For the second
summand of Eq. (5.48), the velocity of each particle is decomposed as Vi(t) = vtp,i(t) + Ṽi(t),
where the former contribution denotes the particle’s thermophoretic propulsion velocity induced
by the local temperature field, and the second term is attributed to the nonisothermal fluctuating
hydrodynamics of the ambient fluid [228]. Assuming that the suspension of hot microswimmers
is sufficiently dilute so that hydrodynamic and temperature-mediated interactions (see chapter 3)
between the colloids are negligible, each particle (approximately) propels at a constant speed v0
along its orientation n̂i(t). Moreover, it is reasonable to assume a strong time scale separation
between the particle’s active propulsion and the fluid transport. In more technical terms, I assume
that the time scale R2%0/(2η) for vorticity diffusion (which dominates momentum exchange in
the low-Reynolds-number regime) across a distance of the particle radius R is several orders of
magnitude smaller than the characteristic time R/v0 it takes for the particle to travel the same
distance by active propulsion (assuming quasi-ballistic motion)2. Then, the second summand of













x(X ′i, t− t′) · Ṽi(t′)
M
+ ξxi (X ′i, t)
 ,
(5.53)
where I used ˙̂ni(t) = Ω̃i(t)× n̂i(t), with the particle’s angular velocity Ω̃i(t), and introduced the
time-dependent friction kernel Zx(X ′i, t) and the unbiased white Gaussian noise process ξxi (X ′i, t)
corresponding to particle translation. Since interactions between colloids are neglected (dilute-
solution approximation), the angular velocity is solely governed by the fluctuating hydrodynamics
of the medium and obeys generalized Langevin equations of the form [228, 317]
I · ˙̃Ωi(t) = −
t∫
−∞
dt′Zθ(X ′i, t− t′) · Ω̃i(t′) + ξθi (X ′i, t), (5.54)
2This assumption of a strong time scale separation is reasonable, as will be demonstrated by a simple estimate of the
relevant characteristic time scales for a typical self-thermophoretic Janus swimmer of radius R = 10−6 m propelling
through water at a speed v0 = 2× 10−6 m/s (see, e.g., [186]) under standard conditions (%0 = 103 kg m−3,
η = 10−3 Pa s, T ≈ T0 = 295 K). The time scale for vorticity diffusion over distances on the order of the particle
radius amounts to R2%/(2η) ≈ 5× 10−7 s, which defines the characteristic time scale for fluid transport in a low-
Reynolds-number approximation. The time it takes for the particle to travel the same distance by self-propulsion is
given by R/v0 = 0.5 s. Hence, the ratio of both characteristic times, which might be referred to as the Stokes number
of the considered system, is on the order of O(106). (The approximation of a quasi-ballistic active particle motion
is justified as the characteristic re-orientation time of the swimmer amounts to 8πηR3/(kBT ) ≈ 5 s.) Similarly,
for a hot-microswimmer MD simulation as described in Sec. 5.2, the relevant time scales differ by roughly three
orders of magnitude, as can be calculated from the measured kinematic viscosity η/%0 = 3σ2/τ , and the measured




where I introduced the particle moment of inertia I, and the time-dependent rotational friction
kernel Zθ(X ′i, t) and the unbiased white Gaussian noise process ξθi (X ′i, t) for the particle rotation.
Therefore, the average acceleration is given by a sum of generalized Langevin equations of
the type previously derived for hot Brownian motion [228, 317]. Using the result obtained for a
generic (but stationary) temperature field T (r′), here generated by the colloids sitting in their
average positions, the noise spectrum reads
〈ξµi (X
′
i,ω)ξνi (X ′i,ω)〉 ∝ T µν(X ′i,ω)Zµν(X ′i,ω) (5.55)
and displays a tensorial frequency-dependent temperature — generally distinct from T (r′) —
T µν(X ′i,ω) ≡
∫
V




whose zero-frequency limit should be compared with Eq. (5.21). The weight function Φµ(r′,ω)
denotes the (excess) viscous dissipation function associated to the unsteady thermal motion of
a colloid. For this to apply to all particles in the suspension, the latter has to be sufficiently
dilute so that hydrodynamic and temperature-mediated interactions between the colloids are neg-
ligible. Under this assumption, also thermal noises acting on different colloids can be taken to be
uncorrelated.
This analysis suggests that a non-trivial coarse-grained noise temperature arises through the
presence of “slow” degrees of freedom. These are, in a hydrodynamic description, coupled to the
fast ones via boundary conditions and thus are subjected to long-range forces, in contrast to the
local, Markovian thermal stresses acting on the fluid elements.
5.7. Conclusion
In this chapter, microscopically resolved MD simulations of a single hot Janus swimmer immersed
in a Lennard-Jones fluid were used to measure the locally inhomogeneous and anisotropic temper-
ature profile induced in the solvent by the heated particle. The simulation results were compared
against analytic expressions basing on the heat conduction equation. Thereby, the notion of a
molecular temperature at which the surrounding medium locally equilibrates was verified. I then
exploited a large Brownian timescale separation in order to address the Janus particle’s over-
damped hot Brownian motion. In a first-order approximation in the mean temperature increment
〈∆T 〉ϑ of the particle surface, I calculated effective nonequilibrium temperatures THBM for distinct
types of motion. The theoretical predictions nicely agree with measurements of THBM over a wide
temperature range. In the last coarse-graining step, the non-isothermal fluctuating hydrodynamic
equations of a fluid with such suspended nonisothermal active colloids were studied. The noise
spectrum of the coarse-grained fluid is governed by tensorial, local and frequency-dependent effec-
tive temperatures that generally differ from the local molecular temperature field in the solvent.
They have to separately be taken along in any attempt to coarse grain a suspension of hot particles
into a an effectively homogeneous complex fluid.

Appendices
5.A. Propulsion Speed and Direction
Figure 5.4: (a)-(d) Probability distribution of the velocity component vz along the particle’s symmetry axis (z-axis)
pointing towards the uncapped hemisphere. Distributions are plotted for different heating temperatures and different
choices for the wetting parameters [(a): cps = 2, cps = 0, (b): cps = 0, cps = 2, (c): cps = 1, cps = 2, (d): cps = 2,
cps = 1]. The mean value 〈vz〉 of the respective distributions is identified with the thermophoretic propulsion speed
vtp of the particle. The latter is plotted in (e) as function of the mean surface temperature increment 〈∆T 〉ϑ of the
particle for different choices of the wetting parameters. Here, 〈∆T 〉ϑ was obtained from fitting the measured angle
averaged temperature profiles via T (r) = T0
(
1 + 〈∆T 〉ϑ/T0
)R/r [Eq. (5.14)]. Note that a reversal in the direction
of propulsion is observed when the attractive part of the Lennard-Jones potential is switched off on one hemisphere.
5.B. Angle Averaged Temperature Profiles
Introducing the auxiliary quantities t̃ ≡ 1 + ∆T/T0 and bn(r) ≡ Bn(R/r)n+1, the temperature
profile given in Eq. (5.13) of the main text reads




The dipole and quadrupole approximations (bn>1,2 ≡ 0, respectively) of the above expression read
T (1)κ (r, ϑ) ≡ T0eln(t̃)[b0+b1P1(cosϑ)], (5.58)
T (2)κ (r, ϑ) ≡ T0eln(t̃)[b0+b1P1(cosϑ)+b2P2(cosϑ)]. (5.59)
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Using the abbreviation c ≡ cosϑ, the respective ϑ-averaged profiles





dc T (i)κ (r, c), i = 1, 2, (5.60)





with functions D(r), E(r) and F (r) determined by comparing the exponent in Eq. (5.61) with
Eqs. (5.58) and (5.59), respectively. Here, δi,2 = 1 if i = 2 and zero otherwise. Calculating the
integrals, one obtains























with the Dawson integral D(x) ≡ e−x2
∫ x
0 dy e
y2 . The profile (5.62) is represented by the solid
(red) curves in Fig. 5.2 (a) of the main text. The corresponding profiles according to Eq. (5.63)
are almost indistinguishable from the former and are thus not depicted.
5.C. THBM for Transverse Motion
As derived in the main text, the effective nonequilibrium temperatures are determined by the spa-






Figure 5.5: Definition of coordinate systems. Polar angles, ϑ and ϑ′, are measured relative to the respective z-axes,
whereas azimuthal angles, ϕ and ϕ′ (not depicted), are measured relative to the x-axes within the respective x-y
planes. Considered are translation/rotation of the particle along/about the x-axis with linear velocity V /angular
velocity Ω.
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The above integrals are most conveniently calculated in terms of spherical coordinates where the
polar angle ϑ is measured with respect to the particle’s symmetry axis. This choice of coordinates
is convenient since it reflects the symmetry of the temperature profile T (r, ϑ) around the particle
as sketched in Fig. 5.5 (solid black reference frame). Without any loss of generality, consider
translation/rotation of the Janus sphere along/about the x-axis, i.e., transverse to the particle’s
symmetry axis. Let us now introduce a second, primed coordinate frame, which is rotated by 90°
about the y-axis of the first one (see dashed pink frame in Fig. 5.5). Within the primed frame, the
respective dissipation functions [Eqs. (5.35) and (5.26)-(5.28)]
Φϑ⊥(r, ϑ′) ∝ r−6 sin2 ϑ′, (5.65)
Φx⊥(r, ϑ′) = fs(r) sin2 ϑ′ + fc(r) cos2 ϑ′, (5.66)
then reflect rotational symmetry with respect to the z′-axis. The position vectors, r and r′,
measured within the respective coordinate systems are related via
r′ sinϑ′ cosϕ′ = −r cosϑ,
r′ sinϑ′ sinϕ′ = r sinϑ sinϕ,
r′ cosϑ′ = r sinϑ cosϕ.
(5.67)
One easily verifies that the primed spherical coordinates can be expressed in terms of (r, ϑ, ϕ) as
r′ = r, (5.68)
ϑ′ = arccos(sinϑ cosϕ), (5.69)
ϕ′ = arctan(− tanϑ sinϕ). (5.70)
Only Eq. (5.69) is of concern as it enters the arguments of the dissipation functions Φx⊥,ϑ⊥(r, ϑ′(ϑ, ϕ))
via
cos2 ϑ′ = 1− sin2 ϑ′ = cos2 ϕ sin2 ϑ. (5.71)
Exploiting the orthogonality relations (5.8) of the Legendre polynomials, similar and straightfor-
ward calculations as performed for motion parallel to the symmetry axis lead to the results for
Tϑ⊥HBM and T
x⊥
HBM as given in the main text, Eqs. (5.34) and (5.41).
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