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ABSTRACT
While both the data volume and heterogeneity of the digital
music content is huge, it has become increasingly important
and convenient to build a recommendation or search system
to facilitate surfacing these content to the user or consumer
community. Most of the recommendation models fall into
two primary species, collaborative filtering based and con-
tent based approaches. Variants of instantiations of collab-
orative filtering approach suffer from the common issues of
so called “cold start” and “long tail” problems where there
is not much user interaction data to reveal user opinions or
affinities on the content and also the distortion towards the
popular content. Content-based approaches are sometimes
limited by the richness of the available content data result-
ing in a heavily biased and coarse recommendation result.
In recent years, the deep neural network has enjoyed a great
success in large-scale image and video recognitions. In this
paper, we propose and experiment using deep convolutional
neural network to imitate how human brain processes hier-
archical structures in the auditory signals, such as music,
speech, etc., at various timescales. This approach can be
used to discover the latent factor models of the music based
upon acoustic hyper-images that are extracted from the raw
audio waves of music. These latent embeddings can be used
either as features to feed to subsequent models, such as col-
laborative filtering, or to build similarity metrics between
songs, or to classify music based on the labels for training
such as genre, mood, sentiment, etc.
1. INTRODUCTION
While both the data volume and heterogeneity in the digital
music market is huge 1, it has become increasingly important
and convenient to build automated systems of recommen-
dation and search in order to facilitate the users to locate
as well as discover the relevant content. For recommen-
dation systems, most of the models are formulated follow-
ing the concept of collaborative filtering and content based
methodologies. While collaborative filtering model requires
1Spotify has hosted more than 30 million songs coupling
with the 20,000 new songs being released every day, Apple
music also streams 40 million songs or more presently.
substantial user feedback signals to learn or capture the user-
content latent embedding, it is difficult to precisely model
the latent space in a so called “cold start” scenario when
there is little signal collected from the users. Conventional
content-based approaches try to solve this problem using ex-
plicit features associated with music, but limitation resides
in the diversity and the level of fineness of recommendations.
Music, as well as speech, is a complex auditory signal that
contains structures at multiple timescales. Neuroscience
studies [1] has shown that the human brain integrates these
complex streams of audio information through various lev-
els of voxel, auditory cortex (A1+), superior temporal gyrus
(STG), and inferior frontal gyrus (IFG), etc., as shown in
Fig. 1. The temporal structure of the auditory signals can
be well recognized by the neural network in human brain.
Figure 1: Re-printed from [1]. Hierarchical organization of
processing timescales (temporal receptive windows).
In recent years, deep neural network modeling has been
shown to perform successful image classification and recogni-
tion tasks. The methodology of the localized convolution of
images can also be used to recognize patterns, intensities in
the music spectrogram 2. In this paper, we propose and ex-
periment using deep convolutional neural network (CNN) to
learn the latent models of the music based upon the acoustic
data. The rationale behind this approach is that most of the
2There are various types of spectrogram for sound or mu-
sic, we combine them together to generate a so called audio
“hyper-image”
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explicit features associated with music, such as genre, type,
rhythm, pitch, loudness, timbre, as well as latent features,
for example mood, sentiment of the song, can all be embed-
ded by various filters in the neural network. These latent
embeddings of songs can be used either as features to feed
to subsequent recommendation models, such as collabora-
tive filtering, to alleviate the issues mentioned previously, or
to build similarity metrics between songs, or simply to clas-
sify music into the targeted training classes such as genre,
mood, etc [2]. The deep learning model is experimented
under CUDA computation framework using NVIDIA GTX-
1080 GPU infrastructures.
2. DESCRIPTION OF THE DATASET
We use several Music Information Retrieval (MIR) bench-
mark dataset [3; 4; 5] to train and test our deep learning
model. These datasets contain raw audio files of songs that
are labeled either by genre or emotion. The music genre
dataset contains 1886 songs all being encoded in mp3 for-
mat. The codec information such as sampling frequency and
bitrate are 44,100 Hz and 128 kb, respectively.
3. EXTRACTIONOFTHEACOUSTICFEA-
TURES
We use a tool, FFmpeg [6], to decode audio files such as mp3,
wav files, thus generate time series data of the sound wave.
An example of the extracted sound wave signal for song
“My Humps” by “Black Eye Peas” is shown in Fig. 2, only
5 seconds of snippet is shown here for illustration purpose.
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Figure 2: The decoded and extracted sound wave signals
from the raw mp3 or wav audio files for song “My Humps”
by “Black Eye Peas”.
Subsequent feature engineering involves generating time fre-
quency representations of the sound wave. Fourier transform
and constant Q-transform (CQT) can be used to generate
power spectrums of the sound as shown in the top two rows
of Fig. 3, in both linear and logarithmic scale, frequency
and chromatic scale (music notes). Chroma-gram of the
12 pitch classes can also be constructed using short-time
Fourier transforms in combination with binning strategies
[7] , as shown in the third row on the left. The extraction
of the local tempo and beat information is implemented us-
ing a mid-level representation of cyclic tempograms, where
tempi differing by a power of two are identified [8]. This
cyclic tempogram is shown in the third row on the right.
Perceptual scale of pitches such as melody spectrogram (MEL-
spectrogram), mel-frequency cepstrum consisting of various
Mel-frequency cepstral coefficients (MFCC) can be gener-
ated by taking discrete cosine transform of the mel logarith-
mic powers [9] as shown in the fourth row. Especially the
MFCC has been used as the dominant features in the speech
recognition for some time [10].
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Figure 3: The various time-frequency representations for
song “My Humps” by “Black Eye Peas”.
We also investigate other acoustic signals such as spectral
contrast [11] and music harmonics such as tonal centroid
features (tonnetz) [12]. In the end, we choose to combine
all these the acoustic signals of chromogram, tempogram,
mel-spectogram, MFCC, spectral contrast and tonnetz into
a normalized “hyper-image”, as shown in Fig. 4, to feed into
the deep neural network for training.
Chromagram
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Figure 4: The aggregated hyper-image that contains a lot of
the acoustic information of the song such as chroma, tempo,
beats, pitch, melody, cepstral information and harmonics.
4. ARCHITECTURE OF THE CONVOLU-
TIONAL NEURAL NETWORK
The deep neural network has been shown to perform a suc-
cessful job on image classification and recognitions [13], the
localized convolution to the 3-dimensional (3D) neurons has
been able to capture latent features as well as other explicit
features on the image such as patterns, colors, brightness,
etc. Every entry in the 3D output volume, axon, can also be
interpreted as an output of a neuron that picks up stimulus
from only a small region in the input, and that informa-
tion is shared with all neurons spatially in the same layer.
All these dendrite signal, through synapse, are integrated
together to the other axon.
We have been experimenting with various architectures of
convolutional neural network in terms of the input layer di-
mension, convolutional layer, pooling layer, receptive filed of
the neuron, filter depth, strides, as well as other implemen-
tation choices such as activation functions, local response
normalization, etc. An example of the CNN architecture
is illustrated in Fig. 5. We use stochastic gradient decent
(SGD) to optimize for the weights in our neural network.
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Figure 5: The architecture of the convolutional neural net-
work used to predict the music labels.
We use rectified linear units (ReLUs) to activate neurons
where non-saturating nonlinearity is supposed to run faster
than the saturating ones. Local response normalization (LRN)
is then performed integrating over the kernel map which ful-
fills a form of lateral constraint for big activities between
neuron outputs computed using different kernel. Max pool-
ing is used to synchronize the outputs of neighboring groups
of neurons in the same kernel map. A linear mapping is used
to generate the last two fully connected layers. A softmax
cross-entropy function is used to build the overall loss func-
tion.
5. TRAINING AND CROSS VALIDATION
OF THE MODEL
A 10-fold cross validation is performed in terms of the pre-
dictions of music labels such as genres. There are 9 genres in
total, alternative, blues, electronic, folk/country, funk/soul/rnb,
jazz, pop, rap/hip-hop and rock, in the MIR dataset. Preci-
sions of the predicted music label at rank 1 and 3 are shown
in Table 1, where the network architecture follows the no-
tation of I for input layer, C for convolutional layer with
stride, receptive field and filter depth, L for local response
normalization layer, P for max pooling layer, F for fully con-
nected layer with number of fully connected neurons, and O
for the output layer. For the way to split the training and
testing sample, we have tried both selecting random snip-
pets across all the songs for training and testing sample, as
well as evenly ordered by the song title to make sure the
snippets from the same song do not enter both training and
testing sample simultaneously. Both methods of splitting
the dataset give similar cross validation results.
fold architecture loss precision@1[%] precision@3 [%]
0 IC(5,15,64)LPC(1,5,64)LPF(384)F(192)O 2.32 56.9 82.5
1 IC(5,15,64)LPC(1,5,64)LPF(384)F(192)O 2.33 58.7 83.1
2 IC(5,15,64)LPC(1,5,64)LPF(384)F(192)O 1.26 55.0 80.5
3 IC(5,15,64)LPC(1,5,64)LPF(384)F(192)O 2.57 58.9 84.7
4 IC(5,15,64)LPC(1,5,64)LPF(384)F(192)O 2.34 53.7 81.5
5 IC(5,15,64)LPC(1,5,64)LPF(384)F(192)O 2.32 57.3 85.4
6 IC(5,15,64)LPC(1,5,64)LPF(384)F(192)O 2.37 55.2 83.2
7 IC(5,15,64)LPC(1,5,64)LPF(384)F(192)O 2.36 57.9 82.6
8 IC(5,15,64)LPC(1,5,64)LPF(384)F(192)O 1.69 57.3 83.1
9 IC(5,15,64)LPC(1,5,64)LPF(384)F(192)O 2.38 56.5 82.0
Table 1: Results of the 10-fold cross validation of the pre-
dictions of the 9 music labels.
6. MUSICEMBEDDINGANDCOMPOSING
MUSIC USING TRAINED NET
We take the values of the neurons on the last fully connected
layer, just before the output layer, as the latent embedding
for each song. After a dimensionality reduction using PCA
we can visualize, in the 3D eigen-space, the distribution of
song embedding as shown in Fig. 6.
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Figure 6: The distribution of the song latent embedding
(rank=192), in arbitrary units, after dimensionality reduc-
tions where different colors represent different song genres.
These latent vectors can be used to provide content features
of each song, construct song-to-song similarity thus provid-
ing content-based recommendation. The trained weights of
the neural network can also be used to compose a song,
where music labels or characteristics are provided in ad-
vance, and we can perform backward propagation to arti-
ficially construct the audio hyper-image, thus the auditory
signals of song. Using Artificial Intelligence (AI) techniques
to compose songs, and even lyrics, would be a promising
application of this particular study.
7. CONCLUSIONS
In this paper, we have proposed and experimented to use
acoustic features of music to compose audio hyper-images,
thus utilize the deep convolutional neural network to find
a nonlinear mapping between these audio images and song
labels. Predictions of the music labels have been tested using
a 10-fold cross validation approach. We use the neurons in
the last fully connected layer to embed all the songs, and
these latent features can be fed to subsequent models such as
collaborative filtering, factorization machine, etc., to build
a recommendation system. Further extensions of this work
can be to use similar features and neural network models
for voice or speech recognition, where the long-time scale
of temporal structures of the auditory signals need to be
captured perhaps by a recurrrent neural network structure,
with the intent of the speech as the latent state variable.
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