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CANCELLATION THEOREM FOR
GROTHENDIECK-WITT-CORRESPONDENCES AND
WITT-CORRESPONDENCES.
ANDREI DRUZHININ
Abstract. The cancellation theorem for Grothendieck-Witt–correspondences and Witt-correspon-
dences between smooth varieties over an infinite perfect field k, char k 6= 2, is proved.
The result implies the the canonical functor Σ∞
G∧1m
: DMGW
eff
(k)→ DMGW(k) is fully faithful,
and for any X ∈ Smk and a homotopy invariant sheaf with GW-transfers F ,
Hom
DMGW (M
GW (X),Σ∞
G∧1m
F [i]) ≃ Hi
Nis
(X,F),
where DMGW(k) is the category of GW-motives obtained by Gm-stabilisation from the category
of effective Grothendieck-Witt-motives DMGW
eff
(k) constructed in [7]. Similarly in the case of
Witt-motives DMW(k).
1. Introduction.
1.1. The categories DMGW(k) and DMW(k). This article is devoted to the cancellation theorem
in the categories of effective Grothendieck-Witt-motives and Witt-motives. This is the final article of
the series of works ([7],[8]) devoted to the construction of the categories of GW-motives DMGW(k)
and Witt-motives DMW(k) over an infinite perfect field k, char k 6= 2. The construction follows
the Voevodsky-Suslin method originally used for the construction of the category of the Voevodsky
motives DMeffnis(k), see [23],[24],[21], [19].
The construction of DMGW(k) starts with some additive category of correspondences between
smooth varieties GW⊕, called the GW-correspondences defined in [8]. Namely, and for a pair of
smooth affine varieties X and Y the group GW⊕(X,Y ) is defied as Grothendieck-Witt-group of
quadratic space (P, q), with P ∈ k[Y ×X ] mod such that P is finitely generated projective over
k[X ] and q : P ≃ Homk[X](P, k[X ]) being k[Y ×X ]-linear isomorphism.
The cancellation theorem proved in the article yields the main property of motives of smooth
varieties in DMGW(k) and DMW(k), i.e. isomorphism
(1.1) HomDM∗(k)(M
∗(X),Σ∞GmF [i]) = H
i
Nis(X,F), ∗ ∈ {GW,W},
for a homotopy invariant presheaf with GW-transfers (Witt-transfers) F and smooth variety X ,
where MGW (X) is the complex of Nisnevich sheaves GW⊕nis(∆
• ×−, X), and similarly for the case
of Witt motives.
The category DMGW(k) gives a version of generalised motivic cohomology theory given by X 7→
HomDMGW(M
GW (X),ZGW (i)[j])), where ZGW (i) = M
GW (G∧im )[i]. As written in [3, example .. ]
this theory is equivalent to the generalised motivic cohomology defined by C‘almes and Fasel in [5],
so the result [] by Garkusha implies that DMGW(k)[1/p] ≃ D˜M(k)[1/p], p = char k. Consequently
the Garkusha’s result [12] implies equivalence DMGW(k)Q ≃ SH(k)Q. Thus the computation of
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the GW-motives of smooth varieties presented here gives a fibrant replacement functor in SH(k)Q.
Let’s note also that the canonical adjunction SH(k)⇌ DMGW(k) is not equivalence.
It is expected that the category DMW(k) is equivalent to the category of Witt-motives DMW (k)
constructed by Ananievsky, Levine, Panin in [2] using the category of modules over the Witt-ring
sheaf. As proven in [2] the category DMW (k) satisfies the Morel conjecture about Witt-motives,
i.e. DMW (k)Q ≃ SH
−(k)Q. In [2] such category was constructed . Usefulness of the reconstruction
by the Voevodsky-Suslin method as above is that it gives an explicit fibrant replacements for the
motives of smooth varieties that can be useful for computations.
The functor SH(k) → DMW(k) in some sense is the algebraic version of the real realisation.
To justify the last statement let’s say that it is known that H0(XR) = SpecZW (X), H
i
sing(XR) =
HiZar(X, I
n), whereXR is the real realisation of an algebraic varietyX , and I is sheaf of fundamental
ideals in the Witt ring and n > dimKrull(X). The the case zero cohomologies is the result by L. Mahe
and J. Houdebine, [17],[15], the general case is the result by J. Jacobson [16]
1.2. The cancellation theorem in DMGWeff (k) and DM
W
eff(k). We give the formulation for the
case of GW motives, the case of the W motive is similar. The main result of the article is
Theorem 1.2 (Theorem 7.8). For an infinite perfect field k, char k 6= 2, the canonical functor
Σ∞Gm : DM
GW
eff (k)→ DM
GW(k), A• 7→ (A•, A• ⊗G∧1m , . . . , A
• ⊗G∧im , . . . )
is a fully faithful embedding.
Combining the result of the article with the results of [7] we get the sequence of adjunctions
(1.3)
LGW ⊣ FGW , LA1 ⊣ RA1 , Σ
∞
Gm
⊣ Ω∞Gm ,
D(ShNis(k)) ⇌ D(ShNis(GWCor)) ⇌ DM
GW
eff,unb(k) ⇌ DM
GW(k),
Z(X) 7→ ZGW,Nis(X) 7→ M
GW
eff (X) 7→ M
GW (X)
1
where ZGW,Nis(X) = GWCornis(−, X) is the Nisnevich sheafification, and FGW is forgetful.
LA1 is the localisation with respect to A
1-equivalences. The adjoint functor RA1 is equivalent
to the full embedding of the subcategory of motivic complexes, which are complexes with ho-
motopy invariant cohomology sheaves. Under the last identification LA1 takes a complex A
• to
HomD(ShNis(GWCor))(∆
•, A•). Finally, the third adjunction is infinite-suspension and infinite-loop
functors. The second adjunction in the sequence is a reflection, RA1(LA1(A
•) ≃ A•. Theorem 1.2
implies that the third adjunction is a coreflection, A ≃ Ω∞
G∧1m
(Σ∞
G∧1m
(A)).
Similar to in the original case of Cor-correspondences and other known cases Theorem 1.2 is a
consequence of the following cancellation theorem.
Theorem 1.4 (Corollary 7.5). For any A•, B• ∈ DMGWeff (k), there is isomorphism on hom-groups
Hom
DM
GW
eff (k)
(A•, B•) ≃ Hom
DM
GW
eff (k)
(A•(1), B•(1)),
where A•(1) = A• ⊗G∧1m , and similarly for DM
W
eff(k).
Equivalently this states that the adjunction − ⊗ G∧1m : DM
GW
eff (k) ⇌ DM
GW
eff (k) : Hom(G
∧1
m ,−)
is a coreflection. The main case is the case of A• =MGW (X), B• =MGW (Y ), which is equivalent
to the isomorphism
(1.5) GWCornis(X ×∆
•, Y ) ≃ GWCornis(X ×G
∧1
m ×∆
•, Y ×G∧1m )
because of the equality (1.1) for effective GW-motives
1 We consider unbounded derived categories that allows to define the infinite loop functor Ω∞
Gm
, but further in the
text we’ll deal with bounded above derived categories, since the result after stabilisation by G∧1m in both cases is the
same, the GW-motives of smooth varieties and homotopy invariant presheaves with GW-transfers in formula (1.1)
are bounded above.
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1.3. Comparing with other cancellation theorems. Let’s give short list of other known can-
cellation theorems proved for another categories of correspondences:
1) Cancellation for Cor-correspondences proved by V. Voevodsky in [22].
2) Cancellation for K0-correspondences proved by Suslin in [20]
3) Cancellation for framed-motives proved by A. Ananievsky, G. Garkusha, I. Panin in [1].
4) Cancellation for Milnor-Witt correspondences in recent work [11] by J. Fasel, P. Østvaer.
In this subsection we give a brief overview of ingredients and steps of the proof of our cancellation
theorem, and explain what is the similar and what differs proofs of other cancellation theorems.
Following to the original scheme in [22], the main two ingredients for theorem 1.4 are
1) the construction of a ’partially defined’ maps GWCor(X × G∧1m , Y × G
∧1
m ) 99K GWCor(X,Y ),
which are inverse up to a canonicalA1-homotopy to the homomorphism idG∧1m ⊠− : GW
⊕(X,Y )→
GW⊕(X ×G∧1m , Y ×G
∧1
m ), (and similarly for WCor);
2) the computation of the A1-homotopy class [T ] of the permutation morphism T on G∧2m in the
category of correspondences.
In the case of Cor and K0, [T ] = [−idG∧2m ] like as in SH
+(k). In the case of GW⊕, [T ] = [−〈−1〉]
(Prop. 2.26), like as for framed correspondences and SH(k). For WCor, [T ] = [idG∧2m ] like as in
SH−(k).
The construction of the homomorphisms ρ strongly depends on the definition of considered corres-
pondences. Let’s note that the construction of the homotopy for T of course depends in this too, but
ρ can not be obtained directly even if we have a functor between the categories of correspondences.
Informally, ρ can be thought about as ∪-product with the class ofthe diagonal ∆ in Gm ×Gm, or it
can be considered by analogy with the trace for linear operators.
(1) For Z ∈ Cor(X × Gm, Y × Gm), ρ( is defined by the intersection with a generic representer in
the Chow-class of the diagonal ∆Gm , which is transversal with respect to Z. More precisely,
ρn(Z) = (Z∩Zred(f+n ))−(Z∩Zred(f
−
n )), where f
+
n = t
n−1, f−n = t
n−u ∈ k[Gm×Gm] = k(t, u).
Then ρn are defined on an exhausting filtration on the group Cor(X ×Gm, Y ×Gm).
(2) For Φ = [P ] ∈ K0(X×Gm, Y ×Gm), P ∈ Coh(Y ×X), ρn([P ]) = [P/f+n P ]−[P/f
−
n P ] ∈ K0(X,Y ).
(3) If Φ = [(Z,V , φ, g)] ∈ Frn(X × Gm, Y × Gm), where V → AnX is etale neighbourhood
of closed subscheme Z, φ = (φ1 . . . φdimY ), φi ∈ k[V ], Z = Z(φ) and g : Z → Y , then
ρ([Φ]) = [(Z,V , φ, γ∗(f+n ), g)] − [(Z,V , φ, γ
∗(f0n), g)] in Frn+1(X,Y ), where γ is composition
map V
(prX×Gm ,g)−−−−−−−−→ X ×Gm × Y ×Gm → Gm ×Gm.
(4) In the case when correspondences are defined by a ring cohomology theory, ρ is defined by coho-
mological multiplication with pr∗(∆∗(1)), where X ×Gm × Y ×Gm
pr
−→ Gm ×Gm
∆
←− Gm. Such
construction is used for Milnor-Witt-correspondences. As well this can be used for the categories
given by (X,Y ) 7→ GW dimYfin (Y × X,ωGm×Y ) orW
dimY
fin (Y × X,ωGm×Y ) (where GW
i denotes
hermitian K-theory and subscript fin means that we consider cohomology groups on Y ×X with
finite supports over X).
Since GW⊕k and WCork are defined by quadratic spaces, the closest case in a technical sense is
K0-corr. If Φ = [(P, q)], then ρ(P, q) = (P
+, q+)]− [(P−, q−)], where P+ = P/f+n P , P
− = P/f−n P .
So the question is to equip sheaves P/fP with quadratic forms In the case of affine schemes P is
k[Y ×X ]-module finitely generated projective over k[X ], and q : P ≃ Homk[X×Gm](P, k[X ×Gm])
is k[X × Gm × Y × Gm]-linear isomorphism. So we should construct k[Y ×X ]-linear isomorphism
qf : P/fP ≃ Homk[X](P/fP, k[X ]) for such P that P/fP is finitely generated projective over k[X ],
where f = f−n or f
−
n .
Firstly we choose some additional data, namely, N ∈ k[A1X ] = k[X ][t] and g ∈ k[X×Gm×Y ×Gm]
such that the vanish locus Z(N ) ∈ X ×Gm is finite over X , and contains the image of SuppP/fP
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under the projection on X ×Gm , and such that for any a ∈ P , we have N · a = fg · a. Actually,
we can put N = detP (f), Then the construction is in four steps:
1) Put (P ′, q′) = (P, q) ⊗k[X×Gm] k[X ×Gm]/(N ).
2) Define a linear homomorphism lN : k[Z(N )] → k[X ] as the junior term of the Euler trace
k[X ][t]→ k[X ][N ], where k[X ][N ] is identified with the subalgebra i k[X ][t] generated by N .
3) Consider a quadratic space (P ′, q′′) over k[X ], where q′′(a, b) = lN (q′(a, b)).
4) Now we consider the quadratic form q′′′(a, b) = q′′(g · a, b). Then q′′′ is not non-degenerate,
and its kernel is exactly fP/NP ⊂ P/NP ; hence it defines a quadratic form qρ on P/fP which is
the result of the construction. I.e. the resulting quadratic space is (P/fP, qρ).
By a formula this means ρf (P, q) = red(g · ((P, q) ◦ 〈N〉)) (see Def. 5.6), where 〈N〉 =
(k[Z(N )], qN ) ∈ GW⊕(X,X ×Gm), qN (a, b) = lN (ab), g · (−) denotes operation of multiplica-
tion of quadratic form by the function g, and red(−) denotes the reduction of degenerate quadratic
from to the factor-space.
Since ρ is well defined only if P/f+/−P is fin.gen. projective over k[X ] precisely we define the
set of homomorphisms of presheaves GWCor(X × G∧1m , Y × G
∧1
m )
jα
←− Rα
ρGW,Rα−−−−→ GWCor(X,Y ),
ρGW,Rα (idG∧1m ⊠−)
A1
∼ iα(−) where Rα is a filtering systems lim−→α∈A
Rα = GWCor(X×G∧1m , Y ×G
∧1
m ),
see Lm 6.30 for the case of ’left inverse’. In distinct to the cases of other correspondences jα aren’t
injections and A is not Z, since it relates to the choice of the triple (f,N , g) instead of a one function
f . In sections 4, 5, 6 we show that this construction is correct and satisfies enough functoriality.
The construction above gives the homomorphism ρ for presheaves. But to prove cancellation
in the form of isomorphism (1.5) following the mentioned scheme we need to construct ρ for
sheaves GW⊕nis(−, Y ). In distinct to the cases of Cor and framed correspondences the presheaves
GWCork(−, Y ) aren’t sheaves . That is why we prove firstly the cancellation theorem for presheaves,
i.e. the quasi-isomorphism GWCor(X×∆•, Y ) ≃ GWCor(X×G∧1m ×∆
•, Y ×G∧1m ). This yields that
the adjunction −⊗Gm : D
−
A1
(Pre(GWCor)) ⇌ D−
A1
(Pre(GWCor)) : Hom(Gm,−) is a coreflection,
where D−
A1
(PreShWGtr) is the localisation of D−(Pre(GWCor)) with respect to A1-equivalences.
Next we show that this pair of functor remains to be a coreflection after the Nisnevich localisation,
which is the claim according the paragraph before (1.5). The presheave K0(−, Y ) are not sheaves
too, and we think that our reasoning actually is equivalent, to the reasoning in [20]. But the ap-
proach used here is more functorial and it allows us to avoid references to internal arguments inside
the proofs of some Voevodsky’s lemmas about presheaves with transfers (used in [20]), and it allows
to avoid some technical details in this part of the text.
1.4. The text review: In the section 2 we recall the definition, and prove some properties of QCor,
GW⊕, WCor, and give the construction that produce a quadratic space from a regular function on
a relative affine line. In section 3 we recall some facts about DMGWeff (k) and DM
W
eff(k).
In sections 4, 5 and 6 we prove some technical results on endomorphisms of locally free coherent
sheaves of finite rank, and construct the homomorphisms ρGW,Lα , ρ
GW,R
α ,ρ
W,L
α , ρ
W,R
α .
Finally, in section 7 we prove Cancellation Theorem 1.2, Theorem 1.2, and isomorphism (1.1).
1.5. Acknowledgements: Acknowledgement to I. Panin who encouraged me to work on this
project, for helpful discussions.
1.6. Notation and conventions: By default we assume schemes being of finite type and separated
over a field k, char k 6= 2; Smk is the category of smooth schemes over k; Coh(X) = CohX denotes
the category of coherent sheaves on a scheme X . Denote by Γf a graph of a regular map f : X → Y
and f−1(Z) = Z ×Y X . k[X ] = Γ(X,O(X)), and for any f ∈ k[X ], Z(f) = f−1(0), and Zred(f) is
its reduced subscheme. For P ∈ Coh(X) we denote by SuppP the closed subscheme in X defined
by the sheaf of ideals I(U) = AnnP
∣∣
U
⊂ k[U ] and by Suppred P its reduced subscheme. Finally we
denote by Fnis the Nisnevich sheafification of a presheave F on Smk.
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2. Quadratic correspondences
2.1. Categories QCor, GW⊕, WCor. In this subsection we summarise definitions and used prop-
erties of GW-correspondences and Witt-correspondences, see [8], [7] for more details and proofs.
Definition 2.1. For a morphism of schemes p : Y → X let Cohfin(p) (or Cohfin(Y → X)) denotes
the full subcategory of the category of coherent sheaves on Y spanned by sheaves F such that SuppF
is finite over X ; and let P(p) (or PYX) denotes the full subcategory of Cohfin(Y ) spanned by sheaves
F such that p∗(F) is a locally free sheaf on X . For two schemes X and Y over a base scheme S we
denote CohSfin(X,Y ) = Cohfin(X ×S Y → X), P
S(X,Y ) = P(X ×S Y → X).
Remark 2.2. For affine schemes Y , X , P(Y → X) is equivalent to the full subcategory in the
k[Y ]−Mod spanned by finitely generated and projective modules over k[X ].
The functors k[Y ]-mod → k[Y ]-modop : M 7→ Homk[X](M,k[X ]) for finite morphisms Y → X
of affine schemes, defines in a canonical way a functor DX : Cohfin(YX) → Cohfin(YX)op for any
morphism of schemes Y → X . This gives an exact category with duality (P(Y → X), DX). For any
schemes X , Y and Z over a base scheme S the tensor product over Y induce a functor of categories
with duality
(2.3) − ◦− : (PS(Y, Z), DY )× (P
S(X,Y ), DX)→ (P
S(X,Z), DX),
where (PS(X,Y ), DX)×(PS(Y, Z), DY ) = (PS(X,Y )×PS(Y, Z), DX×DY ). This functor is natural
in X ,Y and Z and satisfies the associativity axiom.
Definition 2.4. Let (C, D) be an exact category with duality, then
1) a pair (P, q), where P ∈ C and q : P → D(P ) is symmetric morphism, is called a quadratic
pre-space, and let’s denote by preQ(C, D) the set of isomorphism classes of quadratic pre-spaces;
2) a quadratic space is a pair (P, q) whenever q : P → D(P ) is isomorphism, and we denote by
Q(C, D) the set of isomorphism classes of quadratic spaces;
3) GW⊕(C, D) denotes the Grothendieck-Witt-group of Q(C, D) in respect to the direct sums,
4) W (C, D) denotes the Witt-group of (C, D), i.e. factor-group of GW (C, D) by classes of metabolic
spaces (see [4]).
Some times we write Q(P(X,Y )) for Q(P(X,Y ), DX) since we always consider the duality DX .
Definition 2.5. Let k be a field. The category QCork is the category such that objects of QCork
are smooth varieties and morphisms QCor(X,Y ) = Q(P(X,Y ), DX). The composition is induced
by the functor (2.3), and the identity morphism IdX is defined by the class of quadratic space
(O(∆), 1) where i : ∆→ X×X . To shortify notations we write sometimes Q(X,Y ) for QCor(X,Y ).
The categories GW⊕k and WCork are the additive categories with the same objects and such that
GW⊕(X,Y ) = GW⊕(PYX , DX), WCor(X,Y ) =W (P
Y
X , DX), the composition is induced by the one
of QCor. A presheave with GW-transfers is an additive presheave F : GWCork → Ab and similarly
for presheaves with Witt-transfers.
Notation 2.6. For X,Y, Z ∈ Smk and a pair of quadratic spaces (P1, q1) ∈ QCor(X,Y ), (P2, q2) ∈
QCor(Y, Z) we call (P2, q2) ◦ (P1, q1) the composition of the quadratic spaces and denote it also
sometimes by (P2, q2) ◦ (P1, q1) or by (P2 ⊗Y P1, q2 ⊗Y q1).
Definition 2.7. We write Φ1
A1
∼ Φ2 for Φ1,Φ2 ∈ GW⊕(X,Y ) whenever there is Θ ∈ GW⊕(X ×
A1, Y ) such that Θ ◦ i0 = Φ1,Θ ◦ i1 = Φ1, where i0, i1 : X → X × A1 denotes zero and unit
sections. In such a situation we call Θ by an A1-homotopy joining Φ1 and Φ2. Denote by GW⊕k
the factor-category of GW⊕k such that morphisms are classes up to homotopy equivalence.
Theorem 2.8 (see [6], theorem 1, and [7]). Suppose is a homotopy invariant presheave with GW-
transfers (Witt-transfers). Then (a) for a local essentially smooth U over a base filed k, the restric-
tion homomorphism F(U)→ F(η) is injective, where η ∈ U is generic point.
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Theorem 2.9 (see [7]). For F as above and for any open subschemes V1 ⊂ V2 ⊂ A1K , k = k(X),
X ∈ Smk, the restriction homomorphism F(V2)→ F(V1) is injective.
Theorem 2.10 (see [7], theorem 3.1 and corollary 4.13; [10], theorem 3; and [8]). For a presheave
with GW-transfers (Witt-transfers) F over a field k, the Nisnevich sheaf Fnis and Nisnevich co-
homology presheaves hnis(Fnis) are equipped with the structure of presheaves with GW-transfers
(Witt-transfers) in a canonical way.
If F is homotopy invariant, then Hinis(U) = 0, for any open U ⊂ A
1
K , K = k(X), X ∈ Smk. If
in addition k be infinite, perfect, chark 6= 2; then the associated Nisnevich sheaf Fnis and Nisnevich
cohomology presheaves hnis(Fnis) are homotopy invariant.
For any pair of quadratic spaces (P1, q1) ∈ Q(P
Y1
X1
), (P2, q2) ∈ Q(P
Y2
X2
), the isomorphism
q1 ⊗k q2 : P1 ⊗k P2 ≃ DX1(P1)⊗k DX2(P2) ≃ DX1×X2(P1 ⊗k P2)
defines a quadratic space (P1 ⊗k P2, q1 ⊗k q2) ∈ Q(P
Y1×Y2
X1×X2
) and if at least one of spaces (P1, q1),
(P2, q2) is metabolic then (P1 ⊗k P2, q1 ⊗k q2) is metabolic. So we have the following:
Lemma 2.11. The tensor product over a base field k induce a functors −⊠− : QCork ×QCork →
QCork, and −⊠− : GW
⊕
k ×GW
⊕
k → GW
⊕
k (and similarly for WCor), such that X ⊠ Y = X × Y .
Remark 2.12. We use symbol ⊠ here, to distinct products on the categories of correspondences from
the tensor product on the category of presheaves with transfers for which we use the symbol ⊗.
Remark 2.13. Since GW⊕k is additive category, all mentioned operations, functors and presheaves
with GW-transfers can be passed to the Karoubi envelope Kar(GWCork). Similarly for WCork.
2.2. Construction of quadratic correspondences by a function on an oriented curve.
Lemma 2.14. Let X ∈ Smk and f ∈ k[X ×Gm] such that Z(f) is finite over X and Z(f) 6= ∅,
then there is a unique regular map f : P1 ×X → P1 such that f is the restriction of f to X ×Gm.
Moreover for such a map f the morphism (f, prX) : P
1 × X → P1 × X is finite and flat and the
scheme theoretical preimage f
−1
(0) is equal to the vanish locus Z(f).
Proof. If the map f exists, then Γf = Γf ⊂ P
1 ×X × P1 . Hence if f exists then it is unique.
Let l∞, l0 be the minimal integers such that there is r ∈ Γ(P1 ×X,O(l∞ + l0)) : f = r/(tl∞∞ t
l0
0 ).
We are going to prove that Z(f) = Z(r) ⊂ P1 × X. Since Z(f) is finite over X , it is closed in
P1X . On the other hand Z(f) = Z(r) ∩ X ×Gm, so it is open in Z(r). Then Z(f) is disjoint
component of Z(r), and let Z(r) = Z(f) ∐ Z∞ ∐ Z0, where Z∞ ⊂ ∞ × X and Z0 ⊂ 0 × X . If
Z∞ 6= ∅, then dimZ∞ ≥ dim (X ×Gm)− 1 = dim (∞×X); hence Z∞ =∞×X and r
∣∣
∞×X
= 0.
This contradicts to the minimality of the choice of l∞. So Z∞ = ∅, and similarly Z0 = ∅. Then
Z(f) = Z(r) ∩X ×Gm = Z(r).
Define f = [r : tl∞∞ t
l0
0 ] : P
1 × X → P1. Then from the above we have Z(f) = f
−1
(0). Since
dimZ(f) ≥ dimP1X−1 = dimX and since Z(f) is finite overX , it follows that projection Z(f)→ X
is surjective. Hence the fibre of Z(f) over each point x ∈ X is not empty and it is not equal to P1x.
Hence the fibre of the map (f, prX) : P
1×X → P1×X over each point s ∈ P1×X is not empty and
it is not equal to P1s, and so (f, prX) is quasi-finite. Thus the morphism (f, prX) is quasi-finite and
projective, and whence it is finite. Finally, since it is finite morphism of equidimensional smooth
varieties, it is flat. 
Definition 2.15. For any U ∈ Smk and open subscheme V ⊂ A1 × U , we denote by FP (U, V )
the set of regular maps f : P1 × U → P1 such that f
−1
(0) is finite over U and f
−1
(0) ⊂ V . Let
FP (U, V, Z) ⊂ FP (U, V ), f ∈ FR(U, V, Z) iff f
−1
(0) = Z ∐ Z ′.
Proposition 2.16. There are
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1) a natural (along base changes) map FP (U, V ) → Q(P(U, V )) such that any function f ∈
FP (U, V ) goes to some quadratic space 〈f〉 = (O(f−1(0)), u),
2) a natural map FP (U, V, Z)→ Q(P(U,Z)) such that any function f ∈ FP (U, V, Z) goes to some
quadratic space 〈f, Z〉 = (O(Z), u), where u ∈ k[Z]×.
Proof. 1) Let F = (f, prU ) for f ∈ FP (U). Let’s denote the source of the morphism F as Y and
the target by X . Then X and X are isomorphic to two copies of the relative projective lines over
X and morphism F is finite, The Grothendieck duality for a finite morphism of smooth projective
varieties leads to the natural isomorphism ωX ≃ HomY (f∗(O(X)),O(Y )), and functoriality of
this isomorphism in respect to endomorphisms of O(X) implies that it defines isomorphism ωX ≃
DY (O(X)) that can be considered as symmetric quadratic space (O(X), q) ∈ Q(P(f), D
f∗(ωY )⊗ω
−1
X
Y ),
where L = f∗(ωY ) ⊗ ω
−1
X , and D
L
Y (F) = DY (F) ⊗ L. Then put (O(Z), q
′
f ) = i
∗(O(X), q) ∈
Q(P(f), D
j∗(f∗(ωY )⊗ω
−1
X
)
X ), where j : Z →֒ A
1
U , i : 0U →֒ P
1
U . Now since the standard trivialisation of
ω(A1U ) given by differential of coordinate gives an identifications i
∗(ωY ) ≃ O(U) and j∗(ωX) ≃ O(Z),
we get required quadratic space (O(Z), q′f ) ∈ Q(P(f), DX).
2)The claim follows form that if f
−1
(0) = Z ∐ Z ′ then any quadratic space (O(f
−1
(0)), q) splits
in a canonical way into the sum (O(Z), u)⊕ (O(Z ′), u′). 
Definition 2.17. Let U ∈ Smk, V ⊂ A1 be open subscheme and f : V ×U → A1 be regular function.
Then we denote by 〈f, V ×U〉 ∈ Q(P(U, V ×U)) the image under the map from Proposition 2.16 of
the finite morphism f : P1 × U → P1 that is a lift of f if it exists (definition is correct since if such
lift exists then it is unique).
Lemma 2.18. Assume char k 6= 2, then for any finite scheme Z over a variety X and quadratic
space (O(Z × A1), q) ∈ Q(Cohfin(Z × A
1 → X × A1)), there is an isomorphism of quadratic spaces
(O(Z), q0) ≃ (O(Z), q1), where q0 = i∗0(q), q1 = i
∗
1(q) and i0, i1 : X → X × A
1 denote zero and unit
sections.
Lemma 2.19. For any regular function q on a scheme Z (over the base filed k, chark 6= 2) such
that q
∣∣
Zred
= 1 there is a square root t ∈ O(Z): t2 = q ∈ O(Z).
Proof of Lemma 2.18. Any quadratic form on O(Z ×A1) is defined by invertible regular function q
on Z ×A1. In the case of reduced Z any such function is constant along A1, and hence q0 = i∗0(q) =
i∗1(q) = q1, that implies the claim.
In general case we have that restriction q
∣∣
Zred×A1
is constant (along A1). Hence i∗0(q) and i
∗
1(q)
are equal on Zred. To prove the claim let’s note that any function on Z that is equal to 1 on Zred
has a square root and applying this to fraction i∗0(q)/i
∗
1(q) we get isomorphism of quadratic spaces
i∗0(O(Z × A
1), q) and i∗0(O(Z × A
1). 
2.3. Locally splitting homomorphisms.
Lemma 2.20. For any endomorphism of coherent shaves e ∈ EndCohfin(X,Y )(P ) for any schemes
X,Y and P ∈ Cohfin(X,Y ), there is a unique commutative diagram
(2.21) KerD(e) 
 //

DX(P )
DX (e)
--// // ImD(e) 
 //
w

DX(P ) // // CokerD(e)

D(Coker e) 
 // DX(P )
DX (e)
11// // DX(Im(e))
  // DX(P ) // // D(Ker e).
Proof. The vertical arrows in the diagram are defined by universal properties of kernels and cokernels.

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Definition 2.22. A morphism of coherent sheaves e : P1 → P2 on a scheme X is called locally
splitting whenever both short exact sequences in the diagram
kere
  // P1
e
,,// // Ime 
 // P2 // // Cokere
splits locally on X . A morphism e : P1 → P2 ∈ Confin(X,Y ) for a varieties X,Y is called locally
splitting whenever its direct image along the projection X × Y → X is locally splitting on X .
Lemma 2.23. 1) For any varieties X,Y the subcategory of locally splitting morphisms is an abelian
subcategory of Cohfin(X,Y ), and the functor DX is exact on the subcategory of locally splitting
morphisms in Cohfin(X,Y ).
2) For any locally splitting morphism the vertical arrows in the commutative diagram (2.21) are
isomorphisms.
3) Any short exact sequence in P(X,Y ) is locally splitting.
Proof. 1) Since for any locally splitting homomorphism e, the homomorphisms ker e and coker e are
locally splitting the first statement follows.
The second claim follows from that base change of the duality DX along the open immersion
U →֒ X (or along the embedding of local subscheme Xx → X) is equal to DU (DXx), and for any
scheme U the functor DU sends splitting sequences to splitting ones.
2) The claim follows from the previous point, since by definition exact functor preserves kernels,
images, and cokernels.
3) The last statement follows form that short exact sequence of locally free coherent sheaves is
locally splitting. 
2.4. Homotopy for permutation on G∧1m ×G
∧1
m .
Lemma 2.24. For a homotopy invariant presheave with GW-transfers F the homomorphism
F (G∧1m ×G
∧1
m )→ F (G
∧1
m ×G
∧1
m ∆G∧1m ) is injective.
Proof. The prove is based on the same method on the prove of the injectivity on the relative affine
line. Indeed, the method proves the injectivity for a pair of open subsets U ⊂ V in the relative affine
line A1X such that U = A
1− (T ∐D), V = A1−T , where T is quasi-finite and D is finite over X . 
Definition 2.25. Let prGmpt : Gm → pt, and let 1 : pt → Gm denotes the unit section. Let G
∧1
m =
Coker(Gm → pt) ∈ Kar(GWCork) and let 1Gm = 1 ◦ pr
Gm
pt Finally, let pr
∧ : GW⊕(Gm,Gm) →
GW⊕(G∧1m ,G
∧1
m ) denote the canonical projection to a direct summand, and let e = (idGm − 1Gm) ◦
− ◦ (idGm − 1Gm) : GW
⊕(Gm,Gm)→ GW⊕(Gm,Gm) be the corresponding idempotent. The same
notation we use for WCor.
Lemma 2.26. Let T denote the transposition on G∧1m ×G
∧1
m , then
[T ] = [〈−1〉 · idG∧1m ×G∧1m ] ∈ GW
⊕
k(G
∧1
m ×G
∧1
m ,G
∧1
m ×G
∧1
m ).
Proof. Let iQ : Q = Z(t
2 − at+m) →֒ A1
A1×Gm
, where we use k[A1 ×Gm] = k[a,m,m−1]. Define
Π = 〈t2 − at+m,Q〉 ∈ GW⊕(A1 ×Gm, Q), C : Gm ×Gm → A
1 ×Gm : C(x, y) = (x + y, xy).
Then Π ◦ C = 〈(t − x)(t − y), Q ×,Gm×A1,C (Gm × Gm)〉 ∈ GWCor(Gm × Gm, Q). The map
Gm ×Gm → A1 × A1 ×Gm : (x, y) 7→ (x, x+ y, xy)) induce isomorphism Gm ×Gm ≃ Q. Hence
(2.27) Π ◦ C ◦ i = 〈x− y〉〈t− x, Z(t− x)〉 + 〈y − x〉〈t − y, Z(t− y)〉 =
〈x− y〉(idGm×Gm + 〈−1〉 ◦ T ) ∈ GWCor(Gm ×Gm −∆Gm , Q),
where i : Gm ×Gm −∆Gm →֒ Gm ×Gm.
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On the other hand
Π ◦ sect ◦ µ ◦ i = 〈1− xy〉[(x, y) 7→ (1, xy)] + 〈xy − 1〉[(x, y) 7→ (xy, 1)],
where µ : Gm×Gm → Gm : (x, y) 7→ xy and sect : Gm → A1×Gm : (a,m) 7→ (m+1,m); and whence
e ◦Π ◦ sect ◦ prGm ◦ C ◦ i = 0 ∈ GWCork(Gm ×Gm,G
∧1
m ×G
∧1
m ).
Now using homotopy h : A1 × Gm × A1 → A1 × Gm : (a,m, λ) 7→ (a(1 − λ) + (1 +m)λ,m), and
since h ◦ i0 = idA1×Gm , h ◦ i1 = sect ◦ prGm , we get
pr∧(idGm×Gm + 〈−1〉 ◦ T ) = 〈(x− y)
−1〉 ◦ [Π ◦ C ◦ i] =
= 〈(x− y)−1〉 ◦ [Π ◦ sect ◦ µ ◦ C ◦ i] = 0 ∈ GWCork(Gm ×Gm −∆Gm ,G
∧1
m ×G
∧1
m ).
Now the claim follows form that homomorphismGWCork(G
∧1
m ×G
∧1
m ,G
∧1
m ×G
∧1
m )→ GWCork(G
∧1
m ×
G∧1m −∆G∧1m ,G
∧1
m ×G
∧1
m ) is injective. (see lemma 2.24). 
Remark 2.28. In the previous proof in the equation we use base change along closed embeddings for
the duality isomorphism for finite morphisms f and we assume that choice in the duality theorem is
made in a way that duality isomorphism ξf for the identity morphism of schemes f : X → X , is equal
to the isomorphism defined by canonical isomorphisms O(X) ≃ f∗(O(X) and ω(X) ≃ f∗(ω(X)).
Let’s note also that for this computation it is enough to use flat base changes, and actually base
changes along isomorphisms. To do this we need to apply base change for the square defined by
two copies of morphism Q → A1 × Gm, identity isomorphism on A1 × Gm and isomorphism T
on Q (using isomorphism Q ≃ Gm × Gm). Then we get that 〈(t − x1)(t − x2)〉Z(t−x1) = 〈λ〉 and
〈(t− x1)(t− x2)〉Z(t−x2) = 〈−λ〉 for some invertible function λ ∈ k[Gm
2]×. So the required equality
[idGm2∆] = [〈−1〉idGm2∆] ∈ GWCor(G
2
m −∆,G
2
m −∆) follows after the multiplication of quadratic
forms in (2.27) and in other equalities form the proof above by λ−1.
Corollary 2.29. 1) [T ] = [idG∧2m ] in WCork, 2) [C3] = [idG∧3m ] in GWCork, where C3 denotes the
3-cycle permutation.
Proof. 1) The claim follows form that [〈1〉] + [〈−1〉] = 0 ∈ WCork(pt, pt), since it is class of a
metabolic space. 2) The claim follows from that a 3-cycle is a composition of two transpositions and
[〈−1〉]2 = idpt ∈ GWCork(pt, pt). 
3. Categories of GW-motives and Witt-motives
Starting form this section we assume that the base field k is infinite, perfect, and char k 6= 2.
Here we recall the results of [7] on the categories of effective GW-motives and Witt-motives used in
the article. We consider the case of GW-motives, and the case of Witt-motives is similar.
Let Pre and ShNis denote categories of presheaves and Nisnevich sheaves on Smk, Pre(GWCor)
(or PreGW ) the category of presheaves with GW-transfers, ShNis(GWCor) (or Sh
GW ) the category
of Nisnevich sheaves with GW-transfers. It is proven in [7] thatShNis(GWCor) is abelian.
Definition 3.1. The category of effective GW-motives DMGWeff (k) is the full subcategory in
D−(ShNis(GWCor)) spanned by the complexes with homotopy invariant cohomology sheaves.
The functor MGW : Smk → DM
GW
eff (k), which sends X → Smk to its effective GW-motive, is
defined as MGWeff (X) = HomD−(PreGW )(∆
•, GWCornis(−, X)) = GWCornis(−×∆•, X), where ∆i
denotes affine simplexes.
Theorem 3.2. Suppose k is an infinite perfect filed, char k 6= 2.
There is an adjunction Lpre
A1
: D−(PreGWk ) ⇌ D
GW
A1
(k) : RA1 such that R
pre
A1
is equivalent to the
full embedding functor of the subcategory spanned by complexes with homotopy invariant cohomol-
ogy presheaves, Lpre
A1
is equal to the localisation with respect to morphisms of the form ZGW (X) ×
ZGW (A
1 → X), for all X ∈ Smk, and LA1 ◦RA1(ZGW (X)) = GW
⊕(∆• ×−, X).
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Moreover the functors Lpre
A1
and Rpre
A1
are exact with respect to the Nisnevich quasi isomorphisms.
The localisation of DGW
A1
(k) with respect to Nisnevich quasi isomorphisms is equivalent toDMGWeff (k).
The adjunction Lpre
A1
⊣ RA1 induces the adjunction LA1 : D
−(ShGWk ) ⇌ DM
GW
eff (k) : RA1 such that
LA1 ◦RA1(ZGW,nis(X)) =M
GW (X).
Corollary 3.3. For an infinite perfect field k, char k 6= 2, X ∈ Smk and a motivic complex A• ∈
DMGWeff (k) there is a natural isomorphism HomDMGWeff (k)(M
GW (X),Σ∞
G∧1m
A•[i]) ≃ HiNis(X,A
•),
The following lemma is used in section 7 to deduce the sheaf cancellation theorem form the
presheaf one.
Lemma 3.4. Let U is local essential smooth k-scheme, and V ⊂ A1k is open over an infinite perfect
base filed k, char k 6= 2. Let F ∈ PreGWk (or Pre
W ) be homotopy invariant. Then
Fnis(U × V ) ≃ F(U × V ), H
i
nis(U × V,Fnis) ≃ 0, for i > 0.
Proof. Consider the case of GW⊕. Let η ∈ U denote the generic point. By Th. 2.10 U 7→
Hinis(U × V,Fnis) are homotopy invariant presheaves with GW-transfers. Hence Th. 2.9 yields the
injection Hinis(U × V,Fnis)→ H
i
nis(η × V,Fnis) for all i, and by Th. 2.10 Fnis(η × V ) ≃ F(η× V ),
Hinis(η × V,Fnis) = 0, for i > 0.
Thus since the injection F(U × V ) →֒ F(η × V ) factors as F(U × V ) → Fnis(U × V ) →֒
Fnis(η × V ) ≃ F(η × V ), it follows that ν : F(U × V ) →֒ Fnis(U × V ) is injective. On other side,
applying Th 2.9 to the hom. inv. presheaves Coker(ν),Coker(ν)(−×V ) ∈ PreGW Coker(ν)(U×V ) =
Coker(ν)(η×V )Coker(ν)(η′) = 0, where η′ is generic point of η×V . Thus ν is an isomorphism. 
As shown in [7] there is a tensor structure on the category DMGWeff (k) such that M
GW (X) ⊗
MGW (Y ) ≃MGW (X × Y ). (Note that this tensor structure doesn’t relates to the tensor structure
⊠ on the category of correspondences defined in Lemma 2.11.) Let G∧km = (G
∧1
m )
⊗k ∈ DMGWeff (k),
where G∧1m = Cone(pt
1
→֒ Gm), and for any A• ∈ DM
GW
eff (k), we denote A
•(n) = Gm
∧k ⊗A•.
Definition 3.5. Since DMGWeff (k) is the full subcategory in D
−(ShGWk ), it is dg-category and
it is equipped with the injective model structure. Define the category of (non-effective) motives
DMGW(k) as the category of G∧1m -spectra with respect to DM
GW
eff (k). So objects of DM
GW
eff (k) are
sequences E = (E•0 , s0, E
•
1 , s1, . . . , E
•
n, sn, . . . , ), E
•
i ∈ DM
GW
eff (k), si ∈ HomDMGWeff (k)(E
•
i (1), E
•
i+1)
and for two such sequences E = (Ei) and F = (Fi) the homomorphism group is defined as
HomDMGW(k)(E,F ) = lim−→i
Hom
DM
GW
eff (k)
(Ei, Fi).
A functor Σ∞Gm : DM
GW
eff (k) → DM
GW(k) takes a motivic complex E• to the spectrum
(E•, E•(1), . . . E•(n) . . . ) with si being identity morphisms idE•(i).
4. Norm of the multiplication endomorphism mPf .
Definition 4.1. Let p : V → S a morphism of schemes, P ∈ P(V → S), and f ∈ k[V ]. Then
the multiplication by f defined the endomorphism m
p∗(P )
f ∈ End(p∗(P )), and denote detP (f) =
r∧
m
p∗(P )
f ∈ End(
r∧
p∗(P )) = k[S], where r = rankO(S) p∗(P ).
Lemma 4.2. For any morphism of schemes p : V → S, P ∈ P(V → S), P 6= 0 and f ∈ k[V ], we
have Zred(NP (f)) = p(Suppred P/fP ), where P/fP = Coker(mPf ).
Proof. One can easily check that for any point z ∈ S, NP (f) = detPz (f), where Pz is a fibre of P
over z. So z 6∈ Zred(NP (f))⇔ the fibre (m
f
P )z is invertible ⇔ P/fP = 0. 
Definition 4.3. For any p : V → S, a homomorphism h : P → Q ∈ Coh(V ) is called universally
injective over S if ∀F ∈ Coh(S) the homomorphism h⊗ p∗(F ) is injective.
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Lemma 4.4. Suppose V
α
−→ U
p
−→ S are morphisms of schemes, α is affine, and h : P → Q ∈
Coh(V ); then h is universally injective over S, iff α∗(h) is universally injective on S.
2) Suppose p : V → S is affine and flat, and h : P → Q ∈ Coh(V ); then the following conditions
are equivalent: (1) h is universally injective over S, (2) p∗(Coker(h)) = Coker(p∗(h)) ∈ Coh(S) is
flat, (3) the fibre hx = i
∗
x(h) is injective for any x ∈ S, where ix : x→ S is the injection.
Proof. 1) The claim follows form that the direct image functor with respect to an affine morphism
is exact. 2) (1) ⇔ (2): By the first point of the lemma (1) is equivalent that p∗(h) is universally
injective. Now we use the reasoning used by Suslin in the case of K0-corr. Since p is flat, and P
and Q are flat objects in Coh(V ), we see that p∗(P ) and p∗(Q) are flat on S too. Since p∗(h) is
universally injective, computing Tori(p∗(Coker h)) using the flat resolvent given by 0 →֒ p∗(P ) →
p∗(Q)։ p∗(Coker h), we see that Tori(p∗(Coker h,G)) = 0 ∀G ∈ Coh(S), i > 0. The equivalence
(2) ⇔ (3) follows form that F ∈ Coh(S) is flat iff Tori(F, k(x)) = 0 for all points x ∈ S. 
Lemma 4.5. Let X, Y be schemes over the base field k, let P ∈ P(Gm × X,Gm × Y ), f ∈
k[Gm × X × Gm × Y ], and prX : X × Gm × Y × Gm → X denote the canonical projection; then
prX∗(P/fP ) is coherent on X if and only if SuppP/fP is finite over X.
Proof. The claim follows from the general fact that direct image of a coherent F sheaf along a affine
morphism p : T → S is coherent iff SuppF is finite over S. 
Lemma 4.6. Let P ∈ P(Gm×X,Gm× Y ), f ∈ k[Gm×X ×Gm× Y ], N = detP (f) ∈ k[X ×Gm].
(1) Then mN ,P = mf,P ◦mg,P for some g ∈ k[Gm ×X × Gm × Y ], (1’) and if f ∈ k[Gm × Gm],
there is a such a function g in k[X ×Gm × Y ×Gm].
If the endomorphism mPf ∈ End(P ) is injective, then (2) m
P
N , m
P
g are injective, (2’) and moreover
KermP
′
g = fP
′, gP ′ ≃ CoimmP
′
g ≃ Imm
P ′
g ≃ P
′/fP ′, CokermP
′
g ≃ P
′/gP ′, where P ′ = P/NP .
If SuppP/fP is finite over X, then (3) Z(N ) is finite over X, (3’) mPf , m
P
N , and m
P
g are injective
over each point of X; (3”) the short exact sequences fP ′ →֒ P ′ ։ gP ′, P ′/fP ′ →֒ P ′ ։ P ′/gP ′
(given by point (2’)) splits locally (see Def. 2.22), and fP ′, gP ′, P ′/fP ′, P ′/gP ′ are locally free of a
finite rank.
Proof. 1) Consider p(λ) = detP (λ−mf ), p(λ) = λ
rankP +a1λ
rankP−1+ · · ·+arankP , ai ∈ k[Gm×X ],
where mf = m
P
f , Since detP (f − mf ) = 0, it follows that p(λ) = (λ − f)g˜(λ) for some g(λ) ∈
k[Gm × X × Gm × Y ][λ]. Hence N = p(0) = fg, where g = g˜(0). Point (1’) follows from that if
f ∈ k[G2m], then ai, f ∈ k[X×Gm×Gm], and g is contained in the subalgebra in k[Gm×X×Gm×Y ]
generated ai and f .
2) Suppose mPf is injective. Since N = fg, m
P
g , and m
P
f are injective. Since SuppP is finite over
Gm, for any h ∈ k[X ×Gm × Y ×Gm] mPh is injective iff prX×Gm(m
P
h ) injective. By the definition
of P(X × Gm, Y ×Gm) the sheaf prx×Gm(m
Px
h ) is coherent and locally free. Hence prX×Gm(m
P
h )
is injective iff the homomorphism ν∗(prx×Gm(m
Px
h )) induced over generic point ν →֒ X × Gm is
injective. Then ν∗(prx×Gm(m
Px
h )) is injective iff det(ν
∗(prx×Gm(m
Px
h ))) ∈ k(ν) is invertible, since
dimk(ν) ν
∗(prx×Gm(m
Px
h )) < ∞. Now since det(ν
∗(prx×Gm(m
Px
h ))) = N (ν), we see that m
P
N is
injective.
2’) Since mg is injective by (2), and since mg(fP ) = NP ⊂ P , it follows that m−1g (NP ) = fP ,
and hence Ker(m′g) = fP
′. Other qualities are by the definition.
4) The surjection Suppred(P/fP ) ։ Z(N )red implies that Z(N )red is finite over X . Let l∞, l0
be minimal integers such that ∃r ∈ Γ(P1 ×X,O(l∞ + l0)), N = r/(tl∞∞ t
l0
0 ).
We are going to show that Z(r) ∩ {0,∞} × X = ∅. Since Z(N )red is finite over X , Z(N )red
is closed in Z(r)red; since Z(N )red is equal to Z(r)red ∩ X ×Gm, Z(N )red is open in Z(r)red.
Hence Z(r)red = Z(N )red ∐ Z∞ ∐ Z0, Z∞ ⊂ ∞ ×X , Z0 ⊂ 0 × X . Suppose that Z∞ 6= ∅. Then
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dimZ∞ = dim (X ×Gm) − 1 = dim (∞ × X), and Z∞ = ∞ × X . So r
∣∣
∞×X
= 0. But this
contradicts to the minimality of l∞. Thus Z∞ = ∅, and similarly Z0 = ∅.
So we get Z(r) = Z(r)∩X ×Gm = Z(N ). Hence Z(N ) is projective over X . Since as was shown
Z(N )red is finite over X , it follows that Z(N ) is quasi-finite over X . Whence Z(N ) is finite over X .
3’) Let x ∈ X . By the same reasoning as in (2’) applied to the fibre x∗(P ) over a point x ∈ X
we see that if (mPf )x is injective, then (m
P
N )x, (m
P
g )x are injective. And moreover, the (m
P
f )x is
injective iff m
ν∗(Px)
f is invertible, where ν is generic point of x × Gm. If Supp(P/fP ) is finite over
X , then µ∗(P/fP ) = 0, so coker(m
ν∗(Px)
f ) = 0, and hence m
ν∗(Px)
f is invertible, since ν
∗(Px) is finite
dimensional vector space over k(ν).
3”) By the point (3) Z(N ) is finite over X . Hence prX∗(P/NP ) ∈ coh(X) and consequently
prX∗(P/fP ), prX∗(P/gP ) ∈ coh(X). Now by (3’) m
P
f , m
P
N and m
P
g are injective over each point
in X . By Lemma 4.4 this implies that prX∗(P/fP ) , prX∗(P/NP ) and prX∗(P/gP ) are flat over
X . The claim follows, since any finitely generated flat coherent sheaf is locally free, and any short
exact sequence with locally free cokernels locally splits. 
5. ∪-product of quadratic spaces with a function.
We construct some operation ρ which takes (P, q) ∈ Q(X×Gm, Y ×Gm) and a suitable f ∈ k[Gm×
Gm] to some (P/fP, q
′) ∈ Q(X,Y ) (see Def. 5.6). Informally it can be considered as a ∪-product
of a quadratic space with a regular function. The function f is applicable to (P, q) only if Z(f) is
finite over Y ×Gm and transversal to SuppP , but it isn’t enough. Moreover, by the construction ρ
depends on a triple of functions (f,N , g), where N ∈ k[X×Gm], g ∈ k[X×Gm×Y ×Gm] such that
N = fg, Z(N ) is finite over X (see Def. 5.5). A set of ’f’-triples that we can use in our construction
with a given quadratic space (P, q) we call as (P, q)-applicable ’f’-triples.
So to apply our construction we should firstly prove the existence of an applicable triple (Lemma
5.11) and a partly ndependence form the choice of N and g Also we show that the operation is well
defined on Grothendieck-Witt and Witt groups.
In this and the next section we assume that char k 6= 2, where k is the base field.
Definition 5.1. Let X be a scheme, P ∈ coh(X), q a symmetric quadratic form q : P → DX(P ),
and e ∈ End(P ), q ◦ e = D(e) ◦ q ∈ Hom(P,DX(P )); then denote by e · (P, q) the pair (P, q′), where
q′ = q ◦ e ∈ Hom(P,DX(P )), which symmetric quadratic form, since e is self-adjoint.
Definition 5.2. For any (P, q) ∈ preQ(cohfin(X,Y )), we denote by red(P, q) (or (P, q)red) the pair
(Imq, qred) ∈ preQ(Cohfin(X,Y )), where qred : ℑq → D(ℑq) is a unique homomorphism such that
q = D(im q) ◦ qred ◦ im q defined by universal property of the kernels and cokernels.
Lemma 5.3. Let (P, q) ∈ Q(P(X,Y )) and e : P → P be a locally splitting (see Def. 2.22) self-
adjoint endomorphism; then red(e · (P, q)) ∈ Q(P(X,Y )).
Proof. By definition (e · q)red is equal to composition Ime
u
−→ ImDX(e)
w
−→ DX(Ime), where u is
defined by universal property of the image. So there is the commutative diagram
Ker e
  // P
e
--
q

// // Im(e)
u

qred
  
  // P
q ≃

// // Coker e
KerDX(e)
  //

DX(P ) // // ImDX(e)
  //
w

DX(P ) // // CokerDX(e)

DX(Coker e)
  // DX(P )
D(e)
11// // DX(Im(e))
  // DX(P ) // // DX(Ker e).
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Since (P, q) ∈ Q(P(X,Y )), we see that q is isomorphism and hence u is isomorphism. Since e is
locally splitting, if follows from Lm 2.23 that w is isomorphism. The claim follows. 
Remark 5.4. For any P as above SuppP/fP is finite over X iff prX∗(P/fP ) ∈ coh(X).
Definition 5.5. For a pair of varieties X,Y we call by an ’f ’-tripe a triple (f,N , g), f, g ∈ k[X ×
Gm × Y ×Gm], N ∈ k[X ×Gm] such that Z(N ) is finite over X .
An ’f’-tripe (f,N , g), is called applicable with respect to (P, q) or just a (P, q)-triple iff SuppP/fP
is finite over X and mN ,P = mf,P ◦mg,P ∈ End(P ).
A (P, q)-triple (f,N , g) is called normal (P, q)-triple, whenever there are regular functions Nad
on X ×Gm and gmin on X ×Gm × Y ×Gm, such that N = NP (f)Nad and g = gminNad.
Definition 5.6 (The map ρ). For an (P, q)-triple (f,N , g) (see Definition 5.5) put
ρ(f,N ,g)(P, q) = red(mg,P · ((P, q) ◦ 〈N , X ×Gm〉)) ∈ preQ(P(X,Y ))
(see Def. 2.17, 5.1, 5.2)
Lemma 5.7. For a (P, q)-triple (f,N , g), if (P, q) ∈ Q(P(X ×Gm, Y ×Gm)) then ρ(f,N ,g)(P, q) ∈
Q(P(X,Y ))
Proof. The claim follows from the point (3”) of Lm 4.6 and Lem 5.3. 
Lemma 5.8. Let (P1, q1) ∈ preQ(P(X,Y )), and (P2, q2) ∈ Q(P(Y, Z), then
1) for any locally splitting e ∈ End(P )(see Def. 2.22), and any (P2, q2) ∈ Q(P(Y, Z), one has
red(e · ((P2, q2) ◦ (P1, q1))) = (P2, q2) ◦ red(e · (P1, q1)) ∈ Q(P(X,Z))
2) for a commuting self-adjoint endomorphisms e1, e2 ∈ End(P ), one has
(e2 ◦ e1) · (P, q) = e2 · (e1 · (P, q)), red((e2 ◦ e1) · (P, q)) = red(e2 · red(e1 · (P, q)),
where e2 at the right side denotes the restriction e2
∣∣
Im e1
, which is well defined since e1e2 = e2e1.
Proof. The point (1) is equivalent to that Ker q1 ⊗ P2 = (Ker(q1 ⊗Y q2)) (see Lm 2.6 for q1 ⊗Y q2).
Straightforward verification shows that Ker q1 ⊗ P2 ⊂ (Ker(q1 ⊗Y q2)). On other hand by Lm. 5.3
red(e · (P1, q1)) ∈ Q(P(X,Y )) and then by the discussion before Def. 2.5 (P2, q2) ◦ red(e · (P1, q1)) ∈
Q(P(X,Z)); hence Ker q1 ⊗ P2 = (Ker(q1 ⊗Y q2)). Point (2) easily follows from the definitions. 
Lemma 5.9. Let (P, q) ∈ Q(P(X ×Gm, Y ×Gm)) and (f,N , g) be (P, q)-triple, then
1) N = NbNad and g = gbNad, we have ρ(f,N ,g) = red(gb · (red(Nad · 〈N , X ×Gm〉) ◦ (P, q))).
2) idGm ⊠ ρ(f,N ,g)(P, q) ≃ ρ(f,N ,g)(idGm ⊠ P ).
3) For any metabolic (P, q) ∈ Q(P(X × Gm, Y × Gm) and (P, q)-triple (f,N , g), ρ(f,N ,g)(P, q) is
metabolic.
Proof. 1) Using Lm 5.8 and Def 5.6 we see ρ(f,N ,g) = red(mg,P ·(〈N , X ×Gm〉◦(P, q))) = red(mgb,P ·
mNad,P · (〈N , X ×Gm〉 ◦ (P, q))) = red(mgb,P · (mNad,P · 〈N , X ×Gm〉 ◦ (P, q))) = red(gb · (red(Nad ·
〈N , X ×Gm〉) ◦ (P, q)))
2) The claim follows, since operations used in the def. 5.6 commute with idGm ⊠−.
3) We can assume that X is affine. By Def 5.6 and Lm 4.6.(3”) fg = N , and ρ(f,N ,g)(P, q) =
red(P ′, gq′) = (P ′′, q′′), and fg = N , where (P ′, q′) = (P, q) ◦ 〈N , X ×Gm〉 and P ′′ = P ′/fP ′ =
P/fP . Moreover Let L is sublagrangian in (P, q), then L′ = P/NP is sublagrangian subspace of
(P ′, q′), and L′′ = L/fL is sublagrangian in (P ′′, q′′). Since diagram (2.21) is self-dual, if follows that
D(P ′′/L′′) is sublagrangian in (D(P ′′), q′′
−1
), and so L′′ suplagrangian subspaces in (P ′′, q′′). 
Lemma 5.10. Let (P, q) ∈ Q(P(X ×Gm, Y ×Gm)), and (f,N ′, g) and (f,N , g′) are (P, q)-triples.
1) Then if N ′ = N , then ρ(f,N ,g)(P, q) ≃ ρ(f,N ,g′)(P, q).
2) The following conditions holds:
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- N and N ′ are of the same degree in t and t−1 under identification k[Gm] = k(t), and the leading
and the last coefficients of N and N ′ are equal,
- there is (P, q)-triple (f,Nmin, gmin) and Nad,N ′ad ∈ k[X ×Gm], N = NminNad N
′ = NminN ′ad.
Then ρ(f,N ,g)(P, q) ≃ ρ(f,N ′,g′)(P, q).
Proof. From the definition of the map ρ (Def. 5.6) it follows that
ρ(f,N ,g)(P, q) = red(mg,P ·(〈N , X ×Gm〉◦(P, q))), ρ(f,N ,g′)(P, q) = red(mg′,P ·(〈N , X ×Gm〉◦(P, q)))
So it is enough to show that mg,P = mg′,P . Since both ’f’-triples are applicable for (P, q), we see
that mg,P ◦mf,P = mN ,P = mg′,P ◦mf,P , i.e. fg
∣∣
SuppP
= N
∣∣
SuppP
= fg′
∣∣
SuppP
. Thus if we show
that multiplication by f on O(SuppP ) is injective, then the claim follows.
Since Z(N ) is finite overX , it follows that multiplication by N is injective on O(X×Gm). Denote
by i : SuppP → X×Gm×Y ×Gm the canonical injection, and by pr : X×Gm×Y ×Gm → X×Gm
the projection to the first two multiplicands. Let P ′ = i∗(P ), then by Definition 2.1 the direct image
P ′′ = pr∗(i∗(P
′)) is locally free coherent sheaf of finite rank on X ×Gm. Hence mN ,P ′′ is injective.
The morphism pr ◦ i is finite and consequently it is affine, hence direct image functor pr∗ ◦ i∗ is exact
an faithful. So mN ,P ′ is injective. Thus mf,P is injective. 
Proof. By Lemma 5.10 since mPg ◦m
P
f = m
P
N = m
P
Nad
◦mPNmin = m
P
Nad
◦mPgmin ◦m
P
f , we can assume
that g = gminNad, and by the same reason g′ = g′minN
′
ad. Then by Lemma 5.9
ρ(f,N ,g)(P, q) = red(gmin · (red(Nad · 〈N , X ×Gm〉) ◦ (P, q))),
ρ(f,N ′,g′)(P, q) = red(g
′
min · (red(N
′
ad · 〈N
′, X ×Gm〉) ◦ (P, q))).
So to prove the claim it is enough to prove that red(Nad ·〈N , X ×Gm〉) ≃ red(N ′ad ·〈N ′, X ×Gm〉).
By assumptionN = adtd+· · ·+actc ∈ k[X ](t) = k[X ×Gm] andN ′ = adtd+· · ·+actc ∈ k[X ](t) =
k[X ×Gm], for some integers d ≥ c and regular functions ad, ac ∈ k[X ]. Since Z(N ) is finite over
X , it follows that ad and ac are invertible. Consider affine homotopy between these quadratic
correspondences defined by the ’f’-triple (f, N˜ , g˜) : , N˜ad = Nad(1 − λ) + N ′adλ, N˜ = N˜adNmin,
g˜ = N˜adgmin, which is the quadratic space red(N˜ad · 〈N˜ , X ×Gm × A1〉). Then N˜adO(Z(N˜ )) ≃
O(X ×Gm × A1)/Nmin = O(Z(Nmin) × A1), and red(N˜ad · 〈N˜ , X ×Gm × A1〉) = (O(Z(Nmin)×
A1), u), for some invertible regular function u on Z(NP (f))× A1. Thus red(Nad · 〈N , X ×Gm〉) =
i∗0(O(Z(Nmin)×A
1), u), red(N ′ad · 〈N ′, X ×Gm〉) = i∗1(O(Z(Nmin)×A
1), u), where i0, i1 denotes
zero and unit sections of X × A1 as usual. The claim follow since the quadratic spaces above are
isomorphic by Lm 2.18. 
Lemma 5.11. For any (P, q) ∈ Q(P(X × Gm, Y × Gm)) and f ∈ k[X × Gm × Y × Gm] such that
SuppP/fP is finite over X, there is an (P, q)-triple of the form (f,NP (f), g).
Proof. By Lemma 4.2 Zred(NP (f)) = p(Suppred P/fP ), where p : SuppP → X ×Gm. Hence
Zred(NP (f)) is finite over X . Whence closure of of Z(NP (f)) in P1X is equal to Z(NP (f)). Then
Z(NP (f)) is projective overX and hence it is finite. By Lm 4.6.(1) there is g ∈ k[X×Gm×Y ×Gm],
such that mNP (f),P = mf,P ◦mg,P . Thus (f,NP (f), g) is (P, q)-triple. 
Lemma 5.12. 1) Suppose n,m are positive integers such that m > n, X ∈ Smk, g, g′ ∈ k[X×A1] =
k[X ][t] are regular functions that are monic polynomials of degree m− n and such that Z(g
∣∣
X×Gm
)
and Z(g′
∣∣
X×Gm
) are finite over X, and suppose τ ∈ k[X × A1] is a function such that Z(τ) is
subscheme of X ×Gm that is finite over X; then
prX×A
1
X ◦ [red(g · 〈gτ,Gm ×X〉)] = pr
X×A1
X ◦ [red(g
′ · 〈g′τ,Gm ×X〉)] ∈ GWCor(X,X),
where prX : X × A1 → X.
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2) Suppose n,m ∈ Z, m > n > 0; then there are an invertible element βn,m ∈ k∗ and some
hn,m ∈ GWCor(A1, pt) such that for any X and g = tm−n + am−n−1tm−n−1 + · · · + a1t + 1 ∈
k[A1 ×X ] = k[X ][t], we have
(idX ⊠ h) ◦ i0 = pr
X×Gm
X ◦ ([red(g · 〈g(t
n − 1), X ×Gm〉)]− [red(g · 〈g(tn − t), X ×Gm〉)]),
(idX ⊠ h) ◦ i1 = 〈βn,m〉⊠ idX ∈ GWCork(X,X),
where i0, i1 : X → X ×A1 denotes the zero and unit sections, and prX : X → pt, and pr
X×Gm
X : X ×
Gm → X denote the canonical projections.
Proof. 1) Consider a quadratic space Q˜ = red(g˜ · 〈g˜τ,X × A1〉) ∈ QCor(X,X × A1), where g˜ =
g(1 − λ) + g′λ ∈ k[X × A1 × A1] ⊂ k[X × Gm × A1]. Since O(Z(g˜τ))/g˜O(Z(g˜τ)) ≃ O(Z(τ)), then
Q˜ = (O(Z(τ) × A1), q˜) and Lemma 2.18 yields the claim.
2) Firstly consider the case of X = pt and g = (tm−n + 1). Define
h˜n,m = pr
A1 ◦ [red((tm−n + 1) · (〈(tm−n + 1)((tn − 1)(1− λ) + (tn − t)λ)],A1〉)) ∈ GWCor(pt, pt).
Then since Z((tm−n+1)(tn− 1)) ⊂ Gm, we get h˜n,m ◦ i0 = prA
1
◦ [red((tm−n+1) · 〈(tm−n+1)(tn−
1),A1〉)] = prGm ◦ [〈(tm−n + 1)(tn − 1),Gm〉]. On other side, Z((tm−n + 1)(tn − t)) = Z((tm−n +
1)(tn−1−1))∐{0}, and the module (sheaf) of the quadratic space red((tm−n+1)·〈(tm−n+1)(tn−t)〉)
is isomorphic to k[t]/(tn − t) ≃ k[t]/(tn−1 − 1)⊕ k[t]/t. Then (tm−n + 1) · 〈(tm−n + 1)(tn − t), {0}〉
is rank one quadratic spaces over k. Hence
h˜n,m ◦ i1 = pr
A1 ◦ [red((tm−n + 1) · 〈(tm−n + 1)(tn − t),A1〉)] =
prGm ◦ [red((tm−n + 1) · 〈(tm−n + 1)(tn − t),Gm〉)] ⊕ 〈βn,m〉,
for some invertible βn,m ∈ k∗. Thus we can put
hn,m = h˜n,m − pr
Gm ◦ [red((tm−n + 1) · 〈(tm−n + 1)(tn − t),Gm〉)] ◦ pr
Gm×A
1
Gm
,
where prGm×A
1
Gm
: Gm × A1 → Gm.
Now consider any X ∈ Smk and a function g as in lemma. Form the first point it follows that
[red(g · 〈g(tn − 1), X ×Gm〉)] − [red(g · 〈g(t
n − t), X ×Gm〉)] =
[red((tm−n + 1) · 〈(tm−n + 1)(tn − 1), X ×Gm〉)]−
− [red((tm−n + 1) · 〈(tm−n + 1)(tn − t), X ×Gm〉)],
and the claim follows from that constructions from Definition 5.1, Definition 5.2 and Proposition
2.16 respects base change.

6. An inverse homomorphism for −⊠ idG∧1m
6.1. Filtering system of functions. In this subsection we define two systems of functions f
+/−
n
on Gm ×Gm indexed by positive integers, define of some special ’f’-triples relating to the functions
f
+/−
n , and prove properties of such ’f’-triples needed in the construction of the homomorphisms that
are left and right inverse for the homomorphism −⊠ idG∧1m .
Definition 6.1. Using identification k[Gm × Gm] = k(t)(u) let’s define two regular function f+n =
tn−1, f−n = t
n−u. Denote by the same symbols inverse images of these functions onX×Gm×Y×Gm.
A pair of ’f’-triples (Def. 5.5) τ = ((f+n ,N
+, g+), (f−n ,N
−, g−)) is called an ’f ’-bi-triple of degree
(n,m) or by (n,m)-bi-triple whenever N+,N− ∈ k[X ][t] ⊂ [X ×Gm] and N+ = tm + a
+
m−1t
m−1 +
· · ·+ a+1 t− 1, N
− = tm + a−m−1t
m−1 + · · ·+ a−2 t
2 − t.
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For any quadratic spaceQ ∈ QCor(X×Gm, Y ×Gm), (n,m)-bi-triple τ is called normal and appli-
cable for Q iff such are both of ’f’-triples in τ (see Def. 5.5), and we denote ρ+τ (Q) = ρ(f+n ,N+,g+)(Q),
ρ−τ (Q) = ρ(f−n ,N−,g−)(Q).
Lemma 6.2. Suppose Q = (P, q) ∈ QCor(X×Gm, Y ×Gm) and τ1, τ2 are two normal Q-applicable
(n,m)-bi-triples; then ρ
+/−
τ1 (P, q) ≃ ρ
+/−
τ2 (P, q).
Proof. The claim follows form definitions, Lemma 5.9 and Lemma 5.10. 
Definition 6.3. Define ordered set A = {(r, n,m) ∈ Z3|m < rn} with order (r2, n2,m2) >
(r1, n1,m1) iff r2 > r1, n2 > n1 and m2 − r2n2 > m2 − r2n2.
Lemma 6.4. Ordered set A is filtering, i.e. for any α1, α2 ∈ A there is α3 > α1, α2.
Proof. For two triples (r1, n1,m1) and (r2, n2,m2), the triple (r3, n3,m3) > (r1, n1,m1), (r2, n2,m2)
where r3 = (max(r1, r2), n3 = max(n1, n2),m3 = max(m2 − r2n2). 
Definition 6.5. For any Q = (P, q) ∈ QCor(X × Gm, Y × Gm) we put −MP = degtNP (mP,u)
(under the identification k[Gm ×Gm] = k(t, u)).
Lemma 6.6. For any X,Y ∈ Smk and (P, q) ∈ Q(P(X × Gm, Y × Gm)) there is an integer NP ,
such that for all n > NP :
1) SuppP/f+n P is finite over X, NP (f
+
n ) = (t
n − 1)r ∈ k[X ](t) ⊂ k[X ×Gm],
2) SuppP/f−n P is finite over X, NP (f
−
n ) = t
−MP (tm+am−1t
m−1+· · ·+a0) ∈ k[X ][t] ⊂ k[X ×Gm],
where m = rn+M and r = rankO(X×Gm) P , and a0 is some invertible regular function on X.
Proof. By Definition 2.1 for any P ∈ P(X ×Gm, Y ×Gm), p∗(P ) is locally free coherent sheave on
X ×Gm of finite rank r. Hence for any f ∈ k[X × Gm], SuppP/fP is finite over Z(f) that is finite
over X , and NP (f) = f
r. In particular SuppP/f+n P is finite over Z(t
n − 1) ⊂ X × Gm which is
finite over X , and NP (f
+
n ) = (t
n − 1)r. This proves the first point.
The proof of the second point is contained in the proof of proposition 4.1 in [20]. Let’s briefly
repeat it. If NP (x−u) = xn+ bn−1xn−1+ . . . b1x+ b0, be characteristic polynom of operator mP (u)
on p∗(P ), then bi ∈ k[X ×Gm] = k[X ](t) and b0 = NP (u) is invertible, since mP (u) is invertible
operator. Let bi = ci,dit
di + ci,di−1t
di−1 + · · · + ci,ei+1t
ei+1 + ci,eit
ei , and then b0 = t
e0c0,e0 ,
c0,e0 ∈ k[X ]
∗. For x = tn we get NP (t
n − u) = trn + bn−1t(r−1)n + . . . b1tn + b0, and and for enough
big n, namely for n > NP = max
i
(−ei+ di−1), the function t−e0NP (tn− u) is monic polynomial in t
with coefficients in k[X ] and its zero term is equal to c0,e0 and so it is invertible. Now let’s note that
by definition −e0 =MP . So we get that for n > NP , NP (f−n ) = t
−MP (tm+ am−1t
m−1+ · · ·+ c0,e0),
and hence Z(NP (f−n ) is finite over X and hence SuppP is finite over X . 
Definition 6.7. For any quadratic space Q = (P, q) ∈ QCor(X × Gm, Y × Gm) put αQ =
(rankO(X×Gm) P,NP ,max(rNp, rNP +MP )) ∈ A. where NP is defined as in the proof of lemma 6.6.
Lemma 6.8. For any Q = (P, q) ∈ QCor(X × Gm, Y × Gm) for all α = (r, n,m) > αQ ∈ A there
is a normal Q-applicable (n,m)-bi-triple (see Def. ?? and def 6.1).
Proof. Lemmas 6.6 and 5.11 yields that for n > N there is a pair of applicable ’f’-triples
(f+n ,NP (f
+
n ), g
+), (f−n ,NP (f
−
n ), g
−) that is (n, rn − M)-triples. Denote δm = m − rn + M ,
then for any Nad = tδm + · · · + 1 ∈ k[X ][t] ⊂ k[X ×Gm] pair (f
+
n ,NP (f
+
n )Nad, g
+Nad),
(f−n ,NP (f
−
n )Nad, g
−Nad) is applicable (n,m)-triple. 
Lemma 6.9. For some quadratic space Q = (P, q) ∈ QCor(X × Gm, Y × Gm), for any morphism
of schemes v : Y → Y ′, we have αQ′ = αQ, where Q′ = v ◦Q.
Proof. Let Q′ = (P ′, q′) the claim follows form that direct images of sheaves P and P ′ on X×Gm×
Gm are isomorphic. 
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6.2. Sets with action of two commuting idempotents. In this subsection we fix notations relat-
ing to the compositions of quadratic spaces QCor(X×Gm, Y ×Gm) with maps 1X×Gm : X ×Gm →
X
1
−→ X ×Gm and 1Y×Gm : Y ×Gm → Y
1
−→ Y ×Gm.
Definition 6.10. Let P be a semi-group and Q be a P -set (i.e set with action of P ), and let F ⊂ Q
be any subset. Then denote by CClP (F) the maximal subset of F closed under action of P , and
denote by StP (Q) the subset of P -stable elements, i.e.
CClP (F) = {s ∈ F : P · s ∈ F}, StP (Q) = {s ∈ Q : g · s = s, ∀g ∈ P}.
IfQ(−,−)→ Smk×Smk → Set is a bi-functor with P -action (i.e. functor Smk×Smk → P−Set),
and F ⊂ Q is a Set-sub-bi-functor, we get P -Set bi-functor inclusions CClP (F) ⊂ Q, StP (Q) ⊂ Q.
Definition 6.11. Let Id2 denote semi-group with four elements {1, p1, p2, p1,2} such that p21 = p
1,
p22 = p2, p1p2 = p1,2. Then if Id
2-Set A is abelian group then it is exactly abelian group with two
idempotents p1, p2 ∈ End(A). Let’s denote
dotA = (idA − p1)(idA − p2) ∈ End(A),
and then StId2(A) = Im(dot
A), and we get homomorphisms p : A⇌ StId2(A) : i, p ◦ i = idSt
Id2 (A)
.
We define the action of Id2 on the bi-functor (X,Y ) 7→ Q(P(X × Gm, Y × Gm)) as follows:
p1 · (P, q) = 1X×Gm ◦ (P, q), p2 · (P, q) = (P, q) ◦ 1Y×Gm , p1,2 · (P, q) = 1X×Gm ◦ (P, q) ◦ 1Y×Gm .
6.3. Domains of left and right inverse homomorphisms. In this subsection we define a filtering
system of additive bi-functors L∗α, N
∗
α, R
∗
α : Smk × Sm
op
k → Ab, ∗ ∈ {GW,W} with homomorphisms
LGWα → GWCor(X × G
∧1
m , Y × G
∧1
m ), N
GW
α → GWCor(X,Y ), R
GW
α → GWCor(X × G
∧1
m , Y ×
G∧1m ) (and similarly for WCor). Bi-functors R
∗
α and L
∗
α play a role of domains of partly defined
homomorphisms ρ∗,Lα : L
∗
α → N
∗
α and ρ
∗,R
α : R
∗
α → GWCor(X,Y ), that are left and right inverse
homomorphisms to the homomorphism −⊠ idG∧1m , and N
∗
α plays the role of codomain for ρ
∗,L.
Definition 6.12. Let Q ⊂ QCor(X,Y ) be any subset for smooth varieties X,Y ∈ Smk, then
let’s denote by Met(Q) ⊂ Q the subset of the metabolic spaces; by ∆1(Q,⊕) the set of triples
Q1, Q2, Q3 ∈ Q : Q3 = Q2⊕Q1; by GW (Q) Grothendieck-Witt group of groupoid Q in respect to di-
rect sums, i.e. GW (Q) = Coker(Z(∆1(Q))→ Z(Q)) where homomorphism sends triple (Q1, Q2, Q3)
to a formal sum Q3 − Q2 − Q1; and denote W (Q) = Coker(Met(Q) → GW (Q)). Note that any
action of Q on a set, that commutes with direct sums and sends metabolic subspaces to metabolic,
induce the group action on GW (Q) and W (Q) And note also that these definitions are functorial,
i.e. the same definitions work for any sub-bi-functor Q ⊂ QCor(−,−).
Definition 6.13. For any any α = (r, n,m) ∈ A let’s define bi-functors
L˜Qα (−,−), L
Q
α : Sm
op
k × Smk → Set, L˜
GW
α , L
GW
α , L˜
W
α , L
W
α : Sm
op
k × Smk → Ab :
L˜Qα (X,Y ) = {Q ∈ Q(P(X ×Gm, Y ×Gm))|α > αQ}, L
Q
α = CClId2((L˜
Q
α )), L˜
GW
α = GW (L
Q
α ),
L˜W =W (LQα ), L
GW
α = StId2((L˜
GW
α )), L
W = StId2((L˜
W
α )),
(see Def. 6.5 and Lemma 6.9 for the second row; see Def. 6.10, Def. 6.11 and Def. 6.12 for the
third row). In other words LGWα = Im(dot
L
α), where dot
L
α ∈ End(L˜
GW
α ) is the idempotent defined
by the composition (idX×Gm − 1X×Gm) ◦ − ◦ (idY×Gm − 1Y×Gm). (see Def. 6.11). Set in addition
LQ∞ = QCor(X×Gm, Y ×Gm), L
GW
∞ = GWCor(X×G
∧1
m , Y ×G
∧1
m ), L
W
∞ =WCor(X×G
∧1
m , Y ×G
∧1
m ).
Definition 6.14. For any α = (r, n,m) ∈ A, define the bi-functor NQα : Sm
op
k × Smk → Set as the
preimage of LQα under −⊠ idbGm, i.e.
NQα (X,Y ) = (−⊠ idGm)
−1(LQα (X,Y )) = {(P, q) ∈ Q(P(X,Y ))|(P, q) ⊠ idGm ∈ L
Q
α };
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and define bi-functors N˜GWα , N
GW
α , N˜
W
α , N
W
α : Sm
op
k × Smk → Ab : N
Q
α = CClId2((N˜
Q
α )), N˜
GW
α =
GW (NQα ), N˜
W = W (NQα ), N
GW
α = StId2((N˜
GW
α )), N
W = StId2((N˜
W
α )) (see Def. 6.10, Def. 6.11
and Def. 6.12). Set in addition NQ∞ = QCor(X,Y ), N
GW
∞ = GWCor(X,Y ), N
W
∞ =WCor(X,Y ).
Lemma 6.15. There are maps
h+/−per : QCor(X ×Gm ×Gm, Y ×Gm ×Gm)→ QCor(X ×Gm ×Gm × A
1, Y ×Gm ×Gm)
such that h+/− are natural in X and Y and preserve direct sums and metabolic spaces, and maps
(not necessarily natural)
h∗per,b, h
∗,+/−
per,d : QCor(X×Gm×Gm, Y ×Gm×Gm)→ QCor(X×Gm×Gm, Y ×Gm×Gm), ∗ ∈ {0, 1}
such that for any Q ∈ QCor(X ×Gm×Gm, Y ×Gm×Gm) the spaces h
∗,+/−
per,d (Q) split into the sum
of spaces that supports are sent to the unit under the projection to at least one of multiplicands Gm,
and such that
(6.16)
i∗0(h
+
per(Q))⊕ h
0
per,b(Q)⊕ h
0,+
per,d(Q) ≃ Q ⊕i
∗
0(h
−
per(Q))⊕ h
0
per,b(Q)⊕ h
0,−
per,d(Q)
i∗1(h
+
per(Q))⊕ h
1
per.b(Q)⊕ h
1,+
per,d(Q) ≃ TY ◦Q ◦ TX ⊕i
∗
1(h
−
per(Q))⊕ h
1
per,b(Q)⊕ h
1,−
per,d(Q),
where TX = idX ⊠ T , TY = idY ⊠ T are transpositions on X × Gm × Gm and Y × Gm × Gm, and
i0, i1 denote zero and unit sections.
Proof. Lemma 2.26 implies that there are
(6.17)
h+, h− ∈ QCor(Gm ×Gm × A
1,Gm ×Gm), h
0, h1 ∈ QCor(Gm ×Gm,Gm ×Gm) :
i∗0(h
+)⊕ h0 = (k[∆], 1)⊕h
0, i∗1(h
+)⊕ h1 = (k[ΓT ], 1)⊕h
1,
and such that spaces h0 and h1 splits into the sum of spaces that supports are contained in pr
−1
i (1),
where pri : Gm × Gm × Gm × Gm → Gm for 1 ≤ i ≤ 4 denotes projections to multiplicands. The
operation of composition at the left with the class [h+]− [h−] defines a homotopy on GWCor(X ×
G∧1m ×G
∧1
m , Y ×G
∧1
m ×G
∧1
m ) that permutes multiplicands in the domain. The operation of composition
at the right with [h+]− [h−] defines a homotopy that permutes multiplicands in the codomain. Now
composing this two homotopies we get the claim.
Indeed, let i∆ : U × A1 → U × A1 × A1 denote the diagonal embedding for U ∈ Smk and let
h1 ⋆ h2(Q) = i
∗
∆((h2 ◦ (Q ◦ h1)⊠ A
1)) ∈ QCor(U × A1 × A1, U),
for any two quadratic spaces h1 ∈ QCor(U × A1, U),h2 ∈ QCor(V × A1, V ) and Q ∈ QCor(U, V ).
Then we can define the required maps h+per and h
−
per as
h+per : Q 7→ (idX ⊠ h
+) ⋆ (Y ⊠ h+)(Q)⊕ (X ⊠ h−) ⋆ (Y ⊠ h−)(Q),
h−per : Q 7→ (X ⊠ h
+) ⋆ (Y ⊠ h−)(Q)⊕ (X ⊠ h−) ⋆ (Y ⊠ h+)(Q).
The equations (6.17) implies that
i∗0([h
+
per(Q)]− [h
−
per(Q)]) = [Q] ∈ GWCor(Gm ×Gm,Gm ×Gm),
i∗1([h
+
per(Q)]− [h
−
per(Q)]) = [TY ◦Q ◦ TX ] ∈ GWCor(Gm ×Gm,Gm ×Gm),
and this implies existence of the maps h0per,b, h
1
per,b, h
0,+
per,d, h
0,−
per,d, h
1,+
per,d, h
1,−
per,d.

Definition 6.18. For any any α = (r, n,m) ∈ A let’s define the bi-functor RQα : Sm
op
k ×Smk → Set
RQα (X,Y ) = {Q = (P, q) ∈ L
Q
α (X,Y ) ∩N
Q
α (X ×Gm, Y ×Gm)|
TY ◦ (Q⊠ idGm)TX , h
∗
per,b(Q), h
∗,⋆
per,d(Q) ∈ L
Q
α (X ×Gm, Y ×Gm), ∗ ∈ {0, 1},
h⋆per(Q) ∈ L
Q
α (X ×Gm × A
1, Y ×Gm), ⋆ ∈ {+,−}},
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where h⋆per, h
∗
per,b(Q), h
∗,⋆
per,b(Q) denote maps from Lemma 6.15, and define bi-functors
R˜GWα , R
GW
α , R˜
W
α , R
W
α : Sm
op
k × Smk → Ab
RQα = CClId2((R˜
Q
α )), N˜
GW
α = GW (R
Q
α ), N˜
W =W (RQα ),
RGWα = StId2((R˜
GW
α )), R
W = StId2((R˜
W
α ))
(see Def. 6.10, Def. 6.11 and Def. 6.12). Set in addition RQ∞ = QCor(X × Gm, Y × Gm), R
GW
∞ =
GWCor(X ×G∧1m , Y ×G
∧1
m ), R
W
∞ =WCor(X ×G
∧1
m , Y ×G
∧1
m ).
Lemma 6.19. 1) For any Y ∈ Smk, functors L∗α(−, Y ), N
∗
α(−, Y ), R
∗
α(−, Y ), ∗ ∈ {Q,GW,W} are
additive, i.e. sends disjoint unions to products in corresponding category.
2) For any X ∈ Smk and α ∈ A, the functors L
∗
α(X,−), N
∗
α(X,−), R
∗
α(X,−), ∗ ∈ {GW,W}
are additive, i.e. L∗α, R
∗
α send disjoint unions in Smk to the direct sums in corresponding additive
category.
Proof. 1) Firstly note that L˜Qα (X1 ∐ X2, Y ) = L
Q
α (X1, Y ) × L
Q
α (X2, Y ), since required conditions
on rank can be checked on disjoint components, and pair of ’f’-triples on disjoint union is normal
applicable (n,m)-bi-triple if it is so at each disjoint component. The claim for other functors defined
in Def. 6.13, Def. 6.18 follows from that additivity preserves under used in definitions operations
and from that direct sums of quadratic spaces and property of metabolic spaces are compatible with
disjoint union of schemes.
2) To show additivity in the second argument consider the pair of homomorphisms
F⊕(X,Y1)⊕F⊕(X,Y2) ⇌ F⊕(X,Y1 ∐ Y2) :
([(P1, q1)], [(P2, q2)]) 7→ [(P1, q1)] + [(P2, q2)],
([(P, q)
∣∣
X×Y1
], [(P, q)
∣∣
X×Y2
]) ← [(P, q)]
where F ∈ {LQ, NQ, RQ} and in the definition of the second map we use that support of any
(P, q) ∈ Q(P(X,Y1 ∐ Y2)) splits into disjoint union and hence quadratic space splits into di-
rect sum (P, q)
∣∣
X×Y1
⊕ (P, q)
∣∣
X×Y2
. Checking that composition are identity we get isomorphism
(F)⊕(X,Y1 ∐ Y2) ≃ (F)⊕(X,Y1)⊕ (F)⊕(X,Y2) and checking that action of Id2 is compatible with
this decomposition we get decomposition for StId2((F
⊕)). 
Definition 6.20. Lemma 6.19 implies that the presheaves of abelian groups L∗α, N
∗
α, R
∗
α, ∗ ∈
{GW,W} can be uniquely lifted to a bi-additive bi-functors on Karoubi closure of the additivisation
of Smk, and in particular these presheaves are correctly defined on X×G∧1m for X ∈ Smk. We shell
denote such lifts of these functors by the same symbols.
Precisely L∗(X ×G∧1m , Y ×G
∧1
m ) is defined as
L∗(X ×G∧1m , Y ×G
∧1
m ) =
= Im
(
[(P, q)] 7→ [(P, q)]− [1X×Gm
∗(P, q)] − [1Y×Gm∗(P, q)] + [1X×Gm
∗(1Y×Gm∗(P, q))]
)
Lemma 6.21. For any varieties X,Y and a quadratic space (P, q) ∈ Q(P(X ×Gm, Y ×Gm)) there
is a ∈ A such that for all α > a, (P, q) ∈ LQα (X,Y ) and (P, q) ∈ R
Q
α (X,Y ).
Proof. Indeed by Definition 6.13 for any Q = (P, q) and α > αQ, (P, q) ∈ L˜Qα . Then since definitions
of LQα (and R
Q
α ) requires that some finite set of quadratic spaces lays in L˜
Q
α (and L
Q
α respectively),
and since A is filtering, the claim follows. 
Lemma 6.22. For any Y ∈ Smk and any α1, α2 ∈ A ∪ {∞} such that α1 < α2, there is inclusions
of presheaves LQα1 ⊂ L
Q
α2 , N
Q
α1 ⊂ N
Q
α2 , R
Q
α1 ⊂ R
Q
α2 , and this induce homomorphisms of presheaves
γ∗,Lα1,α2 : L
∗
α1 → L
∗
α2 , γ
∗,N
α1,α2 : N
∗
α1 → N
∗
α2 and γ
∗,R
α1,α2 : R
∗
α1 → R
∗
α2 (for ∗ ∈ {GW,W}). Let’s denote
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jGW,Lα = γ
GW,L
α,∞ : L
GW
α (−,−)→ GWCor(X ×G
∧1
m , Y ×G
∧1
m ), and similarly for j
GW,N
α , j
GW,R
α , and
jW,Lα , j
W,N
α , j
W,R
α .
Proof. By Definition 6.13 the same statement holds for the bi-functor L˜Q, and the claim follows by
induction in the definition of the bi-functors LQ, NQ, RQ. 
Lemma 6.23. For each ∗ ∈ {Q,GW,W} there are isomorphisms
lim
−→
α∈A
L∗α(X,Y ) ≃ L
∗
∞, lim−→
α∈A
N∗α(X,Y ) ≃ N
∗
∞, lim−→
α∈A
R∗α(X,Y ) ≃ R
∗
∞.
Proof. Lemma 6.21 yields that
⋃
α∈A
LQα (X,Y ) = L
Q
∞,
⋃
α∈A
∆1(LQα (X,Y ),⊕) = ∆
1(LQ∞,⊕), and hence
lim
−→
α∈A
(LQα (X,Y ))
⊕ = lim
−→
α∈A
Z(LQα (X,Y ))/Z(∆
1(LQα (X,Y ),⊕)) =
Z(LQ∞(X,Y ))/Z(∆
1(LQ∞(X,Y ),⊕)) = (L
Q
∞(X,Y ))
⊕ = GWCor(X ×Gm, Y ×Gm).
Then since action of the idempotents dotα (see Def. 6.11) commutes with homomorphisms in the
direct limit, we get
lim
−→
α∈A
LGWα (X,Y ) = lim−→
α∈A
Im(dotLα) = Im(dot
L
∞) = GWCor(X × G
∧1
m , Y ×G
∧1
m ).
Finally, since
⋃
Met(LQα ) = Met(L
Q
∞) (by Lemma 6.21), we have lim−→
α∈A
LWα (X,Y ) = WCor(X ×
G∧1m , Y ×G
∧1
m ).
The proof of the equalities for N∗α and R
∗
α is similar.

6.4. Left and right inverse homomorphisms. Here we prove that homomorphisms − × G∧1m
on GWCor has a left and right inverse homomorphisms defined on presheaves FGWα and L
GW
α ,
and similarly for WCor. We prove precisely that ρGW,Lα and ρ
GW,R
α defined in previous subsection
becomes such inverse homomorphisms after the twist by some invertible function.
Lemma 6.24. For any α = (r, n,m) ∈ A, and any choice of sign ⋆ ∈ {+.−} there are unique
natural transformations ρ˜∗α,⋆, ∗ ∈ {Q,GW,W} such that diagram
QCor(−, Y ) // GWCor(−, Y ) // WCor(−, Y )
L˜Qα (−, Y ) _

//
ρ˜Qα,⋆
OO
L˜GWα (−, Y )

//
ρ˜GWα,⋆
OO
L˜Wα (−, Y )

ρ˜GWα,⋆
OO
Q(P(−×Gm, Y ×Gm)) // GWCor(X ×Gm, Y ×Gm) // WCor(X ×Gm, Y ×Gm)
is commutative, and such that for any (P, q) ∈ FQr,n,m(X,Y ) and applicable (n,m)-bi-triple τ ,
ρ˜Qα,⋆(P, q) = ρ˜
⋆
τ (P, q)⊠ 〈β
−1
n,m〉,
where βn,m are defined in Lemma 5.12.
Proof. Lemma 6.8 implies that for any Q = (P, q) ∈ LQα there is normal applicable (n,m)-bi-triple.
Let τ be such a bi-triple, then we can put ρ˜Qα,⋆(Q) = ρ
⋆
τ (Q)⊠ 〈β
−1
n,m〉, and by Lemma 6.2 the result
is independence from the choice of τ .
Then to show that ρQα,⋆ induce homomorphisms ρ
GW
α,⋆ and ρ
W
α,⋆ is enough to check that it preserves
direct sums and sends metabolic spaces to metabolic. The second one follows immediate from
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Lemma ??. And to show that ρQα,⋆((P1, q1) ⊕ (P2, q2)) ≃ ρ
Q
α,⋆(P1, q1) ⊕ ρQn,m(P2, q2) we can choose
any applicable ’f’-triple (f
+/−
n ,N+/−, g+/−) for (P1, q1)⊕(P2, q2) and apply it for all three quadratic
spaces.

Definition 6.25. Define a natural transformations
ρ∗α = ρ
∗
α,+ − ρ
∗
α,−, ρ
∗
α,+/−(P, q) = ρ˜
∗
α,+.−((idY×Gm − 1Y×Gm) ◦ (P, q) ◦ (idX×Gm − 1X×Gm)),
for ∗ ∈ {GW,W} and α = (r, n,m) ∈ A. Then we get commutative diagram
GWCor(X ×G∧1m , Y ×G
∧1
m )

LGWα (X,Y )
ρGWα //oo

GWCor(X,Y )

WCor(X ×G∧1m , Y ×G
∧1
m ) L
W
α (X,Y )
ρWα //oo WCor(X,Y ).
Remark 6.26. Note that homomorphisms ρ∗α are not injective and we don’t state and use that these
homomorphisms are natural in α.
Definition 6.27. Let’s denote by θ∗α : N
GW
α (−,−) → L
GW
α (−,−) the natural transformations of
presheaves induced by − ⊠ idGm : QCor(X,Y ) → QCor(X × Gm, Y × Gm) (in particular θ∞ =
−⊠ idGm : GWCor(X,Y )→ GWCor(X ×Gm, Y ×Gm)).
Lemma 6.28. For any α = (r, n,m) ∈ A and a quadratic space Q ∈ L˜Qα (X ×Gm, Y ×Gm),
ρ˜GW,Lα ([Q]) = [Q ◦ prX ] ◦ ([red(g
+ · 〈g+(tn − 1), X ×Gm〉)]−
− [Q ◦ prX ◦ red(g
− · 〈g−(tn − t), X ×Gm〉)]) ⊠ 〈β
−1
n,m〉,
for some functions g+/− ∈ k[X ×Gm] ≃ k[X ](t) with the leading term tm−r, where βn,m are defined
as in Lemma 5.12.
Proof. By definition
ρ˜GW,Lα ([Q]) = [(Q⊠ idGm) ◦ red(g
′+ · 〈N+, X ×Gm〉)]−
− [(Q ⊠ idGm) ◦ red(g
′− · 〈N−, X ×Gm〉)]
where (f+n ,N
+, g′
+
), (f−n ,N
−, g′
−
) is applicable (n,m)-bi-triple for (Q ⊠ idGm). Denote (P, q) =
Q ⊠ idGm , then SuppP = X × Y × ∆Gm , and let’s denote g
+ = i∗∆(g
′+), g− = i∗∆(g
′−), where
i∆ : X × Gm → X × Gm × Y × Gm. Then, since f+n = t
n − 1, f−n
∣∣
∆Gm
= tn − t, mN+,P =
mtn−1,P ◦mg+,P , mN−,P = mtn−t,P ◦mg−,P , and then (f
+
n , (t
n − 1)g+, g+), (f−n , (t
n − t)g−, g−) is
applicable (n,m)-bi-triple for (P, q). The claim follows by Lemma 6.2.

Lemma 6.29. For any α = (r, n,m) ∈ A and a quadratic space Q = (P, q) ∈ NQα (X,Y ),
ρ˜GW,Lα ([iY ◦Q ◦ prX ]) = 0,
where prX : X × Gm → X and iY : Y → Y ×Gm is unit section.
Proof. Since Supp(iY ◦Q ◦ prX) ⊂ X ×Gm × Y × 1, then f+n
∣∣
SuppQ
= tn − 1. Let N+ad = t
m−n +
· · · + (−1)r−1 and N−ad = t
m−n + · · · + (−1)r−1t be regular functions in k[Gm] = k(t), and N+ =
Nad(tn−1)r, N− = Nad(tn−1)r, g+ = Nad(tn−1)r−1, g− = Nad(tn−1)r−1. Then pair (f+n ,N
+, g+),
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(f−n ,N
−, g−) is (n,m)-bi-triple applicable to iY ◦ Q ◦ prX , then using Lemma 6.2 and the second
point of Lemma 5.12
ρ˜GW,Lα ([iY ◦Q ◦ prX ]) = [ρ
+
α (iY ◦Q ◦ prX)]− [ρ
+
α (iY ◦Q ◦ prX)] =
[iY ◦Q ◦ prX ◦ red(g
+〈N+, X ×Gm〉)]− [iY ◦Q ◦ prX ◦ red(g
−〈N−, X ×Gm〉)] =
[iY ◦Q] ◦ [prX ◦ red(g
+ · 〈g+(tn − 1), X ×Gm〉)− prX ◦ red(g
− · 〈g−(tn − 1), X ×Gm〉)] = 0

Lemma 6.30 (the left inverse). Diagrams
NGWα (X,Y )
θGWα //
jNα

LGWα (X,Y )
ρGWα
✐
✐
✐
✐
tt✐ ✐
✐
✐
jLα

GWCor(X,Y )
θGW∞
// GWCor(X ×G∧1m , Y ×G
∧1
m )
are natural in X and Y , and
1) the square in these diagrams is commutative and it is natural in α, i.e. it commutes with mor-
phisms N∗α′ → N
∗
α and F
∗
α′ → F
∗
α;
2) left-up triangle is commutative for each α up to canonical A1-homotopy, i.e. there are homo-
morphisms of presheaves hGW,lα : N
GW
α (−, Y ) → GWCor(− × A
1, Y ) : such that for any class
a ∈ N∗α(X,Y ) and α ∈ A there are equalities
(6.31) i∗0(h
GW,l
α (a)) = ρ
GW,l
α (a⊠ idGm), i
∗
1(h
GW,l
α (a)) = a,
where i∗0 and i
∗
1 denote homomorphism induced by zero and unit sections of A
1, and see Def.
6.25 and Def. 6.27 for ρGWα and θα.
And the same holds for WCor. (Note: we don’t state that homomorphisms ρ∗α and h
l
α are natural
in α.)
Proof. We consider the case of GWCor, the case of WCor is absolutely similar.
The first point follows from definitions. To prove the second we use second point of Lemma 5.12
and find homotopy h ∈ GWCor(A1 → pt), then define hX ∈ GWCor(X × A
1, X) : hX = idX ⊠ h,
and
hGW,Lα (a) = j
GW,N
α (a) ◦ hX ⊠ 〈β
−1
n,m〉 ∈ GWCor(X × A
1, Y ),
for any a ∈ NGWα (X,Y ).
Let’s check required conditions. Let a ∈ NGWα (X,Y ), a = [Q] for Q ∈ N
Q
α . And let’s denote
Q′ = Q ⊠ idGm Then Q
′ ◦ 1X×Gm ≃ 1Y×Gm ◦ Q
′ ≃ 1Y×Gm ◦ Q
′ ◦ 1X×Gm ≃ iY ◦ Q ◦ prX , where
iY : Y → Y ×Gm is unit section and prX : X ×Gm → X is projection. Then
ρGW,Lα (θα(a)) = ρ
GW,L
α ([Q
′]) = ρ˜GW,Lα ([Q
′]− [iY ◦Q ◦ prX ]).
Now by Lemma 6.28 and by the second point of Lemma 5.12
ρ˜GW,Lα ([Q
′]) =
[Q ◦ prX ] ◦ [red(g
+ · 〈g+(tn − 1), X ×Gm〉)− red(g
− · 〈g−(tn − t), X ×Gm〉)]⊠ 〈β
−1
n,m〉 =
[Q ◦ hX ◦ i0 ⊠ 〈β
−1
n,m〉] = i
∗
0(h
GW,L
α ([Q])),
and by Lemma 6.29 ρ˜GW,Lα ([iY ◦Q ◦ prX ]) = 0. And on other side (by Lemma 5.12)
[Q] = [Q ◦ hX ◦ i1 ⊠ 〈β
−1
n,m〉] = i
∗
1(h
GW,L
α ([Q])),
so the claim follows. 
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Lemma 6.32 (the right inverse). For any Y ∈ Smk and α ∈ A, there is homomorphism of
presheaves
hGW,rα : R
GW
α (−, Y )→ GWCor(− ×G
∧1
m × A
1, Y ×G∧1m ) :
i∗0(h
GW,r
α (−)) = ρ
GW,R
α (−)⊠ idG∧1m , i
∗
1(h
GW,r
α ) = j
GW,R
α ,
where i∗0 and i
∗
1 denotes natural transformations induced by zero and unit sections.
And there is hW,rα with the same property in respect to R
W
α and WCor.
Proof. We consider the case of GWCor, the case of WCor is absolutely similar.
Since RQα (X,Y ) ⊂ N
Q
α (X × Gm, Y × Gm) (see Def. 6.18), it follows that there is a natural
transformation
(6.33) hlα : R
GW
α (−, Y )→ GWCor(− × A
1, Y ) : i∗0(h
l
α(a)) = ρ
GW,l
α (θ
GW
α (a)), i
∗
1(h
l
α(a)) = a.
Next define natural maps
hQ,+/−,perα : R
Q
α (X,Y )→ L
Q
α (X ×Gm × A
1, Y ×Gm) : h
Q,+/−,per
α (Q) = h
+/−
per (θ
Q
α (Q)),
where h
+/−
per are maps from Lemma 6.15. Denote by h˜GW,+α , h˜
GW,−
α the induced homomorphisms of
Grothendieck-Witt groups, and set
h˜GW,perα = h˜
GW,+,per
α − h˜
GW,−,per
α : R˜
GW
α (X,Y )→ L˜
GW
α (X ×Gm × A
1, Y ×Gm),
hGW,perα = p ◦ p
GW,L
α ◦ h˜
GW,per ◦ iGW,Rα : R
GW
α (X,Y )→ L
GW
α (X ×G
∧1
m × A
1, Y × G∧1m ),
where p denotes projection LGWα (X × Gm × A
1, Y × Gm) → LGWα (X × G
∧1
m × A
1, Y × G∧1m ) Then
equations (6.16) implies that for any a ∈ RGWα (X,Y ),
(6.34) i∗0(h
GW,pre−r
α (a)) = θ
GW
α (a), i
∗
1(h
GW,pre−r
α (a)) = TY ◦ θ
GW
α (a) ◦ TX ,
since for any Q ∈ QCor(X × Gm × Gm, Y × Gm × Gm), we have p(pGW,L([h0(Q)])) = 0 (With ore
details: since for any Q ∈ QCor(X × Gm, Y × Gm) such that SuppQ ⊂ X × Gm × 1 × Gm we
have pGW,L([Q]) = 0, and for any Q ∈ QCor(X × Gm × Gm, Y × Gm × Gm) such that SuppQ ⊂
X × 1×Gm × Y ×Gm ×Gm we have p([Q]) = 0 (and similarly for Y instead of X)).
Now define required homotopy as composition of homotopies hlα and ρ
GW
α ◦ h
GW,pre
α , i.e.
hGW,rα = ρ
GW
α ◦ h
GW,pre
α − h
l
α + idLGWα (−,Y ).
Then form (6.33) and (6.34) we get
i∗0(h
GW,r
α (a)) = iα, i
∗
1(h
GW,r
α (a)) = θα(ρ
GW,R
α (a))
where in the second equality we use that
ρ+/−α (TY ◦ (Q⊠Gm) ◦ TX) = ρ
+/−
α ((Gm ⊠Q)) = Gm ⊠ ρ
+/−
α (Q) = ρ
+/−
α (Q)⊠Gm,
for any Q ∈ RQα (X,Y ) (see Lemma ?? for the middle equality).

7. Cancellation theorem.
Firstly we prove cancellation in the category DGW
A1
(k) = D−
A1
(Pre(GWCor)) (see sect. 3).
Let’s recall that there is a canonical functor Smk → DGWA1 (k) which we denote C
∗(V ) =
C∗(GWCor(−, V )) = HomD−(PreGW )(∆
•,ZGW (V )). In the section we consider the case of GW-
correspondneces, All statements and proofs in the section holds for WCor as well.
Notation 7.1. Denote by hi
A1
(F) = hi(C∗(F)) = hi(Hom(∆•,F)) = Hi(F(−×∆•)) the presheaves
of cohomologies of F ∈ PreGW . And for any s : F → G ∈ PreGW , hi
A1
(s) : hi
A1
(F)→ hi
A1
(G) is the
induced homomorphism.
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Lemma 7.2. For any Y ∈ Smk,
lim
−→
α∈A
hiA1(L
GW
α (−, Y )) ≃ lim−→
α∈A
hiA1(R
GW
α (−, Y )) ≃ h
i
A1(GW
⊕(− ×Gm, Y ×Gm))
Proof. Lm. 6.23 yields that lim
−→α∈A
RQα (X,Y ) = lim−→α∈A
LQα (X,Y ) = Q(X ×Gm, Y ×Gm). By Lm.
6.23 again for any (P1, q1), (P2, q2) ∈ Q(P(X × Gm, Y × Gm)) there is a triple of integers (r, n,m)
such that (P1, q1), (P2, q2), (P1, q1)⊕(P2, q2) ∈ R
Q
r,n,m(X,Y ) ⊂ L
Q
r,n,m. Hence lim−→α∈AR
GW
α (X,Y ) =
lim
−→α
LGWα (X,Y ) = GW
⊕(X×Gm, Y ×Gm). Since the direct limits of abelian groups along filtering
systems are exact, the claim follows 
Lemma 7.3. For any α ∈ A and integer i
1) hi
A1
(ρGW,Lα ) ◦ h
i
A1
(θGWα ) = h
i
A1
(jGW,Nα ) : h
i
A1
(NGWα (−, Y ))→ h
i
A1
(GWCor(−, Y )),
2) hi
A1
(θGW∞ ) ◦ h
i
A1
(ρGW,Rα ) = h
i
A1
(jGW,Rα ) : h
i
A1
(RGWα (−, Y ))→ h
i
A1
(GW⊕(− ×G∧1m , Y ×G
∧1
m )),
(let’s remember that θ∞ = −⊠ idG∧1m : GW
⊕(X,Y )→ GW⊕(X ×Gm, Y ×Gm) and see def 6.27 for
θα, α ∈ A).
Proof. The cylinder triangulation and Lm. 6.30, Lm. 6.32 gives homotopies of the chain complexes
hl : C
∗(GW⊕(−, Y ))→ C∗(GW⊕(−, Y ))[−1],
hr : C
∗(LGW (−, Y ))→ C∗(GW⊕(−×G∧1m , Y ×G
∧1
m ))[−1]
such that d(hl(a)) = a − ρGW,Lα (a ⊠ idG∧1m ), for a ∈ GW
⊕(X × ∆i, Y )),and d(hr(a)) = id(a) −
ρGW,R(a)⊠ idG∧1m , for a ∈ L
GW (X ×∆i, Y )). The claim follows. 
Theorem 7.4. For any X,Y ∈ Smk the functor −⊠ idG∧1m induces the natural quasi-isomorphism
GW⊕(X ×∆•, Y ) ≃ GW⊕(X ×G∧1m ×∆
•, Y ×G∧1m )
Proof. First we shell prove that Cokerhi
A1
(θGW∞ ) = 0. Lm 7.3.(2) gives us the commutative diagram
hiA(Rα(−, Y ))
ρGW,Rα //
 v
jGW,Rα ))❘❘
❘
❘❘
❘
❘❘
❘
❘❘
❘
❘
hiA(GWCor(−, Y ))
θGW∞

hiA(R∞(−, Y ))
 )) ))❘❘
❘❘
❘
❘❘
❘❘
❘❘
❘❘
Coker(θGW∞ ) Coker(j
GW,R
α )
cαoooo
Since the category of factor objects ofR∞ is an ordered set, for any α < α
′ ∈ A, cα = cα′◦ζα,α′ , where
ζα,α′ : Coker(j
GW,R
α ) → Coker(j
GW,R
α′ ). Hence there is a surjection lim−→α∈A
Coker(Rα → R∞) ։
Coker(θGW∞ ), In the same time by Lemma 7.2 lim−→α∈ACoker(Rα → R∞) = Coker(lim−→α∈ARα = 0
Thus Coker(θGW∞ ) = 0.
Now we prove injectivity. For any integer triples α = (r, n,m), α′ = (r′, n′,m′) homomorphisms
θGWα and θ
GW
α′ commute with homomorphisms γ
GW,N
α,α′ and γ
GW,L
α,α′ (see Lemma 6.22). Therefore
lim
−→α
[θGWα : N
GW
α (−, Y )→ L
GW
α (−, Y )] = [θ
GW
∞ : GW
⊕(−, Y )→ LGW∞ (−, Y )]. Since injective limits
of abelian groups is exact it follows that Ker(θGW∞ ) = Ker(lim−→α
(θGWα ) = lim−→α
(Ker(θGWα )) = 0. 
Corollary 7.5. For all A•, B• ∈ DGW
A1
(k), there is a natural isomorphism
Hom
D
GW
A1
(k)(A
•, B•) ≃ Hom
D
GW
A1
(k)(A
•(1), B•(1))
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Proof. Since MGW (X)(1) = MGW (X) ⊗ MGW (G∧1m ) ≃ M
GW (X × G∧1m ), and since the objects
MGW (X) generate the categoryDMGWeff (k), it is enough to prove isomorphismHomDGW
A1
(X,Y [i])→
HomDGW
A1
(X ×G∧1m , Y ×G
∧1
m [i]) for all X,Y ∈ Smk and i ∈ Z.
The adjunction D−(Pre(GWCor)) ⇌ DGW
A1
(k) = D−
A1
(Pre(GWCor)) (see Th ??) yields
Hom
D
GW
A1
(k)(ZGW (X),ZGW (Y )[i]) ≃ HomD−(PreGW )(ZGW (X), C
∗(ZGW (Y ))[i]) = H
i(GW⊕(X ×
∆•, Y ). So the claim follows from Th 7.4. 
Consider the functor HomPreGW (G
∧1
m ,−) : Pre
GW → PreGW : F 7→ F (− × Gm). It is exact on
PreGW , and inducesa functor HomD−(PreGW )(G
∧1
m ,−) on D
−(PreGW ). Now since the last functor
commutes with the functor C∗ = HomD−(PreGW )(∆
•,−), it follows that HomD−(PreGW )(G
∧1
m ,−) is
exact in respect to A1-quasi-isomorphisms. Thus it induces a functor HomDGW
A1
(G∧1m ,−) on D
GW
A1
.
Since the functor − ⊗ G∧1m on D
−(PreGW ) preserves the class of morphisms X × A1 → X it is
A1-exact too. So the adjunction −⊗G∧1m ⊣ Hom(G
∧1
m ,−) on D
−(PreGW ) yields an adjunction
(7.6) −⊗G∧1m : D
GW
A1 (k)⇌ D
GW
A1 (k) : Hom(G
∧1
m ,−)
The last adjunction is a coreflection by Corollary 7.5, i.e. A• ≃ Hom(G∧1m , A
• ⊗ G∧1m ). We’ll show
that the same holds for derived functors in DMGW(k) that is considered as localisation of DGW
A1
(k)
in respect to Nisnevich-quasi-isomorphisms.
Proposition 7.7. The functors − ⊗ G∧1m and Hom(G
∧1
m ,−) on the category D
GW
A1
(k) are exact in
respect to Nisnevich quasi-isomorphisms.
Proof. The functor − ⊗G∧1m is exact in respect to Nisnevich quasi-isomorphisms, since it preserves
Nisnevich squares (see [7] for detailed discussion).
To prove the second claim it is enough to show that for a locally trivial homotopy invariant
presheave with GW-transfers F the complex of presheaves Hom(Gm, F ) is Nisnevich acyclic. In the
same time Hom(Gm, F ) = F (∆• ×Gm ×−) ≃ F (Gm ×−), and Lm 3.4 yields the claim. 
Theorem 7.8. For an infinite perfect field k, char k 6= 2 the canonical functors DMGWeff (k) →
DMGW(k) are fully faithful embeddings.
Proof. Since the functors − ⊗
D
GW
A1
(k) G
∧1
m and HomDGW
A1
(k)(G
∧1
m ,−) on the category D
GW
A1
(k) are
exact in respect to Nisnevich quasi-isomorphisms by Proposition 7.7. Hence the adjunction (7.6)
yields the adjunction − ⊗ G∧1m : DM
GW(k) ⇌ DMGW(k) : Hom(G∧1m ,−), and this adjunction is a
coreflection too, that is equal to the claim. 
Corollary 7.9. For an infinite perfect field k, char k 6= 2, X ∈ Smk and a motivic complex A• ∈
DMGWeff (k) there is a natural isomorphism HomDMGW(k)(M
GW (X),Σ∞
G∧1m
A•[i]) ≃ HiNis(X,A
•),
Proof. The claim follows immediate from Corollary 3.3 and Th 7.8. 
8. Appendix: the functor from the frame-correspondences to GWCor.
Definition 8.1. Suppose X and Y are pair of schemes, then a frame-correspondence on the rank
n between X and Y is a set (V , Z, φ, g), where Z is a closed subset in AnX , vV → A
n
X is an etale
morphism such that v−1(Z) ≃ Z (in other words (V , Z)→ (AnX , Z) is a Nisnevich neighbourhood),
φ : V → An, and g : V → Y are regular maps.
Denote by Frn(X,Y ) the set of isomorphism classes of frame-correspondences on the rank n
between X and Y up to a shrinking of the Nisnevich neighbourhood (V , Z) → (AnX , Z), and let
Fr∗(X,Y ) =
∐
n Frn(X,Y ); denote by Fr∗ the category with objects smooth schemes and mor-
phisms Fr∗(X,Y ) and the composition as defined in [14]; denote by ZFr∗ an additive category
with objects smooth schemes and morphisms ZFr∗(X,Y )/([(V , Z1 ∐ Z2, φ, g)] − [(V , Z1, φ, g)] −
[(V , Z2, φ, g)]), and denote by Fr
aff
∗ and ZFr
aff
∗ the full subcategories spanned by affine schemes.
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Definition 8.2. For any integer n and integers d1, . . . dn denote Frn,d1,...,dn(X,Y ) a subset in
Frn(X,Y ) consisting of frame-correspondences (V , Z, φ1, . . . , φn, g) such that for any i there is a
section si ∈ Γ(P
n
X ,O(di)): si
∣∣
P
n−1
X
= xdii , φi = v
∗(si/x
di
0 ), where (x0, x1, . . . xn) are coordinates on
PnX , Z(x0) = P
n−1
X = P
n
X \ A
n
X .
Definition 8.3. For any frame correspondence Φ = (V , Z, φ1, . . .Φn, g) ∈ Frn(X,Y ) denote
by S(Φ) the subset in Frn(Φ) consisting of elements Φ˜ = (V
′, Z, φ′1, . . . , φ
′
n, g) such that (φ
′
i −
φi)
∣∣
Speck[An]/I(Z)2
= 0 for all i.
Let’s write Φ
1
∼ Φ′ iff Φ′ ∈ S(Φ). This defines equivalence relation on frame-correspondences.
Lemma 8.4. For any Φ = (V , Z, φ, g),Φ′ = (V ′, Z, φ′, g) ∈ Frn(X,Y ) if Φ
1
∼ Φ′ then there is an
affine homotopy connecting Φ and Φ′, i.e. Φ
A
1
∼ Φ′.
Proof. The required homotopy is given by (V ×An
X
V ′, Z, αφ+ (1− α)φ′, g) ∈ Frn(X × A1, Y ). 
Lemma 8.5. Suppose X is affine. Then for any Φ ∈ Frn(X,Y ) there is integer d, such that for
any integers di > d, i = 1, . . . n, there is Φ˜ ∈ Frn,di,...dn(X,Y ) ∩ S(Φ)
Proof. The claim follows from that for an affine scheme X the sheave O(1) on PnX is ample. 
Construction 8.6. For any Φ ∈ Frn,d1,...dn(X,Y ) we construct a quadratic space Q(Φ) ∈
QCor(X,Y ) in the following way:
Consider map f : AnX → A
n
X , and denote A → B corresponding homomorphism of sheaves of
algebras over X. Since φi is polynom with leading coefficient x
di
i then f is finite morphism of smooth
varieties and B is finite flat over A. The Grothendieck duality theorem gives us isomorphism
HomB(B,A) ≃ ωB ⊗ ω
−1
A .
Next using trivialisation of the canonical classes ωB and ωA defined by coordinate functions on
relative affine space we get isomorphism
HomA(B,A) ≃ B.
Now base change along the embedding by zero section X → AnX gives us isomorphism
HomO(X)(O(Z),O(X)) ≃ O(Z).
Proposition 8.7. 1) for any Φ1,Φ2 ∈ Frn,d1,...,dn(X,Y ), Φ2 ∈ S(Φ2), Q(Φ1) ≃ Q(Φ2);
2) for any Φ1 ∈ Frn,d1,...,dn(X,Y ), Φ2 ∈ Frn,d1+1,...,dn(X,Y ), Φ2 ∈ S(Φ2), Q(Φ1) ≃ Q(Φ2);
Proof. 1) Consider the frame correspondence Θ = (Z × A1,An − Z ′, ϕ, g) ∈ Fr(X × A1, Y ), where
ϕ = λϕ1 + (1 − λ)ϕ2, Z(ϕ) = Z ′ ∐ Z × A1. The support Z(ϕ) is a closed subscheme in AnX finite
over X and so we can apply construction 8.6 to Θ. Then Q(Θ) = (k[Z × A1], q) ∈ QCor(X,Y ) for
some invertible function q ∈ k[Z × A1]∗ and it follows from lemma 2.18 that Q(Θ ◦ i0) ≃ Q(Θ ◦ i1)
and whence GW (Φ0) = GW (Θ ◦ i0) = GW (Θ ◦ i1) = GW (Φ1).
2) Let Φk = (Z, φ
k, g), φk = (φki ), k = 1, 2; let φ
2
1 = s
2
1/x
d1+1
0 , and φ
k
i = s
k
i /x
di
0 for otherwise k
and i. Consider the frame correspondence Θ = (Z×A1,An−Z ′, λϕ1+(1−λ)ϕ2, g) ∈ Frn(X×A1, Y ),
where ϕ = λϕ1 + (1− λ)ϕ2, Z(ϕ) = Z ′ ∐ Z × A1.
Let Γ be the graph of the regular map (ϕ, pr) : An×X×A1 → An×X×A1. Then Γ = An×An×
X×A1∩Z˜, where Z˜ = Z(s˜) ⊂ Pn×An×X×A1, s˜ = (s˜i), s˜i = si−Titdi∞ ∈ Γ(P
n×An×X×A1,O(di)),
si = λs
1+(1−λ)s2 ∈ Γ(Pn×X×A1,O(di)), and Ti denote coordinate functions on the multiplicand
An and λ denotes the coordinate of the multiplicand A1.
By the same reason as in lemma 8.5 we can choose some sections s′i ∈ Γ(P
n × X × A1,O(di)),
s′i
∣∣
Z(I(Z×A1)2)
= si
∣∣
Z(I(Z×A1)2)
, s′i = x
di
1 , i = 2, . . . n. Let’s put s˜
′
i = s
′
i − Tix
di
0 , i = 2, . . . n.
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Then consider the closed subscheme
˜˜
Z = Z(˜˜s) ⊂ Pn × An × X × A1 × (A − 1)n−1, ˜˜s = (˜˜si),˜˜si = αis˜i(1 − αi)s˜′i ∈ Γ(Pn × An ×X × A1 × (A − 1)n,O(d)), where αi denote coordinates on the
last multiplicand (A− 1)n.
Then
˜˜
Z is a smooth scheme over X and the projection
˜˜
Z → An ×X × A1 × (A − 1)n is finite.
Applying the Duality theorem 8.8 we get the k[
˜˜
Z]-linear isomorphism
˜˜q′ : Homk[An×X×A1×(A−1)n](k[ ˜˜Z], k[An ×X × A1 × (A− 1)n]) ≃ ωX×A1×An( ˜˜Z)⊗ ω(An)−1,
which can be considered as a morphism of coherent sheaves on
˜˜
Z and let ˜˜q be the restriction of
˜˜q′ to the affine part ˜˜Γ ˜˜Z ∩ An × An × X × A1 × (A − 1)n. It is easy to see that ˜˜Γ is a graph
of the morphism An × X × A1 × (A − 1)n → An defined by the function , hence the projection˜˜
Γ→ An ×X × A1 × (A− 1)n (here we skip the second multiplicand An) is isomorphism.
The fibre of
˜˜
Z over An×X×0×0 is equal to the X-smooth closed subscheme Z˜1 = Z(s1i+Tix
di
0 ) ⊂
Pn×An×X×0×0 ≃ Pn×An×X , and base change in the Duality theorem yields that the fibre of ˜˜q
is equal to the quadratic space q˜1 : Homk[An×X](k[Z˜1, k[A
n×X ]) ≃ ωX(Z˜1)⊗ω(A
n)−1 using in the
construction 8.6 applying to Φ1. Hence the fibre of Q = (k[
˜˜
Z], ˜˜q) over 0×X×0×0 is equal to Q(Φ1).
On the other side the X-smooth scheme Z˜2 = Z(s
2
1+ T1x
d1+1
0 , s
2
i + Tix
di
0 ) ⊂ P
n×An×X × 1× 0 ≃
Pn×An×X is the disjoint component of the fibre of
˜˜
Z over An×X × 1× 0 and by similarly to the
above the fibre of Q over 0×X × 1× 0 is equal to Q(Φ2).
Thus the fibre of Q over 0×X×A1×0 defines the quadratic space (k[Z×A1], q) that is homotopy
joining Q(Φ1) and Q(Φ2). So the claim follows by lemma 2.18.

Let’s present the using duality theorem.
Theorem 8.8. Suppose f : Y → X is finite Cohen-Macaulay morphism of smooth affine schemes
over the base S; then there is a k[Y ]-linear isomorphism q : Homk[Y ](k[Y ], k[X ]) ≃ ω(Y )⊗ωS(X)
−1
that is natural in respect to base changes, i.e. for a diagram with Cartesian squares
Y ′

// X ′

// S′

Y // X // S
(8.9)
we have
q′ = q ⊗k[S] k[S
′]
Proof. The claim is a particular case of the Duality theorem from [26] in combination with the Base
Change theorem from [27] or [28]. Another link is the proposition 2.1 in [29]. 
Using lemma 8.5 and proposition 8.7 we see that the construction 8.6 define a map Frn(X,Y )→
QCor(X,Y ) for affine smooth schemes X,Y . The pseudo-functoriality and the base change in the
Duality theorem above yields that Q(Φ1 ◦ Φ2) = Q(Φ1) ◦ Q(Φ2), so we get a functor Fr
aff
∗ →
QCor.Moreover this induce a functor ZFraff∗ → GWCor, since if the support Z of a frame-
correspondence Φ splits into disjoint union Z = Z1 ∐ Z2 then for any Φ′ = (Z, s, g) ∈ S(Φ),
Φ′i = (Zi, s, g) ∈ S((Zi, φ, g)), i = 1, 2, and by construction 8.6 Q(Φ
′) = Q(Φ′1)⊕Q(Φ
′
2).
Theorem 8.10. There is a functor Fraff∗ → QCor that takes Φ to Q(Φ), and there is a functor
ZFraff∗ → GWCor that takes [Φ] to [Q(Φ)].
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Corollary 8.11. There are functors Fr∗ → QCornis, ZFr∗ → GWCornis, where QCornis(−, Y )
and GWCornis(−, Y ) are Nisnevich sheafification of QCor(−, Y ) and GWCor(−, Y ).
Remark 8.12. We can shortify the proof of the second point of the lemma 8.5 applying the following
variant of the duality theorem to the scheme Z˜ and open subscheme Z˜ ∩An × An ×X × A1.
The duality theorem: Let f : X → Y be finite Cohen-Macaulay morphism, and i : U →֒ X a
smooth open subscheme; then there is an O(Y )-linear isomorphism τf,U : HomO(Y )(f∗(O(X)),O(Y ))
∣∣
U
≃
(f ◦ i)∗ωS(U) that is natural in respect to base change and natural in respect shrinking of U . I.e.
for a diagram with Cartesian squares
U ′ //

X ′ //

Y ′ //

S′

U // X // Y // S
(8.13)
we have
q′ = q ⊗k[S] k[S
′],
and if U ′ ⊂ U then τf,U
∣∣
U ′
= τf,U .
Indeed, it is enough to the case of the schemes X that are full intersection of sections in relative
projective plain, i.e. X = Z(s) ⊂ PnY , s = (s1, . . . , sn), si ∈ Γ(PY ,O(di)). In this case the Duality
theorem above can be proved by using the explicit formula for dualisable complex given by Koszul
complex
∧
i=1,...,n[O
s˜i−→ O(di)] ∈ Kb(PnAn). So the required base change property can be checked
explicitly using base change for Koszul complex and the isomorphism with the canonical class follows
from the splitting of the Koszul complex in this case.
Remark 8.14. It is possible to get the functor for all schemes using the Duality theorem in the
following form: For any scheme of finite type S over the base field k there s a pseudo-functor
f ! from the category of morphisms of finite type of S-schemes to the triangulated (dg-categories)
f ! : Schft,ln → Tr : X → D−qc(X) with isomorphism f
!(X) ≃ ωS(X) for smooth X , and duality iso-
morphism HomDqc(X)(F, f
!(G)) ≃ HomDqc(Y )(f∗(F ), G) for F ∈ D
+
qc(X), and projective morphism
f that is compatible with base changes along arbitrary morphisms S′ → S and Cohen-Macauley f
and along open immersions Y ′ → Y and arbitrary morphisms f .
Let’s briefly describe the construction:
Let Φ = (v : V → AnX , Z, φ, g) be a frame-correspondence. Consider the morphism f : V → A
n
X
defined by φ and projection to X . Shrinking V we may assume that f is quasi-finite and let
V
i
−→ V
f
−→ AnX be factorisation of f such that i is an open immersion and f is finite, such factorisation
exists by the Main Zarisky theorem. Now applying the duality theorem to the finite morphism f
we get an O(V)-linear isomorphism q˜ : HomO(An
X
)(f∗(O(V)),O ∗ A
n
X) = ω
◦
f
, where ω◦
f
is dualizible
complex. Then using the isomorphism ω◦
f
∣∣
V
≃ ωV→X ⊗ ω
−1
An and trivialisation of ωV→X induced by
v and trivialisation of ωAn we get an isomorphism
HomO(An
X
)(f∗(O(V))
∣∣
V
≃ O(V).
Finally using base change along 0X → AnX we getO(Z)-linear isomorphismHom(p∗(O(Z)),O(X)) ≃
O(Z).
To prove the functoriality let’s note that though f is not Cohen-Macaulay but it is Cohen-
Macaulay over generic point of AnX and so combining the base change theorem along open immersions
(for arbitrary projective morphisms) with base change for Cohen-Macaulay morphisms (along an
arbitrary morphism of schemes) we deduce that q˜ satisfy compositions axiom. We leave details for
further consideration.
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9. Appendix: Spectral category and non-commutative category of
GW -correspondences.
We see that the definition 2.1 (with the composition functor) gives rise to the category of cor-
respondences enriched over the exact (additive) categories with duality, and over dg-categories with
duality.
Definition 9.1. Let S is the noetherian base scheme of a finite dimension. Denote by CatdualCh(S) the
category of dg-categories with duality (and duality preserving functors).
Denote by PD(S) the category enriched over CatdualCh(S) with objects being finite type schemes
over S, and the morphism-category for X,Y ∈ SchS being (P(X,Y ), DX) (see def. ??).
Let GWS be the category enriched over the spectra SH with objects finite type schemes over S
and morphism-spectra GWS(X,Y ) be the Hermitian K-theory spectra of (D(P(X,Y )), DX)
Consider the category CatdualCh(S) enriched over Cat
dual
Ch(S) with objects being dg-categories with
duality X = (PX , DX) with smooth dg-category PX , and for X ,Y ∈ CatdualCh(S) the morphism-
category CatdualCh(S)(X ,Y) = Funct(X ,Y) is a category of functors Funct(X ,Y) equipped with the
duality F 7→ DY ◦ F ◦DX , where DX and DY are the dualities on X ,Y.
By the same way as above we can define the category GWnc enriched over spectra form the
category CatdualCh(S).
The definition of the category GW enriched over spectra actually is parallel to the definition of
spectral category in [13] by Garkusha and Panin, where the case of usual K-theory is considered,
though the intermediate step of the category enriched over the categories is not discussed explicitly.
And following the technique of [13] one can defined the category of motives related to GW .
In the same time we can consider the following definition is the encroachment of the category of
non-commutative varieties (spaces) with the dualities on the dg-categories. (we follow the construc-
tion presented in [18]).
Definition 9.2. Define the (∞, 1)-categoryD}dualidem(S) as the localisationD}
dual
= N(CatdualCh(S))[WM ],
WM is the class of morphisms which go to the Morita equivalences under the forgetful functor form
CatdualCh(S) to the category of dg-categories (without duality).
Denote by Dgdualft (S) the subcategory of Dg
dual
idem(S) spanned by objects that goes to the dg-
categories of finite type under the mentioned forgetful functor.
Denote by N˜cS
dual
(S) the opposite category to Dgdualft (S).
Let’s note that the (∞, 1)-categories in the definition above can be equipped with symmetric
monoidal structures, which we denote by the symbol ⊗.
Remark 9.3. In the definition above we need to use several different universes saying about addi-
tive categories with duality, the categories of additive categories with duality and the category of
correspondences enriched over the last one.
Now we can apply the technique of [18] to get the categories of motives form the categories of
correspondences.
Definition 9.4. Define
DMGW(S) = LnisLA1P(GW)[(P
1,∞)−1], DMGWnc (S) = Lnc−nisLA1,ncP(GWnc),
where P(C) denotes the category of functors on C with values in SH, LA1 , LA1,nc, Lnis, Lnc−nis
are the localisation with respect to the classes of morphisms wA1 , wncA1 , wnis, wncNis; wA1 is the
class of morphisms of the form X × A1 → X , X ∈ SmS, wncA1 is the class of morphisms of the
form X ⊗ A1 → X , X ∈ N˜cS(S), wncNis of the form U
∐
U ′ X
′ → X defined by Nisnevich squares
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(U ′, X ′) → (U,X), wncNis defined in a similar way with respect to squares defined like as in def.
6.4.6, 6.4.7 with straightforward replacement of dg-categories with dg-categories with duality, and
functors by the preserving duality functors.
Proposition 9.5. The one see that there is a sequence of functors SH(k) → DMGW(k) →
DMGWnc (k). HomDMGWnc (k)(X, pt[i]) ≃ GW
i(X)
Proof. The functor are defined by the universal properties and due that fact that (D(P(P1)), DP1 , 1)
is invertible in DMGWnc (k) (because of full exceptional set of linear bundles on P
1).
The second claim is because the functor HomCatdual
Ch(S)
(X , pt) ≃ (P(X), DX) respects wncA1 and
wncNis. 
conjecture 9.6. The canonical functor SH(k)Q → DMGWnc (k)Q is fully faithful.
The conjecture is based on that as follows form the recent results by Garkusha and result by
Bachmann and Fasel DMGW (k)Q ≃ SH(k)Q. So the full embedding form the conjecture above
probable is decomposed as
SH(k)Q ≃ DM
GW (k)Q ≃ DM
GW(k)Q →֒ DM
GW
nc (k)Q.
Actually the second question should follow form the general equivalence relation between (∞, 1)-
categories and cateogries enriched over H•. The question which looks being the most difficult (and
doubtful) is the equivalence DMGW (k)Q ≃ DMGW(k)Q.
Another point we’d like to discuss is the following. In the definition of N˜cS(S) we replaced the
objects . Similar to that fact that The correspondences given by GW groups or an SL-orientable
cohomology theory can be defined in the category SmS and in the same time on the category of
smooth varieties equipped with a line bundle, which has effect for the twisting of the cohomology
groups. The corresponding categories of motives are equivalent with the identification of a pair
(X,L) and a pair of varieties (TL, TL− 0X) (i.e. Cone(TL− 0X → TL), where TL is the Tome space
of the bundle L, and 0X is the zero section. In the same time in the context of non-commutative
varieties, it is known that smooth proper non-commutative spaces satisfy duality theorem and so
there is a canonical duality which we can use in the definition of N˜cS restricted to a smooth proper
non-commutative varieties. So it looks being natural to ask the question:
conjecture 9.7. To reconstruct the category N˜cS(S) or DMGWnc (k) without replacement of the
objects of NcS (which are dg-categories with out any additional structures) and with replacement
morphisms only.
Let’s give a version of the answer which is based on the equivalence of the information given
by functor f∗ of the categories with dualities and the information given by the pair of adjunctions
f∗ ⊣ f∗ and f ! ⊣ f!. Define Cat
·−·
Ch(S) as the category with objects being dg-categories and any
morphism form A to B is a pair of dg-functors F,G with natural equivalence t : F ≃ G. NcS·−·
which is defined in a similar way to NcS starting form Cat·−·Ch(S).
conjecture 9.8. The (∞, 1)-category DMGWnc (k) is equivalent to Lnc−nisLA1,ncP(NcS
·−·).
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