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a b s t r a c t
This paper is concerned with the problem of the shape reconstruction of the inverse
problem for heat conduction with two different boundary conditions in a multiple
connected bounded domain. We derive the representation for domain derivative of
the corresponding operator. This allows the investigation of the iterative regularization
methods solving such ill-posed and nonlinear problem. The numerical examples show that
our theory is useful for practical purpose and the proposed algorithm is feasible.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
This paper deals with the shape reconstruction of a multiple connected bounded domain with heat conduction. The
inverse problem has many applications in industry, such as nondestructive testing, thermal imaging, and so on. A classical
one is the geophysical one of recovering a mass distribution from its gravitational potential. Applications here would be to
the detection of tumors, since the higher metabolic rate of cancerous cells leads to region of higher heat source than the
surrounding tissue.
Shape reconstruction has received considerable attention already. Early works concerning with domain derivative have
been addressed in [1–3]. Kirsch and Hettlich solved the inverse obstacle scattering problem for sound soft and sound hard
obstacles, and in [4,5], the three authors deal with the inverse boundary problem for the time-dependent heat equation
only in the case of perfectly conducting and insulating inclusions. In [6], we solve a shape reconstruction problem for heat
conduction with mixed condition, and we deal with the shape reconstruction of a viscous incompressible fluid driven by
the Stokes flow in [7].
This paper is organized into three parts. In the remainder of the section we establish the notation that will be
used throughout the work. Section 2 is devoted to establish the differentiability of the solution with respect to the
different boundary conditions. The techniques we used are similar to those used in [6,7]. The last section describes
the implementations of the algorithm and computational results of two experiments. The results of several numerical
experiments show that the iterative algorithm gives good reconstruction, and our theoretical work is correct.
Throughout the paperwewill use the standardnotation for Sobolev spaces (see [8]). SpeciallyHr(Ω), where r is an integer
greater than zero, will denote the Sobolev spaces of real-valued functions with square integrable derivatives of order up to
r equipped with the usual norm which we denote ‖ · ‖r , and H0(Ω)will be denoted by L2(Ω).
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2. Domain derivative
We assume that Ω1 and Ω2 are two simply connected bounded domains of class C1 in RN (N = 2 or 3), such that
Ω¯2 ⊂ Ω1. The boundaries ofΩ1 andΩ2 are denoted by Γ1 and Γ2 respectively. Further, we denoteΩ := Ω1 \ Ω¯2. Next, we
will establish the differentiability of the solution with respect to the different boundary conditions.
2.1. Neumann boundary condition
At first, we discuss the boundary value problem with Neumann boundary condition on the interior boundary:
−div(a∇u) = f inΩ
u = 0 on Γ1
a
∂u
∂ν
= g on Γ2
(2.1)
where u(x) denotes the temperature, a = a(x) > 0 is the coefficient of heat conductivity, and f (x) represents the rate of
heat (per unit of volume) supplied by a heat source.
We define function space H1Γ1(Ω) = {v ∈ H1(Ω), v|Γ1 = 0}, here Hs denotes Sobolev space of order s ∈ R. If f and g
satisfy the compatibility condition, then taking the scalar product of (2.1) with a function v ∈ H1Γ1(Ω)we obtain,
seek u ∈ H1Γ1(Ω), such that:∫
Ω
a∇u · ∇vdx =
∫
Γ2
gvds+
∫
Ω
f vdx ∀v ∈ H1Γ1(Ω).
(2.2)
Further, we define the bilinear form Ln on H1Γ1(Ω)× H1Γ1(Ω),
Ln(u, v) =
∫
Ω
a∇u · ∇vdx. (2.3)
Obviously, the form Ln is H1 coercive according to the classical theory of elliptic system (see [9]).
Let a perturbation of the interior boundary Γ2 be specified by
Γ h2 = {x+ h(x), x ∈ Γ2},
which is a C1 boundary of a perturbed domainΩh, if the vector field h ∈ C1(Γ2) is sufficiently small.We choose an extension
of h ∈ C1(Ω) with ‖h‖C1(Ω) ≤ c‖h‖C1(Γ2), c > 0, which vanishes in the exterior of a neighbourhood of Γ2, and define the
diffeomorphism ϕ(x) = x+ h(x) inΩ . If the inverse function of ϕ is denoted by ψ , Jϕ and Jψ are Jacobian matrices.
Let uh ∈ H1Γ1(Ωh) be the solution of corresponding boundary value problem,∫
Ωh
ah∇uh · ∇vhdx =
∫
Γ h2
ghvhds+
∫
Ωh
fhvhdx ∀vh ∈ H1Γ1(Ωh). (2.4)
Changing the variables by the diffeomorphism ϕ leads to∫
Ω
a˜∇u˜(Jψ (Jψ )Tdet(Jϕ)) · ∇vdx =
∫
Γ2
g˜vdet(J˜ϕ)ds+
∫
Ω
f˜ vdet(Jϕ)dx (2.5)
for all v ∈ H1Γ1(Ω), with u˜ = uh ◦ ϕ ∈ H1Γ1(Ω) and a˜ = ah ◦ ϕ, f˜ = fh ◦ ϕ, g˜ = gh ◦ ϕ, where J˜ϕ is the Jacobian of ϕ with
respect to the surface integral, and it is given as det(J˜ϕ) = det(Jϕ)|(J−1ϕ )Tν| (see [10]).
From Jϕ = I + Jh and Jψ = J−1ϕ ◦ ψ = I − Jh + O(‖h‖2C1(Ω)), the following estimates hold:
‖a˜Jψ (Jψ )T det(Jϕ)− aI + a(Jh + JTh )− div(ah)I‖∞ = O(‖h‖2C1(Ω)) (2.6)
‖f˜ det(Jϕ)− f − div(fh)‖∞ = O(‖h‖2C1(Ω)) (2.7)
‖g˜ det(J˜ϕ)− g − g divτh− h · ∇g‖∞ = O(‖h‖2C1(Γ2)) (2.8)
where divτh represents the tangential divergence of a vector field h (see [11]). We introduce some useful formulae without
proof.
Lemma 2.1 ([2]). If u, v ∈ H1(Ω), and a is sufficiently smooth, then the following identity holds:
∇u · [a(Jh + JTh )− div(ah)I]∇v = div[a(h · ∇u)∇v + (h · ∇v)(a∇u)− (a∇u · ∇v)h]
− (h · ∇u)div(a∇v)− (h · ∇v)div(a∇u). (2.9)
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Lemma 2.2 ([10]). Let u ∈ C2(Γ ), a ∈ C1(Γ ) be two scalar functions, and a vector field v ∈ C1(Γ )N . The following
decompositions hold:
∇u = ∇τu+ ∂νu ν (2.10)
v = (v · ν)ν + vτ , vτ := ν ∧ (v ∧ ν) (2.11)
div v = divτvτ + H(v · ν)+ ∂ν(v · ν) (2.12)
div(a∇u) = divτ (a∇τu)+ Ha∂νu+ ∂ν (a∂νu) . (2.13)
Lemma 2.3 ([10]). Let u ∈ H1/2(Γ ) be a scalar function and v ∈ H1/2(Γ )N (N > 2) a tangent vector field defined on the surface
Γ . The following tangential Stokes formula holds:∫
Γ
divτvds =
∫
Γ
H v · νds
where the additive curvature H := div ν , that is,the sum of the N-1 curvatures of the surface Γ .
Moreover, we can prove the following important theorem which is the main theoretical result of the paper.
Theorem 2.1. Let f ∈ L2(Ω) be sufficiently smooth, and u ∈ H1Γ1(Ω) denote the solution of (2.1). Then u is differentiable at Γ2
in the sense that there exists u∗ depending on h, such that
lim
h→0
1
‖h‖C1
‖u˜− u− u∗‖1 = 0.
Furthermore u∗ := u′ + h · ∇u, where the domain derivative u′ is defined by the solution of the boundary value problem
−div(a∇u′) = 0 inΩ
u′ = 0 on Γ1
a
∂u′
∂ν
= a∇τu · ∇τhν + hν∂νg − hν ∂
∂ν
(
a
∂u
∂ν
)
on Γ2
(2.14)
where hν = h · ν is the normal component of the vector field h.
Proof. At first, we establish continuous dependence of the solution u on variations of the boundary Γ2. Then we will prove
the differentiability of the solution uwith respect to the boundary Γ2. The representation of the domain derivative is shown
in the last part of the proof.
We consider the difference u˜− u, and the variational equation yields
Ln(u˜− u, v) =
∫
Ω
∇u˜(aI − a˜hJψ (Jψ )T det(Jϕ)) · ∇vdx+
∫
Γ2
g˜v det(J˜ϕ)ds+
∫
Ω
f˜ v det(Jϕ)dx−
∫
Γ2
gvds−
∫
Ω
f vdx
=
∫
Ω
∇u˜(aI − a˜Jψ (Jψ )T det(Jϕ)) · ∇vdx+
∫
Ω
(f˜ det(Jϕ)− f )vdx+
∫
ΓN
(g˜ det(J˜ϕ)− g)vds.
In terms of the regularity and approximation (2.6)–(2.8), and setting v = u˜− u, the last expression is majorized by
‖u˜− u‖1,Ω ≤ C(‖u˜‖1,Ω‖aI − a˜Jψ (Jψ )T det(Jϕ)‖∞ + ‖f˜ det(Jϕ)− f ‖∞ + ‖g˜ det(J˜ϕ)− g‖∞)
where C is a positive constant. Thus, the perturbation argument shows the continuity
‖u˜− u‖1,Ω → 0 as ‖h‖C1 → 0.
In order to show the differentiability, let u∗ be the unique solution of
Ln(u∗, v) =
∫
Ω
∇u · (a(Jh + JTh ))− div(ah)I∇vdx+
∫
Γ2
(g divτh+ h · ∇g)vds+
∫
Ω
div(fh)vdx. (2.15)
Applying the approximations (2.6)–(2.8) again, we obtain
1
‖h‖ C1
Ln(u˜− u− u∗, v)→ 0 as ‖h‖C1 → 0
Now the existence of a bounded inverse according to the bilinear form Ln implies the differentiability.
Next, we split u∗ into h · ∇u and u′. In terms of Lemma 2.1 and Green formula, we deduce
Ln(h · ∇u, v) =
∫
Ω
∇u · (a(Jh + JTh )− div(ah)I)∇vdx−
∫
Ω
div[a(h · ∇u)∇v + (h · ∇v)(a∇u)− (a∇u · ∇v)h]dx
+
∫
Ω
(h · ∇v)div(a∇u)dx+
∫
∂Ω
(h · ∇u)(a∇v) · νds.
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Due to the decomposition formula in Lemma 2.2 and (2.15), then
Ln(h · ∇u, v) = Ln(u∗, v)−
∫
∂Ω
((h · ∇v)(a · ∇u) · ν − (a∇u · ∇v)hν)ds
−
∫
Ω
div(fhv)dx−
∫
Γ2
(g divτh+ h · ∇g)vds.
Considering u′ = u∗ − h · ∇u, and applying the divergence formula, the following equation yields
Ln(u′, v) =
∫
Γ2
(divτ (gh)+ hν∂νg)vds+
∫
Γ2
(
(hτ · ∇τv)a ∂u
∂ν
− (a∇τu · ∇τv)hν
)
ds.
It is known that u|Γ1 = 0 implies∇τu|Γ1 = 0.We apply Gauss formula and the tangential Stokes formula, then the equation
yields
Ln(u′, v) =
∫
Γ2
(fhν + hν∂νg + Hghν + divτ (hνa∇τu))vds. (2.16)
Thus, u′ satisfies the boundary value problem (2.14). The theorem is proved. 
2.2. Dirichlet boundary condition
Moreover, we consider the boundary value problem with Dirichlet boundary condition on both boundaries:{−div(a∇u) = f inΩ
u = 0 on Γ1
u = 0 on Γ2.
(2.17)
We introduce the function space H1Γ (Ω) = {v ∈ H1(Ω), v|Γ1 = v|Γ2 = 0}. The weak formula of (2.17) is as follows:seek u ∈ H
1
Γ (Ω), such that:∫
Ω
a∇u · ∇vdx =
∫
Ω
f vdx ∀v ∈ HΓ (Ω). (2.18)
Let uh ∈ H1Γ (Ωh) be the solution of corresponding boundary value problem,∫
Ωh
∇uh · ∇vhdx =
∫
Ωh
fhvhdx ∀vh ∈ H1Γ (Ωh) (2.19)
where fh ∈ L2(Ωh). Changing the variables by the diffeomorphism ϕ leads to∫
Ω
∇u˜(Jψ (Jψ )Tdet(Jϕ)) · ∇vdx =
∫
Ω
f˜ vdet(Jϕ)dx (2.20)
for all v ∈ H1Γ (Ω), with u˜ = uh ◦ ϕ ∈ H1Γ (Ω) and f˜ = fh ◦ ϕ.
Theorem 2.2. With the similar assumption of Theorem 2.1, the domain derivative u′ ∈ H1Γ (Ω) is defined by the solution of the
boundary value problem
−div(a∇u′) = 0 inΩ
u′ = 0 on Γ1
u′ = −hν ∂u
∂ν
on Γ2
(2.21)
where hν = h · ν is the normal component of the vector field h.
The techniques we used in the proof are similar to those used in Theorem 2.1.
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3. Numerical implementations
In this section, we will give an algorithm and some numerical examples in two dimensions to verify that our method
could be very useful and efficient for the numerical implementations of shape reconstruction.
In any case the unknown boundary Γ2 has to be parametrized. The boundary Γ2 in polar coordinates by
xα(t) = rα
(
cos t
sin t
)
0 ≤ t ≤ 2pi (3.1)
where
rα(t) = α0 +
M∑
j=1
[αj cos jt + αj+M sin jt] (3.2)
with α = (α0, α1, . . . , α2M)T ∈ R2M+1 for some fixed numberM ∈ N.
Now we define the operator F : X → H− 12 (Γ1) on set X of admissible boundaries by
F : Γ2 →
(
a
∂u
∂ν
)∣∣∣∣
Γ1
,
where X := {ϕ ∈ C1(Γ2), 0 < β ≤ ‖ϕ‖C1 ≤ γ }, ϕ is the parametrized form of Γ2. In terms of this operator, the inverse
boundary value problem consists in solving the operator equation
F(Γ2) = P (3.3)
on the unknown interior boundary Γ2, where P is the given (measured) data.
The numerical algorithm can be summarized as follows:
Step (1): Given an initial boundary, we parametrize it to α0;
Step (2): Solve the direct problem (2.1) (or (2.17)) by the finite element method;
Step (3): For a given αn, we can calculate the Jacobian matrix;
J(αn) =

∂F1(αn)
∂αn0
∂F1(αn)
∂αn1
· · · ∂F1(α
n)
∂αn2M
...
...
. . .
...
∂FQ (αn)
∂αn0
∂FQ (αn)
∂αn1
· · · ∂FQ (α
n)
∂αn2M
 .
Step (4): Apply Gauss–Newton method to obtain the new approximation,
αn+1 = αn − (J(αn)TJ(αn))−1J(αn)r(αn),
where r(αn) = (F1(αn)− P1, . . . , FQ (αn)− PQ )T. If the new approximation satisfies the stopping criterion
Q∑
i=1
|Fi(αn)− Pi| + µ‖α‖2 < ε,
then terminate, (where µ is a regularization parameter, and Q is the number of observation points), otherwise go back to
step (2).
For simplicity, we consider the heat conduction with the Dirichlet condition on both exterior and interior boundaries.
We use the finite element method to simulate numerically.
In our numerical examples, the exterior boundary Γ1 is given by the circles of radius 1 whose center is at the origin. We
reconstruct the interior boundary Γ2 in two different cases. In case 1 and case 2, Γ2 is given by the circle of radius 0.4 and
0.2 respectively, and center at the origin.
In Figs. 1–4, the solid line represents the exact boundary, and the dashed line gives the approximate boundary. In case 1,
Figs. 1 and 2 give the comparison between the exact boundary and the approximation boundary. We choose different noise
but the same initial curve (radius 0.5). In case 2, Figs. 3 and 4 show the results of reconstruction with different noise, and
the initial curve is the circle of radius 0.4.
Finally, the numerical examples show the feasibility of the proposed iteration algorithm and further research is necessary
on efficient implementations.
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Fig. 1. Case 1, no noise.
Fig. 2. Case 1, with 2% noise.
Fig. 3. Case 2, no noise.
Fig. 4. Case 2, with 4% noise.
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