Probabilistic topic models are widely used in different contexts to uncover the hidden structure in large text corpora. One of the main features of these models is that generative process follows a bag-of-words assumption, i.e each token is independent from the previous one. We extend the popular Latent Dirichlet Allocation model by exploiting a conditional Markovian assumptions, where the token generation depends on the current topic and on the previous token. The resulting model is capable of accommodating temporal correlations among tokens, which better model user behavior. This is particularly significant in a collaborative filtering context, where the choice of a user can be exploited for recommendation purposes, and hence a more realistic and accurate modeling enables better recommendations. For the mentioned model we present a fast Gibbs Sampling procedure for the parameters estimation. A thorough experimental evaluation over real-word data shows the performance advantages, in terms of recall and precision, of the proposed sequence-modeling approach.
INTRODUCTION
Probabilistic topic models, such as the popular Latent Dirichlet Allocation (LDA) (Blei et al., 2003) , assume that each collection of documents exhibits an hidden thematic structure. The intuition is that each document may exhibit multiple topics, where each topic is characterized by a probability distribution over words of a fixed size dictionary. This representation of the data into the latent-topic space has several advantages, as topic modeling techniques have been applied to different contexts. Example scenarios range from traditional problems (such as dimensionality reduction and classification) to novel areas (such as the generation of personalized recommendations). In most cases, LDA-based approaches have been shown to outperform state-of-art approaches.
Traditional LDA-based approaches propose a data generation process that is based on a "bag-of-words" assumption, i.e. such that the order of the items in a document can be neglected. This assumption fits textual data, where probabilistic topic models are able to detect recurrent co-occurrence patterns, which are used to define the topic space. However, there are several real-word applications where data can be "naturally" interpreted as sequences, such as biological data, web navigation logs, customer purchase history, etc. Interpreting sequence in accordance to "exchangeability", i.e., by ignoring the intrinsic sequentiality of the data within, may result in poor modeling: according to the bag-of-word assumption, cooccurrences is modeled independently for each word, via a probability distribution over the dictionary in which some words exhibit an higher likelihood to appear than others. On the other hand, sequential data may express causality and dependency, and different topics can be used to characterize different dependency likelihoods. In practice, a sequence expresses a context which provides valuable information for a more refined modeling.
The above observation is particularly noteworthy when data expresses preferences made by users, and the ultimate objective is to model a user's behavior in order to provide accurate recommendations. The analysis of the sequential patterns has important applications in modern recommender systems, which are always more focused on an accurate balance between personalization and contextualization techniques. For example, in Internet based streaming services for music or video (such as Last.fm 1 and Videolectures.net 2 ), the context of the user interaction with the system can be easily interpreted by analyzing the content previously requested. The assumption here is that the current item (and/or its genre) influences the next choice of the user.
Recommender systems have greatly benefited from probabilistic modeling techniques based on LDA. Recent works in fact have empirically shown that probabilistic latent topics models represent the state-of-the art in the generation of accurate personalized recommendations (Barbieri and Manco, 2011; Barbieri et al., 2011b; Barbieri et al., 2011a) . Probabilistic techniques offer some advantages over traditional deterministic models: notably, they do not minimize a particular error metric but are designed to maximize the likelihood of the model given the data which is a more general approach; moreover, they can be used to model a distribution over rating values which can be used to determine the confidence of the model in providing a recommendation; finally, they allow the possibility to include prior knowledge into the generative process, thus allowing a more effective modeling of the underlying data distribution. Notably, when preferences are implicitly modeled through selection (that is, when no rating information is available), the simple LDA best models the probability that an item is actually selected by a user (Barbieri and Manco, 2011) .
A simple approach to model sequential data within a probabilistic framework has been proposed in (Cadez et al., 2000) . In this work, authors present a framework based on mixtures of Markov models for clustering and modeling of web site navigation logs, which is applied for clustering and visualizing user behavior on a web site. Albeit simple, the proposed model suffers of the limitation that a single latent topic underlies all the observation in a single sequence. This approach has been overtaken by other methods based on latent semantic indexing and LDA. In (Wallach, 2006; X. Wang and Wei, 2007) , for example, the authors propose extension of the LDA model which assume a first-order Markov chain for the word generation process. In the resulting Bigram Model (BM) and Topical n-grams, the current word depends on the current topic and the previous word observed in the sequence. The LDA Collocation Model (Griffiths et al., 2007) introduces a new set of random variables (for bigram status) x which denotes whether a bigram can be formed with the previous word token. The bigram status adds a more realistic than Wallach model which always generates bigrams.
Hidden Markov models (Bishop, 2006, Chapter 13 ) are a general reference framework for modeling sequence data. HMMs assume that sequential data are generated using a Markov chain of latent variables, with each observation conditioned on the state of the corresponding latent variable. The resulting likelihood can be interpreted as an extension of a mixture model in which the choice of mixture components for each observation is not selected independently but depends on the choice of components for the previous observation. (Gruber et al., 2007) delve in this direction, and propose an Hidden Topic Markov Model (HTMM) for text documents. HTTM define a Markov chain over latent topics of the document. The corresponding generative process assume that all words in the same sentence share the same topic, while successive sentences can either rely on the previous topic, or introduce a new one. The topics in a document form a Markov chain with a transition probability that depends on a binary topic transition variable ψ. When ψ = 1, a new topic is drawn for the n-th sentence, otherwise the same previous topic is used.
Following the research direction outlined above, in this paper we study the effects of "contextual" information in probabilistic modeling of preference data. We focus on the case where the context can be inferred from the analysis of the sequence data, and we propose a topic model which explicitly makes use of dependency information for providing recommendations. As a matter of fact, the issue has been dealt with in similar papers (like, e.g. (Wallach, 2006) ). Here, we resume and extend the approaches in the literature. by concentrating on the effects of such modeling on recommendation accuracy, as it explicitly reflects accurate modeling of user behavior.
In short, the contributions of the paper can be summarized as follows.
1. We propose an unified probabilistic framework to model dependency in preference data, and instantiate the framework in accordance to a specific assumption on the sequentiality of the underlying generative process;
2. For the proposed instance, we provide the relative ranking function that can be used to generate personalized and context-aware recommendation lists;
3. We finally show that the proposed sequential modeling of preference data better models the underlying data, as it allows more accurate recommendations in terms of precision and recall.
The paper is structured as follows. In Sec. 2 we introduce sequential modeling, and specify in Sec. 2.1 the corresponding item ranking functions for supporting recommendations. The experimental evaluation of the proposed approaches in then presented in Sec. 3, in which we measure the performance of the approaches in a recommendation scenario. Section 4 Item trace of user u, w u = {w u,1 .w u,2 . · · · .w u,Nu−1 .w u,nu } w u,n n-th item in the trace of user u Z Collection of topic traces for each user,
Topic trace for user u, z u = {z u,1 .z u,2 . · · · .z u,Nu −1 .z u,nu } z u,n n-th topic in the trace of user u n concludes the paper with a summary of the findings and mention to further extensions.
MODELING SEQUENCE DATA
Let U = {u 1 , . . . , u M } be a set of M users and I = {i 1 , . . . , i N } a set of N items. In the general settings, we consider a set W = { w 1 , . . . , w M } of user traces, where w u = {w u,1 , w u,2 , · · · , w u,n i −1 .w u,n i } is the trace of all items selected by user u in sequence. We also assume that each user action is characterized by a latent factor triggering that action. That is, a latent set Z = { z 1 , . . . , z M } is associated to the data, where, again z u = {z u,1 , z u,2 , · · · , z u,n i −1 .z u,n i } is a latent topic sequence, and z d,n ∈ {1, . . . , K} is the latent topic associated with the item w d,n ∈ I . By assuming that Φ and Θ are the distribution functions for W and Z (with respective priors β and α, we can express the complete likelihood as:
where
and P( Φ| β) and P( Θ| α) are specified according to the modeling. For example, in the standard LDA settings where all terms are independent and exchangeable, we have:
Here, δ h,k represents the Kronecker delta. Figure  1 (a) graphically describes the generative process. As usual, the joint topic-data probability can be obtained by marginalizing over the Φ and Θ components:
In the following, we model further assumptions on both w d and z d , which explicitly deny the exchangeability assumption. Several other models can be obtained, which rely on more complex assumptions. However, the models delved in here subsume the main characteristics of sequential modeling. We observed that, in the real world, past decisions affect future decisions. In particular we focused on the behavior of a user base which is used to frequently buy items from a provider. A user tend to choose items according her tastes, but her tastes change over the time influenced by the purchased items. The sequence of these items depends on the fact that nearly purchased items are similar or share some features. For instance, let us consider the sequence of items u.v.t: initially the user bought the item u, then she chose v because of its similarity to u and finally she acquired t, that shares some features with v. Note that t should be completely different from u, but because of the taste change of the user they are in the same sequence. According to these assumptions, we choose to model the item sequence as a stationary Markov Chain of order 1: • we choose to use a Markov Chain because of the sequential nature of the purchased item list, moreover the Markov Chain can model the user's taste changing over the time;
• the chain is stationary because users frequently buy items;
• the order of the chain is 1 because the probability that two subsequent purchases share some features or are dependent each other is higher than that of two purchases distant in time.
All these aspects lead us to the definition of the TokenBigram Model, described as follows. We assume that w d represents a first-order Markov chain, where, each item selection w d,n depends on the recent history w d,n−1 of selections performed by the user. This is essentially the same model proposed in (Wallach, 2006; Cadez et al., 2000) , and the probability of a user trace can be expressed as
In practice, an item w d,n is generated according to a multinomial distribution φ z d,n ,w d,n−1 which depends on both the current topic z d,n and the previous items w d,n−1 . (Notice that when n = 1, the previous item is empty and the multinomial resolves to φ z d,n , representing the initial status of a Markov chain). As a consequence, the conjugate prior has to be redefined as:
Since the Markovian process does not affect the topic sampling, both P( z d | θ d ) and P( Θ| α) are defined as in equation 2. The generative model, depicted in Fig. 1(b) , can be described as follows:
Notice that we explicitly assume the existence of a family { β k,m } k=1,...,K;m=0,...,N of Dirichlet coefficients. As shown in (Wallach, 2006) , different modeling strategies (e.g., shared priors β (k,m),n = β n ) can affect the accuracy of the model. By algebraic manipulations, we obtain the following joint item-topic distribution:
The latter allows us to define a collapsed Gibbs sampling procedure: E Step: iteratively sampling of topics, according to the probability
relative to the topic to associate with the n-th item of the d-th document, exhibiting w d,n−1 = u and w d,n = v.
M
Step: estimating both Φ and Θ, according to the following equations:
Log-likelihood. The data likelihood, given the model parameters, Θ, Φ, is defined as follows:
Where:
This formulation triggers a recursive procedure for the likelihood computation, whose trivial case is:
Where φ k represents the initial state probabilities, as introduced above.
Item Ranking
The probabilistic framework is quite flexible, as it provides in general different choices for item ranking (Barbieri and Manco, 2011) an item for recommendation purposes. We next propose the functions relative to each model to be tested in the experimental section. In the following, we assume that a user can be denoted by a unique index u, and a previous history is given by w u of size n − 1. We are interested in providing a ranking for the n-th choice w u,n .
LDA. Following (Barbieri and Manco, 2011) we adopt the following ranking function:
It has been shows that LDA, equipped with the above ranking function, significantly outperforms the most significant approaches to modeling user preferences. Hence, it is a natural baseline function upon which to measure the performance of the other approaches proposed in this paper. Token-bigram Model. The dependency of the current selection from the previous history can be made explicit, thus yielding the following upgrade to the LDA ranking function: where j = w u,n−1 is the last item selected by user u in her current history.
ProbabilisticSequenceModelingforRecommenderSystems

EXPERIMENTAL EVALUATION
In this section we present an empirical evaluation of the proposed models which focuses on the recommendation problem. Given the past observed preferences of a users, the goal of a recommender systems (RS) is to provide her with personalized (and contextualized) recommendations about previously nonpurchased items that meet her interest. Note that, although usually the standard benchmarks for evaluating recommendations are Movielens and Netflix data, they do not guarantee that the timestamp associated with each pair user, item corresponds to the timestamp of the effective purchase of the item, since the timestamp refers to the rating and the user may specify ratings in a different order. Moreover, we cannot rely on Videolectures data because, due to the privacy preserving constraints, this dataset do not provide user profiles but pooled statistics. We choose to evaluate the performances of the proposed techniques by measuring their predictive capabilities on two datasets, namely Iptv1 and Iptv2. These data have been collected by analyzing the pay-per-view movies purchased by the users of two European IPTV providers over a period of several months (Cremonesi and Turrin, 2009; Bambini et al., 2011) . The original data have been preprocessed by firstly removing users with less of 10 purchases the items with less then the same operation was performed over the items. We perform a chronological split of the data by including in the test set the last 20% purchases of each user. The main features of the datasets are summarized in Tab. 2. For each dataset, the users and items, in the test data, are subsets of the users and items within the training data. The sparseness factors of Iptv1 are 97.5% and 99.3% for the training and test sets (resp.), while the ones for Iptv2 are 99.3% and 99.8% (training and test sets, resp.). These values highlight the difficulty in discovering patterns and regularities within the data, in other words it's hard to define a good model for the recommendation. Fig. 2 and Fig. 3 show the distribution of the users and the bigrams (resp.) for both the datasets. As can be seen, these distributions exhibit the trend of powerlaws (Clauset et al., 2007) .
Testing Protocol. Given an active user u and a context c u currently under examination, the goal of a RS is to provide u with a recommendation list R , picked from a list C of candidates, that are expected to be of interest to u. This clearly involves predicting the interest of u into an item according to c u . We review here the evaluation metrics and the testing protocols to be used on this purpose.
In general, a recommendation list R can be generated as follows:
• Let C be a set of d candidate recommendations to arbitrary items;
• Associate each item i ∈ C with a score p i u,c u representing u's interest into i in accordance to context c u .
• Sort C in descending order of item scores
• Add the first k items from C to R and return the latter to user u.
A common framework in the evaluation of the predictive capabilities of a RS algorithm is to split the traces W into two subsets T and S, such that the former is used to train the RS, while the latter is used for validation purposes. Here, for a given user, c u can be defined according to the technique under examination: the set of previously unseen items for the LDA, or the most recent preference for the Token-Bigram model.
In the latter model, it is required that all sequences in T precede those in S, in order to provide a fair simulation of real-life scenarios. As a consequence, for a given user u, the trace w u can be split into w u . Therein, the standard classification-based metrics, i.e., precision and recall, can be adopted to evaluate the recommendation accu- racy of R .
The latter can be defined according to an adaptation of the testing protocol defined in (Cremonesi et al., 2010) .
• For each user u and for each item i ≡ w u,n relative to a position n of w
-Generate the candidate list C by randomly drawing from I − {i}. -Add i to C . -Associate each item j ∈ C with the score rank(i, u) and sort C in descending order of item scores. -Consider the position of the item i in the ordered list: if i belongs to the top-k items, there is a hit; otherwise, there is a miss.
By definition, recall for an item can be either 0 (in the case of a failure) or 1 (in the case case of a hit). Likewise, precision can be either 0 (in the case of a failure) or 1 k (in the case of a hit). The overall precision and recall are defined in (Cremonesi et al., 2010) as the below averages:
role in the process of generating accurate recommendation lists is played by the schemes with which to rank items candidate for recommendation. (Barbieri and Manco, 2011) provides a comparative analysis of three possible such schemes, and studies their impact in the accuracy of the recommendation list. It is worth noting that the score rank(i, u) proposed here follows the main findings in that paper.
Also, (Barbieri and Manco, 2011) shows that item selection plays the most important role in recommendation ranking. As a matter of fact, LDA turns out to be the model that best accommodates item selection in recommendation ranking, thus providing the best recommendation accuracy according to the above described protocol. It is natural hence to compare the Token-Bigram model proposed in this paper with the LDA approach.
Implementation Details. All the considered model instances were run varying the number of topics within the range [3, 20] . We perform 5000 Gibbs Sampling iterations, discarding the first 1000 (burn in period), and with a sample lag of 30. Our implementations are based on asymmetric Dirichlet prior over the document-topic distributions (this modeling strategy has reported to achieve important advantages over the symmetric version (Wallach et al., 2009) ), while we employ a symmetric prior over the topic distributions. For the LDA and tokenbigram models we adopted the procedure for updating the prior α as described in (Heinrich, 2008; Minka, 2000) . We set the length of the candidate random list (see the testing protocol) equal to about the 35% of the dimension of the item sets for each test set. Precisely, these lists have 250 items for Iptv1 and 1000 items for Iptv2.
Results. In Fig. 4 we summarize the best results in recommendation accuracy achieved by the proposed approach, over the two considered datasets. For each model, the number of topics which leads to the best results is given in brackets. On both datasets, the Token-Bigram models outperform the LDA models, both in recall and precision. At high level, these results suggest that exploiting the previous contextual information, the Token-Bigram Model outperforms LDA in recommendation accuracy. While the ranking function employed for LDA takes into account only the probability of selecting an item given the whole user purchase-history and the whole topic space, the Token-Bigram approach focuses on a region of the topic space determined by considering the previous item, thus providing a better estimate of the selection probabilities for the next user's choice.
In order to assess the stability of the proposed approaches in varying the number of topics, we plot in Fig. 5 and Fig. 6 the recall and the precision (respectively) achieved when the length of the recommendation list is 20. Considering Iptv1, best results are achieved by both the techniques exploiting the largest number of topics we used for the experimentation, 30, with a recall of 0.347 and a precision of 0.017 for LDA and a recall of 0.379 and a precision of 0.019 for the Token Bigram, with a difference in recall of 0.032. For Iptv2, LDA achieves its maximum one again with 30 topics, while the proposed model has the best quality with 5 topics. LDA achieve a recall and a precision of 0.512 and 0.026 (resp.), while the Token Bigram has 0.556 for recall and 0.028 for precision, with a difference in recall of 0.044.
It's interesting to note that the performances of the TokenBigram do not change substantially varying the number of topics. The results presented above experimentally prove the effectiveness of sequence-based topic models in modeling and predicting future users' choices. However those models increase significantly the number of parameters to be learned and this implies an increase in the learning time. In Fig. 7 we plot the learning time (5000 Gibbs Sampling iterations) for different numbers of topics. The learning time is consequently considerably larger. This is mainly due to the larger number of hyperparameters (K × K vs K) and to the complexity of the α-update iterative procedure.
CONCLUSIONS AND FUTURE WORKS
In this paper we proposed an extension of the LDA model. The proposed model relaxes the bag-of-words assumption of LDA, assuming that each token, not only depends on a number of latent factors, but also on the previous token. The set of dependencies has been modeled as a stationary Markov chain, which led us to define a procedure for estimating the model parameters, exploiting the Gibbs Sampling. This model better suites a framework for modeling context in a recommendation setting than LDA, since it takes into account the information about the token sequence. The experimental evaluation, over two real-world datasets expressing sequence information, shows that the proposed model outperforms LDA at the expense of an higher execution time when the number of the latent topics is large, since the number of parameters to estimate is bigger than in LDA.
In the future we are going to investigate more kinds of Markov chains expressing the sequence of the tokens, moreover we have the intention of improving the proposed model by considering side information such as tags or comments over tokens.
