Let A be a set of n positive integers. We say that a subset B of A is a divisor of A, if the sum of the elements in B divides the sum of the elements in A. We are interested in the following extremal problem. For each n, what is the maximum number of divisors a set of n positive integers can have? We determine this function exactly for all values of n. Moreover, for each n we characterize all sets that achieve the maximum. We also prove results for the k-subset analogue of our problem. For this variant, we determine the function exactly in the special case that n = 2k. We also characterize all sets that achieve this bound when n = 2k.
for some a ∈ N.
Proof. Let A = {a 1 , a 2 , a 3 , a 4 } be a set of positive integers with a 1 < a 2 < a 3 < a 4 . We use A to denote the sum of the elements in A. Note that 1 2
A < a 2 + a 4 < a 3 + a 4 < A. Thus d 2 (A) ≤ 4 as neither {a 2 , a 4 } nor {a 3 , a 4 } can divide A.
Suppose d 2 (A) = 4. This implies that both {a 1 , a 4 } and {a 2 , a 3 } divide A, and hence a 1 +a 4 = a 2 +a 3 . Since {a 1 , a 2 } and {a 1 , a 3 } also divide A, (a 1 +a 2 )|(a 3 +a 4 ) and (a 1 + a 3 )|(a 2 + a 4 ). Therefore, there exist 2 ≤ j < k such that (i ) a 1 + a 4 = a 3 + a 2 , (i i ) j(a 1 + a 3 ) = a 2 + a 4 , and
Adding (i ) and (i i ), we obtain (j + 1)a 1 + (j − 1)a 3 = 2a 2 . Since a 3 > a 2 , it follows that j = 2. Substituting j = 2 and taking 3(i ) + 2(i i ) + (i i i ) we obtain (k + 7)a 1 = (5 − k)a 2 . This implies (5 − k) > 0, and so k ∈ {3, 4}. By solving the systems corresponding to the values k = 3 and k = 4 we are lead to the respective solutions A = {a, 5a, 7a, 11a} and A = {a, 11a, 19a, 29a}.
It is easy to check that any set A of the above form does indeed satisfy d 2 (A) = 4.
Lower bounds for d(n) and d(k, n)
In this section, we give constructions for sets of positive integers with many divisors and many k-subset divisors. In the next section we derive matching upper bounds for d(n) and d(n, 2n) and hence these sets are optimal. Moreover, in Section 4, we will show that these are almost all the sets achieving the maximum values.
Recall that d(n) (respectively, d(k, n)) is the maximum number of divisors (respectively, k-subset divisors) a set of n positive integers can have. By convention, the sum of the elements in the empty set is zero, and so the empty set does not divide any set (except itself).
Proof. The lemma clearly holds if n = 1. Thus, assume n ≥ 2 and let A be any set of n − 1 positive integers. We show that we can choose an element a such that A ∪ {a} has 2 n−1 divisors. Let S := {s ∈ N : s = B for some non-empty B ⊆ A }.
Now set p to be the product of the elements in S, and let a := p − A . Consider A := A ∪ {a}. Note that A = p. Therefore, every non-empty subset of A divides A. Also, A divides A. Thus d(A) ≥ 2 n−1 , as required.
A similar construction also gives lower bounds for d(k, n).
Proof. Again, the lemma clearly holds for n = 1. So, arbitrarily choose a set A of n − 1 positive integers and let S := {s ∈ N : s = B for some B ⊆ A with |B| = k}.
The rest of the proof is identical to the proof of the previous lemma. That is, we construct a such that all k-subsets of A divide A ∪ {a}.
We point out that the same technique shows that the corresponding minimization problem for d(A) is easy. Namely, define A to be prime if the only divisor of A is A itself.
Claim 2.3. For each n ∈ N, there exists infinitely many prime n-sets of integers.
Proof. Arbitrary choose a set A of n − 1 positive integers, with 1 / ∈ A . Choose a prime number p such that p ≥ A + 2. Finish by setting a := p − A and A := A ∪ {a}.
Upper bounds for d(n) and d(n, 2n)
Let A be a set of positive integers. We say that a subset B of A is a halving set
A. Evidently, B is a halving set if and only if A \ B is a halving set. The next lemma is also obvious, but quite useful. A separation of A is a pair of disjoint subsets of A whose union is A. A strong separation is a separation {B, C} where |B| = |C|. We say that {B, C} is barren if neither B nor C divides A, neutral if exactly one of B or C divides A, and abundant if both B and C divide A. Note that {B, C} is an abundant separation if and only if B and C are both halving sets.
Thus, one approach to obtain upper bounds for d(n) (respectively, d(n, 2n)) is to bound the number of abundant separations (respectively, abundant strong separations) of A. Note that these bounds match the lower bounds from the previous section if h = 0. However, as we show later, it is possible for a set to have many halving sets. Fortunately, we are able to determine d(n) and d(n, 2n) using a different approach. Nevertheless, there are some interesting questions concerning this line of attack that we return to in Section 5.
We first handle d(n) by showing that the bound from Lemma 2.1 is best possible for almost all values of n.
Proof. Let n ≥ 4 and A be a set of n positive integers. By Lemma 2.1 it suffices to show d(A) ≤ 2 n−1 . If no separations of A are abundant, then we are done by Lemma 3.2. So we may assume that A contains an abundant separation. We proceed by defining an injection φ from the set of abundant separations to the set of barren separations. Let {B, C} be an abundant separation. We may assume that min A ∈ B. Define φ({B, C}) to be {B \ min A, C ∪ min A}. First note that φ is injective. Secondly, if min A <
A, then φ maps abundant separations to barren separations. So we are done unless min A ≥ 1 6
A.
Observe that if A contains a halving set H of size at least 3, then min A ≤ min H < 1 6
A. Therefore, we are done unless n = 4. Let A := {a 1 , . . . , a 4 } with a 1 < a 2 < a 3 < a 4 . Since there are no halving sets of A of size 3, it follows that {{a 1 , a 4 }, {a 2 , a 3 }} is the unique abundant separation of A. Now, since a 1 ≥ 1 6
A it follows that 1 3
A. Thus, {{a 1 , a 2 }, {a 3 , a 4 }} is a barren separation, so we are done by defining φ({{a 1 , a 4 }, {a 2 , a 3 }}) := {{a 1 , a 2 }, {a 3 , a 4 }}.
It is easy to determine the small values of d(n) by hand. We omit the details. We now show that for d(n, 2n), the lower bound from Lemma 2.2 is also best possible for n ≥ 3.
Proof. Let A be a set of 2n positive integers, with n ≥ 3. By Lemma 2.2, it suffices to show that d n (A) ≤ So, we may assume that A contains an abundant strong separation. In this case, we proceed by defining an injection φ from the family of abundant strong separations to the family of barren strong separations. Let {B, C} be an abundant strong separation. We define
, then by relabelling we may assume that |B 1 ∩ B 2 | = n − 1. However, this contradicts Lemma 3.1. So φ is indeed an injection. We finish the proof by showing that φ maps abundant separations to barren separations. We may assume that min B < min C. Let B := (B \ min B) ∪ min C and C := (C \ min C) ∪ min B. Clearly, B does not divide A. Also, as
A, both min C and min B are strictly less than 1 2n
A. Therefore
Since n ≥ 3, (
. Thus, C also does not divide A.
Two Erdős-Ko-Rado theorems
We now characterize all subsets of integers that achieve the bounds in Lemma 3.4 and Lemma 3.6. Let A := {a 1 , . . . , a n } be a set of n positive integers with a 1 < · · · < a n . We say that A is an anti-pencil if the set of divisors of A consists of all non-empty subsets of A \ {a n } together with A itself. Similarly, A is a k-antipencil if the set of k-subset divisors of A is the set of all k-subsets of A \ {a n }.
Observe that the constructions in Section 2 completely describe the set of all anti-pencils and the set of all k-anti-pencils.
We will need the following two simple observations to aid with the case analysis. Here is our first characterization.
Proof. One direction is obvious. For the other direction, let n ≥ 4 and A := {a 1 , . . . , a n } have exactly 2 n−1 divisors. We may assume that a n ≤ 1 2
A, else A is an anti-pencil and we are done.
We claim that a 2 ≥ 1 6
A. Suppose not. Given an abundant separation of A, let φ 1 be the map which moves a 1 across the separation and let φ 2 be the map which moves a 2 across the separation. Since a 1 and a 2 are both less than
A, we again have that φ 1 and φ 2 are injective maps from the set of abundant separations to the set of barren separations. Moveover, by Lemma 3.1, the images of φ 1 and φ 2 are disjoint. Therefore, A has more barren separations than abundant separations, which is a contradiction.
We next claim that A does not contain any abundant separations or A = {a, 2a, 3a, 6a} for some a ∈ N. Suppose {B, C} is an abundant separation. If max{|B|, |C|} ≥ 4 or min{|B|, |C|} ≥ 3, then a 2 < 1 6
A; a contradiction. In particular, this implies n ∈ {4, 5}.
We first handle the case n = 5. Let B := {b 1 , b 2 } and C := {c 1 , c 2 , c 3 } with b 1 < b 2 and c 1 < c 2 < c 3 . By Lemma 3.1, {B, C} is the unique abundant separation of A. Now, if a 1 = b 1 , then a 2 ≤ c 1 < A and A = {c 2 , c 3 }, it follows that A divides A. However, this is a contradiction, since the equation
m has no positive integer solutions for {k, } ⊂ {4, 5, 6} by Lemma 4.1. We thus have n = 4. Again by Lemma 3.1, {B, C} is the unique abundant separation of A. Thus, there is a unique barren separation {B , C } of A. First suppose |B| = |C| = 2. By relabelling if necessary, B = {a 1 , a 4 } and C = {a 2 , a 3 }. Since {B , C } is the unique barren separation of A, at least three of {a 1 }, {a 2 }, {a 3 } or {a 4 } divide A. By the pigeonhole principle, both members of B divide A or both members of C divide A. By Lemma 4.2, we either have 6a 1 = A = 3a 4 or 6a 2 = A = 3a 3 . In the second case, swapping a 1 and a 2 or swapping a 3 and a 4 in {B, C} both yield barren separations, which contradicts the uniqueness of {B , C }. The first case is also impossible as any single swap of {B, C} yields a barren separation. Therefore, we may assume B = {a 4 } and C = {a 1 , a 2 , a 3 }. Now consider the sets {a 2 }, {a 3 }, {a 1 , a 2 }, {a 1 , a 3 }, {a 2 , a 3 }.
Since A has exactly one barren separation, at least four of these sets divide A. A. Thus, A := {a, 2a, 3a, 6a} for some a ∈ N, as required.
We may hence assume that every separation of A is a neutral separation. Thus, B divides A if and only if B <
2
A. In particular, {a n } divides A and so a n ≤ 1 3
A. Let M be a maximal set (under inclusion) among all subsets of A containing a n and with sum at most n−1 and the sets that achieve this bound are precisely the anti-pencils or A := {a, 2a, 3a, 6a} for some a ∈ N. For n = 3, d(3) = 5 and the sets that achieve this bound are {a, 2a, 3a} for some a ∈ N.
We now present the end of the story for d(n, 2n) as well. n divisors of size n, then A is an n-anti-pencil.
Proof. Let n ≥ 3 and let A be a set of 2n positive integers with 1 2 2n n divisors of size n. Suppose A := {a 1 , . . . , a 2n } with a 1 < · · · < a 2n .
We claim that A does not contain any abundant strong separations. Suppose not. We first suppose n = 3. By Lemma 3.1, A has a unique abundant strong separation {{b 1 , b 2 , b 3 }, {c 1 , c 2 , c 3 }} with elements labelled in increasing order. A. Thus, swapping b 2 and c 2 yields another barren separation. So we may assume n ≥ 4. Let {B, C} be an abundant separation of A with a 1 ∈ B. Let c 1 and c 2 be the two smallest elements of C. Define
Since n ≥ 4, it follows that a 1 , c 1 and c 2 are each less than 1 6 A. Therefore, both φ 1 and φ 2 are injective maps from the set of abundant strong separations to the set of barren strong separations. Furthermore, by Lemma 3.1, the images of φ 1 and φ 2 are disjoint. Therefore A contains more barren strong separations than abundant strong separations; a contradiction. Thus, A has no abundant strong separations as claimed.
It follows that every strong separation of A must be a neutral. Thus, an n-subset B divides A if and only if B < 1 2
A. Consider M := {a 1 , . . . , a n−1 , a 2n }.
A, else A is an n-anti-pencil and we are done. Hence, in fact M ≤
3
A. Now let B 1 , . . . , B be a sequence of n-subsets of A such that B 1 = M, B = {a n+1 , . . . , a 2n }, and for each 1 < j ≤ , B j is obtained from n and the sets of 2n positive integers that achieve this bound are precisely the n-anti-pencils. For n = 2, d(2, 4) = 4 and the sets that achieve this bound are A = {a, 5a, 7a, 11a} or A = {a, 11a, 19a, 29a} for some a ∈ N.
Related questions and open problems
We finish our paper by returning to the question of how many halving sets a set of positive integers can have, as well as some related questions.
Problem 5.1. What is the maximum number of halving sets a set of n positive integers can have?
To answer this question, it will be useful to introduce a certain partial order. Let (P, ) be a partial order. It is possible to extend to a partial order * of 2 P as follows. For X, Y ⊆ P , we say that X * Y if and only if there is an injection f : X → Y such that x f (x) for all x ∈ X. This ordering * is quite standard in the theory of posets.
We will only be interested in this extension for one special poset. Namely, a set of positive integers ordered under the usual ordering ≤.
Let A := {a 1 , . . . , a n } be a set of positive integers with a 1 < · · · < a n , and let [n] := {1, . . . , n}. Let X and Y be subsets of A. The key observation is that if X < * Y , then X < Y . Thus, ≤ * gives information on the size of subset sums. For example, the subsets of [n] corresponding to the indices of halving sets of A is an antichain in (2 [n] , ≤ * ).
This naturally leads us to the following question.
What is the size of a largest antichain in (2 [n] , ≤ * )?
One natural candidate for a big antichain in (2 [n] , ≤ * ) is to choose some positive integer j and to consider the family S j of all subsets of [n] whose elements sum to j. In order to maximize the size of S j , we should take j to be halfway between 1 and
. Lindström [4] was the first to conjecture that this is the largest antichain in (2 [n] , ≤ * ).
Using the hard Lefschetz theorem from algebraic geometry, Stanley [7] proved that this is indeed the largest antichain in (2 [n] , ≤ * ). In fact, Stanley proves the stronger property that (2 [n] , ≤ * ) is k-Sperner for all k.
Theorem 5.3 ([7]
). For any positive integer k, the maximum size of a union of k antichains in (2 [n] , ≤ * ) is the sum of the sizes of the k largest S j .
If we let s(n) be the size of a largest antichain in (2 [n] , ≤ * ), we have the following answer to Problem 5.1.
Corollary 5.4. Any set of n positive integers has at most s(n) halving sets. Moreover, if n ≡ 0 (mod 4) or n ≡ 3 (mod 4), then there exist n-sets of positive integers with exactly s(n) halving sets.
Proof. The first statement follows from Theorem 5.3. For the second, we take A := {1, . . . , n}.
We end our paper with two open problems. First, for a continuous analogue of our divisibility problem, we mention the nice conjecture of Manickam, Miklós, and Singhi.
Conjecture 5.5 ( [5] , [6] ). If n and k are positive integers with n ≥ 4k, and A is a set of n real numbers with non-negative sum, then the number of subsets of A with non-negative sum is at least n−1 k−1 .
For more information on the Manickam-Miklós-Singhi conjecture, see recent work of Alon, Huang and Sudokov [2] and also Chowdhury [3] .
Finally, we point out that the k-subset version of our problem still remains unsolved for n = 2k. Problem 5.6. Determine d(k, n) for n = 2k and characterize the sets achieving the bound.
Note that our proof technique relied on the fact that B and A\B are both possible divisors of A. This fails for the k-subset version when n = 2k. Nonetheless, we conjecture that for most values of k and n, the optimal value should be achieved by k-anti-pencils.
