As will be shown below, the subdifferential can be approximated in a reasonable sense by the subdifferentials of the inf-convolutions (or "epi-sums") (The approximating sequence {fn} was originally introduced by Hausdorff [Hau] for any lower-bounded lower semicontinuous function f of a real 575 BOUNDED APPROXIMATIONS variable.) Specifically, recall that the extended real-valued lower semicontinuous convex function f on the real Banach space E is said to be proper provided f (x) &#x3E; -oo for all x E E and its (convex) essential domain is nonempty. Given such a function, one can define, for all sufficiently large n, the sequence of convex, everywhere finite functions fn as above.
[It is obvious that fn (x) oo for all n. Moreover, since the subdifferential af (x) is nonempty for at least one x E E -say it contains the element x* -it is easily seen that (x) &#x3E; -oo for all x provided x* ~ I .
We assume below that this is always the case, that is, that n is sufficiently large that fn (x) &#x3E; -oo for all x.] Some well-known elementary properties of the inf-convolution off with . I (see, for instance, [La] and [H-U 1]) are listed below.
NOTATION. -We denote by B* and S* the closed unit ball and the unit sphere of E*, respectively. The essential domain of af is denoted by while its range is for some 1.1. PROPOSITION. -With f as above, the sequence ~ has the following properties:
(i) Each f~ is convex and Lipschitzian, with Lipschitz constant n.
(ii ) (x) --.f' (x) for each x~E and each n. (iii) f,~ (x) ~ f (x) for each x E E. (iv) D = E for all n. (v) ~fn (x) = af (x) n n B* f and only ~ f~ (x) = f (x) ; equivalently, if and only f af (x) intersects n B*.
As noted above, our aim is to develop an approximation scheme for arbitrary maximal monotone operators which will generalize the relationship between ~f and the sequence of subdifferentials {~fn}; this latter relationship is described in more detail in the next proposition. (ii) T (x) n n B* c Tn (x) for each x E E and all n. (iii) (iv) (T), then T~ (x) = T (x) n n B* for all sufficien tly large n.
(v) Tn(x)T(x)cnS* for all XEE.
Our construction will meet some (but not all) of these goals. We first need a lemma.
2. 2. LEMMA. -Suppose that T : E ~ 2E* is monotone, locally bounded and has closed graph (in the norm X weak* topology in E x E*). If the set T (x) is nonempty and convex for each x E E, then T is maximal mono tone.
Proof -Let T be a maximal monotone operator on E which contains T; we will show that T = T. To that end, take the closure in the product space E X (E*, weak*) of the graph of T; this will be the graph of a setvalued mapping T which, using the local boundedness, is readily seen to be monotone. Since T has closed graph, T = T. By a known theorem (see, for instance, [Ph] , Th. 7 . 13), for each xeE, the set T (x) is the weak* closed convex hull of T (x) = T (x). Since T (x) is weak* closed and convex for each xEE, we have T (x) = T (x). (ii) (iii) T (x) n n B* c Tn (x) for each x E E and all n. (iv) for each x~E and all n. (v) Tn (x) = T (x) n n B*, provided T (x) n int n B* ~ 0. (vi) If XED (T), then Tn (x) = T (x) (~ n B* for all sufficiently large n. (vii) then Tn (x) c n S* for all n. Proof -Assertions (i ), (ii ) and (iii) are valid for any maximal monotone operator, as shown in the first three assertions in Theorem 2. 3. To prove (iv), suppose there exists x* E Tn (x)BT (x) with )) n and let U = int n B*. Then U is an open convex set containing x* and intersecting R (T), so local maximality of T provides zeE and z* E T (z) n U c Tn (z) such that ~ z* -x*, z -x ~ o, contradicting the monotonicity of Tn.
To prove (v), suppose that x*ETn(x). By hypothesis, there exists hence the open line segment between y* and x* is contained in Tn (x) n U, thus in T(x)nU, by part (iv). Since T (x) is closed, it follows that x* E T (x), so Tn (x) = T (x) n B*. Finally parts (vi) and (vii) following condition: for any weak* closed convex and bounded subset C of E* such that R (T) n int C ~ 0 and for each x E E and x*~intC with x*~T(x), there exists z E E and z* E T (z) n C such that ~ x* -z*, x -z ~ o.
Proof. -In one direction, if T is locally maximal monotone and C is given, let U = int C. In the other direction, if U is open and convex in E*, if u e E and with and but x* ~ T (x), then there exists E &#x3E; 0 such that u* + E B* c U and x*+£B*cU. By convexity, C=[M*, x*] + E B* is a weak* closed, convex and bounded subset of U which can be used to verify that U has the required property.
We recall the following definition. Proof -Suppose that C is weak* closed and convex, that that xeE and that x* E int C but x* ~ T (x). Let be the (maximal monotone) subdifferential of the indicator function of C. Since int D (S -1) = int C and since the latter intersects D (T -1 ), Rockafellar's theorem implies that T -1 + S -1 is maximal monotone. Now x* ~ T (x) implies that x ~ T -1 (x*), and since S -1 (x*) _ ~ 0 ~, we see that x ~ T -1 (x*) + S -1 (x*). By maximality of (iv) Tn (x) = T (x) for each x E int n B . Proof. -Assertions (i ), (ii ) and (iii) are easily seen to be equivalent to the corresponding assertions in Theorem 4 . 1, applied to the inverses of the operators T and Tn. To prove (iv), note that (iii) implies that T (x) c Tn (x) whenever x E n B. The reverse inclusion follows by contradiction from part (iv) of Theorem 4. 1 (again applied to inverses). I tx* + (1-t) y* I 1 whenever x* and y* are distinct elements in E* of norm 1 and 0 t 1. 4.6. PROPOSITION. -Suppose that E is reflexive and that the norm in E* is strictly convex. If x E E is such that T (x) n n B* ~ 0, then Tn (x) = T (x) (~ n B * .
Proo, f : -Let x* E Tn (x) and choose y* E T (x) n n B* c Tn (x); without loss of generality, we assume that y*#x*. Now, for 0 t 1, define x* _ ( 1-t) x* + ty * . Then since E* is strictly convex. From Theorem 4 . .1 (iv), we conclude that x* E T (x) and, since the latter is closed, x* E T (x).
The following simple example shows that the foregoing proposition may fail if E* is not assumed to be strictly convex. 4.7. Example. -Let T be the maximal monotone operator from the two-dimensional space E =112~ to E* = l ~~~ defined by T (xl, x2) _ (x2, -xl).
Then T (o,1 ) n B * ~ 0, but T 1 (o,1 ) ~ T (o, 1) Their parallel sum S : T is defined to be the operator (S -1 + T -1) -1. The domain of this operator is defined (in an indirect way) as the range of S-1 + T-1, where this latter sum has domain equal to R (S) n R (T).
This notion has been studied by Passty [Pa] and [To] , as well as by [Lu] (who gave a different -but equivalent -definition and used the terminology "inf-convolution").
Other We conclude with some historical remarks about the inf-convolution approximationsfn to a function f It was first used by F. Hausdorff [Hau] in 1919 to give a much simpler proof of R. Baire's [Bai] 
