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Abstract
Two orders on the same set are perpendicular if the constant maps and the identity map are the only maps preserving both orders.
We characterize the ﬁnite weak orders admitting a perpendicular linear order.
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1. Introduction and presentation of the main results
An order on a set V is a reﬂexive, antisymmetric and transitive binary relation on V, speciﬁed as a set P of ordered
pairs of members of V. Endowed with this order, V is a partially ordered set (poset for short) that we will denote simply
by P if this causes no confusion. As usual, we denote by xy (or xP y ) the fact that the pair (x, y) belongs to P.
We denote by P d the dual of P , that is, the order deﬁned on V by xP dy if and only if yP x. If X is a subset of V,
then P − X is the order induced by P on V − X. If X = {x}, then we use the notation P − x instead of P − {x}.
Throughout this paper, all orders will be ﬁnite.
A map f : V → V preserves P, or is an endomorphism of P, if xy implies f (x)f (y) for all x, y ∈ P . We
denote by PP the set of all maps which preserve P; it contains the identity map and the constant maps, which are called
trivial. In [1], Demetrovics et al. introduced the notion of perpendicular orders as a pair of orders on the same set
sharing only the trivial endomorphisms. This notion arises naturally from a problem about maximal clones in universal
algebra [6,8]. There are two basic results about perpendicular orders:
Theorem 1. (i) Every linear order, having at least four elements, has a perpendicular linear order.
(ii) If q(n) denotes the number of linear orders perpendicular to the natural order on {1, . . . , n}, then limn→+∞ q(n)/
n! = e−2 = 0.1353 . . . .
Note that if L is a linear order on n elements, say L= 1< 2< · · ·<n, then every order is perpendicular to L if n2,
no order at all is perpendicular to L if n=3. For n4, the linear order 2< 4< · · ·< 2k < 1< · · ·< 2k−1 where n=2k
is perpendicular to L whereas if n = 2k + 1, the linear order 2< 4< · · ·< 2k < 1< · · ·< 2k − 3< 2k + 1< 2k − 1 is
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Fig. 1. (a) L and L′ are perpendicular. (b) P is perpendicular to Q since P = L ∩ L′ and Q = L ∩ L′d.
perpendicular to L. Before stating the next result we recall the notion of an autonomous set. We say that a subset C of
V is autonomous for P if
v <a ⇒ v <a′ and a <v ⇒ a′ <v
hold for all a, a′ in C and v in V −C. Note that in the case of a linear order, autonomous sets are just the intervals. See
[5] for more about autonomous sets.
Theorem 2. Let L and L′ be two distinct linear orders on the same set and let P := L ∩ L′ and Q := L ∩ L′d. The
following properties are equivalent.
(i) P and Q are perpendicular;
(ii) L and L′ are perpendicular;
(iii) L and L′ have no non-trivial interval in common;
(iv) P has no non-trivial autonomous set;
(v) P and Q have no non-trivial autonomous set in common.
Theorem 1 is due to Nozaki et al. [7] (see [11] for a new proof, based on a probabilistic argument). Theorem 2
gathers several results proved independently. Equivalence (i) ⇔ (v) is due to Rival and Zaguia [9], equivalence (ii)
⇔ (iii) to Nozaki et al. [7] and equivalence (iii) ⇔ (iv) to the second author of the present paper [11]. For a direct
proof of Theorem 2, obtain the equivalence (i) ⇔ (ii) from the fact that PP ∩ QQ = LL ∩ L′L′ ; next, use or prove the
equivalences (ii) ⇔ (iii) and (iii) ⇔ (iv) and observe that the implications (iv) ⇒ (v) ⇒ (iii) are trivial (Fig. 1).
The main result of this paper, Theorem 3, gives necessary and sufﬁcient conditions for a weak order P to admit a
perpendicular linear order L. Essentially, Theorem 3 says that such a linear order exists if and only if the levels of P
are not “too big”.
In order to state our main result, we give the notations and deﬁnitions we need.
We denote by Min(P ), respectively Max(P ), the set of minimal elements of V with respect to P, respectively, the
set of maximal elements of V with respect to P. An element x of V is extremal in P if x ∈ Min(P )∪Max(P ). We recall
that the decomposition of an order P into levels is the sequence P0, . . . , Pn, . . . deﬁned by induction by the formula
Pn := Min(P − ∪{Pn′ : n′ <n}).
In particular, P0 = Min(P ).
The height of P, denoted by h(P ), is the least integer n such that Pn = ∅, or, equivalently, the number of levels.
Hence, V = ∪{Pn : n<h(P )}. The height of P is also the number of vertices in a longest chain (total order) included
in P [2]. In particular, P is bipartite if and only if h(P )2.
We denote by p the number of elements of V. In the sequel we suppose that p = 0 and (contrarily to the above
deﬁnition), by a level we mean a level Pi with 0 i < h(P ). We denote by pi the number of elements of Pi . We set
p−1 := ph(P ) := 1.
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If (Qi)i∈I is a family of ordered sets indexed by the ordered set I, we denote by
∑
i∈I Qi their lexicographical sum
obtained by substituting each i of I by Qi .
An order P on a set V is a weak order if it satisﬁes the equivalent conditions below (see [3]).
(i) The binary relation on V deﬁned by
x ∼ y if x = y or x is incomparable to y
is an equivalence relation;
(ii) as a poset, P does not contain a copy of 2 + 1, the disjoint sum of a two-element chain and a 1-element
chain;
(iii) as a poset, P is a lexicographical sum of antichains indexed by a linear order;
(iv) P is the order associated to a total quasi-order (where a quasi-order is a reﬂexive and transitive binary relation).
As indicated by condition (iv), weak orders are straightforward generalizations of linear orders.Weak orders are also
called complete multipartite orders. The reason is that condition (iii) amounts to the existence of a partition (Pi)i∈I of
P into non-empty subsets such that the restriction of P to Pi ∪ Pj is a complete bipartite order for i = j ∈ I . When
such a partition exists, then it is unique. In fact, the sets Pi(i ∈ I ) are the levels of P, and they can be labeled according
to the order induced by P on a system of distinct representatives of the Pi’s.
For a real number r we denote by r the least integer n such that rn and by r the greatest integer n such that
nr .
Theorem 3. Let P be a weak order on a set V, |V |3. Then P is perpendicular to some linear order if and only if for
every i, 0 i < h(P ), the size pi of the level Pi satisﬁes:
(1) pip/2 − 1 if pi−1 = pi+1 = 1.
(2) pi p/2 − 1 if either (pi−1 = 1 and pi+1 = 1) or (pi−1 = 1 and pi+1 = 1).
(3) pi p/2 otherwise.
Corollary 4. Deciding whether a weak order has a perpendicular linear order can be done in polynomial time.
From the proof of Theorem 3 we get:
Theorem 5. Given a weak order P a linear order perpendicular to P, if it exists, can be constructed in polynomial
time.
Theorem 3 includes the following result of Jourdan, Rival et al. [4] (1996, unpublished).
Corollary 6. Let P be a weak order on a set V of size at least 3. If each level has at least two elements, then P is
perpendicular to some linear order if and only if h(P )3 and pi
⌈p
2
⌉− 1 for i ∈ {0, h(P ) − 1} and pi
⌈p
2
⌉ for
i /∈ {0, h(P ) − 1}.
The reader will note that from Theorem 3, a complete bipartite order has no perpendicular linear order. In fact it has
no perpendicular order at all [10]. We leave untouched the case of inﬁnite posets. We simply mention that the existence
of a linear order perpendicular to a complete bipartite order depends on cardinality conditions [10].
The proof that the conditions of Theorem 3 are necessary is easy. Since it gives a ﬂavor of our more involved
arguments, we present it here. We start with three elementary facts. Let L be a perpendicular linear order to P and let
i < h(P ).
Claim. (a) Two elements a and b in Pi cannot be consecutive in L.
(b) If one of the closest levels of Pi , say Pi+1, has size one, then its element x cannot be consecutive in L with any
element y of Pi .
(c) If i ∈ {0, h(P ) − 1}, then no element x of Pi can be extremal in L.
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Fig. 2. P − x has a perpendicular linear order. P has no perpendicular linear order.
Proof of the claim. Indeed, let f be the map from V to V deﬁned as follows. In case (a), f (v) = v if v /∈ {a, b} and
f (v) = a otherwise. In case (b), f (v) = x if v = y and f (v) = v otherwise. In case (c), let y /∈Pi and set f (v) = y if
v = x and f (v) = x otherwise. Clearly in all cases f ∈ PP ∩ LL and f is not trivial, contradicting the fact that L and
P are perpendicular. 
To prove that the conditions of Theorem 3 are necessary, we proceed as follows. From (a) of the claim we deduce
that p2pi − 1 that is pi
⌈p
2
⌉
. This proves (3).
If pi−1 =1 and pi+1 = 1, then either i =0 or Pi−1 has one element x. In the ﬁrst case we apply (c) and in the second
case we apply (b) to get p2pi + 1, that is, pi
⌈p
2
⌉ − 1. The same arguments applied to the case pi−1 = 1 and
pi+1 = 1 yield the same conclusion. This proves (2).
If pi−1 = 1 and pi+1 = 1 we get p2pi + 2 from (b) and (c) in the case i ∈ {0, h(P )− 1} and from (b) in the case
i /∈ {0, h(P ) − 1}. In both cases, we have pi
⌊p
2
⌋− 1. This proves (1).
To prove that the conditions of Theorem 3 are sufﬁcient, we use induction on p. We ﬁrst introduce the notion of
a retractile set which generalizes the notion of an interval (alias autonomous set) in a linear order. Next we prove
Theorem 7, which is similar to the equivalence (ii) ⇔ (iii) from Theorem 2. We should mention here that Theorem 7
gives an efﬁcient characterization of the linear orders perpendicular to a given weak order. In Section 3 we prove
Theorem 14 which gives necessary and sufﬁcient conditions for a linear order on V − x perpendicular to P − x to
extend to a linear order on V perpendicular to P. We proceed then by induction, but since there are linear orders on
V − x perpendicular to P − x which do not extend to a linear order perpendicular to P (see Fig. 2), our inductive
argument involves dealing separately with some exceptions.
Results of this paper are included in the Ph.D. Thesis presented by the second author before the University Claude
Bernard, Lyon 1 [10].
2. Retractile sets and weak orders
In this section we introduce the notion of a retractile set and we prove the following result.
Theorem 7. Let P be a weak order and L be a linear order on the same set V. Then P and L are perpendicular if and
only if they have no non-trivial retractile set in common.
A subset C ofV is a convex set for P if {c ∈ V : acb} ⊆ C for all a, b ∈ C. Note that if f ∈ PP and x ∈ V , then
the inverse image of x by f, that is, f−1(x) = {y ∈ V : f (y) = x}, is convex. We denote by ↑ C the set of v ∈ V such
that cv for some c ∈ C and, dually, we denote by ↓ C the set of v ∈ V such that vc for some c ∈ C. Any element
of C which is comparable to every element of ((↑ C) ∪ (↓ C)) − C is said to be internal. We denote by IntP (C) the
set of internal elements of C. We say that C is a retractile set for P if C is convex and IntP (C) is non-empty in case C
is non-empty.
Note that the set C is autonomous for P if and only if C is convex and C = IntP (C). Hence, retractile sets are
intermediate between autonomous sets and convex sets. Note that in the case of a linear order, convex sets, retractile
sets and autonomous sets coincide. The empty set, the singletons in V and the whole set V are both convex, retractile
and autonomous sets and are said to be trivial.
The motivation behind the notion of a retractile set comes from the next lemma.
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Lemma 8. Let P be an order on a set V and c ∈ C ⊆ V . The following properties are equivalent:
(i) C is a convex set for P and c ∈ IntP (C);
(ii) The map f : P → P deﬁned by f (x) = c if x ∈ C and f (v) = v otherwise is order preserving.
Proof. (i)⇒ (ii) Let x, x′ ∈ V with xx′. If x, x′ are in C, then f (x)=f (x′), whereas if x, x′ ∈ V −C, then f (x)=x
and f (x′) = x′. Hence, in both cases f (x)f (x′). If C separates x and x′, then with no loss of generality, we may
suppose x ∈ C and x′ ∈ V − C. Since xx′ we get x′ ∈↑ C, hence x′ ∈ ((↑ C) ∪ (↓ C)) − C. According to (i), c
and x′ are comparable. Since C is a convex set for P, x′c is impossible, hence c <x′ giving f (x) = c <x′ = f (x′)
as required.
(ii)⇒ (i) SinceC=f−1(c), C is convex. Let x ∈ (↓ C)−C. Let x′ ∈ C such that xx′.We get x=f (x)f (x′)=c,
hence x is comparable to c. On the other hand, if x′ ∈ C is such that x′x, we obtain similarly cx, thus proving that
c ∈ IntP (C). 
Corollary 9. If two orders P and Q are perpendicular, then they have no common non-trivial retractile set having a
common internal element. If P or Q is a linear order, then they have no retractile set in common.
From Corollary 9 we deduce that the condition of Theorem 7 is necessary.
To prove that the condition of Theorem 7 is sufﬁcient we shall need the next two lemmas.
The ﬁrst one gives a characterization of autonomous sets and retractile sets in a weak order.
Lemma 10. Let P be a weak order on a set V and X be a subset of V. Then X is a retractile set for P if and only if X is
a convex set for P and either X is included into some level of P or X contains some level of P.
Proof. Clearly, a subset of a level and a convex set for P containing a level of P are retractile sets for P.
Conversely, if X is included in a level of P, then clearly X is a retractile set. If X contains two elements x and
y belonging to two different levels, then since X is convex, X contains all intermediate levels, if any. Next we
suppose that P(x) and P(y), the levels containing x and y, respectively, are consecutive in P. Let c ∈ Int(X).
Then we must have P(x) ⊂ X if c ∈ P(x) and P(y) ⊂ X if c ∈ P(y). Hence X contains a level
of P. 
The second lemma generalizes the fact that every map f from a set V to itself, which preserves a linear order has a
ﬁxed point (that is f (x) = x for some element x ∈ V ).
Lemma 11. Let P be a weak order on a set V and f ∈ PP . Then either f preserves each level of P (that is, f (Pi) ⊆ Pi
for all i < h(P )) or there is some v ∈ V such that the inverse image of v strictly contains the level containing
v.
Proof. By induction on l := h(P ), the number of levels of P.
l = 1. The result is obvious.
l > 1. Let P0 := Min(P ) , V ′ := V − P0 and P ′ := P − P0 the order induced by P on V ′. We consider two cases:
Case 1: There is some x ∈ V ′ such that f (x) ∈ P0. Set v := f (x). Then f−1(v) containsP0∪{x} and the conclusion
of the lemma holds.
Case 2: No such x exists. In this case f ′ := f|V ′ is an endomorphism ofP ′. SinceP ′ is a weak order and h(P ′)=l−1,
the induction applies to P ′.
Subcase 2.1: There is some v′ ∈ V ′ such that f ′−1(v′) strictly contains the level of P ′ containing v′. Since Pi+1 =P ′i
for each i < h(P ′), the conclusion of the lemma holds with v := v′.
Subcase 2.2: No such v′ exists. In this case, each level P ′
i′ of P
′ is preserved by f ′. Since Pi+1 = P ′i , it follows
that for each i < h(P )-1, each level Pi+1 of P is preserved. If f (P0) ⊆ P0, then each level of P is preserved and the
conclusion of the lemma holds. If f (P0)P0, let x0 ∈ P0 such that f (x0) ∈ V ′. Set v := f (x0). Since f ′ preserves
the levels of P ′ it follows that v ∈ P1 and that f−1(v) contains P1. Since it contains x0, the conclusion of the lemma
holds. 
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Corollary 12. If P is a weak order on a set V and f ∈ PP not 1–1, then the inverse image of some element v ∈ V is
a retractile set for P with size at least two.
Proof. If there is some v ∈ V such that f−1(v) strictly contains the level containing v, then |f−1(v)|2. From
Lemma 10 and the fact that f−1(v) is convex we deduce that f−1(v) is a retractile set for P. If there is no such v, then
from Lemma 11, f preserves all the levels of P. Since f is not 1–1 then there is some w such that |f−1(w)|2. Since f
preserves the levels of P, f−1(w) is included in the level containing w. From Lemma 10 we deduce that f−1(w) is a
retractile set for P. 
Proof of Theorem 7. Necessity: Corollary 9.
Sufﬁciency: Suppose that P and L have no non-trivial retractile set in common and let f ∈ LL ∩PP . If f is 1–1, then
since L is a linear order and V is ﬁnite, f is the identity map. If f is not 1–1, then according to Corollary 12, there is some
v ∈ V such that f−1(v) is a retractile set for P with size at least 2. Since f−1(v) is convex for L it is a retractile set for
L. Since P and L have no non-trivial retractile set in common, f−1(v)= V and f is a constant map. This completes the
proof of the theorem. 
The simple characterization provided by Theorem 7 leads to a polynomial time algorithm to decide whether a weak
order and a linear order on the same set are perpendicular. Indeed, there are (n+1)(n−2)2 non–trivial retractile sets(intervals) in a linear order on n elements. According to Lemma 10, in order to decide if a set is a retractile set in
a weak order, one has to check if it is contained in a level or contains a level and if it is convex. Since ﬁnding the
levels of an order and deciding whether a subset of an ordered set is convex can be done in polynomial time, our claim
follows.
The complexity of the general problem of determining if two (weak) orders are perpendicular is open. The following
example suggests that this situation is much more complicated.
Example. Let n be an integer and E be an n–element set. If L is a linear order on E then W(L) denotes the weak order
deﬁned on the set V := {0, 1}×E as follows. If x0 < · · ·<xk < · · ·<xn−1 are the elements of E listed in an increasing
order with respect to L, then the kth level W(L)k of W(L) , 0<k<n, consists of the pair {(0, xk), (1, xk−1)}, the least
element of W(L) is (0, x0), the largest (1, xn−1). In all, W(L) is a lexicographic sum of 2-element antichain with a
least and a largest element added. For i ∈ {0, 1}, we denote by ri the map form V to V deﬁned by ri((j, x)) := (i, x).
Clearly the maps r0 and r1 are order preserving (see Fig. 3).
Proposition 13. Let L and L′ be two perpendicular linear orders on an n-element set E, n4. Then:
(i) W(L) and W(L′) have no non-trivial retractile set in common.
(ii) r0 and r1 are the only non-trivial maps which preserve W(L) and W(L′). In particular, W(L) and W(L′) are not
perpendicular.
W(L)L L' W(L')
Fig. 3. Example for Proposition 13.
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Proof. (i) Notice that W(L) and W(L′) have a retractile set in common if and only if L and L′ have a retractile set in
common.
(ii) Let f : V → V be a map preserving W(L) and W(L′). Let i ∈ {0, 1} and let hi be the restriction to {i} × E
of the composition map ri ◦ f . Since the map ri preserves W(L) and W(L′), then hi preserves the orders induced on
{i} × E. Since L and L′ are perpendicular, then the orders induced on {0} × E and {1} × E are also perpendicular.
Hence, hi is either a constant map or the identity map.
Case 1. hi is a constant map.
Let (i, a) be its value. Since r−1i (i, a) = {(0, a), (1, a)} then f takes these two values at most. We claim that it
cannot take both, that is, f is constant. Indeed, let i, j ∈ {0, 1} and set Ai,j := {x ∈ E : f ((i, x)) = (j, a)}. Since
(0, a)< (1, a) in L, Ai,0 is an interval of L and Ai,1 an interval of L. The same conclusion holds with respect to L′.
Since L and L′ are perpendicular, these sets are trivial. Moreover, Ai,0 and Ai,1 are not singletons (otherwise and since
n3, Ai,0 and Ai,1 would be extremal in L and L′ contradicting the fact that these linear orders are perpendicular).
Since we have (0, a)< (1, a) in W(L) and W(L′) and these elements form the range of f we have f ((0, a)) = (0, a)
and f ((1, a)) = (1, a), that is, a ∈ A0,0 ∩ A1,1. It follows that A0,0 = A1,1 = E, that is, f (0, x) = (0, a) and
f (1, x) = (1, a) for all x ∈ E. But such a map does not preserve W(L) for n3. Consequently f is a constant
map.
Case 2. hi is the identity map for i ∈ {0, 1}.
This means f ((i, x)) ∈ {(0, x), (1, x)} for all i ∈ {0, 1} and x ∈ E. Set Ai := {x ∈ E : f ((i, x))= (i, x)}. Then A0
is an interval of L and L′. Also, A1 is an interval of L and L′. Moreover, E is the union of A0 and A1. Since L and L′
are perpendicular, A0 and A1 are trivial. Moreover, neither A0 nor A1 is a singleton. Therefore, f = r1 if A0 = ∅; f is
the identity if A1 = E and A1 = E; and f = r0 if A0 = E and A1 = ∅. 
3. A proof of Theorem 3
First, we give necessary and sufﬁcient conditions for a linear order perpendicular to P −x to extend to a linear order
perpendicular to P.
Theorem 14. Let P be a weak order and L be a linear order on the same set V, |V |3. Let x ∈ V . Suppose that P −x
and L − x are perpendicular. Then P and L are perpendicular if and only if
(i) x is not extremal in both P and L;
(ii) if x and some element u are consecutive in L, then u is comparable to x in P. Moreover, if x and u are also
consecutive in P , then the levels P(x) and P(u) containing x and u have at least two elements.
Proof. Conditions (i) and (ii) are necessary. Suppose that P and L are perpendicular.
(i) Suppose x is extremal in both P and L and let y be comparable to x in P. The map f deﬁned by f (x) = x and
f (z) = y for all z = x is a non-trivial order preserving map common to P and L. A contradiction.
(ii) Suppose that x and some element u are consecutive in L and u is incomparable to x in P. Then {x, u} is a non-trivial
retractile set for P and L. Therefore P and L are not perpendicular, contradicting Theorem 7. Suppose that x and u are
consecutive in P. If one of the levels P(x) containing x or P(u) containing u has one element, with no loss of generality
we may suppose that P(x) = {x}. Then the map f deﬁned by f (y) = y if y /∈ {x, u} and f (z) = x if z ∈ {x, u} is a
non-trivial order preserving map for P and L. A contradiction.
Conditions (i) and (ii) are sufﬁcient.
Let I be a retractile set common toP and L. Our aim is to prove that I is trivial. SinceP −x andL−x are perpendicular,
from Theorem 7 we deduce that I − x is either empty or is equal to V − x or reduced to a singleton.
In the ﬁrst two cases I is trivial. This is obvious if I −x is the empty set; this follows from (i) if I −x=V −x. Suppose
that I −x is reduced to a singleton, say I −x={y}, that is I ={x, y}. Since x and y are consecutive in L, and P satisﬁes
condition (ii), x and y are comparable inP. That is x and y are in different levels ofP. Since I is a convex set forP, the levels
P(x) andP(y) are consecutive in P. Since I is a retractile set for P, we deduce from Lemma 7 that I contains a level of P.
Hence, one of the levelsP(x) orP(y) is reduced to a singleton. SinceP satisﬁes condition (ii), we obtain a contradiction.
Therefore, I is either {x} or V. This proves that I is trivial and according to Theorem 7 this implies that P and L are
perpendicular. 
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Let P be an order on a set V and p the number of elements of V. Deﬁne mi , 0 i < h(P ), as follows:
mi := p − 2(pi − 1) if pi2 and pi−1, pi+12.
mi := p − 2pi if pi2 and either (pi−1 = 1 and pi+12) or (pi−12 and pi+1 = 1).
mi := p − 2(pi−1 + pi + pi+1 − 1) otherwise.
We should mention here that if P is the order depicted in Fig. 2, then m1 = 0.
Proposition 15. Let P be a weak order on a set V, |V |4. Let x ∈ P and i such that x ∈ Pi . Let L′ be a linear order
perpendicular to P − x. Then r, the number of ways of extending L′ to a linear order L perpendicular to P, s at least
mi . Moreover, r = mi whenever pi−1 or pi+1 = 1 in case pi = 1 and pi−12 or pi+12 in case pi2.
Proof. Let x1 < · · ·<xk < · · ·<xp−1 be the elements ofV −x, listed in an increasing order with respect toL′.Wemay
suppose that these elements are real numbers in this order. Each element xk of V − x determines then two non-empty
intervals ]xk−1, xk[, ]xk, xk+1[ (where x0 = −∞, xp = +∞). Clearly, r is the number of ways of inserting x in one of
these p intervals in such a way that P and the resulting order satisfy conditions (i) and (ii) of Theorem 14.
Observation 1: If x is extremal, that is, if i = 0 or i = h(P ) − 1, then in order to satisfy condition (i), the intervals
]x0, x1[ and ]xp−1, xp[ are forbidden for x.
Let j, 0j <h(P ) − 1, and let xj1 < · · ·<xjl < · · ·<xjp′
j
be the list of elements of Pj − x, where p′j := pj if
j = i and p′j := pi − 1 otherwise.
Observation 2: In order to satisfy the ﬁrst part of condition (ii), the 2(pi − 1) intervals ]xil−1, xil [, ]xil , xil+1[, where
l = 1, · · · , pi − 1, are forbidden for x. Since P − x and L′ are perpendicular, these intervals are all distinct. Thus, we
have to exclude exactly 2(pi − 1) intervals.
Observation 3: In order to satisfy the last part of condition (ii) we need to ensure that whenever x and y are consecutive
in P, they cannot be consecutive in L except if the size pi of the level Pi containing x and the size pj of the level Pj
containing y verify pi2 and pj 2.
(*)If pi = 1, then we need to exclude the 2pj intervals ]xjl−1, xjl [, ]xjl , xjl+1[ where l = 1, · · · , pj , corresponding
to Pj for j = i + 1 and j = i − 1. This amounts to 2pi−1 + 2pi+1 intervals. If i = 0 or i = h(P )− 1, then this formula
still holds. Indeed if i = 0, then 2pi−1 = 2 and this quantity corresponds to the exclusion of ]x0, x1[ and ]xp−1, xp[.
(**) if pj =1, then we need to exclude the two intervals determined by y=xj1 , namely ]xj1−1, xj1 [ and ]xj1 , xj1+1[.
To prove Proposition 15, we shall consider several cases.
Case 1: x is extremal in P.
In this case i = 0 or i = h(P ) − 1. Without loss of generality we may suppose i = 0, that is, x is minimal, in which
case pi−1 = 1.
Subcase 1.1. pi = 1.
Then mi = p − 2(1 + pi+1). From Observations 1 and 3, in order to insert x, it sufﬁces to exclude no more than
2 + 2pi+1 intervals. Indeed, since P − x and L′ are perpendicular, x1 and xp−1 do not belong to P1, hence we need to
exclude exactly 2(1 + pi+1). Hence, we have exactly p − (2 + 2pi+1) ways to insert x, that is, r = mi .
Subcase 1.2. pi2.
(a) pi+12. Thenmi =p−2pi .Again from Observations 1 and 3 we have to exclude exactly 2+2(pi −1) intervals,
hence we have exactly r = p − 2pi ways to insert x. Therefore, r = mi .
(b) pi+1 = 1. Then mi =p − 2pi − 2. From Observations 1 and 3(**), it sufﬁces to exclude 2(pi − 1)+ 4 intervals,
hence rmi . In fact, rmi + 1. Indeed, since the unique member yi+1 := xi+1 of Pi+1 − x is consecutive to all
members of Pi − x, and since P − x and L′ are perpendicular, the two intervals it determines are distinct from those
determined by the elements of Pi −x. Hence, if y is not extremal in L′, then all the 2pi +2 intervals we need to exclude
are distinct, and r = mi , whereas if y is not extremal, 2pi + 1 sufﬁce, giving rmi + 1.
Case 2: x is not extremal in P.
Subcase 2.1. pi = 1.
Then mi = p − 2(pi−1 + pi). According to Observations 2 and 3, it sufﬁces to exclude 2pi−1 + 2pi+1 intervals,
giving rmi .
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If pi−1 = 1 or pi+1 = 1, all these intervals must be distinct. Hence, r = mi .
Subcase 2.2. pi2.
(a) pi−1, pi+12. Then mi = p + 2 − 2pi . From Observation 2, 2(pi − 1) intervals have to be excluded. In this
case, no other intervals need to be excluded and we are left with mi intervals, proving that r = mi .
(b) (pi−1 = 1 and pi+12) or (pi−12 and pi+1 = 1).
Then mi = p − 2pi . From Observation 3, 2(pi − 1) + 2 intervals have to be excluded. Suppose pi+1 = 1, and let
y := xi+1 be the unique member of Pi+1. As in (b) of Subcase 1.2, since P − x and L′ are perpendicular, the two
intervals determined by y are distinct from those determined by the elements of Pi − x. Hence, there are exactly 2pi
forbidden intervals. Hence r = mi .
(c) pi−1 = pi+1 = 1. Then mi = p − 2pi − 2. From Observations 2 and 3(**) it sufﬁces to exclude 2(pi − 1) + 4
intervals. This proves rmi . In fact, we have rmi+, 1. Indeed, let yi−1 and yi+1 be the unique elements of Pi−1
and Pi+1, respectively. Since P − x and L′ are perpendicular, the intervals they determine are distinct from those
determined by members of Pi − x. Hence, yi−1 and yi+1 contribute for at least three distinct intervals. The claimed
inequality rmi + 1 follows. This completes the proof of the proposition. 
For the purpose of the next three lemmas, we let P be a weak order on a set V. Suppose that the sizes of the levels of
P satisfy conditions (1)–(3) of Theorem 3. We set M := max0 j<h(P ) pj . Let i be an integer, 0 i < h(P ), x ∈ Pi ,
and set P ′ = P − x.
Lemma 16. If pi2, then every linear order L′ perpendicular to P ′ (if any) extends to a linear order perpendicular
to P, except if pi−1 = pi+1 = 1, pi =
⌈p
2
⌉− 1 and p is even.
Proof. LetL′ be a linear order perpendicular toP ′. Let r be the number of linear ordersL extendingL′ and perpendicular
to P. According to Proposition 15, rmi . We check that mi1.
Case 1: pi−1, pi+12.
Then mi = p − 2(pi − 1). From condition (3) we deduce that mi1.
Case 2: (pi−1 = 1 and pi+12) or (pi−12 and pi+1 = 1).
In this case mi = p − 2pi . From condition (2) we deduce that mi1.
Case 3: pi−1 = pi+1 = 1.
Thenmi=p−2(pi+1). From conditions (1) and (2) we havepi
⌊p
2
⌋−1 . If p is odd, thenpi
⌈p
2
⌉−2=⌊p2
⌋−1.
Hence, mi1 as required. This completes the proof of the lemma. 
The following lemma guarantees the existence of a perpendicular linear order to the exception of Lemma 16.
Lemma 17. Suppose that p is even, p6, and that there is some i, 0 i < h(P ), such that pi−1 = pi+1 = 1 and
pi = p2 − 1. Then P has a perpendicular linear order.
Proof. Note that since P satisﬁes conditions (1)–(3) of Theorem 3, then M = p2 − 1.
Case 1: i ∈ {0, h(P ) − 1}.
We may suppose without loss of generality that i = 0. Then Pi+2 and Pi+3 are nonempty. We may suppose that
Pi = {3, . . . , 2j + 1, . . . , p − 1}, Pi+1 = {1}, p ∈ Pi+2 and 2 ∈ Pi+3.
Case 1: i /∈ {0, h(P ) − 1}.
When Pi−1 and Pi+1 have one element. We may suppose without loss of generality that Pi+2 is nonempty. We also
may suppose that Pi−1 = {2}, Pi = {4, . . . , 2j, . . . , p}, Pi+1 = {1}, 3 ∈ Pi+2.
Let L be the natural order on {1, · · · , p}. In both cases, it follows fromTheorem 7 that P and L are perpendicular. 
Lemma 18. The sizes p′i , i < h(P ′), of the levels of P ′ satisfy conditions (1)–(3) except if either (a) pi <M and
M
⌈p
2
⌉− 1 or (b) pi = M =
⌈p
2
⌉− 1 and
• in case p is odd, P consists of three levels, two consecutive levels having size ⌈p2
⌉− 1;
• in case p is even, either (b1) P consists three 2-element levels, Pi being the middle level; or (b2) P consists of four
levels, two of size 1, the level Pi being not consecutive to the other level of size
⌈p
2
⌉− 1 if p = 4.
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Proof. Let p′ := |P ′|, P ′j be the jth level of P ′ and p′j := |P ′j | for j <h(P ′). Since P is a weak order, the levels of P ′
are the non-empty subsets of the form Pj −x, j <h(P ). In particular, P ′j =P(j)−x, where : {0, . . . , h(P ′)−1} →
{0, . . . , h(P ) − 1} is the identity map if and only if pi2. Hence p′j p(j), for all jh(P ′). Since p′ = p − 1, we
have
⌈p
2
⌉− 2
⌊
p′
2
⌋
− 1. Hence p′j 
⌊
p′
2
⌋
− 1 (*) provided that p(j)
⌈p
2
⌉− 2.
Case 1: pi >
⌈p
2
⌉− 1.
Since the sizes of P satisfy condition (3), then pi =
⌈p
2
⌉
. Moreover, conditions (1) and (2) imply that i = 0, pi−12
and pi+12. Therefore, pi2. Consequently  is the identity map. Since p′i = pi − 1, we have p′i
⌈
p′
2
⌉
. Since
i = 0 and p′i−12 and p′i+12, then p′i satisﬁes condition (3). Since the sum of the pj ’s is p, we have pj 
⌊p
2
⌋− 2
for all j = i. Hence, the inequality (*) above holds for all j = i. This proves that the levels of P ′ satisfy conditions
(1), (2) and (3).
Case 2: pj 
⌈p
2
⌉− 2 for all j = i.
As just seen above, this case includes the previous one and inequality (*) holds for all j, jh(P ′), such that(j) = i.
If pi = 1, then this latter condition is satisﬁed, hence the levels of P ′ satisfy conditions (1)–(3). If pi = 1, then  is the
identity (and we only need to look at p′i).According to Case 1, we may suppose pi
⌈p
2
⌉−1. From p′i =pi −1 we get
p′i
⌈p
2
⌉− 2. Hence, p′i
⌊
p′
2
⌋
− 1. Since all levels of P ′ have size at most
⌊
p′
2
⌋
− 1, their sizes satisfy conditions
(1)–(3).
Case 3: pi
⌈p
2
⌉− 1 and pj 
⌈p
2
⌉− 1 for some j = i.
In this case, if condition (a) does not hold, then, clearly, pi = pj =
⌈p
2
⌉− 1(**).
With condition (**) alone, if p is odd, that is p = 2k + 1, then pi = pj = k. Therefore P has three levels, two of size
k, one of size 1. If p is even, that is p = 2k, then P consists of three or four levels, two of size k − 1, and either one
level of size two, or two levels of size 1. The assumption that P satisﬁes (1)–(3) implies that either p0 or p1 = 1 and
k2 if p is odd. If p is even, it only implies that P is the 4-element chain if k = 2. In either case pi = M =
⌈p
2
⌉− 1.
If p is odd, then P ′ does not satisfy (1) and (2). If p is even, then the levels of P ′ have maximum size M =
⌈
p′
2
⌉
− 1.
Hence, P ′ satisﬁes conditions (1)–(3) provided that (1) holds. If h(P ) = 3, this latter condition holds if k4; it holds
in case k = 3 if Pi is not the middle level. If h(P )= 4, it cannot hold if k = 2; if k3, it holds if (and only if) pj−1 or
pj+1 is distinct from 1, that is, Pi and Pj are consecutive. This completes the proof of the lemma. 
The following lemma guarantees the existence of a perpendicular linear order to one of the exceptions of Lemma
18, namely case (b) with p odd.
Lemma 19. Let P be a 3-partite order. If p2 = 1, then P has a perpendicular linear order if and only if p0 = p12.
In fact, if P2 = {u}, then every linear order perpendicular to P is of the form
yl < xl < · · ·<y0 <x0 <u<x′0 <y′0 < · · ·<x′l′ <y′l′ ,
with
P0 = {xi, x′i′ : i l, i′ l′}, P1 = {yj , y′j ′ : j l, j ′ l′}
and l, l′0.
Proof. Suppose that p0 = p12 and let L be a linear order of the form described in the lemma. We shall prove that
P and L have no non-trivial retractile set in common. Note that no two consecutive elements of L are in the same
level of P. Let I be a retractile set for L and for P containing Pi . If i = 1, then since yl, y′l′ are extreme elements
of L, I = L. If i = 1, then I contains u and some element x of P0. Indeed, if i = 0, then I contains xl and x′l′ ,
hence it contains u; if i = 2, then it contains u and either x0 or x′0. Since I is convex for P it contains all elements
between u and x, that is, the elements of P1. Therefore, I = L. From Theorem 7 we deduce that L is perpendicular
to P.
Conversely, let L be a linear order perpendicular to P. Since the elements of P0 ∪ P2 are extremal in P they cannot
be extremal in L. Hence, L starts and ends with elements of P1. Also u has a lower cover and a upper cover in L; these
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two elements are necessarily in P0 (if some element v is in P1, then {u, v} is retractile for P and autonomous for L).
Since no two elements of a level can be consecutive in L, then L has the given form. In particular, the levels P0, P1
have size l + l′ + 2. 
We denote by D be the weak order consisting of two levels of size 2, one of size 1, this one being the last level.
Proof of Theorem 3. We have already proved that conditions (1)–(3) are necessary. Next we prove that conditions
(1)–(3) are sufﬁcient.
Suppose that P is a weak order satisfying conditions (1)–(3). Necessarily, p4. If p = 4, then P is a linear order.
In this case, if P = 1< 2< 3< 4, then L = 2< 4< 1< 3 is perpendicular to P. Suppose p5. If M = 1, then P is a
linear order. From Theorem 1, we deduce that P has a perpendicular linear order. Hence, we may suppose M2. If P
is one of the posets described in Lemmas 17 and 19, then P has a perpendicular linear order. This is the case if p = 5.
Indeed, conditions (1)–(3) impose that P consists of two consecutive levels of size 2 and one level of size 1, that is, P
is the poset D or its dual which occurs in Lemma 19. Hence we may suppose that p6 and P is none of the posets
described in Lemmas 17 and 19. We proceed by induction on p, supposing that every weak order of smaller size which
satisﬁes (1)–(3) has a perpendicular linear order. Select x in a level of maximum size and maximum index, that is,
x ∈ Pi , pi =M , pj = M whenever j > i. Then P is none of the exceptions described in Lemma 18. Indeed, the choice
of x eliminates case (a) of Lemma 18. Case (b) with p odd does not occur since in this case P satisﬁes the hypothesis
of Lemma 19. The choice of i also eliminates case (b1). Case (b2) does not occur since in this case P satisﬁes the
hypothesis of Lemma 17. It follows that the levels of P ′ := P − x satisﬁes (1)–(3). From the induction hypothesis, P ′
has a perpendicular linear order L′. Since P is none of the exceptions described in Lemma 16, L′extends to a linear
order perpendicular to P. 
Acknowledgments
The authors would like to thank two anonymous referees for their comments which improved the presentation of the
paper.
References
[1] J. Demetrovics, M. Miyakawa, I.G. Rosenberg, D.A. Simovici, I. Stojmenovic´. Intersections of isotone clones on a ﬁnite set, Proceedings of
the 20th International Symposium on Multiple–valued Logic, Charlotte, NC, 1990, pp. 248–253.
[2] P. Erdös, G. Szekeres, A combinatorial problem in geometry, Composition Math. 2 (1935) 463–470.
[3] P.C. Fishburn, Interval Orders and Interval Graphs, Wiley, NewYork, 1985.
[4] G.V. Jourdan, I. Rival, N. Zaguia, Personal communication, 1996.
[5] D. Kelly, Comparability graphs, in: I. Rival (Ed.), Graphs and Orders, NATO ASI Series, vol. 147, D. Reidel, Dordrecht, 1985, pp. 3–40.
[6] F. Länger, R. Pöschel, Relational systems with trivial endomorphisms and polymorphisms, J. Pure Appl. Algebra 2 (1984) 129–142.
[7] A. Nozaki, M. Miyakawa, G. Pogosyan, I.G. Rosenberg, The number of orthogonal permutations, European J. Combin. 16 (1995) 71–85.
[8] P.P. Pálfy, Unary polynomial in algebra I, Algebra Universalis 18 (1984) 162–173.
[9] I. Rival, N. Zaguia, Perpendicular orders, Discrete Math. 137 (1995) 303–313.
[10] I. Zaguia, Perpendicular orders, Ph.D. Thesis, Université Claude Bernard, Lyon 1, No. 215–97, 1997.
[11] I. Zaguia, Prime two–dimensional orders and perpendicular total orders, European J. Combin. 19 (1998) 639–649.
