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0. INTRODUCTION
w xThis paper is a sequel to 5 . We generalize the construction of funda-
Ãlmental domains in that paper to quotients of arithmetic loop groups GJ
 .see Section 3 , when J is the ring of integers in a real, Galois extension k
 w x .of Q so in 5 we treated the case J s Z . In the present case, the
fundamental domain is a union of a finite number k of translates of a
 .Siegel set Theorem 11.3 . The number k is bounded by a power of the
class number of k, and equal to the number of elements in a certain, finite
 .double coset space Theorem 7.1 and Appendix B .
Of course this parallels the classical, finite-dimensional discussion of
w xfundamental domains in 2 , and our argument in Section 10 is adopted
w x  w xdirectly from Section 16 of 2 . In 5 , we needed the simpler arguments of
w x .2 , Section 1. However, one must correctly incorporate the degree opera-
 .tor D Section 1 and utilize the decompositions 9.10.
Furthermore, the actual existence of minima, used in the classical case,
becomes a somewhat more difficult issue in the infinite-dimensional case
 .In particular, it necessitates the introduction of the degree operator D.
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This existence question is resolved in Section 11 and parallels the argu-
w xment in 5 .
wWe do not discuss here the ``theorem on parabolic transformations'' 5,
xTheorem 21.16 . However, unlike in the case of the existence theorem,
w xTheorem 11.3, we expect the arguments of 5 will go over to the present
Hilbert-modular case in a straightforward manner to give the theorem on
parabolic transformations.
A key tool for everything we do here is the Hilbert-modular basis
constructed in Section 4. This construction, in turn, utilizes the Z y forms
w xof highest weight modules, constructed in 4 .
w xWe had developed a theory of Eisenstein series in the context of 5 , and
more recently we have extended those early results, in particular eliminat-
ing some ad hoc arguments we had used earlier. We were led to the
w xpresent generalization of 5 by our desire to extend the theory of Eisen-
stein series to the more general setting of Hilbert-modular loop groups
and their arithmetic quotients.
1. PRELIMINARY NOTIONS AND NOTATIONS
We let g be a simple Lie algebra over C, of rank l. We let A be the
 .l = l classical Cartan matrix corresponding to g. From the Kac]Moody
 .construction in the case of A, the Serre construction we have a Cartan
 .  .  .subalgebra h s h A of g , the set of roots D s D A relative to h , and
a given set of simple roots a , . . . , a in hU , the complex dual of h. We1 l
 .write g A for g , when we wish to keep track of the Cartan matrix A. We
 .  w x.then have the Chevalley basis of g A see 10 . Thus for each a g D, we
a   .have a nonzero element E g g the root space of g A correspondinga
.to a , and an element H g h , so that these elements have bracketa
relations
w xE , E s H , a g D ,a ya a
E , E s " r q 1 E , if a , b , a q b g D , and .a b aqb
a y rb , . . . , a , . . . , a q q b is the b-string through a ,
E , E s 0, otherwise,a b
2 a , b .
H , E s E , a , b g D .a b ba , a .
  . UHere , denotes the form on h induced by the Killing form. We will
 . .also use , to denote the Killing form on g.
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We set H s H , i s 1, . . . , l; then the seti a
 4  4C s E j H , . . . , Ha 1 lagD
is a Che¨alley basis of g.
We let
A s A .i j i , js1, . . . , l
Ä Ä .be as above. Then we let A s A denote the symmetrizable,i j i, js1, . . . , lq1
Cartan matrix defined by
2 a , a .i jÄA s , i , j s 1, . . . , l q 1, 1.1 .i j a , a .i i
where a s ya , a is the highest root of D with respect to thelq1 0 0
Ä.ordering determined by the simple roots a , . . . , a . We call A the affine1 l
Ä .  .Cartan matrix associated with A . We then let g A be the affine,
Ä Ä .Kac]Moody algebra associated with A. We recall the description of g A
w x w y1 xgiven in 5 . First, let C t, t denote the ring of polynomials in the
indeterminate t and in ty1, with coefficients in C. Let
w y1 xg s C t , t m g .Ä C
Then g is an infinite-dimensional Lie algebra over C, with Lie bracketÄ
determined by
w x w x w y1 xu m x , ¨ m x s u¨ m x , x , u , ¨ g C t , t , x , x g g .1 2 1 2 1 2
Then, as a vector space, we set
g s g m C.Ã Ä
X  . n m  .We set h s 0, 1 g g. For t m x, t m y n, m g Z in g , we now setÃ Äi
w n m x nqm w x Xt m x , t m y s t m x , y q d n q m n x , y h , 1.2 .  .  .i
 .where d is defined by the conditions
 40, k g Z y 0
d k s . .  1, k s 0
We stipulate that
w X xj , h s 0, j g g , 1.3 .Ãi
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w x   .  ..and extend , to a bilinear pairing determined by 1.2 , 1.3
w x, : g = g ª g .Ã Ã Ã
Ä .  w x.With this bracket, g is a Lie algebra and is isomorphic to g A see 5 .Ã
Ä .The Cartan subalgebra h A of g is then the subspaceÃ
Ä Xh A s h A [ Ch . . . i
e e Ä .It is useful to introduce the extended Lie algebra g s g A . To do this,Ã Ã
we introduce the degree derivation D: g e ª g e as follows:Ã Ã
D t n m x s nt n m x , n g Z, x g g , .
D hX s 0. .i
One can then extend D linearly to all of g. The extension is still denotedÃ
by D, and is a derivation of g. We letÃ
e Ä eg A s g s g [ C D , .Ã Ã Ã
and we set
e Ä Äh A s h A [ C D. .  .
Ä e Ä U e Ä .  .   ..We let D A : h A the complex dual of h A denote the affine
Ä e Ä U .  .roots. To describe D A we let i be the imaginary root in h A , defined
by
Ä0, h g h A .i h s . .  1, h s D
Then
Ä Ä ÄD A s D A j D A disjoint union , . .  .  .W I
Ä .where D A is the setW
Ä  4D A s a q ni , .  .agD A , ngZW
Ä .and D A is the setI
Ä  4D A s ni . .  4ngZy 0I
e Ä U .  .Here it is understood that a g D A is regarded as an element of h A
by setting
¡a h , h g h A .  .
X~a h s . 0, h s hi¢
0, h s D.
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Ä Ä .   ..The elements of D A respectively, of D A are called Weyl rootsW I
 .respectively, imaginary roots .
Ä .For a g D A , we setW
j s t n m E , 0 , a s a q ni ; 1.4 . .a a
 4while for n g Z y 0 , i s 1, . . . , l we set
j n s t n m H . 1.5 .  .i i
a e Ä Ä .  .Then the root space g of g A , corresponding to a g D A , is in factW
spanned by j , while the root space g ni corresponding to the imaginarya
 .root ni, n / 0 in Z, is spanned by the j n , i s 1, . . . , l. Finally, we leti
h s H , 0 , i s 1, . . . , l .i i
1.6 .y1h s yH , 2 a , a , . /lq1 a 0 00
 .where H g h A is the coroot corresponding to a . We seta 00
 4  4F s h j j j j n . 1.7 4 .  .Ä .  4agD A is1, . . . , l ; ngZy 0i a iis1, . . . , lq1 W
Ä Ä .  .Then F is a basis of g A and is called the Che¨alley basis of g A . In
Ä .particular, the structure constants of g A , with respect to F, are in Z
Ä w x.  .see 4 . Thus the Z-span, g A , of F is closed under Lie brackets.Z
Ä . We define elements a g D A , i s 1, . . . , l q 1 the affine, simplei W
.roots , by
a , i s 1, . . . , lia si  ya q i , i s l q 1,0
e Ä U .and we define fundamental weights l g h A , i s 1, . . . , l q 1, byi
l h s d , i , j s 1, . . . , l q 1, .i j i j
l D s 0. .i
e Ä U .An element l g h A is called dominant integral in the case
l h g Z , i s 1, . . . , l q 1. .i G 0
 .We will always assume that such a l is normal in the sense that l h / 0,i
for some i s 1, . . . , l q 1. For each dominant integral l, there is an
e Ä l l .irreducible g A y module V , where V contains a highest weight
vector ¨ / 0, characterized up to a nonzero scalar by the conditionsl
e Äh ? ¨ s l h ¨ , h g h A , .  .l l
Äj ? ¨ s 0, b g D A , .b l q
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where
Ä  4  4  4D A s ni j a q ni j a , .  .  .ngZ ngZ , agD A agD Aq ) 0 ) 0 q
 . where D A is the set of positive, classical roots positive with respect toq
.the order determined by the choice of simple roots a , . . . , a . Inciden-1 l
tally, we also set
D A s yD A , .  .y q
Ä ÄD A s yD A , .  .y q
Ä Ä ÄD A s D A l D A , .  .  .W , " W "
1.8 .
Ä Ä ÄD A s D A l D A . .  .  .I , " I "
The vector space V l is a direct sum of finite-dimensional weight spaces
l e Ä U .V , m g h A , wherem
l l e Ä<V s ¨ g V h ? ¨ s m h ¨ , h g h A . .  . 4m
If V l / 0, we call m a weight of V l. Furthermore, V l contains am
Chevalley lattice V l, i.e., a Z module V l such thatZ Z
i C m V l s V l 1.9 .  .Z Z
 . l l l lii Each V l V is a Z lattice of rank s dim V , in V , for m aZ m m m
weight of V l.
n
j .a l l Äiii ? V : V , n g Z , a g D A . .  .Z Z G 0 Wn!
iv V l s V l . . @Z m , Z
m
 w x.see 4 .
2. GROUPS
For any commutative ring R with multiplicative identity, we set
V l s R m V l, V l s V l l V l, V l s R m V l .R Z Z m , Z m Z m , R Z m , Z
Ä .For a g D A , s g R, we can define an automorphismW
x s : V l ª V l .a R R
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by
n
j .anx s s s 2.1 .  .a n!nG0
 w x.  .see 5 . In particular, we note that x s is well defined, since for anya
¨ g V l,R
n
j .a
? ¨ s 0, for n sufficiently large.
n!
With R as above, we let L be the ring of formal Laurent seriesR
s s b t i , b g R , 2.2 . i i
iGi0
with coefficients in R. We let O : L be the ring of formal power seriesR R
 .s with coefficients in R; i.e., elements as in 2.2 , with i s 0. Finally, we0
let P s t O .R R
 .For a g D A , and for
s s b t i , b g R , i i
iGi0
in L , we setR
x s s x b . .  .a aqii i
iGi0
 . l  .x s is a well-defined automorphism of V . In particular, x s is aa R a
well-defined mapping, since for ¨ g V l,R
x s ? ¨ s ¨ , s g R , i sufficiently large. .aqii
One also has
i x s q s s x s x s , s , s g R .  .  .  .a 1 2 a 1 a 2 1 2 2.3 .
ii x s q s s x s x s , s , s g L . .  .  .  .a 1 2 a 1 a 2 1 2 R
 . w xFor 2.3 and the other assertions here, we refer to 5 .
ÃlWe now specialize to the case where R s k, a field. We let G be thek
l  .group of automorphisms of V generated by the elements x s , s g L ,k a k
Ãl .a g D A . Furthermore, we wish to introduce certain subgroups of G .k
Toward this end we introduce some further notation. For our commutative
ring with multiplicative identity R, we let RU denote the units in R. For
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the case R s k, a field, we set
w s s x s x ysy1 x s , .  .  .  .a a ya a
y1 U Äh s s w s w 1 , s g k , a g D A . .  .  .  .a a a W
w s s x s x ysy1 x s , .  .  .  .a a ya a
y1 Uh s s w s w 1 , a g D A , s g L . .  .  .  .a a a k
Ãl  .We let H be the subgroup of G generated by the elements h s ,k k a
Ä U .a g D A , s g k . We also defineW
ÃlDEFINITION 2.1. The Iwahori subgroup I ; G is the subgroup gener-k k
 .  .ated by the elements x s , where either a g D A , s g O or a ga q k
 .  .  . UD A , s g P , by the elements h s , a g D A , s g O , and by they k a k
 . Uelements h s , s g k .alq 1
ÃlFinally, in our series of subgroups of G , we havek
ÃlDEFINITION 2.2. We let I : G be the subgroup generated by theU, k k
 .  .  .elements x s , where a g D A , s g O or a g D A , s g P .a q k y k
When there is no danger of confusion, we will drop the subscript k and
Ãl Ãlwrite G for G , I for I , etc.k k
3. THE HILBERT-MODULAR CONSTRUCTION
In this section and through Section 5, let k denote an algebraic number
field; i.e., a finite, algebraic extension of Q. Let J ; k denote the ring of
 .algebraic integers of k. Let r respectively, 2 r denote the number of1 2
 .real respectively, complex imbeddings of k, and let s , . . . , s denote the1 r1
real imbeddings of k and s , . . . , s a family of complex imbeddings,r q1 r qr1 1 2
one from each conjugate pair.
We let
ÃlG , s realR ilÃ ÃG s s G s s .  .i i l ÃG , s complex,C i
and we set
r qr1 2
Ã ÃG s G s . 3.1 .  . i
is1
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Ã l ÃWe write G for G whenever we wish to keep track of the highest weight
Ãll. We then have a diagonal imbedding of G ,k
Ãl Ãd : G ª G, 3.2 .k
given by
d g s g s i see below for explanation of notation . 3.3 .  .  .  .i
We let V l s J m V l. We letJ Z Z
V l , s realR ilV s s .i l V , s complex.C i
We let
Ãl Ã Ãl l l<G s G s g g G g V : V . 3.4 . 4 .J J k J J
Ã  .Then d restricted to G gives an imbedding again denoted by dJ
Ã Ãd : G ª G.J
s i  . s iOne word of explanation about the notation ``g '' in 3.3 : To obtain g ,
we take the matrix components of g with respect to a basis of V lZ
 w x .consisting of weight vectors. The existence of such a basis is proved in 4 .
We then let g s i be the element obtained from g by applying s to thei
matrix coefficients of g with respect to such a basis. We set
Ã l Ã Ã ÃG s G s d G : G. .J
Ã .Now each G s has an Iwasawa decomposition, which we now proceedi
w xto recall from 5 . First we remark that this Iwasawa decomposition will be
 .basic in describing a fundamental domain constructed from ``Siegel sets''
Ã Ã .for the action suitably twisted by a degree operator of G on G.
ÃLet F denote either the field R or C. In G we consider the subgroupF
H , and we consider two subgroups H , H of H defined as follows:F F , u F , q F
H s subgroup of H generated by the elements h s , s g R . .F , q F a ) 0
H s subgroup of H generated by the elements h s , .F , u F a
< <s g F with s s 1.
One then has a direct product decomposition
H s H HF F , q F , u
 w x.see 5, Section 16 .
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Äw x   ..On the other hand, we recall from 4 that g s g A admits a ``com-Ã
Ä Ä .  .pact form'' k A , which is real subalgebra of g A , such that
Ä Äg A s C m k A , .  .
Ä .  .  w x.and the invariant bilinear form t , on g A see 4 is negative semidefi-
UÄ Ä Ä’ .  .  . nite, when restricted to k A . We set q A s y 1 k A , and let x x g
Ä ..g A denote the conjugate of x with respect to q; i.e., if
Ä’x s q q y 1 q , q , q g q A , .1 2 1 2
then
U ’x s q y y 1 q .1 2
This having been said, the vector space V l admits a positive-definiteF
 4Hermitian, inner product , , such that
 .i Any two weight spaces corresponding to distinct weights are
orthogonal.
 4 lii ¨ , ¨ g Z, for ¨ , ¨ g V . . 1 2 1 2 Z
U l Ä 4  4iii x ? ¨ , ¨ s ¨ , x ? ¨ , ¨ , ¨ g V , x g g A . .  .1 2 1 2 1 2 F
 w x.see 4 .
DEFINITION 3.1. We let
Ã Ãl Ãl U<  4K s K s g g G the adjoint g , of g with respect to , , .F F F
is defined and gU s gy1 .4
ÃRemark 3.1. When there is no danger of confusion, we will write K for
ÃK .F
 w x .We then have see 5 , Lemma 16.15 :
 .THEOREM 3.1 Iwasawa decomposition .
Ãl ÃlG s K H I ,F F F , q U , F
with uniqueness of expression.
We set
R, s realiF si  C, s complex,i
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and
Ã ÃK s s K .i Fi
H s s H actually H s H ! .  .q i F , q R , q C , qi
H s s H .u i F , ui
I s s I , .U i U , Fi
I s s I , .i Fi
etc. For each s , we have from Theorem 3.2,i
Ã ÃG s s K s H s I s , 3.5 .  .  .  .  .i i q i U i
with uniqueness of expression.
We set
Ã ÃK s K s , . i
i
H s H s , .q q i
i
I s I s . .U U i
i
 .From 3.5 , we then have
Ã ÃG s KH I , 3.6 .q U
with uniqueness of expression.
 .We have a further refinement of the decomposition 3.6 , deriving from
a decomposition of the group H . In H we define the two subgroups Mq q
Ã  .and A as follows. First, each H s is in fact naturally identified withq i
H , so we have a diagonal imbeddingR , q
dq
H ¨ H .R , q q
ÃWe let A ; H be the image of d . On the other hand, each of theq q
 .  .  . Uelements x s , s g F , w s , h s , s g F is identified with an elementa j a a j
Ã Ãl Ã .  .in G s s G , and we let the corresponding elements in G s bej F jj
s j . s j . s j .denoted x s , w s , h s , respectively. We then let M : H be thea a a q
subgroup generated by all r q r -tuples:1 2
hs j s , . .a j js1, . . . , r qr1 2
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with s g R andj ) 0
r qr1 2
s s 1. j
js1
We then have
ÃH s M A direct product , 3.7 .  .q
and hence, also
Ã Ã ÃG s KM AI , 3.8 .U
with uniqueness of expression.
Now consider the intersection
ÃG l H .q
We have
LEMMA 3.2. One has
ÃG l H : M,q
Ãand furthermore, G l H is a discrete subgroup of M with compact quotient.q
Proof. If h g H , then h is given by an r q r -tuple,q 1 2
j j Ãh s h , h g G s . .  .js1, . . . , r qr j1 2
Each h j in H has a representationF , qj
h j s hs j j j ??? hs j j jlq 1 , j j g R . . .a 1 a i ) 01 lq1
Ã q lIf h g G l H , then relative to a Z-basis of V consisting of weightZ
j  s j.U s jvectors, h has matrix coefficients in J , the units of the ring J .
Hence,
r qr1 2
 .  .m h m h1 lq1j jj ??? j s 1, 3.9 . .  . 1 lq1
js1
for every weight m of V l.
 .  j .Taking logs in 3.9 the j are in R ! ,i ) 0
r qr r qr1 2 1 2
j jm h log j q ??? qm h log j s 0. 3.10 .  .  . 1 1 lq1 lq1 /  /
js1 js1
Choose weights m , . . . , m of V l, so that the matrix1 lq1
m h . .i j i , js1, . . . , lq1
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l Ä  ..is invertible the weights of V span the dual space of h A . It then
 .follows from 3.10 that
r qr1 2
jlog j s 0, i s 1, . . . , l q 1, i
js1
or
r qr1 2
jj s 1, i s 1, . . . , l q 1. i
js1
This proves h g M.
Ã ÃFinally, thanks to the Dirichlet unit theorem, G s G l M is a discreteM
subgroup of M with compact quotient.
ÃWe let V be a relatively compact, fundamental domain for G in M;M M
then
Ã Ã <  4V G s M, g g G V g l V / B s identity . 4M M M M M
4. REPRESENTATIONS AND THE HILBERT-MODULAR BASIS
We fix a Z-basis
 4B s ¨ i is1, 2, . . . ,
of V l, consisting of weight vectors. For now, we assume k is a GaloisZ
 .extension of Q, and we let s , . . . , s be the elements of G s Gal krQ .1 r
Furthermore, we will assume k is real and since it is Galois, then totally
.real . In this case r coincides with the number we previously called r , the1
number of real imbeddings of K. For each j s 1, 2, . . . , r, we have the
vector space
V l s s V l s F m V l, s V l .  .j F j Z Rj
Ãl Ã Ã r Ã .  .and the group G s G s . The group G s  G s acts on the tensorF j js1 jj
product space
m V l s s Vl. .j j
Ã .   ..Thus if g s g g g G s is in G, and if we consider u s m u ,j j j j j j
l .u g V s , thenj j
g ? u s m g ? u . .j j j
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We have fixed a Z-basis
 4B s ¨ i i
l  . l .of V , and for each s , we let ¨ s denote the element in V sZ j i j j
corresponding to ¨ in V l. We seti
B s s ¨ s . .  . 4j i j i
For a multi-index
ª
j s j , . . . , j , j g Z , for m s 1, . . . , r , .1 r m ) 0
we set
ªv s ¨ s m ??? m ¨ s , .  .j j 1 j r1 r
and we let
ª ªC s v . 4j j
We have an action of G on Vl, which we define by an action on the basis
ª .C or equivalently, on the multi-indices j :
s
ª ªsv s v , .j j
where
ªsj s j , . . . , j , .s 1. s  r .
 .with the s i defined by
s sy1 s s .i s  i.
We then partition C into G-orbits, and for a given G-orbit O : C , and
ª ªfor v g O, we let G s the isotropy subgroup of v , and then letj 0 j0 0
k : k0
be the fixed field of G . To k g J : k, we set0
k s k s g J l k .0 d f 0
sgG0
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 .We let J : k be the sub Z y lattice of J l k , consisting of all k0 0 0 0
defined as above, and let
h , . . . , h1 s
be a Z-basis of J . We then consider the elements0
s sª < <m s h v , m s 1, . . . , s ; s s dim k s GrG .m m Q 0 0j0
sgG _ G0
The square matrix
h s . ms 1, . . . , s ; sgG _ Gm 0
 w x.is nonsingular as follows from the Corollary to Theorem 12 in 1 , and so
ª
ªthe m 's are a basis for the span of the v 's, j g O.m j
In this way, for each G-orbit O : C , we construct a family F of m 's,O m
and then we let
D s D F .O O
Then D is a basis for Vl.
LEMMA 4.1. If k g J, then
ss ªk w g Z y span of D. . j
sgG
ª ªlProof. Let V be the Z-span of D. We can assume that j s j , theZ 0ª
distinguished element we have chosen in the orbit of j. Then
s tss tsª ªk v s k v .  .  j j0 0
sgG sgG _ G tgG0 0
sts ª) s k v . .  .  j0 /
sgG rG tgG0 0
Now
k t g k l J , 0
tgG0
and so has an expression
s
tk s n h , n g Z;  i i i
is1tgG0
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U .then the expression
s s
s ss sª ªs n h v s n h v s n m .    i i i i i ij j /0 0
is1 is1 is1sgG rG sgG rG0 0
We can now prove
Ã lPROPOSITION 4.2. Let g g G; then g lea¨es V in¨ariant.Z
Proof. We wish to consider the matrix elements of g with respect to
X X Ã l .the basis D. First, g s d g , g g G . With respect to the basis B of V ,J R
g X has matrix coefficients given by
g X ? ¨ s g n¨ , g n g J .m m n m
n
Then for k g J,
s sªg ? k v j /
sgG
s k sg ? ¨ m ??? m ¨ . j js 1. s  r .
sgG
s s1 rs m m1 rs k g ??? g ¨ m ??? m ¨ . .  .  j j m ms 1. s  r . 1 r
m , . . . , msgG 1 r
s s1 rs m m1 rs k g ??? g ¨ m ??? m ¨ . .   .  .j j m my1 y1s s s s 1 r1 r
m , . . . , msgG 1 r
 . y1If s j s q, then be definition s s s s , so s s s s , and so the lastj q j q
expression in the above computation equals
s s s s s1 rs m my1 y1s 1. s  r .k g ??? g ¨ m ??? m ¨ .   /  /j j m y1 m y1s s s 1. s  r .1 r
m , . . . , msgG 1 r
s s s sX X s1 rs m m1 r X Xs k g ??? g ¨ m ??? m ¨ . .  .  j j m m1 r 1 r
X Xm , . . . , msgG 1 r
ss s
X X X X)) s k n ¨ m ??? m ¨ , .  .  m ? ? ? m m m1 r 1 r
X Xm , . . . , m sgG1 r
where
s sX X1 rm m1 rX Xn s g ??? g g J . .  .m ? ? ? m j j1 r 1 r
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 . lBut by Lemma 4.1, it follows that the expression )) is in V . On theZ
other hand, consider
s sªm s h vm m j0
sgG _ G0
s
st ªs k v for some k g J .  j / 0
sgG _ G tgG0 0
s ts st sª ªs k v s k v . .  j j /0 0
sgG _ G tgG sgG0 0
lIt thus follows from the earlier computation that g ? m is in V .m Z
 4 lWe define a positive-definite inner product , on V as follows. We
 4 l first note that the inner product , on V yields an inner product stillR
 4. l . l  4 l l .denoted , on V s ( V . The inner product , on V s m V s isj R j j
then simply the tensor product of these inner products on the factors.
 4Next, we consider the inner product z , z of two elements z , z in1 2 1 2
Vl. We wish to show that such inner products are in Z. For this it suffices,Z
by the last computation in the proof of Proposition 4.2, to show that if for
ª ª
two multi-indices j and j and for two elements k , k in J, we set1 2 1 2
s sª§ s k v ,2 1 j1
sgG
s sª§ s k v ,2 2 j2
sgG
then
 4§ , § g Z.1 2
To see this, we argue as follows:
s sª s
s
ª 4§ , § s k v , k v 1 2 1 2 5j j1 2
sgG sgG
s t s t s t st
y1
ªª ª ªs k k v , v s k k v , v  5  51 2 1 2 jj j j 21 2 1
s , t s , t
 y1 .set r s st , so s s rt
tr rrt t rª ªª ªs k k v , v s k k v , v . .   5  51 2 j 1 2 jj j /2 21 1
r , t r t
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r
ªª 4But since v , v g Z, and sincejj 21
trk k g Z . 1 2
t
 r .k k g J , we have that the last expression from the above computation is1 2
in Z. Hence we have proved
LEMMA 4.3. If w , w g Vl, then1 2 Z
 4w , w g Z.1 2
Ã5. THE FUNDAMENTAL DOMAIN FOR G l I IN I .U U
Ã ÃWe set G s G l I and we set I s I l G . We letU U U, J U, k J
ÃlU s subgroup of G generated by the elements x s , .O R a
a g D A , s g O .q R
O : L , recall is the ring of power series in the indeterminate t withR R
.coefficients in R .
y ÃlU s subgroup of G generated by the elements x s , .P R a
a g D A , s g P s t O . .y R R
l ÃlWe also let T : G be the subgroup generated by the elementsO R
h s , a g D A , s g OU , .  .a R
h s , s g RU . .a lq 1
w x.Then we have 8
I s U T lUy , with uniqueness of expression. 5.1 .R O O P
 .We now fix an order on the positive, classical roots D A , so a - b ,q
whenever the level of a is less than the level of b. Similarly, we fix an
 . order on D A , consistent with levels if we wish, we may even take thesey
 .to be orders on D A , which correspond to each other in an obvious"
.  X y.sense . Each element u of U resp., u of U has a unique expressionO P
u s x s t , s t g O .  . . a a a R
 .agD Aq
resp., uX s x s X t , s X t g P , .  . . a a a R /
 .agD Ay
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 .where the products are taken with respect to our fixed orders on D Aq
 .and D A , respectively. It then follows that every element j g I has any R
expression
j s x s t h x s X t , .  . .  . a a a a /  /
 .  .agD A agD Aq y
5.2 .
s t g O , a g D A ; .  .a R q
X ls t g P , a g D A ; h g T , .  .a R y O
 .where products  are taken with respect to our fixed orders on D A ."
Moreover, we have
LEMMA 5.1. The subgroup I ; I consists of all x g I such that inU, R R R
 .the abo¨e expression 5.2 for x, the element h may be written as
l
Uh s h s t , s t g O , .  . . a i i Ri
is1
with
s t ' 1 mod t . .i
 .Remark 5.1. For x g I the decomposition 5.2 is a decompositionU, R
into ``root group'' components and is the analogue of a corresponding and
.well-known result for the unipotent radical of a Borel subgroup, in the
finite-dimensional case.
We can now define what is meant by the ``simple root components'' of
x g I . For the affine, simple roots a , . . . , a , we have a , . . . , a corre-U 1 lq1 1 l
sponding to simple, classical roots a , . . . , a , while a s ya q i,1 l lq1 0
where a is the highest root with respect to the ordering determined by0
.  .the simple roots a , . . . , a , and i is the primitive imaginary root defined1 l
in Section 1. For i s 1, . . . , l, we set the a -component of x equal toi
x s , .a ii
where s g R is defined byi
s t s s q o t , .  .a ii
  ..in the decomposition 5.2 . By the a -component of x we meanlq1
x sX s x tsX , .  .ya qi ya0 0
  ..where in 5.2
s X t s sX t q o t 2 . .  .ya 0
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We let x denote the a -component of x. Thusa ii
x s , i s 1, . . . , l .a iix s X X Xai  x s s x ts , i s l q 1 and now set s s s . .  .  .ya qi ya lq10 0
 . lFor a classical root a g D A , with a g  u a , u g Z, we setis1 i i i
l
level a s u . .  i
is1
 .  . For s t g O , we set i s s order of the zero of s at t s 0 soR
 . .  .i s G 0 . For x g I with the decomposition 5.2 , we setU
level s t s level a q i s t h , .  . .a a
level s X t s level a q i s X t h .  . .a a
  . X  . .where h s level a q 1, and where for s , level a - 0 . We define0 a
the Weyl level of x by
X 4Weyl level x s min level s t , level s t . 4  4 .  .  . 4 .agD A  .a a agD Aq y
 .The Weyl level of x does not depend on the orders we choose on D A ."
 .  . X  .XMoreover, if Weyl level x s j, then for all s t , s t of level j, we havea a
s t s c t i q higher order terms, .a a
s XX t s cX X t i
X
q higher order terms, .a a
X X  .  i.where level a q ih s level a q i h s j. We say x c s x c t ,aqii a a a
 X .  X iX .X Xx c s x c t are Weyl components of the minimum Weyl le¨el.a qii a a a
 .These components do not depend on the orderings we choose on D A ."
The reason the Weyl level of x and the components of the minimum Weyl
 .level do not depend on the orderings we choose on D A , is this: write x"
l y   ..as x s x x x , x g U , x g T , x g U thanks to 5.1 . Let U beq 0 y q O 0 O y P O , i
the subgroup of U , consisting of elements of Weyl level G i; then ifO
 .i s Weyl level x , then i is characterized as the smallest element in0 q 0
Z such that x is nontrivial, mod U . Furthermore, we can thenG 0 q O , i q10
read off the components of x of minimal Weyl level, from the projectionq
of x mod U . Similar observations hold for x and Uy.q O , i q1 y P0 ÃlNow consider g g G l I , and considerJ U, R
w 1 ? ¨ s ¨ , where k g Z is defined by k s l h , .  .a l lyk a G 0 ii i
where ¨ g V l is a primitive, highest weight vector. We note that thel Z
vector ¨ is a primitive vector in V l, and is a weight vector correspond-lyk a Zi
ing to the weight l y k a .i
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 k .LEMMA 5.2. j rk! ? ¨ s "¨ .a lyk a li i
Proof. We have
j k j ka yai iw 1 ? ¨ s " ¨ , .a lyk a li ik ! k!
 k .  wand so it suffices to show j rk! ¨ s "¨ . However see 6, Lemmaya l lyk ai ix.2.9 ,
w 1 ? ¨ s "¨ s x 1 x y1 x 1 ? ¨ s x 1 x y1 ? ¨ .  .  .  .  .  . .a l lyk a a ya a l a ya li i i i i i i
j kyais ¨ q higher weight components.lk !
Here, by ``higher weight components'' we mean higher with respect to the
partial ordering on the weights:
m F m , when m s m q u a q ??? qu a ,1 2 2 1 1 1 lq1 lq1
where u , . . . , u are in Z ..1 lq1 G 0
It then follows that the higher weight components are zero and
j kyai ¨ s "¨ .l lyk aik !
 .Assume now that l h ) 0, and consideri
g ? ¨ s g ? ¨lyk a a lyk ai i i
w xby the proof of Proposition 2.6 in 8 , and the
characterization of G , G , therein. Also see Corollary 6.5, below.i 0
j kaiks ¨ q ??? qs ¨lyk a i lyk ai ik !
s ¨ q ??? " sk¨lyk a i li
 . kby the last lemma . But s g J, s g k, and so s g J. Hence we havei i i
shown
Ãl  .LEMMA 5.3. For g g G l I , and for l h ) 0, the a -componentJ U, R i i
 .g of g , g s x s , satisfiesa a a ii i i
s g J .i
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Now assume that l is regular in the sense that
l h ) 0, i s 1, . . . , l q 1. .i
ÃlConsider g g G l I , and the productJ U, R
g X s ggy1 ??? gy1 .a a1 l
X ÃlThe element g is still in G l I , and has simple root componentsJ U, R
g X s identity, i s 1, . . . , l.ai
 . X  .  .It follows that in the expression 5.2 for g the elements s t , a g D A ,a q
have expressions
s t s c t q higher order terms. .a a
Ä l .We now consider the Lie algebra g A , which of course acts on V . We
Ä Ä .  .have the Chevalley lattice g A ; g A , as defined in Section 1; then weZ
have the real Lie algebra
Ä Äg A s R m g A . .  .R Z Z
Ä l l Ä .  .The Lie algebra g A acts on V s R m V . We can complete g A toR R Z Z R
c Ä Ä .   .g A , with respect to the t-adic topology as a vector space g A sR R
 w y1 x . X .R t, t m g [ R h . We then have the adjoint representationi
Ãl c ÄAd: G ª Aut g A . .R R
Moreover, if we consider the classical, split, real Lie algebra g , corre-R
sponding to the Cartan matrix A, then
c Äg A rcenter ( L m g . .R R R R
l c Ä .  .For g g G , Ad g leaves the center of g A invariant, and hence, fromR R
Ad, we obtain
X ÃlAd : G ª Aut L m g , .R R R R
 w x.see 5, Sect. 18 and references therein to earlier parts of that paper . Set
X ÃlG s Ad G ; .A d , L RR
then G is a linear group, acting on the L vector space L m g .A d, L R R R RR
For g we have the Chevalley basis C given in Section 1. We order thisR
 .basis so that positive root vectors E , a g D A , are represented bya q
upper triangular matrices in the adjoint representation.
HOWARD GARLAND468
X .LEMMA 5.4. Ad I is the subgroup of all g g G such that withU, R A d, LR
respect to the ordered Che¨alley basis, as abo¨e, g is represented by a matrix
with coefficients in O , and such that the reduction of g mod t is an upperR
triangular matrix with ones on the diagonal.
w xFor the proof see 5, p. 95 .
X <  w x.It is also known that Ad is injective see 5, Lemma 18.1 . There-IU, R
fore, we can identify I with its image under AdX, as described inU, R
Lemma 5.4, above. For each j g Z , we let I  j. ; I be the congru-) 0 U U, R
ence subgroup
 j. < jI s g g I g ' 1 mod t . 4U U , R
We set
I 0. s I .U U , R
For each j G 1, there is an isomorphism of abelian groups
, j.  j.  jq1.C : I rI ª g ,U U R
such that if we let
p  j. : I  j. ª I  j.rI  jq1. , j G 0,U U U
 .denote the projection, then for s g R, a g D A , j G 1, we have
C j.(p  j. x st j s sE . .a a
5.3 .
C j.(p  j. h 1 q st j s sH . . .a a
 w x.see 5, Sect. 18 . We let G ; G be the real adjoint group,A d, R A d, LR
corresponding to the Cartan matrix A. We let U ; G be the sub-R A d, R
group of unitpotent matrices, which are upper triangular with respect to
our ordered Chevalley basis of g . We then have thatR
I 0.rI 1. s I rI 1. ( U ,U U U , R U R
and we let
p 0. : I ª UU , R R
denote the projection.
In fact, we may identify the group U with the subgroup of constantR
matrices in I when the latter is regarded, e.g., as a subgroup ofU, R
.  .G . Then from the decomposition 5.2 one deduces that each ele-A d, LR
 .ment u g U has a decomposition which in any case is well knownR
u s x s , s g R 5.4 .  . a a a
 .agD Aq
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with uniqueness of expression, and where the product is taken with
 ..respect to our fixed order on D A . We then have that for x g I ,q U, R
0. .  .that if u s p x g U , then in the decomposition 5.4 , s s constantR a
 .  .  .term of s t , where the s t are the elements in O in the decomposi-a a R
 .tion 5.2 for x.
 .  .For the Chevalley basis C of g s g A , given in Section 1, we let g AZ
 .be the Z-span of C; then of course g A is closed under Lie brackets.Z
 .  .  .  .We let g A s J m g A , g A s k m g A .J Z Z k Z Z
LEMMA 5.5. The set of all
u s x s , s g J , 5.5 .  . a a a
 .agD Aq
  ..the product taken with respect to our fixed order on D A is a group.q
Proof. It will suffice to show that for u of the above form and for
 .b g D A , s g J, the productq
ux s .b
is again of the above form. We will argue by induction on the number
 .k s e y level b call k the value of b , where e is the level of the
maximal root. For k s 0, the assertion is clear. Assume the assertion for
X X X  .all b of value k , with 0 F k - k , and now assume b g D A of valueq
k ; then
ux s s uXx s uY , 5.6 .  .  .b b b
where
uX s x s , . a a
aFb
XYu s product of x u s with a ) b , u g J . .a a a
 .Here, the order ) is the given order on D A . The fact that we can takeq
the u in J follows from the Steinberg relations for the commutators ofa
 .  .elements x u . By the inductive hypothesis, the right side of 5.6 is of thea
desired form.
Ãl 0. .LEMMA 5.6. Let g g G l I where recall I s I ; thenJ U, R U, R U
p 0. g g U . R
 .  .has an expansion 5.4 , with the s g J; i.e., in the expansion 5.2 for g , thea
 .  .constant term of each s t , a g D A , is in J.a q
Ãl 0. .  .Proof. Let g g G l I ; then by 5.4 , p g has an expressionJ U, R
p 0. g s x s , s g R. .  . a a a
 .agD Aq
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We let m g Z be the smallest positive integer such that for some) 0
 .a g D A of level m, we have s / 0. We will now showq a
 .Claim. s g J, for every a g D A of level m.a q
We will prove this claim by induction on m. If m s 1, we are done by
 .Lemma 5.3 since if a s simple root a , then s s s of Lemma 5.3 . Nowi a i
assume we have proved the claim whenever the minimal level m for which
 . Xthere exists a in D A of level m with s / 0, satisfies 1 F m - m . Weq a
then proceed to prove the claim for mX. We will prove the claim for mX by
 . Xa further induction on the number of a g D A of level m for whichÄ q
Ä Xs / 0. Among all roots b of level m with s / 0, and all simple rootsa aÄ Ä
 . X  .  .a g D A , choose a of level m , and a g D A , so that a , a isÄ Äj q i q i
maximal. It follows from the fact that the inverse of a classical Cartan
matrix has positive entries that
a , a ) 0. 5.7 . .Äi
By our choice of a , a , we haveÄi
a , b F a , a , for every b g D A of level mX . 5.8 .  .  . .Äi i q
 .In the simply laced case 5.8 is automatic from the condition that
 .  .a , a ) 0, and in fact holds for all b in D A , distinct from a . Indeed,Äi q i
 .for any two distinct positive roots b , b , such that b , b ) 0, we have1 2 1 2
2 b , b .1 2 F 2, 5.9 .
b , b .1 1
 .by the Cauchy]Schwarz inequality and the fact in the simply laced case
that all roots have the same length. On the other hand,
5 5 5 5b , b s b b cos u , .1 2 1 2
where u is the angle between b and b . It follows again using that all1 2
.  . < <roots have the same length that the left side of 5.9 equals 2 cos u .
 .Equality in 5.9 therefore implies b s "b , and hence, since b , b are1 2 1 2
both positive, b s b , a contradiction, since b , b are distinct. Hence we1 2 1 2
  . .must have since b , b ) 0 that1 2
2 b , b .1 2 s 1.
b , b .1 1
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It follows that
2 a , a 2 a , b . .Äi is 1, F 1,
a , a a , a .  .i i i i
 .  . and hence 5.8 holds for any b in D A , distinct from a all this in theq i
.simply laced case.
When there are two root lengths, but, for the moment, excluding the
case where A is of type G , we have2
2 a , b 2 a , a .  .Äi iF q 1, for any b in D A . 5.10 .  .qa , a a , a .  .i i i i
 .Indeed 5.10 holds for any A that is not of type G . It follows that as long2
as A is not of type G , that for the simple reflection w corresponding to2 i
the simple root a , we havei
level w b G level w a , for all b such that level b G mX . .  .  . .  .Äi i
5.11 .
We continue with the cases of A equal to any classical, irreducible,
Cartan matrix other than that of type G . Consider with a s affine,2 i
.simple root corresponding to a i
y1X lÃg s w 1 g w 1 g G l I , .  .a a J U , Ri i
and then
y1Xp g s w 1 p g w 1 . .  .  .  .0 a 0 ai i
We have that
y1w 1 x s w 1 s x "s , .  .  .  .a a a a b aÄ Ä Äi i
where
2 a , a .i
b s a y a .ia , a .i
X  .The root b has a minimal level among all roots b g D A such that theq
 .  X .Xx entry in the expression 5.4 for p g is nontrivial. But our inductiveb 0
 X.hypothesis, applied to p g , it follows that s g J. By then consider0 aÄ
y1Yg s gx s . .a aÄ Ä
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The element g Y has the same components of minimal level as g , except
that we have eliminated the a-component. Hence, by our second inductiveÄ
hypothesis on the number of nontrivial components of level mX, we are
done. Note that if there were only one component of minimal length the
above argument would have done the trick, so that we could start the
 .second induction.
Finally, we come to the remaining case where A is of type G . Using the2
w xnotation of 3 , the positive roots of G are2
a , a , a q a , 2a q a , 3a q a , 3a q 2a .1 2 1 2 1 2 1 2 1 2
The above argument suffices to prove the claim in this case for m s 1, 2.
However, if we are dealing with m G 3, then since the x X s of level G 3a
commute among themselves, we can treat them as we did all of the x X s, aa
of a given minimal level, and the above argument again works. This
completes the proof of the Claim.
0. .Now consider g as in the statement of Lemma 5.8. Then p g has an
 .expansion 5.4 . By the claim, we certainly have that s , i s 1, . . . , l is in J.a i
We consider the product
l
Xg x ys s g . . a ai i
is1
X Ãl 0. X .The element g is again in G l I , but now the element p g hasJ U, R
 .an expansion 5.4 , where all of the s are zero. We now consider thea i
 .  . 0. X.components x u of minimal level for the expansion 5.4 of p g .a a
We multiply g X on the right by the product of the inverses of these
Y Ãl 0. Y .components, and obtain an element g g G l I so that p g hasJ U, R
 .  .an expansion 5.4 where now all of the s are zero for level a F 2.a
0. .Proceeding in this way, level by level, we find that finally, p g has an
expression
X0.p g s product of some x u s, u g J , a g D A . .  .  .a q
0. .  .By Lemma 5.5, this implies that p g has an expansion 5.4 with the
s g J, and hence proves Lemma 5.6.a
 .   ..  .DEFINITION 5.1. Let h A resp., h A be the J-span resp., k-spanJ k
of H , . . . , H . Let L be the set of all1 l L
l
b H , b g R, i i i
is1
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such that
l
b a H g J , m s 1, . . . , l ; . i m i
is1
  .then L is a Z-lattice of rank rl, and h A is a Z-sublattice of maximalL J
.rank .
 .  .DEFINITION 5.2. We have g A s h A [ @ JE , and we letJ J a g D A. a
 .   .  .g A s L [ @ JE then g A is a Z-lattice of rank r dim g ,L L a g D A. a L C
 . .containing g A as a Z-sublattice of maximal rank .J
 .LEMMA 5.7. For e¨ery j G 1, there exists a Z-lattice L j ,
g A : L j : g A , .  .  .J L
so that
 j.  j. Ãl  j.p (C G l I s L j . . .J U
Proof. We begin by noting
2 b , a .0  4F 1, b g D A y ya . 5.12 .  .y 0a , a .0 0
 .We can prove 5.12 by applying the Cauchy]Schwarz inequality:
5 5 5 52 b , a 2 b a .0 0F F 2,2a , a 5 5 . a0 0 0
since a is a long root.0
However, if we have equality
2 b , a .0 s 2,
a , a .0 0
then
5 5 5 5b , a s b a ; .0 0
i.e.,
5 5 5 5 < < 5 5 5 5b a cos u s b a ,0 0
where u is the angle between a and b. It would then follow that0
b s ya , which is a contradiction. Hence0
2 b , a .0
- 2.
a , a .0 0
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 .  .  .However, one also has that 2 b , a r a , a g Z, and hence 5.120 0 0
holds.
Next, we observe
w 1 s "w 1 h yt . 5.13 .  .  .  .a a alq 1 0 0
 .  .  .To prove 5.13 , recall first that by definition of w 1 , w t :a yalq 1 0
w 1 s x 1 x y1 x 1 .  .  .  .a a ya alq 1 lq1 lq1 lq1
s x t x yty1 x t s w t . .  .  .  .ya a ya ya0 0 0 0
On the other hand,
y1w 1 h yt s w 1 w yt w 1 s "w t , .  .  .  .  .  .a a a a a ya0 0 0 0 0 0
where the last inequality is obtained by a computation in SL !2
  .  4.Next again for b g D A y a considery 0
y1jw 1 x t s w 1 s g R .  .  .  .a b alq 1 lq1
y1 y1js w 1 h yt x t s h yt w 1 by 5.13 .  .  .  .  .  . .a a b a a0 0 0 0
 .  . y12 a , b r a , aj 0 0 0s w 1 x t yt s w 1 .  .  . .a b a0 0
 .  .2 a , b r a , aj 0 0 0s x b "t t s , .  . .va0
where v is the Weyl reflectiona0
2 m , a .0 U
v m s m y a , m g h A . .  .a 00 a , a .0 0
 .Now, thanks to 5.12 ,
2 a , b .0 s y1 or 0
a , a .0 0
  . .since b g D A , the value must be F 0 , and so the last expression iny
the above computation yields
x "t js , a , b s 0 .  .b 0y1jw 1 x t s w 1 s 5.14 .  .  .  .a b a jy1lq 1 lq1  Xx "t s , a , b / 0, .  .b 0
 .  4 Xwhere b g D A y ya , b s b q a . In the latter case, notey 0 0
Weyl level x X "t jy1s - Weyl level x t js . .  .b b
HILBERT-MODULAR LOOP GROUPS 475
Ãl  j.  .Now if we consider g g G l I , j G 1, and if in the expansion 5.2J U
we have
s X t s sX t j q o t jq1 , .  .ya 0
X then note that if j s 1, then s g J by Lemma 5.3 the a -componentlq1
 X. X .g of g is just x s , and s is the ``s'' of Lemma 5.3 .a a lq1lq 1 lq1
Now for any jX G 2,
X y1Y jw 1 x s t w 1 .  .  .a ya alq 1 0 lq1
X y1 y1Y js w 1 h yt x s t h yt w 1 by 5.13 .  .  .  .  .  . .a a ya a a0 0 0 0 0
X y1Y j y2s w 1 x s t w 1 .  .  .a ya a0 0 0
s x "sY t j
Xy2 ; .a0
i.e., we have
X y1 X XY Yj j y2  j y2.w 1 x s t w 1 s x "s t g I .  .  .  .a ya a a Ulq 1 0 lq1 0
sY g R, jX G 2 . 5.15 .  .
 .Next, consider b g D A , and for j G 0, s g R,q
y1j j 2a , b .ra , a .0 0 0w 1 x st w 1 s x "st t , 5.16 .  .  .  .  .a b a v  b .lq 1 lq1 a 0
 .thanks again to 5.13 .
We shall now prove the lemma by induction on j G 1. If for some j G 1,
s t s s t j q o t jq1 , s g RU , .  .Ä Äya ya ya0 0 0
then if j s 1, s g J by Lemma 5.3, while if j G 2, and ifya 0
y1Xg s w 1 g w 1 , .  .a alq 1 lq1
 .  .  .  .then by 5.12 , 5.14 , 5.15 , 5.16 , it follows that
X Ãlg g I l G ,U , R J
and that
y1jw 1 x t s w 1 .  .Ä /a ya ya alq 1 0 0 lq1
is a Weyl component of g X of minimum Weyl level. If j G 3, it then follows
 .from an inductive hypothesis on j or if j s 2, from Lemma 5.6 that
s g J .ya 0
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If, on the other hand, for j G 1,
s t s o t jq1 , .  .a0
and we set
y1Xg s w 1 g w 1 , .  .a alq 1 lq1
 .  .  .  .then by 5.12 , 5.14 , 5.15 , 5.16 , it follows that
X Ãlg g I l G ,U , R J
X  .and if for some b g D A ,y
s X t s o t j , a , b X / 0; 5.17 .  .  .  .b 0
 .  .then if b g D A is an element of minimal level with the property 5.17 ,y
then g X has as a Weyl component of minimal Weyl level
y1jw 1 x t s w 1 .  .Ä /a b b alq 1 lq1
s t s s t j q o t jq1 , s g RU . .  .Ä Ä .b b b
 .But by 5.14 , and an inductive hypothesis if j G 2, or by Lemma 5.6 if
j s 1, it follows that s g J. If there are no b X as above, then setting wÄb i
equal to the simple Weyl reflection
2 a , m .i U
w m s m y a , m g h A , i s 1, . . . , l , .  .i ia , a .i i
let wX s w ??? w be an element of the Weyl group of the root systemi i1 m
 . X  .D A , so that for some b g D A with
s X t s t js X q o t jq1 , s X / 0, .  .Ä Äb b b
X  .  . X X we have w ? b g D A satisfies 5.17 for w ? b in place of b we willy
 .  jq1. X  . .Xconsider the case where s t s o t , for all b g D A , below . Letb
wX s w 1 ??? w 1 . .  .a ai i1 m
Then we apply the above argument to
g s wXg wXy1Ä
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in place of g . In any event, we obtain
 j. ÃlIf j G 1, g g I l G ,U J
l
 j.  j.if p (C g s u E q u H , .  a a i i
5.18 . . is1agD A
and if u s 0,ya 0
then all of the u g J , for a g D A . .a
This follows from the above argument and an induction on the number
of nonzero u . If, on the other hand, u / 0, then we have proved thata ya 0
u g J, and we simply replace g byya 0
gx yu t j s g Y , .ya ya0 0
 .  Y .  .and apply 5.18 . g , g have the same u for a / ya . Hence 5.18 cana 0
be strengthened to
 j. Ã jIf j G 1, g g I l G ,U R
l
 j.  j.if p (C g s u E q u H , . 5.19 . a a i i
 . is1agD A
then all of the u g J , for all a g D A . .a
So now, what about the u ? Replacing g byi
g X s g x yu t j , . a a
 .agD A
 .we may assume u s 0, a g D A ; thena
l
 j.  j.  j.  j. jp (C g s p (C h 1 q u t . 5.20 .  . . a ii /is1
We consider
gx 1 gy1 , i s 1, . . . , l , .ai
and compute mod t jq1:
l
y1 y1 jq1 jgx 1 g s hx 1 h mod t , h s h 1 q u t . 5.21 .  .  . .a a a mi i m
ms1
 .However, the right side of 5.21 equals
l
 .a hi mj lÃg s x 1 q u t g G . .a m Ji  /ms1
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It follows from what we have already proved, since g has no ``h-compo-
 .nent'' in its decomposition 5.2 , that
l
 .a hi mj1 q u t g O , i s 1, . . . , l. . m J
ms1
In particular, the coefficient of t j:
l
a h u g O , i s 1, . . . , l. . i m m J
ms1
It follows that
p  j.(C j. g g L , . L
and the Lemma follows.
 .Recall that we have set h A equal to the Z-span of H , . . . , H , andZ 1 l
 .g A equal to the Z-span of the Chevalley basis C defined in Section 1.Z
For any commutative ring R with unit, we set
g A s R m g A , .  .R Z Z
h A s R m h A . .  .R Z Z
Then for each i s 1, . . . , r, we set
h s s h A , .  .i R
g s s g A . .  .i R
We set
l
g A s g s , .  .@ i
is1
l
h A s h s ; .  .@ i
is1
then we consider the diagonal imbedding
d : g A ¨ g A , .  .k
given by
j ¬ j s i , . is1, . . . , r
where if
m
j s e m x , e g k , x g g A , . j j j j Z
js1
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then
m
s si ij s e m x g g s . . j j i
js1
By restriction, we then obtain diagonal imbeddings,
d : g A ¨ g A , d : g A ¨ g A , d : L j ¨ g A , .  .  .  .  .  .J L
and
d : h A ¨ h A , d : h A ¨ h A , d : L ¨ h A . .  .  .  .  .k J L
  ..   ..   ..  .One has that d g A , d g A , d L j are discrete subgroups of g A ,J L
  ..  .with compact quotient, and similarly, d h A , d L are discrete sub-J L
 .groups of h A with compact quotient.
0  .For each j g Z , we let D : g A be an open, fundamental parallel-G1 j
  ..ogram for d L j , which we take to be centered and symmetric about the
origin. We let D s D 0 union precisely enough lower dimensional facesj j
  ..so that D is a precise fundamental domain for d L j .j
We now consider the group
r
I s I s , .@U U j
js1
 .introduced in Section 3, where each I s is a copy of I . Now eachU i U, R
j g I is an r-tuple,U
j s j j g I s ( I . . .j j U j U , Rjs1, . . . , r ,
 .Then each j has an expression as in 5.2 ,j
j s x s t h x s X t , 5.22 .  .  . .  . j a a , j j a a , j / 
 .  .agD A agD Aq y
 .and h has an expression as in Lemma 5.1j
l
Uh s h s t , s t g O , .  . .j a j , i j , i Ri
is1 5.23 .
s ' 1 mod t .j , i
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We consider the diagonal imbedding
r-times! # "
ri : J ¨ R [ ??? [ R s R ,
and we let D 0 be an open, fundamental parallelogram in Rr for J. We
take D 0 to be centered and symmetric about the origin. We let D be D 0
union precisely enough lower dimensional faces so D is a precise funda-
 .mental domain for i J .
Now the s , s X , s have expansions:a , j a , j j, i
s s sk . t k ,a , j a , j
kG0
s X s sXk .t k , sX0. s 0,a , j a , j a , j
kG0
s s sk .t k , s0. s 1,j , i j , i j , i
kG0
where of course,
sk . , sXk . , sk . g R.a , j a , j j , i
 .DEFINITION 5.3. I : I will be the subset of all j s j asD U j js1, . . . , r
 .  .above, so that in the expressions 5.22 , 5.23 , we have
s0. g D , a g D A , 5.24 .  . .a , j qjs1, . . . , r
k  .and for all k G 1, the elements h g g A , j s 1, . . . , rj R
l
Xk .k k . k .h s s E q s H q s E 5.25 .  j a , j a j , i i a , j a
 . is1  .agD A agD Aq y
satisfy
h k s h k , . . . , h k g D . 5.26 . .1 r k
THEOREM 5.8. For e¨ery element j g I , there exist unique elementsU
Ãg g G, i g I , so thatD
jg s i .
Proof. First consider
j 0. s p 0. j g U . .j j R
Set
r-times! # "
U s U = ??? = U .R R
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A straightforward induction, using Lemma 5.6, shows that for some b g
Ãl 0 0. .G l U , we have for j s j g U,J R j js1, . . . , r
j 0d b s j 0 g U note d b g U , .  . . .j js1, . . . , r
0  .where each j has an expression 5.4 :j
j 0 s x s , s g R, .j a a , j a , j
 .agD Aq
with
s g D , for all a g D A . .  .a , j qjs1, . . . , r
 .For q G 1 in Z, let P q be the proposition:
Ãl .P q : For all m g Z, 0 F m F q, we can find elements g g G l I ,m J U, R
so that
g ' identity mod t m ,m
and
Äjd g ??? g s j , .0 q
where
Ä Ä Äj s j , j g I , /j j U , Rjs1, . . . , r
Ä  .  .  .  .with each j having an expression 5.22 , 5.23 , with 5.24 , 5.26 valid forj
k s 1, . . . , q.
 .  .  .P 0 has just been proved take g s b , above . Assuming P q to be0
Ä qq2 .true, we proceed to prove P q q 1 . We consider j mod t , and the
Äelement for j j
l
Xqq1.qq1 qq1. qq1.h s s E q s H q s EÄ Ä Ä Ä  j a , j a j , i i a , j a
 . is1  .agD A agD Aq y
 k .in place of the h for j . We may choose elementsj j
k qq1 a g D A , k qq1 i s 1, . . . , l , k X qq1 a g D A .  .  . .  .a q i a y
in J, so that if we set
l
X qq1qq1 qq1t s k E q k H q k E ,  a a i i a a
 . is1  .agD A agD Aq y
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then
h qq1 q t s j ,Ä .j js1, . . . , r
l
ss s jj j X qq1s qq1 qq1jt s k E q k H q k E , .  .  .  d f a a i i a a / . is1  .agD A agD Aq y
 .satisfies 5.26 for k s q q 1; i.e., it lies in D .qq1
Consider the element
l
X X qq1qq1 qq1 qq1 qq1 qq1b s x t k h 1 q t k x t k ; .  .  .  a a a i a ai
 . is1  .agD A agD Aq y
then we have
Ä X X ÄUjd b s jd g ??? g d b s j , say, .  .  .0 q
with
ÄU ÄUj s j , /j js1, . . . , r
ÄU  .  .  .and with the j now having expressions 5.22 , 5.23 , with 5.24 valid,j
 .  . Xand 5.25 ] 5.26 valid for k s 1, . . . , q q 1. We then take g s b , andqq1
 .so obtain P q q 1 , and hence complete the induction.
But note that the infinite product
g ??? g ???1 q
converges in the t-adic topology to a limit g , say, in I . ThenU, R
jd g g I . . D
We are left only with the uniqueness assertion of the theorem. So
Ãassume i , i g I and g g G such that1 2 D
i g s i . 5.27 .1 2
We wish to show i s i and g s identity. First we consider the projection1 2
p 0. : I ª UU
corresponding to p 0.: I ª U , and for each k G 1 in Z, the projectionU, R R
p k . : I ª I rIkq1.U U U
r-times! # "
k . k . k .I s I = ??? = I .U U , R U , R /
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 .We then have from 5.27 ,
p 0. i p 0. g s p 0. i , .  .  .1 2
and thanks to Lemma 5.6, and a straightforward induction, we obtain
p 0. i s p 0. i , p 0. g s identity. .  .  .1 2
Assume, inductively, that we have proved
p k . i s p k . i , p k . g s identity; .  .  .1 2
kq2  .We then work mod t , and note that Eq. 5.27 implies
p kq1. i p kq1. g s p kq1. i , .  .  .1 2
 .  . kq1. kq1.and using 5.2 and ``picking off'' the k q 1 -level pieces i , i of1 2
kq1. . kq1. .  kq2..p i , p i , respectively which are in the center of I rI ,1 2 U U
we have
ikq1.p kq1. g s ikq1. . .1 2
But by definition of I , we may identify ikq1., ikq1. with elements in D ,D 1 2 k
kq1. .  . kq1. . kq1.while p g g L k ; and then we must have p g s 0, i s1
kq1.  .i , since D is, by construction, an exact fundamental domain for L k .2 k
6. STRUCTURE OF PARABOLIC SUBGROUPS
For the moment, let k be an arbitrary field of characteristic 0. Set
Ã Ãl Ã ÃG s G . We consider I : G , and let N : G be the subgroup gener-k k k k k k
 . U  wated by the elements w s , s g k , i s 1, . . . , l q 1. Then see 5, Theo-aix.  . rem 14.10 I , N satisfies the Tits axioms. For each subset u : 1, . . . , lk k
Ã4  .q 1 , let P be the subgroup of G generated by the elements w s ,u , k k ai
i g u , and by I . From the theory of Tits systems, it is known that thek
 4subgroups P , as u varies over subsets of 1, . . . , l q 1 , give all of theu , k
Ã X Xsubgroups of G that contain I . Moreover, if u / u , then P , P arek k u , k u , k
Ã  .not conjugates of each other in G again from the theory of Tits systems .k
Ã  .We let L be the subgroup of G generated by the elements x s ,u , k k " ai
i g u , s g k. We let H : H be the subgroup of all h g H such thatu , k k k
hai s 1, i g u . Here hai is defined by setting
a Ui a h .i jh s s s ; i , j s 1, . . . , l q 1, s g k , .aj
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ai  . Uand then define h by writing h as a product of elements h s , s g k ,a j jj
j s 1, . . . , l q 1. One can show that hai does not depend on the expression
 .  w xof h as a product of the h s indeed, thanks to 5, Proposition 20.2 , wea jj
  ..may assume l s mr, m g Z see 6.9 ; then j must act in a nontriv-) 0 ai
l ial manner on V for i s 1, . . . , l q 1 indeed, it follows that j actedai
l . lnontrivially on the original ``V '' . But then if h acts trivially on V , we
must have that as endomorphisms of V l,
Ad h j s j , i s 1, . . . , l q 1, .a ai i
and so hai s 1, i s 1, . . . , l q 1.
 4For any proper subset u : 1, . . . , l q 1 , we let N be the subgroup ofu , k
 . UN generated by the w s , s g k , i g u , and by H . We let W s N rH ;k a k u u , k ki
 4then for each proper subset u ; 1, . . . , l q 1 , W is a finite group gener-u
 .ated by the cosets w of the w 1 , i g u . We have from the theory of Titsi i
systems that
P s I W I .u , k k u k
We let w g W be the element of maximal length, and setu u
I s w I w l I w2 s identity . 6.1 . .u , k u U , k u U , k u
We also set
R s L Hu , k u , k k
s L , H if k is algebraically closed}see Appendix A . 6.2 .  . .u , k u , k
 .note that H centralizes L ; thenu , k u , k
THEOREM 6.1. P is a semidirect product,u , k
P s R I . 6.3 .u , k u , k u , k
We will break the proof into a series of lemmas. First note that
R , I are contained in P . We will proveu , k u , k u , k
LEMMA 6.2. R , I together generate P .u , k u , k u , k
LEMMA 6.3. R normalizes I .u , k u , k
ÃIn preparation for proving Lemmas 6.2 and 6.3, we consider for w g W
s N rH the setk k
C s D l w D . .w W , q W , y
We let
w s w ??? w 6.4 .i i1 s
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be an expression of minimal length for w in terms of the generating
elements w such an expression will be called ``reduced'' or a ``reducedi
.expression'' for w . Then s does not depend on the choice of such a
 .reduced expression; it is called the length of w and is denoted by l w .
Furthermore, one can explicitly describe C in terms of such a reducedw
 .expression 6.4 as
 4C s a , w ? a , . . . , w . . . w ? a . 6.5 .w i i i i i i1 1 2 1 sy1 s
We set
b s w . . . w ? a , k s 1, . . . , s.k i i ik ky1 k
We call the ordering b , . . . , b of C a reduced ordering with respect to1 s w
 ..the reduced expression 6.4 .
LEMMA 6.4. Fix a reduced ordering on C , with respect to the reducedw
 .expression 6.4 ; then e¨ery element x g I w I has an expressionk k
x s x wy , x , y g I , 6.6 .w w k
 .where x s  x u , u g k, the product here being taken with respectw ag C a a aw
 .to the fixed, reduced order on C . The expression 6.6 is uniquely determinedw
by x; in particular, x does not depend on the choice of reduced order on C .w w
 .  . Proof. We will argue by induction on l w . If l w s 0 i.e., if w s
.identity , there is nothing to prove. We will assume for the moment that
 .  .we have proved the lemma for l w s 1, and indeed, for 1 F l w F s y 1.
  . .Then by the theory of Tits systems l w s s, w s w . . . w ,i i1 s
I w I wXI s I w I ,k i k k k k1
where wX s w . . . w . If x g I w I , it then follows that x has an expres-i i k k2 s
sion
x s i w i wXi , i , i , i g I .1 i 2 3 1 2 3 k1
Now
X  4C s a , w ? a , . . . , w . . . w ? a ,w i i i i i i2 2 3 2 sy1 s
so
 4 XC s a j w ? C .w i i w1 1
From our assumption that the lemma holds for the case s s 1:
i w s x u w iX , iX g I , u g k . .1 i a a i 1 1 k a1 i i 1 i1 1 1
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 X X .By this, and by our inductive hypothesis applied to i i wi ,1 2 3
i w i wXi s x u w iX i wXi s x u w x uY wX y , . .  . 1 i 2 3 a a i 1 2 3 a a i a a /1 i i 1 i i 11 1 1 1
XagCw
uY g k , y g I .a k
s x u x uX wy , uX g k . . a a a a a /i i1 1
Xagw ?Ci w1
s x u wy , u g k , . a a a /
agCw
where the order of the products  , , is with respect to theXag C ag Cw w
reduced orders on C , C X , is given by the reduced expressions w s ww w i1
. . . w , wX s w . . . w , respectively.i i is 2 s
We now return to the case s s 1. We have
I s H I semi-direct product 6.7 .  .k k U , k
 w x.  .see 5, Prop. 14.17 . It follows from 5.2 and Lemma 5.1 that for
i s 1, . . . , l q 1,
I s D x u I l w I wy1 6.8 .  . .k ug k a k i k ii
 w x.by Prop. 2.6 in 8 . We then have
I w I s D x u w I by 6.8 , .  . .k i k ug k a i ki
 .which proves the existence of the expression 6.6 when s s 1.
Finally, we come to the uniqueness assertion of Lemma 6.4. We note
that with respect to an appropriate basis of V l, wy1 x w is represented byk w
 .an infinite lower triangular matrix, with ones on the diagonal, while y is
 w x.represented by an upper triangular matrix see 5, Section 12 . This
immediately implies the uniqueness assertion.
COROLLARY 6.5. The elements
x s x u , u g k .w a a a
agCw
 .the product taken with respect to a reduced order on C gi¨ e a set of cosetw
representati¨ es for
I r I l w I wy1 . .U , k U , k U , k
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Proof. Consider the mapping
I ª I w I rI ,U , k k k k
given by
i ¬ iw I rI .k k
This mapping factors through a mapping
w : I r I l w I wy1 ª I w I rI , .U , k U , k U , k k k k
which, as is easily checked, is injective. Furthermore, w is surjective by
Lemma 6.4, and the corollary now follows from Lemma 6.4
Proof of Lemma 6.2. We will use Lemma 6.4 to prove Lemma 6.2.
Consider x g P ; thenu , k
x g I w I ,k k
 .for some w g W ; then by 6.7 and Lemma 6.4, x has an expressionu
x s x wy ,w
 .as in 6.6 . But
x w g R .w u , k
 .On the other hand, by 6.7 and Corollary 6.5, y has an expression
y s hy yX ; h g H ,w ku
yX g I l w I wy1 , y s x u , u g k . .U , k u U , k u w a a au
agCwu
XBut then y g R , y g I , and Lemma 6.2 follows.w u , k u , ku
 e.ULet r g h be the dominant, integral, linear functional defined by
r h s 1, i s 1, . . . , l q 1, .i
6.9 .
r D s 0. .
For a weight
lq1
m s l y m a , m g Z i i i G 0
is1
of V l, we set
lq1
depth m s m . .  i
is1
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We choose a simple ordering - on the weights of V l, so that if depth
 .  X. X lm - depth m , m, m being two weights of V , then
m - mX .
We then choose an ordered basis
l  4C s ¨ , ¨ , . . .1 2
of V l, so thatk
i C l consists of weight vectors. 6.10 .  .
ii If ¨ g V l , ¨ g V lX , and i - j, then m F mX . . i m , k j m , k
iii C l l V l is an ordered set of the form . m , k
 4¨ , ¨ , . . . , ¨ an ``interval'' . .s sq1 sqk
Assume for now that l s mr, m g Z . We let V m r : V m r be the) 0 u k
R -invariant subspace generated by a highest weight vector ¨ g V m ru ,k m r k
 m r . m rwhich we take to be the element ¨ g C . V is contained in the1 u
direct sum of weight spaces
V m r l V m r ,u m , k
where each m is of the form
m s mr y m a , m g Z . j j j G 0
jgu
m r It follows that V is left invariant by the group I as follows fromu U, k
.Definition 2.2 .
Let C m r ; C m r be the intersectionu
C m r s C m r l V m r .u u
Choosing C m r correctly, we may assume that C m r is a basis of V m r. Thenu u
for i g I , the weight spaces of V m r give a block decomposition for theU, k u
matrix of i restricted to V m r, with respect to the basis C m r. Moreover, theu u
blocks down the diagonal are identity matrices and the matrix of i is
. m rupper triangular . Furthermore, w restricted to V is represented by au u
matrix with respect to C m r, with a corresponding block decomposition.u
Choosing C m r with a little care, we may further assume that the matrix of
w consists of blocks down the antidiagonal, which are themselves diagonalu
matrices with "1's down their diagonals.
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We let J be the weights of V l that occur as weights of V l. We noteu u
that the element w acts on J . We choose a family JX ; J , such that JXu u u u u
contains one representative from each orbit of w , andu
depth w ? m G depth m , for all m g JX . .  .u u
We can choose our order - on the weights so that
i m F w ? m for m g JX . 6.11 .  .u u
ii For m , m g JX with m F m , we have w ? m G w ? m . . 1 2 u 1 2 u 1 u 2
We further choose C l so that
C l l V l l V l, m g JX ,m , k u u
 4is an ``interval'' ¨ , ¨ , . . . , ¨ , whiles sq1 sqk
C l l V l l V lw ?m , k uu
 4is the ordered set w ? ¨ , . . . , w ? ¨ .u s u sqk
 m r .It now follows that if i g I , then the matrix with respect to C ofU, k u
w iwy1 is lower triangular with ones on the diagonal. Hence, if i g Iu u U, k
l w I wy1, then i restricted to V m r is the identity. Conversely, assumeu U, k u u
i g I restricted to V m r is the identity; then the same is true of w iwy1.U, k u u u
Set w iwy1 s k , say. Then k has an expressionu u
k s iX wiY ; iX , iY g I , w g W .k u
If w / identity, then applying iX wiY to ¨ , we obtainm r
k ? ¨ s cw ? ¨ q higher terms c g kU , .m r m r
 m r  ..which since w ? ¨ g V w ? mr / mr contradicts our earlier con-m r w?m r
clusion that k restricted to V m r is the identity. Hence k g I . Now I isu k k
a semidirect product
I s H I 6.12 .k k U , k
 w x. y1see 5, Prop 14.17 , and we have i g I , k s w iw g I . BothU, k u u k
elements are represented by upper triangular matrices with respect to the
basis C m r.u
w xNow from 5 , with a slight modification of the proof of Lemma 17.7
therein, we have that V m r is the union of an increasing family ofk
 .finite-dimensional R submodules W q g Z , where each submoduleu , k q ) 0
is homogeneous with respect to the weight space decomposition of V m r,k
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and where each W is I -invariant. It is to ensure this last condition thatq U, k
w xwe must make the ``slight modification'' of the proof in 5, Lemma 17.7 .
 4Thus, choose i g 1, . . . , l q 1 y u , and for a weight
lq1
m s mr y m a , m g Z , j j j G 0
is1
 .let the i-depth, depth m , of m be defined byi
depth m s m . .i i
w xWe then argue as in 5, Lemma 17.7 , but using the i-depth, rather than
the depth.
We then choose a basis of W , so that with respect to this basis Iq U, k
 . respectively, I is represented by upper triangular, unipotent respec-k
. y1tively, upper triangular matrices. Since k s w iw , it follows that onu u
each W , k has eigenvalues equal to 1. But then the H -component withq k
 ..respect to 6.12 of k must be equal to the identity, and hence k g I .U, k
Hence if i g I restricted to V m r is the identity, we haveU, k u
i g I l w I wy1 ;U , k u U , k u
i.e., I s I l w I wy1 is precisely the set of all i g I whoseu , k U, k u U, k u U, k
restriction to V m r is the identity. It follows that R normalizes I ,u u , k u , k
which proves Lemma 6.3 when l s mr.
We now wish to deal with general, dominant, integral l, which are
 .normal in the sense that l h ) 0 for some i s 1, . . . , l q 1. First, wei
refine the notation of Section 2 somewhat. We defined there elements
 .  . lx s , s g L , x s , s g k, in AutV . When we wish to keep track of l,a k a k
l . l .  .  .we will write x s , x s for x s , x s , respectively. Then we applya a a a
w xboth Lemma 15.7 and Theorem 15.9 of 5 to obtain that for some
m g Z there is a surjective homomorphism) 0
m r Ãl Ãm rp : G ª G ,l k k
such that
p m r x l s s x m r s , a g D A , s g L . .  .  . .l a a k
l . l .  .  .  UFurthermore, writing h s , w s for h s , w s , respectively s g k ,a a a a
Ä l U ..  .  .a g D A and h s for h s , a g D, s g L , when we wish to keepW a a k
track of the highest weight l,
p m r hl s s hm r s , .  . .l a a
m r l m r U Äp w s s w s , s g k , a g D A , .  .  . .l a a W 6.13 .
p m r hl s s hm r s , s g L U , a g D A . .  .  . .l a a k
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Therefore
p m r sends I lw I l to I m r w I m r , 6.14 .l k k k k
where we write I l for I , when we wish to keep track of l. Indeed, wek k
apply this convention to any of our subgroups R , I , etc., and we haveu , k u , k
p m r r g Rm r , r g Rl , .l u , k u , k
p m r i g I m r , i g I l , .l u , k u , k
and therefore, since we have proved Lemma 6.3 for mr,
y1m r m r m r m r l lp r p i p r g I , i g I , r g R . .  .  .l l l u , k u , k u , k
 . m r l l lHowever, thanks to 6.14 , p has a kernel contained in I s H I .l k k U, k
w x m rBut by 5, Lemma 18.1 , for example, p is injective, when restricted tol
I l , soU, k
kernel p m r : H l.l k
Hence
ri ry1 s hiX ,
for some h g H , iX g I : I .k u , k U, k
Then, arguing just as we did in the case l s mr, using the subspaces Wq
 l.but now with W : V , we can show h s identity, and hence we obtainq k
Lemma 6.3.
 4Proof of Theorem 6.1. It only remains to show R l I s identity .u , k u , k
First, if l s mr, then again utilizing the subspace V m r, we see that ifu
m r x g R l I , then since x acts trivially on V , then x s identity byu , k u , k u
.the argument in Appendix A . In general, using a suitable multiple mr of
r, we obtain that x g R l I implies x g kernel p m r. Using theu , k u , k l
 .Bruhat decomposition and 6.12 , this once again implies x g H l I ,k u , k
and hence that x s identity. This proves Theorem 6.1.
COROLLARY 6.6. We ha¨e
I s F w I wy1 .u , k w g W U , ku
Proof. Clearly, I = F w I wy1. Now by definition,u , k w g W U, ku
I s w I wy1 l I .u , k u U , k u U , k
Now
R I s P semidirect product .u , k u , k u , k
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by Theorem 6.1. Hence for all w g W ,u
w I wy1 s I .u , k u , k
X  .If we then set w s ww g W ,u u
I : wXI wXy1 l w I wy1 : w I wy1 ,u , k U , k U , k U , k
and so
I : F w I wy1 .U , k w g W U , ku
7. Q-PARABOLIC SUBGROUPS
Ã Ãl Ãl .   ..For each s , we have G s s G s G F s R, all i s 1, . . . , r . Ini i F R ii
the spirit of earlier notation, we then set
P s s P .u i u , R
R s s R .u i u , R
I s s I .u i u , R
L s s L .u i u , R
H s s H , .u i u , R
Ãl .etc. the groups on the right all being subgroups of G , and similarly,R
r
P s P s .u u i
is1
r
R s R s .u u i
is1
r
I s I s .u u i
is1
r
L s L s .u u i
is1
r
H s H s .u u i
is1
Ã .the groups defined here all being subgroups of G , etc.
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We let H ; H be the subgroup of all h g H such that h m ) 0,u , q u , R u , R
m is a weight of V l. We then have
Ãl ÃlG s K L H I .R R u , R u , q u , R
This follows from
Ãl ÃlG s K P by Theorem 3.1 .R R u , R
Ãls K R I by Theorem 6.1 7.1 .  .R u , R u , R
and
H s H H l L 7.2 .  .  .R , q u , q R , q u , R
 .as one can see by using the Lie algebra of H , andR , q
ÃlH s H l K H . 7.3 . .R R R R , q
Ä U .  .  .  .To see 7.3 , just consider h s , a g D A , s g R . We have s s "1 s ,a W q
Ã .  .  .  .  .s ) 0, and then h s s h "1 h s , with h "1 g K, h s g H .q a a a q a a q R , q
Ãl Ãl Ã .  .  .We have G s s G , and we set H s s subgroup of G si R u , q i i
corresponding to H and then setu , q
r
ÃH s H s : G. .u , q u , q i
is1
 .We define two subgroups A , M of H as follows: A s a g H ,u u u , q u i i u , q
 .  .such that a s a , for all i, j s 1, . . . , r, when we identify H s , H si j u , q i u , q j
 .with H . We let M be the subgroup of all a g H , such thatu , q u i i u , q
r
a s identity i
is1
 .when we identify each a with an element of H .i u , q
 .Now H k s Galois extension of Q, k totally real is a subgroup ofu , k
the group of k-rational points of a linear algebraic group H realized byu
l.an action of H on a sufficiently large W : V defined over k. Then, upu q
to finite index, H is just the R-rational points of the Q-torus R H . Weu k r Q u
consider the decomposition
R H s M X AX almost direct product , .k r Q u u u
where M X is Q-anisotropic, and AX is Q-split; then up to commensurabil-u u
X  X .ity, the group of R-rational points of M respectively, of A is just Mu u u
Ã .respectively, A . For u s B, M s M, A s A, and by the Dirichlet unitu u u
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Ãltheorem, M l G is a discrete, cocompact subgroup of M. Call this latterJ
subgroup M . For arbitrary u , we have M s M l H , andJ u u
M X s M X l Hu B u
 w x.this follows from Prop. 10.6 in 2 . Hence
Ãl ÃlG l M s G l M l M .  .J u J u
is an arithmetic subgroup of M , and since M X is anisotropic over Q,u u
ÃlG l M is cocompact in M .J u u
Ãl .In sum, the points are these: i Since G l M is cocompact in MJ
X Ãl .Dirichlet unit theorem , it is arithmetic in M , and hence G l M isB J u
arithmetic in the anisotropic group M X , and hence cocompact in M .u u
We have diagonal imbeddings
Ãl Ã ld : G ¨ G ,k
d : P ¨ P ,u , k u
d : L ¨ L ,u , k u
Ãletc., where the d 's, on subgroups of G , are just the restrictions of thek
Ãloriginal d on G . We havek
THEOREM 7.1. The double coset space
Ãl ÃlG _G rIJ k k
is finite.
Proof. See Appendix B.
We let
 4J s j , . . . , j1 k
Ãl Ãlbe a set of double coset representatives for G _G rI . We take j to beJ k k 1
the identity.
< <Each simple root a defines a character a on P . Indeed, we havei i B
P s H I H s H , .B R B R B
and for i g I we setB
i < ai < s 1,
 .  .and for h s h in H , h g H s , we setj js1, . . . , r R j B j
r
< a < ai i< <h s h . j
js1
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8. FAKE SIEGEL SETS
l e Ä l .We recall that V is a g A -module. In particular, D acts on V , and
we may further normalize this action so that D ? ¨ s 0, for a highestl
weight vector ¨ . D then maps the Chevalley lattice V l to itself, and hencel Z
 . l  linduces an endomorphism still denoted D of V indeed, of V for anyR R
.  .commutative ring R with unit . We let h s , s g R, be the automorphismÄ
ys D l e of V recall that the action of D is diagonalizable, and on eachR
. l  .weight space is a scalar . On V we then define an automorphism h s ,
s g R, by
h s ¨ m ??? m ¨ s h s ¨ m ??? m h s ¨ , .  .  .  .Ä Ä1 r 1 r
¨ g V l s ( V l , i s 1, . . . , r . .i i R
We have
ÃA ( H , 8.1 .R , q
Ä Ã . and so each a g D A defines a character of A corresponding to theW
 . .character a of H , by means of 8.1 ; see Section 6 . We setR , q
a ysaD .h s s e , . .
Ä .so that now each a g D A is defined onW
Ã ys DAe .
For s ) 0, s ) 0, we set
Ã Ã ai<Ah s s h g Ah s h - s , i s 1, . . . , l q 1 . .  . 4 . s
ÃWe have that G s G l M is a discrete subgroup of M, with compactM
quotient. We let V : M be a compact, fundamental domain for theM
 .action of G . Recall we have the Iwasawa decomposition 3.8 :M
Ã Ã ÃG s KM AI .U
 .Then, since h s normalizes I , we haveU
Ã Ã ÃGh s s KM Ah s I . 8.2 .  .  .U
F Ã  .By a fake Siegel set, we mean a subset S , s ) 0, of Gh s , of the forms
F Ã ÃS s K Ah s V I . 8.3 .  . .s M Us
We have:
THEOREM 8.1. There exists s ) 0 so that
k F Ã ÃD S j G s Gh s . . .js1 s j
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 .COROLLARY 8.2. If k s 1 class number one , then for some s ) 0,
Ã Ã Ã ÃK Ah s V I G s Gh s . .  . . M Ds
 .Remark 8.1. Later on see Theorem 11.3 we shall give an appropriate
extension of the corollary to the case of a higher class number.
After some preliminaries in Section 9, we will prove Theorem 8.1 in
Sections 10 and 11.
9. PRELIMINARIES FOR THE PROOF OF THEOREM 8.1
Ä Ä .  .  .We have the Chevalley Z-form g A of g A see Section 1 . We letZ
Ä Ä .  .h A be the Z-span of h , . . . , h in g A , and setZ 1 lq1 Z
e Ä Äh A s h A [ Z D , .  .Z Z
e Äg A s g A [ Z D. .  .Z Z
Ä Ä e Ä .  .  .For a commutative ring R with unit, we can define h A , g A , h A ,R R R
e Ä .and g A by tensoring the corresponding Z-algebras with R. In particu-R
e Ä e Ä .  .lar, h A , g A , etc., are defined. We haveR R
e Ä Äh A s h A [ R D. .  .R R
Ä 4  .  .For a subset u : 1, . . . , l q 1 , we let h u : h A be the linear span ofR
e Ä .  .  .the h , i g u . Fix s ) 0, and let h s h : h A be the affinei u s, u R
subspace of
Äh A q ys D , . .R
consisting of all
Äh y sD , h g h A , .R
such that
a h y sD s 0, i g u ; .i
then we have
Ä .  .  .LEMMA 9.1. h A q ys D s h u q h , with uniqueness of expres-R u
sion.
Proof. h s the set of all h y sD such that for i g u ,u
0, i / l q 1a h s 9.1 .  .i  s, i s l q 1.
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Consider the linear transformation
Ä m < <T : h A ª R , m s u , .R
h ¬ a h . .i igu
  .  .where we order the a h so that a h is the mth coordinate wheni lq1
.l q 1 is in u . Set
0
? mh s g R ,0
? 0
s
when l q 1 is in u , and
0
? mh s g R ,0 ? 0
0
otherwise. Consider
y1 Ä <  4T h s h g h A a h s 0, i g u y l q 1 , .  . .0 R i
a h s s, if l q 1 g u . . 4lq1
<Consider also T . Since the matrixh u .R
a h . .i j i , jgu
<is a classical, Cartan matrix and hence is nonsingular, it follows that T h u .
is nonsingular.
 .Hence T is surjective, and there exists exactly one element j g h u ,0
such that
T j s h . .0 0
Ä .If j g h A , andR
T j s h , . 0
then
T j y j s 0, .0
Ä .and conversely; i.e., the set of all h g h A , such that h y sD g h isR u
just
j q ker T .0
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Now
Äh u q j q ker T s h A , .  .  .0
since on the one hand,
h u q j q ker T s h u q ker T , .  .  .0
and on the other,
h u l ker T s 0, .
 .as we already noted and
dim h u s dim Im T . .
Ä  ..so use dim Im T q dim ker T s dim h A .R
On the other hand, assume
h q j q t s hX q j q tX , h , hX g h u , t , tX g ker T ; .  .  .0 0
X X   . .then h q t s h q t , so since h u l ker T s 0
h s hX , t s tX .
Hence
Äh A s h u q j q ker T , .  . .R 0
with uniqueness of expression. Hence
Äh A y sD s h u q j q ker T y sD s h u q h , .  .  . .R 0 u
with uniqueness of expression. This proves Lemma 9.1.
 .We now pass to groups. We consider the group H see Section 3 .R , q
 .  .We let H u : H be the subgroup connected in the real topologyR , q
 .corresponding to h u , and for s ) 0, we let H be the set of alls, u
 .exp h y sD , h y sD g h . We then haveu
H h s s H u H with uniqueness of expression . 9.2 .  .  .  .ÄR , q s , u
We note that
H H s H .u , q s , u s , u
X  .Next, we let I : I be the subgroup generated by all x s ,u , R U, R a
 .a g C , s g R. We then have by Theorem 6.1 and Corollary 6.5 thatwu
I s I X I semidirect product . 9.3 .  .U , R u , R u , R
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Also, from the definition of L , we haveu , R
I X : L . 9.4 .u , R u , R
  ..As we observed earlier, we have the identification see 8.1
ÄA ( H , 9.5 .R , q
and hence we have the identification
ÄAh s ( H h s . 9.6 .  .  .ÄR , q
Ä Ä Ä .  . We let A u respectively, A be the subgroup of A respectively, thes, u
Ä  ..  .  .``affine'' subset of Ah s corresponding to H u respectively, H bys, u
 .   ..  .means of 9.5 respectively, 9.6 . We then have, thanks to 9.2 ,
Ã Ã ÃAh s s A u A with uniqueness of expression . 9.7 .  .  .  .s , u
X X X Ã X .  .We let I s ( I be a copy of I in G s corresponding to I , sou j u , R u , R j u , R
we have
I s s I X s I s semidirect product .  .  .  .U j u j u j
  ..thanks to 9.3 . We then set
r
X X
I s I s , .u u j
js1
and so we have
I s IX I semidirect product . 9.8 .  .U u u
We then have
Ã Ã Ã Ã ÃGh s s KM AI h s s KM Ah s I .  .  .U U
by 3.8 , and since h s normalizes I .  . .U
Ã Ã Ã Xs KM A u A I I by 9.7 , 9.8 .  .  . .s , u u u
Ã Ã X Ã Ã Ã Ã Ãs KM A u I A I s KL M A I s KL M A I . . u s , u u u s , u u u u s , u u
To see the last equality we note that
M s M l L M direct product . 9.9 .  .  .u u
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To see this, just recall the relevant definitions: H : H consists of allu , q u , R
m l r  .h g H such that h ) 0, m is a weight of V ; H s  H s ;u , R u , q js1 u , q j
 .M s all a g H such thatu j j u , q
r
a s identity. j
js1
 s j .. rM s subgroup of H generated by all h s , s ) 0, s s 1. Thenq a j j j js1 j
 .9.9 follows from the corresponding decomposition for H , which, in turn,q
  ..follows from that for H see 7.2 :R , q
H s H l L ? H direct product . .  .R , q R , q u , R u , q
In sum:
Ã Ã Ã Ã ÃGh s s KM Ah s I s KL M A I . 9.10 .  .  .U u u s , u u
We set
 4 s a , . . . , a .Q 1 lq1
Ä  ..We may regard the elements of  and, indeed, the elements a g D AQ W
< <  .as defining characters a on P see Section 7 .B
10. FUNDAMENTAL DOMAINS}BEGINNING OF THE
PROOF OF THEOREM 8.1
In this section, we will assume dim k G 2. For the case k s Q, we haveQ
w x .already proved Theorem 8.1 in 5 , by a different argument. For u :
 41, . . . , l q 1 , s ) 0, we set
< <ai<P u , s s p g P ph s F s , i g u .  . . 5B
  . < ai <  .ai.where h s s h s . We then setd f
 4P s s P 1, . . . , l q 1 , s . .  .
Clearly, for u , u X : , s ) 0:Q
P u j u X , s s P u , s l P u X , s . 10.1 .  .  .  .
l l We let ¨ be a primitive, highest weight vector in V l V so thel l Z
.choice of ¨ is unique up to sign . For each j s 1, . . . , r, we letl
¨ j g V l s .  .l j
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be the element corresponding to ¨ . We then setl
v s m¨ j , .Äl lj
and note that for some m g Z ,0 ) 0
m v g Vl.Ä0 l Z
We choose m minimal with this property. We set0
v s m v .Äl 0 l
5 5  41r2 lWe let be the norm , on V , and for s ) 0 fixed, we let
l ÃF s F : Gh s ª R .  . ) 0
be the function
Ã5 5F gh s s gh s ? v , g g G. .  . . l
We let
 4J s j , . . . , j ,1 k
as in Section 7, be a family of double coset representatives for the double
coset space
Ãl ÃlG _G rI .J k k
We have
 4LEMMA 10.1. Let u : 1, . . . , l q 1 , and let
lq1
l s n l , n g Z , i i i G 0
is1
with n ) 0 for i g u . Let F s F l be as abo¨e and let m ) 1 be a reali
number. For b g J, set
Ã l Ã<V F s V s g g G F gh s b F mF gh s u , u g GJ . .  .  . .  . 4b , m b , m
Then there exists s ) 0, so that
ÃV h s b : K P u , s h s , 10.2 .  .  .  .b , m
and
Ã l Ã y1 ÃG h s s K P u , s h s J G. .  .  .
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ÃRemark 10.1. J is here regarded as a subset of G by the diagonal
imbedding
dlÃ ÃJ ; G ¨ G see 3.2 . .  . .k
 .Proof of Lemma 10.1. In view of 10.1 , and the left invariance of
Ã .  .P u , s by elements of P l K, it suffices, to prove 10.2 , to assume thatB
u consists of a single element i. We consider the group
P s P .i i4
We set
L s Li i4
I s Ii i4
I
X s IXi i4
M s Mi i4
A s A ,i i4
etc..
We also let
ÃlG s G l Li J i , R
 .we now set L s L . By means of the diagonal imbedding d , we mayi i4, R
Ã  .identify G with the subgroup G l L of L . Now G contains all x s , si i i i " ai
w x  w x.g J. It then follows from a theorem of Vaserstein 11 see also 12 that
G is an arithmetic subgroup of L recall that we are assuming thati i
.dim k G 2 . Indeed, one can prove more generallyQ
Ãl  .LEMMA 10.2. If c g G , where c is a product of finitely many x s , s gk a
Ä y1 Ãl .  .k, a g D A ; then d c G c l L is an arithmetic subgroup of L .W J i i
We note that c as in Lemma 10.2 is of finite type, in the sense of
Definition C.1. For the proof of Lemma 10.2, see Appendix C. It now
follows that the double coset space
G _ L rI l Li i , k k i , k
 .is finite. More generally, for c as in Lemma 10.2 i.e., for c of finite type ,
X y1Ã Xif G s G l c Gc, then G is an arithmetic subgroup of L , andi i i i
G
X _ L rI l L 10.3 .i i , k k i , k
X  .is finite. Let D : L be a finite set of double coset representatives, fori, k
 .the double coset space 10.3 .
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For c as above, let z s z be the function on cL s cL cy1 :c i i
5 5l ¬ lc ? v .l
 .From 9.10 , recall that we have
Ã Ã ÃGh s s KL M A I , 10.4 .  .i i s , i i
Ã Ã Ãl Ã .where A s A . Identifying c g G with d c g G, we haves, i s, i4 k
Ã Ãc c c Ã cGh s s K L M A I , 10.5 .  .i i s , i i
Ã Ã c y1 .where for a subgroup Q : G or a subset Q : Gh s , we set Q s cQc .
 .  .To see 10.5 , express c by means of the Iwasawa decomposition 3.8
Ã Ãc s kp, k g K, p g M AI ;U
then
p Ã ÃL M A I s L M A I . 10.6 . .i i s , i i i i s , i i
Ã .To see 10.6 , note that M A normalizes L and I , and centralizes M andi i i
Ã X   ..A . Furthermore, we have I s I I semidirect product; see 9.8 , ands, i U i i
X X Ã ÃI : L , I centralizes M , A , while L , M , A all normalize I .i i i i s, i i i s, i i
 .It then follows from 10.6 that
c Ã k ÃL M A I s L M A I , .  .i i s , i i i i s , i i
 .  .and from this, one sees that 10.4 implies 10.5 .
Ã .  .From 10.5 , we then have for g g G, that gh s has a decomposition
gh s s k l m a i , . g g g g g
Ã c c c Ã ck g K, l g L , m g M , a g A , i g I . 10.7 .g g i g i g s , i g i
Remark 10.2. We take the elements in J to be of finite type. We may
do this since J may be taken to be any set of double coset representatives
Ãl Ãl   . .for G _G rI containing the identity see 11.1 and Lemma 6.4 .J k k
LEMMA 10.3. Let b g J; then there exists mY ) 0 so that
z l F mYz l z , .  .b g b g
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b X b X  .for z g G D , g g V , where l is taken as in 10.7 for c s b, andi b, m g
similarly, GX, DX are defined as abo¨e, for c s b; i.e.,i
X y1ÃG s G l b Gb ,i i
DX s finite set of double coset representati¨ es for
10.3 , with this choice of c s b and GX . .  . i
 .Proof of Lemma 10.3. One has, using the decomposition 10.7 for
c s b,
5 5 5 5gh s b ? v s k l m a i b ? v s k l a b ? v . l g g g g g l g g g l
5 5 5 y1 5 5 y1 5s k l b ? v b a b ? v s z l b a b ? v ; .g g l g l b g g l
i.e., we have
y15 5gh s b ? v s z l b a b ? v . 10.8 .  . .l b g g l
 .  .Call the second factor in 10.8 n g , say. Now let
z g bGXbDX ;i
then z normalizes bI and centralizesi
b b ÃM , A ;i s , i
Hence
gh s z s k l m a i z by 10.7 .  . .g g g g g
s k l zm a iX , iX s zy1i z g bI . 10.9 .g g g g g g g i
It follows that
X X X
F gh s zb s gh s zb ? v s g h s b ? v g s k l zm a i .  .  . .  .l l g g g g g
5 y1 5X Xs z l b a b ? ¨ by 10.8 . . . .b g g l
X   ..XBut we can take l s l z, a s a by 10.9 , and so the last expression ofg g g g
the above computation equals
z l z n g ; . .b g
i.e.,
bX Xbgh s zb ? v s z l z n g , z g G D . 10.10 .  .  . .l b g i
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Now write z in the form
z s s XdX , s X g bGX , dX g bDX .i
There exist elements
X Ã Ãlg d , b g G ( G , . J
j dX , b g J , .
p dX , b g I , . k
such that
dX b s g dX , b j dX , b p dX , b . .  .  .
For p g I , we define pl g RU byB
p ? v s plv ;l l
then
X X X Xgh s zb ? v s gh s s g d , b j d , b p d , b ? v .  .  .  .  .l l
lX X X Xw x) s p d , b gh s s g d , b j d , b ? v . .  .  .  . l
Now dX, b vary over a finite set, so there exists mX ) 0, so that the
 .expression ) is
X X X Xw x)) G m gh s s g d , b j d , b ? v .  .  . l
X X b X b Ã by1 Ã .  .for all d , b . Next, since s g G s G l L l G , it follows thati i
X Ãs g G ,
UU .and so the expression is
XG m inf gh s gj ? v . . l
ÃggG , jgJ
Since g g V ,b, m
m inf gh s gj ? v G gh s b ? v . 10.11 .  .  .l l
ÃggG , jgJ
Now recall
gh s b ? v s z l n g by 10.8 , 10.12 .  .  .  . . .l b g
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while
gh s b ? v F m inf gh s gj ? v by 10.11 .  .  . .l l
ÃggG , jgJ
Y Y XF m inf gh s zb ? v m s mrm .  .l
X Xbbzg G Di
s mY inf z l z n g by 10.10 . .  . . .b g
X Xbbzg G Di
 .  .Combining this calculation with 10.12 , and dividing by n g , we obtain
mY inf z l z G z l , .  .b g b g
X Xbbzg G Di
which proves Lemma 10.3.
We now return to the proof of Lemma 10.1. Since bGX : bL is ani i
arithmetic subgroup, and bDX is a set of double coset representatives for
b
G
X _ bL r b I l L , .i i , k k i , k
we can apply the theory of rank one, finite-dimensional arithmetic groups.
First note
5 5z l s l b ? v , .b g g l
and
l s blX by1 , lX g L .g g g i
Hence
5 X 5z l s bl ? v . 10.13 . .b g g l
On the other hand, z s bzX by1, zX g GXDX, soi
5 X X 5z l z s bl z ? v . .b g g l
Hence, by the theory of rank one, finite-dimensional arithmetic groups,
there exists M ) 0, such that
b w xinf z l z - M , for all l g L see 2, Lemma 16.4 . . .b g g i
X Xbbzg G Di
Hence there exists M X ) 0, such that
z l F M X , g g V 10.14 . .b g b , m
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 . b
y1
thanks to Lemma 10.3 . Now l g L . The group L has the Iwasawag i i
decomposition:
Ã Ã XL s K l L M i A i I , 10.15 .  .  . .i i a 4i
X  .   4.where I is the group defined just before 9.8 when u s i , wherea 4i
Ã Ã .  4.   ..  .A i s A i see Section 9, just after 9.6 , and where M i is defined as
 .follows: We let M i be the group of all
h s . .a j js1, . . . , r ; s )0i j
in L , such thati
r
s s 1. j
js1
  ..We have see 9.7
Ã Ã ÃAh s s A i A .  . s , i
Ã Ã .A s A .s, i d f s, i4
Now, since there are finitely many b g J, we may choose M X so that
 .   ..10.14 holds for all b g J. Hence see 10.13
5 X 5 Xbl ? v F M , b g J , g g V .g l b , m
Again, since b varies over a finite set, we conclude that there exists
MY ) 0, such that
5 X 5 Yl ? v F M , g g V . 10.16 .g l b , m
X Ã X .  .Let a l denote the A i -component of l , with respect to the Iwasawag g
 .decomposition 10.15 . We also note that
< <l s ma , for some m ) 0.Ã ÃA i. A i.i
 .Hence, from 10.16 , we obtain
m aiX Ya l F M , g g V . 10.17 . .g b , m
But consider
gh s s k l m a i as in 10.7 , for c s b g J , 10.18 .  .  . .g g g g k
and
gh s s kX mX aX iX , . g g g g
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for the decomposition
Ã Ã b b Ã bGh s s K M Ah s I .  . . U
  .  .which is obtained from the Iwasawa decomposition 3.8 , just as 10.5 was
 .  ..obtained from 9.10 and 10.4 . So
X Ã X b X b Ã X bk g K, m g M, a g Ah s , i g I . . .g g g g U
Then
mX s bmY by1 , mY g Mg g g
X Y y1 Y Ãa s ba b , a g Ah s .g g g
iX s biY by1 , iY g I .g g g U
Then
gh s b s kX bmY aY iY . 10.19 .  .g g g g
Similarly, we have
Ä y1 Ä Ä Xl s bl b , l g L l s l /g g g i g g
m s bm by1 , m g MÄ Äg g g i
y1 Ãa s ba b , a g AÄ Äg g g s , i
i s bi by1 , i g I .Ä Äg g g i
 .Then, from 10.18 ,
Ägh s b s k bl m a i . . Ä Ä Äg g g g g
 .Comparing with 10.19 , and expressing b in terms of the Iwasawa decom-
 .position 3.8 , we see
Y Äa s a a l ,Ä  /g g g
Ä Ã Ä .  .  .where a l is the A i -component of l in L , with respect to 10.15 .g g i
However,
aai s 1,Äg
Ä X .  .and so from 10.17 l s l :g g
m aY Yia F M , g g V . .g b , m
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Expressing b as
X X X Ã Xb s k p , k g K, p g P ,B
and then
X Ã Ãp s f m a i , m g M, a g A , i g I , f g F s K l N H ,p p p p p p p U p B f
as follows from 13.81. We have
gh s b s kX bmY aY iY by 10.19 .  . .g g g g
s kX f m mY a aY cZ , cZ g I .g p p g p g U
Hence, for some s ) 0,
aY ia a F s . .p g
Hence
Ã  4gh s b g K P i , s h s , .  . .
which proves the first assertion of Lemma 10.1 we had noted earlier that
.it would suffice to consider the case when u consists of a single element .
For the second assertion of the lemma, we need the existence of certain
Ãminima. Fix g g G, and consider the functional
G = J ª R ,) 0
g , j ¬ gh s gj ? v s C g , j . .  .  .l d f g
We have
ÃLEMMA 10.4. For all g g G, the functional C on G = J assumes ag
minimum ¨alue.
 .For the moment assume Lemma 10.4 we will prove it in Section 11 . Let
Ãb g G, b g J be such that
ÃC b , b F C g , j , g g G , j g J; .  .g
i.e., we have
Ãgh s b b ? v F gh s gj ? v , g g G , j g J; .  .l l
then
y1gh s bh s g V F , for all m ) 1. .  .  .b , m
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 .  .Then, by 10.2 the first part of Lemma 10.1 ,
y1 Ãgh s bh s h s b g K P u , s h s , .  .  .  .  .
or
Ã y1gh s b g K P u , s h s b . .  .  .
ÃSince g g G was arbitrary, this shows
Ã Ã y1 ÃGh s : K P u , s h s J G , .  .  .
which proves the second assertion of Lemma 10.1.
11. EXISTENCE OF MINIMA}THE PROOF OF LEMMA 10.4
We consider Vl, and the lattice
Vl : Vl,Z
 4 land the positive definite, Hermitian form , on V , such that
 4 lj , j g Z, for all j , j g V .1 2 1 2 Z
We also fix a primitive, highest weight vector
v g Vll Z
Ã .see Section 10 . We fix g g G, and we consider
Ãgh s g c ? v , g g G , c g J. . l
Now
c ? v g Vl s Q m Vl.l Q Z Z
Hence, for some m g Z ,Ä ) 0
mc ? v g Vl, for all c g JÄ l Z
Ä .J being finite . We may replace C by the functional C :g g
g , j ¬ m gh s gj ? v s gh s g mj ? v , .  .  .Ä Äl l
l Ãwhere v s g mj ? v g V , g g G, j g J. Now, relative to the IwasawaÄ l Z
  ..decomposition see 3.8 ,
Ã Ã ÃG s KM AI ,U
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g has an expression
g s k m a i ,g g g g
Ã Ãk g K, m g M, a g A, i g I .g g g g U
On the other hand, gj has a decomposition relative to the Bruhat
decomposition,
Ãl ÃG s I WH I 11.1 .k k k U , k
 w x.from the theory of Tits systems; see 5 .
gj s i wh iX , i g I , h g H , iX g I . 11.2 .gj gj gj gj k gj k gj U , k
Then
gh s g m j ? v s gh s ? v s k m a i h s ? v .  .  .  .Ä l g g g g
y1X Xs k m a h s i ? v , i s h s i h s g I . .  .  .g g g g g g U
Now Vl is a direct sum of finite-dimensional weight spaces, with respect
Ã  .  .to Ah s even as s varies over all of R! , and the weights are all of the
form
lq1
m s rl y m a , m g Z , i i i G 0
is1
Ã .  .where r s degree krQ , and l, a define characters on Ah s , when wei
ys D Ã  .imbed H e diagonally in Gh s . We setR , q
r
depth m s m . . d f i
is1
The lattice Vl is a direct sum of its intersections with the weight spaces.Z
X Let v s the nonzero weight component of v, of maximal depth as just
.defined . Let t be the corresponding weight. Then
vX g Vl.Z
y1  . w x. 5 y1 m h ysr2 is bounded 5, Sect. 17 , and let R s sup m h ysrg 5 w 5s1 g
. 52 w . Then
X Xk m a h s i ? v s m a h s i ? v .  .g g g g g g g
tX y1G m a h s ? v G R a h sr2 . .  . .g g g
HOWARD GARLAND512
LEMMA 11.1. Let  be the weights of Vl. Then for all N ) 0, there is al
finite set F :  , so that for t g  y F, we ha¨el l
t
a h sr2 ) N. . .g
 .Proof of Lemma 11.1. First, imbedding N diagonally by means of dk
Ã Ãin G, consider the resulting action of W:
y1 Ã Ãah sr2 ¬ w ah sr2 w , w g W , a g A. .  . .
ÃMod the center of G, this is essentially the standard affine action of the
 w x. waffine Weyl group same argument as in 5, Sect. 17 . Hence, as in 5, Sect.
Ã y1 X X Ãx   ..  .17 , for some w g W, we have for w a h sr2 w s a h sr2 , a g A,g g g
aiXa h sr2 F 1, i s 1, . . . , l q 1. . .g
w xMoreover, arguing as in 5, Lemma 17.13 , we have
ajXa h sr2 - 1, for some j s 1, . . . , l q 1. . .g
w x X  .Thanks to Lemma 17.6 in 5 , one has that Lemma 11.1 holds for a h sr2g
 . Xin place of a h sr2 ; i.e., for some finite subset F :  ,g l
tX Xa h sr2 G N , t f F . . .g
But then take F s wy1 ? F X. If t f F, then w ? t f F X, so
tw?t tX Xy1N F a h sr2 s w a h sr2 w s a h sr2 . .  .  . .  .  . .g g g
Now set
N s gh s m ? v R . . Ä l
Ã .Choose F as in Lemma 11.1 for this N . Then to find g g G, j g J,0 0
such that
Ãgh s g j ? v F gh s gj ? v , for all g g G , j g J , .  .0 0 l l
it suffices to restrict attention to those g , j so that
gj ? v g span of weight spaces corresponding to weights in Fl
thanks to the computation preceeding Lemma 11.1, and to Lemma 11.1
. l . litself . This implies that, for some finite-dimensional lattice V F : V , itZ Z
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5  . 5suffices to find a minimum of gh s g mj ? v just for those g , j so thatÄ l
 . l .g mj ? v g V F . The valuesÄ l Z
l  4gh s ? ¨ , ¨ g V F y 0 .  .Z
are discrete and nonzero. Hence, so are the values
gh s g mj ? v . Ä l
Ã l .  .as g , j range over G, J, so that g mj ? v g V F . Hence a minimumÄ l Z
value is assumed as g , j are so restricted. As we noted earlier, this implies
Lemma 10.4.
We now return to the last conclusion of Lemma 10.1, which says that the
set
Ã y1W s K P u , s h s J .  .
Ã Ã l  .is a fundamental domain for G acting to the right on G h s , in the sense
that
Ã Ã lW G s G h s .
 .although we do not claim W is exact; i.e., it has no self-intersections . If
we take
lq1
l s n l , u g Z , all i , i i i ) 0
is1
 4then we may take u in Lemma 10.1 to be u s 1, . . . , l q 1 ; we then
obtain
Ã y1 4W s K P 1, . . . , l q 1 , s h s J . . .
 .Moreover, if we note that P h s has the decompositionB
ÃP h s s F M Ah s I by 3.8 .  .  . .B B U
ÃF s H l K, finite , 11.3 . .B B
  4 . .  4 .then recall P 1, . . . , l q 1 , s : P p g P is in P 1, . . . , l q 1 , s ifB B
  ..and only if relative to the decomposition 11.3
Ãph s s f m a h s i , f g F , m g M, a g A , i g I , .  .p p p p p B p p p U
with
aia h s F s , i s 1, . . . , l q 1. . .p
HOWARD GARLAND514
Now set
ÃX y1ÃG s F j Gj ,j g J
and let V : I be any subset such thatU
ÃXV G l I s I , 11.4 . .U U
and let V : M be any subset such thatM
ÃXV G l M s M. 11.5 . .M
y1 jy1 Ã y1 jy1 Ã .  .  .Set G j s G l I , G j s G l M j g J . ThenU U M
Ã Ã y1 ÃKV Ah s VJ G . .M s
Ã Ã y1 Ãs D KV Ah s Vj G . .j g J M s
Ã Ã y1 Ã y1 Ã y1 Ãs D KV Ah s Vj Gjj Gjj G . .j g J M s
Ã Ã y1 y1 y1Ãs D KV Ah s VG j G j j G .  .  . .j g J M U Ms
Ã Ã y1 y1Ãs D KV Ah s I G j j G .  . .j g J M U Ms
Ã Ã y1 Ã Ã ls D KM Ah s I j G s G h s . .  . .j g J Us
 .We are thus led to consider the type of subsets V : I as in 11.4 ,U
 .V : M as in 11.5 , one can find. To illustrate this matter, let us firstM
< <consider the case J s 1. We can then assume
 4J s identity .
ÃIn this case G l M s G is an arithmetic subgroup and MrG is compactM M
 . < <see Lemma 3.2 . In the case where J s 1, we take V to be a relativelyM
compact, fundamental domain for G in M, and we take V : I to be IM U D
Ã .  .  .Definition 5.3 ; then V G s M, V G l I s I Theorem 5.8 , andM M U U
Ã Ã y1 Ã Ã Ã Ã  4KV Ah s VJ G s K Ah s V VG , since J s identity .  .  . .  .M Ms s
Ã ls G h s . .
This proves the corollary to Theorem 8.1.
Returning to the general case,
< <J G 1,
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ÃX  .we still have G l M is arithmetic see Appendix C , and so we may take
V : M to be relatively compact. We also haveM
DEFINITION 11.1. We say V : I is of compact type, if for all j G 1,U
p  j. V : I rI jq1. . U U
is relatively compact.
Remark 11.1. I rI j. Is naturally isomorphic to a simply connected,U U
nilpotent Lie group.
LEMMA 11.2. We can find a subset V : I of compact type, so thatU
ÃXV G l I s I . .U U
For the proof see Appendix D.
It follows that we have
THEOREM 11.3. We can find a relati¨ ely compact subset V : M, and aM
subset V : I of compact type, and s ) 0, so thatU
Ã Ã y1 Ã ÃK Ah s V VJ G s Gh s . .  . . Ms
APPENDIX A
Let k be a field of characteristic 0, and let k be the algebraic closure of
w xk. Thanks to the argument of Lemma 17.7 in 5 , we have
lV s D W , with W : W , for all q ,k q g Z q q qq1G 0
where W is a finite-dimensional subspace that is R -invariant recallq u , k
.that R s L H , and where each W is homogeneous with respect tou , k u , k k q
lthe weight space decomposition of V . It follows that H acts faithfully onk k
 w x.some W , and then that H is a linear algebraic group see 10, Sect. 5 .q k0
 .Therefore first considering Lie algebras , we have
H s H H l L almost direct product . . .  .k u , k k u , k
Then
R s L H almost direct product . A.1 .  .u , k u , k u , k
m r Now let x g R , and assume x acts trivially on V as in Section 6,u , k u
.for the field k . Then
m r m rx s x x , x g L , x g H ,L H L u , k H u , k
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m rand if p s representation of R in V obtained by restriction, thenu , k u
p x p x s identity. .  .L H
m r l .  .  .This implies p x g center p L . But L l dominant alwaysL u , k u , k
satisfies the Steinberg relations for a semisimple, simply connected, linear
 .algebraic group, and hence p being locally faithful x is in the center ofL
m rL . Hence x g H . It follows that x g H as well. If in fact x g Ru , k L k k u , k
wand x g R l I , it follows that x g H l I , and hence 5, Prop.u , k u , k k u , k
x.14.17 x s identity. This proves the fact used in the proof of Theorem 6.1
 .see just before Corollary 6.6 .
APPENDIX B
Our purpose here is to prove Theorem 7.1 the finiteness of the class
. w xnumber . Following Godement 7 , we prove Theorem 7.1 by passing to the
 .adele group. We let V s set of places of k, and let V respectively, V` f
 .be the set of infinite respectively, finite places of k. We let k denote the¨
completion of k at ¨ g V . Then if ¨ g V , k is in general either R or C` ¨
 .although, since we assume k totally real, ``C'' does not occur . For
¨ g V , we let OX ; k be the ring of integers. We continue for thef ¨ ¨
Ãl lmoment, with the case ¨ g V . We then have the group G acting on Vf k k¨ ¨
 .see Section 2 . We have the lattice
V lX s OX m V l : V l ,O d f ¨ Z Z k¨ ¨
Ã Ãl lXand we let K : G be the subgroup leaving V invariant. Now on the¨ k O¨ ¨
  .other hand, if ¨ g V , then ¨ corresponds to some s s real imbedding` i
.of k , and in this case, we set
Ã ÃK s K s . .¨ i
We then set
Ã ÃK s KA ¨
¨gV
Ã ÃK s K ,f ¨
¨gV f
 .and of course from Sect. 3 :
Ã ÃK s K . ¨
¨gV`
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For each of the fields k , ¨ g V , we let¨
I s I¨ k ¨
 .be the Iwahori subgroup Definition 2.1 . For each ¨ g V we have an
Iwasawa decomposition
Ãl ÃG s K Ik ¨ ¨¨
 w x w x.see 5 , 6 . Hence, if we set
Ãl X ÃG s G B.1 .A k ¨¨
I s X I B.2 .A k ¨¨
  .   .. Xwhere in B.1 respectively, B.2 the restricted direct product  is
Ã taken with respect to the subgroups K , ¨ g V respectively, with respect¨ f
Ã ..to the subgroups I l K , ¨ g V . Then we have the Iwasawa decompo-¨ ¨ f
sition,
Ãl ÃG s K I . B.3 .A A A
Ãl, 0 Ãl ÃlWe let G : G be the subgroup of all g g G , such that for all butk k k
Ã 0 Ãl, 0finitely many ¨ g V , we have g g K . We let I s G l I . We thenf ¨ k k k
have diagonal imbeddings
Ãl, 0 Ãld : G ¨ G ,A k A
d : I 0 ¨ I .A k A
w xFrom 5, Prop. 14.17 we have
I s H I , ¨ g V . B.4 .k k U , k¨ ¨ ¨
  ..also, see 6.7 .
We now wish to review certain decomposition theorems for I corre-k ¨
 . w xsponding to 18.11 , and Lemma 18.12 of 5 , with k in place of the k used¨
  . .there also see 5.2 and Lemma 5.1 . So let x g I ; then x has ak ¨
decomposition
x s x s t h x s X t , B.5 .  .  . .  . a a a a /  /
 .  .agD A agD Aq y
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where
s t g O , a g D A , .  .a k q¨
s X t g t O , a g D A , .  .a k y¨
h g T l,O
l l   ..where T ; G is the subgroup generated by the elements h s t ,O k a¨
 .  . U  . Ua g D A , s t g O , and by the elements h s , s g k . The productsk a ¨¨ lq 1
 .  . in B.5 are taken with respect to our fixed orderings of D A see"
 ..Section 5, after 5.1 . Moreover, we have that the subgroup I ; IU, k k¨ ¨
 .consists of all x g I , such that in the expression B.5 for x, h may bek ¨
written as a product,
l
h s h s t , B.6 .  . . a ii
is1
 . Uwith s t g O , and furthermore,i k ¨
s t ' 1 mod t , i s 1, . . . , l. .i
X  .Now let P ; O be the maximal ideal ¨ g V . For n g Z , let¨ ¨ f ) 0
 .nI ; I be the set of all x g I , so that in the expression B.5U, P U, k U, k¨ ¨ ¨
 .for x, with h as in B.6 , we have
n w xs t g P t , a g D A , .  .a ¨ q
X n w xs t g t P t , a g D A , .  .a ¨ y
Uw xs t g k t , with s t ' 1 mod t , and .  .i ¨ i
n w x1 y s t g P t , i s 1, . . . , l , .i ¨
nww xx ww xxwhere P t consists of elements in O s k t , with all coefficients in¨ k ¨¨
P n.¨
We consider the adele ring A of k, and the ring of finite adeles A . Forf
a finite set of places
 4¨ , . . . , ¨ ; V ,1 u f
we specify nonnegative integers n , . . . , n . We let1 u
OX ¨ ; n , . . . , ¨ ; n ; OX ; A .  . . 1 1 u u ¨ f
¨gV f
 . Xbe the subset of all j in  O , such that¨ ¨ ¨ g V ¨f
j g P n j , j s 1, . . . , u.¨ ¨j j
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One then knows that for every such choice of ¨ , . . . , ¨ ; n , . . . , n , one1 u 1 u
 .has Chinese Remainder Theorem
k q OX ¨ ; n , . . . , ¨ ; n s A B.7 .  .  . .1 1 u u f
 .where k is diagonally imbedded in A .f
We take
I s X IU , A U , k ¨
¨gV
where we take the restricted direct product with respect to the subgroups
ÃI l K . 5U , k ¨ ¨gV¨ f
 4 l  .We fix the Z-basis B s ¨ of V see Section 4 . Then Bi is1, 2, . . . Z
consists of weight vectors, and we may take B to be ordered so that
 . . X n6.10 ii holds. We let I be the subgroup of I consisting of allU, P U, k¨ ¨
elements in I , whose matrices with respect to B have off-diagonalU, k ¨
elements in P n. Then¨
I X n = I n .U , P U , P¨ ¨
We let
I ¨ ; n , . . . , ¨ ; n : I .  . .U 1 1 u u U , A
be the subgroup consisting of all
i , i g I , .¨ ¨ U , k¨ ¨
Ã 4so that for ¨ g V y ¨ , . . . , ¨ , we have i g I l K , and so thatf 1 u ¨ U, k ¨¨
i g I X n j , j s 1, . . . , u.¨ U , Pj ¨ j
We let
0 Ãl, 0I s I l G .U , k U , k k
We then have
 . LEMMA B.1 Strong approximation for I . For all choices of ¨ ;U, A 1
.  .n , . . . , ¨ ; n , as abo¨e, we ha¨e1 u u
I ¨ ; n , . . . , ¨ ; n I 0 s I .  . .U 1 1 u u U , k U , A
 0  0 ..where we identify I with d I .U, k A U, k
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To prove Lemma B.1, we can argue, for example, exactly as we did in
w xLemma 18.16 of 5 .
Next, we consider the subgroups H . For ¨ g V , we let H X ; H bek f O k¨ ¨ ¨
the subgroup generated by the elements
h s , s g OXU . .a ¨i
We let H X X ; H be the subgroup of elements whose matrix coefficientsO k¨ ¨ XU with respect to the basis B are in O elements of H are represented¨ k ¨
.by diagonal matrices with respect to B . We let
H s X H ,A k ¨
¨gV
where the restricted direct product is taken with respect to the subgroups
X  .  .XH , ¨ g V . We then have, for each choice ¨ ; n , . . . , ¨ ; n , as above,O f 1 1 u u¨
the subgroup
H ¨ ; n , . . . , ¨ ; n .  . .1 1 u u
 .  4of H , consisting of all h in H , such that for ¨ g V y ¨ , . . . , ¨ ,A ¨ ¨ g V A f 1 u
we have h g H X X , and for i s 1, . . . , u, the matrix coefficients of h are¨ O ¨¨ i
' 1 mod P ni. We then have¨ i
LEMMA B.2. The coset space
H rH ¨ ; n , . . . , ¨ ; n H .  . .A 1 1 u u k
is finite.
This lemma follows immediately from the finiteness of the class number
 .of k. Here, as usual, H is diagonally imbedded in H . We let H B bek A
 .the subgroup of H consisting of all h , such that for ¨ g V , weA ¨ ¨ g V f
have h g H X X . As a consequence of Lemma B.2, we have¨ O¨
 .COROLLARY B.3. H rH B H is finite.A k
 4Let h , . . . , h : H be a family of coset representatives for H r1 q A A
 .H B H . Let i g I and note:k A
I s H I semidirect product B.8 .  .A A U , A
 .  .  .B.8 follows from B.4 , and the remark that in B.4 , the H -componentk ¨ Ãof an element i in I has the same diagonal entries as i; so if i is in K ,k ¨¨
.then so are its H and I components .k U, k¨ ¨
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LEMMA B.4. We ha¨e
Ãl q Ã Ã 0G s D K Gh I .A js1 A j k
Ã r Ãl Ãl .Remark B.1. Recall G s  G s s  G .is1 i ¨ g V k` ¨
 .Proof. Thanks to the Iwasawa decomposition B.3 , it suffices to show
that each i g I has an expressionA
Ã Ã 0i s i h i , i g K G, i g I . B.9 .K j k K A k k
First note i has an expression,
i s i i , i g H , i g I , B.10 .H U H A U U , A
 .  .  .thanks to B.8 . Then, for any choice of ¨ ; n , . . . , ¨ ; n , as in Lemma1 1 u u
 .B.1, we have for i in B.10 , and for any i g I , The decompositionsÄH U U, A
i i s i h i , i g H B , i g H , .  .H H , K j H , k H , K H , k k
ii i s i i , i g I ¨ ; n , . . . , ¨ ; n , .  .  . .Ä Ä Ä ÄU U , K U , k U , K U 1 1 u u
i g I 0 . B.11 .ÄU , k U , k
 .  .Here i follows from the corollary to Lemma B.2, and ii from Lemma
 .  . .B.1. From B.10 and B.11 i we then have
i s i h i i s i h i i ,ÄH , K j H , k U H , K j U H , k
y1  . .where i s i i i g I . Then, by B.11 ii , the latter equalsÄU H , k U H , k U, A
i h i i i , i , i as in B.11 ii , .  .Ä Ä Ä ÄH , K j U , K U , k H , k U , K U , k
s i h i i , i s i i g I 0 ,Ä ÄH , K j U , K k k U , k H , k k
s i h i hy1 h i .Ä .H , K j U , K j j k
 .We will have proved B.9 , and hence Lemma B.4, if we can show that for
 .  .some choice of ¨ ; n , . . . , ¨ ; n :1 1 u u
y1 Ã Ãh i h g G I l K , j s 1, . . . , q.Ä  .j U , K j U , A A
But since there are only finitely many h , this is clear.j
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Assume that for some h , the double cosetj
Ã Ã 0K Gh IA j k
Ãl, 0intersects G . Let g be an element in this intersection. Then of course,k j
Ã Ã 0 Ã Ã 0K Gh I s K Gg I .A j k A j k
Ãl, 0 Ã Ã 0Hence if g g G , then g lies in some double coset K Gh I , and thenk A j k
Ã Ã 0g g K Gg I .A j k
If we write
Ã Ã 0g s kg g , k g K G, g g I ,j A k
Ã Ã Ãl, 0 Ãlthen k g K G l G , and so k g G . HenceA k J
Ãl, 0 q Ãl 0G s D G g I . B.12 .k js1 J j k
Ãl Ãl, 0 .Now assume g g G as opposed to G . Then g has an expressionk k
Ãl, 0g s g g , g g G , g g I , B.13 .1 2 1 k 2 k
 .thanks to the Bruhat decomposition 11.1 . Thus, we have
Ãg s i whi , i , i g I , w g W , h g H ,1 2 1 2 k k
and we may take i to lie in I 0, thanks to Lemma 6.4. But then we may1 k
 .  .take g s i wh, and Theorem 7.1 now follows from B.12 and B.13 .1 1
APPENDIX C
 .Our purpose here is to prove Lemma 10.2, and to prove see Section 11
ÃXthat G l M is an arithmetic subgroup of M.
ÃlDEFINITION C.1. c g G is said to be of finite type, if c is a product ofk
Ä .  .finitely many x s , a g D A , s g k.a W
ÃlLEMMA C.1. For c g G of finite type,k
y1 Ãd c Gc l M .
is an arithmetic subgroup of M.
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This lemma will in fact follow from
ÃlLEMMA C.2. For c g G of finite type,k
y1 Ãld c G c l L .k i
is an arithmetic subgroup of L .i
Lemma C.2 is just Lemma 10.2. To prove Lemma C.2, first assume
l s rank g G 2.
We will first prove two lemmas
X Ãl XLEMMA C.3. Let G : G be a subgroup such that G l L is arith-k u , k
 4 < <metic in L , for all subsets u : 1, . . . , l q 1 , with u F 2. Let c g Lu , k  j4, k
for some j s 1, . . . , l q 1; then
cGXcy1 l Li4 , k
is arithmetic in L , for all i s 1, . . . , l q 1.i4, k
X Ãl XLEMMA C.4. Assume G : G , and G l L is arithmetic in L ,k i4, k i4, k
i s 1, . . . , l q 1. Then G l L is arithmetic for all proper subsets u ;u , k
 41, . . . , l q 1 .
Proof of Lemma C.3. We let
 4u s i , j .0
Then GX l L is arithmetic by assumption, and hence, since c g L ,u , k u , k0 0
cGXcy1 l L s c GX l L cy1 .u , k u , k0 0
is also arithmetic in L . But thenu , k0
cGXcy1 l L s cGXcy1 l L l L .i4 , k u , k i4 , k0
is arithmetic in L .i4, k
< <Proof of Lemma C.4. We can assume u connected, and u G 2. The
  4.group L u s proper subset of 1, . . . , l q 1 is a semisimple, linearu , C
algebraic group. Since for i s 1, . . . , l q 1, GX l L is arithmetic, therei4, k
is some Z-lattice M of rank r in J, so that for all i s 1, . . . , l q 1,
G
X l L contains the elementsi4, k
x m , m g M . ." ai
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Äw x  .We let u be the set of all roots in D A that are linear combinations ofW
 w x .elements in u so u is the root system of L . We let D be the "u , C ", u
w x Xroots in u . For a field F, we let I be the group generated by theu , F
 .  Xelements x s , a g D , s g F. so I is a maximal, unipotent sub-a q, u u , F
.  .group of L . Then, by a straightforward induction on level a , a g D ,u , F q, u
 w x. X Xand using the Steinberg relations see 10 , one may show that G l I isu , F
arithmetic in the sense that
G
X : I X = ??? = I X s IXu , R u , R u
imbedded diagonally, is a discrete subgroup with IX rGX compact. It followsu
X X  .that G is commensurate with the subgroup of I generated by all x n ,u a
 .n g J, a g D diagonally imbedded . Hence for some integer m g Z ,q, u ) 0
x mn g GX , for all n g J , a g D . C.1 .  .a q, u
 .  .The same argument shows that C.1 is valid for some m g Z and all) 0
w x Xa g D . Hence by a theorem of Raghunathan 9 , G l L is arith-y, u u , k
metic.
Proof that Lemmas C.3, C.4 imply Lemma C.2. Since l G 2, every u :
 4 < <1, . . . , l q 1 with u F 2 is a proper subset, and so we can apply Lemma
C.4 to such u . By assumption, c in Lemma C.2 is of finite type, and so has
an expression
c s c . . . c ,1 s
where each factor c , n s 1, . . . , s, is in L , for some j s 1, . . . , l q 1.n  j 4, k nn
Assume inductively that we have proved
y1 y1 Ãld c . . . c G c . . . c l L .n 1 J 1 n i
is arithmetic for i s 1, . . . , l q 1. Set
X y1 y1 ÃlG s c . . . c G c . . . c ;n 1 J 1 n
the by Lemma C.4, GX g L is arithmetic for all proper subsets u ;u , k
 41, . . . , l q 1 . Then, by Lemma C.3,
cy1 GXc l Lnq1 nq1 i4 , k
is arithmetic for all i s 1, . . . , l q 1. This then completes the induction.
Ãl  .We can start the induction, since d G l L is arithmetic for i s 1, . . . , lJ i
.q 1, as observed just before the statement of Lemma 10.2. Hence we
obtain Lemma C.1, pro¨ided l G 2. This leaves us with the case l s 1. In
fact, for l G 2, our above proof of Lemma C.2 works for the subgroup of
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Ãl  .  . G generated by the x s , s g L , a g D A again thanks to theJ a J
w x.theorem in Raghunathan 9 . But then for l s 1, we can conclude that the
 .subgroup generated by such x s satisfies Lemma C.2, since we cana
imbed everything in a higher rank group.
APPENDIX D
Here we will prove Lemma 11.2. We consider the projections
p k . : I ª I rIkq1. , k g Z .U U U G 0
 k . k . .We also have the isomorphisms C obtained from C in Section 5
,k . k . kq1.C : I rI ª g A k G 1 .  .U U
r times! # "
g A s g A [ ??? [ g A . .  .  .R R /
Ãl  .For c g G , we denote d c by c when convenient.k
ÃlLEMMA D.1. Let c g G be of finite type. For each q g Z we can findk ) 0
 .  .  .a uniform Z-lattice L q : g A , such that for all j g L q , there exists
c Ã q.g g G l I ,U
so that
Cq.( p q. g s j . .
We will prove Lemma D.1 presently, by induction on q.
ÃlLEMMA D.2. Let c g G be of finite type. Thenk
0. cÃ 1.p G l I : I rI ( U .U U U
contains a discrete, uniform subgroup of U.
Proof of Lemma D.2. This follows easily from Lemma C.4, where we
cÃ 4take u in that lemma to be the set 1, . . . , l . Since G l L is arithmetic byi
Lemma C.2, this application of Lemma C.4 is valid.
Proof of Lemma D.1. As we mentioned earlier, the proof will be by
induction on q. Assume for some q ) 0 that there exists a nonzero
element
j g d g A : g A , .  . .q J
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cÃ q.so that for some g g G l I , we haveq U
Cq.( p q. g s j . .q q
Note that this assumption holds for q s 1; for in this case we may take
j s C1.( p 1. g , .1 1
with
g s d x mt , . .1 ya 0
with m g Z chosen so that) 0
cÃx mt g G .ya 0
 .we can find m, thanks to Lemma C.2 .
 4  . q. qq1.Now for u s 1, . . . , l , the group L acts on g A ( I rI by0 u U U0
means of the adjoint representation Ad; L is Q-simple, and Ad isu 0cÃirreducible over Q. Moreover, G l L , being arithmetic, is Zariski dense,u 0
by Borel's density theorem. Hence the Q-span of the orbit
c ÃAd G l L ? j s O /u q j0 q
  ..  .  .  .must be all of d g A : g A d : g A ª g A being the diagonalk k
.  .imbedding . We can then choose a set L of r ? dim g linearly indepen-q C
 .  .dent over Q vectors in O , and take L q to be the Z-span of L .j qq
cÃ  ..We now proceed to find j g d g A so that for some g g G lqq1 J qq1
Iqq1., we haveU
Cqq1.( p qq1. g s j . .qq1 qq1
 .First, choose h g L q so thatq
E , h / 0 D.1 .ya q0
cÃ q.  ..diagonal action of E on g A . Fix b g G l I withya q U0
Cq.( p q. b s h .q q
 .inductive hypothesis , and set
j s Cqq1.( p qq1. g b gy1by1 . .qq1 1 q 1 q
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We will show presently that j / 0, so that we may setqq1
g s g b gy1by1 .qq1 1 q 1 q
To prove j / 0, we proceed as follows. We write b asqq1 q
b s b X b Y ,q q q
where b Y g Iqq1., and b X has an expressionq U q
b X s x s t q h x sX t q , s , sX g k D.2 . .  . q a a a a a a /  /
 .  .agD A agD Aq y
 X  X ..and identify b with d b ,q q
l
qh s h 1 q s t , s g k . . a i ii
is1
 .  .The products in D.2 are with respect to given, fixed orders on D A ."
We have
g b gy1by1 s g b X b Ygy1b Yy1b Xy1 s g b Xgy1 g b Ygy1b Yy1 b Xy1 , /1 q 1 q 1 q q 1 q q 1 q 1 1 q 1 q q
and so
g b gy1by1 s g b Xgy1b Xy1 mod Iqq2. . D.3 .1 q 1 q 1 q 1 q U
Hence
Cqq1.( p qq1. g b gy1by1 s Cqq1.( p qq1.( g b Xgy1b Xy1 . .  /1 q 1 q 1 q 1 q
We have that
l
Xh s s E q s H q s E ,  q a a i i a a
 . is1  .agD A agD Aq y
and we claim
2 w xAdg h y h / 0 mod t g A m k t . D.4 .  .  . .1 q q k
This would of course imply that
q qq2 w xAdg h y h m t / 0 mod t g A m k t . .  . . .1 q q k
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 .To prove D.4 , note
2 w xAdg h y h s E , h m t mod t g A m k t , .  . .1 q q ya q k0
 .so we just apply D.1 .
 .By D.3 , we have that
j s Cqq1.( p qq1. g b Xgy1b Xy1 , /qq1 1 q 1 q
X  .with b given by D.2 . Nowq
l
X y1 q y1 q y1g b g s g x s t g g h 1 q s t g .  . 1 q 1 1 a a 1 1 a i 1i
 . is1agD Aq
= g x sX t q gy1 . D.5 . . 1 a a 1
 .agD Ay
 q. y1  .We then consider the various factors g x s t g , a g D A ;1 a a 1 q
 X q. y1  .  q. y1g x s t g , a g D A ; g h 1 q s t g , i s 1, . . . , l. We have1 a a 1 y 1 a i 1i
g x s t q gy1 s x mt x s t q x ymt .  . .  .1 a a 1 ya a a ya0 0
q qq1 qq1.s exp s t E q ms t E , E mod I .a a a ya a U0
see Lemma D.3, below .
q qq1 qq2.s x s t exp s t E , E mod I . .  .a a a ya a U0
Also note that if we consider Adg acting on1
w xg A m k t , .k
then
qq1 q qms t E , E s Adg ? s E m t y s E m t . .a ya a 1 a a a a0
qq2 w xmod g A m t k t . .k
 .Similarly, for a g D A , we havey
X X Xq y1 q qq1 qq2.g x s t g s x s t exp s t E , E mod I , .  .  .1 a a 1 a a a ya a U0
with
X Xqq1 q qms t E , E s Adg ? s E m t y s E m t . .a ya a 1 a a a a0
qq2 w xmod g A m t k t . .k
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Finally, consider
y1q y1 qg h 1 q s t g h 1 q s t .  .1 a i 1 a ii i
y1q qs x mt h 1 q s t x ymt h 1 q s t .  . .  .ya a i ya a i0 i 0 i
 .  .y2 a , a r a , aq i 0 i is x mt x ymt ? 1 q s t .  . /ya ya i0 0
2 a , a .i 0 qq1 qq2.s x mt exp ymtE q ms t E mod I .ya ya i ya U0 0 0 /a , a .i i
2 a , a .i 0 qq1 qq2.s exp ms t E mod Ii ya U0 /a , a .i i
s exp Adg ? s H m t q y s H m t q mod Iqq2. . . .1 i i i i U
In sum, we have
i g x s t q gy1 .  .1 a a 1
s x s t q .a a
= exp Adg ? s E m t q y s E m t q . .1 a a a a
mod Iqq2. , a g D A ; .U q
ii .
Xq y1 qg x s t g s x s t .  .1 a a 1 a a
= exp Adg ? sX E m t q y sX E m t q . .1 a a a a
mod Iqq2. , a g D A ; D.6 .  .U y
iii g h 1 q s t q gy1 .  .1 a i 1i
s h 1 q s t q .a ii
= exp Adg ? s H m t q y s H m t q . .1 i i i i
mod Iqq2. .U
 .Together, and thanks to D.5 , this all yields
g b Xgy1 s b X exp Adg ? h m t q y h m t q mod Iqq2. . . . /1 q 1 q 1 q q U
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Hence
g b gy1by1 s g b Xgy1b Xy1 mod Iqq2. by D.3 . .1 q 1 q 1 q 1 q U
s exp Adg ? h m t q y h m t q mod Iqq1. . . . /1 q q U
Hence, keeping Lemma D.3 in mind,
j s Cqq1.( p qq1. exp Adg ? h m t q y h m t q . . . / /qq1 1 q q
Now if j s 0, thenqq1
p qq1. exp Adg ? h m t q y h m t q s identity. . . / /1 q q
Then
exp Adg ? h m t q y h m t q g Iqq2. . . . /1 q q U
However, by Lemma D.4, below, this implies
q q qq2 w xAdg ? h m t y h m t g g A m t k t , . . .1 q q k
and hence
2 w xAdg ? h y h ' 0 mod g A m t k t . .1 q q k
 .However, this contradicts D.4 . It follows that j / 0, and this com-qq1
pletes the induction and the proof of Lemma D.1.
For the remainder of this section, let k be an arbitrary field.
 . j  j.LEMMA D.3. If j g g A m t O , j ) 0; then h s exp j g I .k k U, k
Proof. Set
g  j. A s g A m t j O , j ) 0, .  .k k
and let
v  j. : g  j. A ª g  j. A rg  jq1. A .  .  .Ä
 j. .denote the projection. v j then has an expressionÄ
l
X j. jv j s s E q s H q s E m t , .Ä   a a i i a a / . is1 agDagD A yq
s , s , sX g k .a i a
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We set
y1l
Xj j jh s h = x s t h 1 q s t x s t . .  .  .  1 a a a i a a /  /i
 . is1  .agD A agD Aq y
Now
t n m Hij nh 1 q s t s exp s . D.7 . . a i ii  /nn)0
 .To see D.7 , call the right side s and note that when
h 1 q s t j sy1 s t .a ii
is considered as an operator on a highest weight module V l, then relativek
to a suitable basis, t is represented by an upper triangular matrix with
Ä .ones on the diagonal, and at the same time t commutes with g A s kk
Ä l .m g A . Hence t is a scalar operator on V . But then t must be theZ k
 .identity since it is upper triangular with ones on the diagonal .
It then follows from the Campbell]Hausdorff formula that
Ä Ä  jq1.h s exp j , j g g A . .1 1 1
Proceeding in this way, we obtain a sequence
b , b , . . . , b , . . . b g I  jqq. ,0 1 q q U , k
so that if
h s hby1by1 . . . by1 ,q 0 1 qy1
then
Ä Ä  jqq.h s exp j , j g g A . .q q q
We set
b s ??? b . . . b b g I  j. ,q 1 0 U , k
and note that
b s h
 leither as automorphisms on V or as elements of the adjoint groupk
 j. .  w x..G A notation as in 5 . But then h g I , as was to be shown.ad, L U, k
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 .  j.LEMMA D.4. If j g g A m t O , and exp j g I , j G 1, then j gk k U, k
 . jg A m t O .k k
 . jProof. If j f g A m t O , and j is the largest positive integer suchk k 0
 . j0  j0 . .that j g g A m t O , then v j / 0, and the proof of Lemma D.3Äk k
shows
exp j s h h , . 1 2
where h g I  j0q1 . and1 U, k
l
Xj j j0 0 0h s x s t h 1 q s t x s t , .  .  .  2 a a a i a a /  /i
 . is1  .agD A agD Aq y
where at least one of the s , sX , or sX is nonzero. It follows that h , anda a i 2
 .  j0q1 .  . j0hence exp j , is not in I . Hence j F j and j g g A m t O :U, k 0 k k
j .g A m t O .k k
The proof of Lemma 11.2 is now an easy exercise, using Lemmas D.1
Ãland D.2 and the fact that for two c's in G , and for each k g Z , the twok ) 0
0. c Ã . L k 's in Lemma D.1 are commensurate, and the two subgroups p G l
.I : U in Lemma D.2 are commensurate. We leave the details to theU
reader.
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