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THE DISTRIBUTION OF SPACINGS BETWEEN THE FRACTIONAL
PARTS OF ndα
MARTINO FASSINA, SUN KIM, AND ALEXANDRU ZAHARESCU
Abstract. We study the distribution of spacings between the fractional parts of ndα. For
α of high enough Diophantine type we prove a necessary and sufficient condition for ndα
mod 1, 1 ≤ n ≤ N, to be Poissonian as N →∞ along a suitable subsequence.
1. Introduction
Let f(x) be a polynomial, and consider the sequence of fractional parts ({f(n)})n∈N. It
is of considerable interest to study the distribution of the spacings between members of the
sequence. This problem arose in the context of the distribution of spacings between the energy
levels of integrable systems [BT77, CGI87]. When f(x) = αx, the spacings are essentially those
of the energy levels of a two-dimensional harmonic oscillator (see [PBG89]). In this case, the
sequence is not random: for any α and N , the consecutive spacings of nα mod 1, 1 ≤ n ≤ N ,
take at most three values (see [So´58] and [Sw59]).
In the more challenging case f(x) = αxd, d ≥ 2, Rudnick and Sarnak [RS98] investigated the
pair correlation function, which measures the density of differences between pairs of elements
of the sequence. They proved that for almost all α the pair correlation function is Poissonian.
For another approach to this result see [BZ00].
For the case d = 2 significantly more is known. Rudnick, Sarnak and one of the authors
[RSZ01], [Z03] investigated higher order correlations of n2α mod 1 (more details about these
works will be discussed later in the paper). Recently, the size of clusters of n2α mod 1 played
a relevant role in the work of Dunn and one of the authors [DZ19] on a second moment of
central values of certain half integral weight Dirichlet series. See also the survey [Sh12] for
connections between this sequence and other related topics.
In the present paper we return to the original sequence ndα mod 1 studied by Rudnick and
Sarnak. We let α be an irrational number, d an integer, d ≥ 2, and consider the problem of
studying the distribution of local spacings between the elements of the sequence ndα mod 1,
with 1 ≤ n ≤ N . For an integer m ≥ 2, and a smooth compactly supported function
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f ∈ C∞c (Rm−1), we consider the m-level correlation sums
R(m)(N, d, α, f) =
1
N
∑
1≤n1,...,nm≤N
nj distinct
FN(n
d
1α− nd2α, . . . , ndm−1α− ndmα),
where FN(y) =
∑
l∈Zm−1 f(N(l + y)). We say that the m-level correlation of the sequence
ndα mod 1 is Poissonian if for every f ∈ C∞c (Rm−1) we have
lim
N→∞
R(m)(N, d, α, f) =
∫
Rm−1
f(x) dx.
We say that the m-level correlation of the sequence ndα mod 1 is Poissonian along a sequence
Nj →∞ if for every f ∈ C∞c (Rm−1) we have
lim
j→∞
R(m)(Nj , d, α, f) =
∫
Rm−1
f(x) dx.
If the m-level correlation of ndα mod 1 is Poissonian for any m ≥ 2 along the same sequence
Nj →∞, we simply say that ndα mod 1 is Poissonian along Nj.
Given α and a sequence of rationals bj/qj → α, we say that ndα mod 1 is Poissonian
with respect to (bj/qj)j∈N if there exists a sequence {Nj}j→∞ with logNjlog qj → 1 such that ndα
mod 1 is Poissonian along Nj.
We say that α is not of finite Diophantine type if there exists a sequence of triples (bj , qj, kj)
of integers with kj →∞ such that for every j we have∣∣∣∣α− bjqj
∣∣∣∣ ≤ 1
q
kj
j
. (1.1)
Our main objective is to prove the following surprising result.
Theorem 1.1. Let α be an irrational number, not of finite Diophantine type, and let (bj , qj)
be a sequence such that bj/qj → α as in (1.1). Then there are two alternatives:
(1) Either ndα mod 1 is Poissonian with respect to (bj/qj)j∈N for every d ≥ 2;
(2) or ndα mod 1 is Poissonian with respect to (bj/qj)j∈N for no d ≥ 2.
Here the hypothesis that α is not of finite Diophantine type is used only in passing from
the distribution of ndα mod 1 to the distribution of nd(bj/qj) mod 1. We point out that for
different values of d, the corresponding sequences nd(bj/qj) mod 1 have no obvious relations.
Nevertheless, as we shall see later, the same exact obstruction to being Poissonian along
a sequence applies simultaneously for all d ≥ 2.
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2. A curve over a finite field
Studying the spacing distribution of sequences of the form ndbj (mod qj), 1 ≤ n ≤ N , leads
naturally to a point count on curves over finite fields. In this section we begin the investigation
of such curves.
Let q be a prime number, and let Zq = Z/qZ denote the field with q elements. We let
k = Zq be the algebraic closure of Zq. Let m, d be integers, with m ≥ 2, d ≥ 2. We will
consider polynomials of degree d in the ring k[x1, . . . , xm]. Let a = (a1, . . . , am−1) ∈ km−1.
For j = 1, . . . , m− 1, we define gj ∈ k[x1, . . . , xm] by
gj := x
d
j − xdj+1 − aj . (2.1)
Let C(d,a, q) be the curve defined in km by the system
gj = 0, j = 1, . . . , m− 1. (2.2)
The goal of this section is to prove the following criterion for the irreducibility of C(d,a, q).
Proposition 2.1. Assume that q ∤ d. Then the curve C(d,a, q) is irreducible in km if and
only if, for i = 1, . . . , m− 1, the partial sums Ai =
∑m−1
k=i ak are all distinct and non-zero.
We recall some notions from commutative algebra. The lexicographic order is an order > on
the monomials of k[x1, . . . , xm] such that x
α1
1 · · ·xαmm > xβ11 · · ·xβmm exactly when the first non-
zero entry of the vector (α1−β1, . . . , αm−βm) is positive. For a polynomial f ∈ k[x1, . . . , xm],
we call its maximal monomial with respect to the lexicographic order the initial term. We
denote the initial term of f by in(f). For a subset S of a polynomial ring k[x1, . . . , xm], we
denote by 〈S〉 the ideal generated by S in k[x1, . . . , xm].
Definition 2.2. Let I be an ideal in k[x1, . . . , xm]. A subset G = {g1, . . . , gs} of I is called a
Gro¨bner basis of I (with respect to the lexicographic order) if〈
in(f) | f ∈ I〉 = 〈in(g1), . . . , in(gs)〉.
Lemma 2.3. The set G = {g1, . . . , gm−1}, where the gj are defined as in (2.1), is a Gro¨bner
basis for the ideal 〈g1, . . . , gm−1〉.
Proof. For 1 ≤ i < j ≤ m− 1, let Hij denote the s-polynomial of the pair (gi, gj) (see [St98,
Definition 2.6]). That is, Hij is the unique linear combination of gi and gj canceling the
initial terms in(gi), in(gj), and whose coefficients are relatively prime monic monomials in
k[x1, . . . , xm]. Hence,
Hij = x
d
j (x
d
i − xdi+1 − ai)− xdi (xdj − xdj+1 − aj) = xdixdj+1 + ajxdi − xdi+1xdj − aixdj .
Here and in the following computations, the monomial in boldface is the initial term. We now
compute the remainder RG(Hij) of Hij by G [St98, Definition 2.2]. Let H
0 = Hij. For k ≥ 1,
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the polynomial Hk is obtained by subtracting appropriate multiples of the elements of G from
Hk−1 in order to cancel its initial term in(Hk−1). We thus get
H1 = H0 − xdj+1(xdi − xdi+1 − ai) = ajxdi − xdi+1xdj + xdi+1xdj+1 − aixdj + aixdj+1,
H2 = H1 − aj(xdi − xdi+1 − ai) = −xdi+1xdj + xdi+1xdj+1 + ajxdi+1 − aixdj + aixdj+1 + aiaj,
H3 = H2 + xdi+1(x
d
j − xdj+1 − aj) = −aixdj + aixdj+1 + aiaj,
H4 = H3 + ai(x
d
j − xdj+1 − aj) = 0.
Hence RG(Hij) = 0 for every 1 ≤ i < j ≤ m − 1. The set G is therefore a Gro¨bner basis by
[St98, Proposition 2.7]. 
Let R be an integral domain, and I an ideal in the polynomial ring R[x1, . . . , xm]. P. Gianni,
B. Trager, and G. Zacharias [GTZ88] gave the following algorithm to check if I is a prime
ideal in R[x1, . . . , xm]. (See also [AL94, Section 4 in Chapter 4]).
ALGORITHM: Primality Test [AL94, Algorithm 4.4.1]
Input: An ideal I in R[x1, . . . , xm].
Output: TRUE if I is a prime ideal, FALSE otherwise.
Set Rm+1 = R, and Ri := R[xi, . . . , xm] for i = 1, . . . , m.
Compute Ji = I ∩ Ri for i = 1, . . . , m+ 1.
If Jm+1 is not a prime ideal of R, then result:= FALSE.
Else result:= TRUE, i := m+ 1.
While i > 1 and result=TRUE do
R′ := Ri/Ji,
J ′ := image of Ji−1 in R
′[xi−1],
k′ := quotient field of R′.
Compute the polynomial f such that J ′k′[xi−1] = 〈f〉.
If f is not zero and reducible over k′, then result:= FALSE.
Else compute J ′k′[xi−1] ∩ R′[xi−1].
If J ′k′[xi−1] ∩R′[xi−1] 6= J ′, then result:=FALSE.
Else i := i− 1.
Return result.
We will apply the algorithm to prove that, under the appropriate assumptions on a, the ideal
I = 〈g1, . . . , gm−1〉 is prime in k[x1, . . . , xm]. In our case, Rm+1 = k, and Ri = k[xi, . . . , xm]
for i = 1, . . . , m. We now compute Ji = I ∩Ri. By Lemma 2.3 and [St98, Proposition 2.13]
Ji =
〈
G ∩Ri
〉
, i = 1, . . . , m+ 1.
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In particular,
Ji =
{〈
gi, . . . , gm−1
〉
, if i ∈ {1, . . . , m− 1},
0, if i ∈ {m,m+ 1}.
Remark 2.4. Note that I ∩ k[xj ] = 0 for every j. Indeed, if I ∩ k[xj ] 6= 0 for some j, then,
looking at the generators gi of I, we see that I ∩ k[xj ] 6= 0 for every j = 1, . . . , m. This
contradicts Jm = I ∩ k[xm] = 0.
The algorithm requires studying, at every step, the (ir)reducibility of a polynomial f over
an appropriate field. We will need the following standard result.
Lemma 2.5. Let F be an arbitrary field, n ≥ 1, and a ∈ F . Then xn − a is irreducible over
F if and only if a 6∈ F p for all primes p dividing n and a 6∈ −4F 4 whenever 4 | n.
Proof. See [K89, Theorem 2.6 on page 425]. 
Proof of Proposition 2.1. If the hypothesis on a is not satisfied, then ai + ai+1 + · · ·+ aj = 0
for some 1 ≤ i ≤ j ≤ m−1. Hence, in the system (2.2) defining our curve, we can replace the
equation gi = 0 with x
d
i − xdj+1 = 0. Since the characteristic q of the field k does not divide
d, the polynomial xdi − xdj is the product of d distinct irreducible factors. In particular, the
curve C(d,a, q) is reducible.
Conversely, assume that the sums Ai =
∑m−1
k=i ak are all distinct and non-zero. We prove
that the ideal 〈g1, . . . , gm−1〉 is prime in k[x1, . . . , xm]. We argue by strong induction on m.
First, consider the case m = 2. Following the algorithm, we obtain f = 0 for i = 3 . At the
second (and last) iteration, for i = 2, we have f = xd1 − xd2 − a1. We claim that xd1 − xd2 − a1
is irreducible over the field k(x2). Let p be a prime, with p | d. Assume by contradiction that
xd2 + a1 = α
p for some α ∈ k(x2). Let α = A/B for coprime polynomials A,B ∈ k[x2]. Hence,(
B(x2)
)p
(xd2 + a1) =
(
A(x2)
)p
. (2.3)
Let θ ∈ k be such that θd + a1 = 0. Recall that a1 6= 0 by assumption. Hence, θ 6= 0. It
follows from (2.3) that A(θ) = 0. Taking a derivative on both sides of (2.3), we obtain
pB′(x2)
(
B(x2)
)p−1
(xd2 + a1) +
(
B(x2)
)p
dxd−12 = pA
′(x2)
(
A(x2)
)p−1
. (2.4)
Evaluating (2.4) at θ yields (
B(θ)
)p
dθd−1 = 0. (2.5)
Since θ 6= 0 and d is not a multiple of the characteristic of k, (2.5) implies B(θ) = 0.
We have now reached a contradiction, since A and B were taken to be coprime. Hence,
xd2 + a1 6∈
(
k(x2)
)p
. By the same argument, xd2 + a1 6∈ −4
(
k(x2)
)4
if 4 | d. Lemma 2.5 then
implies that xd1−xd2−a1 is irreducible over k(x2), and the proof of the case m = 2 is complete.
Let now m ≥ 3, and assume that 〈g1, . . . , gj−1〉 is a prime ideal in k[x1, . . . , xj] for every
j ∈ {1, . . . , m − 1}. We want to prove that 〈g1, . . . , gm−1〉 is a prime ideal in k[x1, . . . , xm].
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Running the primality algorithm, we see that the result follows if, for every i = 2, . . . , m, the
polynomial f = xdi−1 − xdi − ai−1 is irreducible over k′, where k′ is the quotient field of
R′ =
k[xi, . . . , xm]
〈xdi − xdi+1 − ai, . . . , xdm−1 − xdm − am−1〉
. (2.6)
Note that R′ is an integral domain by the inductive hypothesis. To prove the irreducibility
of f , we will use Lemma 2.5. Let p be a prime, with p | d. Assume by contradiction that
xdi + ai−1 = α
p, for some α ∈ k′. Let x¯j denote the equivalence class of xj in k′. Since the
elements x¯i, . . . , x¯m−1 are algebraic over the field k(xm), we have that k
′ = k(xm)[x¯i, . . . , x¯m−1].
We can thus find a representative of α ∈ k′ which is a polynomial in the variables xi, . . . , xm−1
with coefficients in k(xm). After clearing denominators, we obtain a representation of α
as a quotient A(xi, . . . , xm)/B(xm), where A ∈ k[xi, . . . , xm] and B ∈ k[xm]. The equality
xdi + ai−1 = α
p in k′ yields(
B(xm)
)p
(xdi + ai−1)−
(
A(xi, . . . , xm)
)p ∈ 〈xdi − xdi+1 − ai, . . . , xdm−1 − xdm − am−1〉. (2.7)
We can assume without loss of generality that A is of degree at most d − 1 in the variables
xi+1, . . . , xm. Hence,(
B(xm)
)p
(xdi+ai−1)−
( ∑
1≤ji+1,...,jm≤d
cji+1...jm(xi) x
ji+1
i+1 · · ·xjmm
)p
=
m−1∑
j=i
fj ·(xdj−xdj+1−aj) (2.8)
for some polynomials fj ∈ k[xi, . . . , xm] and cji+1...jm ∈ k[xi]. Now let (θi, . . . , θm) ∈ km
satisfying 
θdi = −ai−1,
θdi+1 = −ai−1 − ai,
...
θdm−1 = −ai−1 − ai − · · · − am−2,
θdm = −ai−1 − ai − · · · − am−2 − am−1.
(2.9)
By our hypotheses on a, the sums of the aj appearing in (2.9) are never equal to zero.
Moreover, since d is not a multiple of the characteristic of the base field k, there are d distinct
values for every θj . Substituting θi, . . . , θm ∈ k satisfying (2.9) in (2.8) gives A(θi, . . . , θm) = 0.
Note that A(θi, . . . , θm−1, xm) is a polynomial of degree at most d − 1 in xm with d distinct
roots in k. Hence each of its coefficients must be equal to zero. Fixing θi, . . . , θm−2 in each
of those coefficients, we obtain polynomials of degree at most d − 1 in xm−1 with d roots in
k. Inductively, we conclude that every polynomial cji+1...jm(xi) appearing in (2.8) must vanish
for all θi such that θ
d
i = −ai−1. It follows that A(xi, . . . , xm) = (xdi + ai−1)V (xi, . . . , xm) for
some V ∈ k[xi, . . . , xm]. From (2.7) we thus get
(xdi+ai−1)
((
B(xm)
)p−(V (xi, . . . , xm))p(xdi+ai−1)p−1
)
∈ 〈xdi−xdi+1−ai, . . . , xdm−1−xdm−am−1〉.
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The ideal 〈xdi − xdi+1 − ai, . . . , xdm−1 − xdm − am−1〉 is prime in k[xi, . . . , xm] by the inductive
hypothesis. Remark 2.4 then implies(
B(xm)
)p − (V (xi, . . . , xm))p(xdi + ai−1)p−1 = m−1∑
j=i
hj · (xdj − xdj+1 − aj) (2.10)
for some polynomials hj ∈ k[xi, . . . , xm]. Substituting in (2.10) elements θ1, . . . , θm ∈ k that
satisfy (2.9), we obtain B(θm) = 0 for every θm such that θ
d
m = −ai−1−· · ·− am−1. Therefore
B(xm) =W (xm)(x
d
m + ai−1 + · · ·+ am−1)
for some polynomial W ∈ k[xm]. Note that xdm + ai−1 + · · · + am−1 = xdi + ai−1 in k′, and
therefore the elements A and B representing α have a common factor in R′. We can thus
remove this common factor and write α = A˜(xi, . . . , xm)/B˜(xm), where A˜ ∈ k[xi, . . . , xm] and
B˜ ∈ k[xm] are polynomials whose degrees satisfy deg A˜ = degA − d, deg B˜ = degB − d.
Repeating the reasoning above with A and B replaced by A˜ and B˜ respectively, we deduce
that A˜ and B˜ again share a common factor in R′. We remove that common factor, and
repeat the same argument once more. After finitely many steps, we reach a contradiction.
We have thus proved that xdi + ai−1 6∈ (k′)p. With the same argument, one can show that
xdi + ai−1 6∈ −4(k′)4 if 4 | d. Lemma 2.5 then implies that f = xdi−1 − xdi − ai−1 is irreducible
over k′, as wanted. 
3. Point count on the curve
Let b, d, q be positive integers, with d ≥ 2 and (b, q) = 1. Let a = (a1, . . . , am−1) ∈ Zm−1q .
Define
ν(d,a, q) = #
{
x ∈ Zmq : bxdi − bxdi+1 = ai (mod q), 1 ≤ i ≤ m− 1
}
. (3.1)
Remark 3.1. When q is a prime, the quantity ν(d,a, q) corresponds to the number of points
in Zmq of the curve C(d,ab¯, q), following the notation of Section 2. Here b¯ ∈ Zq is such that
bb¯ = 1, and ab¯ is the element (a1b¯, . . . , am−1b¯) ∈ Zm−1q .
Notation 3.2. From now on we use the notation C(d,ab¯, q) even when q is not prime (but still
(b, q) = 1) to indicate the curve consisting of the points (x1, . . . , xm) satisfying the equations
bxdi − bxdi+1 = ai (mod q) for 1 ≤ i ≤ m− 1.
Let q =
∏r
j=1 p
ej
j be a prime factorization of q. By the Chinese Remainder Theorem,
ν(d,a, q) =
r∏
j=1
ν(d,a, p
ej
j ). (3.2)
For every j ∈ {1, . . . , r}, we define the number A(d,a, pejj ) by
A(d,a, p
ej
j ) = ν(d,a, p
ej
j )− pejj .
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Equation (3.2) yields
ν(d,a, q) =
r∏
j=1
(p
ej
j + A(d,a, p
ej
j )) = q
r∏
j=1
(
1 +
A(d,a, p
ej
j )
p
ej
j
)
= q
∑
S⊆{1,...,r}
A(d,a, cS)
cS
, (3.3)
where for each non-empty subset S ⊆ {1, . . . , r} we let
cS =
∏
j∈S
p
ej
j , A(d,a, cS) =
∏
j∈S
A(d,a, p
ej
j ),
and cS = 1 for S = ∅.
In the next lemma we will establish a bound for |A(d,a, cS)|. Following [KR99], for a prime
p and a = (a1, . . . , am−1), we denote by reff(a, p) the number of distinct components of an
element y = (y1, . . . , ym) satisfying
yi − yi+1 = ai (mod p), 1 ≤ i ≤ m− 1. (3.4)
This number is well defined, independent of the particular solution. For 1 ≤ i < j ≤ m, let
σij(a) =
j−1∑
k=i
ak,
so that σi,i+1(a) = ai, σij =
∑j−1
k=i σk,k+1. Let D(a) =
∏
1≤i≤j≤m σij(a). A solution of the
system (3.4) has distinct components (that is, reff(a, p) = m) if and only if p does not divide
D(a), since yi − yj =
∑j−1
k=i(yk − yk+1) =
∑j−1
k=i ak = σij(a).
Lemma 3.3. Let q˜ be the squarefree part of q. Assume that there exists δ > 0 such that
q˜ ≥ q1−δ. Then, for every subset S ⊂ {1, . . . , r}, we have
|A(d,a, cS)| ≪m,d,ε c1/2+εS (cS , D(a))1/2q2δm.
Proof. First we consider the case of c = p prime with p ∤ d. Applying the Riemann Hypothesis
for curves over finite fields (see [W48] and [Sc76, Theorem 5A and Corollary 5B]) as in [KR99,
Proposition 4], we obtain
ν(d,a, p) = dm−reff(a,p)(p+B(a, p)), with |B(a, p)| ≪m p1/2. (3.5)
We use estimate (3.5) for the primes pj such that ej = 1 and pj ∤ d. For the other primes, we
use the trivial estimate
|A(d,a, pejj )| ≤ pejmj . (3.6)
Note that since q˜ ≥ q1−δ it follows that∏
j∈S
ej≥2
p
ej
j ≤ q2δm. (3.7)
SPACINGS BETWEEN THE FRACTIONAL PARTS OF ndα 9
Multiplying the inequalities in (3.5) and (3.6), using (3.7), and recalling that #S ≪m,d,ε cεS ,
we obtain
|A(d,a, cS)| =
∏
j∈S
ej=1, pj ∤d
|A(d,a, pj)|
∏
j∈S
ej≥2 or pj |d
|A(d,a, pejj )|
≤
∏
j∈S
ej=1, pj ∤d
Cm,d p
1/2
j (pj, D(a))
1/2
∏
j∈S
ej≥2
p
ejm
j
∏
j∈S
ej=1, pj |d
p
ejm
j .
≤ Cm,d,ε c1/2+εS (cS , D(a))1/2q2δm,
which concludes the proof of the lemma. 
Lemma 3.4. For every c > 1, ∑
a (mod c)
A(d,a, c) = 0.
Proof. For every prime p, ∑
a (mod p)
ν(d,a, p) =
∑
x (mod p)
∑
a (mod p)
x∈C(d,ab¯,p)
1 = pm. (3.8)
By definition of A(d,a, p),∑
a (mod p)
ν(d,a, p) =
∑
a (mod p)
(p+ A(d,a, p)) = pm +
∑
a (mod p)
A(d,a, p). (3.9)
Combining (3.8) and (3.9) we obtain∑
a (mod p)
A(d,a, p) = 0.
The result now follows from the multiplicativity of the above sums. 
4. A convergence theorem
The goal of this section is proving the following result.
Theorem 4.1. Let d ≥ 2. Fix m ≥ 2 and 0 < δ0 < 14m . There exists δ = δ(m, δ0) > 0 such
that for every f ∈ C∞c (Rm−1) one has
R(m)
(
N, d,
b
q
, f
)
→
∫
Rm−1
f(x) dx
uniformly for (b, q) = 1, q1−1/(2m)+δ0 ≤ N ≤ q1−δ0, as q →∞ such that q˜ ≥ q1−δ.
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Following [Z03, Section 4], we reduce the proof of Theorem 4.1 to a point count on a curve
over a finite field. We then prove Theorem 4.1 using the results of Sections 2 and 3.
By approximating f from above and below by step functions, it is enough to prove the
statement for the characteristic function of a compact set with piecewise smooth boundary
I ⊂ Rm−1. Given b and q as in the hypotheses, we thus want to show, for q →∞, that
R(m)(N, d, b/q, I)→ vol(I), (4.1)
where NR(m)(N, d, b/q, I) is the number of m-tuples (x1, . . . , xm) with distinct components
x1, . . . , xm in {1, . . . , N} such that
N
({
bxd1
q
}
−
{
bxd2
q
}
, . . . ,
{
bxdm−1
q
}
−
{
bxdm
q
})
∈ I.
We can write R(m)(N, d, b/q, I) in the form
R(m)(N, d, b/q, I) =
1
N
∗∑
a∈sI
ν(N, d,a, q), (4.2)
where s = q/N is the dilate factor and
ν(N, d,a, q) = #{1 ≤ xi ≤ N : bxdi − bxdi+1 = ai (mod q), 1 ≤ i ≤ m− 1}.
Here the star in (4.2) denotes summation over the vectors a for which the partial sums
Ai =
∑
k≥i ak are all distinct and non-zero, a condition which comes from the requirement
that the m-tuples (x1, . . . , xm) to be counted in R
(m)(N, d, b/q, I) have distinct components.
Lemma 4.2. We have
R(m)(N, d, b/q, I) =
1
Nqm
∗∑
a∈sI
∑
r(mod q)
∑
y∈C(d,ab¯,q)
e
(−r · y
q
) m∏
i=1
∑
1≤xi≤N
e
(
rixi
q
)
. (4.3)
Proof. The lemma can be deduced from a standard application of Fourier expansion. See
[Z03, Section 4] for details. 
The last sums appearing in (4.3) are geometric progressions and can be bounded by∥∥∥∥∥ ∑
1≤xi≤N
e
(
rixi
q
)∥∥∥∥∥≪ min
{
N,
q
|ri|
}
, (4.4)
where the ri are assumed to lie in the interval
[ − q
2
, q
2
]
To prove (4.1), we first consider the
contribution of r = 0 on the right side of (4.3). We obtain the term
M = N
m−1
qm
∗∑
a∈sI
ν(d,a, q),
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where ν(d,a, q) is the quantity defined in (3.1). We let
E = R(m)(N, d, b/q, I)−M. (4.5)
Theorem 4.1 follows from the two lemmas below.
Lemma 4.3. As q →∞, we have M = vol(I) + o(1).
Lemma 4.4. As q →∞, we have E = o(1).
Proof of Lemma 4.3. By (3.3) we can rewrite M as
M = N
m−1
qm−1
∑
S⊂{1,...,r}
1
cS
∗∑
a∈sI
A(d,a, cS).
Recall that by definition cS = 1 when S = ∅. The contribution of S = ∅ is therefore(
N
q
)m−1 ∗∑
a∈sI
1 =
1
sm−1
#
{
(sI)∗ ∩Zm−1} = vol(I) +O(1
s
)
,
where (sI)∗ is the set of vectors a ∈ sI with all the partial sums Ai distinct and non-zero.
For the remaining divisors cS of q we distinguish two cases. Let A be the set of all subsets
S ⊂ {1, . . . , r} for which cS > s1, and let B be the set of all S ⊂ {1, . . . , r} for which
1 < cS < s1. Here s1 is a parameter that will be chosen later. By Lemma 3.3,
1
sm−1
∑
S∈A
1
cS
∗∑
a∈sI
A(d,a, cS)≪m,d,ε 1
sm−1
∑
S∈A
1
cS
c
1/2+ε
S
∑
a∈sI
(cS , D(a))
1/2q2δm
=
1
sm−1
∑
S∈A
c
ε−1/2
S q
2δm
∑
t|cS
t1/2#{a ∈ sI : (cS , D(a)) = t}
≤ 1
sm−1
∑
S∈A
c
ε−1/2
S q
2δm
∑
t|cS
t1/2#(J(t)),
(4.6)
where J(t) = {a ∈ sI : t | D(a)}. One can easily see that
#(J(t))≪m,d,ε,I tεsm−1
(
1
t
+
1
s
)
. (4.7)
Equations (4.6) and (4.7) yield
1
sm−1
∑
S∈A
1
cS
∗∑
a∈sI
A(d,a, cS)≪m,d,ε,I
∑
S∈A
c
ε−1/2
S
∑
t|cS
q2δmt1/2+ε
(
1
t
+
1
s
)
= σ1 + σ2,
where
σ1 =
∑
S∈A
c
ε−1/2
S
∑
t|cS
q2δmt−1/2+ε ≤ q2δmsε−1/21 #{(cS , t) : t | cS | q} ≤ q2δm+2εsε−1/21 , (4.8)
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σ2 =
∑
S∈A
c
ε−1/2
S
∑
t|cS
q2δmt1/2+ε
1
s
≤ 1
s
∑
cS |q
∑
t|cS
q2δm(tcS)
ε
(
t
cS
)1/2
≤ 1
s
q4ε+2δm. (4.9)
Equation (4.9) shows that σ2 = o(1) as q → ∞ for δ small enough in terms of m. Letting
s1 =
√
s, we see from (4.8) that
σ1 ≤ sε/2−1/4q2(δm+ε). (4.10)
Since s = q/N ≥ qδ0 , the inequality (4.10) implies that σ1 is o(1) as q →∞ for δ small enough
in terms of m and δ0.
We now consider the divisors cS of q such that 1 < cS < s1 =
√
s. Recall that we denote by
(sI)∗ the set of vectors a ∈ sI such that all the partial sums Ai are distinct and non-zero. We
divide the region (sI)∗ into integer cubes of side cS of the form y + cSB, where y ∈ cSZm−1
and B = {0 ≤ xi < 1} is the unit cube in Rm−1. We call a cube cS-interior if it is entirely
contained in (sI)∗. By the Lipschitz principle (see [D51]) it follows that the number ncS of
cS-interior cubes is given by
ncS = vol
( s
cS
I
)
+OI
(( s
cS
)m−2)
=
( s
cS
)m−1
vol(I) +OI
(( s
cS
)m−2)
.
We say that a point a ∈ sI ∩Zm−1 is cS-interior if it is contained in a cS-interior cube, and
is cS-boundary otherwise. Each interior cube contains c
m−1
S cS-interior points, so the total
number of cS-interior points is
cm−1S ncS = s
m−1 vol(I) +O(cSs
m−2). (4.11)
The total number of points of sI ∩ Zm−1 is sm−1 vol(I) + O(sm−2). Subtracting the number
of cS-interior points given by (4.11), we obtain that the number of cS-boundary points is
O(cSs
m−2).
For every divisor cS of q, with S ∈ B, we write
∗∑
a∈sI
A(d,a, cS) =
∗∑
a cS-boundary
A(d,a, cS) +
∗∑
a cS-interior
A(d,a, cS).
Since the sum over each cS-interior cube is just a sum over (Z/cSZ)
m−1, Lemma 3.4 implies
∗∑
a∈sI
A(d,a, cS) =
∗∑
a cS-boundary
A(d,a, cS).
By Lemma 3.3 and the fact that the number of cS-boundary points is O(cSs
m−2) we obtain
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1
sm−1
∑
S∈B
1
cS
∗∑
a∈sI
A(d,a, cS) =
1
sm−1
∑
S∈B
1
cS
∗∑
a cS-boundary
A(d,a, cS)
≪d,m,ε 1
sm−1
∑
S∈B
1
cS
c2+εS s
m−2q2δm =
1
s
∑
S∈B
c1+εS q
2δm
≪ε q2δm 1
s
s1+ε1 #{cS | q} ≪ε s−1/2+ε/2qε+2δm ≤ q−δ0/2+εδ0/2+ε+2δm,
which is o(1) as q →∞ for δ small enough in terms of m and δ0. This concludes the proof of
Lemma 4.3. 
Proof of Lemma 4.4. By (4.3), (4.4) and (4.5),
E = 1
Nqm
∗∑
a∈sI
∑
r(mod q)
r 6=0
∑
y∈C(d,ab¯,q)
e
(−r · y
q
) m∏
i=1
∑
1≤xi≤N
e
(
rixi
q
)
≪ 1
Nqm
∗∑
a∈sI
∑
r(mod q)
r 6=0
∑
y∈C(d,ab¯,q)
e
(−r · y
q
) m∏
i=1
min
{
N,
q
|ri|
}
. (4.12)
We start by observing that, if q =
∏
j p
kj
j is the decomposition of q into primes, then (see
[Z03] for details) ∑
y∈C(d,ab¯,q)
e
(
− r · y
q
)
=
∏
j
∑
y∈C(d,ab¯,p
kj
j )
e
(
− bjr · y
p
kj
j
)
, (4.13)
where the bj are given by
bj =
∏
l 6=j
p−kll (mod p
kj
j ).
We use the trivial bound ∣∣∣∣∣ ∑
y∈C(d,ab¯,p
kj
j )
e
(
− bjr · y
p
kj
j
)∣∣∣∣∣ ≤ pmkjj
for the factors on the right side of (4.13) for which kj ≥ 2. Since q˜ ≤ q1−δ, we obtain∣∣∣∣∣ ∏
kj≥2
∑
y∈C(d,ab¯,p
kj
j )
e
(
− bjr · y
p
kj
j
)∣∣∣∣∣ ≤ ∏
kj≥2
p
mkj
j ≤ q2δm. (4.14)
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We consider those primes pj for which kj = 1. For such primes pj which divide d, we have the
trivial bound ∣∣∣∣∣ ∏
kj=1
pj |d
∑
y∈C(d,ab¯,pj)
e
(
− bjr · y
pj
)∣∣∣∣∣ ≤ dm. (4.15)
Next, for primes pj ∤ d, we use the Bombieri-Weil inequality [B66, Theorem 6], which gives∣∣∣∣∣ ∑
y∈C(d,ab¯,pj)
e
(
− bjr · y
pj
)∣∣∣∣∣≪m p1/2j (4.16)
provided that the partial sums Ai are distinct mod pj . We can apply (4.16) only if y · r is
not constant on any component of the curve C(d,ab¯, pj). Note that Proposition 2.1 guarantees
that every curve C(d,ab¯, pj) is irreducible. In the next paragraph we prove that if y · r is
constant on a curve C(d,ab¯, pj) then r = 0, which is never the case for the terms considered
in Lemma 4.4 (see (4.12)).
Let k = Zpj denote the algebraic closure of the field Zpj = Z/pjZ. Then, in the function
field k(Y1, . . . , Ym) of the curve C(d,ab¯, pj), Y1 is a variable and Y2, . . . , Ym are algebraic
functions such that
Y di = Y
d
1 − (a1 + · · ·+ ai−1)b¯ for 2 ≤ i ≤ m.
Recall that the key step in the proof of Proposition 2.1 was to show the irreducibility of
some polynomials (there denoted by f) over some quotient fields (see (2.6)). The same exact
argument shows, for every i ∈ {2, . . . , m}, that the polynomial
xd − (Y d1 − (a1 + · · ·+ ai−1)b¯) (4.17)
is irreducible in the ring k(Y1, . . . , Yi−1)[x]. It follows that
[k(Y1, . . . , Ym) : k(Y1)] = d
m−1. (4.18)
Assume now by contradiction that y · r = c, with c ∈ k and r 6= 0. Let j0 ∈ {1, . . . , m} be
such that rj0 6= 0. Then Yj0 belongs to k(Y1, . . . , Yj0−1, Yj0+1, . . . , Ym), and therefore
k(Y1, . . . , Ym) = k(Y1, . . . , Yj0−1, Yj0+1, . . . , Ym). (4.19)
Applying again the irreducibility of the polynomials in (4.17) we obtain
[k(Y1, . . . , Yj0−1, Yj0+1, . . . , Ym) : k(Y1)] = d
m−2,
which, together with (4.19), contradicts (4.18). We thus conclude that for the primes pj ∤ d
such that the sums Ai are distinct mod pj , the inequality (4.16) holds true.
Now, in general, for each pair of a and pj, we have a partition P = {V1, . . . , Vℓ} of the set
V = {1, 2, . . . , m} where Ai1 = Ai2 (mod pj) if and only if i1, i2 ∈ Vℓ′ for some 1 ≤ ℓ′ ≤ ℓ.
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Using this partition, for each r we write r · y as
r · y =
ℓ∑
ℓ′=1
∑
i∈Vℓ′
riyi.
By the definition of P, if 1 ≤ i1 6= i2 ≤ m belong to the same set, then the equation
xdi1 − xdi2 = 0 (mod pj) (4.20)
is one of the equations defining the curve C(d,ab¯, pj).
Let γj = (d, pj − 1). Since γj | (pj − 1), there exists a γj-th primitive root of unity mod pj ,
say αj. Then equation (4.20) gives
xi2 = α
t
jxi1 , 0 ≤ t ≤ γj − 1. (4.21)
Replacing (4.20) by (4.21), we can regard C(d,ab¯, pj) as the union of γj curves. Repeating
this process for all such pairs i1 and i2, we see that C(d,ab¯, pj) is a union of γm−ℓj curves. Note
that we can apply (4.16) provided that r · y is nonconstant along any of these curves. The
exception occurs when there exists a function θ : V → {1, αj, . . . , αγj−1j } such that for any
1 ≤ ℓ′ ≤ ℓ, we have ∑
i∈Vℓ′
θ(i)ri = 0 (mod pj). (4.22)
In this case, we use the following trivial bound instead of (4.16):∣∣∣∣∣ ∑
y∈C(d,ab¯,pj)
e
(
− bjr · y
pj
)∣∣∣∣∣≪m,d pj . (4.23)
For fixed a and r, we denote by D(a, r) the product of the prime factors pj of q for which
kj = 1 and (4.22) holds for some θ. By (4.13), (4.14), (4.15), (4.16), and (4.23), we obtain∑
y∈C(d,ab¯,q)
e
(
− r · y
q
)
≪δ,m,d q2δm+1/2D(a, r)1/2cω(q)m,d , (4.24)
where ω(q) is the number of prime divisors of q, and cm,d is a constant depending on m and
d. Since q → ∞, we can assume cω(q)m,d ≤ qδm. Hence, putting (4.24) into (4.12) yields the
following:
E ≪δ,m,d q
1/2+3δm−m
N
∑
r(mod q)
r 6=0
m∏
i=1
min
{
N,
q
|ri|
} ∗∑
a∈sI
D(a, r)1/2
≪ q
1/2+3δm
N
∑
r(mod q)
r 6=0
m∏
i=1
min
{
1
s
,
1
|ri|
}∑
D|q˜
D1/2N (D),
16 MARTINO FASSINA, SUN KIM, AND ALEXANDRU ZAHARESCU
where N (D) := #{a ∈ (sI)∗ : D(a, r) = D}. If we let ρ(r, D) be the proportion of integer
vectors a in (sI)∗ such that D(a, r) = D, then
N (D) ∼ ρ(r, D)sm−1 vol(I).
Thus, it follows that
E ≪δ,m,d,I q−1/2+3δmsm
∑
D|q˜
D1/2
∑
r(mod q)
r 6=0
ρ(r, D)
m∏
i=1
min
{
1
s
,
1
|ri|
}
. (4.25)
In order to prove Lemma 4.4, we show the following:
D1/2
∑
r(mod q)
r 6=0
ρ(r, D)
m∏
i=1
min
{
1
s
,
1
|ri|
}
≪δ0,m,d,I q1/2−δ0s−m. (4.26)
Note that the number of divisors D of q˜ is≪ǫ qǫ. Thus, for δ small enough in terms of m and
δ0, (4.26) implies
E ≪δ,δ0,m,d,I q−δ0/2,
which completes the proof of the lemma.
Now, for a nonempty subset L of V = {1, 2, . . . , m}, we let ∑(L ) denote the sum on the
left-hand side of (4.26) over the vectors r (mod q) such that ri 6= 0 if and only if i ∈ L .
There are 2m − 1 such subsums ∑(L ), and therefore it suffices to show, for each L , that∑
(L )≪m,δ0,d,I D−1/2q1/2−δ0s−m. (4.27)
For convenience, we can assume that L = {1, 2, . . . , L} for some 1 ≤ L ≤ m. It follows that∑
(L ) =
∑
0<|r1|,...,|rL|≤q/2
ρ(r, D)
m∏
i=1
min
{
1
s
,
1
|ri|
}
≤ 1
sm−L
∑
0<|r1|,...,|rL|≤q/2
ρ(r, D)
L∏
i=1
1
|ri| .
We consider a L-tuple D = (D1, . . . , DL) with Di | D, 1 ≤ i ≤ L, and set
M (D) := max{ρ(r, D) : 0 < |ri| ≤ q/2, (ri, D) = Di}.
Observe that∑
0<|r1|,...,|rL|≤q/2
(ri,D)=Di
ρ(r, D)
L∏
i=1
1
|ri| ≤
M (D)
D1 · · ·DL
∑
0<|ei|≤q/(2Di)
L∏
i=1
1
|ei| ≪
M (D)(log q)L
D1 · · ·DL .
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Note that the number of such L-tuples D is ≪ qǫ. Thus, (4.27) holds if we can show that for
each r with (ri, D) = Di,
ρ(r, D)≪m,δ0,d,I D−1/2q1/2−δ0−2ǫs−L
L∏
i=1
Di. (4.28)
Obviously, (4.28) is true if the right-hand side of (4.28) is strictly bigger than 1. We therefore
assume that D1, . . . , DL satisfy
L∏
i=1
Di ≤ D1/2sLq−1/2+δ0/2+2ǫ.
Also, since s ≤ q1/(2m)−δ0 , we have
L∏
i=1
Di ≤ D1/2qL/(2m)−1/2+(1−L)δ0+2ǫ ≤ D1/2q−δ0/2. (4.29)
The following pages contain the proof of (4.28), thus completing the proof of Lemma 4.4.
Proof of (4.28). For a prime divisor pj of D, we let mj be the number of components
ri = 0 (mod pj). Then it can be easily seen that
L∏
i=1
Di =
∏
pj |D
p
mj
j . (4.30)
Consider a vector a which contributes to ρ(r, D) and the corresponding partition P(a, pj).
Recall that such a satisfies (4.22). Since ri = 0 for L < i ≤ m, we can view P(a, pj) as
a partition of {1, . . . , L}. Note that if ri 6= 0 (mod pj), then the subset Vℓ′ containing the
index i has more than one element. Thus, there are at most
[L−mj
2
]
such subsets Vℓ′. Now, in
each Vℓ′, we choose the largest index i(ℓ
′) for which ri(ℓ′) 6= 0 (mod pj). Then, we see that Vℓ′
produces the following independent congruences:
Ai −Ai(ℓ′) = 0 (mod pj), i ∈ Vℓ′ \ {i(ℓ′)}.
Since each of the L−mj indices i 6= i(ℓ′) with ri 6= 0 (mod pj) corresponds to exactly one of
these independent congruences, the number of such congruences, say m˜j , satisfies
m˜j ≥ L−mj −
[L−mj
2
]
. (4.31)
We put together all these congruences for all the prime divisors pj of D. Note that mj = 0
for some pj , since otherwise (4.30) implies that D divides
∏L
i=1Di, which contradicts (4.29).
Thus, every index i ∈ {1, . . . , L} appears in the congruences. Also, the vectors a which satisfy
all these congruences lie on a lattice whose fundamental parallelepiped has volume
∏
pj |D
p
m˜j
j .
We remark that all the vectors a which contribute to ρ(r, D) are placed on several lattices.
The number of such lattices is ≪ǫ qǫ, and therefore we can consider only one fixed lattice.
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In the following, we count the vectors a in ρ(r, D) that satisfy a fixed set of congruences
described above.
It suffices to count the m-tuples (A1, . . . , Am) which satisfy the congruences, since a is
uniquely determined by such am-tuple. Recall that Am = 0 by definition. Using the condition
a ∈ (sI)∗, we can bound the integers Am−1, . . . , AL by some positive constant, say scI . Hence
there are at most (scI)
m−L choices for (Am−1, . . . , AL). Now fix Am−1, . . . , AL.We first consider
the congruences that involve AL−1 − AL and put them together to obtain
AL−1 − AL = 0 (mod dL−1)
for some dL−1 | D. This gives at most cI([s/dL−1 + 1]) possible values for AL−1. Similarly, we
consider the congruences involving AL−2−AL and AL−2−AL−1. Putting them together yields
one congruence
AL−2 = BL−2 (mod dL−2),
where dL−2 is some divisor of D, and BL−2 (mod dL−2) is an integer uniquely determined
in terms of AL−1 and AL. This implies that for each value of AL−1, there exist at most
cI([s/dL−2 + 1]) possible values for AL−2. We repeat this argument for AL−3, . . . , A1 in order.
Here, we can see that
L−1∏
i=1
di =
∏
pj |D
p
m˜j
j . (4.32)
It follows that the number of vectors a on the lattice is bounded by
sm−L
L−1∏
i=1
([ s
di
]
+ 1
)
≪m sm−L
L−1∏
i=1
max{s, di}
di
= sm−L+m0
L−1∏
i=1
di<s
1
di
,
where m0 denotes the number of di’s less than s. This implies that
ρ(r, D)≪ǫ s
m−L+m0qǫ
#(sI)∗
∏
di<s
di
≪I s
1−L+m0qǫ∏
di<s
di
.
Hence (4.28) holds provided that we show the following:
D ≪ q1−3δ0s−2m0−2
( L∏
i=1
D2i
)(∏
di<s
d2i
)
. (4.33)
Using s ≤ q1/(2m)−δ0 , we see that s2m ≤ q1−2mδ0 ≤ q1−4δ0 . Therefore (4.33) follows from
D ≪ qδ0s2(m−1−m0)
( L∏
i=1
D2i
)(∏
di<s
d2i
)
. (4.34)
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It remains to prove (4.34). From (4.30), (4.32) and (4.31), we can deduce that( L∏
i=1
Di
)( L−1∏
i=1
d2i
)
=
∏
pj |D
p
mj+2m˜j
j ≥
∏
pj |D
p
mj+(L−mj)
j = D
L. (4.35)
Thus, we get( L∏
i=1
Di
)(∏
di<s
d2i
)
=
( L∏
i=1
Di
)( L−1∏
i=1
d2i
)(∏
di≥s
d2i
)−1
≥ DL−2(L−1−m0) = D2m0+2−L.
Note that if 2m0 + 2 > L, then (4.34) is true. We thus assume 2m0 + 2 ≤ L. Since
2(m− 1−m0) ≥ 2m− L ≥ L,
equation (4.34) holds if we show
D ≪ sL. (4.36)
From (4.35) and (4.29), we derive
DL ≤
( L∏
i=1
Di
)( L−1∏
i=1
d2i
)
≤ D1/2q−δ0/2
( L−1∏
i=1
d2i
)
,
which implies that
L−1∏
i=1
di > D
(L−1/2)/2. (4.37)
On the other hand, we return to the aforementioned set of congruences of the form
Ai1 − Ai2 = 0 (mod pj).
Recall that we have m˜j such congruences for each pj . For each fixed pair (i1, i2), we combine
all the congruences involving Ai1 − Ai2 to obtain one congruence
Ai1 − Ai2 = 0 (mod di1,i2). (4.38)
Note that this is just a different arrangement of the set of congruences above. In particular,
we see that, by (4.32), ∏
1≤i1<i2≤L
di1,i2 =
∏
pj |D
p
m˜j
j =
L−1∏
i=1
di. (4.39)
It follows from (4.38) that
∏
di1,i2 divides∏
1≤i1<i2≤L
(Ai1 − Ai2).
Since each Ai is bounded by scI , we have∏
1≤i1<i2≤L
(Ai1 − Ai2)≪I sL(L−1)/2.
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Hence, by (4.37) and (4.39),
D(L−1/2)/2 <
L−1∏
i=1
di ≪I sL(L−1)/2. (4.40)
From (4.40), we deduce thatD ≪ sL, which proves (4.36). The proof of Lemma 4.4 is therefore
complete. 
5. A necessary and sufficient condition
In this section we show that the obstruction to being Poissonian along a sequence for ndα
mod 1, d ≥ 2, is the same as for n2α mod 1. This obstruction consists in the presence of large
square factors in the denominators of good approximants. Theorem 1.1 is an easy consequence
of the following result.
Theorem 5.1. Let d ≥ 2 be an integer, and let α be an irrational number for which there are
infinitely many rationals bj/qj satisfying∣∣∣∣α− bjqj
∣∣∣∣ < 1qd+1j . (5.1)
Then the following are equivalent.
(1) There exists a sequence Nj → ∞ with logNjlog qj → 1 such that ndα mod 1 is Poissonian
along Nj.
(2) There exists a sequence Nj → ∞ with logNjlog qj → 1 such that n2α mod 1 is Poissonian
along Nj.
(3) Letting q˜j denote the square free part of qj, we have
lim
j→∞
log q˜j
log qj
= 1.
Conditions (2) and (3) are equivalent by [Z03, Theorem 1]. Hence it is enough to prove
that (1) is equivalent to (3). The implication (3) =⇒ (1) requires Theorem 4.1. The other
direction follows the arguments in [Z03, Section 3], and requires the two following lemmas.
The first is a divergency principle for m-correlations (see [RSZ01, Lemma 6]).
Lemma 5.2. Let q = uv2 with v > qδ for some δ > 0. Let η > 1, and suppose that
logN/ log q > η. Let f ∈ C∞c (Rm−1) be a non-negative test function which is non-vanishing
at the origin. Then, for every integer b and every d ≥ 2,
R(m)
(
N, d,
b
q
, f
)
≫m,δ 1
N
f(0)
(
Nv
q
)m
.
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Proof. By the definition of the m-level correlation,
R(m)
(
N, d,
b
q
, f
)
=
1
N
∑
1≤n1,...,nm≤N
nj distinct
f
(
. . . , N
{
bndj
q
}
−N
{
bndj+1
q
}
, . . .
)
.
Since f ≥ 0, it is enough to estimate the contribution of the terms (n1, . . . , nm), with nj
distinct, such that n1, . . . , nm are all divisible by uv. There are ≫m [N/uv]m = [Nv/q]m such
m-tuples. If n = uvn′, then, since q = uv2,{
bnd
q
}
= {bu(n′)2(un′v)d−2} = 0,
and therefore
R(m)
(
N, d,
b
q
, f
)
≫m,δ 1
N
f(0)
(
Nv
q
)m
,
as wanted. 
The next lemma allows one to pass from them-level correlation of a family of finite sequences
to another family, which is close enough to the original one. Let N = {xN (n) : n ≤ N} and
N ′ = {x′N(n) : n ≤ N} be two families of sequences in [0, 1). We define for each N the scaled
distance between the corresponding sequences to be
εN(N ,N ′) := N max
n≤N
|xN (n)− x′N (n)|.
Recall that the m-level correlation for the family N is defined for every f ∈ C∞c (Rm−1) by
R(m)(N,N , f) := 1
N
∑
1≤n1,...,nm≤N
nj distinct
FN
(
xN(n1)− xN (n2), . . . , xN (nm−1)− xN (nm)
)
,
where FN(y) :=
∑
l∈Zm−1 f(N(l + y)).
Lemma 5.3. [RSZ01, Lemma 5] Assume that N ,N ′ ⊂ [0, 1) are two families of sequences
with εN(N ,N ′)→ 0 as N →∞. Then for every f ∈ C∞c (Rm−1),∣∣R(m)(N,N , f)−R(m)(N,N ′, f)∣∣ ≤ R(m)(N,N , f+)εN(N ,N ′)
for N sufficiently large, with f+ ∈ C∞c (Rm−1), a non-negative function depending only on f .
Proof of Theorem 5.1. (1) =⇒ (3) We prove the contrapositive. Assume that (3) fails. Then
there are infinitely many indices j’s and a δ > 0 for which in the decomposition qj = q˜jv
2
j ,
with q˜j square free, we have vj > q
δ
j . Let Nj →∞ be a sequence with logNjlog qj → 1. For j large
enough we have Nj ∈ [q1−δ/2j , q1+δ/2j ]. Consider the two families of sequences
N =
{
{αnd} : 1 ≤ n ≤ Nj
}
and N ′ =
{{bjnd
qj
}
: 1 ≤ n ≤ Nj
}
.
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Let f ∈ C∞c (Rm−1) be a non-negative function that does not vanish at the origin. We want
to argue that the m-level correlation R(m)(Nj ,N , f) diverges as j → ∞ for m large enough.
Since f is non-negative, we can restrict ourselves to considering the contribution of the m-
tuples x = (x1, . . . , xm) ∈ Jm, where J =
{
1, . . . ,
⌊
q
1−δ/2
j
⌋}
⊆ {1, . . . , Nj}. On such x, the
scaled distance between N and N ′ is
εNj(N ,N ′) = Nj max
n∈J
∣∣∣∣ndα− ndbjqj
∣∣∣∣ ≤ q1+δ/2j qd−δj 1qd+1j = q−δ/2j .
By Lemma 5.3, we can thus pass to the family N ′. It is enough to prove that the contribution
of the m-tuples x ∈ Jm to R(m)(Nj,N ′, f) makes it diverge for m large enough. By the
definition of N ′ and Lemma 5.2,
R(m)(Nj ,N ′, f) = R(m)
(
Nj , d,
bj
qj
, f
)
≫m,δ 1
Nj
f(0)
(
Njvj
qj
)m
≥ q(δ/2)(m−1)−1j ,
and therefore R(m)(Nj,N , f) diverges as j → ∞ while keeping m and δ fixed, provided
m > 1 + 2
δ
.
(3) =⇒ (1) We construct the required sequence Nj. For every integer k ≥ 2 we define an
integer jk in the following way. Apply Theorem 4.1 for every m ∈ {2, . . . , k} with δ0 = (8k)−1.
There exists δ = δ(k) > 0 such that for q → ∞ satisfying q˜ ≥ q1−δ(k) and for every residue
b mod q with (b, q) = 1, the m-level correlation for the sequence ndb (mod q), 1 ≤ n ≤ N ,
where N = ⌊q1−1/(4k)⌋, is Poissonian for every m ∈ {2, . . . , k}. We apply this to every pair
(bj , qj). By (3) there exists jk such that, for every j ≥ jk, we have q˜j ≥ q1−δ(k)j and the
m-level correlation for the sequence {ndbj (mod qj)}, 1 ≤ n ≤ ⌊q1−1/(4k)j ⌋, is Poissonian for
m ∈ {2, . . . , k}. It follows from (5.1) and Lemma 5.3 that for j ≥ jk the m-level correlation
for m ∈ {2, . . . , k} for the sequence {ndα}, 1 ≤ n ≤ ⌊q1−1/(4k)j ⌋, is Poissonian. With jk defined
as above, we now put Nj = ⌊q1−1/(4k)j ⌋ for all those j ≥ jk such that j < jk+1. The sequence
Nj thus defined has the required properties. 
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