Abstract. Predictable system behaviour is a necessary (but not sufficient) condition when creating safety-critical and safety-related embedded systems. At the heart of such systems there is usually a form of scheduler: the use of time-triggered schedulers is of particular concern in this paper. It has been demonstrated in previous studies that the problem of determining the task parameters for such a scheduler is NP-hard. We have previously described an algorithm ("TTSA1") which is intended to address this problem. This paper describes an extended version of this algorithm ("TTSA2") which employs task segmentation to increase schedulability. We show that the TTSA2 algorithm is highly efficient when compared with alternative "branch and bound" search schemes.
Introduction
Developers creating software for use in the majority of "desktop" applications face a very different set of challenges from those creating embedded software. For example, the time interval within which the desktop system responds to a command may vary significantly without causing a major problem: by contrast, even small variations in timing behaviour (milliseconds or much less) in embedded systems may prove life threatening in (for example) an industrial, automotive or medical system.
There are two common approaches used in building real-time embedded systems: event-triggered (ET) and time-triggered (TT). The ET approach may prove cost effective in cases where the system must handle many aperiodic and sporadic events ( [ 4] , [ 5] ), since the conversion of such events to periodic events may reduce the system utilisation. On the other hand "time-triggered systems are to be preferred with respect to fault tolerance" [ 4] and are also considered as best match for supporting safety critical applications ( [ 1] , [ 2] , [ 3] , [ 4] ). In addition, it is widely recognised that "Very safety critical systems, like X-by-wire require fault-tolerance and redundancy.
The implementation of such systems probably will fail without the framework of timetriggered architectures" [ 5] . For these reasons, this paper focuses on systems with a TT architecture.
In most TT designs, an "offline" (also known as "pre-runtime", or "static") schedule is considered the best choice ( [ 6] , [ 7] , [ 12] , [ 14] , [ 3] ). It has been demonstrated in previous studies that the problem of testing the schedulability and determining the scheduler and task parameters for a set of tasks for such a system is NP-hard ( [ 7] , [ 8] , [ 9] , [ 10] ). As part of an effort to address these problems we previously introduced a novel two-stage heuristic search technique ("TTSA1") which is intended to support the configuration of TT schedulers for use with resourceconstrained embedded systems which employ a single processor [ 11] . In this paper, we extend our TTSA1 technique. Our goal is to show that, with appropriate (static) task execution behaviour, tasks may be cleanly segmented, allowing an increase in schedulability, while meeting the constraints of a set of periodic tasks for use with reliable embedded systems.
The remainder of this paper is organised as follows. In Section 2, we review previous work in scheduler design and selection. In Section 3, we introduce and describe a modified scheduling algorithm ("TTSA2") which is used to automate the process of scheduler selection and configuration. In Section 4, we describe the process used to assess the TTSA2 algorithm and present the results obtained from this assessment. Finally, in Section 5, we discuss the results, present our conclusions and make some suggestions for future work.
Related Work
In this section we review previous work in this area.
Scheduling safety critical resource-constrained embedded systems
A wide range of software architectures can be used for real-time systems, ranging from a simple scheduler to a full real-time operating system (RTOS).
For resource-constrained embedded systems, which have a very limited memory and CPU performance, a simple form of "time triggered co-operative" (TTC) -a form of cyclic executive -scheduler ( [ 2] , [ 8] , [ 12] , [ 14] , [ 15] ), "which has low run-time overhead" [ 14] , is often used. For safety-critical applications which have hard realtime constraints, such as low jitter requirements, TTC architectures demonstrate very low levels of task jitter [ 16] , and can maintain their low-jitter characteristics even when techniques such as dynamic voltage scaling (DVS) are employed to reduce system power consumption [ 17] .
Time triggered co-operative scheduler (TTC)
The TTC implementation discussed in this paper executes each task in a predefined time intervals which is derived from a scheduler "tick". The scheduler tick is usually signalled by an interrupt associated with the (periodic) overflow of a hardware timer. At each tick the status of each task is updated and tasks which are due to run are dispatched. The processor is then often placed in an "idle" mode, where it will remain until the next tick (in order to reduce the system power consumption).
Time triggered hybrid scheduler (TTH)
Despite some attractive features, a TTC solution is not always appropriate. For example a TTC system cannot respond to a critical external event while executing specific task: this presents problems if the required response time is shorter than the worst case execution time, "WCET", of any of the system tasks [ 18] .
In these circumstances, the TTC architecture can be replaced with a fully preemptive architecture (for example, a rate monotonic or the earliest deadline first, architecture [ 22] ). Such an approach provides flexibility (and, possibly, portability), but it will also tend to increase the system complexity and overhead when compared to pre-run-time scheduling ([ 6] , [ 7] ).
In some designs the system responsiveness can be increased while maintaining the minimal resource requirements, by allowing a limited level of pre-emption in the system. This can be done by employing what we call a "time-triggered hybrid" (TTH) scheduler ( [ 3] , [ 19] ), and others have called a "multi-rate executive with interrupts" [ 20] . The TTH can be seen as a rate-monotonic scheduler that supports a single, short, high priority, pre-empting task, and a collection of co-operative tasks (which have equal priority which is less than that of the pre-empting task).
The pre-empting task may be used for periodic data acquisition, typically by means of an analogue-to-digital converter or similar device. Such requirements are common in, for example, control systems [ 13] , and applications which involve data sampling and Fast-Fourier transforms (FFTs) or similar techniques: see, for example, the work by Schlindwein et al. [ 21] .
Scheduler design and configuration
When implementing a TTC or TTH scheduler, the system designer has to determine some parameters (including the length of the tick interval, the order in which tasks must be dispatched, and the initial delay -or phase -of each task). Inappropriate choice of these parameters may affect systems reliability (by violating task constraints) or lead to unnecessarily high levels of task jitter and / or to increased system power consumption. It has been demonstrated in previous studies that the problem of determining these parameters is NP-hard ( [ 7] , [ 8] , [ 9] , [ 10] ).
In order to cope with this challenge, schedulability analysis and scheduler design have been studied extensively over many years: see, for example, work by Liu and Layland [ 22] through to work by Xu [ 7] . Researchers have proposed solutions based on simulated annealing techniques [9] , constraint programming heuristics [ 30] , branch and bound algorithm ( [ 28] ), and genetic algorithms [ 29] .
None of the work summarised above relates directly to TTC / TTH architectures: instead, most previous studies have tended to focus on "conventional" RT operating systems (e.g. VxWorks: [ 29] ). Such operating systems exceed the resource requirements available in the types of processor considered in this study.
The TTSA1 scheduling algorithm
In an effort to support creation of TTC / TTH designs we have previously introduced a novel two-stage heuristic search technique, "TTSA1", which is intended to support the configuration of these time-triggered schedulers for use with resource-constrained embedded systems which employ a single processor [ 11] .
As noted above the TTSA1 algorithm helps to automate the process of both scheduler selection and configuration. If a suitable scheduler is identified for a given task set, TTSA1 attempts to determine the suitable scheduler parameters (the tick interval) and task parameters (such as the task order and task offset). In determining these parameters, TTSA1 aims to ensure that: (i) task constraints are met; (ii) power consumption is "as low as possible"; (iii) a fully co-operative scheduler architecture is employed whenever possible.
The input to TTSA1 is a list of task specifications and constraints. The algorithm tests the schedulability of the given task set, first using the TTC scheduler. If the task set cannot be scheduled with this scheduler, the process is repeated using the TTH scheduler. The algorithm calculates a suitable tick interval, along with the task order and the required offset value for each task if all the tasks are schedulable; otherwise a list of the schedulable tasks is generated.
To achieve this result, TTSA1 begins by sorting the tasks according to two criteria: a) task precedence, b) task deadline, laxity, period, WCET, or jitter. It is then assumed that the first task will run with zero offset and the algorithm tries to find a suitable offset for the second task, using the longest possible tick interval. If such an offset is identified (and the constraints of both tasks are met), a third task is added to the system and the process is repeated. We carry on in this way until all tasks have been scheduled (if this proves possible).
The TTSA2 scheduling algorithm
In this section, we describe a modified version of the TTSA1 algorithm ("TTSA2"). TTSA2 employs task segmentation to increase the number of task sets which can be scheduled.
Overview
Despite its attractive features, the TTSA1 algorithm fails to find a suitable schedule for a set of tasks in some cases. For example assume that for a given set all tasks have deadlines equal to their periods. Assume also that this set includes two short tasks (Task S1 and Tasks S2), and at least one long task (Task L). The TTSA1 algorithm fails to find a suitable schedule for this set if:
For example Task B and / or Task C shown in Table 1 will miss their deadlines every time Task A runs if these three tasks are scheduled using TTC / TTH. To overcome this situation, while still using a TTC / TTH architecture, long task(s) can be divided into multiple short tasks ( [ 3] , [ 8] , [ 16] ): for example Task A can be divided into two segments, Segment SA 1 and Segment SA 2 , as shown in Table 2 .
As previously indicated, testing the schedulability of a set of tasks and finding a suitable scheduler for them (if any) is an NP-hard problem. The problem becomes more complex if some parts of some tasks are required to exclude parts of other tasks in the set. For example, it may be that Segment SA 2 in Task A excludes Segment SB 3 and Segment SC 2 in Task B and Task C respectively, and Segment SB 1 in Task B excludes Segment SC 1 in Task C.
In this section we extend our previous TTSA1 algorithm to deal with such situations. We call the resulting algorithm TTSA2. The input to TTSA2 is a list of task specifications and constraints, including critical-section boundaries.
The TTSA2 algorithm tests the schedulability of the given task set, first using the TTC scheduler, if possible, otherwise it will try the TTH, considering each task as a single segment. If the task set cannot be scheduled the process is repeated after dividing one or more long tasks into two or more shorter tasks. The algorithm calculates a suitable tick interval, the task order, the smallest number of task segments along with the required offset value for each task and task segment if all the tasks are schedulable; otherwise a list of the schedulable tasks and task segments is generated.
To achieve this result, TTSA2 begins (like TTSA1) by sorting the tasks according to two criteria: a) task precedence, b) task deadline, laxity, period, WCET, or jitter. It is then assumed that the first task will run as one segment with zero offset and the algorithm tries to find a suitable offset for the second task (in one segment), using the longest possible tick interval (the greatest common divisor of the task periods). If such an offset is identified (and the constraints of both tasks are met), a third task is added to the system and the process is repeated. We carry on in this way until all tasks have been scheduled (if this proves possible). If a schedule cannot be found at any stage the last task added to the design is removed and divided into two segments. After adding the segmentation overhead and updating the segment deadlines (as explained in the next subsections), the search proceeds (Fig. 1) . Please note that this search process is not exhaustive, and might be described as "best characteristics first" approach: for example, it starts with a long tick interval (which is known to reduce power consumption) and it gradually reduces the tick interval until it matches the timing needs of the application (if ever). We proceed iteratively, stopping the search when we have identified the first workable solution. We assume that -because we have begun the search with "best characteristics" -any schedule identified will represent a good (but not necessarily completely optimal) solution.
Adjusting the segment deadline
If Task T is divided into n segments, ST 1 , ST 2 .., ST n , then the TTSA2 algorithm calculates the deadline of each segment as follows:
(1)
Please notice the deadline of Segment SA 1 in Table 2 as an example.
To be able to divide long tasks into multiple short tasks accurate information about the task WCET and the points at which the task can / cannot be pre-empted (the critical sections boundaries) must be specified. This can be done using techniques such as the "single path programming paradigm" ( [ 24] , [ 25] ) or code balancing techniques [ 23] .
Adding segmentation overhead
If a task is divided into two or more segments, the TTSA2 algorithm takes segmentation overhead into account. This overhead represents the time needed to save the context of the current segment and the time needed to restore this context when the next segment becomes ready to run. The time required for saving the context (Context_Saving_overhead) may not be the same as that required for loading the context (Context_Loading_overhead).
If Task T is divided into n segments, ST 1 , ST 2 .., ST n , then the TTSA2 algorithm updates the segments WCETs to reflect this overhead, as follows:
WCET (
In this section the complexity and the effectiveness of the TTSA2 is evaluated. We compare the performance of the TTSA2 with that of the "branch and bound" algorithm (BaB), a standard benchmark which has been used previously to test the effectives of heuristic algorithms [ 26] .
Algorithm complexity
Assume we have a set of n independent tasks and that each consists of s segments. Investigating the schedulability of these tasks by means of a BaB algorithm requires testing n paths, each of length n!, this has a complexity of O(n.n!) which is "computationally intractable and cannot be used in practical systems when the number of tasks is high" [ 27] . As noted elsewhere [ 11] , the offset of each task can be any value in the range [0, Period], in ticks. Taking all possible offset combinations (t n ), where t is the period, and considering each task as set of s segments, each may has different offset, the complexity will increase to O(t n.s .n!). By contrast, the TTSA2 algorithm does not try all paths. In addition, it does not change the task or / and segment offset of a given task once it has been added successfully to the schedule (that is, added without causing violation of the constraints of any of the tasks and segments which have been included in the schedule previously). The complexity of this algorithm is O(n.s.t).
Algorithm performance
An empirical test was carried out to explore the performance of the TTSA2 algorithm. The procedure and the results of this test are discussed in this section.
The test tools
The chosen hardware platform was an NXP (formerly Philips) LPC2129 microcontroller running on a small evaluation board. The LPC2129 is based on an ARM7TDMI core and is typical of modern (low cost) embedded processors. The measurements of the scheduler overhead and the segmentation overhead were carried out using this microcontroller. This overhead was taken into account while performing the scheduling selection and configurations.
To compare the performance of the TTSA2 with that of the BaB a simple (custom) scheduler simulator was executed on a desktop PC.
Task constraints
The constraints considered in this study are described in this section.
Jitter calculation
As far as we are concerned in this paper, a task's jitter is the variation in the interval between the start times of the task. The starting time of each task is recorded so that the jitter statistics can be estimated. In the experiment discussed in the present paper, the upper bound of task jitter is (pseudo) randomly generated according to Equation 6 . 0 ≤ Jitter ≤ P(i) , where P(i) is the period of Task i.
Precedence If it is required that Task A precedes Task B, then, in any tick, Task B is allowed to start its execution only after Task A completes its execution (e.g. see [ 28] ).
In the current study, the precedence relation between any two tasks, A and B, is (pseudo) randomly generated iff P(A) = P(B) . (7) and
P(A) ≥ ( WCET(A) + WCET (B) ) . (8)

Exclusion
If it is required that Segment SA 2 in Task A excludes Segment SB 3 in Task B, then, at any tick, Segment SA 2 is not allowed to pre-empt Segment SB 3 and vice versa [ 28] .
In the current study some tasks segments in each set were (pseudo) randomly selected to have an exclusion relation between them.
Distance
The distance relation between any two tasks, A and B, can be defined as the minimum distance between the completion of Task A and the start of Task B [ 29] .
In the current study the precedence relation between two tasks was (pseudo) randomly generated according to Equation 9 .
given that:
Latency
The latency relation between any two tasks, A and B, can be defined as the maximum distance between the completion of Task B and the start of Task A [ 29] . In the current study the latency relation between two tasks was (pseudo) randomly generated as follows:
If there are no distances constraint between Task A and Task B then:
Otherwise:
(WCET(A) + WCET (B) + Distance (A,B)) ≤ Latency(A, B) ≤ P(A) .
Dataset used
To explore the effectiveness of this algorithm, 1000 sets of tasks were (pseudo) randomly generated. Each set consisted of 3, 4 and 5 tasks specified by WCETs, deadlines and periods. These specifications were generated according to the following criteria:
WCET(i) < P(i) ≤ 10000 µs .
In order to simplify the calculations, task periods were (pseudo) randomly generated at multiples of 1 ms (constrained by (15)). Task constraints of precedence, exclusion, distance, latency, and upper bound of jitter were also (pseudo) randomly generated and were in line with the findings from previous studies (e.g. see [ 28] , [ 29] ) and are (pseudo) randomly generated constrained by Equation 6 -Equation 16.
Results (small task sets):
We tested the effectiveness of the TTSA2 algorithm when scheduling small sets of tasks (each contains 3, 4, or 5 tasks) and compared the results with those from the TTSA1 and the BaB algorithms. The results obtained from the BaB algorithm with / without using task segmentation are recorded as BaB1 and BaB2 respectively. Fig. 2 to Fig. 4 . show the number of task sets that was found to be schedulable using TTSA1, TTSA2, BaB1, and BaB2. Please note that the results obtained by combining the (unique) results from TTSAx-EDF, TTSAx-LLF, TTSAx-Jitter, TTSAx-RM, and TTSAx-SJF are shown in these figures as TTSAx-ALL, where x equals 1 or 2 for TTSA1 and TTSA2. The number of trials until each algorithm identified the set of tasks as schedulable/unschedulable and the total time are also shown in Table 3 .
From the results obtained it was noted that:
• TTSA2 found a suitable scheduler for more sets than TTSA1.
• Because TTSA2 tries to find a suitable (TTC or TTH) scheduler using the lowest number of task segments, the results obtained from TTSA1 are found to be a subset of the complete list of valid schedules identified by TTSA2. This means that all the schedulers identified by both TTSA1 and TTSA2 have the same scheduling overhead and power consumption.
• The results obtained from TTSA1 and TTSA2 (when overheads are taken into account) are found to be a subset of the complete list of valid schedules identified by BaB1 and BaB2, respectively. In addition, although TTSA1 and TTSA2 test the schedulability using a subset of all the possible offset combinations, they produce results which are similar to those obtained with the BaB1 and BaB2 methods. 
4-task set
Minimum number of trials 3.00E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00 
•
The criteria used for adding the tasks to the TTSA1 and TTSA2 have an impact on the schedulability of the set (different criteria may give different results).
• Combining results from the variations of TTSA1 and variations of TTSA2 together gives results which are very close to those obtained from the BaB1 and BaB2 respectively while requiring a much lower number of trials, and hence less time (see Table 3 ).
Results (large task set):
The results shown in Fig. 2 . to Fig. 4 . consider a maximum of 5 tasks. This is not an unrealistic number for the resource-constrained systems we are concerned with in this paper. However, this task set does not fully test the algorithm. In order to explore the performance of TTSA2 on larger problems, 1000 new data sets were created. Each data set consisted of 50 tasks, each with a maximum execution time of 2 ms and maximum period of 200 ms. The task sets were (pseudo) randomly created according to the constraints described previously. To reduce the length of the major cycle, task periods were (pseudo) randomly generated as a multiple of 20 ms.
The results from this test are shown in Fig. 5 . It took approximately 1 minute to complete the schedulability test for one set of 50 tasks using TTSA2-EDF, and a total of approximately 6 minutes to complete the test for TTSA2-All. It was not possible to complete this search using a BaB approach as this would have required performing a huge number of trials. TTSA2-EDF  TTSA1-LLF  TTSA2-LLF  TTSA1-Jiiter TTSA2-Jiiter TTSA1-RM  TTSA2-RM  TTSA1-SJF  TTSA2-SJF  TTSA1-ALL  TTSA2-ALL  BnB1 BnB2
TTSA1-EDF
Discussion and conclusions
It has been previously demonstrated that using offline, or pre-runtime, scheduling helps in reducing the complexity of inspecting and verifying the timing behaviour of safety critical embedded systems ( [ 6] , [ 7] ). In this paper we introduced a new offline scheduling algorithm, TTSA2, which helps to automate the process of determining the parameters required to schedule a given set of tasks in a resource-constrained embedded system employing a TTC or TTH architecture. The TTSA2 algorithm tries to find a suitable scheduler for the set of tasks by dividing each task into two or more segments. While searching for a workable scheduler the proposed scheduling algorithm ensures that the CPU power consumption is "as low as possible" (by choosing the longest possible tick interval), and the task constraints as well as individual segment constraints are met (by adjusting the segment offsets, tick interval, and task orders), using the lowest number of segments. If the tasks cannot all be scheduled (for example, if some timing constraints of one or more tasks cannot be met), a list of the schedulable/unschedulable tasks is generated. The algorithm improves on the performance of both a BaB search and a previous version of this algorithm (TTSA1). The algorithm can be used as part of a tool for automatic code generation for safety-critical, resource-constrained embedded systems. Using such a tool will not only reduce the time and effort required to develop such systems but will reduce the probability of scheduling errors, which may cause serious damage (see [ 31] for an example), as well.
In the current work we assume that a task can be divided into two or more segments only at points of time (the critical segment boundaries). Future work needs to be done to determine more efficient way to find the points of time at which task can be divided. In addition, other methods are needed to explore ways for choosing the pre-empting task in the TTH scheduler, in order to improve the results.
