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Abstract
With the development of regional economy and the progressing of citification, the population gets more and more centralized; this brings 
new issues to the research in earthquake-proofing. The research of prediction to life casualties related factors in an earthquake could give clear 
direction to the management of disaster-reduction work. In this paper, a BP neural network model is built up for the prediction to life casualties 
in an earthquake, which takes earthquake magnitude, depth of hypocenter, intensity of epicenter, level of preparedness, earthquake acceleration, 
population density, disaster forecasting as the key factors, employs 37 severe earthquake disasters happened in our country as samples for the 
training of the network. Examining result shows: this model fits for most cases of the earthquakes in our country.
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1. Introduction
The number of cities increases gradually, urban scale expands increasingly, the urban population increases year after year. In
1950, there were only 83 cities which had more than one million people around the world, to 1995, the number increased to 325 
which indicated that the city’s number had increased nearly 4 times in the 45 years. In 1950, there was only about 30 percent of 
the world people lived in cities; nearly 50 percent of the world’s population is urban population at present; by 2025, the urban 
population will increase of 10 percent or so based on the current number; therefore, the concentration ratio of the world’s
population is strengthening. This also aggravates the mission in urban earthquake disaster prevention, leading the protection of 
personnel safety to be the important research subject in urban earthquake disaster prevention. The two earthquakes in which has 
the largest number of people’s death in the 20th century all occurred in China, including Tangshan earthquake happened on the 
July 28, 1976. The earthquake casualties are extremely heavy in Tangshan earthquake which resulted in about 24 million people 
deaths and 170 thousand people seriously wounded. However, it is the life casualties in an earthquake that is an important factor 
which restricts the regional economic development; according to the specific natural conditions and human factors in different 
countries and regions, explore the key factors to the life casualties in an earthquake by effective prediction model building, it can 
provide scientific basis for the regional earthquake disaster prevention.
This paper, based on the previous studies, establish a prediction model to the earthquake life casualties which is suitable for 
our country’s real conditions and explore the earthquake life casualties under a variety of factors, according to our country’s
situation of earthquake life casualties in recent years and the predicting function of ANN model. It is important to improve the 
prediction accuracy.
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2. The basic principle and model structure of BP neural network 
BP (Back Propagation) network is one of the most commonly used back Propagation networks, it has 3 parts named the 
input layer, the output layer and hidden layer, According to the needs, it can have multiple hidden layers. The research results
show that, increased network layer can reduce error, and improve the accuracy, but also make the network complicated, thus it 
should increase training time of the network weights. Normally, it is enough to choose a hidden layer. The structure of BP 
network model is shown in figure 1.
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Fig.1 The structure of three layers back Propagation neural network
BP algorithm is acyclic, multi-level network training algorithm whose learning process is composed by forward and 
backward spread. It connects the weight of each neuron (node) in each layer’s output and regards the weighted sum as the next 
layer neuron’s input. The status of neurons in each layer will affect the status of neurons in the next layer; if it cannot get 
expected output in the output layer, it will turn to backward spread and minimize error signal by modifying the weights of each 
neuron.
3. Major factors of affecting earthquake disaster casualties 
The main factors of affecting earthquake disasters casualties are the magnitude earthquake, the focal depth, intensity of 
epicenter, fortification level, earthquake acceleration, population density, earthquake prediction etc. These exists nonlinearity, 
uncertainty, discreteness, randomness among these factors. Neural network is suitable to solve the problem with these features 
4. BP network structure designing
[7 ~ 
11].
For casualties in the epicenter example, this paper introduces the design process of BP neural network structure. It establishes 
the BP network model by using the neural network toolbox of matlab software. BP network structure design needs to make sure 
many parameters , input/output layer and hidden layer certainty are more critical.
4.1. Determination of input and output layer 
Determination the number of neurons of BP network model in the input and output layer depends on the needs of users. 
Determination output layer is neurons - personnel loss according to the factors and results of affecting the epicenter casualties. 
According to the above analysis, there are seven main factors that influence casualties, namely earthquake magnitude, depth of 
hypocenter, intensity of epicenter, level of preparedness, earthquake acceleration, population density, disaster forecasting in the 
earthquake. So the number of the corresponding input layer neurons is seven. 
4.2. Determination of hidden layer
Using a three-layer BP neural network can complete mapping of arbitrary n dimension to m dimension [4], therefore this 
model uses a single hidden layer. It has great effect on the studying and computation properties of the network to choose the 
number of neurons in the middle hidden layer which is crucial to the success of the network structure. If the number of hidden 
layer neurons is too little, then network handle hard complex problems, but if the number of the hidden neurons is too much, then 
will make the network learning time increased dramatically, and also may lead network learning to excessive, make online 
learning network anti-interference ability decline. But so far, there is no perfect theory to guide the choice of the number of 
hidden layer neurons, and it just combine with actual situation for tentative choice, then gradually optimized [5]
4.3. .Determination of transmission function 
. Considering the 
training accuracy and the training time, this model adopted the number of neurons in hidden layer is four. 
Hidden layer transfer function adopts tar-sigmoid function. There are two reasons about choosing sigmoid nonlinear function 
as the neurons transfer function: first, it is very similar with that biological neurons truly reflected; second, it has a very simple 
derivative, this is a great help to develop learning algorithm. if the input function value outside in [0, 1], the function is easy to 
saturation, which slow convergence speed down, so need to make the input value in input layer normalized which proper handle 
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the numerical to make its scope in [0, 1]. Adopt below transform type: 
minmax
min'
XX
XX
X ii 

 
                   Xi - original data;
Xmin and Xmax-the minimum and maximum data;
'
iX - the normalized value.
The transfer-function in the output layer usually adopts the purelin function.
The BP network structure which is designed depending on the above parameters is see fig. 2. 
Fig. 2 BP network structure
5. The selection of the samples and the network training
5.1. The selection of the samples
Employs 37 severe earthquake disasters happened in recent years in our country as samples, primary data is shown in Table1
Table1 Chinese Earthquake Record Form (1990-1995)
serial 
number
earthquake 
magnitude
depth of 
hypocenter,
(km)
intensity 
of 
epicenter
(km)
level of 
preparedness
earthquake 
acceleration
population 
density
(human/square 
kilometer)
disaster 
forecasting
casualties
(human)
Place
1 6.6 16 8 7 0.10 3.500 1 0
Mang ya 
Qing hai 
2 4.6 15 7 7 0.10 322.000 0 3
Da yi
Si chuan 
3 5.1 15 6 6 0.05 1281 1 26
Chang shu 
Jiang su 
4 5.1 15 5.5 7 0.15 43.000 1 0
Liu ku 
Yun nan 
5 6.4 29 9 9 0.40 4.500 0 2
Wu qia 
Xing jiang 
6 4.8 15 6 7 0.10 168.700 0 0
E mei Si 
chuan 
7 4.9 15 6 7 0.10 168.700 1 0
E mei Si 
chuan
8 6.2 15 8 8 0.20 37.600 1 96
Tianzhu Gan
su
9 5.0 10 7 7 0.10 6.100 0 0
Xiaojin Si 
chuan 
10 6.5 22 8 8 0.20 4.500 1 5
Ke ping Xing 
jiang
11 4.4 10.3 6 7 0.15 6.200 0 0
Gan de Qing 
hai
12 5.8 12 7 7 0.15 101.200 1 542
Da tong Shan 
xi
13 5.6 21 7 6 0.05 10.241 0 0
Sino-Soviet 
frontier
58  Hai xia Wang et al. / Systems Engineering Procedia 1 (2011) 55–60
serial 
number
earthquake 
magnitude
depth of 
hypocenter,
(km)
intensity 
of 
epicenter
(km)
level of 
preparedness
earthquake 
acceleration
population 
density
(human/square 
kilometer)
disaster 
forecasting
casualties
(human)
Place
14 5.4 20 6 7 0.15 77.042 0 0
Jiayuguan 
Gansu
15 5.9 16 7 7 0.10 6.880 0 0
Hetian 
Xingjiang
16 6.4 32 8 8 0.20 2.000 0 0 Nimu Xizang
17 4.6 13 6 6 0.05 40.080 0 292
Liancheng 
Fujian
18 5.2 15 6 8 0.30 51.000 0 142
Yongshen
Yunnang
19 6.3 14 8 7 0.15 79.785 0 154 Puer Yunnan
20 5.3 10 6 7 0.10 556.771 0 4 DayaoYunnan
21 5.4 16 6 7 0.15 150.568 0 4
Hejing 
Xingjiang
22 5.6 26 6 7 0.15 96.57 1 14
Zhongdian 
Yunnan
23 5.0 5 7 7 0.10 132.743 1 3
Muchua 
Sichuan
24 5.5 8 7 7 0.10 124.675 0 152
Yaoan 
Yunnan
25 5.1 17 6 7 0.10 32.328 0 0
North of Qing 
hai ge er mu
26 6.6 27 7 6 0.05 1.054 0 1
Ruoqiang 
Xingjiang
27 6.2 28 7 8 0.30 172.222 1 37
Kasha 
Xingjiang
28 6.0 28 8 7 0.10 11.918 1 9
Gonghe 
Qinghai
29 5.8 18 7 7 0.10 17.256 1 0
Gonghe 
Qinghai
30 5.3 10 6 7 0.10 487.805 1 0
Gonghe 
Qinghai
31 5.5 6.8 7 7 0.10 21.39 1 1
Gonghe 
Qinghai
32 5.7 9 7 7 0.10 102.564 0 133
Mu chua 
Si chuan
33 5.1 10 6 7 0.10 181.82 0 5
Mu chua 
Si chuan
34 5.8 30 6 8 0.20 14.591 0 3
Wu su nan 
Xing jiang
35 5.8 10 8 8 0.20 88.67 1 594
Yongdeng  
Gan su
36 5.2 12 6 7 0.15 1387.5 0 320
Cang shan 
Shan dong
37 5.3 27 6 7 0.15 11.63 0 1
Bai cheng 
Xing jiang
Note: 1.The data main reference ——China earthquake yearbook (1990-1995).
2. "Level of preparedness" mainly reference "Our main town seismic fortification intensity, Design basic 
earthquake acceleration and Design earthquake grouping" list.
3. "Population density" calculates according to “disaster area population” and" disaster area ".
4. "Earthquake prediction": 1-has forecast; 0-no forecast.
5.2. The selection of the training set and text set
Network is training on the better learning and training sets, the system error will decrease with the increase of the iteration 
number and ultimately converge to a stable set of weighs. Further study, the weights will merely appear a tiny fluctuation which 
is the anticipated result. The key is to select a suitable training set. BP network simulates human brain which has the same 
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general law of the human thinking. It is more effective to train with a regular training set. Therefore, select some examples from 
the training set as the test set, training the network in the reduced training set and test on the retained samples.
In the 37 sample data, we check the network model by taking 1~4ǃ6~13ǃ 15~19ǃ 21~30ǃ32~36 as the training samples 
and taking 5ǃ14ǃ20ǃ31ǃ37 as the verification samples.
5.3. Determine the main parameters of the network
x First point
Determine the learning rate.
With the increasing of the learning rate, the iteration number decreases. The learning rate can be higher with the small-scale. 
The network is divergent when adopting a larger-scale network and the learning rate becomes slightly higher. The training time 
has a substantial extension when the learning rate is very low. The value of learning rate is 0 ~ 1. It takes 0.01 in this article.
x Second point
Determine the momentum constant.
The momentum constant is a parameter which is related to the adjustment quantity of coefficient in the previous step. The 
bigger the value it is, the greater adjustment quantity of the inertia it has. Weight coefficient’s adjustment has a deeper 
relationship to the adjusted direction in the last adjustment. In general, the value of the momentum constant is 0.7~ 0.9. It takes 
0.9 in this article.
x Third point
Determine the maximum number of steps.
While it reaches the settled maximum number of steps, if the network is convergent while not achieving the target precision, it 
needs to increase the settled maximum number of steps; if it achieves the target precision while not achieving the maximum 
number of steps after N steps, turn down the maximum number of steps, but its value is still slightly larger than N. the maximum 
number of steps is settled as 25 in this article.
x Fourth point
Determine the target precision.
In general, the higher the target precision is, the more accurate network training is, the closer the training output value and 
target value is, but the longer training time is. It sets 10-6
5.4. Network training
in this article.
After determining the above parameters, use the toolbox of matlab software to input the training date and target results, do the 
network training according to the above parameters. After training in 9048 step, the system displays “Minimum gradient reached, 
performance goal was met”, the network training error decreases just as the diagram shown in Figure 2. When the network 
training stops, the training error is 9.50794e-6 which has met the practical requirements.
Figure .3.Decline curve of the network training error
5.5. Network testing
After network training, verify the precision and applicability of the network by regarding the samples of 5ǃ14ǃ20ǃ31ǃ37
as the testing samples. The following is the data matrix of the test sample.
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Performance is 9.50794e-006, Goal is 1e-005
0.90909 0.45455 0.40909 0.5       0.40909
0.88889 0.55556 0.18519 0.066667 0.81481
1            0.14286 0.14286 0.42857 0.14286
2 1              0.33333 0.33333 0.33333 0.33333
1           0.28571 0.14286 0.14286 0.2857
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1
0.0024855 0.054808 0.40082 0.014668 0.0076281
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a=Sim(network1,p2)˗
Network output:
a= [2 0.00074952 4.002 1.6268 1.0076]
Actual results of the samples:
t2= [2    0    4   1   1]
Network output is consistent with the actual value; the global error can satisfy the requirement except that the error in the 
sample of 31 is larger which is related to the number of samples. Therefore, the model is suitable for predicting the earthquake
life casualties.
Table 2 shows that the error between the test value and the experimental value is less than 20%. It indicates that we can hold
the basic characteristics of the subjects and predict the earthquake life casualties better after training the BP network model, so 
that it is feasible to quote the technology of the neural network into the prediction of earthquake life casualties. The number of 
training samples has great effect on the network prediction. The relationship between input and output contains in these samples. 
Therefore, generally speaking, more samples which will help the system grasp the sample rules are, higher prediction precision
is. Because this test samples are limited, there is a gap between predictive value and experiment value. It will greatly improve the 
network prediction precision if doing the BP network training with a lot of earthquake disasters’ actual data.
6. Conclusion
This article proposes a method to predict the earthquake life casualties in earthquake engineering through the establishment of 
BP neural network. Based on an analysis and a reasonable choice of the factors which has effect on the earthquake life casualties,
we determine the characteristic parameters and target parameters of the network model. Depending on the results of orthogonal 
test training and learning the model, establish the BP network model. Using the model to predict the earthquake life casualties in
recent years in China, the comparison between the predictive results and experimental values shows that BP neural network 
model algorithm with the regional character which is established by the specific circumstances of countries and regions is able to 
predict the life casualties model in the places which have the same administrative characteristics.
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