At a level of individual goods, heterogeneity of marginal transaction costs, proxied by price-to-weight ratios and stowage factors, explains a large part of the variation in thresholds of no-adjustment and conditional half-lives of law of one price deviations. Prices of heavier (more voluminous) goods deviate further before becoming mean-reverting. Moreover, after becoming mean-reverting, prices of heavier goods converge more slowly. Together with measures of pricing power, market size, distance and exchange rate volatility, these factors explain up to 43% of variation in no-adjustment threshold estimates across 52 goods in US-Canada post Bretton Woods monthly CPI data and are robust in a broader 5-country dataset. They open two avenues for the importance of marginal transaction costs in accounting for real exchange rate persistence: through (a) generating persistence in individual real exchange rate components, and (b) accentuating it by the process of aggregation of heterogeneous components ("aggregation bias" of .
Introduction
This paper shows that the non-linear behavior of differences in prices of traded products between Canada and US, as well as between five OECD countries, is significantly related to the marginal shipping costs proxied by the physical characteristics of the products. Estimates of thresholds in law of one price deviations for goods are significantly negatively related to price-to-weight ratios and price-to-volume ratios of the same products. Size of the market is also important in explaining threshold heterogeneity: goods with smaller market shares tend to have wider thresholds. Together with the standard explanatory variables 1 , these factors explain up to 43% of the variation in threshold estimates. Furthermore, estimates of half-lives of convergence outside of the thresholds are also significantly negatively related to price-to-weight ratios and stowage factors. Not only do price differences of goods goods that are relatively more heavier or voluminous deviate further before becoming mean-reverting, price differences also persist longer outside of the thresholds.
These results suggest the existence of two channels through which marginal shipping costs generate persistence in price deviations of traded goods: directly through "iceberg costs" and indirectly by affecting optimal decisions about the mode of transport. Due to the heterogeneity of marginal shipping costs for traded goods, the two effects can be respectively detected in the heterogeneous thresholds of price deviations as well as in the heterogeneous conditional half-lives.
Consequently, detailed modeling of marginal shipping costs is an empirically important avenue for explaining persistence and volatility of price deviations 2 .
The empirical framework in this paper is based on the role that transaction costs play in impeding arbitrage. Many theories of international price deviations rely on the existence of sticky prices in an environment with real rigidities. Such theories explicitly assume limits to arbitrage, implying very large transaction costs. In the extreme case, markets in such models are segmented in the presence of local currency pricing by the firms. Households in such models cannot arbitrage away price differences (e.g., Betts and Devereux, 2000) . Trade and open macro models often link differences in prices to transportation frictions by assuming that a form of shipping costs is added to the price of the product at the point of origin (or, equivalently, that a fraction of the product's value disappears in the course of transport). Even with market segmentation and pricing to market these theories frequently include a condition p it = p τ is an iceberg shipping cost (Obstfeld & Rogoff, 2000; . The above condition is observationally equivalent to arbitrage condition at the level of factory gate prices.
Hecksher (1916) showed the importance of arbitrage for sustainability of price deviations in his calculation of the "commodity points" 3 . In a modern application of that idea, Obstfeld and Taylor ( This paper shows that no-arbitrage thresholds vary in proportion to the "relative value" of goods, i.e., their price-to-weight or price-to-volume ratios. This is because, at the level of individual goods, physical characteristics of products influence their marginal shipping costs 4 . Ceteris paribus, trade frictions create a smaller ad-valorem wedge for goods that are lighter or less voluminous relative to their price (high-valued products). Conversely, goods with larger volume or weight relative to their price sustain larger deviations before the price difference justifies a shipment 5 .
The remainder of the paper is structured as follows: section 2 outlines the idea, section 3 discusses the data, section 4 presents the results and section 5 concludes.
Arbitrage
Many open macro and trade (Hummels and Skiba, 2004 ) models imply that shipping costs and trade barriers lead to differences in prices of goods, at least at the dock level. Such condition is commonly expressed as SP j,g = P i,g + A i,j,g where P i,g is the local currency price of good g in country i, S the nominal exchange rate between i and j and A i,j,g the marginal transaction cost. A i,j,g is usually modeled as a constant consisting of a marginal transport cost 6 and marginal trade barrier (tariffs, etc.): A i,j,g = t + B. It can be interpreted as the minimum price difference that makes arbitrage trade profitable between i and j. In an environment with perfectly competitive transport sector using constant returns to scale technology and where sellers of goods have no pricing power, price differences in excess of marginal transaction costs are arbitraged away:
There are environments in which price differences can exceed marginal transaction costs, e.g., pricing power on the side of sellers, market segmentation, or non-constant returns to scale in transportation sector. Nevertheless, marginal transaction costs in any environment split the price-difference space into two regions: a region of no-arbitrage outlined by (1) and a region with some level of arbitrage where (1) does not hold. This implies a non-linearity in the behavior of the observed price differences: a random walk process in the first region and mean reversion in the second region 7 .
It is well known that neither the marginal transport costs nor the tariff barriers are constant across goods and locations. Consequently, the random-walk and mean-reverting regions vary systematically -an implication explored before using threshold-autoregressive models. OT, IMRR and Zussman (2002) use distance, exchange rate volatility 8 , tariffs and non-tariff trade barriers as measures of transaction costs to identify sources of variation in threshold estimates for bilateral real exchange rates.
At the level of an individual good, transport costs also depend on good-specific physical characteristics. Hummels ( , 2003 estimates the dependance of freight costs on physical weight of the goods across four modes of transport (air, ocean, truck and rail) using US Census data and Transborder Surface Trade Database. In his regressions with up to half a million data points, weight-to-price ratios are highly positively significant in explaining the freight rates -more so than the distance of the shipment. To illustrate the implication of this heterogeneity for non-linearity of price-differences, let the total transport costs follow a flexible Cobb-Douglas form. Specifically, let the transport cost depend positively on the weight of a shipment w g q g , distance between loca-3 tions d ij , value of the shipment P ig q g (insurance costs) and negatively on the total trade volume M ij between two locations 9 :
ij . α k ∈ (0, 1) k = 1, ..., 3 and α 4 ∈ (−1, 0) 10 . Condition (1) can then be expressed as a condition for good-specific real exchange rate with predictions about the determinants of the no-arbitrage bounds
where t ijg = α 1 q
ij is the marginal transport cost. The assumptions on αs imply that bounds of inequality (2) are increasing in the physical characteristic of the good w g and decreasing in its price P ig as well as the aggregate trade volume M ij . Heterogeneity of marginal transaction costs implies that the non-linearity in price differences varies across goods: heavier, more distant products, or products traded between locations that see little mutual trade should all have wider thresholds. Heterogeneity in thresholds of sectoral real exchange rate found by OT and IMRR is then a result of aggregation in good-specific non-linearities driven by heterogeneous marginal transaction costs at the level of individual goods.
Data
Disaggregated consumer price index data is used to measure price deviations. This limits the type of questions the study can address. Although the data does not contain information about the absolute size of price differences 11 , information about the dynamic properties of price levels is fully preserved. 
Price index dataset

Physical weights dataset
The dataset of physical weights and individual prices for each good (or group) is constructed using the following data-collection procedure. When available, weights are obtained from statistical agencies or government bodies. Otherwise, manufacturers' associations are searched for average weights of particular products or product groups. In a minority of cases when neither of the approaches works, weights are estimated as an average of the market's large manufacturer's product range (e.g., for watches, an average weight is set equal to a current average weight of a Timex watch). Average prices are obtained in a similar manner 15 . Weight (and price) data of groups of products (e.g., women's apparel) are computed as weighted averages of weights (and prices) of the components using expenditure shares from US urban average CPI in December 2001 as weights.
The composition of all groups, data sources, as well as price and weight estimates are documented in table 1 in the Appendix.
Volume dataset
The dataset of physical volumes is calculated indirectly using data on stowage factors from the German Transportation Information Service database 16 and weights of goods. Stowage ratios for 5 products that are not included in the German database are found using other data sources. Table 2 in the Appendix documents all data sources.
Empirical framework and results
The first part of this section estimates threshold-autoregressive (TAR) models on good-specific real exchange rate data. The second part assesses the extent to which heterogeneity in marginal transaction costs explains heterogeneity of threshold estimates and conditional half-lives. The discrete break in good-specific real exchange rates implied by equation (2) guides the choice of a discrete self-exciting TAR models 17 . The nature of the break driven by heterogeneity of t ijg across goods can be captured well by a highly disaggregated data on hand 18 . Logarithm of good-specific real exchange rate z g t is used as the object of first-stage estimation:
is a time index and g is a good (service) index, p and p * denote logarithm price indexes in US and Canada, respectively, and s t is the logarithm of the nominal exchange rate.
Specification, estimation and testing
Specification of a TAR model requires selection of a number of thresholds, number of autoregressive lags p and of an optimal delay parameter d p . I assume two thresholds 19 for each good. Since there is no a-priori reason for t ijg to have different effects in appreciation and depreciation, I also assume symmetry: γ
The main model is a Band-TAR(2,p,d) specified as: 2 ).
For robustness, Equilibrium-TAR (Eq-TAR) model is also estimated: 
where L a and L 0 are the log likelihoods of the TAR(2,p,d) and AR(p) estimates, respectively 22 . Estimates ofβ are used to compute conditional half-life of convergence using impulse response functions. 
Non-linearities
A vast majority of the series can not reject the H 0 of unit root by either ADF or Philips-Perron tests (columns 3 and 4 in table 3). Unit roots appear to be rejected for the more valuable series with the notable exception of foods. Tsay's test for threshold non-linearity 25 rejects linearity in favor of TAR for 57 out of 66 series specification (column 2 in table 3). We can conclude that, for most series, threshold autoregressive models offer a more suitable characterization of price differences than linear models 26 . The non-linearities are distributed fairly evenly across all goods and services. 
Determinants of thresholds
Arbitrage condition (2) predicts a relationship between the estimates of thresholdsγ g in equations (3) and (4) and good-specific determinants of marginal transaction costs. This guides the empirical specification:γ
where y 30 . With increasing returns to scale in production (e.g., in the presence of fixed costs), market size matters for profits. If larger markets are more attractive, they should be associated with smaller price-setting power. Therefore, CPI expenditure shares across goods are included as a measure of the pricesetting power. Market structure also directly influences price-setting power of firms, guiding the choice of Herfindahl-Herschmann index from 1997 US Economic Census as a measure of pricing power due to individual market's structure 31 . Sectoral inflation rate refers to the average absolute annual CPI inflation rate in the relevant sector 32 and is used as a measure of price rigidity.
Price-to-weight ratios are highly significant in explaining thresholds (regressions 1 and 2 in table 5 ). Other things constant, heavier goods (relative to their value), due to their larger marginal transport costs, have wider thresholds of no-arbitrage. A ten-fold increase in the price-to-weight 9 ratio increases the threshold by 0.37 percentage points (i.e., widens the no-arbitrage band by 0.74 percentage points). The elasticity of threshold width with respect to a good's price-to-weight ratio is -0.54 (regression 11), highly significant, and alone explains 35% of variation in log-thresholds across 47 product categories.
Measures of price-setting power are also important in explaining thresholds. Expenditure share is significantly negative in some of the regressions. A hypothesis consistent with this finding is that of market size determining price-setting power, possibly because of a lower degree of monopoly power in larger markets. Tariffs and Herfindahl-Hirschman index are not significantly different from zero 33 . Non-tariff barriers, while insignificant in most regressions, enter significantly with a negative sign in 4 regressions. This result is somewhat counter-intuitive as it suggests that sectors with larger non-tariff barriers exhibit lower no-arbitrage bands. OT and IMRR report similar results, with the former finding food sector particularly significant.
The role of price-to-weight ratios in determining no-arbitrage bands remains highly significant after controlling for the standard transaction cost variables such as distance and exchange rate volatility in a five-country dataset (table 6) . A ten-fold increase in P/W lowers no-arbitrage threshold by 0.15 percentage points. As expected, the effects of distance are also highly significant and positive, however only half the size of the effects estimated by IMRR 34 . This is likely due to the omission of an important variable -physical characteristics of goods -from their regressions. Nominal exchange rate volatility has positive but insignificant effect on thresholds of a similar magnitude to the estimates in the literature. Sectoral inflation is significantly positively related to the size of the thresholds. If we interpret average inflation as an inverse measure of price stickiness, sectors with more sticky prices tend to have narrower no-arbitrage thresholdsa counter-intuitive result. A closer scrutiny suggests that this result is driven by a high average inflation rates in gas and information processing sectors as a result of a persistent decline in prices of computer equipment and an increase in prices of petroleum products, respectively. This complicates a structural interpretation of the effects of sectoral inflation. Finally, tariffs and non-tariff barriers are not significant, in line with the literature.
Robustness of threshold regressions
Robustness of these results is verified using six methods: (a) use of price-to-volume as an alternative measure of physical characteristics of goods, (b) exclusion of goods with limited tradability, (c)
Tobit estimations allowing for linearity control, (d) a re-estimation of TAR models after restricting thresholds to reflect the decline in transport costs (only for US-Canada dataset), (e) a re-estimation of threshold regressions using HP-filtered data and (f) by relaxing the restriction thatβ
For some modes of shipments (primarily container) volume as well as weight are important determinants of shipping costs. Price-to-volume ratios are also significantly negatively related to the thresholds estimates, with an elasticity of -0.36 significant at 1% (regression 12 in table   5 ). Second, regressions are re-estimated after excluding goods that are known to have limited tradability. Regression 13 in table 5 excludes liquor, beer and wine as well as and gasoline and natural gas 35 . As expected, price-to-weight and price-to-volume ratios are more significant than in the original specification. Third, to control for linearity of the series, equation (5) 5 show that the results remain highly significant, explaining up to 40% of variation in thresholds. In 
Determinants of conditional persistence
The second part of the analysis investigates the dependance of conditional persistence of prices on marginal transaction costs. The estimation is based on
whereĥl g is the conditional half-life estimated by impulse response functions using TAR estimates from (3) and y i is a vector of explanatory variables 37 . Results from US-Canadian and five-country datasets are reported in tables 7 and 8, respectively.
Persistence of price differences outside of the thresholds co-varies negatively with price-toweight ratios, refrigeration dummy as well as sectoral inflation rates at 1% significance level in all regressions. The basic estimation explains 38% of the variance. Price differences for goods with larger marginal transaction costs (relatively heavier goods) take longer to converge to the no-adjustment bound (the elasticity is -0.23 and significant at 1%). This result may be caused by the importance of marginal transaction costs in the decision on the mode of transport. Hummels to the no-arbitrage band. However, this result is not significant after removing two outlier industries (gas and information processing equipment) with respective sectoral inflation rates 10 and 5
times the median of all industries. It is likely that sectoral inflation combines sectoral differences in technology adoption and demand growth and therefore is a very noisy measure of sectoral price stickiness 41 . This effect disappears when using detrended price data (regression 5 in table 8).
Robustness of persistence regressions
The above results are robust to various specification changes. Neither the exclusion of goods with limited tradability (energies and alcoholic beverages in regressions 2 and 3 of 
Conclusion
Physical characteristics of goods, through their importance in the marginal transaction costs, explain a large part of the threshold non-linearity and conditional persistence of law-of-one-price deviations. Visible at a sufficiently detailed level of disaggregation, this mechanism creates heterogeneity at higher levels of aggregation such as the sectoral real exchange rates. Using two post-Bretton Woods monthly datasets, a detailed US-Canadian series covering 52 products and product groups and a less detailed five-country series spanning 36 product groups, it is found that heavier goods (relative to their price) see their price differences diverge further before becoming mean reverting (transport costs are higher for those goods because they are more difficult to move). Furthermore, after becoming mean reverting, price differences for heavier or more voluminous goods converge more slowly, possibly due to choice of slower mode of transport for goods with larger average price differences. Both mechanisms increase the unconditional persistence of the price differences of products with higher marginal transaction costs.
This account of the determinants of heterogeneity in the behavior of price differences also sheds light on the puzzling persistence of real exchange rates. Imbs, et al. (2005b) show how the peculiar nature of aggregating heterogeneous real exchange rate components accentuates the persistence at the level of the aggregate real exchange rate. There is a discussion about the extent to which such "aggregation bias" explains PPP puzzle (see also Chen and Engel (2004) ). This study shows that a source of the heterogeneity in real exchange rate components, and therefore of aggregation bias, lies in the heterogeneity of marginal transaction costs across goods caused by the importance of physical characteristics in shipment. The effects of these, as well as the effects of the composition of the trade basket at a micro level, warrant further study. Theoretical models that take heterogeneity of marginal transaction costs into account may stand a better chance of explaining the puzzling persistence in aggregate real exchange rates.
Notes
1 Sectoral inflation, distance and exchange rate volatility. 2 To the extent that this heterogeneity is important for our understanding of the persistence in the deviations of real exchange rates (see the "aggregation bias" discussion: of non-linearity. 13 Services are included only as an indirect check of data consistency. Because of their poor tradability, wider threshold estimates are expected for services than for goods.
14 Source: CPI all urban consumers, Bureau of Labor Statistics, December 2001. Some of the groups are a subset of other groups -all such double accounts are excluded in this measure. 15 A search of US data sources preceding a search of Canadian data sources. Price level necessary to construct a price-to-weight ratios across goods corresponds to an average USD price in year 2000. 16 A website run by the German Insurance Association:
http://www.tis-gdv.de/tis e/ware/inhalt.html. A stowage factor of a cargo is the ratio of weight to stowage space (the unit is ton/m 3 ) required under normal conditions, including all packaging. Because stowage factors for goods can vary depending on packaging, water contents, and compression, an average of all quoted stowage factors is used to calculate the volume of a good. 17 Self-exciting threshold autoregressive (SETAR) models can be thought of as a combination of several (typically two) regimes which differ in the degree of stationarity they impose on the series.
The decision on which regime shall the variable observe depends on a position of a control variable -in "self-exciting" models this is just a lagged value of the examined series. 18 Aggregation would make smooth threshold autoregressive models more appropriate. In a smooth threshold autoregressive model reversion occurs for any deviation and its strength rises in the size of the deviation (for references see, i.a., Tong 1990; Granger and Teräsvirta 1993). 19 One threshold following sufficient appreciation, another one after depreciation. 20 Confidence intervals forβ g,in are constructed using the method in Hansen (1997) . 21 See Granger and Teräsvirta (1993), Teräsvirta(1994), Tsay (1986) and Tsay(1989). 22 Threshold estimatesγs do not appear to be very sensitive to the choice of the grid boundaries. 23 The statistic does not follow the asymptotic χ 2 distribution in a non-linear model because the threshold parameter γ is not identified under H 0 of linearity.
20 24 See Tsay (1986), OT, Ertel and Fowlkes (1976) or the author's website for details. 25 With two symmetric thresholds, Tsay's test (Tsay, 1986) is more appropriate than Hansen's (1997) single-threshold non-linearity test. 26 The precision with which we can conclude non-linearity or non-stationarity depends on the ). In addition, power of unit root tests drops further when the underlying DGP is not linear. 27 Refrigeration dummy = 1 for goods requiring refrigeration in transport. I thank an anonymous referee for suggesting to include this variable in threshold regressions as well, although with limited success. 28 Greater circle distance in km between capital cities is used as a measure of country distance and standard deviation of bilateral nominal exchange rate as a measure of exchange rate volatility. 29 For groups of goods, a weighted average tariff computed using CPI weights of constituent products is computed. 32 I thank an anonymous referee for this suggestion. 33 OT and IMRR also report insignificance of tariffs. 34 Note that IMRR measure distance in thousands of km. 35 Alcohol trade is restricted at all levels, while gasoline and natural gas requires sophisticated 21 and expensive distribution networks (e.g., pipelines), making physical characteristics irrelevant as measures of marginal transport costs. 36 Due to lack of information on the declines of transportation costs between various country pairs, this exercise is only performed for the US-Canada dataset.
37 Specification (6) is taken from Imbs et al., (2003) 38 It could also be a consequence of partial substitution into cheaper but slower transport modes for goods that have larger marginal transport costs (here identified by their physical characteristics). 39 Consequently, weight is more important in the US-Canada dataset while volume plays a bigger role in the "Atlantic" 5-country dataset.
40 IMRR find a similar -although insignificant -relationship. 41 Part of the heterogeneity in sectoral inflation rates can be contributed to differences in sectoral rates of technological growth -especially in the IT sector -and growth in world demand -in both IT and oil sectors -rather than to structural differences in the way prices are set across industries. (series APU0000712311) # Men's basket: coats, blazers, trousers, suits. Women's basket: coats, dresses, blazers, trousers, suits, and skirts. * Margarine (Canola, 1.36kg), Butter (Parchment, 454g), Shortening (454g), Oil (Canola, 1l), Lard (454g), Peanut butter (500g), and Salad dressing (8oz). Weights equal CPI weights.
+ Canned fish composition matches the composition of the fish processing industry data. Canned: Tuna (48%), Salmon (12%), Clams (8%), Sardines, Shrimp, Fillets: Cod (4.7%), Flounder (1.7%), Haddock, Rockfish, Pollock (11%) and Other (11%), Fresh fish approximated by 50% tuna and 50% salmon. % Sports basket: ski boots, skis and bindings, tennis racquet, basketball, golf set (11pc), dozen golf balls, hockey stick, hockey skates, inline skates and hockey helmet. * * Average of a TV set, a VCR, and a camcorder. [8] [9] [10] : threshold estimate in a Band-TAR model for real exchange rates of goods categories between US and Canada imposing a decline in threshold at the rate of decline in US-CA transport costs as estimated by . P/W is ratio of price (in USD, 2000) to weight (in kg). P/V is ratio of price to volume (in m 3 ). CPI weight is the expenditure weight of the good in CPI (a measure of market size). HHI is the value-added Herfindahl-Hirschman index based on 6-digit 1997 NAICS codes. Tariff is the 1989 US-Canada tariff rate based on 8-digit HTS collected by John Romalis. NTB is a measure of non-tariff barriers from World Bank's Trade, Production and Protection database. Sectoral inflation is average absolute annual CPI inflation rate in relevant sector. NAE regression excludes alcohol (liquor, beer, wine) and energies (gasoline, natural gas) due to limited tradability. p-values in parentheses. Tobit regression assigns 0 to threshold estimate for any good for which linearity cannot be rejected by Tsay's test. A * denotes 10%, * * 5% and * * * 1% significance. † denotes a regression with heteroscedasticity-consistent standard errors following a rejection of homoscedasticity. to weight (in kg). A stowage factor of a cargo is the ratio of weight to stowage space (the unit is ton/m 3 ) required under normal conditions, including all packaging. Distance is the greater circle distance between capital cities in km. ER volatility is the standard deviation of relevant monthly bilateral nominal exchange rate.
Refrigeration dummy =1 for beef, cheese, eggs, fish and seafood, poultry, fresh fruits, margarine and tomatoes.
CPI weight is the expenditure weight of the good in CPI (a measure of market size). NTB is a measure of nontariff barriers from World Bank's Trade, Production and Protection database. Sectoral inflation is average absolute annual CPI inflation rate in relevant sector. p-values in parentheses. A * denotes 10%, * * 5% and * * * 1% significance. 
