DEFINITION OF THE TRANSMITTANCE AND OF THE ERROR NORM
Since the numerator of the recursive transmittance can always be chosen as a "mirror-image polynomial" [4, p. 931 which does not affect the linearity of the phase, this study will be limited to the polynomial recursive transfer function . Owing to stability constraints, the recursive filter may not achieve a strictly flat group delay, but in ap-. plications where the high degree of the nonrecursive filter is unacceptable, one is led to approximate a linear phase by a recursive transfer function. Various error norms can be chosen, but the purpose of this paper is to investigate the simplest one, i.e., the maximally flat criterion.
A common and useful approach to the synthesis of recursive filters [3] , [4] is to perform a suitable digitalization of the classical continuous filters. In many cases such methods give entirely satisfactory results as, for example, the bilinear transformation applied to the Butterworth, Chebyshev, and elliptic filters. However, they fail to yield the maximally flat delay digital filter from the Bessel filter contrary to what could be expected. For instance, in the bilinear method a response function F(W) (amplitude or phase) of the continuous filter and the corresponding function F*(w) of the digital filter are related by F*(w) = F(tan UT/~) where T is the sampling period. It is easily verified that this frequency transformation will preserve a maximally flat characteristic like the amplitude of the Butterworth filters but not a maximally linear one (according to the terminology used in [5, p. 3371) like the phase of the Bessel filters.
A direct approximation procedure is thus unavoidable; it shows that the denominator of the transfer function is a Gauss hypergeometric function. The stability of the filters is proved for all positive values of the approximated delay. Finally, some examples of filter characteristics, such as the Manuscript received June 23, 1970; revised June 29, 1971 . The author is with the MBLE Research Laboratory, Brussels, Belgitim.
whose gain is adjusted to unity at dc. By a convenient frequency normalization which yields a unit sampling period, the phase response of (1) vanishes at dc, together with its derivatives up to an order depending on n.
1 It must be pointed out that the transfer functions of digital filters are isomorphic to those of distributed constant networks with commensurate lengths. Transmission-line filters approximating a constant delay in a maximally flat sense have been described in [13] . However, the computations are carried out in the plane of the Richards variable, which is the classical variable for distributed networks, whereas this paper is based on the direct characterization of the transfer function in terms of the digital variable, i.e.. the z variable.
III. DETERMINATIONOFTHEMAXIMALLYFLATDELAYFILTER where
The error can be written in the form CT + 1) (7 + 2) . * * (T + n> . .
. . * (T + n)
and expansions of the numerator and the denominator into Explicit development of both determinants power series give
% r>j
As c(w) is an odd function, its Taylor series contains only odd power terms yields e(w) = 5 ?-kW2k+1
ak=--T-kk in which the coefficients rk are obtained from the recurrence relation [6, p. 141 . -
After some algebraic manipulations, one finally gets It is easily seen on the latter expression that n first terms of (5) which is readily recognized [7, b. 5561 as the Gauss hypergeometric function F(-n, 27; 2~+n+l; z-l). This hypergeometric series is more particularly connected [7, p. 5621 with the Legendre function of the first kind by F( -n, 27; 27+n+l; z-l) -72, 27; 27+n+l; 2-l) with ( arg (1 -z-1) ( < 7~ (8), i.e., the roots of p(z-'; T), lie outside the unit circle df the z' plane for all finite positive values of 7. In general, the necessary and sufficient conditions for such a stability problem are given [8, p. 921 by a set of (n+ 1) constraints to be satisfied by the coefficients. In the present case, however, the coefficients depend on 7 and, for 7= 0, p(,+; 0) = 1 has all its roots outside the unit circle. Therefore, ihrhen 7 increases from zero, the first violated constraints, the "critical constraints" [8, p. 941 The constraints (9) and (10) ensure that no real root moves inside the unit circle at += + 1 and z-l= -1, respectively, and from the relationship [8, p. 951 A(T) = unn-l n (1 -zi-'@-') i<k (12) in which 2i-l are the roots of p(+; T), it is readily noticed that no complex roots move inside the unit circle as long as condition (11) is fulfilled.
On the one hand, by (7), p( 1; T) is strictly positive everywhere on the positive real axis of 7 except at infinity, where p(z'; T) reduces to (1 -z-l>n. On the other hand, pression [7, p. 5571 
the exshows that the constraint (10) is satisfied for the positive values of 7, whereas a real root moves inside the unit circle at z-l= -1 as soon as 7 is smaller than -l/2. To obtain the third critical constraint in closed form, each coefficient is first reduced to a common denominator:
with Therefore A(T) can be rewritten as
Herein, the polynomial 427) is a determinant of order n-1 where every element is'either zero or a polynomial of degree n in 27. Consequently, the degree of d(2T) is at most n(n-1). However, when 7 tends to infinity, all roots zi' converge to + 1 and the n(n-1)/2 factors of the right member of (12) 
V. NUMERICAL RESULTS
In the practical realization of a digital filter by the cascade or the parallel structure, it is of utmost importance to know the poles of its transfer function. Since the denominator of (8) is expressed in terms of its coefficients, one is thus faced with the factorization of p(z-'; T). A direct approach, which consists in finding the roots from the coefficients by the Bairstow method, defines a numerically ill-conditioned problem and requires a multiple-length arithmetic in a computer. To circumvent this difficulty in the case of the Bessel filters, Orchard [9] takes advantage of the recurrence relation of the Bessel polynomials. Starting from the polyhomials of lowest degree, he generates step by step, by a Newton-Raphson procedure, the roots of each polynomial from the two preceding ones which are kept in their factorized form. This method is akin to the so-called product method which has been successfully used [IO] in the insertion-loss synthesis of LC filters.
A recurrence relation for p(z'; T) = F( --n, 27 ; 27+n+ 1; zl) can be deduced from the Gauss relations for contiguous hypergeometric function [7, p. 5581 . Using successively where p(z'; T) is affected by an index equal to its degree. To start the recurrence, one has po(i+; T)= 1 and pl(zl; T) = 1 --zl T/(T+ 1). As an illustration of the method, the pole loci of the tenth-degree filter are drawn in the z plane, as shown in Fig. 1 . The loss and the delay of the filter corresponding to T= 4 are plotted versus normalized frequency in Figs. 2 and 3 for n=5, 10, and 15. Finally, the step responses of these three filters, shown in Fig. 4 , ,exhibit the same aperiodic characteristic as the Bessel filters, and it may be noticed that the time elapsed to reach 50 percent of the final value is approximately equal to the delay T. The proof given below follows the one described in [ 11, p. 971 for the simpler case of it= 2.
From the differentiation formulas of the hypergeometric functions [7, pp. 556-5571, The left member of (13) is a polynomial G(u, U) in u and u. If its derivative aG/& V=o,c=o=P'(~i) is different from zero, the implicit function theorem asserts that (13) defines a unique function v=f(~), regular at U= 0 and vanishing for u = 0. Hence zil is also a regular function of u at u = 0.
It remains to be shown that P'(x) does not vanish at x=ck!i (i= 1, 2, . . . ) n), in other words that the zeros of P(X) are simple. This is obvious if one notices that P(x) is related to the Bessel polynomials y,(x) by P(x) = ,n!(-z)"y, -2 ( ) % and it is a known result [12] that the Bessel polynomials have no repeated roots.
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