Given an undirected graph, the resistance distance between two nodes is the resistance one would measure between these two nodes in an electrical network if edges were resistors. Summing these distances over all pairs of nodes yields the so-called Kirchhoff index of the graph, which measures its overall connectivity. In this work, we consider Erdős-Rényi random graphs. Since the graphs are random, their Kirchhoff indices are random variables. We give formulas for the expected value of the Kirchhoff index and show it concentrates around its expectation. We achieve this by studying the trace of the pseudoinverse of the Laplacian of Erdős-Rényi graphs. For synchronization (a class of estimation problems on graphs) our results imply that acquiring pairwise measurements uniformly at random is a good strategy, even if only a vanishing proportion of the measurements can be acquired.
see it appear as above. Expander graphs for example, which are both sparse and well-connected, have eigenvalues bounded away from zero (except for one) [4] . In turn, this translates in small eigenvalues for L † and a small value of Kf(G). For a random graph, the Kirchhoff index is a random variable. In this work, we investigate the random variable Kf(G) for the case where G is a (connected) Erdős-Rényi random graph, that is, a graph for which each edge has a fixed probability of being present, independently from all others. Kf(G) can be studied through the spectrum of the random matrix L, for which a lot is already known [5, 6, 7] . As we show below, the Kirchhoff index of large (connected) Erdős-Rényi graphs rapidly concentrates around its expected value, for which we provide formulas.
A principal motivation for the present investigation is the study of the synchronization problem. Synchronization is the task of estimating n elements g 1 , . . . , g n in a group G based on certain (not all) relative measurements h ij ∈ G which bear information about the ratios g i · g −1 j . The set of measurements defines an undirected graph G on n nodes, with an edge between nodes i and j if a measurement h ij is available. This is an important class of estimation problems on graphs, occurring frequently in applications [8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19] .
Synchronization proves useful both for discrete groups-such as Z 2 = {+1, −1} [15] and the group of permutations [16] -and for Lie groups-such as the group of translations [12, 15] and the group of rotations [17, 18] .
For the latter two groups, Cramér-Rao bounds (CRB's) were established that put a lower-bound on the variance of any unbiased estimator for these estimation problems [12, 20, 21, 13] . In the case of isotropic, i.i.d. noise on the measurements h ij , these bounds are proportional to trace(L † ), and hence to the Kirchhoff index of G (with weights dictated by the noise distribution), hence the link with our present work.
As an example, consider synchronization of translations: the group is R d and the group operation · is the sum. Let x 1 , . . . , x n ∈ R d be the n state vectors to estimate. In a sensor network localization context, they could represent the positions of n agents in some coordinate system. For each edge (i, j) in the (fixed, known) graph G, h ij is a noisy measurement of the relative position x i −x j . Assume they are given by h ij = −h ji = x i −x j +n ij , with noise n ij ∼ N (0, Σ) i.i.d. normal random variables. Letx 1 , . . . ,x n be any unbiased estimator of the state vectors. Assuming the x i 's and thex i 's are centered (since the estimation can only be resolved up to a global translation), the CRB for this synchronization problem lower-bounds the variance as [20] :
The expectation is taken w.r.t. the noise n ij . The maximum likelihood estimator achieves this bound [12] . Thus, studying the Kirchhoff index of Erdős-Rényi graphs will elucidate the behavior of the CRB on such synchronization tasks where measurements are acquired uniformly at random. For a growing number of nodes n, it is desirable to drive the lower-bound on the average variance per node, trace(L † )/n, to zero (if possible) so as to allow accurate estimation. We will see that this can be achieved even as the edge density decays to zero, provided the graph remains sufficiently connected.
Contribution
Let G (n) represent an Erdős-Rényi random graph with n nodes and edge presence probability p n .
More precisely, for n ≥ 2 and let {A (n) ij }, 1 ≤ i < j ≤ n, be a collection of independent Bernoulli random variables with A (n) ij = 1 with probability p n , 0 with probability 1 − p n , for some edge probability 0 < p n < 1 which may depend on n. Because we consider simple, undirected graphs, define A
We let A (n) be the n × n adjacency matrix of G (n) :
Let 1 n denote the all-ones vector of length n. The diagonal degree matrix is given by
The Laplacian is a symmetric, positive semidefinite matrix since for all
Its eigenvalues λ (n) i , 1 ≤ i ≤ n, are thus real and nonnegative. Furthermore, since L (n) 1 n = 0, the smallest eigenvalue is necessarily equal to zero:
Notice that for all n and p n < 1, there is a strictly positive probability that G (n) is disconnected. By definition,
Then, for all n, the expectation E Kf(G (n) ) is necessarily infinite, which is not very interesting. Instead, we study the expectation of Kf(G (n) ) restricted to connected Erdős-Rényi graphs. Let C n denote the event that G (n) is connected, let ¬C n denote the event that G (n) is disconnected and let I E denote the indicator function for an event E, that is, I E evaluates to 1 if the event E is realized, 0 otherwise. Then, our quantity of interest is:
In particular,
where Prob[E] is the probability of event E. The maximum is taken over all graphs G with n nodes, and L is the Laplacian of G. This maximum is quadratic in n.
Thus, if we make Prob [¬C n ] go to zero sufficiently fast, n · E trace(L † (n) ) is a good proxy for E Kf(G (n) )I Cn . It is well known that if np n log n, then G is asymptotically almost surely connected. The notation f (n) g(n) is used to mean f (n)/g(n) → ∞ as n → ∞. We ask for slightly more than sheer connectivity:
Indeed, under Assumption 1, not only is the graph G (n) asymptotically almost surely connected, but also the n − 1 nonzero eigenvalues of L (n) all concentrate around the same value, far from zero. We come back to this momentarily.
The (appropriately scaled) scalar random variable
is the variable of interest from now on. We may gain a quick insight into this variable by considering the expected value of L (n) :
where I (n) denotes the n × n identity matrix and 1 n×n is the all-ones matrix of size n × n. The eigenvalues of L (n),0 are 0, np n , np n , . . . , np n . Thus, p n trace(L † (n),0 ) = (n − 1)/n, which goes to 1 as n → ∞. Indeed, we will see that as n goes to infinity, L (n) "behaves more and more like L (n),0 ," so that X n → 1. We aim at a more precise statement that will already be useful for moderate n.
In the limit, the positive eigenvalues of L (n) tend to be distributed symmetrically around np n [5] . Thus, the positive eigenvalues of L † (n) will be distributed asymmetrically around 1/np n and the expected value of X n will be biased away from 1. In what follows, we establish a formula for the expected value of X n for large n and bound its fluctuation around its mean.
To this end, we look at the spectrum of the centered Laplacian. Define these centered random variables:
Assumption 1 ensures the eigenvalues of L (n),1 /np n concentrate around 0, which ensures connectivity and limits the fluctuation of X n around its mean. Indeed, for a symmetric matrix M ∈ R n×n , define the operator norm M op of M as
and define the event E n is the event that L (n),1 op ≤ 5 np n log n.
This event happens with high probability.
Lemma 2. Under Assumption 1, there exists n 0 such that, for all n ≥ n 0 ,
The proof of this lemma rests essentially upon results from Chung et al. [6] . Notice that if G (n) is not connected, then L (n),1 op ≥ np n and in particular E n is false. Hence,
Then, lemmas 1 and 2 combined indeed show that, under Assumption 1, the right hand side of (1) decays at least as fast as 1/n 8 ; thus justifying the study of trace(L † (n) ). Under Assumption 1, we establish formulas for the expectation of X n : Theorem 1 (Expectation). Under Assumption 1,
. Furthermore, X n concentrates around its mean:
Theorem 2 (Fluctuation). Under Assumption 1, for all 0 < ≤ 1/2, there exists n 0 such that for all n ≥ n 0 , it holds with probability at least 1 − 2 − 3.01/n 4 that:
The constant 2.02 can be made arbitrarily close to 2 for large enough n.
We spell out two simple examples. In both cases, Assumption 1 is readily checked.
Example 1 (p n bounded away from 0 and 1). Let the edge presence probability p n remain bounded away from zero and one, i.e., there exist constants c , c u such that 0 < c ≤ p n ≤ c u < 1 for all n. Then,
Furthermore, for all 0 < ≤ 1/2, for n large enough, with probability at least 1 − 2 − 3.01/n 4 ,
Example 2 (vanishing p n ). Let the edge presence probability p n decay as p n = γn −1+α , for some constant γ > 0 and 0 < α ≤ 1 (and γ < 1 if α = 1). Then,
All the aforementioned results have a "for large n" proviso, which in theory limits their usability. Through numerical tests, Figure 1 illustrates the fact that already for small values of n (in the hundreds), the predictions hold quite well.
With respect to the Kirchhoff index, these results show that, under Assumption 1, the Kirchhoff index of a connected Erdős-Rényi graph on n nodes, with n large enough, concentrates around its expectation, which is given by:
n . √ n and constant), we computed 500 realizations of X n = p n trace(L † (n) ) (blue dots, 3×15×500 in total). The middle black curve is the established formula for EX n (5), ignoring higher order terms. The black curves above and below are separated from the middle one by the bound on the fluctuation (6) , such that, for large n, all blue dots are within the two black lines with probability at least 99%. These bounds appear to make sense already for reasonable values of n.
The difference to the mean is, with high probability, on the order of O(1/p 2 n ). With respect to synchronization, the take home message of Example 2 is the following. If we could afford a complete graph of measurements, the Cramér-Rao lower-bound on the average variance per node would decay as trace(L † (n) )/n = O(1/n). If on the other hand we can only afford to obtain a vanishing fraction of, say, p n ∼ 1/ √ n of the O(n 2 ) measurements following an Erdős-Rényi graph-which is easy to set up in a decentralized manner-then we would have that
n) and that this quantity concentrates around its mean as O(1/n). Hence, although we only acquire a vanishing fraction of the measurements, acquiring them uniformly at random guarantees sufficient connectivity in the graph that the average CRB still goes to zero as n → ∞, with a fairly predictable price to pay in accuracy.
The remainder of the paper presents proofs for lemmas 1 and 2 and for theorems 1 and 2.
Further notation We denote the (random) eigenvalues of L (n),1 as
These can be either positive or negative. The eigenvalues of L (n) obey
For a matrix M , M F = trace(M M ) denotes its Frobenius norm.
Proof of Lemma 1 about max trace(L † )
We here argue that for any simple, undirected, unweighted graph G with n nodes (that is, A ij = A ji ∈ {0, 1} and A ii = 0), letting L be its Laplacian matrix, it holds that trace(L † ) ≤ (n 2 − 1)/6. Furthermore, this inequality is tight, as it is attained if G is a chain (i.e., a path).
Let us first consider the case of G connected. Klein and Randić [1, Thm. D] state that the resistance distance between any two nodes i and j, dist G (i, j), is bounded by the shortest path distance between these nodes, dist G,sp (i, j). Thus,
where W(G) is the so-called Wiener index of G. Entringer et al. [22, Thm. 2.3] show that W(G) ≤ n(n 2 − 1)/6 and that this value is attained if G is a path graph. (An easier bound is found by noting that dist G,sp (i, j) ≤ n − 1 and there are on the order of n 2 terms in the sum.) Since trace(L † ) = Kf(G)/n, this proves the lemma for connected graphs. Now let G have k connected components, and let G 1 , . . . , G k be the graphs corresponding to these components, such that G i has n i nodes and n 1 + · · · + n k = n. Furthermore, let L 1 , . . . , L k be the Laplacian matrices associated to these components. Without loss of generality, the n nodes may be renumbered (permuted) such that L is block diagonal, with blocks given by the L i 's. Thus,
which concludes the proof.
4 Proof of Lemma 2 about the probability of E n Throughout, we let Assumption 1 hold. We prove that for any 0 > 0 and for any α ≥ 1, there exists n 0 such that for all n ≥ n 0 ,
Lemma 2 follows from setting α = 11 and
We first show that for all 1 > 0 and for all α ≥ 1, there exists n 0 such that for all n ≥ n 0 ,
Then we show that for all 2 > 0 and for all α ≥ 1, there exists n 0 such that for all n ≥ n 0 ,
Then, since L (n),1 op ≤ A (n),1 op + D (n),1 op , the proof will be complete (union bound). We first consider A (n),1 and resort to [6, Thm. 3.2] . In the latter paper, self loops in the graph are allowed. To take this into account, let Y (n) i
, n ≥ 2, 1 ≤ i ≤ n, be i.i.d. Bernoulli random variables with the same distribution as, and independent from, the A (n) ij 's, i < j, and let
n ). Then, in the present work's notation, reference [6] defines a matrix C such that
Since np n log 6 n, there exists a function g such that g(n) → ∞ and such that np n (g(n) log n) 6 . Inspecting the proof of Theorem 3.2 in that reference, we see that it is shown that, for all 1 > 0, for large enough n,
Since g(n) → ∞, this decays faster than any polynomial O(1/n α ). The contribution of Y (n) −p n I (n) is negligible:
Combining the three last equations shows (7) . Now consider
is the difference between a sum of independent, nonnegative Bernoulli random variables and its mean. The Chernoff bound for nonnegative Bernoulli's [7, Thm. 2.4] controls such differences as follows, for positive λ:
Combining these two inequalities and setting λ = √ cnp n log n for some positive c yet to determine, we obtain:
Given that c log n/np n → 0 as n → ∞, for all 2 > 0, there exists n 2,c such that for all n ≥ n 2,c , the denominator in the first exponential obeys
c log n npn ≤ 1 + 2 . Hence, we further obtain:
. By the union bound, which states that the probability of at least one event among n events to occur is bounded by the sum of the probabilities of those n events, it follows that:
Let c = 2(1 + 2 )(α + 1). This proves (8) and thus concludes the proof.
Proof of Theorem 1 about the expectation
In this proof of Theorem 1, we establish an expression for the expectation of X n (2). First, remember the definition of event E n (3). Using I to denote the indicator function, we have
Using lemmas 1 and 2 (under Assumption 1), we see that the second term is small. Indeed, for large enough n, it holds that
Thus, we need only concentrate on the expectation of X n under the event E n . Consider the sequence c n = 5 log n np n .
Under event E n , we have 1 npn L (n),1 op ≤ c n . Furthermore, Assumption 1 guarantees that c n → 0 as n → ∞. In particular, for all n larger than some threshold, c n < 1. Recall that the t (n) i 's denote the eigenvalues of L (n),1 . For n large enough then, |t
> 0. This means that the graph defined by the adjacency matrix A (n) is connected. When such is the case, X n obeys
Then, using the series expansion
which is convergent for |x| < 1, we get:
The summations commute because the series is absolutely convergent. Observe that
Thus, under event E n ,
In order to compute the expectation of X n I En then, we must understand the expectations E{trace(L k (n),1 )I En } for k = 1, 2, . . . As it is easier to compute E{trace(L k (n),1 )}, we first observe the following. Since |X
Using Lemma 2 again, we find that
Owing to independence, the first few terms are given by:
So, continuing from (9), taking expectations and tracking the error terms:
Let us bound the series:
Plugging the latter in (10) yields (4).
Proof of Theorem 2 about the fluctuation
We now show that X n concentrates around its expected value-Theorem 2. The proof rests on an extension of McDiarmid's inequality [24] by Kutin [25, Cor. 3.4] , which can be stated as follows: 
Then, for all λ > 0 and for all α > 0:
is an upper bound on the probability of bad realizations.
In our setting, the m = n(n − 1)/2 independent random variables Y are the X ij 's. These determine L (n),1 compeltely, and we let f (L (n),1 ) = X n . Modifying just one variable X ij results in a new matrix L (n),1 = L (n),1 ± E ij , where E ij = (e i − e j )(e i − e j ) and e i denotes the i th canonical basis vector of length n. In order to determine c in the above lemma, we must bound the difference
In order to obtain a useful bound, we restrict L (n),1 to satisfy E n when determining c. With a slight abuse of notation, we write: L (n),1 ∈ E n . Thus, the "bad" set B in Lemma 3 corresponds to ¬E n . From Lemma 1, we immediately see that, for any realization of L (n),1 , |f (L (n),1 ) − f (L (n),1 )| ≤ (n 2 − 1)/6, so that b = n 2 /6 is a conservative choice. From Lemma 2, we obtain that δ = 3.01/n 11 is acceptable for large enough n. We now determine c. We first express the function X n in a different form, where k is the (random) number of connected components of the graph G (n) :
where R (n) is defined as
Indeed, the eigenvalues of R (n) are 1 + t (n) i /np n , i = 1 . . . n, with t (n) 1 = 0. Similarly, we let R (n) = I (n) + 1 npn L (n),1 = R (n) ± E ij /np n . Notice that, since E ij op = 2 and since L (n),1 ∈ E n , by the triangular inequality, it holds that L (n),1 op ≤ L (n),1 op + 2 ≤ 5.01 √ np n log n for large enough n. In particular, both R (n) and R (n) are invertible, so that their pseudoinverse is their inverse. Indeed, the eigenvalues of R (n) obey |1 − λ i (R (n) )| ≤ 5.01 log n np n < 1 for large enough n.
Observe that
(n) /np n . This enables us to bound the difference in f : We have the freedom to choose λ and α. Let α = 1/n 5 . Then, for large n, Prob X n − EX n ≥ λ ≤ 2 exp −(λnp n /2.02) 2 + 3.01 n 4 .
Finally, choose λ > 0 such that −(λnp n /2.02) 2 = log to conclude the proof.
