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Sommario
Contesto ed obiettivi della tesi
In questi ultimi anni l’aumento del costo del petrolio e il riscaldamento globale della
terra dovuto ai gas serra ha spinto il settore scientifico, i governi e quindi il mercato
nella direzione di una più alta efficienza dei sistemi con lo scopo di ridurre l’utilizzo di
questo combustibile e quindi le sue emissioni di CO2 associate.
Oggigiorno i settori più coinvolti in questa rivoluzione tecnologica sono il settori della
generazione di energia elettrica e il settore dei trasporti. Infatti questi due settori sono
i principali responsabili di emissioni di CO2 globali della terra che sono associate per
circa il 45% alla generazione elettrica e per circa 30% ai trasporti. Inoltre va ricordato
che sebbene il petrolio non sia una fonte di energia rinnovabile attualmente circa il 40%
dell’energia mondiale dipende dal petrolio e questo livello di dipendenza sale a circa
80% nel settore dei trasporti dove la maggior parte dei veicoli è spinta da un motore
alimentato da derivati del petrolio.
Per questi motivi la ricerca scientifica negli ultimi dieci anni si sta concentrando su
questi problematiche in particolare nei settori emergenti quali cogenerazione distribuita
e veicoli ibridi. In particolare vengono studiati nuovi impianti di energia distribuita
capaci di aumentare l’efficienza energetica producendo in maniera combinata energia
elettrica e termica direttamente dove richiesta e solo se necessaria in questo modo si
riducendo le perdite di rete. Nel settore dei veicoli ibridi invece l’utilizzo del motore
elettrico può aiutare ad aumentare l’efficienza del motore termico nei vari punti di lavoro,
questi sistemi consentono infatti di migliorare fino al 30% le prestazioni in termini di
consumi ed emissioni rispetto ad un veicolo tradizionale.
Con questo contesto storico la tesi si è focalizzata nello studio di una struttura della
catena di potenza di un veicolo o di un sistema di cogenerazione di piccola taglia ossia
l’analisi di un sistema composto da un motore endotermico direttamente calettato con
una macchina elettrica. La macchina elettrica viene generalmente utilizzata con due
funzioni principali: avviare il motore a combustione e generare energia elettrica. Nel
caso di un veicolo ibrido vi sono altre due funzioni che si aggiungono a quelle appena
elencate ossia la fase di incremento di coppia durante le accelerazioni e una fase di
recupera di energia durante le frenate.
Tra le varie tipologie di macchine elettriche esistenti nel mercato, le macchine sin-
crone a magnete permanente occupano un posto di rilievo in questi settori. Infatti
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questa tipologia di macchina elettrica consente di ottenere: un alto rendimento, un’alta
densità di coppia, notevole capacità di sovraccarico, una buona robustezza costruttiva,
volumi compatti e quindi peso ridotto. Inoltre questo tipo di macchina può lavorare a
velocità variabile e può operare con prestazioni paragonabili sia come motore che come
generatore.
Per questo motivo nella tesi verranno presentati azionamenti elettrici basati su mo-
tori a combustione interna calettati a macchine elettriche sincrone a magneti perma-
nenti.
La tesi di dottorato dell’autore è stata svolta presso il laboratorio di azionamenti
elettrici di Padova, il quale da più di venti anni è attivo nel campo della progettazione
di macchine elettriche e del loro controllo mediante progetti di ricerca con partner in-
dustriali e pubblicazioni scientifiche su riviste e su conferenze internazionali. Quindi
sebbene siano presenti in letteratura molti libri che parlano di azionamenti elettrici
grazie all’esperienza dell’autore maturata in questo laboratorio l’autore ha voluto enfa-
tizzare con maggiore dettaglio gli aspetti e le nozioni che secondo la sua opinione sono
fondamentali per la progettazione di un azionamento elettrico.
Inoltre secondo il parere dell’autore al tesi di dottorato a differenza di un articolo
su conferenza o su rivista deve essere autonoma e deve poter essere compresa anche da
un non esperto del settore pertanto sono stati riportati con dettaglio anche aspetti base
di una azionamento elettrico e del controllo motore.
Quindi il lavoro riportato in questa tesi di dottorato è diviso sostanzialmente in due
parti la prima composta dai primi quattro capitoli e la seconda parte composta dagli
ultimi due capitoli.
Nella prima parte sono state riportate le nozioni fondamentali necessarie per una
buona conoscenza sul settore degli azionamenti elettrici in particolare nella parte di
controllo motore, limiti di funzionamento di un motore sincrono a magneti permanenti
e inverter di potenza.
Mentre la seconda parte si è focalizzata sulla descrizione della progettazione di
un azionamento per un sistema di cogenerazione domestica e per motociclette ibride.
Nell’ambito della cogenerazione sono state descritte alcune tecniche che consentono di
ridurre il problema delle vibrazioni dovute al motore a combustione interna. Nel set-
tore della motocicletta ibrida sono state mostrate le principali scelte di progettazione
effettuate per realizzare un prototipo efficace e funzionante di motocicletta ibrida.
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Contenuti della tesi
Di seguito sono descritti brevemente i contenuti dei singoli Capitoli della tesi:
Capitolo 1 illustra i comportamenti fondamentali di un azionamento elettrico. Sono
riportati i quadranti di funzionamento dell’azionamento e le principi di funziona-
mento di una macchina elettrica. Infine sono definite le trasformazioni fondamen-
tali per un sistema trifase utilizzate per passare da un riferimento stazionario ad
uno rotante e viceversa.
Capitolo 2 mette in evidenza le principali caratteristiche delle macchine sincrone a
magneti permanenti. Sono presentate le equazioni elettriche fondamentali nel
sistema di riferimento del rotore. Infine, sono descritti i limiti operativi di questo
tipo di macchina elettrica, in particolare è evidenziata l’influenza tra la geometria
del rotore a magneti permanenti sulle prestazioni della macchina elettrica.
Capitolo 3 illustra le principali caratteristiche di un inverter trifase. Sono presentate
le principali tecniche di modulazione di questo convertitore di potenza. Inoltre
sono riportati i componenti principali che costituiscono l’inverter. Infine sono
descritti brevemente alcuni dei principali aspetti non lineari del convertitore.
Capitolo 4 presenta gli aspetti fondamentale del controllo di un azionamento elet-
trico. Sono descritte brevemente le nozioni fondamentali del più comune regola-
tore di tipo PID. Sono evidenziati lo schema di controllo di una macchina elettrica
isotropa sincrona a magneti permanenti, sono descritti in particolare i comporta-
menti degli anelli di corrente e dell’anello di velocità. Infine sono descritti breve-
mente, alcuni comportamenti reali e un esempio di progettazione di un controllo
digitale per una macchina elettrica sincrona anisotropa.
Capitolo 5 riporta i comportamenti fondamentali di un sistema di cogenerazione do-
mestica. Sono descritte brevemente le principali tecnologie disponibili per realiz-
zare sistemi di cogenerazione e sono riportati i principali schemi di collegamento
alla rete di tali sistemi. Sono evidenziati gli aspetti di progettazione per un azion-
amento elettrico per questa applicazione. Infine, allo scopo di ridurre il rumore
dovuto alle vibrazioni del motore a combustione sono descritte brevemente diverse
tecniche di smorzamento attivo dei disturbi di coppia dovuti al motore endoter-
mico.
Capitolo 6 presenta i fondamenti base dei comportamenti di un veicoli ibridi. Sono ri-
portate anche le principali tecnologie di stoccaggio dell’energia adottate per questo
tipo di applicazione. Come esempio, è mostrata la struttura del primo scooter ib-
rido con filosofia ibrida parallela. È discussa e analizzata una efficace catena di
propulsione ibrida applicata ad un motociclo. Infine sono analizzate e riportate
le principali scelte di progettazione adottate per realizzare un prototipo di questo
veicolo motociclistico ibrido. Inoltre il comportamento di questo prototipo è stato
convalidato mediante prove a banco e su pista.

Preface
This Preface describes the motivation and the main contributions of the thesis. The con-
tents of each Chapter of the thesis are briefly summarized. Finally, a list of publications
of the author is reported.
Background
In recent years, the increasing cost of oil and Earth global warming due to greenhouse
gases have pushed the scientific research, the governments and thus the markets in the
direction of a higher efficiency of the systems in order to reduce the use of this fuel and
therefore its associated emissions of CO2.
Nowadays, the most involved sectors of this technological revolution are the fields
of electricity generation and the transportation. In fact, these two sectors are the main
accountable of CO2 global emission, that are associated for about 45% to electricity
generation and for about 30% to transport. Moreover, it should be noted that although
the oil is not a renewable energy source, currently about 40% of the production world
energy depends on oil and the level of dependence rises to about 80% in the trans-
portation sector where the majority of vehicles is powered by an engine fueled by oil
derivatives.
For these reasons, the scientific research in the last decade was focusing on these
issues in particular in emerging fields such as distributed cogeneration and hybrid elec-
tric vehicles. In particular, new systems of distributed energy are studied, which are
capable to increase the energy efficiency of the plant because the electrical and thermal
energy are produced in combined way and directly in the site where they are required.
In this way the losses of the network can be reduced. Instead, in the field of hybrid
electric vehicles the use of the electric machine can help to increase the efficiency of the
power-train in the various working points. These hybrid systems allow to reduce up to
30% the fuel consumption and associated emissions compared to a conventional vehicle.
With this historical context this thesis is focused in the study of a power-train
structure of domestic cogeneration system or a vehicle, namely the analysis of a system
composed by an internal combustion engine directly connected to an electric machine.
The two principal tasks of the electric machine are: startup of the internal combustion
engine and generate on electric energy. In the case of a hybrid electric vehicle, in addition
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to those listed above, there are other two operation modes that are: increase the engine
torque during the acceleration and recovering the energy during braking phase.
Among the various types of electrical machines existing in the market, the permanent
magnet synchronous machines take up an important position in the cogeneration and
hybrid vehicle fields. In fact, this kind of electric machine allows to obtain: a high
performance, high torque density, high overload capacity, a good robust construction,
compact volume, and therefore low weight. Furthermore this type of electric machine
can work at variable speeds and operate as motor and as generator with comparable
performance.
For this reason in this Ph.D. thesis the electrical drives composed by an internal com-
bustion engines direct connected to permanent magnet synchronous electric machines
will be presented.
Motivation and main contributions of the thesis
The author’s doctoral thesis has been carried out at the Electric Drive Laboratory of
University of Padova, which since more than twenty years is active in the design of
electrical machines and their control through research projects with industrial partners
and scientific publications in journals and in international conferences. Therefore, al-
though in the literature there are several books discussing an electric drives, thanks to
the experience acquired in this laboratory the author intention is to emphasize with
greater detail the aspects and basic notions which in his opinion are fundamental to the
design of on electric drive devoted to the applications subject of this work.
In addition, in the opinion of the author, unlike a paper on journal or conference
the doctoral thesis should be reasonably self-contained and should be understandable
even by a non expert of this field of research; therefore also basic aspects of an electric
drive and its control have been reported with detail.
So the work reported in this thesis is essentially composed by two parts, the first
part is made up by the first four Chapters and the second one is composed by the last
two Chapters.
In the first part of Ph.D. thesis the basic aspects, that are required for a good
knowledge on the electric drives field, have been reported. In particular the design
aspects and fundamental characteristics of electric machine control, operating limits of
a permanent magnet synchronous machine, and power converter have been pointed out.
The second part of Ph.D. thesis is focused on the design aspects of electric drive
for a domestic cogeneration system and for hybrid electric motorcycle. In particular
for CHP system some effective techniques, that can help to reduce the vibration and
noise problems due to the internal combustion engine, have been described. In the field
of hybrid electric motorcycle the main design choices carried out in order to achieve a
hybrid electric motorcycle prototype with good performance are reported.
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Outline of the thesis
Hereafter, the contents of the each Chapter of the thesis are briefly described:
Chapter 1 illustrates the fundamental behaviors of an electrical drive. The operating
quadrants of the drive and the electrical machine working principles are reported.
The basic transformations from stationary to rotating reference frame and vice
versa of a three-phase system of quantities are defined.
Chapter 2 highlights the main features of the permanent magnet synchronous ma-
chines. The electric equations in the rotor reference frame are presented. Finally,
the operating limits of this kind of electric machine are described, pointing out
the relationship between the permanent magnet machine rotor geometry and its
performance.
Chapter 3 illustrates the key features of a three-phase inverter. The principal mod-
ulation techniques of this power converter are presented. The key parts that
constitute the inverter are reported. Finally, some real behaviors are also briefly
described.
Chapter 4 presents the fundamental aspect of the electrical drive control. A briefly
description of the regulator basics are presented. The isotropic synchronous elec-
tric machine control scheme are reported. In particular the current loops and
speed loop behaviors are highlighted. Finally, some real behaviors and a practical
implementation of digital control of an anisotropic synchronous electric machine
are briefly described.
Chapter 5 reports the fundamental behaviors of domestic cogeneration system. A
briefly description of the technologies and grid connection schemes are presented.
The control and electric drive design aspects for this application are highlighted.
Finally, in order to reduce the engine noise some different torque damping tech-
niques are briefly described.
Chapter 6 presents the basic fundamental of hybrid electric vehicle behaviors. The
principal energy storage technologies adopted for this kind of application are re-
ported. An example of the first commercial hybrid electric scooter with parallel
hybrid philosophy is shown. An effective power-train of hybrid electric motorcycle
is then discussed. Finally the hybrid electric motorcycle design choices are fully
investigated. Moreover the chosen solution has been validated with the realization
of a motorcycle prototype which has been tested on test bench and on racetrack.
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Chapter1
Electrical drive basics
The fundamentals of electrical drive are presented. The operating quadrants of the drive
and the electrical machine working principles are reported. The basic transformations
from stationary to rotating reference frame and vice versa of a three-phase system of
quantities are defined.
1.1. Electrical drive
ELECTRICAL DRIVE is an equipment which generates and controls the motion ofa shaft by electrical actuators. The controlled quantities can be static (position),
kinematic (speed), or dynamic (torque, force, acceleration, as so on).
The electrical drive is principally composed by three parts:
• Electrical Machine (EM),
• Power Converter (PC),
• Control Unit (CU).
More details of these three parts will be described later in the next Chapters.
The motion control is actuated through the supply electrical quantities of the electri-
cal machine (such as voltages, currents, frequency). In order to regulate these quantities
from energy source to electrical machine a power converter is needed. In AC drives, this
converter generally is a three-phase inverter: it is a static converter with a DC input
(from a rectifier) and an AC output (to the electrical machine).
A common electrical drive is fed by an electric source, typically it is a single-phase
240 V grid or a three-phase 400 V grid, and its shaft is mechanically connected by a
gear to a mechanical load. A block scheme of electrical drive is reported in Fig. 1.1.
The direct drive solution do not use any gear from EM to load.
Henceforth to describe electrical drive operation the passive sign convention has been
adopted [1–3]. The electric power consumed by the drive is defined to have a positive
sign, while power produced by the drive is defined to have a negative sign, as is reported
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Figure 1.1: Electrical drive block scheme.
in Fig. 1.2. For the mechanical load the same convention has been adopted. Referring
to the conventions report in Fig. 1.2 is possible to define the instantaneous electrical
power at instant t, Pe(t), and instantaneous mechanical power, Pm(t) at instant t:
Pe(t) = i(t)u(t) > 0
Pm(t) = m(t)ωm(t) > 0
where i(t) is current, u(t) is voltage, m(t) is the motor torque, and ωm(t) = 2pi60n(t)
is the rotor speed, all at instant t.
Figure 1.2: Definition of passive sign convention for electrical drive.
The drives can be classified according to its capability to operate in the different
quadrants. According to Fig. 1.3 the motor reference sign convention four quadrants of
rotor speed Vs torque plane are defined as follow:
1. in the first quadrant the machine works as a motor in forward direction. In
this condition the torque and rotor speed are both positive and then the power
(positive) is transfered from the grid to the shaft.
2. in the second quadrant the machine works as a brake in backward direction. In
this condition the torque is positive instead rotor speed is negative and so the
power (negative) is transfered from the shaft to the grid.
3. in the third quadrant the machine works as a motor in backward direction. In
this condition the torque and rotor speed are both negative and then the power
(positive) is transfered from the grid to the shaft.
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4. in the fourth quadrant the machine works as a brake in forward direction. In this
condition the torque is negative instead rotor speed is positive and so the power
(negative) is transfered from the shaft to the grid.
Figure 1.3: Definition of operating quadrants in an electrical drive.
In general the capability of an electrical drive to operate in one or more quadrants
depends on the type of its power converter and electric machine. Typically the elec-
trical machine is reversible therefore it can operate in all quadrants; instead the power
converter is often unidirectional so it can deliver only positive power.
The choice of electrical drive depends on its working demands therefore from the
type of the connected load. In order to clarify the practical operation of these quadrants
thereafter same examples of drive applications have been reported below:
Lift: first and second quadrant; torque is always positive because the electrical ma-
chine should always counter balance the gravitational force but speed can be
positive when lift goes up, the EM works as a motor, or negative when lift goes
down, the EM works as a brake and so the negative power flows to the grid (a
direct drive lift has been considered).
Hybrid electric vehicle: first and fourth quadrant; assuming that the electrical
drive of the vehicle is used always with positive speed in that case the torque is
positive during the acceleration, the EM works as a motor, and negative through-
out the regenerative braking, the EM works as a brake and so the negative power
flows to the battery.
Electric vehicle: all quadrants; in addition of the hybrid electric vehicle drive quad-
rants the speed can be negative because the vehicle should be able to go forward
and backward.
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1.2. Electrical machine fundamental principles
In order to give a qualitative idea of electrical machine operating principles a schematic
representation of a 2-pole DC electric motor has been adopted. Referring to Fig. 1.4 it
is composed by a fixed part, stator, and a rotating part, rotor. This DC motor has two
winding: the stator excitation winding, referred to as the field winding, which carries
the flux current if to provide the main magnetic field, and the rotor winding, referred to
as the armature winding, which carries the armature current ia. The electrical machine
(motor or generator) torque generation is based on Lorentz force law and Faraday’s law.
Figure 1.4: Sketch of DC electrical machine.
Henceforth, the simplified considerations of EM basic principles have validity until
that the stator and rotor iron work in the linear zone, i.e. the flux lines are assumed
always constant.
1.2.1. Lorentz force law
When a current flows through a conductor the lines of a magnetic field, flux density B,
are generated around the conductor according to Ampere’s law. The direction of the
flux lines is dependent on the direction of the current flow: using the right hand law
point your thumb in the direction of the current flow and your fingers will wrap around
the conductor in the same direction of the flux lines.
Furthermore the Lorentz force law says that the force created by the current acts be-
tween the current conductor and the constant magnetic field [4].
The magnitude of the force acting on the conductor is given by:
∆f¯ = i(∆l¯ ⊗ B¯) (1.1)
where:
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∆f¯ force vector on the conductor,
∆l¯ length vector of the conductor,
B¯ magnetic flux density vector,
i current flowing through the conductor,
⊗ vector cross product.
Referring to the electrical machine geometry, that is reported in Fig. 1.4, when a
field current, if is present, lines of flux density Bf , are generated around the conductor
therefore the flux density Bf creates the North and South poles in the stator. According
to the superposition principle at first the effect of the armature current (ia) is neglected
and this condition is shown in Fig. 1.5. The force acting on the conductor, ff , is given
by equation (1.1).
Figure 1.5: Considering only the stator flux density effect, Bf , in the rotor without
armature flux density, Ba = 0, due the armature current ia.
At second the effect of the armature current (ia), considering only self-induced flux
density, i.e. without the stator density flux (Bf = 0) is investigated and this condition
is reported in Fig. 1.6. The generated force acting on the conductor (fa) is given by
equation (1.1). It highlights that the sum of these forces give a null contribution, i.e. it
does not produce torque, and therefore it is possible to neglect it.
Figure 1.6: Considering only the armature flux density effect, Ba, in the rotor without
stator flux density Bf = 0 due the flux current if .
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Both forces, i.e. fa and ff , take place at the same time in each single rotor slot.
Combining the contribution of these two forces a spin force, f , is generated and this
resulting force is highlighted in Fig. 1.7. The resulting effect creates the rotations of
rotor. One can note that in the first approximation, the maximum torque, mmax, of
the electric machine is proportional to its maximum current, imax:
mmax ∼ imax = m
NB∆lr
(1.2)
where r is the radius of the rotor and N indicates the number of conductors in the slot.
Figure 1.7: Effect of two force contributions in each single rotor slot.
1.2.2. Electromotive force
The Lorentz force law showed that a conductor that moves through a magnetic field,
or moving the magnetic field relative to the conductor, causes a current to flow in the
conductor [5,6]. Therefore the wire loop of the conductor that is moved in a flux B, in
according to Faraday’s law of induction, acquires an electromotive force (e.m.f.). The
magnitude of this force generated in this way is given by the equation (1.3):
∆e =
∮
∆l¯
(v¯ ⊗ B¯)dl = B∆lv = B∆lrω (1.3)
where:
∆e back electromotive force (in a motor),
∆l length of the conductor,
dl infinitesimal part of conductor,
B¯ magnetic flux density vector,
v¯ velocity vector of dl through the magnetic field,
r radius of the rotor,
ω angular velocity of the rotor through the field.
⊗ vector cross product.
In Fig. 1.8 is reported the induced e.m.f. effect in a conductor through a magnetic
field Bf . This effect is responsible for the capacity of the EM to vary its rotor speed.
One can therefore conclude that in the first approximation, the maximum rotor speed,
ωmax, of the electric machine is proportional to its maximum voltage, emax:
ωmax ∼ emax = B∆lrωmax (1.4)
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Figure 1.8: Induced e.m.f. effect in a conductor.
1.3. Electrical drive operating limits
An electrical drive is characterized by operating limits. They are of the mechanical type,
torque and rotor speed, and they are associated with its electrical limitations, current
and voltage, as have been highlighted in equations (1.2) and (1.4). These limitations
have physical nature related to the maximum electrical, thermal or mechanical stresses
that the drive components are able to withstand. These limitations are generally re-
ported in the rotor speed vs torque plan as shown in Fig. 1.9.
In Fig. 1.9 are highlighted two type of operating regions:
• Constant torque region: this region is limited by constant current locus at its
maximum value while the voltage is lower or equal to its maximum value. In this
area, the electrical drive can deliver its maximum torque at any speed lower than
the base speed which is reached when the voltage achieves its maximum value.
• Constant power region: this region is limited by constant current and voltage
loci both equal to their maximum value. In this area, the electrical drive can
deliver its maximum power at any speed higher than the base speed but with
increasing the speed the torque decreases.
These definitions of operating limits have been done considering continuous opera-
tion of the drive. The overload of the drive for a limited period is generally allowed but
limited by the thermal time constant of each electrical drive parts.
Hereinafter the principal reasons that limit the electrical machine and the power
converter have been analyzed:
• Electrical machine: the power capacity of an electrical machine is limited by
the maximum allowable temperature of its windings. Generally it is possible to
make a current overload (torque) up to about three times of the nominal value
for a time of a few minutes.
• Power converter: the power capacity of an power converter is limited by the
maximum allowable temperature of its switching device, it is rated to its maximum
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Figure 1.9: Electrical drive operating limits in all quadrants.
current, or maximum insulation of its device, it is rated to its maximum voltage.
Generally it is possible to make a current or voltage overload (torque or speed) up
to about a few percent of the nominal value for a time of second or few seconds.
1.4. Space vector definition
A generic three-phase system is a 4-pole whose behavior at the terminals is described
by a set of three voltages (ua(t), ub(t), and uc(t)), related to its three terminals a, b,
c with respect to the fourth terminal N , it is called neutral point, and a set of three
currents (ia(t), ib(t), and ic(t)). This schematic representation of a three-phase system
seen as a quadrupole is reported in Fig. 1.10. Both electric quantities, voltages and
currents, are related to the passive sign convention.
Figure 1.10: Schematic representation of a three-phase system.
Hereafter the voltages ua(t), ub(t), and uc(t) are called phase voltages, the currents
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ia(t), ib(t), and ic(t) are called phase currents. The voltage between two terminals is
called phase-to-phase voltage (pp), where uab(t) = ua(t)− ub(t), ubc(t) = ub(t)− uc(t),
and uca(t) = uc(t)−ua(t) and for the Kirchhoff’s voltage law the sum of these quantities
is zero. Furthermore the point N is generally not available or externally connected so
from Kirchhoff’s current law the sum of the phase currents is zero, ia(t)+ib(t)+ic(t) = 0.
1.4.1. Clarke’s transformations
Using the well known Clarke’s transformations a three-phase system can be studied
reducing the number of equations [7, 8].
A generic three-phase balanced quantities, (ga(t), gb(t), and gc(t)), with null ho-
mopolar component (go(t)) is considered, go(t) is defined by the equation (1.5):
go(t) =
ga(t) + gb(t) + gc(t)
3
(1.5)
considering this kind of quantities it is possible to define the space vector g(t) by the
following equation (1.6):
g(t) =
2
3
[
ga(t) + gb(t)e
j 2
3
pi + gc(t)e
j 4
3
pi
]
(1.6)
= gα(t) + jgβ(t)
where gα(t) is the real component and gβ(t) is the imaginary component of the space
vector g(t). According to equation (1.5) it is possible to calculated the two components
of g(t) by the following equation (1.7):
gα(t) = Re {g(t)}
=
2
3
[
ga(t)− 1
2
gb(t)− 1
2
gc(t)
]
= ga(t)
(1.7)
gβ(t) = Im {g(t)}
=
2
3
[√
3
2
gb(t)−
√
3
2
gc(t)
]
=
1√
3
[gb(t)− gc(t)]
The graphic representation of space vector g(t) associated at three quantities (ga(t),
gb(t), and gc(t)) and its two components are shown in Fig. 1.11.
The inverse transformation delivers three quantities (ga(t), gb(t), and gc(t)) from
g(t) as reported in Fig. 1.12. By equation (1.7) it is easy to determine the value of
ga(t) because it corresponds with gα(t); instead gb(t) and gc(t) are achieved by the real
components of vector that have been obtained by clockwise rotation g(t) from 2/3pi and
4/3pi respectively:
ga(t) = Re {g(t)} = gα(t)
gb(t) = Re
{
g(t)e −j
2
3
pi
}
= −1
2
gα(t) +
√
3
2
gβ(t) (1.8)
gc(t) = Re
{
g(t)e −j
4
3
pi
}
= −1
2
gα(t)−
√
3
2
gβ(t)
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(a) (b)
Figure 1.11: Graphic representation of space vector g(t).
(a) (b)
Figure 1.12: Determining the vectors ga(t), gb(t), and gc(t)) by clockwise rotation of
vector g(t).
It is important to note that the projections of g(t) on the a,b,c-axis is exactly
ga(t), gb(t) and gc(t) as it is highlighted in Fig. 1.12, i.e. the transformation is
conservative for the amplitude.
The equations (1.5) and (1.6) can be expressed in a compact form through the
following transformation matrices:
g
α,β,o
= Ta,b,c→α,β,o · ga,b,c (1.9)
where g
α,β,o
= [gα(t)gβ(t)go(t)]
T and g
a,b,c
= [ga(t)gb(t)gc(t)]
T are the column matrices
and the transformation matrix from (a, b, c) to (α, β, o) is:
Ta,b,c→α,β,o =
2
3
 1 −
1
2 −12
0
√
3
2 −
√
3
2
1
2
1
2
1
2
 (1.10)
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and vice versa transformation matrix from (α, β, o) to (a, b, c) is:
Tα,β,o→a,b,c =
2
3
 1 0 1−12 √32 1
−12 −
√
3
2 1
 = T−1a,b,c→α,β,o (1.11)
Considering a three-phase system, as it is reported in Fig. 1.10, its instantaneous
power is calculated by:
p(t) = ua(t)ia(t) + ub(t)ib(t) + uc(t)ic(t) (1.12)
by applying to equation (1.12) the definition of space vector, that has been defined in
equations (1.5) and (1.6), it possible to find that:
p(t) = uTa,b,c · ia,b,c = [Ta,b,c→α,β,o · uα,β,o]T · [Ta,b,c→α,β,o · iα,β,o]
= uTα,β,o[T
T
a,b,c→α,β,o · Ta,b,c→α,β,o] · iα,β,o
= uTα,β,o ·
 1 −
1
2 −12
0
√
3
2 −
√
3
2
0 1 1
 ·
︸ ︷︷ ︸
TTa,b,c→α,β,o
 1 0 1−12 √32 1
−12 −
√
3
2 1
 ·
︸ ︷︷ ︸
Ta,b,c→α,β,o
iα,β,o
=
[
uα uβ uo
]
·

3
2 0 0
0 32 0
0 0 1
 ·
 iαiβ
io

=
2
3
[uα(t)iα(t) + uβ(t)iβ(t)] + 3uo(t)io(t) (1.13)
then the transformation is not conservative for the power, but it needs to be
corrected from factor 2/3.
1.4.2. Park’s transformations
The performance of a three-phase electrical machine is described by its voltage equa-
tions. It is well know that machine inductances are, in general, functions of rotor
position so a change of variables is often used to reduce the analysis complexity. Using
the Park’s transformations, many properties of electric machines can be studied without
complexities in the voltage equations [7, 8].
The space vector g(t) associated at the generic three-phase system (ga(t), gb(t), and
gc(t) can be expressed referring to a rotating reference frame d, q that rotates respect
the stationary reference frame α, β, previously defined by the Clark’s transformation,
with a angular speed ωdq(t).
The notations of two reference frames are reported in Fig. 1.13. Defining the angles:
ϑdq(t) between rotating reference frame d, q and stationary reference frame α, β
γdq(t) between space vector g(t) and rotating reference frame d, q,
γαβ(t) between space vector g(t) and stationary reference frame α, β.
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Figure 1.13: Schematic representation of rotating reference frame d, q and stationary
reference frame α, β.
The space vector g(t) in the rotating reference frame d, q, indicated by gdq(t), is
defined by the following equation (1.14):
gdq(t) = |g(t)|e jγdq(t)
= |g(t)|e j(γαβ(t)−ϑdq(t))
=
(
|g(t)|e jγαβ(t)
)
e −jϑdq(t)
= gαβ(t)e
−jϑdq(t)
= gd(t) + jgq(t) (1.14)
In particular gd(t) the real component and gq(t) is the imaginary component of the
space vector in the rotating reference frame gdq(t) expressed by the equations (1.15):
gd(t) = gα(t) cos (ϑdq) + gβ(t) sin (ϑdq)
(1.15)
gq(t) = −gα(t) sin (ϑdq) + gβ(t) cos (ϑdq)
and in the inverse transformation the real and imaginary component of gαβ(t) are ex-
pressed by equation (1.16):
gα(t) = gd(t) cos (ϑdq)− gq(t) sin (ϑdq)
(1.16)
gβ(t) = gd(t) sin (ϑdq) + gq(t) cos (ϑdq)
The equations (1.15) can be expressed in a compact form through the following
transformation matrices:
g
d,q,o
= Tα,β,o→d,q,o · gα,β,o (1.17)
where g
α,β,o
= [gα(t)gβ(t)go(t)]
T and g
d,q,o
= [gd(t)gq(t)go(t)]
T are the column matrices
and the transformation matrix from (α, β, o) to (d, q, o) is:
Td,q,o→α,β,o =
 cos(ϑdq(t)) −sin(ϑdq(t)) 0sin(ϑdq(t)) cos(ϑdq(t)) 0
0 0 1
 (1.18)
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and vice versa transformation matrix from (d, q, o) to (α, β, o) is:
Tα,β,o→d,q,o =
 cos(ϑdq(t)) sin(ϑdq(t)) 0−sin(ϑdq(t)) cos(ϑdq(t)) 0
0 0 1
 (1.19)
1.4.3. Transformations summary
Using these transformations many properties of the electric machine can be studied
without rotor position dependencies in the voltage equations. These transformations
make it possible to easily implement on the microcontroller or the DSP the control of
the electrical machine. A sketch of the quantities change after the two transformation
steps is shown in Fig. 1.14.
Figure 1.14: Schematic representation of a three-phase system.
Clarke’s transformations: This mathematical transformation modifies a three-phase
system (a,b,c) to a two-phase system of quadrature quantities (α,β).
Park’s transformations: The two-phase (α,β) frame representation is then fed to
a vector rotation block where it is rotated over an angle ϑdq to follow the frame
(d,q) attached to the rotor.
24 Electrical drive basics
The complete transformation matrices from the system (a, b, c) to rotating reference
frame d, q, o and vice versa are:
Ta,b,c→d,q,o =
2
3
 cos(ϑdq(t)) cos(ϑdq(t)−
2
3pi) cos(ϑdq(t)− 43pi)
−sin(ϑdq(t)) −sin(ϑdq(t)− 23pi) −sin(ϑdq(t)− 43pi)
1
2
1
2
1
2

(1.20)
Td,q,o→a,b,c =
 cos(ϑdq(t)) −sin(ϑdq(t)) 1cos(ϑdq(t)− 23pi) −sin(ϑdq(t)− 23pi) 1
cos(ϑdq(t)− 43pi) −sin(ϑdq(t)− 43pi) 1
 (1.21)
Chapter2
Permanent magnet synchronous
machine basics
The aim of this Chapter is to highlight the main features of the permanent magnet
synchronous machines. The electric equations in the rotor reference frame are presented.
Finally, the operating limits are described, pointing out the relationship between the
permanent magnet machine rotor geometry and its performance.
2.1. Introduction
THE INTEREST to permanent magnet (PM) synchronous electric machine (EM)is growing up especially because this kind of machine exhibits a higher efficiency
and higher torque density with respect at the induction machine. The using of PMs
can allow the main magnetic flux of the machine to be created in a small space. In
addiction there are not losses for magnetization.
A permanent magnet synchronous machine has a PM rotor and a stator with a
distributed three-phase winding. This machine is fed by a voltage source inverter (VSI)
that control the sinusoidal currents that is synchronized to the PM flux by using a
position transducer (e.g. resolver or encoder).
Since the early 1990’s the PM specific cost was decreasing, for this main reason the
cost of the PM motor has became competitive to other motor types. Initially it was
convenient to adopt rare-earth PM with high magnetic energy (i.e. NdFeB magnets)
because this magnets allow to increase the flux density and reduce the machine volume
without increasing too much the cost. However nowadays the cost of rare-earth PMs is
considerably increased so the EM producers are considering the option to come back to
use cheaper PMs (i.e. Ferrite magnets) or reduce the PMs volume. For this reasons the
research has been directed towards EM with a small PMs quantity but a high reluctance
torque component introduced by using flux barriers inside the rotor geometry, as it will
be explained better later in this Chapter.
Nowadays the PM machines are designed for wide power ratings (i.e. from fractions
of Watts up to some million of Watts) and for several industrial applications principally
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in the fields of automotive, traction, propulsion, renewable energy, domestic appliances,
and so on.
2.2. Synchronous electrical machine fundamental equation
A sketch of a 2-pole synchronous machine with a conventional three-phase stator wind-
ing (a, b and c) and an isotropic rotor is shown in Fig. 2.1. The stator reference frame
(α, β) is fixed in the direction of the a-phase-axis and in the direction perpendicular
to this phase axis respectively. The rotor reference frame (d,q) is fixed with the d-axis
aligned to magnetic poles of the rotor, and the q-axis in the direction perpendicular
to the former. The electromechanical angle ϑme is highlighted between the rotor pole
d-axis and the a-phase-axis.
Figure 2.1: Schematic representation of a 2-pole PM synchronous machine.
The positive rotor direction is fixed as counterclockwise direction. In order to sim-
plify the electric and magnetic equations of the synchronous machine hereafter they are
evaluated adopting the rotating reference frame, Section 1.4. Each electrical and mag-
netic quantity governing the electromechanical conversion will be referred to d,q-axes
using the corresponding components.
In the following the equations describing the synchronous PM machines are pre-
sented with a particular attention to the control strategies, the operating regions, and
the relationship between the PM rotor geometry and the machine performance [9].
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2.2.1. Isotropic electric machine equations
The isotropic machine is commonly called Surface-mounted PM (SPM) machine. Its
rotor structure is characterized by PM tiles allocated an outer surface of rotor. Two
different prototypes of SPM machine are reported in Fig. 2.2. The prototype on the
left is an internal rotor configuration. A bandage has been wrapped around the PM
tiles in order to guarantee the PMs in place during the rotation. Instead the right side
prototype is an external rotor machine; the principle advantage of this configuration is
that the bandage around the magnets is not necessary because rotation compresses the
PM tiles toward the solid iron rotor.
Figure 2.2: Pictures of different rotor configurations of two SPM machine prototypes.
At first an isotropic machine is considered in order to introduce the main relation-
ships that characterize a PM synchronous machine.
Considering the three phases winding distributed along the stator with an electrical
phase displacement of 2pi/3 rad, the fundamental voltage equations for three-phase
system, ua(t), ub(t), uc(t), are:
ua(t) = Ria(t) +
dλa(t)
dt
ub(t) = Rib(t) +
dλb(t)
dt
(2.1)
uc(t) = Ric(t) +
dλc(t)
dt
where the stator phase resistance R is assumed equal for all phases; ia(t), ib(t), ic(t)
are the phase currents, and λa(t), λb(t), λc(t) are the stator phase flux linkages.
The angle ϑme is the electrical angle between the a-phase axis and the PM axis, as
it is reported in Fig. 2.1. This electrical angle is related to mechanical angle ϑm and
the number of poles pairs p by the following equation:
ϑme = pϑm (2.2)
Assuming to neglect the iron saturation and eddy currents the stator flux linkages
can be expressed as the sum of two components due to PM, λmg(t), and phase winding
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currents, λi(t):
λa(t) = λa,mg(t) + λa,i(t)
λb(t) = λb,mg(t) + λb,i(t) (2.3)
λc(t) = λc,mg(t) + λc,i(t)
It is assumed that the flux linkage due to the magnets, λmg(t) is sinusoidal with the
rotor electrical position and independent of stator currents; therefore the magnet flux
equations become:
λa,mg(t) = Λmg cos[ϑme(t)]
λb,mg(t) = Λmg cos[ϑme(t)− 2pi/3] (2.4)
λc,mg(t) = Λmg cos[ϑme(t)− 4pi/3]
where Λmg represents the PM flux linkage peak value, that is considered constant in
time and position.
Now it is assumed that the permanent magnets are de-energized so the flux linkage
due to the stator current can be expressed as:
λa,i(t) = λaa,i(t) + λab,i(t) + λac,i(t)
λb,i(t) = λbb,i(t) + λba,i(t) + λbc,i(t) (2.5)
λc,i(t) = λcc,i(t) + λca,i(t) + λcb,i(t)
where λaa,i(t) is the flux linkage in a-phase winding due to a-phase current. λab,i(t)
and λac,i(t) are the flux linkage in a-phase winding due to b-phase and c-phase current
respectively. These flux linkage components are highlighted in Fig. 2.3.
The inductance components due to these fluxes can be expressed as:
Laa =
λaa,i(t)
ia(t)
(2.6)
LM,ab =
λab,i(t)
ib(t)
= −|LM,ss| < 0 (2.7)
LM,ac =
λac,i(t)
ic(t)
= −|LM,ss| < 0 (2.8)
Assuming, for geometric reasons, that the mutual-inductances LM,ss between a-phase,
b-phase, and c-phase are both equal to LM,ss and reminding that the sum of three stator
currents is null (i.e. ia(t) + ib(t) + ic(t) = 0) the synchronous inductance is defined as:
λa,i(t) = λaa,i(t) + λab,i(t) + λac,i(t)
= Laaia(t)− |LM,ss| [ib(t) + ic(t)]
= (Laa + |LM,ss|) ia(t)
= Laia(t) (2.9)
Considering the isotropic machine all synchronous phase inductances are equal, La =
Lb = Lc = L so the equations (2.3), become:
λa(t) = Λmg cos[ϑme(t)] + Lia(t)
λb(t) = Λmg cos[ϑme(t)− 2pi/3] + Lib(t) (2.10)
λc(t) = Λmg cos[ϑme(t)− 4pi/3] + Lic(t)
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Figure 2.3: Schematic representation of the a-phase flux components due to three-phase
currents with demagnetized PMs.
Deriving equations (2.10) with respect to time, they become:
dλa(t)
dt
= Lia(t) + ea(t)
dλb(t)
dt
= Lib(t) + eb(t) (2.11)
dλc(t)
dt
= Lic(t) + ec(t)
where ea(t), eb(t), and ec(t) are the back electromotive forces (b.e.m.f) due to the PM
flux linkege by the phases:
ea(t) = Λmgωme(t) cos[ϑme(t) + pi/2]
eb(t) = Λmgωme(t) cos[ϑme(t) + pi/2− 2pi/3] (2.12)
ec(t) = Λmgωme(t) cos[ϑme(t) + pi/2− 4pi/3]
where ωme(t) is the electrical speed. By substituting the equations (2.11) in the equa-
tions (2.1) and (2.12) the phase voltages became:
ua(t) = Ria(t) + L
dia(t)
dt
+ Λmgωme(t) cos[ϑme(t) + pi/2]
ub(t) = Rib(t) + L
dib(t)
dt
+ Λmgωme(t) cos[ϑme(t) + pi/2− 2pi/3] (2.13)
uc(t) = Ric(t) + L
dic(t)
dt
+ Λmgωme(t) cos[ϑme(t) + pi/2− 4pi/3]
Realizing the b.e.m.f, in equations (2.12), have null sum as it is that the sum of the
stator currents, it is possible to simplify the voltage equations by using the space vector
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notation (equation (1.6)):
us(t) = Ri
s
(t) + L
di
s
(t)
dt
+ jωme(t)λ
s
mg(t) (2.14)
where the notation s indicate the stationary reference frame (α, β). In particular the
real component uα(t) and imaginary component uβ(t) of the voltage space vector are:
uα(t) = Riα(t) + L
diα(t)
dt
− ωme(t)λβ,mg(t)
(2.15)
uβ(t) = Riβ(t) + L
diβ(t)
dt
+ ωme(t)λα,mg(t)
Applying the transformation between the stationary reference frame, to the rotating
reference frame the space vector of the PM flux λrmg(t) results to have only real compo-
nent being placed on the real axis of the rotating reference frame. Therefore the voltage
space vector (equation (2.14)) in the new reference frame becomes:
ur(t) = Ri
r
(t) + L
di
r
(t)
dt
+ jωme(t)Li
r
(t) + jωme(t)Λmg (2.16)
where the notation r indicate the rotating reference frame (d, q). The real component
ud(t) and imaginary component uq(t) are:
ud(t) = Rid(t) + L
did(t)
dt
− ωme(t)Liq(t)
(2.17)
uq(t) = Riq(t) + L
diq(t)
dt
+ ωme(t)Lid(t) + ωme(t)Λmg
2.2.2. Power balance
The power balance can be obtained multiplying the voltage equations for the respective
currents and summing term by term; one can obtain [10]:
ud(t)id(t) + uq(t)iq(t)︸ ︷︷ ︸
2
3
Pe(t)
= R
[
i2d(t) + i
2
q(t)
]︸ ︷︷ ︸
2
3
Pjoule(t)
+
+L
[
id(t)
did(t)
dt
+ iq(t)
diq(t)
dt
]
︸ ︷︷ ︸
2
3
dWm(t)
dt
+
+ωme(t)Λmgiq(t)︸ ︷︷ ︸
2
3
Pem(t)
(2.18)
where Pe(t) is the input electric power, Pjoule(t) is dissipated Joule losses by the phase
resistances, Wm(t) is the magnetic energy, Pem(t) is the electromechanical power. The
ratio 2/3 in equation (2.18) allows to maintain the energy conservation during the
transformation from the stationary reference frame to the d,q rotating reference frame.
Taking into account that:
Pem(t) = m(t)ωm(t) (2.19)
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by compering to equation (2.18) with equation (2.19) the electromagnetic torque is
determined by the magnitudes of the q-axis current and expressed as:
m(t) =
3
2
pΛmgiq(t) (2.20)
From this fundamental equation (2.20) it is possible to highlighted that, in order to
reduce the copper losses, the space vector of the current (i(t)) must be aligned to q-axis
because the PM flux space vector (λmg(t)) is aligned in d-axis, for definition of rotating
reference frame. This space vector orientation conditions are reported in Fig. 2.4.
Figure 2.4: Space vectors orientation of the current and PM flux in the maximum torque
condition in an isotropic machine.
2.2.3. Isotropic machine block diagram in d, q reference frame
Assuming a mechanical load with a viscous friction B, and with an inertia J it can be
expressed as:
m(t) = mL(t) +Bωm(t) + J
dωm(t)
dt
(2.21)
by using the equations (2.17) and (2.20) it is possible to outline the block diagram of
an isotropic machine, this scheme is reported in Fig. 2.5 [11].
This block diagram contains nonlinear element as multipliers; instead the linear
blocks are represented by their transfer functions between their input and output.
As it can be noted there is coupling between d-axis and q-axis, this contribution is
expressed as +ωmeLiq that acts on the voltage ud through the current iq and vice
versa −ωmeLid that acts on the voltage uq through the current id. In a next Chapter
dedicated to machine control it will be seen that an axes decoupling will be necessary
in order to design an effective machine control.
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Figure 2.5: Isotropic machine block diagram in d, q reference frame.
2.2.4. Anisotropic machine considerations
The synchronous anisotropic PM machines are characterized by a rotor structure that
yields a magnetic anisotropy, or rather a different magnetic behavior along the polar
and inter-polar axes.
Therefore with he same considerations that have been stated for the isotropic machine
it can be assumed also in anisotropic machine that the conductors have a sinusoidal
distribution and by a proper magnet shape it is possible to consider sinusoidal the flux
linkages λa,mg(t), λb,mg(t), λc,mg(t), so the equations (2.4) are still valid. Instead it
is not possible to characterize the machine with only one value of self-inductance and
mutual-inductance because their values varies as a function of the rotor position.
In the rotating reference frame each axis is characterized by a proper inductance,
thus the equations (2.17) becomes:
ud(t) = Rid(t) + Ld
did(t)
dt
− ωme(t)Lqiq(t)
(2.22)
uq(t) = Riq(t) + Lq
diq(t)
dt
+ ωme(t)Ldid(t) + ωme(t)Λmg
where Ld and Lq indicate the direct and quadrature inductances respectively. Generally
in the IPM machine Lq is two/three time higher than Ld.
With these considerations the torque equation of an anisotropic machine becomes:
m(t) =
3
2
pΛmgiq(t) +
3
2
p(Ld − Lq)id(t)iq(t)
=
3
2
p [Λmg + (Ld − Lq) id(t)] iq(t) (2.23)
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This fundamental equation (2.23) highlights the main advantage of rotor magnetic
anisotropy i.e. its torque is composed by the sum of two components: the torque due
to PM flux and that due to the anisotropic structure of the rotor.
By using the equations (2.22), (2.23), and (2.21) it is possible to mark out the block
diagram of an IPM machine, this scheme is reported in Fig. 2.6 [11].
Figure 2.6: IPM machine block diagram in d, q reference frame.
Such as the block diagram of SPM machine, also the IPM machine contains nonlin-
ear element as multipliers. Instead the linear blocks are represented by their transfer
functions between their input and their output.
With this kind of rotor configuration there are two different types of coupling be-
tween d-axis and q-axis. The first is the same of SPM machine it is expressed as
+ωmeLqiq that acts on the voltage ud through the current iq and vice versa −ωmeLdid
that acts on the voltage uq through the current id. The second due to the reluctance
torque component. This coupling is difficult to neglect during machine control design
as done for the first coupling.
As an example, Fig. 2.7 shows a 4 poles and 24 slots Interior PM (IPM) machine,
whose rotor is characterized by two flux-barriers per pole. Fig. 2.7 highlights also the
different d and q-axis magnetic flux paths. In particular it can be noted that the
magnetic circuit in q-axis does not include the PMs. Generally a higher number of
flux-barriers per pole yields a higher rotor anisotropy [12–14].
Two different prototypes of IPM machine is reported in Fig. 2.8, that points out the
air barriers structure, the PM tiles, and rotor iron laminations.
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(a) d-axis magnetic flux, λd. (b) q-axis magnetic flux, λq.
Figure 2.7: Magnetic flux trajectory according to the direct and quadrature axes in a 4
poles IPM rotor configuration.
Figure 2.8: Photo of different rotor parts of two IPM machine prototypes.
2.2.5. Reluctance machine considerations
The rising price of the permanent magnets is forcing to minimize the use of PMs while
improving the reluctance torque component. The extreme case involves the elimina-
tion of the PMs and the presence of the air barriers inside the rotor which create the
reluctance torque contribution.
The reluctance machine is characterized by the absence of PMs; however the air
barriers create a different magnetic behavior along the two rotating axes. As an ex-
ample Fig. 2.9 shows a 4 poles and 24 slots Reluctance (REL) machine, whose rotor is
characterized by four flux- barriers per pole. Fig. 2.9 highlights the different magnetic
flux paths of the two flux components, in particular it can be noted that the magnetic
circuit in q-axis component (λd) does not include the air barriers. Generally a higher
number of flux-barriers per pole increases the rotor anisotropy [15,16].
Fig. 2.10 shows two different REL machine prototypes: it highlights the air barriers
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(a) d-axis magnetic flux, λd. (b) q-axis magnetic flux, λq.
Figure 2.9: Magnetic flux trajectory according to the direct and quadrature axes in a 4
poles REL rotor configuration.
structure, the iron ribs, and rotor iron laminations.
Figure 2.10: Photo of different rotor parts of two REL machine prototypes.
With the same assumptions done for IPM machine, also in reluctance machine it can
be assumed that the conductors have a sinusoidal distribution so the equations (2.22)
becomes:
ud(t) = Rid(t) + Ld
did(t)
dt
− ωme(t)Lqiq(t)
(2.24)
uq(t) = Riq(t) + Lq
diq(t)
dt
+ ωme(t)Ldid(t)
where Ld and Lq indicate the direct and quadrature inductances respectively. Generally
in the reluctance machine Lq is six/ten higher than Ld.
With this considerations the torque equation of reluctance machine becomes:
m(t) =
3
2
p(Ld − Lq)id(t)iq(t) (2.25)
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As it can be noted in equation (2.25) the torque contribution due to PM flux is disap-
peared but only the reluctance torque remains.
By using the equations (2.24), (2.25), and (2.21) it is possible to draw the block
diagram of an reluctance machine, as reported in Fig. 2.11 [11].
Figure 2.11: Reluctance machine block diagram in d, q reference frame.
2.3. Electric machine real behaviors
In previous discussion an ideal machine has been supposed. However, especially for
anisotropies machines (IPM and REL), it is necessary to take into account the effects
due to the iron magnetic saturations in order to thoroughly study the performance of
the actual EM.
2.3.1. Iron saturation effect
Considering the iron saturation, the magnetic characteristics (i.e. the flux linkage as
function of the current) can not be expressed through linear equations and constant
values of inductances [17]. In fact the cross saturation effects of the d-axis current axis
and the q-axis flux and vice versa introduces more complex relations. At first the cross
saturation effect can be neglected so assuming that PM flux linkage is only in d-axis
and Λmg = λd(0). The magnetic characteristics have to be described by the following
equations:
λd(id(t)) = Λmg + λd,i(id(t))
(2.26)
λq(iq(t)) = λq,i(iq(t))
In Fig. 2.12 an example of ideal and real magnetic characteristics of both axes are
reported. In particular it is highlighted the nonlinear effect due to high currents in the
flux linkage.
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(a) d-axis flux linkage, λd. (b) q-axis flux linkage, λq.
Figure 2.12: Magnetic flux as functions of its current in ideal and real cases.
With iron saturation differential inductances are defined as the slope of the magnetic
characteristic at a particular current:
L˜d(id(t)) =
λd(id(t))
did(t)
(2.27)
L˜q(iq(t)) =
λq(iq(t))
diq(t)
Instead, the apparent inductances are defined as the slope of the straight line which
connects one point of the magnetic characteristic with the point (0,Λmg), in d-axis
case, or point (0, 0) in q-axis case:
Ld(id(t)) =
λd(id(t))− Λmg
id(t)
(2.28)
Lq(iq(t)) =
λq(iq(t))
iq(t)
With this considerations the torque equation can be write as:
m(id(t), iq(t)) =
3
2
p [λd(id(t))iq(t)− λq(iq(t))id(t)] (2.29)
by using the equations (2.28) it becomes:
m(id(t), iq(t)) =
3
2
p {Λmgiq(t) + [Ld(id(t))− Lq(iq(t))] id(t)iq(t)} (2.30)
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2.3.2. Cross saturation effect
In order to better explain the different cross saturation behavior in different rotor con-
figurations two types of EM have been investigated. In Fig. 2.13 shows two different
laminations: an INSET machine and an IPM machine. The INSET machine has a
similar behavior of conventional SPM machine but the rotor iron teeth between two
adjacent PMs cause rotor saliency abd accentuate the iron saturation effects [18].
(a) INSET machine. (b) IPM machine.
Figure 2.13: Sketches of two different anisotropic laminations.
Figs. 2.14 and 2.15 report the real magnetic flux-current characteristics that have
been measured in two EM prototypes (Fig. 2.13). As can be noted that the cross
saturation effect are exalted in IPM machine.
(a) d-axis flux linkage at different q-axis cur-
rents.
(b) q-axis flux linkage at different d-axis cur-
rents.
Figure 2.14: Real magnetic flux trajectory of INSET machine prototype.
Increasing the iron saturation the flux of one axis depends mainly to the respective
current and secondarily to the current of the other axis: this behavior is called cross
saturation effect. So the flux linkage equations became:
λd(t) = λd(id(t), iq(t))
(2.31)
λq(t) = λq(id(t), iq(t))
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(a) d-axis flux linkage at different q-axis cur-
rents.
(b) q-axis flux linkage at different d-axis cur-
rents.
Figure 2.15: Real magnetic flux trajectory of IPM machine prototype.
The cross saturation is due to the saturation of the magnetic circuit portions common
to the d- and q-axis. Accordingly this portion saturation due to one current determines
variations of flux in the other axis, even if the current of the latter remains constant.
Therefore the voltage equations result:
ud(t) = Rid(t) +
dλd(id(t), iq(t))
dt
− ωme(t)λq(id(t), iq(t))
(2.32)
uq(t) = Riq(t) +
dλq(id(t), iq(t))
dt
+ ωme(t)λd(id(t), iq(t))
where the fluxes derivative respect the time are:
dλd(id(t), iq(t))
dt
=
∂λd(id, iq)
∂id
did(t)
dt
+
∂λd(id, iq)
∂iq
diq(t)
dt
(2.33)
dλq(id(t), iq(t))
dt
=
∂λq(id, iq)
∂iq
did(t)
dt
+
∂λq(id, iq)
∂id
did(t)
dt
the differential inductances are defined as:
L˜d(id, iq) =
∂λd(id, iq)
∂id
(2.34)
L˜q(id, iq) =
∂λq(id, iq)
∂iq
and for the reciprocity property the mutual differential inductance is:
L˜M,dq(id, iq) =
∂λd(id, iq)
∂iq
=
∂λq(id, iq)
∂id
= L˜M,qd(id, iq)
If the rotor geometry has a symmetry respect both the axes, it is also valid:
λd(id, iq) = λd(id,−iq) = λd(id, |iq|)
Instead with the PMs rotor it is not possible to apply the dual relation for the direct
current. However it is possible in a pure reluctance machine with axes symmetry.
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2.3.3. Flux linkages measurements
The flux linkage characteristics that have been reported in Figs. 2.14 and 2.15 can
be computed during the EM design by using Finite Element Methods (FEMs) or by
experimental measurements on the EM prototype.
Assuming the steady state operation all the variables are constants and they are
indicated with capital letters. By the use of an electric drive the amplitude of d- and
q-axis currents of the EM can be controlled. The characteristics λd(id, 0) and λd(0, iq)
can be obtained applying only the d- or q-axis currents and measuring the quadrature or
direct voltage respectively. During these measurements the EM is dragged by another
motor and it is controlled at constant speed Ωme. In the steady state condition, the
components with derivative are equated to zero, then from the voltages Ud and Uq the
fluxes result:
Λd(Id, Iq) =
Uq −RIq
Ωme
(2.35)
Λq(Id, Iq) = −Ud −RId
Ωme
These relations need the precise knowledge of phase resistance, but this quantity changes
with temperature. In order to reduce this problem it is possible to carry out these
measurements at two different rotor speeds. Let us consider the equations of voltages
at two different speed values, that are indicated for the first speed as:
U
′
d = RId − ΛqΩ
′
me
(2.36)
U
′
q = RIq + ΛdΩ
′
me
and for second speed as:
U
′′
d = RId − ΛqΩ
′′
me
(2.37)
U
′′
q = RIq + ΛdΩ
′′
me
The measures at both speeds is repeated imposing a current vector with constant d-
component while the q-component is varied. For each value of Id a different flux char-
acteristic as function of q-axis current is derived as:
Λd(Id, Iq) =
U
′
q − U
′′
q
Ω′me − Ω′′me
=
∆Uq
∆Ωme
(2.38)
Λq(Id, Iq) = − U
′
d − U
′′
d
Ω′me − Ω′′me
= − ∆Ud
∆Ωme
which is not affected by the resistance.
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2.4. Electric machine operating regions
As already introduced previously and referring to Fig. 1.9 each EM has its operating
regions that are limited by the maximum available voltage and current that the drive
is able to deliver. It is considered, with reasonable assumption, that the drive limits
(i.e. maximum voltage and current of devices) for each operating point are the same of
electric machine limits (i.e. thermal limits, insulation limits, and PMs demagnetization).
In order to investigate the EM operating working points some assumption have
been taken into account. For example: steady state operations, sinusoidal currents and
voltages (with constant amplitude and frequency), and constant electrical speed (Ωme).
Therefore in the synchronous rotating reference frame the voltage (Ud and Uq) and
current quantities (Id and Iq) have constant amplitude.
The nominal phase-to-phase voltage is indicated as Unom, that is the maximum
voltage value. The nominal phase current is Inom and it complies with the thermal
limit in steady state condition. Nevertheless it is possible to overload the EM with a
current higher than the nominal one for a short periods in according with the thermal
and demagnetizing current limits.
The current limit can be expressed directly by the d, q components of the current
(Id and Iq) as:
I2d + I
2
q ≤ I2N (2.39)
where IN is the amplitude of the stator current space vector which is the peak value of
the nominal phase current Inom (i.e. IN =
√
2Inom with sinusoidal current). Similarly,
the voltage limit is:
U2d + U
2
q ≤ U2N (2.40)
where UN is the amplitude of the stator voltage space vector which is the peak value of
the nominal phase voltage Unom (i.e. UN =
√
2
3Unom).
2.4.1. SPM machine
Considering a synchronous SPM motor with isotropic rotor the voltage equations in
rotating reference frame and in steady state condition are described with the following
relationships:
Ud = RId − ΩmeLIq
(2.41)
Uq = RIq + Ωme (LId + Λmg)
The phase resistanceR voltage drop can be neglected because it is typically a few percent
of the nominal voltage. Therefore with this assumption substituting the equations (2.41)
in the equation (2.40) it is possible to express the voltage limit as a function of the
current as:
(ΩmeLIq)
2 + (ΩmeLId + ΩmeΛmg)
2 ≤ U2N (2.42)
that can be written as: (
Id +
Λmg
L
)2
+ I2q ≤
(
UN
ΩmeL
)2
(2.43)
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These operating limits can be easily reported in the d,q current plane as it is shown in
Fig. 2.16. In Fig. 2.16 the current limit is represented by a circle (blue solid line) with
radius equal to IN and the voltage limit is represented by a family of concentric circles
(green dashed lines) the amplitude of which circle is inversely proportional to the rotor
electrical speed.
Figure 2.16: Operating limits and working points of an isotropic SPM machine with
high short circuit current.
The coordinates of the voltage limit center C is:
ICd = −Λmg
L
(2.44)
ICq = 0
where these two coordinates correspond to the EM short circuit current components.
These current components are obtained from equations (2.41) neglecting the resistive
voltage drops; in such case the short circuit current results independent of the speed.
Typical in an isotropic rotor the short circuit current is higher than the nominal one
therefore the voltage limit circles center is placed outside the current limit circle.
In according with equation (2.20) in the isotropic EM the constant torque loci are
parallel lines to Id-axis because the torque depends only on Iq. An example of this lines
are reported in magenta dashed-dotted lines in Fig. 2.16. The trajectory BB′ contains
all the tangent point between the constant torque loci and the current limits. These
points are characterized by the maximum ratio between the torque and the current,
the BB′ line is called Maximum Torque Per Ampere (MTPA) trajectory. Point B
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represents the positive value of the nominal torque MN . In this point the EM works as
motor instead the point B′ depicts the negative value of the nominal torque −MN and
the EM operates as brake. The MTPA trajectory is represented by:
Id,MTPA = 0
(2.45)
|Iq,MTPA| ≤ IN
When the values of rotor speed and current vary the EM has to satisfy both of
voltage and current limits. As an example at low speed the voltage circle radius is high,
therefore the current limit is more restrictive, so the EM can be operated in the MTPA
trajectory (BB′) and it can provide the required torque up to the nominal one. This
strategy can be adopted until the rotor speed reaches the base speed ΩB. At this speed
both the voltage and current limits contain the points B, the base speed value is:
ΩB =
UN√
Λ2mg + (LIN )
2
(2.46)
At rotor speed higher than ΩB, the available limit for the operating points is in line
BP (and B′P ) where the maximum value of the torque is lower than the nominal value
even with the same current. This operating region limited by lines BP ) and B′P is
called flux-weakening (FW) region.
The maximum speed Ωmax is defined when the operating point P is reached. In this
point the torque becomes null and current Id = −IN . The maximum electrical speed
is:
Ωmax =
UN
Λmg − LIN (2.47)
Typically the isotropic motors are characterized by a PM flux value (Λmg) higher than
LIN , therefore the maximum speed becomes slightly higher than the base speed (typi-
cally about 20÷ 30% higher of ΩB).
As highlighted in equation (2.47), in order to achieve an higher maximum speed the
inductance L has to be increased. That is possible by adopting an external inductance
or by a specific machine design, for example with fractional slot winding. However, as
recognized in equation (2.46), increasing L leads a reduction of the base speed.
Considering a short circuit current lower than the nominal one, the voltage limit
center C is located inside the current limit circle and the operating strategy changes
according to Fig. 2.17. Let us note that the maximum speed can reach the infinite value
if the short circuit current is equal to the nominal current.
In this case of EM with low short circuit current the working points described
above is adopted up to the electrical speed ΩP . The speed ΩP is computed from
equation (2.43) and satisfying the conditions that I2q = I2N − I2d and Id = −ΛmgL , as:
ΩP =
UN√
(LIN )2 − Λ2mg
(2.48)
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Figure 2.17: Operating limits and working points of an isotropic SPM machine with
low short circuit current.
For electrical speed higher than ΩP , the maximum available torque is achieved
supplying the motor with current vectors along the segment PP ′. Similarly as above
for BB′, the segment PP ′ allows to reach the maximum ratio between the torque and
the available voltage, i.e. the Maximum Torque Per Volts (MTPV) condition. The
equations that describe the MTPV trajectory are:
Id,MTPV = −Λmg
L
(2.49)
|Iq,MTPV | ≤
√
I2N − I2d,MTPV
Adopting this strategy there is not a speed limit: the voltage circle center C is reached
ideally at infinite speed.
In order to better understand the available EM operating points (Figs. 2.16 and
2.17) in the cases of high or low short circuit current Fig. 2.18 reports the torque vs
speed region sketches in both cases. Fig. 2.18 highlights the limit operating regions:
MTPA, FW and MTPV. The latter is exhibited only in low short circuit current case.
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(a) High short circuit current. (b) Low short circuit current.
Figure 2.18: Torque vs speed region of an isotropic SPM machine with different values
of short circuit current.
2.4.2. IPM machine
In the case of anisotropic rotor in steady state condition the voltage components, that
are reported in equations (2.41), became:
Ud = RId − ΩmeLqIq
(2.50)
Uq = RIq + Ωme (LdId + Λmg)
Neglecting the resistive voltage drop and substituting equation (2.50) in equation (2.40)
the voltage limit can be expressed as:
(ΩmeLqIq)
2 + (ΩmeLdId + ΩmeΛmg)
2 ≤ U2N (2.51)
Therefore the (2.51) can be also written as:(
Id +
Λmg
Ld
)2
+
(
Lq
Ld
Iq
)2
≤ U
2
N
(ΩmeLd)2
(2.52)
As above seen for the isotropic EM, the current limit is a circle with radius equal to IN
in the d,q plane, highlighted with blue solid line in Fig. 2.19.
The voltage limit, reported in equation (2.52), is represented by a family of concen-
tric ellipses, which axes length depend on the rotor speed Ωme and the ellipse center C
coordinates are:
ICd =
Λm
Ld
(2.53)
ICq = 0
ICd and ICq are still the short circuit current component. Fig. 2.19 reports the case in
which the short circuit current is higher than the nominal current and so the voltage
ellipse center C results outside the current limit.
In according with equation (2.23) for anisotropic IPM machine the constant torque
characteristics are a family of hyperboles that has as asymptotes the d-axis and the
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Figure 2.19: Operating limits and working points of an anisotropic IPM machine with
high short circuit current.
vertical line with coordinate Id = Λmg/(Lq − Ld), as reported in orange dashed-dotted
line in Fig. 2.19.
In Fig. 2.19 the curve BB′ indicates the MTPA trajectory. This curve contains the
tangent point between the constant torque hyperboles and the current circles at different
current values. The expression of the MTPA trajectory is obtained by imposing the
orthogonality condition of the tangent line (l1) of the constant torque line (Mx)at a
given point Q with the joining straight line (l2) from this point Q to the origin of the
axes. The point Q is in current limit circle (Ix). This geometric construction of MTPA
loci is reported in Fig. 2.20.
The angular coefficient m1 of the tangent line (l1) is computed as:
m1 =
dIq
dId
=
2
3
Mx
p
{
−1
[Λmg + (Ld − Lq)Id]2
(Ld − Lq)
}
=
(Lq − Ld)Iq
Λmg + (Ld − Lq)Id (2.54)
where Iq is expressed by:
Iq =
2
3
Mx
p
1
Λmg + (Ld − Lq)Id (2.55)
Instead the angular coefficient m2 of the straight line (l2) is simply m2 = Iq/Id.
The orthogonality condition of these two line is expressed by imposing the condition
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Figure 2.20: MTPA loci geometric construction.
m1m2 = −1 so that the MTPA loci equation becomes:
Id,MTPA < 0
(2.56)
Iq,MTPA = ±
√
Id,MTPA [Λmg + (Ld − Lq)Id,MTPA]
Ld − Lq
Let us note that this strategy is applied until the curve BB′ remains inside the
voltage limit, i.e. the electrical speed is equal to the base speed (Ωme = ΩB), up to the
base speed it is always possible to achieve the nominal torque.
For rotor speed higher than the base one (Ωme > ΩB) the available operating points
are located in line BP where the maximum value of the torque is lower than the nominal
value even with the same current as seen in isotropic case. This region is called flux-
weakening (FW) region. The value of the maximum speed, computed satisfying the
equation (2.52) and the conditions Iq = 0, Id = −IN , is:
Ωmax,e =
UN
Λmg − LdIN (2.57)
As reported in Fig. 2.21 when the short circuit current is lower than the nominal
current the ellipse center C is inside the current limit circle. In this case the control
strategy of the motor follows the same criteria adopted above up to the speed ΩP . At
this point the intersection between the voltage ellipse and the current circle exhibits
also the constant torque hyperboles tangent to the voltage ellipses.
At higher speed than Ωp the maximum available torque is reached operating the
EM along the PP ′ locus. Analogously of the curve BB′, the curve PP ′ allow to achieve
the Maximum Torque Per Volts (MTPV) condition. Also in this case there is no limit
to the maximum speed: the ellipse center C is reached when the speed is infinite.
To calculate expression of the MTPV loci it is possible to make a translation of
voltage ellipses x-axis by quantities Id =
Λmg
Ld
and a change of variable I ′q =
Lq
Ld
Iq so
the equations (2.52) become a circle in a new origin instead the constant torque loci
remain hyperbolas. Doing the same manipulation done for MTPA loci the MTPV loci
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Figure 2.21: Operating limits and working points of an anisotropic IPM machine with
low short circuit current.
equations are:
Id,MTPV < −Λmg
Ld
(2.58)
Iq,MTPV = ±Ld
Lq
√√√√(Id,MTPV + ΛmgLd ) [Λmg + (Ld − Lq)Id,MTPV ]
Ld − Lq
A problem of overvoltage during a fault condition of electric drive is typical in the
IPM machine because this type of anisotropic EM exhibit low short circuit current.
In steady state condition in FW and in MTPV region the generic rotor speed ΩF is
higher than ΩB and lower than Ωmax so the current vector I leads the voltage vector
U therefore the machine operates as a resonant circuit LC with losses corresponding to
electromechanical power and joule losses. The machine e.m.f voltage E = ΩFΛmg is as
the voltage in the capacitor (C ).
During the drive fault condition, for example due to overtemperature of the inverter
devices, the current of the EM becomes instantly null and this would imply that the
EM voltage is higher than nominal one,E = ΩFΛmg > UN . A representation of this
condition is shown in Fig. 2.22.
Then for speeds higher than ΩB it is always important to reduce the speed below
the base one before switching off the drive in order to irreparably damaging the inverter.
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Figure 2.22: Inverter fault condition of an anisotropic IPM machine.
2.4.3. REL machine
Considering a reluctance machine the voltage equations in rotating reference frame and
in steady state condition are described with the following relationships:
Ud = RId − ΩmeLIq
(2.59)
Uq = RIq + ΩmeLId
Neglecting the phase resistanceR and substituting equations (2.59) in the equation (2.40)
it is possible to express the voltage limit as a function of the current:
(ΩmeLIq)
2 + (ΩmeLId)
2 ≤ U2N (2.60)
Then, equation (2.60) can be rewritten as:
I2d +
(
Lq
Ld
Iq
)2
≤
(
UN
ΩmeL
)2
(2.61)
These operating limits are reported in Fig. 2.23.
In Fig. 2.23 the current limit is represented by a circle with radius equal to IN ,
shown with blue solid line, and the voltage limit is represented by a family of concentric
ellipses. The ellipses center C of the voltage limit is located in the plain origin:
ICd = 0
(2.62)
ICq = 0
so in this type of EM the short circuit current is null.
Considering the equation (2.25) the constant torque loci for an anisotropic REL
machine corresponds to a family of hyperboles with asymptotes locate in the d-axis and
q-axis, as highlighted in Fig. 2.23.
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Figure 2.23: Operating limits and working points of an anisotropic REL machine.
The MTPA trajectory is shown in Fig. 2.23 as the line BB′. This curve contains
the tangent point between the constant torque hyperboles and the current circles at
different current values. With the same considerations that have been done for IPM
machine the MTPA trajectory is expressed by the following equations:
Id,MTPA < 0
(2.63)
Iq,MTPA = ±Id,MTPA
Up to the base speed (ΩB) it is possible to provide the nominal torque satisfying
both the voltage and current limits The value of this speed is:
ΩB =
√
2UN
IN
√
L2d + L
2
q
(2.64)
At higher rotor speed (Ωme > ΩB), the available operating points are limited by
line BP called flux-weakening (FW) trajectory. In this case the control strategy of the
motor follows the same criteria adopted in the Section above, up to the speed ΩP . At
this point the intersection between the voltage ellipse and the current circle shows also
the constant torque hyperboles tangent to the voltage ellipses.
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At speed higher than Ωp the maximum available torque is obtained operating the
machine along the PP ′ loci. Analogously of the curve BB′, the curve PP ′ allow to
achieve the Maximum Torque Per Volts (MTPV) condition. Also in this case there
is no limit to the maximum speed because it tends to infinite. By using the same
consideration adopted for computed the MTPV trajectory with IPM machine in this
case the equations are:
Id,MTPV < 0
(2.65)
Iq,MTPV = ±Ld
Lq
Id,MTPV
2.4.4. Synchronous EM performance comparison
Fig. 2.24 shows a typical torque vs speed region comparison among the three different
types of electric machine that have been presented. Usually the SPM machine exhibits
higher torque but lower maximum speed at the contrary the REL machine has ideally
an infinite rotor speed but lower torque because it is without PMs. Instead the IPM
machine shows a good compromise between high torque and extended FW region.
Figure 2.24: Torque vs speed region comparison between SPM, IPM, and REL motor.
Table 2.1 reports a qualitative comparison between three synchronous EM rotor
configurations; where the number of + indicate behavior quality where +++, ++, and
+ are very good, good, and bad behavior respectively.
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Table 2.1: Performance comparison of three synchronous EM rotor configurations.
EM Efficiency Torque Torque Flux-Weakening Cost
type density ripple capability
SPM +++ +++ +++ + +
IPM ++ ++ ++ ++ ++
REL + + + +++ +++
Chapter3
Three-phase inverter basics
This Chapter illustrates the key features of a three-phase inverter. The principal modu-
lation techniques are presented. The key parts that constitute the inverter are reported.
Finally, some real behaviors are also briefly described.
3.1. Three-phase inverter scheme
IN ELECTRIC DRIVES the most of AC motors are three-phase motors; for this typeof EM it is therefore necessary to use a three-phase AC voltage power supply normally
derived from DC source; this DC/AC converter is usually known as inverter. It ables
to control the amplitude and frequency of the AC output voltages with a fixed value of
DC bus input voltage. The inverter gain is defined as the ratio between the AC output
voltage and the DC input voltage. A variable output AC voltage can be obtained by
modifying the inverter gain by a Pulse With Modulation (PWM) control technique.
Practically the AC PWM output voltage waveform of the inverter is a square wave
at high frequency nevertheless it acts as a low frequency sinusoidal due to the low pass
filter behavior of the electric machine. Therefore the waveform of the inverter is non-
sinusoidal and has determined harmonic content. For low power and cost applications
square or quasi-square wave voltage can be acceptable; however for high power and/or
high performance inverter a low distortion in the sinusoidal waveform current is generally
required and PWM control is applied.
The electric scheme of a conventional three-phase inverter is reported in Fig. 3.1.
For simplicity in the discussion the DC bus voltage (UDC) is represented with two DC
voltage generators (of UDC/2) which are connected in series. The inverter is composed
by six switches (SWs) with six diodes in parallel. These devices are connected to form
three legs. The switches are electronic devices that are controlled both in switching ON
and OFF, instead the diodes are passive devices required to give a closing path to the
currents at each opening of switch.
Considering a three-phase inverter, with six active switches, the possible switch
combinations are only eight as shown in Fig. 3.2. Where the adopted convention is 1
to indicate the state ON of high side SW (S1) and state OFF of low side SW (S2) of
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Figure 3.1: Schematic representation of a three-phase inverter.
the same leg. As example 100 represents S1a=ON, S1b=OFF, S1c=OFF, S2a=OFF,
S2b=ON, and S2c=ON.
Figure 3.2: The ON and OFF states of the six inverter switches.
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By space vector definition, equation (1.6), applied to three-phase system of volt-
ages, it is possible to define the generic phase voltage space vector for the first six
configurations in Fig. 3.2 as:
um =
2
3
UDC
2
ej(m−1)
pi
3 (3.1)
where the possible value of the index m is (1, ..., 6). Fig. 3.2 highlights that each state
vectors as a phase displacement of pi3 rad in the α, β reference frame with respect to the
previous one. The state 7 and 8 represent the null state i.e. the voltage space vector is
equal to zero.
In industrial applications the DC bus input voltage of the inverter is typically ob-
tained by an AC/DC converter, which is directly connect to the single-phase or three-
phase grid with standard voltage from 120 V to 400 V at 50 Hz or 60 Hz. This AC/DC
converter can be a simple diode rectifier with a capacitor or a more sophisticated con-
verter ables to minimize the input current distortion and to make the current in phase
with the voltage. This technique is known as Power Factor Correction (PFC), [19–21].
3.2. Modulation techniques
During the past decades many types of PWM modulation techniques have been studied
extensively [22–25]. The aims of such techniques are: simple implementation, high max
inverter gain, lower switching losses, and lower Total Harmonic Distortion (THD) of
waveforms.
For a long period, a six-step control (square wave) has been adopted in most appli-
cations. The earliest PWM modulation for a three-phase inverter has been sinusoidal.
Therefore with the development of microprocessors, the space vector modulation has
become one of the most important PWM methods for three-phase converters.
Hereinafter the main advantages and disadvantages of the principle modulation tech-
niques will be briefly described.
3.2.1. Square wave (six-step)
In the square wave operation each switch is on for pi rad, so that any time three SWs are
turned ON. Considering the a-phase when S1a is switched ON this phase is connected
to the positive terminal of DC bus instead when S2a is switched ON the terminal of
a-phase is brought to the negative terminal of DC bus. As shown in Fig. 3.2 there are
six modes of operation in a cycle defined by equation (3.1) and the duration of each
state is pi3 rad.
The inverter output voltages referred to point o of Fig. 3.1, are shifted from each other
by 23pi rad in order to obtain three-phase voltages. They are reported in Fig. 3.3.
The inverter output AC phase voltage, as example uao(ϑ), can be expressed in
Fourier series:
uao(ϑ) =
a0
2
+
∞∑
n=1
[ancos(nϑ) + bnsin(nϑ)] (3.2)
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(a) (b)
(c)
Figure 3.3: Phase inverter output AC voltages referred to point o.
where ϑ = ωt and due to the quarter-wave symmetry along the x-axis all a0, ..., an are
equal to zero, it is also easy to demonstrate that even order of bn are null.
So the phase inverter output AC voltage equations become:
uao(ϑ) =
4
pi
UDC
2
[
sin(ϑ) +
1
3
sin(3ϑ) +
1
5
sin(5ϑ) +
1
7
sin(7ϑ) + ...
]
ubo(ϑ) =
4
pi
UDC
2
[
sin(ϑ− 2pi
3
) +
1
3
sin(3ϑ) +
1
5
sin(5ϑ+
2pi
3
)+
+
1
7
sin(7ϑ− 2pi
3
) + ...
]
(3.3)
uco(ϑ) =
4
pi
UDC
2
[
sin(ϑ− 4pi
3
) +
1
3
sin(3ϑ) +
1
5
sin(5ϑ+
4pi
3
)+
+
1
7
sin(7ϑ− 4pi
3
) + ...
]
The equation (3.3) highlights that the fundamental component has a peak value higher
than the supplied voltage of DC bus:
uˆao,1 =
4
pi
UDC
2
' 1.27UDC
2
(3.4)
The phase-to-phase voltages equations can be obtained by the difference between
two phase inverter voltages (uab(ϑ) = uao(ϑ) − ubo(ϑ)), then by equations (3.3) the
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phase-to-phase voltages are:
uab(ϑ) =
4
√
3
pi
UDC
2
{
sin(ϑ+
pi
6
) +
1
5
sin
[
5(ϑ+
pi
6
)
]
+
1
7
sin
[
7(ϑ+
pi
6
)
]
+ ...
}
ubc(ϑ) =
4
√
3
pi
UDC
2
{
sin(ϑ+
pi
6
− 2pi
3
) +
1
5
sin
[
5(ϑ+
pi
6
) +
2pi
3
]
+
+
1
7
sin
[
7(ϑ+
pi
6
)− 2pi
3
]
+ ...
}
(3.5)
uca(ϑ) =
4
√
3
pi
UDC
2
{
sin(ϑ+
pi
6
− 4pi
3
) +
1
5
sin
[
5(ϑ+
pi
6
) +
4pi
3
]
+
+
1
7
sin
[
7(ϑ+
pi
6
)− 4pi
3
]
+ ...
}
these voltage waveforms is reported in Fig. 3.4, it can note that in equations (3.5) the
odd harmonics of order n = 3K (n = 3, 9, 15, ...) are zero in the line-to-line voltages
assuming a balanced system of voltages.
(a) (b)
(c)
Figure 3.4: Phase-to-phase inverter output AC voltages.
Considering a three-phase electric machine with the point N externally accessible
(Fig. 3.1) and assuming that uaN (t) + ubN (t) + ucN (t) = 0 ∀t, it is possible to define
the homopolar component (uNo) as:
uNo(ϑ) =
uao(ϑ) + ubo(ϑ) + uco(ϑ)
3
by substituting equations (3.3) in equation (3.6) it can be obtained:
uNo(ϑ) =
4
pi
UDC
2
[
1
3
sin(3ϑ) +
1
9
sin(9ϑ) + ...
]
(3.6)
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Figure 3.5: Homopolar component voltage.
The waveform given by equation (3.6) is shown in Fig. 3.5.
The waveform of the EM phase voltages are those reported in Fig. 3.6. The EM
phase voltages equations can be obtained by the difference between two phase inverter
voltages (uaN (ϑ) = uao(ϑ)− uNo(ϑ)):
uaN (ϑ) =
4
pi
UDC
2
[
sin(ϑ) +
1
5
sin(5ϑ) +
1
7
sin(7ϑ) + ...
]
ubN (ϑ) =
4
pi
UDC
2
[
sin(ϑ− 2pi
3
) +
1
5
sin(5ϑ+
2pi
3
) +
1
7
sin(7ϑ− 2pi
3
) + ...
]
(3.7)
ucN (ϑ) =
4
pi
UDC
2
[
sin(ϑ− 4pi
3
) +
1
5
sin(5ϑ+
4pi
3
) +
1
7
sin(7ϑ− 4pi
3
) + ...
]
The equations (3.7) point out that the third-order harmonics (n = 3, 9, 15, ...) are equal
to zero.
(a) (b)
(c)
Figure 3.6: EM phase AC voltages.
To conclude it is important to note that in square wave operation it is possible to
control the output inverter voltage amplitude only by adjusting the DC bus voltage;
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another disadvantage of this technique is also the high harmonic content at low frequency
(i.e. at around the operating frequency of EM) as shown in Fig. 3.7, where fN indicates
the fundamental frequency.
Figure 3.7: Harmonic spectrum of the phase inverter output voltage in square wave
operation.
3.2.2. Carrier-based PWM
In the modern industrial applications it is necessary to control the inverter output
voltage level and frequency without varying the DC bus voltage level. The most used
method of controlling the amplitude and frequency of inverter output voltage is to adopt
the sinusoidal carrier-based PWM technique.
As shown in Fig. 3.8, in sinusoidal carrier-based PWM, there are a sinusoidal refer-
ence signal of amplitude Vm and a triangular carrier of amplitude V∆. The frequency
of the reference signal (fm) determines the fundamental frequency of output voltage,
instead the frequency of the carrier wave (f∆) represents the switching frequency.
Figure 3.8: Two-level inverter carrier-based PWM.
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The ratio between Vm and V∆ indicate the modulation index:
M =
Vm
V∆
(3.8)
Another important index is the ratio between fm and f∆:
P =
f∆
fm
(3.9)
typically the value of P is higher than 30.
Considering a switching period (Tsw), as reported in Fig. 3.9, the average value
(u′ao(t)) of phase inverter output voltage uao(t) is easily computed by:
u
′
ao(t) =
UDC
2
ta,on − ta,off
Tsw
=
UDC
2
ta,on − (Tsw − ta,on)
Tsw
= UDC
(
ta,on
Tsw
− 2
)
(3.10)
As can note that its value is constant inside Tsw. Denoting with ua,k the value of u
′
ao(t)
in the k-th period it is possible to define the duty-cycle:
δa,k =
ta, on
Tsw
=
ua,k
UDC
+
1
2
=
1
2
(
Vm
V∆
+ 1
)
(3.11)
By varying Vm from 0 to V∆ is possible to modify linearly the output voltage.
Figure 3.9: Phase inverter output voltage with carrier-based PWM.
It is important to point out that with a three-phase LR load, as an EM, with high
switching frequency (P >> 15) the real phase current is similar of reference phase
current and they will differ only for harmonic content of high frequency.
3.2 Modulation techniques 61
Assuming three symmetrical sinusoidal waves as reference signals of the PWM:
uao(t) = UMcos(ωt+ ϑ0)
ubo(t) = UMcos(ωt+ ϑ0 − 2pi
3
) (3.12)
uco(t) = UMcos(ωt+ ϑ0 − 4pi
3
)
by using equations (3.12) and equation (1.6) it is possible to compute the value of three
duty-cycles as:
δa,k =
uα,k
UDC
+
1
2
δb,k =
−12uα,k +
√
3
2 uβ,k
UDC
+
1
2
(3.13)
δc,k =
−12uα,k −
√
3
2 uβ,k
UDC
+
1
2
The graphic representations of these duty-cycle are reported in Fig. 3.10, in particular
it highlights that the maximum value space vector module is UDC2 . It corresponds to
δk = 1; vice versa the minimum value is −UDC2 and corresponds to δk = 0.
Figure 3.10: Voltage space vectors and their duty-cycle projections.
In sinusoidal PWM operation it is possible to regulate the output inverter voltage
and frequency unlike the square wave operation. Moreover with this technique the
harmonic content is at higher frequency so the EM filters great part of disturbance
induced by PWM as shown in Fig. 3.11, where fN indicates the fundamental frequency.
The main advantages of this technique consist in a low number of commutations
and a easy implementation. In order to increase the output voltage the modulation
index M should be increased. The region with M > 1 is called over-modulation. To
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Figure 3.11: Harmonic spectrum of the inverter output voltage in PWM operation.
determine the maximum value ofM before moving from over-modulation to the square-
wave operation it is necessary to impose the condition shown in equation (3.14) i.e. that
the derivative in the origin of modulating signal is higher than that of the carrier one:
2pi
Tm
Vm >
4V∆
T∆
⇒M > 2
pi
P (3.14)
An example of this condition with Tm = 5T∆ is reported in Fig. 3.12.
Figure 3.12: Square wave condition in carrier-based PWM.
Fig. 3.13 shows as the over-modulation allows a better DC bus utilization, however
the output waveform is not sinusoidal.
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Figure 3.13: Maximum inverter phase voltage versus modulation index M.
3.2.3. PWM with third harmonic injection
Fig. 3.14 shown the maximum voltage, that can be reached, is UDC√
3
but only for some
space vector voltage combinations. In order to increase the output voltage limit of classi-
(a) (b)
Figure 3.14: Limit of phase output AC voltage in space vectors representation.
cal sinusoidal carrier-based PWM harmonic components are added to equations (3.12).
In the literature there are many injection techniques [22–25]; below shows the most
common technique i.e. third harmonic PWM injection is shown below.
By the equations (3.12) and assuming to add a homopolar component uo(t) the
reference signals of the PWM became:
uao(t) = UMcos(ωt+ ϑ0) + uo(t)
ubo(t) = UMcos(ωt+ ϑ0 − 2pi
3
) + uo(t) (3.15)
uco(t) = UMcos(ωt+ ϑ0 − 4pi
3
) + uo(t)
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where the homopolar component is a third harmonic component given by:
uo(t) = UM,3cos [3(ωt+ ϑ0)] (3.16)
so the modulating signal has been modified as shown in Fig. 3.15.
Figure 3.15: Two-level inverter carrier-based PWM with third harmonic injection.
By using equations (3.15) and equation (1.6) the value of three duty-cycle became:
δa,k =
uα,k + uo,k
UDC
+
1
2
δb,k =
−12uα,k +
√
3
2 uβ,k + uo,k
UDC
+
1
2
(3.17)
δc,k =
−12uα,k −
√
3
2 uβ,k + uo,k
UDC
+
1
2
Fig. 3.16 shows the graphic representations of these duty-cycle.
Figure 3.16: Voltage space vectors and their duty-cycle projections with third harmonic
injection.
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3.2.4. Space vector modulation
To generate sinusoidal voltage and current with two-level inverter the Space Vector
Modulation (SVM) is one of most used techniques [22,26,27]. In fact this PWM allows
to produce an output waveforms with low harmonic distortion in easy and effective way.
For this reason it is widely used in power an electronic applications.
By the considerations that has been made for the Fig. 3.2, it is possible to define in
α, β plane six equal areas each of them is called sector as reported in Fig. 3.17. Each
sector is bounded between two near vectors, i.e. the difference between the two vectors
is only the change of one SW state (for example changes from 1 to 0). These six vectors
Vi where i ∈ (1, ..., 6) are called active vectors because the phase inverter output voltage
is great than zero instead the other two vector V7 and V8 are called inactive vector i.e.
the phase inverter output voltage is null.
Figure 3.17: Sectors definition of three-phase inverter.
The aim of space vector modulation is to generate the desired phase inverter output
voltage by using a proper switching command of the power SW. The reference output
voltage u¯ref (t) can be produced by a linear combination of some of eight fundamental
vector as shown Fig. 3.18. The reference vector u¯ref (t) rotates with angular velocity
equal to desired AC output phase voltage angular frequency. Therefore it is necessary
to determine the sector that contains u¯ref (t) for every sample time k-th.
As an example in Fig. 3.18 is reported the case that u¯ref (t) is inside the 1st sector
therefore the two active vectors are V1 and V2 and the two inactive vectors are V7 and V8,
these vector are applied during the ta, tb, and 2t0 intervals respectively. The selection
of the zero vectors duration can be complicated because theoretically the time duration
of V7 or V8 or the combination of them produces the same results but it has a different
number of switching commutations.
So the space vector u¯ref (t) is computed by the following equation:
u¯ref (t) =
ta
TSW
V¯1 +
tb
TSW
V¯2 +
t0
TSW
V¯7 +
t0
TSW
V¯8
= δ1,kV¯1 + δ2,kV¯2 + δ0,kV¯7 + δ0,kV¯8 (3.18)
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Figure 3.18: Basic of space vector of three-phase inverter.
where the values of duty-cycle are:
δ1,k =
ta
TSW
=
√
3
2
|Uref |
UDC
sin(
pi
3
− γ)
δ2,k =
tb
TSW
=
√
3
2
|Uref |
UDC
sin(γ) (3.19)
δ0,k =
t0
TSW
=
Tsw − ta − tb
2
It is possible to extend easily the equations, that have been found for u¯ref (t) located in
the 1st-sector, to the generic sth-sector with pi3 (s− 1) < γ < pi3 s:
δ1,k =
ta
TSW
=
√
3
2
|Uref |
UDC
sin(
pi
3
s− γ)
δ2,k =
tb
TSW
=
√
3
2
|Uref |
UDC
sin
[
γ − pi
3
(s− 1)
]
(3.20)
δ0,k =
t0
TSW
=
Tsw − ta − tb
2
From equations (3.20) it is highlighted that the inverter fundamental vectors (active
and inactive) can be switched consequentially to generate the reference voltage vectors
but there are no indication about how the switching process sequences should be real-
ized. As examples the expected voltage space vector is located between in 1st-sector has
been considered and four different PWM switching sequence are reported in Fig. 3.19.
Fig. 3.19(a) reports a non good method because at the end of Tsw two legs have
to be switched at same time and this produces much harmonic noises. The other two
methods, shown in Figs. 3.19(b) and 3.19(c), are called flat-top modulation; with these
techniques only two legs are switched so it is possible to reduce the switching losses
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however the long time off-state can cause asymmetric load that produces harmonic
noises.
Fig. 3.19(d) shows a PWM switching sequence where a symmetric pulsation and both
zeros vectors are applied, this produce a better harmonic contribution but it involves a
greater implementation complexity.
(a) Using an asymmetric pulsation and zero
vector V7.
(b) Using a symmetric pulsation and zero vec-
tor V7.
(c) Using a symmetric pulsation and zero vec-
tor V8.
(d) Using a symmetric pulsation and both zero
vectors V7 and V8.
Figure 3.19: Examples of different PWM switching sequence techniques.
Fig. 3.20 highlights the operating region of the space vector modulation. When
the u¯ref (t) amplitude is smaller than the radius of the cotangent circle of hexagon the
inverter works in the linear region instead the reference voltage magnitude is more of this
limit the inverter in in over-modulation region. For determining the state times in the
circle portions inside the hexagon, Fig. 3.20(a), can be used the equations (3.20). Instead
during the circle portions outside the hexagon, Fig. 3.20(b), (however the magnitude of
the reference voltage has to be limited by the hexagon) the calculations for the timing
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are still based on hexagonal trajectory [22,28–30]:
δa,k =
ta
TSW
=
√
3cos(γ)− sin(γ)√
3cos(γ) + sin(γ)
δb,k =
tb
TSW
=
2sin(γ)√
3cos(γ) + sin(γ)
(3.21)
δ0,k =
t0
TSW
= 0
This equations highlight that in over-modulation case, there is no zero state time only
if the operating point is on the hexagon.
(a) Linear region. (b) Over-modulation region.
Figure 3.20: Examples of different working region in base vector hexagon.
3.2.5. Modulation techniques summary
The presented PWM techniques allow to generate a variable frequency and amplitude
phase inverter output AC voltage. The three sinusoidal reference voltages (modulating
signals) are compared with high frequency triangular carrier in order to generate the
SW gating signal of the inverter. This analog technique can be implemented also in
discrete time. In order to improve the performance of this simple technique it is possible
to inject a 3rd-harmonic component. Nowadays due to the low microcontroller price it
is preferable to adopt the space vector modulation because in α, β plane can simulta-
neously taken into account a single complex vector instead of three. Table 3.1 gives a
summary of the presented modulation techniques performances.
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Table 3.1: Summary performance of modulation techniques.
Modulation Maximum inverter output
technique phase voltage
(
uˆout
UDC
)
waveform
sinusoidal PWM 12 sinusoidal
3rd-harmonic PWM 1√
3
sinusoidal
SVM 1√
3
sinusoidal
over-modulation 1√
3
÷ 2pi non-sinusoidal
six-step 2pi square wave
3.3. Inverter principal components
In this Section, based on the topology of Fig. 3.1, the principal components of three-
phase inverter will be briefly described.
In general a power converter can be realized into two separate boards of which one
implements the power stage and the other implements the control circuit.
The power stage board is principally composed by the following parts:
• active switches,
• switch drivers,
• current sensors,
• DC bus capacitors,
• electrical machine connections,
• control board connections.
Instead in the control circuit board the principal parts are:
• control board power supplies,
• digital controller (DSP or microcontroller),
• position sensor connection,
• power board connections.
As an example, a principal components overview of a low voltage three-phase inverter
is reported in Figs. 3.21 and 3.22, which represent the principal components of power
board and control board respectively.
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Figure 3.21: Example of power board principal components in a low voltage three-phase
inverter.
Figure 3.22: Example of control board principal components in a low voltage three-
phase inverter.
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3.3.1. Switching devices
During the recent year the power semiconductor device has been studied extensively. In
fact in this topic there are many books in the literature [31–33]. Nowadays the power
semiconductor are the core of the moder power converter. They are used principally in
switching mode (ON or OFF state) because this technique gives high efficiency thought
it introduces harmonics at supply and load side, due to nonlinearity of the switch.
Today the power devices are based on silicon material and the principal devices for
this application are MOSFET and IGBT.
MOSFET
Since 1970s the introduction of power MOSFET (Metal Oxide Semiconductor Field
Effect Transistor) has been accompanied with an improvement in its power rating and
its switching performance. In modern power converter this device is adopted as active
switch i.e. it is used in constant resistance (RDS,on) region.
The RDS,on parameter determines the conduction losses of device. Typically the
value of RDS,on increases with high voltage device so this type of switch is generally
adopted for low voltage application as automotive. Nevertheless its turn-on and turn-off
switching times are extremely small, compared with those of other type devices, causing
low switching losses. The switching time is essentially due to the ability of switch drive
to charge and discharger the Miller input capacitances (Cin = CGS + CGD).
This device is characterized by a parasite body diode and it has generally a slow
recovery so it is often bypassed by external fast recovery diode. This diode can carry
current in the inverse direction so the device is bidirectional in current but non in
voltage.
In order to see the typical switching waveform of MOSFET voltage and current the
device is analyzed in a test circuit with inductive load as reported in Fig. 3.23. The time
constant of inductive load is assumed to be large compared to the switching frequency
so the load current can be considered as a constant current source (Iload).
The power MOSFET switching transients are shown in Fig. 3.24.
Figure 3.23: MOSFET test circuit with inductive load.
As reported in Fig. 3.24 during switch-on process the driver circuit changes its
state from 0 V to UGG,max, so the gate voltage (uGS) rises to the threshold voltage
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Figure 3.24: Typical characteristics of power MOSFET switching transients.
(UGS,th), the time constant depends on gate resistor and the equivalent MOSFET input
capacitance Cin. The output voltage does not change up to uGS reaches the value UGS,th
(this switch-on time delay is indicate as td,on), after this voltage value the drain current
(iD) rises and takes over the load current (Iload). During the current rise-time (trise,i),
the free-wheeling diode is still conducting and the drain-source voltage (uDS) is UDC .
During voltage fall-time (tfall,u), i.e. when the diode has been switched off, the uDS is
falling to MOSFET on-state value UDS,on = RDS,onIon.
Instead the switch-off process corresponds to the switch-on process of the MOSFET in
the reverse order.
For reasons explained above the power MOSFET is generally adopted in low voltage
and high switching frequency application. However a rigorous treatment on the power
MOSFET behaviors and characteristics description can be found in [29,31,34,35].
IGBT
The development of semiconductor device in the 1980s and early 1990s allows to inte-
grate the MOS (Metal Oxide Semiconductor) and BJT (Bipolar Junction Transistor)
technology in a unique device called IGBT (Insulated Gate Bipolar Transistor). As the
MOSFET also IGBT is used as active switch.
The fundamental parameter that determined the conduction losses is the conduction
voltage drop (UDS,on), its value is typically of the order of 2 V . UDS,on value increases
only with the logarithm of the current, instead the MOSFET conduction voltage drop
can be modeled as a resistance (i.e. proportional to current). For this reason the IGBT
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is used for high voltage and high current application.
Nevertheless the IGBT generally exhibits a longer switching time compared to a power
MOSFET therefore it has higher switching loss so it used for low switching frequencies
applications.
This device, unlike a MOSFET, can not conduct the current in reverse direction so
it is placed in parallel to a freewheeling diode where it is needed.
Fig. 3.26 shows the typical switching waveforms of IGBT voltage and current. The
device is examined, as seen for MOSFET device, in an inductive load test circuit,
reported in Fig. 3.25.
Figure 3.25: IGBT test circuit with inductive load.
Figure 3.26: Typical characteristics of power IGBT switching transients.
As the MOSFET the IGBT can be switched on and off using a voltage signal. For
this reason the the switch-on process corresponds to that of MOSFET device. Instated
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the switch-off process of IGBT has some differences respect to the MOSFET. Fig. 3.26
shows switch-on and switch-off processes of IGBT devices. In switch-off process the
driver circuit applies a negative bias to the gate i.e. its voltage value changes from
UGG,max to UGG,min, so the gate voltage (uGE) falls to the threshold voltage (UGE,th),
the time constant depends on gate resistor and the equivalent IGBT input capacitance.
The output current does not change up to uGE reaches the value UGE,th (this switch-
off time delay is indicate as td,off ), after this voltage value the collector-emitter voltage
(uCE) rises from UCE,on to UDC . During the voltage rise-time (trise,u), the collector
current (iC) is Iload.
During the current fall-time (tfall,i), the collector current (iC) falls from the load
current (Iload) to 0 A, but the current falls slowly and this phenomena is known as tail
current (iC,tail). This current comes from the minority carrier (hole) that was injected
through the N− drift region from the P+ substrate during the on-state. The iC,tail of
the IGBT lowers switching characteristics and increases switching loss. The switching
speed of the IGBT can be improved but generally it accompanies a reduction of current
handling capability. As such, the trade-off between switching speed (related to switching
loss) and forward voltage drop (related to conduction loss) is important.
As for the power MOSFET device also for the IGBT, more detailed analysis can be
found in [29,36–38].
3.3.2. Switch driver
The principal problem to command the switches of an inverter leg is driving the high-side
switch because the maximum input voltage must be less than the device gate-source (or
gate-emitter) break down voltage, so this is a big problem for high voltage application.
As reported in [39, 40] the principal techniques are: direct drive, floating supply gate
drive, transformer coupled drive, charge pump drive, or bootstrap drive. However,
during the design of high side driver, it is important to take into account the following
aspects:
• dv/dt implications,
• transient operation,
• layout, grounding considerations,
• efficiency,
• speed limitations,
• maximum duty-cycle limit.
One of the most common method to supply the high-side gate drive, in high-voltage
application, is the bootstrap power supply; therefore a briefly description of this tech-
nique will be done. The advantages of bootstrap power supply technique are its sim-
plicity and low cost solution. Nevertheless, it has some restrictions: the duty-cycle time
is limited by the requirement recharge time of the bootstrap capacitor and the negative
voltage at the source of the switching device introduces same problems.
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Fig. 3.27 shows a sketch of bootstrap circuit that is applied to a half-bridge converter.
Figure 3.27: Bootstrap circuit in half-bridge application.
The bootstrap technique utilizes a gate drive and accompanying bias circuit, both
referred to the source (or emitter) of the main device. Both the bias circuit and the
driver oscillate between the two input voltage rails together with the source (or emitter)
of the device: they can be implemented by low voltage circuit elements. The driver
and the ground referenced control signal are linked by a level shift circuit which must
tolerate the high voltage difference and strong capacitive switching currents between
ground reference low side and the floating voltage high side circuits.
3.3.3. Current sensing
In electric drive application the current is an important physical variable so its accurate
measurement is required. As will be shown in the next chapter the current regulation
loop bandwidth is fundamental in order to increase the bandwidths of other outer control
loop (speed or position).
As reported in [41] the principal solutions to measure electric current are: direct
contact, magnetic coupling or optical coupling.
However, in all techniques, it is important to consider that the measurement should be
sensitive to the noise of high di/dt or dv/dt due to switching.
In Fig. 3.28 it is reported the two principal techniques than generally are adopted in
electric drive, i.e. the current is measured by a shunt resistor or by a Hall effect sensor.
The measurement of current by a shunt resistor is the most simple solution, it
consists in the measurement of voltage drop of the resistor Vmeas = RshuntIpower (in
series of the power circuit) by conventional differential voltage sensing. This technique
is principally adopted for small currents because the Joule losses limit the current value.
Also the shunt resistor value can be minimized but the signal-noise ratio gets worse.
Furthermore, with rapid current variations, the stray inductance of the shunt must be
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(a) Shunt resistor solution (b) Hall effect sensor solution
Figure 3.28: Principal measurement techniques of phase current.
small in order to have an accurate measurement. In addition of the loss this solution is
not galvanic isolated so the control and the power converter is directly connected. So
this technique is effective only for low cost system.
For applications where an accurate measurement of the current is required it is
necessary to adopt a Hall effect sensor. With this technique the current can be mea-
sured indirectly by measuring the magnetic field with Hall effect element. In effect an
electric current in the primary winding generates a magnetic field proportional to the
current. Using the Hall effect element signal a small current in a secondary winding
can be produced in order to nullify the flux in the core. In this way this closed loop
sensor is accurate and its bandwidth is high (kHz). Moreover the measuring circuit is
galvanically separated and the sensing resistor is not immersed into the primary circuit
so the Joule loss is small. The principal power consumption is due to the production of
the secondary current. The main drawback of this technique is the cost and complexity
compared with others solutions.
3.4. Real behaviors
Nowadays in high performance Voltage Source Inverters (VSI) for electric drives, the
characteristics of the power switching devices have a great importance in the perfor-
mance of the drive. Especially the delay times during turn-on and turn off of devices
and the voltage drop across each switching device introduce some non-linearity between
the reference output command and the actual inverter output that produce a voltage
distortion. Moreover the non-linearity varies with operating conditions, such as the
temperature, phase current level, and DC bus voltage.
In literature, there are many studies that analyze these non-linearity effect that
produce the performance degradation as electrical machine current distortion (torque
pulsations). The research in this area proposes same different techniques to compensate
the output voltage distortion, [42–46]. In this Section the principal non-linearity effects
in electric drive application will be presented.
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3.4.1. Dead time effects
In order to prevent the short circuit of the DC inverter power supply it is necessary to
introduce a delay between gate command of high switch (turn-off/on) and low switch
(turn-on/off) of each inverter leg. This delay is commonly called dead time. The dead
time produces a distortion of output voltage.
Fig. 3.29 shows the typical gate signal for the high and low switches of an inverter
leg in the ideal case and when the dead time has been introduced.
Figure 3.29: Example of gate signal for the high and low switches of an inverter leg
with and without dead time.
Assuming that the switching rise and fall time are negligible the effects of the dead
time on the output voltage is reported in Fig. 3.30.
At first a positive output current (Fig. 3.30(a)) is considered and the S1a transitions
from ON to OFF state while the S2a is from OFF to ON state. During the dead time,
D2a conducts and D1a blocks the positive current. So in this condition it results that
the output voltage is not affected from the dead time.
Conversely, during S1a transitions from OFF to ON state and the S2a from ON to OFF
state, during dead zone D1a blocks the positive current and D2a continues conduction
until the dead time elapses, i.e. S1a turns in ON state. So this delay produces a loss of
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output voltage.
Now a negative output current (Fig. 3.30(b)) is considered and the S1a transitions
from ON to OFF state while the S2a from OFF to ON state. During the dead zone, D2a
blocks the negative current and D1a continues conduction until the dead time elapses,
i.e. S2a turns in ON state. So this delay produces a gain of output voltage.
On the contrary , when S1a switches from OFF to ON state and the S2a from ON to
OFF state, during dead time D1a conducts and D2a blocks the positive current. So in
this condition it results that the output voltage is not affected from the dead time.
(a) ia > 0 (b) ia < 0
Figure 3.30: Ideal and real inverter output voltage of a-phase with ia > 0 and ia < 0.
From this analysis it is possible to represent the dead time effect as a voltage drop
∆Udt dependent on the phase current iphase sign as reported in equation (3.22) [47]:
∆Udt = −sgn(iphase) tdt
Tsw
UDC (3.22)
The effects of dead time voltage drop in the fundamental of EM phase voltage is reported
in Fig. 3.31, it highlights the voltage distortion respect the ideal one and that the sign
of phase current determines the polarity of the voltage drop.
3.4.2. Forward voltage drop of switching device
During the conduction the switching device exhibit a voltage drop across its terminal.
As briefly described in Subsection 3.3.1 the value of this drop depends of switches type
and sign of current.
Considering the IGBT device it exhibits a voltage drop UCE,on associated with
forward biased p− n junctions within the devices and a voltage drop due to combined
resistance of the semiconductor material RCE,on, but this term is generally negligible.
So the voltage drop during conduction can be modeled as:
UIGBT,on = UCE,on +RCE,onIC ' UCE,on (3.23)
Instead in MOSFET device it exhibits a voltage drop only due to combined resistance
of the semiconductor material RDS,on. So the voltage drop during conduction can be
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Figure 3.31: Dead time effect in the fundamental of EM phase voltage.
expressed as:
UMOSFET,on = RDS,onID (3.24)
In both cases when the power devices is in the OFF state the anti-parallel diode is
forced into conduction by the current flow so its voltage drop is:
UDIODE,on = Ud,on +Rd,onId ' Ud,on (3.25)
With these considerations the total distortion forward voltage ∆Ufv (average on TSW )
is give by:
∆Ufv =
{
−δUDEV ICE,on + (δ − 1)UDIODE,on with iphase > 0
δUDIODE,on + (1− δ)UDEV ICE,on with iphase < 0
(3.26)
where the δ is the PWM duty-cycle and UDEV ICE,ON is the total voltage drop of the
device during the ON state. The equation (3.26) can be simplified if the value of
UDEV ICE,ON and UDIODE,ON are similar so the voltage error due to device forward
voltage drop becomes [48]:
∆Ufv = −sgn(iphase)
[
UDEV ICE,ON + UDIODE,ON
2
]
(3.27)
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3.4.3. Switching device losses
The principal power converter losses in the electric drive is due to power losses in the
devices and in the free-wheeling diodes during the conduction and switching states.
Considering test circuits as those shown in Figs. 3.23 and 3.25 and by the conduction
voltage drop reported in equations (3.23), (3.24), and (3.25) it is possible to summarize
the total losses as the sum of the conduction and switching losses giving:
PDEV ICE = Pcond + Psw,on + Psw,off
= UDEV ICE,onIphase +Wsw,onFsw +Wsw,offFsw (3.28)
PDIODE = Pcond + Psw,on + Psw,off
= UDIODE,onIphase +Wsw,onFsw +Wsw,offFsw (3.29)
' UDIODE,onIphase +Wsw,onFsw
Fig. 3.32 shows the typical switching characteristics of voltage and current in an active
power device and its power loss waveform in the case of an inductive load.
Figure 3.32: Typical switching and conduction losses characteristics in a active power
device with an inductive load.
Chapter4
Electrical drive control
with PM machines
This Chapter presents the fundamental aspect of the electrical drive control. A briefly
description of the regulator basics are presented. The isotropic machine control scheme
are reported in particular the current loops and speed loop behaviors are highlighted.
Finally, some real behaviors and a practical implementation of EM digital control are
briefly described.
4.1. Introduction
ATYPICAL electric drive provides the mechanical power to the load, by an electricmachine, from a particular power source, generally the grid. A block diagram of
this typical drive has been reported in Fig. 1.1.
Usually, the controlled electrical variables are current, voltage, and power. The
mechanical variables under control are position (angle), speed, acceleration, and torque.
Through the regulation of these electric and mechanical variables the electric drive can
exhibit the desired performances.
In the control of electric drive, typically only the current of EM is measured as elec-
tric variable. In addition, as mechanical variable, the mechanical position is measured
or estimated from other measured variables.
Nowadays in electric drive field, the most common used controllers connection is
the cascade connection, i.e. an output of the outer controller is the input reference of
the inner controller. With this structure is fundamental that the inner control loop is
adequately faster i.e. its bandwidth should be at least five/ten times of that of the outer
controller. A block diagram of typical cascade controller is highlighted in Fig. 4.1.
To control these electrical and mechanical variables, their measurement is essential in
order to implement a closed loop control. However, sometimes the direct measurement
is impossible or too expensive so, for example, the variables can be estimated through
the state equation of the dynamic model of the system.
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Figure 4.1: Block diagram of typical cascade control system of electric machine.
Generally, in the electric machine control the current loop (or torque) is the inner
one, so its output is the voltage reference. A classification of the current controllers can
be based on the methods that the inverter control signals are generated. The types of
inverter commands are:
• PWM command: a PWM generator, which provides the switches command
(state) in each control period according to the voltage references, is used.
• Direct command: the states of the inverter (6 switches) are defined in each
control period directly by the current control itself.
Another different classification of the current controllers could be based on the choice of
reference frame that it can be stationary or rotating, as defined in the Chapter 1. The
Table 4.1 summarizes the different types of current controllers, with some examples.
Table 4.1: Control techniques classification.
Reference frame PWM command Direct command
• PID in (a,b,c) • Hysteresis in (a,b,c)
Stationary • PID in (α, β) • Hysteresis in (α, β)
• Continuous control set • Finite control set
predictive control predictive control
Synchronous • PID in (d,q) • Hysteresis in (d,q)
• Continuous control set • Finite control set
predictive control predictive control
However, in this Chapter the most common proportional and integral (PI) regulator
in the synchronous reference frame based on the classical control theory is explained
and a briefly description of design guides are reported.
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4.2. Regulator basics
Usually, in the design of a feedback control system frequency-response method is a
effective tools. It is popular because, in more industry applications, generally the plant
model is uncertain but this method provides a good design. Another advantage of
this technique is that the experimental information can be used for design purpose.
Therefore, for relatively simple systems that are stable in open-loop, the frequency-
response method is the best cost/effective designed methods
In the literature there are many books that deal with the fundamental concepts of
frequency-response [49–51]. In this Section only the fundamental aspects of this method
will be presented.
A Linear Time-Invariant (LTI) system can be described as a transformation of in-
puts to outputs, therefore considering a sinusoidal inputs its frequency-response can be
modeled by knowing its poles and zeros locations. This kind of system is often ana-
lyzed by the transfer functions that describe a system as a ratio of output to input and
applying the Laplace transform it becomes:
G(s) =
Y (s)
U(s)
(4.1)
Fig. 4.2 shows a most elementary feedback control system it is composed by three
components: a process G(s), a sensor H(s) to measure the output of the plant, and
a controller R(s) to generate the input of the plant. Usually, actuators are considered
inside the process and manipulations can be done so that feedback function H(s) has
a value of 1. Fig. 4.2 depicts the open-loop GOL(s) and closed-loop GCL(s) transfer
function:
GOL(s) =
Y (s)
Ereg(s)
= R(s)G(s) (4.2)
GCL(s) =
Y (s)
U(s)
=
R(s)G(s)
1 +H(s)R(s)G(s)
(4.3)
Figure 4.2: Typical block diagram of system controlled by a negative feedback.
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4.2.1. Bode plot
The most useful technique about controller design was developed by H. W. Bode at
Bell Laboratories between 1932 and 1942. This method allows to study the frequency-
response in sufficient accurate way for control system design by using some simple rules
that identify the impact of the poles and zeros in shaping the frequency-response.
When a Fourier transform is applied to a transfer function the result can be expressed
as a magnitude (gain) and angle (phase shift) that are both functions of frequency
(rad/s). In LTI system, the Bode plot is a plot of the magnitude and phase where the
magnitude is plotted on a logarithmic scale (dB), and the phase is plotted on a linear
scale (deg), instead in both case the frequency axis has semi-logarithmic scale.
Considering the LTI system with the following transfer function with m number of
zeros and n number of poles:
G(s) = K
(s+ z1)(s+ z2) · · · (s+ zm)
(s+ p1)(s+ p2) · · · (s+ pn) (4.4)
For considering the Bode plots, it is more convenient to write the system transfer func-
tion in the Bode form:
G(s) = K0
(
s
z1
+ 1
)(
s
z2
+ 1
)
· · ·
(
s
zm
+ 1
)
(
s
p1
+ 1
)(
s
p2
+ 1
)
· · ·
(
s
pn
+ 1
) (4.5)
because the gain K0 is directly related to DC gain of the system (s = 0), where K0 =
K z1z2···zmp1p2···pn . Note that K and K0 have usually different value.
The magnitude of G(jω) is given by the following equation:
|G(jω)| = |K0|
∣∣∣j ωz1 + 1∣∣∣ ∣∣∣j ωz2 + 1∣∣∣ · · · ∣∣∣j ωzm + 1∣∣∣∣∣∣j ωp1 + 1∣∣∣ ∣∣∣j ωp2 + 1∣∣∣ · · · ∣∣∣j ωpn + 1∣∣∣ (4.6)
taking the logarithm (base 10) of both sides the equation (4.6) becomes:
20log |G(jω)| = 20log|K0|+
m∑
i=1
20log
∣∣∣∣j ωzi + 1
∣∣∣∣− n∑
i=1
20log
∣∣∣∣j ωpi + 1
∣∣∣∣ (4.7)
this form highlights that logarithmic scale is used because the magnitudes of each terms
in the transfer function add together to produce the magnitude of the overall transfer
function.
Instead the phase of G(jω) already satisfies the additivity property, therefore it is
not necessary to use the logarithm, but it suffices to consider the phase on a linear scale:
G(jω) = K0 +
m∑
i=1
j ωzi + 1−
n∑
i=1
j ωpi + 1 (4.8)
The Bode plots can be drawn for any transfer function by simply evaluating the
magnitude and phase for each value of pulsating frequency ω and then plotting these
values. Generally, the transfer functions of LTI system are composed of three different
types of factors:
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• K0(jω)k, with k is an integer,
• (jωτ + 1)±1, with τ = 1p or τ =
1
z ,
•
[(
jω
ωn
)2
+ 2ζ jωωn + 1
]±1
, it corresponds to complex conjugate poles or zeros case.
Bode plot of the system can be drawn by simply adding together the log-magnitudes
and phases plots of the individual factors.
Bode plot rules for K0(jω)k
The magnitude of the factor K0(jω)k is given by:
20log
∣∣∣K0(jω)k∣∣∣ = 20log|K0|+ 20klog|jω| (4.9)
this term is a simply straight line with slope k · 20dB/dec, going through the point
20log|K0| when ω = 1. These terms are the only terms that affect the slop at lowest
frequencies because other terms are constant in that region. The phase of K0(jω)k is:
K0(jω)
k = K0 + k jω = k
pi
2
(4.10)
Bode plot rules for (jωτ + 1)±1
A system zero (s = −z) corresponds in the Bode form to the factor (j ωz +1) = (jωτz+1)
and a system pole at (s = −p) corresponds to (j ωp + 1)−1 = (jωτp + 1)−1. Where the
zeros and poles value have been assumed positive, i.e. z > 0 and p > 0 . So the
log-magnitude and phase of this term can be computed respectively as:
20log
∣∣(jωτ + 1)±1∣∣ = 20log [√1 + (ωτ)2]±1 = ±20log [√1 + (ωτ)2] (4.11)
(jωτ + 1)±1 = ± arctan(ωτ) (4.12)
The magnitude and phase of this term can be drawn as one asymptote at very low
frequencies (|ωτ | < 0.1) and another one at very high frequencies (|ωτ | > 10):
• for (ωτ < 0.1); where the magnitude and phase become:
20log
∣∣(jωτ + 1)±1∣∣ ' 0
(jωτ + 1)±1 ' 0◦
• for (ωτ = 1); this point is called break point, its magnitude and phase are:
20log
∣∣(jωτ + 1)±1∣∣ = 20(√2)±1
(jωτ + 1)±1 ' ±45◦
• for (ωτ > 10); , the magnitude and phase are:
20log
∣∣(jωτ + 1)±1∣∣ ' ±20log |jωτ |
(jωτ + 1)±1 ' ±90◦
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Bode plot rules for
[(
jω
ωn
)2
+ 2ζ jωωn + 1
]±1
The behaves of this therm is similar to previous terms (zeros or poles). The break point
is now at natural frequency ωn, and the transition thought this point region varies with
the damping ratio ζ. The poles or zeros are complex conjugate. For 0 < ζ < 1 in this
condition the response is under-damped instead for ζ < 1 the poles or zeros become
real and the response is over-damped.
The magnitude and phase of this term can be drawn also in this case as one asymp-
tote at very low frequencies and very high frequencies:
• for (ω < 0.1ωn); where the magnitude and phase become:
20log
∣∣∣∣∣∣
[(
jω
ωn
)2
+ 2ζ
jω
ωn
+ 1
]±1∣∣∣∣∣∣ ' 0[(
jω
ωn
)2
+ 2ζ jωωn + 1
]±1
' 0◦
• for (ω = ωn); the break point magnitude and phase are:
20log
∣∣∣∣∣∣
[(
jω
ωn
)2
+ 2ζ
jω
ωn
+ 1
]±1∣∣∣∣∣∣ = 20(2ζ)±1[(
jω
ωn
)2
+ 2ζ jωωn + 1
]±1
' ±90◦
• for (ω > 10ωn); , the magnitude and phase are:
20log
∣∣∣∣∣∣
[(
jω
ωn
)2
+ 2ζ
jω
ωn
+ 1
]±1∣∣∣∣∣∣ ' ±40log
∣∣∣∣jωωn
∣∣∣∣[(
jω
ωn
)2
+ 2ζ jωωn + 1
]±1
' ±180◦
When the system has several poles and zeros the Bode plot requires that each
components be combined into a composite curve. The magnitude and phase of result
curve are the sum of the slopes of individual curves as reported in Fig. 4.3. As an
example Fig. 4.3 shows a transfer function G(s) of LTI system, it is composed by two
zeros and one real pole and a pair of complex conjugate poles.
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Figure 4.3: Example of Bode plot transfer functions G(s) that is composed of three
different types of factors.
4.2.2. Neutral stability in Bode analysis
Assuming that the closed-loop transfer function GCL(s) of the LTI system is known,
it is possible to determine the system stability by observing the denominator in the
factored form. In fact this term gives the system roots directly so it is easy to observe
whether their real parts are positive or negative.
Generally GCL(s) is not known; for this reason the advantage of this technique is that it
is able to control closed-loop transfer function by knowing only the open-loop transfer
function, i.e. GOL(s). By another way the closed-loop stability is evaluated by the
frequency-response of the open-loop transfer function.
Considering a basic feedback system shown in Fig. 4.2 with the closed-loop transfer
function as equation (4.3), so its characteristic equation, is:
1 +H(s)R(s)G(s) = 0 (4.13)
As reported in literature [49–51] this equation can be put in a form suitable for study
of the roots as functions of a parameter K:
1 +KT (s) = 0 (4.14)
where T (s) is proportional to H(s)R(s)G(s) and the parameter K varies from zero to
infinity. The graph of all possible roots of equation (4.14) relative to parameter K is
called root locus.
From these brief remarks it is possible to define the neutral stability condition as all
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point of the root locus that respect the following property:
Neutral stability =
{
|KT (s)| = 1
KT (s) = 180◦
(4.15)
The most common situation is studying systems that increasing gain leads to insta-
bility and |KT (jω)| cross the magnitude = 1 once. Therefore, the stability condition
for this kind of systems becomes:
|KT (jω)| < 1 at T (jω) = −180◦ (4.16)
Two commonly used quantities that measured the stability margin, related to the sta-
bility criteria equation (4.16), are the Gain Margin (GM) and Phase Margin (PM). As
shown Fig. 4.4 these quantities can be read directly from the Bode plot.
Figure 4.4: Example of gain margin and phase margin graphic representation in a Bode
plot.
• Gain margin (GM) is the vertical distance between the point |KT (jω)| = 1
and |KT (jω)| curve at the frequency when T (jω) = −180◦. The typical values
are 6 dB < GM < 12 dB.
• Phase margin (PM) is the vertical distance between T (jω) = −180◦ and
T (jω) curve where |KT (jω)| = 1 . The typical good margin values are 30◦ deg <
PM < 60◦ deg.
Another important quantity that can be determined directly from the Bode plot
is the crossover frequency ωc. It is often defined as the frequency at which the gain
|KT (jω)| = 1, or 0 dB.
4.2 Regulator basics 89
4.2.3. PID regulator
The Proportional Integral Derivative (PID) control is one of the earlier control strate-
gies [51]. The first implementation of this type of regulator are realized by in the
pneumatic devices followed by analog electronics, arriving at nowadays with digital mi-
croprocessors. For these reason the PID control has been an active research topic for
many years. Today practically all PID controllers are based on micro-controllers. This
has given opportunities to provide additional features like gain scheduling, automatic
tuning, and continuous adaptation [52].
By its simple control structure and relative ease to tune the PID regulator still has
a wide range of applications in industrial control where today, in process control, more
than 95% of the control loops are of PID type [53].
In literature there are a great number of different PID controller structures, however
the two most commonly adopted topologies are:
• parallel (or non-interactive),
• series (or interactive).
In parallel topology of PID controller the proportional, integral and derivative mode
are independent of each other. This structure is composed by a parallel connection of
proportional, integral, and derivative element, for this reason it is called non-interactive
structure. The transfer function parallel structure of a PID controller from regulator
error input ePID(t) to controller output yOUT (t) is given by the following equation:
RPID(s) =
YOUT (s)
EPID(s)
= Kp +
Ki
s
+
sKd
1 + sτHF
(4.17)
in order to limit the high-frequency gain the additional low pass filter in the derivative
path has been introduced, it is highlighted in equation (4.17). A block diagram of
parallel structure is shown in Fig. 4.5.
Figure 4.5: Block diagram of a conventional PID controller with parallel structure.
Historically the parallel structure was still very rare in the market because the first
controllers were mainly pneumatic so with these kind of components it was very difficult
to build parallel structures therefore most of the controllers were in series structure, but
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nowadays it is relatively simple to realize parallel structure controller using electronics.
The transfer function serial structure of a PID controller from regulator error input to
controller output is:
RPID(s) =
YOUT (s)
EPID(s)
= Kp
(
1 + sτi
sτi
)(
1 + sτd
1 + sτHF
)
(4.18)
The asymptotic frequency-response of a conventional PID regulator with serial structure
is reported in Fig. 4.6.
Figure 4.6: Frequency-response of a conventional PID regulator with series structure.
With the series realization it is possible to vary the parameters (Kp, τi, τd, and
τHF ) independently and it allows to shape directly the Bode plot, as it is highlighted
by Fig. 4.6. In order to take advantage of the interactive structure, i.e. shaping the
Bode plot, when the designing of a non-interactive structure it is necessary to decouple
the derivative action with the integral one by imposing the following condition:
τd << τi ⇒
{
Ti =
Kp
Ki
' τi
Td =
Kd
Kp
' τd
(4.19)
When using the control law given by equation (4.17) it follows that a step change in
the reference signal will result in an impulse in the control signal, it is called “set-point
kick” effect [53]. This effect is often highly undesirable therefore derivative action is
frequently not applied to the reference signal. The principal different PID structures
are reported in Fig. 4.7.
Fig. 4.7(b) reports the PI-D structure, in this structure the sensor gives the infor-
mation at derivative part. Therefore with PI-D structure a discontinuity in u(t) will be
transferred through proportional and integral elements into the process input yOUT (t),
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(a) “Set-point kick” effect (b) Fast response
(c) Less discontinuity
Figure 4.7: Different block scheme structures of PID regulator.
but it will not have so strong effect as it was amplified by derivative part (PID struc-
ture). In this configuration the integral part eliminates the steady state error while the
derivative part reacts only with feedback, the contribution of the proportional part is
to reduce the time response.
Fig. 4.7(c) reports the I-PD structure, the sensor gives the information at derivative
and proportional elements. This structure is not used so often as PI-D one, but it has
certain advantages in fact the control signal has less sharp changes than with other
structures.
The principal manual tuning problem of controller parameters is that the process
parameters change. Knowing the exact structure of the controller the manual param-
eter tuning can be done in controlled environment using trial and error method. The
principal rules of manual tuning process are summarized in Table 4.2 and the typical
step-response of different types of regulator are reported in Fig. 4.8.
Table 4.2: Rules summary of tuning parameters in a PID regulator.
Parameter Rise time Overshoot Settling Steady-state Stability
time error
Kp Decrease Increase Small change Decrease Degrade
Ki Decrease Increase Increase Eliminate Degrade
Kd Minor Decrease Decrease No effect Improve if
change in theory Kd small
From the manual tuning process of PID regulator it is possible to summarize the
principal effects by increasing the parameter:
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Figure 4.8: Typical step-response of different types of regulator.
• Kp the rise time is decreased,
• Kd the overshoot and settling time are reduced,
• Ki the steady-state error is eliminated.
4.2.4. Discretization
The most common approach to design a discrete-time regulator, that controls a continuous-
time process, is to first design a continuous-time controller for the process and later
deriving a discrete-time equivalent controller that approximates the behavior of the
original continuous-time controller. Therefore from the point of view of input/output
transfer function the dashed block can be considered as a continuous system R′(s) whose
input is the error ePID(t) and the output is the control signal y
′
OUT (t) as is reported
in Fig. 4.9. However for small sampling periods the approximation of R′(s) respect to
R(s) is good.
As is highlighted in Fig. 4.9 the two principal components are sampler and holder.
The sampling block converts a continuous-time signal to a discrete-time signal, it is a
common way of getting signals into a digital computer. As shown in Fig. 4.10(a) the
input of this block is a continuous variable ePID(t) that vary with time and its output
is the variable e′PID[n] that has been obtained by measuring the value of ePID(t) every
sampling time TS so e
′
PID[n] = ePID(nTs) for integer values of n.
Instead the holder converts a discrete-time signal to a continuous time signal, it
is popular way in which digital devices provide control signals to physical devices.
Fig. 4.10(b) highlights the behavior of holder: its input is a discrete variable (yOUT [n])
and its output is the variable y′OUT (t) that has been obtained by freezing yOUT [n] value
at a constant level for a TS period so y
′
OUT (t) = yOUT [n] where nTS < t < (n+ 1)TS .
As well known the most used method for the numerical integration is Euler’s back-
ward rectangular, [51]. The integration to be performed is shown in Fig. 4.11(a) and
the principal advantage of this technique is that a stable continuous-time system will
always give a stable discrete-time system as it is highlighted in Fig. 4.11(b).
Applying the Euler’s backward rectangular rule let’s note that the fundamental trans-
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Figure 4.9: Block scheme discrete-time equivalent controller that approximates the
behavior of the original continuous-time one.
(a) Sampler (b) Holder
Figure 4.10: Schematic representation of sampler and holder behaviors.
(a) Backward approximation (b) Stability region
Figure 4.11: Euler’s backward rectangular rule.
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formation from the s-plane in the z-plane is:
1
s
=
TS
1− z−1 (4.20)
Therefore by the equation (4.20) the discretization of the regulator RPID(s) is obtained
by the follow relation:
RPID(z) = RPID(s)|s= 1−z−1
TS
(4.21)
As an example Fig. 4.12 shows the integral part discretization steps of PID regulator;
in particular it is highlighted that integral coefficient KI is computed by multiplying
the coefficient K∗I computed in continuous-time by sampling time TS .
Figure 4.12: Example of discretization steps of regulator integral part.
4.2.5. Anti-windup
The principal physical variables (typically in electric machine are voltages and currents)
are bounded by same limitations and these introduce same nonlinear effects in the
control system. The principal phenomena, caused by the interaction of integral action
of the regulator (PI or PID) and saturations of physical limit, is called windup. During
this condition the system works as open loop because the output of regulator will
remain at its limit independently of the process output so in the integrating action of
the regulator the error will continue to be integrated and the integral term may become
very large. The integral term can return to normal level only if the error has opposite
sign for a long period. The consequence of this phenomena is that the response would
have a large overshoot or undershoot and as worst case the control system may become
unstable.
Considering the discrete domain the Fig. 4.13(a) shows a convention PI regulator
that exhibits the windup phenomena. The easiest way to eliminate this phenomena
is to introduce the limit in the integrator part of the regulator so that the controller
output never reaches the actuator limits as it is reported in Fig. 4.13(b). This solution
frequently leads to conservative bounds and poor performance.
In the literature there are several anti-windup technique [54, 55]. The anti-windup
technique in Fig. 4.13(c) is commonly called back-calculation method. In most ap-
plications back-calculation method is easy to tune and gives the reasonable dynamic
performances. As reported in Fig. 4.13(c) the regulator has an internal tracking loop
that discharges the integrator part of controller. The extra feedback path is generated
by measuring the difference between the actual actuator output v(t) (or typically its
estimation by mathematical model) and the regulator output u(t) and forming an error
signal that resets the integrator and its dynamic depends of tracking time constant Kw.
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(a) Without integral anti-windup (b) Limited integral method
(c) Back calculation method
Figure 4.13: Block schemes of different anti-windup techniques.
In order to find the best value of tracking time constant the scheme block between
variable v(t) and variable u(t) is analyzed and it is reported in Fig. 4.14. The variable
v(t) is the output of the regulator instead ePI(t)KI and ePI(t)KP is considered as
disturbances that modified the value of u(t). So a higher value of KW increases the
gain loop of the system and the effectiveness of anti-windup.
Figure 4.14: Gain loop scheme block of parametric integral anti-windup.
Considering a PID regulator KW should be larger than KW > 1Ti and smaller than
KW <
1
Td
, typically that is suggested is to choose KW ' 1√TiTd . The effect of changing
the values of KW is illustrated in in Fig. 4.15, it shows current and speed responses
for different value of KW , it highlights as a higher value of KW corresponds to a quick
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desaturation of the current controller and it deletes the speed overshoot.
(a) Current response (b) Speed response
Figure 4.15: Current and speed response of electric machine from different value of KW .
4.2.6. Inverter dynamic approximation
From control design point of view the 3-phase inverter dynamic of electric machine can
be represented as a first order delay between the reference voltage u(t) and the output
converter voltage u′(t). An intuitive representation of this assumption is reported in
Fig. 4.16. On the basis of this assumption the output voltage equation depend of input
Figure 4.16: Power converter delay due to PWM.
voltage reference:
u′(t) = u
(
t− TSW
2
)
(4.22)
applying of this equations the Laplace transformation it becomes:
U ′(s) = U(s)e−s
TSW
2 (4.23)
by the equation (4.20) and adopting the McLaurin approximation the transfer function
of converter becomes:
GC(s) =
U ′(s)
U(s)
' 1
1 + sTSW2
=
1
1 + sτc
(4.24)
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where τc is the time constant of the power converter.
In more electric drive the sampling time and switching time have the same value,
i.e TS = TSW . Furthermore considering a long computation time TC the reference
value can be processed into the next switching time step so the converter time constant
becomes τc = 32TSW .
4.3. Isotropic machine control scheme
A speed control block scheme of a synchronous isotropic electric machine is shown in
Fig. 4.17. It highlights that the EM control is generally done in the rotating refernce
frame of EM. Referring to operating regions of this EM seen in Section 2.4 the stator
current vector has to be synchronized with the rotor polar axis (d-axis), therefore the po-
sition measurement by position sensor as encoder or resolver is needed. Furthermore in
order to maximize the EM performance the MTPA trajectory is normally implemented.
As it is highlighted in Fig. 4.17 the EM control scheme is composed by an outer
speed loop and by two inner current loops (d- and q-axis). In according to the MTPA
control the the d-axis current is maintained to zero instead the q-axis current reference
is delivered by the speed loop regulator.
Figure 4.17: Speed control scheme of a synchronous isotropic machine.
For the electric drive control the controllers are generally simple PI regulators with
their output limited at the maximum values of current (speed regulator) and voltage
(current regulators). Referring to Fig. 4.17 the input of EM control is the reference
speed and the its output is the reference voltage that is provided to PWM command of
3-phase inverter. All loop are closed through the measurement of quantities as currents
and speed instead the position measurement is used to change the reference frame from
stationary to rotating.
In the description that will be made below the inverter and sampler have been con-
sidered as first order delay and their transfer functions are given by the equation (4.24).
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Instead the dynamic of measurements (current,position, and speed) is neglected.
4.3.1. Current axes decoupling
As already seen in Fig. 2.5 the current regulators design is complicated because the two
current loops are not independent but they influence each other due to mutual coupling
between the d- and q-axis of the electric machine.
In certain conditions it is possible to overcome this problem of mutual coupling
between two current axes by doing the current axes decoupling inside the EM control
software. Generally it can be considered the time constant of the converter (τc) is much
smaller than the other time constants of the system, therefore it is possible to add at
the respective voltage references of the inverter a signal opposite to the mutual coupling
quantities as shown in Fig. 4.18.
Figure 4.18: Block diagram of current axes decoupling and isotropic machine model in
d, q reference frame.
The advantage of this software compensation is that after the current axes decou-
pling it is possible to analyze the two current axes separately, instead the principal
problems of this technique are the existence of mutual cross saturation between the two
axes and that the knowledge of exact value of the inductance is necessary.
In order to draw the transfer functions of the control loops some useful time constants
are defined below:
τe =
L
R
⇒ electric time constant (4.25)
τm =
J
B
⇒mechanical time constant (4.26)
τm1 =
JR
3
2 (pΛmg)
2 ⇒ electromechanical time constant (4.27)
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where it is recalled that the variables of these time constants are defined as:
R⇒ stator phase resistance
L⇒ synchronous phase inductance
J ⇒ system inertia
B ⇒ viscous friction
p⇒ pole pair
Λmg ⇒ PM flux linkage peak value
Typical in PM electric machine the following conditions are verified:
• τe << τm⇒ the electric time constant is generally much smaller than the mechan-
ical one, i.e. LB << JR. This is proof the current extinction in a short-circuited
RL circuit (transitional governed by the time constant τe) is faster than the ex-
tinction of the speed in a mechanical load with parameters BJ , in free evolution
(transitional governed by the time constant τm).
• τm1 << τm ⇒ the stator resistance voltage drop is indicated as URq = RIqN , it
is produced by the rated quadrature current if the direct one is imposed equal to
zero. The MB = BΩmN is the viscous friction torque at the rated speed, EN and
IqN are respectively the e.m.f. and rated current, it can be write:
RB =
1
ΩmNIqN
(RIqN ) (BΩmN ) =
1
ΩmNIqN
URqMB (4.28)
and instead
3
2
(pΛmg)
2 =
1
ΩmNIqN
(
3
2
pΛmgΩmN
)
(pΛmgIqN ) =
1
ΩmNIqN
ENMN (4.29)
and since URqMB << ENMN therefore B becomes irrelevant (B ' 0).
4.3.2. d-axis current loop after axes decoupling
After the current axes decoupling the EM block scheme, that is reported in Fig. 2.5,
can be simplified and by adding the block schemes of power converter, sampler/holder,
and PI regulator the block scheme of d-axis current loop becomes such as that reported
in Fig. 4.19.
Fundamental transfer functions of this d-axis current loop are:
Yd(s) =
Id(s)
Ud(s)
=
1
R+ sL
=
R
1 + sτe
(4.30)
Gd(s) =
Id(s)
U refd (s)
= Gh(s)Gc(s)Yd(s) (4.31)
CLd(s) =
Id(s)
Irefd (s)
=
OLd(s)
1 +OLd(s)
=
Rid(s)Gd(s)
1 +Rid(s)Gd(s)
(4.32)
where the notation for the transfer function are CLd(s) for d-axis current close loop and
OLd(s) for d-axis current open loop. A qualitative frequency-response of the process,
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Figure 4.19: Block diagram of d-axis current loop after axes decoupling.
Gd(s), is reported in Fig. 4.20. It highlights that at control frequencies the phase margin
is typically high (70◦ ÷ 90◦ deg) for this kind of transfer function, this means that it is
always easy to regulate this loop by a simple PI controller.
Figure 4.20: Asymptotic frequency-response of Gd(s) transfer function.
4.3.3. q-axis current loop after axes decoupling
Fig. 4.21 shows the the block scheme of q-axis current loop after the current axes
decoupling. It highlights that the q-axis loop unlike the d-axis one it also contains the
load equations, so its transfer functions are:
The fundamental transfer functions of this q-axis current loop are:
Yq(s) =
Iq(s)
Uq(s)
=
1
3
2 (pΛmg)
2
B + sJ
D(s)
=
2
3
(pΛmg)
2
1 + sτm
BD(s)
(4.33)
Gq(s) =
Iq(s)
U refq (s)
= Gh(s)Gc(s)Yq(s) (4.34)
CLq(s) =
Iq(s)
Irefq (s)
=
OLq(s)
1 +OLq(s)
=
Riq(s)Gq(s)
1 +Riq(s)Gq(s)
(4.35)
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Figure 4.21: Block diagram of q-axis current loop after axes decoupling.
where the transfer function D(s) is defined as:
D(s) = s2τeτm1 + sτm1
(
1 +
τe
τm
)
+
(
1 +
τm1
τm
)
=
(
1 +
RB
3
2 (pΛmg)
2
)(
1 +
s
p1
)(
1 +
s
p2
)
(4.36)
and assuming B = 0 the equation can be simplified:
D(s)|B=0 '
(
1 +
s
p1
)(
1 +
s
p2
)
(4.37)
The values of poles p1 and p2 of equation (4.37) depend from the values of the time
constants τm1 and τe. Therefore the three possible cases are:
1. τm1 = 4τe ⇒ coincident real roots
p1,2 = +
1
2τe
(4.38)
2. τm1 > 4τe ⇒ distinct real roots, if τm1 >> 4τe
p1 ' + 1
τe
and p2 ' + 1
τm1
(4.39)
3. τm1 < 4τe ⇒ complex conjugates roots
p1,2 = +
1
2τe
(
1± j
√
4τe
τm1
− 1
)
(4.40)
In electric drive with PM electric machine the condition that τm1 < 4τe is more frequent,
so the roots of the denominator are complex conjugate.
A qualitative frequency-response of the process, Gq(s), is reported in Fig. 4.22.
It represents the distinct real roots case (i.e. τm1 > 4τe). It highlights, at control
frequencies, that also in this case the phase margin of this transfer function is typically
high (50◦ ÷ 70◦ deg) so by a simple PI controller this loop is easy to regulate.
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Figure 4.22: Asymptotic frequency-response of Gq(s) transfer function.
4.3.4. E.m.f. compensation
In the case of electric drive with synchronous PM electric machine often the dynamic
performance request of current control is generally high. For this reason the electro-
motive force (e.m.f.) compensation is done by software. As shown in Fig. 4.23 it is
achieved by adding at the output of the q-axis current regulator a signal proportional
to the electromotive force but with opposite sign.
Figure 4.23: Block diagram of current axes decoupling, e.m.f. compensation, and
isotropic machine model in d, q reference frame.
Therefore neglected the converter delay, same assumption that has been adopted for
4.3 Isotropic machine control scheme 103
the axes decoupling, the block diagram of q-axis current loop after axes decoupling and
e.m.f. compensation is reported in Fig. 4.24.
Figure 4.24: Block diagram of q-axis current loop after axes decoupling and e.m.f.
compensation.
The principal advantages are that also the q-axis current loop does not depend on
load dynamic, as highlighted in Fig. 4.24, and so q-axis current loop is easier to design
as the d-axis current one. Instead the principal problem is the positive feedback, for
compensating the e.m.f., because it can create instability for this reason it is better to
underestimate the flux value Λmg.
4.3.5. Speed loop analysis
Fig. 4.25 reports the block scheme of speed loop after axes decoupling but without the
e.m.f. compensation. It highlights that inside the speed loop there is only CLq(s), i.e.
the close loop transfer function of q-axis current, therefore in a isotropic machine only
q-axis current produces EM torque. Fundamental transfer functions equations of speed
Figure 4.25: Block diagram of speed loop after axes decoupling.
loop are:
CLq(s) ' 1
1 + sνAiq
1
1 + sτc
1
1 + sτh
(4.41)
GL(s) =
Ωm(s)
Mtot(s)
=
1
B + sJ
=
B
1 + sτm
(4.42)
CLω(s) =
Ωm(s)
Ωrefm (s)
=
OLω(s)
1 +OLω(s)
=
Rω(s)Gω(s)
1 +Rω(s)Gω(s)
(4.43)
where νAiq is the q-axis current bandwidth.
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A qualitative frequency-response of Gω(s), is reported in Fig. 4.26. In order to have
a good phase margin (40◦ ÷ 60◦ deg) the speed loop bandwidth of the system must be
less than at least eight/ten times respect the q-axis current bandwidth, νAiq.
Figure 4.26: Asymptotic frequency-response of Gω(s) transfer function.
4.4. Example of drive control design
Nowadays, due to the cost of the rare-earth magnets, the industry of electric drive
are directed to use a small PMs quantity and these material are replaced by a high
reluctance torque component introduced by using air barriers inside the rotor geometry.
In this Section an example of control design of an electric drive with an IPM machine
will be shown. The EM has been controlled in order to maintain a constant speed
operation for any load values. Fig. 4.27 shows the EM control scheme, in particular it
is composed by an outer speed loop (it maintains the constant speed operation) and by
two inner current loops (d- and q-axis). The MTPA block contains the MTPA trajectory
of the EM, its input is the current module delivered by speed regulator and its outputs
are current references of d and q-axis. In fact, unlike of SPM machine, the IPM machine
should be controlled both currents, as shown in Fig. 2.19.
As an example the considered IPM machine is a 10 poles and 12 slots, whose rotor
is characterized by two flux-barriers per pole. Fig. 4.28(a) reports the EM laminations
sketch of rotor and stator and a photo of rotor prototype is reported in Fig. 4.28(b).
In order to control the IPM machine along the MTPA trajectory the constant torque
loci of the EM maps have been computed by a finite element analysis, such maps are
shown Fig. 4.28(c). Inside the MTPA block of Fig. 4.27 the approximate MTPA tra-
jectory has been implemented, it is indicated in Fig. 4.28(c). The principal parameters
of electric drive, i.e. EM and power converter, are reported in Table 4.3(a) and Ta-
ble 4.3(b).
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Figure 4.27: Speed control scheme of a IPM machine.
(a) Lamination sketch (b) Prototype rotor
(c) Constant torque loci, current with peak value
Figure 4.28: IPM machine under test.
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Table 4.3: Electric drive fundamental parameters.
(a) IPM electric machine
Parameter Value
Pole number 10
Slot number 12
Nominal torque 10 Nm
Nominal current 10 Arms
Phase resistance 1.2 Ω
Direct inductance 12 mH
Quadrature inductance 20 mH
PM flux 0.08 V s/radel
Inertia 1.3 gm2
(b) Power converter
Parameter Value
Number of phases 3
Type of switch IGBT
DC bus voltage 550 V
Nominal current 15 Arms
Sampling time 100 µs
Switching time 100 µs
In order to design the speed and two current loop regulators the fundamental time
constants of EM have been computed and are:
τed =
Ld
R
= 0.01 s
τeq =
Lq
R
= 0.0167 s
(4.44)
τm =
J
B
= 5 s
τm1 =
JR
3
2 (pΛmg)
2 = 0.017 s
These values highlight that the typical conditions of the time constants in PM electric
machine are verified, that is to say:
τed << τm
τeq << τm
(4.45)
τm1 << τm
τm1 < 4τeq
4.4.1. Current regulator design
The first step in the current controller design is to define the current loops bandwidth
(νi) and the pole position of the PI current controllers. Let’s note that to ensure
stability it is necessary that the current loop bandwidth should be lower than converter
pole (1/τc) and higher than the frequency of the electric time constant (1/τe), in this
example it is νi = 1800 rad/s. Instead the PI regulator pole (τrid and τrid) is generally
chosen equal to the electric time constant associated to it. The constraints chosen for
the current controllers are therefore:
4.4 Example of drive control design 107
• νi >> 1τed = 1800 rad/s
• τrid = τed
• τriq = τeq
Referring to the block diagram of d-axis current loop after axes decoupling, i.e. that
shown in Fig. 4.19, it is chosen the value of KPid that guarantees the current bandwidth,
its value is computed by:
KPid ≡
1
|Gd(jνi)| (4.46)
therefore the value of KIid is:
KIid ≡
KPid
τrid
(4.47)
The same approach is used to design the q-axis current loop. Frequency-response of
d and q-axis current loop before and after the regulation is reported in Fig. 4.29 and
Fig. 4.30 respectively.
Figure 4.29: Frequency-response of d-axis loop without (Gd(s)) and with the PI regu-
lator (Gd−reg(s)).
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Figure 4.30: Frequency-response of q-axis loop without (Gq(s)) and with the PI regu-
lator (Gq−reg(s)).
4.4.2. Speed regulator design
In order to design the speed loop controller the speed loop bandwidth (νω) and the
pole position of the PI speed controller are at first defined. Let’s note that to ensure
stability it is necessary that the speed loop bandwidth should be lower than the current
loop bandwidth (νi). The constraints chosen for the speed controllers are therefore:
• νω = νi30 = 60 rad/s
• τrω =
2
√
2
νω
Referring to the block diagram of speed loop after axes decoupling, i.e. that shown
in Fig. 4.25, it is chosen the value of KPωd that guarantees the current bandwidth, its
value is computed by:
KPωq ≡
1
|Gω(jνi)| (4.48)
therefore the value of KIω is:
KIω ≡
KPω
τrω
(4.49)
Fig. 4.31 shows the frequency-response of speed loop before (Gω(s) and after the regu-
lation (Gω−reg(s)).
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Figure 4.31: Frequency-response of speed loop without (Gω(s)) and with the PI regu-
lator (Gω−reg(s)).
4.4.3. Simulation and experimental results
In order to evaluate the performance of control system the drive has been tested by
simulation analysis and by experimental tests. The simulations have been carried out by
using Simulink® 1 software. The control scheme in Fig. 4.27 and EM model in Fig. 2.6
have been implemented in Simulink®. The experimental tests have been carried out
by using experimental test bench.
During all tests (i.e. simulation and experimental) the EM has been controlled by
constant speed operation, in particular the adopted test conditions of electric drive are:
• 0 < t < 0.5 s ⇒ speed step from 0 rpm to 2000 rpm, no braking torque.
• 0.5 < t < 1 s ⇒ constant speed of 2000 rpm, 5 Nm of braking torque.
• 1 < t < 1.5 s⇒ speed step from 2000 rpm to 1000 rpm, 5 Nm of braking torque.
• 1.5 < t < 2 s ⇒ constant speed of 1000 rpm, no breaking torque.
In order to evaluate the control performance the responses of two current loop and
speed have been analyzed. Furthermore all simulation results are compared with ex-
perimental tests in the same operating conditions. The d and q-axis current responses
of are reported in Fig. 4.32 and Fig. 4.33 respectively and Fig. 4.34 shows the speed
response of EM.
All Figs. 4.32, 4.33, and 4.34 show the good performance of the control and that
the experimental results are in good agreement with the simulation ones. In particular
1More details is available from the web:
• http://www.mathworks.com
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Figure 4.32: Dynamic response of d-axis current.
Figure 4.33: Dynamic response of q-axis current.
it highlights that at time t = 1 s it has been applied a speed step from 2000 rpm to
1000 rpm as can be seen from Figs. 4.32 and 4.33 that in order to produce a fast speed
dynamic the sign of the current references are negative, so a braking torque has been
applied.
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Figure 4.34: Dynamic response of speed.
4.5. EM control implementation in micro-controller
Fig. 4.35 shows an example of typical scheme of electric drive, in fact generally the
electric machine operates as a motor because the power converter is unidirectional, so
the EM operates as a generator the regenerated power should be dissipated by braking
resistor. In the control of EM, usually the three-phase currents to EM are measured as
well as the mechanical position/speed of the shaft. In addiction the DC bus voltage can
be measured. Inside the block electric machine digital control to Fig. 4.35 the widely
used cascade connection is highlighted.
Fig. 4.36 reports an example of EM control flow chart that is generally implemented
in microcontroller. This flow chart highlights the principal steps steps carries out during
a calculation period, TC . The flow chart starts to run when the enable signal arrives
after that the sampler starts to read all measurements of input variable. The type of
input variable are principal two, i.e. control or protection purposes. Those of control are
generally the current and position/speed instated those of protection are DC bus voltage,
temperatures of power module and EM windings. All measurement variables must be
below their limits otherwise the drive step in fault condition. After the references
reading the computations steps start. First the change of reference frame has been
done after that the PI regulators have been adopted at the end as output of EM digital
control the SW command signals have been delivered to the SW drivers. After this last
step the EM control code waits until the calculation period is reached after that the
flow chart starts again.
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Figure 4.35: Conventional unidirectional electric drive scheme.
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Figure 4.36: Flow chart of EM speed control that is implemented in a microcontroller.

Chapter5
Electrical drive for domestic
nano-CHP application
This Chapter reports the fundamental behaviors of domestic cogeneration system. A
briefly description of the technologies and grid connection schemes are presented. The
control and electric drive design aspects for this application are highlighted. Finally, in
order to reduce the engine noise some different torque damping techniques are briefly
described.
5.1. Aim of this work
THE ELECTRIC DRIVE LABORATORY of Padova (EDLab) has been involvedin a project, called PIACE, during the three years of the author’s Ph.D. course.
PIACE is a project of the national research program INDUSTRIA 2015. It provides
the strategic development and competitiveness of Italian industry of the future.
The PIACE acronym means “Piattaforma intelligente, Integrata e Adattativa di
nano-Cogenerazione ad elevata Efficienza per usi residenziali”. It is an original flexible
domestic cogeneration system composed by nano-CHP (Combine Heat and Power) sys-
tems combined with renewable energies as micro-wind turbine and therm-photovoltaic
system; the electrical power rate of each system is about 1.5 kW . The whole project in-
volves 22 partners from universities and industries and it is leaded by RIELLO company.
In particular 6 of the partners are involved on nano-CHP topic (called AR3 project).
The partners are highlighted in Fig. 5.1.
Same part of this work has been therefore carried out with the cooperation of exter-
nal companies and other universities. That allowed to considering the implementation
problem, costs and sturdiness associated to the different techniques. For this reason the
simple, but effective, solutions have been encouraged to respect to the complex ones.
Furthermore in this project some new application fields of research in the topic of
electric drive have been highlighted. In fact several parts of this project have been
presented by the author in international conferences and journals [56–58] and [59, 60]
in the frame of the topics of micro-wind turbine generations and nano-CHP systems
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Figure 5.1: Universities and companies mainly patenters of AR3 PIACE project.
respectively. In particular, in this Chapter, the material presented in [59,60] are widely
and more deeply described.
5.2. Brief description of domestic micro-generation
5.2.1. Introduction
Nowadays the electricity production is a significant responsible for share of CO2 emis-
sions. Until now most of electricity generation has been done by large power plants, as
they guarantee better economies of scale and higher efficiency than small plants, [61,62].
Recently many studies have been carried out to identify new technologies able to
increase the efficiency of the electricity distribution infrastructure, especially at level of
distributed generation (DG). Therefore the conventional logic of centralized production
by few big power plants are substituted by many and small interconnected sites within
a smart grid, [63–65].
The principal advantages of the penetration of DG at medium and low voltages
are: reduction of transmission losses, peak production limited only to local demand,
and easy penetration in remote areas. Furthermore smaller plants allow to reduce the
investment risks and costs; other benefits of DG are smaller plant sizes and installation
time, [66,67]. Therefore micro-generation technologies will play a significant role in the
energy mix by considering that technologies can be installed in hundreds of thousands
of householders and other non-domestic consumers.
For these reasons there has been a great interest of research focusing on the impact
of DG technologies in the electricity and gas distribution network. Results show that
the use of DG can potentially be limited because of the constraints imposed on both
networks if the upgrades of these networks will not be realized, [68,69].
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5.2.2. Micro-generation technologies
Nowadays, the most important technologies of DG in the field of domestic micro-
generation are micro-wind, Photovoltaic (PV) systems, Fuel Cell (FC) plants, and
Combined Heat and Power (CHP) plants, micro-hydro as well as heat-generating tech-
nologies such as solar thermal, biomass boilers, ground source heat pumps (geothermal)
and air source heat pumps [70,71].
A scheme of these technologies is reported in Fig. 5.2 1.
Figure 5.2: Scheme of the main domestic micro-generation technologies.
In general, the technical feature of small-scale of generation technologies are well
known and documented, Therefore, the key features of each micro-generation technology
have been presented below:
Photovoltaic: the solar radiation is converted to electrical energy, by thin layers of
semiconductor material that exhibits the photovoltaic effect. The output power
1Images copyright details are available from the web:
• http://beta.sunfireenergysolutions.com/wp-content/uploads/2012/12/geothermal-heating-and-cool.jpg
• http://www.caelusgreenroom.com/wp-content/uploads/2011/06/solar_wallpaper.jpg
• http://www.universalsun.it/wp-content/uploads/2012/05/solare_termico.jpg
• http://ca.wikipedia.org/wiki/Fitxer:Outunit_of_heat_pump.jpg
• http://www.negrosforests.org/files/Micro-hydro.jpg
• http://upload.wikimedia.org/wikipedia/commons/3/34/Micro_WindMill.jpg
• http://blog.wegowise.com/Portals/107469/images/microCHP.jpeg
• http://www.e-tricity.co.uk/wp-content/uploads/2013/01/BioLyt100_Schnitt_3D.jpg
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depends on the number of solar cells contained in a panel and the number of panels
installed in the plant; furthermore the plant efficiency as the sunlight brightness
available in the site are important factors for determining the output electric power
of the plant. The average electric power installed in a residential roof is 1÷8 kW .
Solar thermal: the energy due to sunlight is converted to thermal energy, mostly in
order to produce heat water. Output thermal power of a solar thermal collec-
tor is constrained by the level of available sunlight, panel efficiency, area and
temperature of collector, i.e. low-, medium-, or high-temperature. The medium-
temperature collectors is commonly used in many countries and the average ther-
mal power produced in a residential roof is 2÷ 10 kW .
Heat pump: electrical energy is used to pump heat energy from a heat source to a
heat sink against a temperature gradient; in fact the thermal energy moves in
opposite direction compared to spontaneous heat flow. The system uses a reverse
refrigeration cycle. Typically the heat transferred can be 2÷ 4 times larger than
the electrical power consumed, it is the principal advantage of this technology.
Nowadays heat pumps can work in either thermal direction to provide domestic
demands of heating or cooling.
Micro-geothermal the thermal energy is generated from geothermal energy. The
available technologies for high power plants are dry steam, flash steam, and binary
cycle. In household application the conventional way to extract the geothermal
energy is by using geothermal heat pumps, also called ground-source heat pumps,
in fact the ground constant temperature (about 10◦ ÷ 12◦ C) that is just a few
meter below the level of the is the principal advantage.
Micro-wind: The wind energy is converted to electrical energy through a wind turbine
and electrical generator. The output electric power is determined by the turbine
size, efficiency and wind speed. In particular the electric power is a function of
wind speed cube, for this reason the wind turbine is usually installed in areas
that exhibits a high average wind speed. The average electric power installed in
a residential roof or backyard is 500÷ 3000 W .
Micro-CHP: the heat and electricity are generated from the chemical energy of fuel
combustion (usually natural gas). The thermal power is usually controlled by
heating and/or hot water requirements, therefore available produced electricity is
used for household needs or fed into the grid. The average powers of this plant
are 1÷ 5 kW and 3÷ 20 kW of electric and thermal power respectively.
Biomass: the thermal energy is produced by chemical energy, usually from the com-
bustion of wood chips or pellets, agricultural biomass, and urban or industrial
refuses. The thermal power is used to deliver the heating and hot water needs.
In domestic application the space available for fuel storage is the principal disad-
vantage of this micro-generation technology.
Micro-hydro: the kinetic energy due to natural flow of water is converted to electricity.
The output electric power is determined by turbine size and site characteristics.
A good hydro site requires consistently high flow rates and a high fall of water.
The average power of this plant is 50÷ 100 kW .
5.2 Brief description of domestic micro-generation 119
Considering the available technologies for domestic micro-generation that produce
electricity, it is possible to summarize that power due to hydro and wind sources requires
more specific site instead the solar photovoltaic plants are the most common renewable
energy that are connected to the grid.
Generally using electricity for heating is very inefficient nevertheless the heat pump
can be improve the efficiency in particular if it is associated to underfloor heating system
(instead of the traditional radiators that works at high temperature as 80◦ C). Therefore
a higher efficiency can be reached by using geothermal heat pump.
The market of wood stoves is in expantion because the pellets are competitive with
oil. However fuel storage space is the principal disadvantage of this technologies. This
heating system can be combined with solar collector heating, which provides hot water
during the summer when the domestic heating is not needed.
Another option for produce the domestic heat and electricity together could micro-
CHP units that have been developed for domestic use. For this reason in the following
this technology is better analyzed.
5.2.3. International policy for micro-generations
The recent strategy of the government highlights that micro-generation technologies
have the potential to make a significant contribution to energy policy goals of tackling
climate change, [69,71].
The market opportunities of new micro-generation technologies depend usually on
political, economic, social, and technological factors. In the literature, an extensive
range of these factors has been presented that can be assumed to affect the operational
environment of energy production and some of these factors have been listed in [69].
The principal deficiency is that the role of environmental issues is not always clearly
defined.
Examples of countries where policies have successfully stimulated micro-generation
integration is reported in [71] and in Table 5.1.
Table 5.1: Examples of countries supports for micro-generation technologies.
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PV Germany France Japan
Spain
Solar Spain France
hot water Israel
Heat pumps Germany France Switzerland Sweden
Finland
Biomass Austria Austria
Germany
CHP Germany Netherlands
Condensing UK Netherlands Netherlands Netherlands
boilers UK
Many studies investigate different scenarios of government intervention in order
to provide an overall picture of the actual and potential future demand for micro-
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generation, and to examine barriers and drivers for take up of micro-generation [69,
71]. Also the impact of different types of policies, cost and demand sensitivities, and
consumer behavior (lack of interest and knowledge) have been analyzed for micro-
generation. Generally the principal problem is that the consumer considers alternative
experimental systems if these performance are better and the cost is lower than existing
systems.
5.3. Domestic nano-CHP system
The cogeneration is the combined production of electricity and heat. In the cogener-
ation these two forms of energy are produced together with a single system. So this
technologies can exhibit a use of fuel thermodynamically efficient. Furthermore CHP
plant has a big advantage, compared to other DG technology, as the power output
can be easily controlled but it has the disadvantage that CHP does not use, generally,
renewable energy.
In domestic application the smaller scale of cogeneration system can be used, that
can be classified by thermal and electric power rate. For micro-CHP (m-CHP) plant
the thermal power rate is generally between 15 ÷ 120 kW and the electric power rate
is 5 ÷ 50 kW instead for nano-CHP (n-CHP) system the thermal power is 3 ÷ 15 kW
and the electric power is 1 ÷ 5 kW . This small scale of CHP plant has for a long
time been impractical, if not at the level of research, but in the recent years there has
been a significant progress in research in order to increase the feasibility of m-CHP
plants, [72,73].
The m-CHP industry is currently small relative to other industries in the energy
sector but it is evolving rapidly. Moreover for several manufacturers, the m-CHP is
envisaged as a promising next generation heating system for countries and regions with
extensive natural gas infrastructures, because the primary fuel for these systems is nat-
ural gas. EcoWill and EcoBlue are commercial example of CHP system, their pictures
are reported in Fig. 5.3 2. EcoWill is a nano-CHP produced by Honda, its nominal
electric power is 1 kW and thermal power is about 3 kW . The EcoBlue is a micro-CHP
produced by Volkswagen with nominal electric power is 20 kW and thermal power is
about 30 kW .
Potential markets for m-CHP are European countries as well as Japan and parts
of the USA and Canada, [72]. In those countries, domestic heating and hot water
are mainly produced inside the house via the conversion of natural gas in boilers and
other heating technologies are only marginally used there. For these reason several
manufacturers have m-CHP on the verge of becoming mass marketed, [74]. Fig. 5.4
reports the trend prevision evolution of the number of m-CHP plants that will be
installed in Europe up to years 2025 [71].
2Images copyright details are available from the web:
• http://world.honda.com/cogenerator
• http://www.volkswagen-antriebssysteme.com/en/produkte/blockheizkraftwerk.html
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(a) EcoWill Honda (b) EcoBlue Volkswagen
Figure 5.3: Example of commercial CHP products.
(a) Total absolute value (b) Average value in a period
Figure 5.4: Evolution trend of m-CHP plants installed in Europe.
5.3.1. Available technologies
In a case of domestic size of m-CHP system the electrical and thermal power can be
produced directly in the site of use with very different technologies and machines. Cur-
rently, there are 4 available technologies of m-CHP systems, [69,72]: Internal Combus-
tion Engines (ICEs), External Combustion Engines (ECEs), Fuel Cells (FCs), [75], and
micro-turbines, [76].
Hereafter the principal small scale CHP characteristics of these technologies in build-
ing applications have been summarized.
• Internal combustion engine or reciprocating engine: the combustion of a
fuel occurs with an oxidizer in a combustion chamber. The power plants based on
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this kind of engine use typically natural gas or diesel oil as fuel instead the bio-
oil or regenerative biomass is still under research. This technology is attractive
because the engine is usually delivered by standard one.
• External combustion engine: the internal working fluid is externally heated
by combustion. The principle cycle of this kind of engine are:
– Stirling: the working gas is generally compressed in the colder portion and
expanded in the hotter portion of engine.
– Rankine: the working gas is generally compressed by the pump and it
expanded in the turbine.
Typical the Stirling engine is the most used ECE. Due to its external combustion
the suitable fuels are various as natural gas or solid fuel (e.g. biomass).
• Fuel cell: it is a device that converts the chemical energy from a fuel into elec-
tricity through a chemical reaction with oxygen (cathode) or another oxidizing
agent (anode). The rapidity of the reaction depends on both the electrolyte and
the catalyst material used on the surfaces of the anode and the cathode. The
principle FC types are:
– PEMFC: proton exchange membrane fuel cell, their distinguishing features
are lower operating temperature, 50◦÷100◦ C, the anode fuel is hydrocarbons
or methanol.
– SOFC: solid oxide fuel cell, it requires a high operating temperatures, 800◦÷
1000◦ C and anode fuel is natural gas or propane.
The principal benefit of the FC is its electrical efficiency (40÷ 50 %) and another
benefit is its very low emission rate (zero with pure hydrogen). Nevertheless the
most important drawback is the investment cost that limits the diffusion of this
m-CHP technologie.
• Micro-turbine is a rotary mechanical device that extracts energy from a fluid
flow and converts it into electricity by electric generator. Typical of micro-turbine
plants are low weight and high rotation speed that allows to reduce the space
requirement for the system. The principal drawbacks are low electrical efficiency,
high price of the technology, and high service costs.
The performance of each technology has been compared by spider chart diagram,
it reports the results on a scale of 1 to 5 that corresponds to a poor and an excellent
performance respectively, as shown in Fig. 5.5 [69].
Fig. 5.6 reports the product life cycle of different micro-CHP technologies [71]. It
highlights that the market for domestic purposes, up to 2015, will be composed mainly
by ICE [74] and ECE Stirling [77,78] with electric power rate about 1÷ 5 kWe.
The micro-CHP plants based on ICE will be considered hereafter in this Chapter.
The reason is because this technology allows, compared to Stirling technology, longer
lifetime, easier power control, and lower emission and noise level. However, currently
the disadvantage of ICE is a higher production cost than Stirling engine [69,73].
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Figure 5.5: Performance of micro-CHP technologies illustrated by spider chart diagrams.
5.3.2. Brief efficiency overview
Many studies highlights the advantages on use micro-CHP for residential applications
[79–82]. At the moment, the research has led to new technologies on the market that
allow to obtain n-CHP plants that exhibit high efficiency (until 95 %), low environmental
impact, low noise, and very easy management and use.
In order to understand better the advantages of a domestic CHP generation respect
to a conventional one, it is necessary to carry out a comparison between these two types
of generation systems. Assuming as conventional scenario that the thermal power is
produced directly to home by a conventional gas boiler and the electricity is bought
from the grid [63,81]. In the cogeneration scenario the domestic heating and electricity
is produced together by m-CHP integrated with a thermal storage system.
Fig. 5.7 reports the average efficiency that has been adopted for comparison of
technologies. It should be highlighted that the generation efficiency of each power
plants is strongly dependent on the adopted technologies [83,84]. The efficiency of each
plants can be: 30÷55 % for electric power plant, 80÷105 % for gas boiler, and 80÷95 %
for n-CHP where 15÷ 30 % for electricity and 80÷ 65 % for heating.
As an example, a typical daily domestic consumptions has been considered with
the assumption that an average daily household needs 6 kWh of electrical energy and
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Figure 5.6: Product life cycle of different micro-CHP technologies.
(a) Electric power plant (b) Domestic boiler
(c) CHP system
Figure 5.7: Example of electric and thermal production efficiency with conventional and
cogeneration production plants.
10 kWh of thermal energy [85–87]. Table 5.2 reports the different fuel demands by using
a n-CHP system or by producing electricity with conventional power plant and thermal
energy with domestic gas boilers. For the purpose of comparing the two types of energy
production, the average efficiency values reported in Fig. 5.7 have been considered for
each technologies. It has been obtained that the combined production of electricity and
heat can save about 20% of primary fuel (and associated emissions of CO2).
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Table 5.2: Example of daily domestic consumptions with two types of production.
Electrical Thermal Losses Fuel
energy energy energy energy
[kWh] [kWh] [kWh] [kWh]
Conventional 6 10 10.2 26.2
production
Cogeneration 6 10 5.4 21.4
production
5.3.3. Components overview
In order to highlight structure and features of each principal component that composes
a domestic n-CHP an example of real system has been used. The chosen n-CHP is
Ecowill household cogeneration system produced by Honda, its nominal output data is
1 kWe for electric power and 2.5 kWth for thermal power. Fig. 5.8 3 shows the structure
of n-CHP and the disposition of its principal components.
Figure 5.8: Principal components overview of EcoWill household gas engine cogenera-
tion unit.
In particular the principal feature of the component highlighted in Fig. 5.8 are
3Image copyright details is available from the web:
• http://world.honda.com/powerproducts-technology/cogeneration/
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reported bellow:
(A) Exhaust silencer: reduces the noise and regulates the flow of the exhaust gas
and air.
(B) Air cleaner: reduces intake chamber pulsation and the noise due to the intake
pathway.
(C) Electrical machine: starts up the ICE and generates electricity, in order to
increase the EM efficiency. It is a three-phase synchronous PM machine.
(D) Muffler: reduces the engine exhaust system pulsation.
(E) ICE: is a four stroke liquid cooled single cylinder that runs by burning natural gas
or LPG (liquefied propane gas), it is designed with vertical layout.
(F) Exhaust heat exchanger: uses the engine and exhaust gas heat to produce
hot water for household use. It is integrated with three-way catalytic converter
(reduce the harmful emissions).
(G) Engine support: reduces booming noise and vibration noise transmitted through
the base.
(H) Hot water connection: delivers the hot water to the home heating system.
(I) Gas valve: supplies and regulates the gas to the engine.
(L) Cool water connection: receives the cool water from the home heating system.
(M) Power converter: converts the three-phase power of EM into single-phase power
that it transfers into the grid.
5.3.4. Grid connection schemes
The n-CHP is a system that seamlessly integrates with other renewable sources installed
in the house. The examples of renewable sources that can be installed in a house are
photovoltaic (PV), micro-wind turbine (m-Wind) and other renewable sources as fuel
cell and biomass. For all these technologies the electric power exceeding house demand
can be delivered to the electric grid.
The conventional connection scheme of the n-CHP with other renewable energy is
shown in Fig. 5.9. With this connection each power source is directly connected to the
grid with their Active Front End (AFE) inverter. This solution allows that: all sources
are independent and direct connected to the grid, simple connection scheme solution,
and all the sources exploit their economic incentives, that the different renewable ener-
gies may have. The principal drawbacks of this solution are that: all the sources need
their AFE inverter and can be introduced voltage stabilization and synchronization
problem.
In the future, a common incentive to all sources of DG could be decided. In this
perspective a more effective connection scheme of the various sources is that shown
in Fig. 5.10, [77]. In this configuration each power source is direct connected to a
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Figure 5.9: Different electricity sources connected according to conventional connection
scheme.
common DC bus. The DC link takes advantage of the easy voltage stabilization without
the synchronization problem over the conventional AC network, which provides a high
power quality and improved reliability, [88]. Another advantage of using a common DC
link to connect all different sources is to use a single AFE converter to connect to the
grid. The power rate of this converter may be smaller than the sum of the power rate
of each sources, because renewable sources generally can not generate simultaneously.
Therefore the power flow of the different sources can be monitored and controlled by
a domestic Energy Control Unit (ECU). The principal drawbacks of this connection
scheme are the complex connection scheme solution because the power flow of each
sources must be synchronized in order to limit the power to the maximum rating of the
common AFE inverter and all the energy sources must have a common incentive.
Figure 5.10: Different electricity sources according to with future connection scheme.
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5.4. Electric drive design
The n-CHP is mainly composed by a gas ICE, an electrical machine, the electric machine
drive, the grid power converter, and a heat exchanger. In Fig. 5.11 the block diagram
of a n-CHP system is shown. In order to design the n-CHP size it is necessary to choose
the control law of the system. There are two main possible operating strategies that
can be adopted, for the first generations of n-CHP, as heat-led or electricity-led, [89].
The future generations may incorporate cost and/or emission minimizing control.
Currently the standard control strategy adopted for n-CHP is heat-led control, that
Figure 5.11: Block diagram scheme of n-CHP system.
means that the control is focused on following domestic heat demand, [72]. With this
strategy of control, auxiliary heat storage systems is required to improve system perfor-
mance. Through this, taking advantage of heat storage, the system can be dimensioned
to cover an average thermal power demand instead of the peak heat power demand.
Then the heat power of the gas engine is smaller; in addition, the smaller heat capa-
bility increases the load factor of the gas engine and improves cost efficiency. This will
allow the n-CHP unit to operate more continuously and, consequently, to avoid frequent
occurrence of transient behavior during startup and shutdown of the engine. It will also
permit to extend the operational time of the n-CHP facility [90].
The electrical power demand exceeding the power generation is covered by the grid.
Conversely when electricity is not needed, generated energy can be delivered into the
electric grid to supply loads elsewhere in the network.
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5.4.1. Test bench overview
The EDLab of Padova is equipped with the Hybrid test bench, shown in Fig. 5.12.
During the three years of the author’s Ph.D. course the Hybrid test bench has been
designed and realized as part of the Ph.D. activities.
(a) Hybrid test bench power-train
(b) Power converters and control unit (c) Under test EM
Figure 5.12: EDLab Hybrid test bench and typical experimental setup overview.
The core of the test bench is a single cylinder Diesel ICE, its parameters are shown
in Table 5.3, directly connected to a synchronous SPM electric machine (under test
EM) and by an external shaft to a brake that has been realized by another EM. The
ICE throttle is controlled by a DC motor. In order to reduce the noise of the system
all moving parts are placed inside a soundproof box.
A block scheme of Hybrid test bench is shown in Fig. 5.13. It highlights that each
EM (i.e. under test and brake) are fed by its own inverter direct connected to the grid.
130
Electrical drive for domestic
nano-CHP application
Table 5.3: ICE parameters.
Parameter Value
Type combustion cycle Diesel
Number of cylinders Single
Piston displacement 280 cm3
Maximum power 4 kW
Maximum speed 4000 rpm
Minimum speed 900 rpm
Start torque 18 Nm
It is noted that all the components are controlled by a single supervisor by a PC.
Figure 5.13: Block scheme of EDLab Hybrid test bench.
The control of this test bench has been specifically designed for the fast test and
tuning of advanced control algorithms for electrical drives. This control is based on well-
known dSPACE® 4 Fast Control Prototyping (FCP) boards combined with Simulink®
software. The dSPACE® boards are plugged into a host PC and connected via a self-
designed interface to a dedicated voltage inverter supplied by the 400 V 3-phase grid.
Novel current and speed control techniques are first simulated, then rapidly compiled
and downloaded to the dSPACE® board, exploiting a user friendly PC based human
machine interface. The high quality software trace utility reduces the development
time with respect to the standard hardware prototype based solutions, which also suffer
of dependence to the adopted processor. The dSPACE® board typical input are the
4More details is available from the web:
• http://www.dspace.de
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Table 5.4: Electric machine parameters.
Parameter Symbol Value
Pole number 2p 18
Slot number Q 27
Stator external diameter De 156 mm
Stack length Lstk 35 mm
Nominal torque TN 10 Nm
Nominal current IN 8 Arms
Phase resistance Rs 1.2 Ω
Direct inductance Ld 3.3 mH
Quadrature inductance Lq 3.3 mH
Efficiency ηmac 88 %
torque sensor, for mechanical power measurements at the shaft, and position sensor, for
synchronize and control the EM.
By this Hybrid test bench different configurations emulating a variety of operating
conditions of n-CHP system or hybrid electric vehicle can be tested.
5.4.2. Electric machine
For n-CHP application the tasks of EM are starting-up of engine and generating elec-
tricity for the house demand and the grid. Therefore high efficiency and high torque
density of the electrical machine are required, further for space reasons usually PM
synchronous machines directly connected to ICE are used for this kind of applications.
Due to the high torque demand, the machine design characteristics are outer rotor,
surface mounted PM, multi-pole, and in order to reduce copper weight the concentrated
tooth wound is used. Typically for domestic CHP application the stator copper and
iron losses are recovered by liquid cooling system integrated with that of the ICE.
The EM especially designed for the Hybrid test bench is an synchronous SPM brush-
less machine with inner stator (27-slot) and outer rotor (18-pole), it ables to deliver a
constant torque profile up to base speed. For the space reason an external diameter
De = 156 mm and a lamination stack length L = 35 mm has been assumed. The EM
has been designed by finite element software FEMM 5 and the estimated efficiency is
η = 88 %. The principal dimensions and datas for the presented EM are reported in
the Table 5.4. Fig. 5.14(a) shows the prototype of electric machine used in this test
bench and the stator and rotor lamination sketch are reported in Fig. 5.14(b).
The EM constant torque loci are reported in Fig. 5.15, such maps have been obtained
by a finite element analysis. As you can notice the MTPA trajectory line is only in q-axis
5More details is available from the web:
• http://www.femm.info/wiki/HomePage
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(a) Prototype (b) EM lamination sketch
Figure 5.14: EM Prototype of Hybrid test bench overview.
up to twice the nominal current, so this demonstrated the typical isotropic behavior of
this kind of SPM machine.
Figure 5.15: Constant torque loci of the electrical machine. The current values are
indicated with the peak ones.
This electric machine is able to deliver 10 Nm of nominal torque and more than
twice that as peak torque during starting-up phase of the engine. As shown in Fig. 5.16
the maximum value of the required torque is 10 Nm at 2200 rpm and the maximum
peak power is 2.5 kW at 2500 rpm.
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Figure 5.16: Nominal torque and power characteristics of the EM prototype.
5.4.3. Power converter
The electric drive for n-CHP application comprises a bi-directional power converter,
it is composed by two stages: a three-phase conventional inverter connected to electric
machine and a full bridge AFE converter, connected to the grid. This connection scheme
of power converter is highlighted in Fig. 5.17.
Figure 5.17: The 3-phase inverter and AFE converter scheme.
The test bench is equipped by only the three-phase inverter so in order to use a
standard single-phase AFE converter, the DC BUS voltage is fixed to VDC = 400 V .
Nevertheless, as shown in Fig. 5.18, the EM inverter is connected to standard three-
phase grid voltage (i.e. 400 V ) so in order to fix the DC bus voltage at level VDC = 400 V
a variac autotransformer has been used, this device reduce the AC voltage level from
5 % up to 120 % of nominal grid volatage. The principal power converter data are
reported in Table 5.5 and a prototype picture is shown in Fig. 5.19.
As it is highlighted by Fig. 5.18 the power drive of Hybrid test bench is an unidi-
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Figure 5.18: The power converter scheme of Hybrid test bench.
Figure 5.19: The power converter prototype of Hybrid test bench.
rectional power converter, composed by four stages: a three-phase inverter connected
to EM, a brake branch in order to maintain the DC BUS voltage fixed to VDC = 400 V
during generating phase, a diode rectifier, and variac autotransformer. These last two
devices has been used only during the startup of the engine i.e. when energy is taken
from the grid.
5.4.4. EM control scheme
The control technique principle adopted for the n-CHP is heat-led control so the target
of electric machine control is to generate as higher electric power as possible, following
the heat demand. The control laws of the electrical machine impose constant speed
operation and generate a reference torque delivered by speed loop. The constant speed
operation allows to make optimal the overall performance (e.g. lower noise and vi-
bration) of the ICE. The principal task of AFE converter control is to maximize the
power extracted from the EM source and to transfer it to the grid without violating the
grid quality standards, in addition it should be able to regulate the active and reactive
power exchanged with the grid. The EM and AFE control schemes are highlighted in
Fig. 5.20.
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Table 5.5: Three-phase inverter parameters.
Parameter Symbol Value
Inverter voltage (ph-ph) VAC 350 Vrms
Max DC link voltage VDC 500 V
Brake resistance Rb 50 Ω
Phase current IAC 20 Arms
Switching frequency Fsw 15 kHz
Efficiency ηinv 91 %
Figure 5.20: Power converter control scheme of domestic n-CHP, the control schemes
of EM inverter and AFE power converter are highlighted.
In order to synchronize the power flow generated by EM with the grid the AFE
control should be able to estimate the frequency and phase-angle of the single-phase
signals. In the literature various methods have been proposed in [91–95]. In Fig. 5.20
is reported the AFE control based on Phase Locked Loop (PLL). It is a closed-loop
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feedback control system, which synchronizes its output frequency signal (as well as in
phase) with the grid voltage fundamental component, this method is the most widely
accepted one, due to their simplicity, robustness, and effectiveness, major detail of this
technique can be found in [92].
As reported in Section 4.3 the SPM electric machine is controlled in constant speed
operation. The EM control scheme is shown in Fig. 5.20. In order to generate a
higher level of the torque, the stator current vector has to be synchronized with the
rotor polar axis (d-axis), so an encoder or a resolver can be used for the purpose of
synchronization but sensorless control can be implemented for the future development.
Fig. 5.20 highlights that two current loops are implemented for the d and q-axis currents.
According to the MTPA control and the SPM configuration, the d-axis current is kept
to zero and the q-axis current reference is delivered by the speed loop regulator as torque
demand.
The EM control that has been implemented in the Hybrid test bench is reported
in Fig. 5.21. It can be noted that this control scheme is equal to that reported in the
Fig. 5.20 but the AFE block has not been implemented in the test bench and it has
been replaced with a brake branch, it is composed by a chopper converter and power
resistors (about 3 kW ).
Figure 5.21: EM control scheme of Hybrid test bench.
5.4.5. Simulation and experimental results
To verify the performance of the EM control, it has been modeled by Simulink® and
it is reported in Fig. 5.22. In this simulation model the current axes decoupling and
e.m.f. compensation have been implemented, moreover the PI regulators have been
designed in discrete time. The SPM model reported in Fig. 2.5 is adopted in the
Simulink® simulation analysis. Besides, a simplified diesel ICE model has been realized
using experimental measurements for the engine speed ripple. Fig. 5.23 shows the ICE
speed ripple measurements that have been carried out in two throttle level conditions
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Figure 5.22: Speed control model of SPM machine connected to ICE realized by
Simulink®.
(minimum and maximum value) corresponding to the minimum and maximum speed
of ICE.
(a) Minimum throttle level (b) Maximum throttle level
Figure 5.23: ICE speed ripple experimental measurements in two throttle level condi-
tions.
The most critical phase in n-CHP application, is the starting phase of the thermal
engine by the electrical machine, because this phase needs a high torque, about twice
the nominal torque. Therefore the EM control performance has been simulated and
tested by experimental test bench during the engine starting and electricity generating
conditions. In particular the torque and the speed of electric machine during these
phases have been observed.
Reference speed and the actual one of the system are shown in Figs. 5.24(a) and 5.24(b)
in the case of simulation analysis and experimental tests respectively. For the startup of
ICE a speed step of 1200 rpm is commanded. It can be note that at speed of 1000 rpm
there is the engine ignition, so up to this speed the EM works as a motor instead for
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higher speed the EM works as generator, for each position of the throttle, and its electric
energy is transferred to the DC bus. In the test bench case the DC bus voltage rises is
controlled by a brake resistor. One can note the speed oscillations due to torque ripple
of the four stroke ICE in both cases, i.e. during simulation and experimental test.
(a) Simulation result
(b) Experimental result
Figure 5.24: Reference and actual speed during the engine startup phase and generation
phase.
Reference torque and the ICE average torque are reported in Fig. 5.25(a) during
the simulation analysis and in Fig. 5.25(b) during the experimental measurements.
Both results highlight that during the startup of ICE the request EM torque is about
20 Nm, i.e. twice the nominal value. Moreover, in order to maintain the constant speed
operation the electric machine torque increases when the engine throttle position passes
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from medium value to maximum one.
(a) Simulation result
(b) Experimental result
Figure 5.25: Actual EM torque and reference ICE torque during the engine startup
phase and generation phase.
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5.5. Diesel ICE simplified model
In this Section an effective ICE model of the Hybrid test bench engine will be described.
The model of the ICE, reported in Subsection 5.4.1 and shown in Fig. 5.13, allows
to study the problem of the engine torque oscillation directly in simulation; so the
experimental tests can be carry out only using the best techniques that reduced the
oscillation phenomena.
The nonlinear geometry of the ICE’s piston and crank mechanism has been modeled
by Simulink® software using the engine fundamental kinematic equations, [96–99]. In
Fig. 5.26 a schematic representation of a single-cylinder four-stroke Diesel engine geom-
etry and its basic parts are shown. Table 5.6 reports a notations list that has been used
in this analysis.
Figure 5.26: Geometry and notations of Diesel ICE.
5.5.1. Trigonometric analysis
The kinematic analysis consists in determining the piston evolution, xc, as function of
crank angle, α. The coordinate xc is given by the simple relation:
xc(α, β) = r cos(α) + c cos(β) (5.1)
and with assumption that r sin(α) = c sin(β) it is possible to simplify equation (5.1) in
this way 6 :
xc(α) = rcos(α) + c
√
1− r
2
c2
sin(α)2 (5.2)
6The positive sign above the square root is because the β value is between [−90; 90] and then cos(β)
is always greater than zero.
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Table 5.6: Notations list.
Symbol Definition
x Cylinder axis
y Axis perpendicular to the x-axis and
crankshaft rotation axis
z Horizontal axis coplanar with x and y-axes
xmax Maximum distance between crankshaft rotation axis
and the cylinder head
xc Distance between crankshaft rotation axis
and the cylinder head
α Angle between the crank axis and the
x-axis, increasing clockwise
ϑ Angle between x-axis and z-axis,
increasing counterclockwise
β Angle between the connecting rod axis and the
x-axis, increasing counterclockwise
r Crank length
d Piston bore
c Connecting rod length
a, b coordinates of the connecting rod gravity center
in relation to its extreme
G Connecting rod mass center
notation xc(α) highlights that this variable depends on the angle α. The speed of the
connecting rod has been obtained from differentiating xc(α) as a function of time:
x˙c(α) =
(
−r sin(α)− r
2 sin(α) cos(α)√
c2 − r2 sin(α)2
)
α˙ (5.3)
differentiating further ˙xc(α) the acceleration of the piston is obtained:
x¨c(α) = −r
2(2c2 cos(α)2 + r2 sin(α)4 − c2)
(c2 − r2 sin(α)2) α˙
2 − [r cos(α)] α˙2 + x˙c
α˙
α¨ (5.4)
for different values of α, the mass center of the connecting rod changes along the x-axis,
indicated with xG(α), and along the y-axis, indicated with yG(α). This point forms an
angle with respect to the x-axis called σ, that is equal to the opposite of the angle β.
σ(α) = − arcsin
(r
c
sin(α)
)
(5.5)
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The first and second derivatives of σ(α) are described in the following equations:
σ˙(α) = −
r
c cos(α)√
1− ( rc sin(α)2)
α˙ (5.6)
σ¨(α) =
r
c sin(α)
√
1− ( rc sin(α))2
1− ( rc sin(α))2
α˙2 −
r2 sin(α) cos(α)2
c
√
c2−r2 sin(α)2
1− ( rc sin(α))2
α˙2 + α¨
σ˙
α˙
(5.7)
The x-coordinate dynamics of point G is:
xG(α) = r cos(α) + a cos(σ) = cos(α) + a
√
1−
(r
c
sin(α)
)2
(5.8)
x˙G(α) = −ar
2
c2
cos(α) sin(α)√
1− ( rc sin(α))2
α˙− [r sin(α)] α˙ (5.9)
x¨G(α) = −ar2 2c
2 cos(α)2 + r2 sin(α)4 − c2√
1− ( rc sin(α))2
α˙2 − [r cos(α)] α˙2 + x˙G
α˙
α¨ (5.10)
Similarly, the y-coordinate dynamics of point G is:
yG = b
r
c
sin(α) (5.11)
y˙G = b
r
c
cos(α)α˙ (5.12)
y¨G = b
r
c
[− sin(α)α˙2 + cos(α)α¨] (5.13)
5.5.2. Dynamic analysis
The acting force on the piston due to the cylinder internal pressure, Fp, is defined as:
Fp = Pipi
(
d
2
)2
− Patmpi
(
d
2
)2
(5.14)
where Pi is the internal cylinder pressure and Patm is the atmospheric pressure. The
gravitational force due to the piston weight, Fmp , is:
Fmp = mpg cos
(
θ − pi
2
)
(5.15)
where mp is the piston mass and g is the gravitational acceleration. The system kinetic
energy is given by the sum of two components due to the translations and the rotations
of the various rigid bodies of the engine. The analyzed engine can be considered as a
system with a single degree of freedom and so it may be reduced like a system constituted
by a single rotating component. The parameters that describe the new reduced system
are called reduced torque M∗, and reduced inertia I∗. The system power, P , can be
expressed by the following relation:
P = M∗α˙ (5.16)
that is equal to the sum of the power generated by the forces applied to the system
itself:
P = Mextα˙− Fpx˙c − Fmp x˙c − Pcrort ˙yG − Pcrparal x˙G (5.17)
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where Mext is the external torque applied to the crank, Pcrort = mcrg cos(θ) and
Pcrparal = mcrg sin(θ) are respectively the y-axis and x-axis components of the connect-
ing rod weight force (with mass mcr). From equations (5.16) and (5.17) it is possible
to obtain the equation of the torque M :
M∗ =
P
α˙
= Mext︸ ︷︷ ︸
external
− Fp x˙c
α˙︸ ︷︷ ︸
pressure force
− Fmp
x˙c
α˙︸ ︷︷ ︸
piston weight
−Pcrort
˙yG
α˙
− Pcrparal
x˙G
α˙︸ ︷︷ ︸
connecting rod weight
(5.18)
Indicating with τ = x˙α˙ the ratio between the two velocity it is possible to compute the
mechanism torque:
Mmec = Fpτxc + Fmpτxc + PcrortτyG + PcrparalτxG (5.19)
The total kinetic energy is given by the following relation:
Ec =
1
2
I∗α˙2 =
1
2
mpx˙c
2︸ ︷︷ ︸
piston
+
1
2
Imα˙
2︸ ︷︷ ︸
crank+flywheel+shaft
+
1
2
mcrx˙G
2 +
1
2
mcr ˙yG
2 +
1
2
Icrσ˙
2︸ ︷︷ ︸
connecting rod
(5.20)
where Icr is the connecting rod inertia (which rotation axis passes through its mass
center) and Im is the inertia given by the sum of the crank, the flywheel and the
crankshaft. In equation (5.20) the connecting rod kinetic energy has been computed
with the second theorem of Konig. From equation (5.20) and using the definition of τ ,
the relation between the reduced inertia and the angle α is obtained:
I∗ =
2Ec
α˙2
= mpτ
2
xc︸ ︷︷ ︸
piston
+ Im︸︷︷︸
crank+flywheel+shaft
+mcrτ
2
xG
+mcrτ
2
yG
+ Icrτ
2
σ︸ ︷︷ ︸
connecting rod
(5.21)
The power system, P has been calculated by following equation:
P =
dEc
dt
=
d
(
1
2I
∗α˙2
)
dt︸ ︷︷ ︸
overcome inertia
+ Bα˙2︸︷︷︸
dissipated by friction
= M∗α˙ (5.22)
where B is friction coefficient of the engine and it is assumed constant in this analysis,
so M∗ becomes:
M∗ =
P
α˙
=
1
2
dI∗
dα
α˙2 + I∗α¨+Bα˙ (5.23)
where:
1
2
dI∗
dα
= mcr
dτxG
dα
τxG +mcr
dτyG
dα
τyG + Icr
dτσ
dα
τσ +mp
dτxc
dα
τxc
Equating equations (5.19) and (5.23) the following fundamental equation has been ob-
tained:
Mext −Mmec = 1
2
dI∗
dα
α˙2 + I∗α¨+Bα˙ (5.24)
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5.5.3. Diesel cycle work analysis
As already said, the engine is a four-stroke ICE, so the ideal thermal hysteresis Diesel-
cycle follows these distinct processes:
• charge of air, line 5-1;
• isentropic transformations, line 1-2 and 3-4;
• constant pressure transformation, line 2-3;
• constant volume transformation, line 4-1;
• discharge of exhaust gas, line 1-5;
As an example, Fig. 5.27 reports the simulation results of the implemented cycle in two
different working condition, i.e. at minimum and maximum throttle level.
(a) Minimum throttle level (b) Maximum throttle level
Figure 5.27: Thermal Diesel hysteresis cycle of simulation model with two levels of
throttle command.
By knowing the position of the connecting rod head as a function of α, it is possible
to obtain the internal volume of the cylinder Vi, through the following relation:
Vi(α) = (Xmax − lp − xc(α))
(
A
2
)2
pi (5.25)
where lp is the piston length.
Considering two consecutive instants i and j of an adiabatic reversible transformation,
the fundamental Poisson equations of pressure and temperature are:
Pi =
(
Vj
Vi
)γ
Pj (5.26)
Ti =
(
Vj
Vi
)γ−1
Tj (5.27)
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where γ is the ratio between the specific heat at constant pressure, cp, and specific heat
at constant volume, cv. The engine thermal work is the sum of the heat fluxes exchanged
in the various Diesel-cycle transformations. Neglecting the work used during the intake
phase (line 1-5) and exhaust phase (line 5-1) the heat released during the adiabatic
transformations (line 1-2, compression and line 3-4, expansion without combustion)
becomes zero, while the heat exchanged during the isobaric transformation (line 2-3) is
equal to:
Q23 = cpn(T3 − T2) (5.28)
where n is the number of air moles present in the combustion chamber without con-
sidering the moles increase due to the injection of fuel. This approximation has been
introduced because at each cycle the injected fuel moles are always at least three orders
lower compared to the air moles inside the combustion chamber. Furthermore, this
approximation had already been used during the studied of isobar transformations and
isochore transformations. In fact, the state equation of an ideal gas is:
PV = nRT (5.29)
where R is an universal gas constant. The heat flux during constant volume phase, line
4-1, is:
Q41 = cvn(T4 − T1) (5.30)
The work thus produced (excluding intake and exhaust) results:
Lt = Q23 −Q41 (5.31)
Finally, it is possible to calculate the efficiency of the machine, η:
η =
Lt
Q23
(5.32)
5.5.4. ICE model validation
Following mathematical relationships described above a simplified analytical model of
the single cylinder diesel engine has been modeled by Simulink® software. In order to
validate this model, it has been compared with experimental measurements carried out
in the real diesel ICE of the Hybrid test bench. Fig. 5.28 shows the simulate piston
torque compared with real ICE torque measured through torque sensor. Fig. 5.29
reports the comparison of simulated and measured shaft rotating speed in two throttle
conditions, in particular at minimum and maximum value respectively. Both Figs. 5.28
and 5.29 show that the engine analytical model has the same behaviour of the real one
in all the working points. The minimal difference from the two model are due mainly
to the fact that part of the air between the piston and the cylinder head has been lost
due to the imperfect sealing of elastic bands.
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Figure 5.28: Experimental and simulated results of piston torque performance with
throttle at minimum value.
(a) Minimum throttle level (b) Maximum throttle level
Figure 5.29: Experimental and simulated results of shaft speed performance with two
levels of throttle command.
5.6. Torque damping techniques
In the field of domestic n-CHP system, still open issues are the system vibration and
noise mainly for comfort reason because this size of cogeneration plants are generally
installed directly inside the house. Moreover the system vibrations reduce the life time
of the components and so the reliability of the system.
In fact for n-CHP application typically a single cylinder ICE is often used which pro-
duces a pulsating torque which is reflected in speed oscillations in the engine shaft.
This phenomena is reported in Fig. 5.30 by using the simulation engine model above
described. The Fig. 5.30 highlights as the average torque value is very small, about
10÷ 15 times lower, compared to peak one.
The most popular solution to reduce speed oscillations is to increase the flywheel
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Figure 5.30: Example of engine oscillating torque in a working point.
mass of the system, but in n-CHP application it is not desired because it implies an
increase of volume, weight, and cost of the system. In the literature there are many
studies on this issue [99–102]. These researches have led to use active damping tech-
niques, derived from the research in the field of hybrid electric vehicles (HEVs), by using
of these techniques it is possible to minimize the mass and volume of the flywheel.
These active damping technique consist of using the EM, directly coupled to the
ICE shaft, as active torque actuator that contrasts the engine torque oscillations. In
other word the electrical machine is controlled as generator during expansion stroke
(i.e. excess of engine torque) and as a motor during compression stroke (i.e. deficit of
engine torque). The main advantage of applying this torque damping technique at CHP
respect to HEV is that the reciprocating energy should not be stored in ultra capacitors
because the CHP is direct connected to the grid.
5.6.1. EM prototype
As already outlined in n-CHP application usually outer rotor a PM synchronous ma-
chines are used because this kind of EM exhibits high torque density and high efficiency,
so this choice allows to limit the EM volume.
The electric machine adopted for this studies is PM synchronous EM with 18-slot
and 16-pole and external rotor configuration. The EM lamination sketch of the stator
(internal) and the rotor (outer) is shown in Fig. 5.31(a). The winding scheme has been
computed by Koil 7 program and it is reported in Fig. 5.31(b) where 1 indicate clockwise
and −1 counterclockwise.
7More details is available from the web:
• http://koil.sourceforge.net/
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(a) Lamination sketch (b) Winding scheme
Figure 5.31: EM lamination sketch and winding scheme.
Table 5.7: Electric machine parameters.
Parameter Symbol Value
Pole number 2p 16
Slot number Q 18
Stator external diameter De 150 mm
Stack length Lstk 45 mm
Nominal torque TN 15 Nm
Nominal current IN 4 Arms
Phase resistance Rp 1.0 Ω
Direct inductance Ld 7.9 mH
Quadrature inductance Lq 12.1 mH
Efficiency ηmac 89 %
In order to determine the parameters and electromechanical performance, this elec-
tric machine has been designed and analyzed by finite element software FEMM. The
EM is able to deliver a continuous torque of 10 Nm up to 2400 rpm at nominal current
of 4 Arms. During engine starting-up phase it is capable of delivering about 20 Nm.
The EM is located near the ICE so in order to reduce the Joule losses the current den-
sity in the stator winding has been fixed about 6 Arms/mm2. The principal geometry
data and parameters are reported in Table 5.7. In order to reach a high torque density
the NdFeB material has been adopted for PM.
The torque oscillations of the EM as function of the electric angle has been computed.
Fig. 5.32(a) shows the cogging torque waveform, i.e. in no current condition. The torque
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ripple at the nominal current is reported in Fig. 5.32(b), it can be observed that the
torque oscillations to the nominal current are lower than ±5% respect to the average
torque, it is a good value for this application.
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Figure 5.32: Cogging torque computed without current and torque ripple computed
with nominal current.
The torque and power characteristics of the electric mechanical are reported in
Figs. 5.33(a) and 5.33(b) respectively. In which the characteristics computed with
nominal current (IN ) and in overload condition (i.e. twin nominal current, 2IN ) are
highlighted.
In order to control the EM along the MTPA trajectory the constant torque loci of
the EM has been computed. Fig. 5.34(a) reports such maps that is computed by finite
element analysis and Fig. 5.34(b) shows the map obtained by experimental measure-
ments. As you can notice, in both maps the MTPA trajectory is only in q-axis up to the
nominal current, instead for higher currents the EM is slightly affected by saturation.
Fig. 5.35 shows the EM prototype photo. This EM has been installed in Hybrid
test bench seen in Subsection 5.4.1, the new power train of the test bench is reported
in Fig. 5.36.
5.6.2. Reference case, conventional speed regulator
The EM is controlled by constant speed operation and the control scheme is that re-
ported in Fig. 5.21. Please note that Fig. 5.24(b) highlights the speed oscillation due
to engine pulsating torque. This measurements have been carried out with classical PI
regulator as speed controller; it scheme is shown in Fig. 5.37. The obtained results with
this controller are indicated as Reference case and the performance of this control is
used as term of comparison for the three different active damping techniques.
In order to find the optimal active damping for n-CHP application, three different
techniques have been investigated by means of simulation and experimental test in the
same working condition. In all experimental measurements the rotor speed of the system
is controlled by the drive at 125 rad/s. In order to see only the effects of the active
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(a) Torque characteristic
(b) Power characteristic
Figure 5.33: EM torque and power characteristics with nominal and twin nominal
current.
damping in the speed oscillation the engine throttle value has been adjusted up to the
EM average torque is null, i.e. the EM works only as active damping actuator.
The results of Reference case is reported in Fig. 5.38, in particular Fig. 5.38(a)
highlights a speed undershoot of 16 % and un overshoot of 8 % compared to the speed
reference value. Fig. 5.38(b) shows that there is a positive torque of about 4 Nm during
compression engine phase instead during the other engine phase the average torque is
approximately null.
Hereafter three of the most effective solution has been reported; however other
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(a) Simulation
(b) Experimental
Figure 5.34: Constant torque loci maps of the electrical machine, that are obtained by
simulations and experimental measurements. The current values are indicated with the
peak ones.
solutions are available in the literature, [99,101,102].
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Figure 5.35: Electric machine prototype.
Figure 5.36: Power train overview of Hybrid test bench.
5.6.3. Method 1, speed error feed-forward
The regulator scheme of the first active damping technique, indicated as Method 1, is
reported in Fig. 5.39. It consists in increasing the bandwidth of the classical speed
loop. To this purpose the PI speed regulator has been modified adding a parametric
anti-windup to the integral part and connecting a feed-forward signal proportional to
the error speed at the output [55]. The output of the so modified regulator, i.e. the
current module, has been limited at the double of the nominal current.
The results of this first active damping technique is reported in Fig. 5.40. Compared
to the Reference case the Fig. 5.40(a) highlights that the average speed oscillations are
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Figure 5.37: Conventional PI regulator, Reference case.
(a) Speed (b) Current
Figure 5.38: Speed and current waveforms, Reference case.
reduced but not really the overshoot and undershoot peaks due to compression and
expansion engine phases respectively. Fig. 5.40(b) underlines that the EM is controlled
as motor during piston compression and as generator during piston expansion.
5.6.4. Method 2, estimate torque feed-forward
The second damping technique, indicated as Method 2, foresees the use of an observer
to carry out a torque feed-forward, [103, 104]. It estimates the ICE torque from the
rotor position measurements, estimate EM torque (proportional to the current), and
load model of of electric machine. In this damping technique no additional measures
is necessary because rotor position information is available from the EM control and
other information are contained by the knowledge of the EM parameters. The control
technique block scheme is reported in Fig. 5.41.
The results of this second method is shown in Fig. 5.42. Compared to the Reference
case in Fig. 5.42(a) it highlights that the speed oscillations decrease and the speed
undershoot peak has been reduced of 8 %. Fig. 5.42(b) shows similar behavior of this
technique respect to Method 1 but in this case during piston expansion the EM is
strongly controlled as generator in order to reduce the typical torque oscillation of this
engine phase.
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Figure 5.39: Speed regulator with anti wind-up and additional speed error feed-forward,
Method 1.
(a) Speed (b) Current
Figure 5.40: Speed and current waveforms with Method 1.
5.6.5. Method 3, real torque feed-forward
In last technique, indicated as Method 3, the damping has been realized by feed-forward
of the real ICE torque. The value of this is obtained by the approximation of real engine
torque with a rectangular waveform synchronized with shaft angle, [100]. The real ICE
torque is obtained from the analytically model that has been reported in Section 5.5.
Fig. 5.43 shows this control technique block scheme.
The results of this second method is shown in Fig. 5.44. Respect to the Reference
case with this technique the speed undershoot peak has been reduced of 10 % but as
underlined in Fig. 5.44(a) this technique introduces a DC component that increases
the average speed value, this is pointed out in from Fig. 5.44(b). In fact the EM after
generator phase is still controlled as motor for a short period and this introduces a DC
component in average speed.
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Figure 5.41: Speed regulator with estimate torque feed-forward, Method 2.
(a) Speed (b) Current
Figure 5.42: Speed and current waveforms, Method 2.
5.6.6. Final considerations
In order to choose the best solution, that reduces the torque ripple of ICE, all techniques
are investigated in the same working condition, i.e. the rotor speed of the system is
controlled by the drive at 125 rad/s. Furthermore, in all investigated cases the EM
is not sized to fully compensate the ICE torque ripple otherwise it would become too
large, in fact the engine peak torque during piston expansion is 180 Nm instead the
EM peak torque is about 25 Nm.
Compared to a Reference case, reported in Fig. 5.38(a), the performance improve-
ments of all active damping techniques, in term of speed oscillation, are highlighted in
Figs. 5.40(a), 5.42(a), and 5.44(a). Instead Figs. 5.40(b), 5.42(b), and 5.44(b) show the
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Figure 5.43: Speed regulator with real torque feed-forward, Method 3.
(a) Speed (b) Current
Figure 5.44: Speed and current waveforms, Method 3.
increase of EM peak current during the damping phase, however in the real domestic
n-CHP system any additional EM losses would be retrieved from the cooling system of
the engine.
To better compare these techniques a frequency analysis of the speed has been
carried out. Fig. 5.45 reports the Fourier analysis: the fundamental frequency of the
signal is 10 Hz and it highlights that all techniques reduce the speed harmonic especially
the components of 5th order.
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Figure 5.45: Speed harmonic components of all techniques.
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The basic fundamental of hybrid electric vehicle behaviors are presented. The principal
energy storage technologies adopted for this kind of application are reported. An example
of the first commercial hybrid electric scooter with parallel hybrid philosophy is shown.
An effective power-train of hybrid electric motorcycle is discussed. Finally an example
of hybrid electric motorcycle design choices are fully investigated, moreover the chosen
solution has been validated with the realization of a motorcycle prototype which has been
tested on test bench and on racetrack.
6.1. Aim of this work
THE TOPIC of the project, that will be presented in this Chapter, is the develop-ment of a mild hybrid motorcycle prototype. In the period between 2009 and 2012
(i.e. during the three years of the author’s Ph.D. course), EDLab of Padova has been
involved in a regional project called MO.bi, leaded by PIAGGIO company. The MO.bi
acronym means “MOtociclette bimotorizzate”.
The goal of this project was to improve the performance of a given motorcycle in
terms of torque at low motor speed by replacing its conventional alternator with a new
electric machine suited to improve the torque of the original ICE and to reduce emissions
of the vehicle. The project involves 6 partners from university and companies, which
are highlighted in Fig. 6.1.
For these reasons some parts of this work have been carried out with the partner-
ship of external companies. This collaboration allowed to realize a working prototype
and it underlined the implementation problem during the design process. Furthermore
effective solutions respect to the complex ones made it possible to contain the prototype
costs.
Several parts of this project have been presented by the author in international
conferences developed to this research field [104–110]. In particular, in this Chapter,
the work presented in [105,107] are widely described.
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Figure 6.1: Universities and companies mainly patenters of MO.bi project.
6.2. Hybrid electric vehicle overview
6.2.1. History evolution
In recent years the interest for Hybrid Electric Vehicle (HEV) is growing up nevertheless
the concept of this kind of vehicle is almost as old as the automobile itself [111, 112].
Historically the electric machine assisted the ICE to provide an acceptable level of
performance, because the dawn of ICE technologies was less advanced than EM. So the
lower of fuel consumption was not considered as primary purpose of this technologies.
The first HEV is Pieper vehicle, it was presented at the Paris Salon of 1899 [111], it
was realized by the Pieper establishments of Liège, Belgium and by the Vendovelli and
Priestly Electric Carriage Company, France. The Pieper vehicle hybridization scheme
was a parallel one, it was composed by a small air-cooled gasoline ICE assisted by
an electric motor and lead-acid batteries. The tasks of EM was the engine startup
and supporting the ICE when driving power required was greater than its rating. The
battery were charged by ICE when the vehicle was standstill.
The other HEV introduced at the Paris Salon of 1899, but with series philosophy,
was derived by EV commercially built by the French firm Vendovelli and Priestly [111].
It was a three-wheels vehicle, where each of two rear wheels were connected to two
independent EM. The gasoline ICE was used to extend the vehicle range by recharging
the batteries.
Despite the great creativity the early HEVs could no compete with the greatly
improved gasoline ICEs in terms of power density and efficiency after the World War I.
So the supplementary cost of EM, the low reliability lead acid batteries, and the difficulty
of controlling EM were key factors in the disappearance of HEVs from the market
[111,112].
In the recent years the Japanese manufacturers (Toyota and Honda) had given the
most significant effort in the development and commercialization of HEVs. In 1997,
Toyota released the Prius sedan and Honda released its Insight and Civic Hybrid in
Japan. These HEVs have historical value in that they are the first hybrid vehicles
commercialized that responded to the problem of fuel consumption and the emissions
[111,112].
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Nowadays the development of HEVs is continuously evolving especially for vehicles
with four-wheels. The number of models of Alternative Fuel Vehicle (AFVs) and hybrid
electric vehicles, broken down by manufacturer, offered by original equipment manu-
facturers from 1991 to 2012 is reported in Fig. 6.2 [113]. The chart highlights that the
number of models has increased relatively steadily over the period shown. As can note
that GM, Ford, and Chrysler dominate the offerings in all years, primarily because they
offer the many models of flex-fuel vehicles. Fig. 6.3 reports the number of HEVs sold
Figure 6.2: HEV and AFV models offerings by automotive manufacturer.
Figure 6.3: HEVs sold in USA.
in the USA in the period between 1999 and 2012 [113]. It highlights that sales surged
in 2005 due to tax incentives or rebates that the federal government and many states
offered to purchasers of HEVs. The Toyota Prius has been the top-selling HEV model
since its introduction in 2000. During the Great Recession, between 2008 and 2011,
there was a decline in sales it was consistent with overall declines in vehicle sales in that
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period. The increase in 2012 can be attributed to economic recovery and increased fuel
prices.
6.2.2. Concept of hybrid vehicle
A hybrid electric vehicle is a vehicle powered by a combination of a conventional ICE
an electric machine. The power flow of these two power sources can be connected in
series or in parallel. Generally the ICE provides the main power and all the energy for
the vehicle. The tasks of EM is to increase the system efficiency and to reduce fuel
consumption and emission (by recovering kinetic energy during regenerative braking).
All these advantages make HEVs the most promising alternatives for the next generation
vehicles [114,115].
The principal advantage of EM is its quick power response, during normal driving
it can optimize the operation of the ICE by adjusting the engine torque and speed. In
fact, due to frequently accelerating, decelerating, and climbing up and down grades, the
conventional vehicle load power varies randomly as reported in Fig. 6.4. It highlights as
the load power can be decomposed into two components: one is average power, which
has a constant value, and other is dynamic power, which has a zero average [112, 114].
For this reason actually in the HEV the ICE can be sized to supply the average power
and the dynamic part can be supply by EM, so with this design choice the total electrical
energy output should be zero in a whole driving cycle.
Figure 6.4: Example of load power profile of vehicle and its average and dynamic
components.
A variety of different HEVs are commercially available today. The HEVs can be
defined with their level of hybridization [113,116]:
Micro hybrid: the EM is used to shutoff and startup the engine when the vehicle
stops at traffic lights or in stop-and-go traffic, it can be called start-stop system.
In this kind of HEV the electric power is about 1 ÷ 5 kW , the battery voltage
level is the conventional one (12 V ), the vehicle prize increase of 2÷ 4 % and the
fuel consumption can be reduce of 3÷ 12 %.
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Mild hybrid: the EM has the same purposes of micro hybrid vehicle but in addition
the EM helps engine power during accelerating phase furthermore can recover the
kinetic energy of braking. Generally the mild hybrid systems cannot power the
vehicle using electricity alone. In mild HEV the electric power is about 8÷25 kW ,
the battery voltage level is 36÷150 V , the vehicle prize increase of 15÷25 % and
the fuel consumption can be reduce of 15÷ 25 %.
Full hybrid: EM have more powerful and therefore batteries size is larger. In addition
of mild HEV it can drive the vehicle on just electric power for short distances and
at low speeds. In this system the electric power is about 30÷150 kW , the battery
voltage level is 250÷ 350 V , the vehicle prize increase of 30 ÷ 45 % and the fuel
consumption can be reduce of 30÷ 40 %.
6.2.3. Available architectures
In the HEVs due to the dual power sources there are several available power-train
architectures to combine the electric machine power with the ICE one and different
control strategies to control each power sources. In Fig. 6.5 the classical power-train
classification have been reported [112,114,115,117].
(a) Series hybrid (b) Parallel hybrid
(c) Series-parallel hybrid (d) Complex hybrid
Figure 6.5: Power-train classification of HEVs.
Nowadays, the most used power-train architectures are:
Series hybrid: the series hybrid configuration is reported in Fig. 6.5(a), it is one of
the first hybrid topologies to be used in commercial vehicles because there is
no mechanical coupling of the power sources. The ICE is commonly used to
complement the energy shortage of batteries. Therefore, the EM can receive
electricity directly from the ICE, or from the batteries, or both. Decoupling
between the engine and the wheels allows to control the ICE speed independently
from the vehicle speed. This behavior can simplify the engine control and increase
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its efficiency because the engine operates at its optimum speed. In addition the
engine can be located anywhere in the vehicle.
Parallel hybrid: Fig. 6.5(b) reports the configuration of a parallel hybrid power-train.
The EM and ICE can both deliver power in parallel to the wheels. The engine
and electric machine are coupled by mechanical mechanism as clutch, gears, belts,
or pulleys. Both power sources can deliver power to the wheels in combined or
separated mode. The EM can be used as generator to recover the kinetic energy
and as a motor during the engine boost phase.
Series-parallel hybrid: the series-parallel hybrid configuration is shown in Fig. 6.5(c).
It incorporates the main features of both the series hybrid power-train and the
parallel one. Unlike to series hybrid the series-parallel one has a mechanical link
between the ICE and the wheels. In addition compared to a parallel configuration
the series-parallel hybrid adds another EM that is used as a generator. Thanks
its features this configuration can increase the performance like fuel efficiency and
driving performance for this reason it is a popular choice even though it increases
the cost and complexity of the system.
Complex hybrid: with this architecture the use of multiple EM and planetary gear
systems are adopted as shown Fig. 6.5(d). One typical example is a four-wheel
drive system that is realized through the use of two separate drive axles. The first
one is used to realize series configuration in order to control ICE at the maximum
efficiency working point, the second one is driven by a series-parallel operation.
Therefore this configuration allows to achieve better performance compared to
series-parallel one, in addition it can be improve the vehicle control in term of
stability and the anti-lock braking.
6.3. Parallel hybrid power-train
In this Section the most used parallel hybrid power-train will be presented. In particular
the fundamental behaviors and structure of power-train will be reported.
6.3.1. Power flow
In the parallel hybrid power-train, the power flow control can be summarized by four
operating modes that are reported in Fig. 6.6 [118,119]. The parallel hybrid needs only
two propulsion devices, the ICE and the EM, which can be used in the following mode:
Startup/acceleration: during the startup of engine the EM provides the request high
torque. During the acceleration both ICE and EM proportionally supply power
to the wheels. For mild HEVs typically the power is split as 80 % from engine
and 20 % from electric machine. In both phases the EM is used as electric motor.
Normal driving: during this phase, in order to preserve the battery charge level,
normally the EM remains in the off mode and then only the ICE supplies the
necessary power to the vehicle.
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(a) Startup/acceleration (b) Normal driving
(c) Deceleration/braking (d) Battery charging during driving
Figure 6.6: Operating modes of parallel power-train in HEVs.
Deceleration/braking: in both phases the EM is used as electric generator. So the
EM converts the kinetic energy during regenerative braking into electric energy
and it is stored in the battery by power converter. In principle, it is possible to
run the engine as well, and provide additional current to charge the battery more
quickly.
Battery charging during driving: in parallel hybrid configuration the ICE and EM
are coupled to the same transmission therefore the battery can be charged during
the driving when the vehicle is at light load. So in this phase the EM is used as
electric generator.
There are other two operating mode that can be implemented in parallel HEVs.
The first one is motor-alone mode i.e. when the battery has sufficient energy, and the
vehicle power demand is low, then the ICE is turned off, and the vehicle is powered by
the EM and battery only.
An the second is plug-in mode, the battery of the HEV can be restored to full charge
by connecting a plug to an external electric power source usually a normal electric wall
socket. Typically the electric power is transfered from the grid to battery pack by an
additional power converter.
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6.3.2. Commercial example
MP3 Hybrid is the first hybrid electric scooter in the world, it is produced by Group
Piaggio s.p.a.. The adopted power-train architecture for this vehicle is parallel hybrid,
so the two propulsion systems, electrical and combustion, are integrated together to
provide power to the vehicle in perfect synergy. In electric mode, this hybrid electric
scooter can travel up to 20 km, with a total absence of noise and pollutants.
A scheme of the power-train architectures of MP3 Hybrid is reported in Fig. 6.7 1.
Figure 6.7: Principal components overview of MP3 Hybrid scooter.
(a) Electric machine (b) Battery and power converter
Figure 6.8: Pictures of EM, battery and power converter of MP3 Hybrid scooter.
1Images copyright details are available from the web:
• http://www.it.piaggio.com/piaggio/IT/it/news/ambiente.html
• http://www.omnimoto.it/foto/popup/28282/piaggio-mp3-hybrid
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Same picture of real components are reported in Fig. 6.8 2. In particular Fig. 6.8(a)
shows the EM machine and Fig. 6.8(b) reports the battery and the power converter.
Furthermore the principal feature of the component highlighted in Fig. 6.7 in the case
of MP3 Hybrid 300i are shown bellow:
(A) ICE: is a single-cylinder four-stroke gasoline engine which is liquid cooling, its
displacement is 300 cc that exhibits a power of 16.5 kW at 7500 rpm.
(B) Electric machine: it is a three-phase synchronous permanent magnet machine,
its power rate is 15 Nm at 1800 rpm so the peak of electric power is 2.6 kW .
(C) Transmission: is a CVT with torque server. It connects the ICE with EM and
rear wheel in order to realize a parallel hybrid power-train.
(D) Generator: is a a three-phase permanent magnet machine with external rotor
structure. It delivers the power for low voltage battery (it is used for the services
of motorcycle) 12 V up to 400 W at 5500 rpm.
(E) Power converter: is bidirectional power converter, which transfers the electric
power from battery to EM and vice versa.
(F) Vehicle Management System: in order to optimize the performance and power
consumption it decides, based on the actual usage conditions, how much power
should be delivered from the EM and how much from the ICE.
(G) Plug-in cord: connecting the plug-in cord, stayed in saddle, to a standard domes-
tic power socket it is possible to fully charge the battery in just 3 hours, instead
85 % of charge in two hours.
(H) Hybrid battery pack: is a lithium-ion battery. The battery voltage level is 37 V
with a nominal capacity of 31 Ah and with a peak current of 100 A. It is adopted
to deliver the traction power.
(I) Standard battery: is standard lead acid battery, its voltage level is 12 V with a
capacity of 14 Ah. It is used to supply the vehicle auxiliaries.
2Images copyright details are available from the web:
• http://images.motorcycle-usa.com/PhotoGallerys/Piaggio-Hybrid-scooter-3.jpg
• http://www.omnimoto.it/foto/popup/28282/piaggio-mp3-hybrid
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6.4. Battery technologies
The principal requirements of Energy Storage System (ESS) in HEVs are low weight,
volume, maintenance and cost but also high lifetime, power and energy density. At
present, no single energy storage device could meet all requirements of HEVs and Electric
Vehicles (EVs) [120, 121]. The different type of energy sources complement drawbacks
of each single device, [120]. In fact typically the batteries have high energy densities
and store the great part of on-board electric energy whereas ultracapacitors have high
power densities and present a long life cycle with high efficiency and a fast response for
charging/discharging. These devices are used for peak demand of energy like during
regenerative braking or during electrical power boost.
Other two types of clean energy storage devices are the fuel cell [122, 123], and the
flywheel [124,125], but both technology have not been considered in this work. Another
solution, in order to reduce the volume of the battery, is the plug-in hybrid technology.
But this solution will be viable when the infrastructures become adequately mature to
allow the full integration of electricity into the transportation sector [126].
However the variety of characterizing factors makes the comparison between different
energy storage devices difficult. In order to compare the performance of various energy
storage devices the Ragone plot [127] has been adopted by the research community. In
this plot the behaviors of a specific energy storage device does not correspond to a single
point in the energy density (Wh/kg) vs power density (W/kg) log-log plane, but it is
represented by a region. This plot highlights the optimum region of working for each
device, given by the part of the curve where both energy and power are high.
In Fig. 6.9 it is reported an example of typical Ragone chart which is used to evaluate
the energy storage performance of various technologies [62,127–131]. In particular this
chart includes batteries, ultacapacitors, flywheels, fuel cells and fuel.
In this Section the four major energy technologies commonly used for HEV applica-
tions [112,132] are presented. The viable technologies are: lead acid [133], NiMH [134],
Li-ion [135], Li-poly [136], and ultracapacitor [137].
6.4.1. Lead acid battery
The lead acid battery is the principal energy storage choice for over a century and it
is still largely adopted in the automotive field as the electrical energy storage. The
principal advantages of this energy storage system are: mature technology, low cost,
inherent safety, and a relatively high power capability considering its low cost. Its
principal materials are lead and sulfuric acid, that compared with other more advanced
counterparts, which are presented in other types of batteries, they are rather low cost.
Its several disadvantages are the low specific energy and power, due to the weight of
lead, and the temperature characteristics are poor. In fact for low working temperature
(5± 10◦ C) its specific power and energy are greatly reduced, for this reason the use of
technology for vehicles operated in cold climates is limited. Another problem for vehicle
application are the presence of highly corrosive sulfuric acid and the hydrogen released
by the self-discharge reactions, because this gas is extremely flammable even in tiny
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Figure 6.9: The Ragone chart of the energy and power densities of different energy
storage technologies.
concentrations. So in order to provide a good level of protection against acid spills and
hydrogen emission it is necessary to tape the battery with a robust casing.
Nowadays new advanced lead acid batteries have been developed to partially remedy
of these disadvantages. Therefore by using new material for casing, current collector,
and separators the specific energy has been increased. In addition its lifetime, at the
expense of cost, has been increased by over 50 %.
6.4.2. NiMH battery
In order to supersede the NiCd battery, that contains toxic and carcinogenic material
as the cadmium, the NiMH battery has been introduced on the market since 1992.
This technology exhibits similar characteristics of the NiCd battery but it uses the
hydrogen, absorbed in a metal hydride, for the active negative electrode material in
place of cadmium.
In NiMH battery the fundamental component is the hydrogen storage metal alloy,
which should be stabled over a great number of cycles. The principal adopted metal
alloys types are the rare-earth, based on lanthanum nickel (AB5), and a composition
of titanium and zirconium (AB2). The AB5 alloys is most used because it has a better
charge retention and stability characteristics.
NiMH battery advantages are high specific energy and power, a flat discharge curve
(in the ranges 1 ÷ 1.2 V per cell), and rapid recharge capability. However NiMH has
high self-discharge, has limited service life, requires complex charge algorithm, does not
absorb overcharge well and generates heat during fast-charge and high load discharge.
Nevertheless this kind of battery is widely used in available HEVs because it has two
major advantages over Li-ion battery: its price and its safety.
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In the past 15 years the NiMH technology has experienced great advances especially
with the aim of improving its specific power, energy, and its performance at extreme
temperatures. Therefore the raw materials used are typically very expensive and will
not become much cheaper in mass production so in order to keep NiMH technology com-
petitive in the long term, it is fundamental to reduce the precious metals quantitative
or use cheaper substitutes.
6.4.3. Li-ion battery
In 1991, since the first announcement of the Li-ion battery, this technology is considered
as the most promising rechargeable battery of the future and it is expected to that Li-ion
battery will replace NiMH batteries in HEVs and EVs applications.
The chemistry processes of Li-ion battery is fairly simple compared to other ones.
It consists of these materials: oxidized cobalt (positive electrode), carbon (negative
electrode), and lithium salt in an organic solvent (electrolyte). As can be noted that
lithium is the lightest of all metals, has the greatest electrochemical potential and
provides the largest specific energy per weight. For this reason the Li-ion battery that
uses the lithium metal on the anode (negative electrodes) could provide high energy
densities. Besides its nominal cell voltage is 3.6 V and it is twice as compared to 1.2 V
for NiMH cell.
Improvements in the active materials of the electrode have the potential of further
increase in energy density. The load characteristics are good, and the flat discharge
curve (in the ranges 2.8÷ 3.7 V per cell) offers effective utilization of the stored energy
in a desirable voltage spectrum. Li-ion batteries have relatively low self-discharge and
need low maintenance, but require protection circuit to limit voltage and current and
are subjected to aging. Future developments promise to obtain low memory effect, high
number of life cycles, low cost, and high range of operation temperatures.
6.4.4. Li-poly battery
The lithium polymer (Li-poly) battery started appearing in the market around 1995
and it evolved from Li-ion batteries technology. The primary difference, compared to
Li.ion battery, is that the the electrolyte (lithium salt) is not dissolved in an organic
solvent but it is held in a solid polymer composite. By using a thin solid polymer as
electrolyte offers the merits of improved flexibility in design and safety of the battery.
Therefore the advantages of Li-poly are potentially lower cost of fabrication in a variety
of packaging shapes and sizes.
Li-poly battery cell operates at a nominal voltage of 3 V and this technologies
has a very low self-discharge rate, safe design, and a high specific energy and power.
However its drawback is relatively weak performance at low temperature due to its ionic
conductivity temperature dependence.
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6.4.5. Ultracapacitor
The ultracapacitor (UC) technologiy is characterized by a lower energy density but a
higher power density compared to batteries, this is due to the fact that the charges are
physically stored on the electrodes. Due to its low energy density, the use of UCs alone
as an ESS for HEVs or EVs is difficult.
Nevertheless low internal resistance gives to UCs high efficiency, so it can be used as
assistant of battery in order to realize a hybrid ESS for HEVs. In fact in urban driving,
there are many stop-and-go driving conditions, and the total energy required is relatively
low. UCs are very appropriate in capturing electricity from regenerative braking and
quickly delivering power for acceleration due to their fast charge and discharge rates.
So it is possible to reduce the high current discharging/charging from the battery by
boost demand or regenerative braking, it allows to increase the battery life.
6.4.6. Technologies comparison
The performance of the proposals technologies of ESS have been compared by spider
chart diagrams [122]. They report the results on a scale of 1 to 5 that corresponds to a
poor and an excellent performance respectively, as shown in Fig. 6.10.
6.5. Electric drive design
In this Section a simple but effective design example of a mild hybrid motorcycle will be
presented. The critical aspects and the design choices of MO.Bi. project are highlighted.
The performance of the hybrid vehicle has been validated by simulated analysis and
experimental tests carried out on a motorcycle prototype.
6.5.1. Reference motorcycle performance
The reference motorcycle that has been chosen to realize the Hybrid Electric Motorcycle
(HEM) is Aprilia RS4 125. The engine of this motorcycle is a single cylinder four-stroke
motorcycle with six-speed gearbox; furthermore it is liquid cooling. More details about
reference motorcycle data are reported in Table 6.1.
The maximum torque of the reference motorcycle is 10.7Nm at 8000 rpm and max-
imum power lower than 11 kW at 9550 rpm, according with the certification limitations
in force. The Fig. 6.11(a) reports the performance features of RS4 125 motorcycle in
term of power and torque vs rotor speed characteristics and Fig. 6.11(b) shows a picture
of reference motorcycle 3.
In order to choice the optimal performance of new HEM, to respect the reference one,
the complexity of vehicle operation in the real driving conditions should be analyzed.
For this application it has been chosen a reference driving cycle called World wide
Motorcycle Emissions Test Cycle (WMTC). It is the harmonized cycle that is used to
3Images copyright details are available from the web:
• http://www.it.aprilia.it
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Figure 6.10: Qualitative comparison of behaviors of different batteries and UC tech-
nologies.
(a) Performance characteristics (b) Reference motorcycle
Figure 6.11: Power and torque characteristics of reference motorcycle and its picture.
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Table 6.1: Reference motorcycle parameters.
Parameter Value
Engine single cylinder, 4 valves
Type of injection electronic
Bore x Stroke 58× 47 mm
Total displacement 124.8 cc
Peak power 10.8 kW at 9500 rpm
Peak torque 10.7 Nm at 8000 rpm
Compression ratio 12.5± 0.5 : 1
Gear box 6 Ratios:
1st 11/33, 2nd 15/30, 3rd 18/27
4th 20/24, 5th 25/27, 6th 23/22
Clutch Multiple discs in oil bath
Primary drive Gears, 69/29
Final drive Chain, 60/13
Wheelbase 1360 mm
Fuel tank capacity 14.5 l
Weight 140 kg
approve the motorcycles before marketing. In particular in the case of motorcycle with
displacement lower than 250cc it is restricted to only urban and extra-urban driving,
so the highway driving is excluded. Fig. 6.12 shows the typical velocity profile for a
WMTC test cycle. In literature other test cycles have been adopted for the vehicle, as
an example Japanese uses urban driving cycle JC08 instead the USA adopts the Federal
Test Procedure (FTP) [112,117].
Figure 6.12: WMTC urban and extra-urban driving cycles.
Fig. 6.13 highlights as the great number of operating points in WMTC driving cycle
are located in the lower part of engine torque characteristic, in this part of the map the
ICE torque is lower so the peak performance of this motorcycle are not taken advantage.
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Figure 6.13: Engine operating points in WMTC driving cycle overlapped on engine
torque characteristic.
The target of hybridization is to improve the performance of the reference motorcycle
in terms of torque especially at low rotor speed by replacing the conventional generator
with a new electric machine. The generator delivers up to 230 W at 6000 rpm and it is
connected to the vehicle battery which is a conventional lead acid battery of 12 V . So
the new vehicle parallel philosophy of power-train has been used, therefore the new EM
is suited to improve the torque of the original ICE and to reduce emissions. In order to
reduce the volume and the weight, the adopted power-train architecture is very simple
and low cost but also very effective, it is composed by an ICE direct connected to a
surface PM synchronous electric machine, a bi-directional single-stage power converter
and an ESS. The whole system is shown in Fig. 6.14 and it is monitored by a Vehicle
Management Control Unit (VMCU).
The requests performances of the new HEM has been designed in order to satisfy the
user’s requirement and it can be different if the motorcycle is suited for race or urban
use, and it is reported in Fig. 6.15(a). Therefore the power and torque characteristics
of only EM are those reported in Fig. 6.15(b). It highlights that the EM torque is high
at low speeds because the presented study is focused in urban and extra-urban realities.
In fact, this strategy has been studied in order to obtain higher starting ability and
lower acceleration times, without any increase of the motorcycle top speed.
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Figure 6.14: Block scheme of adopted power-train structure.
6.5.2. Electric machine
An EM, as that considered in this project, directly connected to the ICE is commonly
called Integrated Starter Alternator (ISA), [138]. The principal tasks, of this kind of
EM, are: engine startup, power boost during acceleration phase and during the driving,
generating the vehicle electrical energy and charging the battery during regenerating
braking or normal driving.
The original alternator has been substituted with a more powerful EM in order to
satisfy the requirements in terms of torque and power as shown in Fig. 6.15(b). The
position of the EM on the motorcycle and its maximum dimensions ware fixed and
limited by the old alternator. Therefore the new electric machine has been designed
in order to accommodate a maximum diameter of 135 mm and a maximum length of
62 mm.
Table 6.2 collects EM data including the fundamental geometrical parameters as exter-
nal diameter, stack length, pole, and slot number, it reports also electric parameters as
rated phase current and voltage, phase resistance and inductance and so on.
For space saving reasons the developed EM is an SPM machine with outer rotor
and inner stator, Fig. 6.16(a) shows the EM lamination. A concentrated winding is
also adopted in order to reduce the copper weight, cost and also Joule losses. The peak
torque is 10 Nm and the maximum speed is higher than 8000 rpm but Fig. 6.15(b)
highlights that with the adopted strategy it is not required, so the rated torque of the
EM becomes 6.7 Nm, delivered up to 6000 rpm. In order to control the EM along
the MTPA trajectory the constant torque loci of the EM has been computed by finite
element analysis. Fig. 6.16(b) reports such maps, it is highlighted that the MTPA
trajectory is only in q-axis up to the nominal current, so the EM is not affected by
saturation. Fig. 6.17 shows the prototype picture of the internal stator and EM case.
Machine performances have been estimated with Finite Elements (FEs) analysis.
The fundamental equations used for losses calculation are reported below. In particular
the copper losses are:
Pj = 3RI
2 (6.1)
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(a) HEM performance characteristics
(b) EM performance characteristics
Figure 6.15: Power and torque characteristics of HEM and only EM.
in which R is the winding phase resistance and I is the rms phase current. The iron
losses are estimated by:
Piron = Ps,steel
(
khyst
f
50
+ kec
f2
502
)(
Bˆ
1
)2
(6.2)
where Ps,steel is the specific loss of the lamination steel (given at Bˆ = 1 T and f =
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Table 6.2: Electric machine parameters.
Parameter Value
Pole number 18
Slot number 27
External stator diameter 156 mm
Stack length 35 mm
Type of magnet Ferrite
Rated torque 10 Nm
Rated phase current 25 Apk
Rated phase voltage 220 Vpk
Phase resistance 75 mΩ
Phase inductance 230 µH
External Phase inductance 120 µH
Magnet flux linkage 0.024 Vpks
Rated speed 9000 rpm
Average efficiency 90 %
Weight 5 kg
50 Hz) and khyst, kec are two coefficients that indicate the contribution of hysteresis
and eddy currents losses respectively. Finally the mechanical losses are calculated as:
Pmech = kPout
√
n (6.3)
where k is a coefficient equal to 0.6÷ 0.8, [139], Pout is the mechanical power (in kW )
and n is the rotor speed expressed in rpm.
Therefore by using the equations (6.1), (6.2), and (6.3) the efficiency maps, reported
in Fig. 6.18, has been computed into the EM working regions. The real EM working
points are also drawn in order to underline the actual efficiency achieved.
6.5.3. Power converter
The initial idea for ESS of this vehicle was to combine UCs and batteries to achieve
a better overall performance. In fact as already shown, the UCs have a high power
density, but a lower energy density while the batteries have the complementary type
of density, so this combination offers better performance in comparison to the use of
either of them alone. But this solution needs to use a power converter composed by two
stage: the first one (three-phase inverter) direct connect to EM and battery DC bus
and a second one (full-bridge converter) that connects the battery DC bus to the UC.
Therefore for this project due to the cost, complexity, and weight only one ESS system
and a power converter without the full-bridge converter have been adopted.
The power converter, that has been used for this hybrid motorcycle, is a bi-directional
single-stage topology. It is a simple but effective three-phase half-bridge converter, its
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(a) Lamination sketch (b) EM constant torque loci
Figure 6.16: EM lamination sketch and constant torque loci maps of the electrical
machine, that are obtained by simulation analysis. The current values are indicated
with the peak ones.
(a) Internal stator (b) EM case
Figure 6.17: SPM machine prototype.
DC bus is direct connected to the vehicle battery pack whose voltage, VDC , is fixed
to 450 V . The power converter characteristics are reported in Table 6.3 and Fig. 6.19
shows some pictures of the inverter prototype.
In order to estimate the average inverter efficiency in the hybrid vehicle working
points a losses analysis has been carried out. The dominant factor in the total power
losses of power converter are the conduction losses and switching losses in the devices.
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Figure 6.18: SPM machine efficiency map.
Table 6.3: Three-phase inverter parameters.
Parameter Value
Number of phases 3
Type of switch IGBT
Switching frequency 20 kHz
Dead time 2 µs
Maximum DC bus voltage 500 V
Rated AC current 25 Apk
Rated AC voltage 220 Vpk
Average efficiency 95 %
Weight 3 kg
The estimate efficiency in all drive working points has been computed by using the
device information, that reported in its datasheet, [140]. The switching losses, PSW , and
conduction losses PON with IGBT devices have been calculated by following formulas,
[24]:
PSW = (Eon + Eoff )FSW (6.4)
PON = VDID (6.5)
where ID and VD is the current and the voltage of the device respectively, FSW is
switching frequency, Eon the turn-on switching energy and Eoff turn-off switching en-
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(a) Power board (b) Inverter case
Figure 6.19: Three-phase inverter prototype.
ergy. These energies are proportional to device current and for example are Eon =
2 mJ @ 30 A and Eoff = 0.65 mJ @ 30 A. Equations (6.4) and (6.5) have been used
to calculate the total losses of electrical drive and also the power consumption of the
converter control can be included and it is estimated in the worst case as 10 W . The
converter efficiency in the torque vs rotor speed plane has been reported in Fig. 6.20.
The estimated average efficiency is more than 95 %.
Figure 6.20: Power converter efficiency map.
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6.5.4. Energy storage system
In order to estimate the energy and the power required to the ESS the WMTC driving
cycle, reported in Fig. 6.12, has been adopted. The graph of the Fig. 6.21 shows the
typical rotor speed profile for a WMTC driving cycle. In particular the green lines
indicate the regions where it is possible to do the boosting phase, according with the
Fig. 6.15, while the orange lines show the intervals where the ESS can be charged. In
this way it is possible to define the following particular strategy of use: boost effect
during acceleration times (energy consumption) and intelligent charge of the ESS when
the speed is constant or decreases (energy generation).
Figure 6.21: Rotor speed characteristic during WMTC driving cycle.
With the purpose of estimating the amount of energy necessary to complete the
test cycle with the philosophy above, it has been used a reference ESS that can be
discharged/charged as the EM demands. In this way it has been developed a specific
Matlab® code to analyze the telemetries and testing the strategy of use by means of
an energetic approach to simulate the energy flow inside the reference ESS.
Referring to Fig. 6.21 a graphical example of energy consumption phase is high-
lighted with the green area (left side) and the analytical approach is shown by means
of equation (6.6), in which the EM speed is expressed in rad/s and the EM torque is
achieved by the solid green characteristic (EM torque) reported in Fig. 6.15.
The energy consumption, Ec, for each interval k − th is estimated in equation (6.6)
and the total amount of energy in equation (6.7):
Ec =
∫ tc,f
tc,i
EMspeed · EMtorque
ηtot
dt (6.6)
TOT Ec =
nc∑
Kc=1
Ec (6.7)
where tc is the discharge interval, the subscripts i and f indicate initial and final instants
of a generic interval k − th, nc represents the total number of discharge interval, and
ηtot indicates the efficiency of the whole power train.
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The same approach has been used for charging intervals and a graphical example of
energy generation phase is highlighted with the orange area (right side) in Fig. 6.21. The
generated energy is computed by the equations (6.8) and (6.9), that show the energy
generation, Eg for each interval k − th, and the total one respectively:
Eg =
∫ tg,f
tg,i
EMspeed · EMtorque · ηtot dt (6.8)
TOT Eg =
ng∑
kg=1
Eg (6.9)
in order to satisfy all the boost demands under acceleration and to complete the WMTC
test cycle with the ESS fully charged (i.e. as at initial conditions), thanks to energy
recovery during braking.
The first graph of Fig. 6.22 shows the energy characteristics during WMTC driving
cycle, it highlights the maximum quantity of energy required to the ESS that is about
15 Wh. The second graph of the same figure shows the energy excess of charge that
can not be stored in the ESS because it is already fully charged. The simulation results
highlight that the required peak power of electric drive results equal to 1.8 kW during
the boost phase and equal to −1.5 kW during the regenerative braking or charging
phase.
Figure 6.22: Energy flow during WMTC driving cycle and energy excess flow due to
fully charge the batteries.
The adopted energy approach is not too conservative since the rotor speed (ICE and
EM) depends from the vehicle speed. For this reason with the same test cycle, the rotor
speed does not change in normal or hybrid configuration of the motorcycle, because the
rotor speed reference is the same. Therefore the hybrid configuration allows only to
drive the test cycle using lower percentages to the engine throttle that reflected on a
lower consumption of fuel and so lower emissions but not higher performances.
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In order to choose the best available technologies for ESS of such HEV the Ragone
chart, reported in Fig. 6.9, has been used. From the analysis of the WMTC telemetry,
that has been described above, it is possible to achieve information of maximum power
and maximum energy required by the vehicle. However a significant parameter, espe-
cially in motorcycles, is the weight. Therefore in order to choose the best technology it
is necessary to fix the weight limit for the ESS; in this case it has been chosen equal to
10 kg. As consequence the Ragone chart has been modified as shown in Fig. 6.23. It
is worth noticing that all principle energy storage devices adopted for HEV application
(as batteries, ultra capacitors, and flywheels) should satisfy the required target of the
ESS.
Figure 6.23: Energy storage weight has been fixed at 10 kg.
Since the maximum charging power required is 1500 W , a proper design of the ESS
has to be made in order to avoid damaging batteries. In fact typically the maximum
power during the charge is up to 2C as consequence an increase of maximum energy
(15 Wh) has to be considered (750 Wh) in order to satisfy the constraint above, with
advantages in terms of range. As highlighted by the Figs. 6.24 and 6.25 the best
technologies that allow to obtain a low weight solution without increasing too much the
cost of the ESS are: Li-ion, Li-poly and NiMH batteries.
In order to choose the best ESS technologies between Li-ion, Li-poly, and NiMH
batteries, that are highlighted as possible technologies from the above analysis, the
spider charts, reported in Fig. 6.10 is used. It is possible to underline that NiMH
battery is a good compromise in term of cost, volume and weight compared to Li-ion
and Li-poly battery. Therefore the NiMH battery has been adopted as ESS for HEM
prototype.
Fig. 6.26 reports the voltage charge/discharge characteristics of a single battery cell,
in particular is reported the 10C discharge curve and 2C charge one, which are those
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Figure 6.24: Energy storage maximum energy has been fixed at 750 Wh and the mini-
mum power is 1800 W .
Figure 6.25: Energy storage maximum power has been fixed at 1800 W and the mini-
mum energy is 750 Wh.
adopted in the control strategy. A picture of the adopted ESS batteries pack is shown
in Fig. 6.29(b).
In order to investigate the efficiency of this battery pack in all working points the
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(a) Battery pack (b) Cell characteristics
Figure 6.26: Prototype NiMH batteries pack and voltage charge/discharge characteris-
tics of one cell.
Joule losses have been taken into account considering a simple model reported in [141].
The internal resistance of the batteries pack is about Rint = 2.2Ω, it allows to calculate
the Joule losses in the ESS by:
PJoule = RintI
2
bat (6.10)
The result of this analysis is shown in Fig. 6.27 and the estimated average efficiency is
about 96 %.
Figure 6.27: Battery efficiency map.
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Table 6.4 reports the principal parameters of ESS that is adopted for HEM, such
value is obtained by [142].
Table 6.4: Battery pack parameters.
Parameter Value
Type of battery NiMH
Cell nominal voltage 1.2 V
Cell typical capacity 1.8 Ah
Cell internal impedance 6.5 mΩ@1 kHz
Cell diameter 14 mm
Cell height 50 mm
Number of cells in series 350
Maximum battery voltage 450 V
Maximum discharge current 18 A
Maximum charge current 3.6 A
Weight 11 kg
6.5.5. Control unit
The HEM performance strategy is monitored by a Vehicle Management Control Unit
(VMCU). The torque and power profiles, reported in Fig. 6.15, is mapped inside the
control unit. In VMCU is implemented two operating modes:
• Motoring mode (M): the power is transferred from the ESS to the engine shaft
by power converter and electric motor. This operating mode is applied during
engine startup or accelerating boost, in this last operation the EM is torque con-
trolled and the torque profile that reported in Fig. 6.15(b).
• Generating mode (G): the power is transferred from the engine shaft to ESS
by electric generator and power converter. This operating mode is applied during
the regenerating brake and battery charge. In both phase the torque of the EM is
controlled according with ESS constraints or rather the current and voltage limits
of the battery. In particular the reference battery current calculation and battery
voltage control are implemented inside the Battery Management System (BMS).
Referring to these two operating mode the EM control scheme becomes as reported
in Fig. 6.28. It highlights that, in this case, the inventer control unit is composed by
EM control and BMS.
The principle EM control technique adopted for both operating modes is a torque
control. Therefore, in order to generate a higher level of torque the stator current vector
should be synchronized with the rotor polar axis (d-axis). To this purpose a simple and
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Figure 6.28: HEM control scheme overview.
economical solution has been chosen; namely a phonic wheel, composed by 46 hole
detected by a magnetic pick-up, has been adopted to know the rotor position.
In addiction two current loops are implemented and the electric machine is controlled
to comply the MTPA trajectory. Hence according to the constant torque loci of the
adopted EM, reported in Fig. 6.16(b), the current reference of d-axis current loop is
maintained to zero instead the q-axis current loop is related to torque demand. In
this axis the reference current is positive during motoring phase and negative during
generating phase.
Such vehicle control strategy and the torque profile of Fig. 6.15(b) have been imple-
mented inside of the Aprilia APX2 control unit. Some pictures of VMCU prototype is
shown in Fig. 6.29.
(a) (b)
Figure 6.29: Prototype of vehicle management control unit.
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6.5.6. HEM prototype
The HEV prototype is shown in Fig. 6.30 and it is worth noticing that the original
Aprilia RS4 125 has not been overall modified too much, it underlines a good integration
of the new components in the original motorcycle.
The original tank (14.5 l) has been substituted with a smaller one (5 l) and placed
under the motorcycle saddle. In this way the space occupied by the original tank has
been used for the batteries pack without strongly altering the vehicle. The new EM has
substituted the original alternator and the EM carter support has been further increased
due to the new EM larger size. Whereas the inverter has been placed behind the rider
and above the passenger seat. The VMCU has been located below the motorcycle
saddle.
The introduction of such electric components leads to increase the motorcycle weight
to about 15 kg, it is a good result because this value corresponds to increased by 10 %
of the total one.
(a) (b)
Figure 6.30: Disposition overview of principal components in HEM Prototype.
6.5.7. Experimental tests
In order to verify the new performances of the proposed HEM, at first the motorcycle
has been tested in in appositely test bench inside the Aprilia s.p.a. company site and
after that it has been tried in a small private racetrack inside the Piaggio s.p.a. company
site respectively.
The adopted Aprilia’s test bench and experimental setups are shown in Fig. 6.31.
The mechanical performance of the HEM has been measured with appropriate instru-
ments able to reconstruct the ICE shaft torque from the measured braking torque to the
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(a) (b)
Figure 6.31: Prototype HEM under tests in Aprilia’s test bench.
rear wheel. Electrical quantities have been measured by means of a Wattmeter that has
been connected with the DC bus between the batteries pack and the power converter.
Fig. 6.32 shows the performance of the electric machine in all the working points
during the motoring mode; the solid line represents the EM torque limit, the dots one
show the experimental measurement points, and the dashed one reports the required
EM torque according to Fig. 6.15(b). In particular Fig. 6.32 highlights that EM can
deliver the required torque in all working points during the motoring mode.
Figure 6.32: EM performance measurements in Aprilia’s test bench.
Fig. 6.33 reports the ideal torque and power characteristics of HEM (Fig. 6.15(a))
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and overlaps the experimental measurements carried out in Aprilia’s test bench. The
measurements underlines that the electric drive can provide the required performance.
Figure 6.33: Ideal torque and power characteristics of HEM and overlapping of the
experimental measurements in Aprilia’s test bench.
In addition the performance of the proposed HEM has been verified in a small private
racetrack placed inside the headquarter of Piaggio s.p.a. company (owner of Aprilia).
Fig. 6.34(a) reports a picture of HEM during the test sections in Pontedera’s racetrack.
Fig. 6.34(b) shows a sketch of Pontedera’s racetrack map and in Table 6.5 is reported
main circuit features and weather conditions during the tests.
Table 6.5: Pontedera racetrack parameters.
Parameter Value
1st sector length 50 m
2nd sector length 160 m
3rd sector length 260 m
4th sector length 130 m
5th sector length 210 m
Weather condition cloudy
Ground condition wet
Ground temperature 15 ◦C
In order to validate the final performance of the hybrid power train compared to the
conventional one, two test sessions have been made: a first session with a traditional
motorcycle (only ICE) and a second session with HEM prototype (hybrid power-train).
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(a) During the test (b) Racetrack map
Figure 6.34: Photo of prototype motorcycle during the test and a sketch of Pontedera’s
racetrack map.
Figure 6.35: Performance of two laps with and without the hybrid configuration in
Pontedera’s racetrack.
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Fig. 6.35 collects telemetries of two laps with electric boost (solid line) and with con-
ventional power train (dashed line). It is worth noticing that the results confirm an
increasing of the top speed (about 20 %) and a decreasing of the lap time (about 10 %)
with the hybrid power train despite the higher weight of HEM (higher about 10 %).
During the all test sessions several electrical parameters have been acquired by
means of the APX2 control unit, see Fig. 6.36. In according with the torque strategy
imposed by VMCU, the peak power during the boost phase is 1800 W whereas during
the regenerative braking phase is −1500 W . Furthermore, telemetries show that the
energy consumption has been compensated by the on-board energy generation, because
the amount of energy inside the ESS after four laps in Pontedera’s racetrack resulted
not changed.
Figs. 6.37(a) and 6.37(b) show graphical results of acceleration and deceleration
performance respectively during the four laps in Pontedera’s racetrack with the hybrid
power train. Fig. 6.37(a) highlights that the greater contribution of the EM is given
during the most important accelerations that is when the vehicle runs at low speeds
and when the internal combustion engine is more lacking of torque. Fig. 6.37(b) shows
that a significant part of braking energy is recovered inside the ESS.
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Figure 6.36: Electrical characteristics of HEV have been acquired in four laps in Pont-
edera’s racetrack.
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(a) Acceleration
(b) Deceleration
Figure 6.37: Performance of acceleration and deceleration chart during driving section
in Pontedera racetrack.
Conclusions
In the first part of this work some fundamental aspects of the anisotropic PM syn-
chronous machines are dealt with. In particular the main features and operating limits
of the permanent magnet synchronous machines with different rotor configuration are
described. Also the key features of a three-phase inverter are illustrated. Especially
the principal modulation techniques and the real behaviors of this kind of power con-
verter are presented. Finally the fundamental aspect of the electrical drive control and
briefly description of the regulator basics are presented. In particular the current loops
and speed loop behaviors of isotropic synchronous electric machine are highlighted.
Moreover, an example of practical implementation of digital control of an anisotropic
synchronous electric machine are briefly described.
In the second part of this Ph.D. thesis two application examples of electric drive
design of internal combustion engines connected to an electric machine are reported. At
first a brief panorama of new micro-generation technologies is presented. This overview
indicates that the new trend of generation can be the distributed generation as co-
generation system. In fact the CHP plants will become more and more relevant in
future energy generation especially because the domestic CHP can be easily integrated
with renewable energy sources. Moreover, compared to conventional renewable energy
sources the domestic CHP is a special type of distribute generation technology because
its power output can be controlled.
In order to reduce the noise and the vibration of the CHP system, making it a viable
solution in households, some simple methods to muffle the ICE torque disturbance have
been analyzed. These techniques act as virtually enlarged flywheel inertia of the engine
by using the EM directly connected to the ICE shaft. In this application the additional
losses in EM, due to active compensation, can be recovered from its cooling system and
used as thermal energy. All damping methods have been investigated through simula-
tion studies then validated by experimental tests.
From the author’s experience on this topic the optimal design of an integrated energy
generation system, both from a technical and economical point of view, is a multi-
objective process.
At the end an overview on the hybrid electric vehicles is shown. It highlights that
nowadays the permanent magnet synchronous machines are widely adopted for this ap-
plication with propulsion and generation purposes. For this reason for the development
of a prototype with parallel hybrid solution for a racing motorcycle the permanent mag-
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net machine has been considered. The adopted power-train is composed by an electric
machine which is directly coupled to the internal combustion engine motor shaft and
is fed by a standard three-phase inverter connected to the high voltage battery pack.
By analysis of principal energy storage technologies adopted for this kind of application
the NiMH technology has been adopted. The hybrid electric motorcycle design choices
have been fully investigated. Moreover, the hybrid electric motorcycle prototype per-
formances have been validated by experimental test carried out on specific test bench
and on a racetrack. These tests highlight that a significant performances increase has
been possible even with the considered simple but effective design and management
approach.
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List of Acronyms
EM electric machine
PC Power converter
CU Control unit
AC Alternate Current
DC Direct Current
RMS Root Mean Square
VSI Voltage source inverters
e.m.f. ElectroMotive Force
b.e.m.f. Back ElectroMotive Force
DSP Digital Signal Processor
DSP Digital Signal Processor
PM Permanent Magnet
SPM Surface-mounted Permanent Magnet
IPM Interior Permanent Magnet
REL RELuctance
FEM Finite Element Method
MTPA Maximum Torque Per Ampere
FW Flux-Weakening
MTPV Maximum Torque Per Volts
PWM Pulse With Modulation
SW SWitch
PFC Power Factor Correction
THD Total Harmonic Distortion
MOSFET Metal Oxide Semiconductor Field Effect Transistor
MOS Metal Oxide Semiconductor
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BJT Bipolar Junction Transistor
IGBT Insulated Gate Bipolar Transistor
LTI Linear Time-Invariant
PI Proportional-Integral
PID Proportional-Integral-Derivative
CHP Combined Heat and Power
PV Photovoltaic
FC Fuel Cell
ICE Internal Combustion Engine
ECE External Combustion Engine
FC Fuel Cell
AFE Active Front End
DG Distributed Generation
ECU Energy Control Unit
FCP Fast Control Prototyping
PC Personal Computer
HEV Hybrid Electric Vehicle
HEM Hybrid Electric Motorcycle
AFV Alternative Fuel Vehicle
EV Electric Vehicle
ISA Integrated Started Alternator
ESS Energy Storage System
UC UltraCapacitor
WMTC World wide Motorcycle Emissions Test Cycle
VMCU Vehicle Management Control Unit
BMS Battery Management System
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