Waves of activity following a focal stimulation are reliably observed to spread across the cortical tissue. The origin of these waves remains unclear and the underlying mechanisms and function are still debated. In this study, we ask whether waves of activity modulate the magnetoencephalography (MEG) signals recorded in humans during visual stimulation with Gabor patches sequentially flashed along a vertical path, eliciting a perception of vertical apparent motion. Building upon the functional properties of long-rang horizontal connections, proposed to contribute to spreading activity, we specifically probe the amplitude and latency of MEG responses as a function of Gabor contrast and orientation. The results indicate that in the left hemisphere the response amplitude is enhanced and the half height response latency is shortened for co-aligned Gabor as compared to misaligned Gabor patches at a low but not at a high contrast. Building upon these findings, we develop a biologically plausible computational model that performs a "spike time alignment" of the responses to elongated contours with varying contrast, endowing them with a phase advance relative to misaligned contours.
INTRODUCTION
Recent optical imaging and electrophysiological recordings in cat and monkey reported waves of activity propagating slowly across the visual cortex after a focal visual stimulation (Grinvald et al., 1994; Bringuier et al., 1999; Jancke et al., 2004; Benucci et al., 2007; Nauhaus et al., 2008 Nauhaus et al., , 2012 Meirovithz et al., 2010; Chavane et al., 2011) . The distance travelled and the speed of these waves depend on contrast, with lower contrast eliciting slower waves propagating over larger distances (Nauhaus et al., 2009; Meirovithz et al., 2010) . Whether these waves play a role in visual processing remains unclear and the underlying mechanisms are still debated (Ray and Maunsell, 2011; Nauhaus et al., 2012) . In cortical space, traveling speeds are relatively slow (0.1-1 m/s, Grinvald et al., 1994; Jancke et al., 2004; Benucci et al., 2007; Sharon et al., 2007) . These speeds are commensurable with the estimates of propagation speeds through thin unmyelinated longrange axons running parallel to the cortical surface (Bringuier et al., 1999; Bullier, 2001; Hupé et al., 2001a) , suggesting that long-range lateral connections contribute to wave propagation (Bringuier et al., 1999; Benucci et al., 2007; Nauhaus et al., 2009 Nauhaus et al., , 2012 . If true, the functional architecture of lateral connections could constrain the wave dynamics and provide hints on their functional role. Key aspects to take into consideration are the speed of propagation through horizontal long-range connections as well as orientation and contrast that shape the responses of neurons linked by lateral connections.
Extensive electrophysiological (Kapadia et al., 1995 (Kapadia et al., , 1999 (Kapadia et al., , 2000 Polat et al., 1998) , anatomical (Gilbert and Wiesel, 1989; Sincich and Blasdel, 2001) , psychophysical (Field et al., 1993; Kovács and Julesz, 1993; Sagi, 1993, 1994; Alais and Lorenceau, 2002; Hess et al., 2003; Cass and Alais, 2006) , and modeling (review in Seriès et al., 2002 ) approaches converge to suggest that long-range horizontal cortical connections in primary visual cortex embed a sophisticated mechanism for processing visual contours, reminiscent of the principle of good continuation proposed by the Gestalt psychology (Koffka, 1935; Kellman and Shipley, 1991; Chavane et al., 2000) . Anatomically, intrinsic long-range lateral connections extend over large distances (up to 8 mn, Gilbert and Wiesel, 1983; Fitzpatrick, 1996; Schmidt et al., 1997; Cavanaugh et al., 2002; Levitt and Lund, 2002) and link cells with non-overlapping receptive fields, predominantly neurons belonging to iso-orientation columns Wiesel, 1979, 1983; Malach et al., 1993; Bosking et al., 1997; Levitt and Lund, 1997; Sincich and Blasdel, 2001) . Horizontal connections are inhibitory as well as excitatory (Hirsch and Gilbert, 1991) , although the majority of the postsynaptic effects of long-range intra-cortical interactions are excitatory (Nelson and Frost, 1985; Kisvarday et al., 1986; McGuire et al., 1991; Kapadia et al., 1999; Polat et al., 1998) . In V1, stimulation in a cell's receptive field and in its surround shows that response modulation by remote stimuli depends on contrast and distance (Kapadia et al., 1995 (Kapadia et al., , 2000 Polat et al., 1998) . Stimulation away from the receptive field of a recorded neuron does not elicit spiking activity in itself and only modulates the resting membrane potential (Nelson and Frost, 1985; Ts'o et al., 1986; Kapadia et al., 1995; Polat et al., 1998) . Neural facilitation is observed with low-contrast stimuli while suppression dominates at high contrasts (Kapadia et al., 1999) . Suppression or weak facilitation has been reported for non-collinear arrangements. Moreover, neurons tuned to the same orientation but with distant or not aligned receptive fields do not facilitate each other (Kapadia et al., 1995 (Kapadia et al., , 2000 Polat et al., 1998; Ito and Gilbert, 1999) .
These converging anatomical and electrophysiological studies suggest that long-range horizontal connections underlie the integration of elongated contours (Field et al., 1993; Sagi, 1993, 1994; Polat et al., 1998; Kapadia et al., 1999 Kapadia et al., , 2000 and that "association fields" (Field et al., 1993) are the basis of an inference process whereby a neuron activated by its preferred orientation propagates its "belief " that neighboring neurons should also be co-activated, given the statistical distribution of orientations in natural images (Geisler et al., 2001) .
Most investigations of the temporal dynamics of contour coding (Usher and Donnelly, 1998; Beaudot, 2002; Polat and Sagi, 2006) varied the temporal asynchrony between co-aligned target element and randomly oriented non-target elements, with discrepant results. Usher and Donnelly (1998) reported enhanced contour detection for asynchronous target and background, but Beaudot (2002) did not replicate this finding and suggests it results from a strong priming effect when the target is presented first. However both studies used high contrast stimuli together with a path detection task where subjects have to report the presence or the position of several co-aligned elements. Polat and Sagi (2006) measured the detection threshold for a Gabor target flanked by high contrast Gabors while varying the temporal offset between the target and the flankers. The temporal asymmetry they report is interpreted as reflecting the different speed of excitation and inhibition. However, the use of double flash presentations-target followed or preceded by distractors-and high contrast stimuli may not be best suited to test the intrinsic dynamics of long-range interactions, as they mainly reflect interactions between a masking background and a target rather than estimate the flow of activity along long-range connections. Cass and Alais (2006) used a clever psychophysical paradigm where subjects must detect a static target Gabor flashed with varying time offset while flanker Gabors rotate over time. Plotting the contrast threshold as a function of phase lag they derive an optimal facilitative delay for target-flanker interactions commensurable with electrophysiological estimates of the propagation speed through long-range interactions.
The aim of the magnetoencephalography (MEG) experiment detailed below is twofold: (1) to investigate whether waves of activity modulate the latency and amplitude of MEG recordings in humans and (2) to test whether these hypothetical modulations depend on contrast and orientation, as would be expected if the network of long-range horizontal connections is involved.
In order to probe the effects of wave propagation on the amplitude and latency of cortical responses, it is desirable that the temporal course of the visual stimulation closely matches their cortical speed so as to maximize the interactions between lateral and feedforward inputs. Moreover, the stimulation should remain in a reasonable range to ensure it can be perceptually processed. To convert cortical speed into motion in visual space, one must take into account the magnification factor, M, which varies with eccentricity and between species . Taking an estimate of M between 2 and 5 mm/deg, corresponding to an eccentricity of 2-6 • for human retino-cortical projection (Dow et al., 1981; Sereno et al., 1995) , leads to visual speeds ranging between 20 and 500 • /s. Although this speed range is wide, it is worth noting that slow cortical waves correspond to very fast motion in visual space, at least much faster than usual ecological motion encountered in natural vision.
Electrophysiological recordings (Bringuier et al., 1999; Frégnac et al., 2010) , psychophysical and modeling studies suggest that when two co-aligned Gabor patches are flashed sequentially in two neighboring locations, the lateral activity propagated by the first patch can facilitate the response to the second patch provided that the temporal and spatial separations as well as the relative orientation between both Gabors are appropriately set. As this sequential stimulation also elicits a percept of apparent motion we shall refer to motion stimulation in the following. We relied on these previous studies to choose the speed, orientation and contrast of fast apparent motion sequences presented left or right from a fixation cross and examined whether the amplitude and the latency of MEG responses depend on propagating activity within the network of horizontal long-range connections.
Specifically, we tested whether spreading facilitation elicits a shortening of the response latency to incoming inputs. In the model of Seriès et al. (2002) , long-range facilitation, propagating slowly through thin non-myelinited axons running horizontal to the cortical surface, depolarizes neurons' membrane potential after a delay. As a consequence, whenever a neuron is activated, it sends facilitating signals to neighboring neurons with similar orientation preference and receptive fields co-aligned in visual space (Figure 1) .
This depolarizing wave, although it does not produce spiking responses in itself, reduces the time-to-firing threshold of neurons to subsequent feed-forward inputs, and thus their firing latency. This effect of depolarization on response latency increases with decreased contrast because time-to-threshold is longer at a low than at a high contrast. Crucially, the model predicts that low-contrast co-aligned Gabor patches presented in succession elicit neuronal responses with a shorter delay than misaligned Gabor patches. This effect should occur whenever lateral and feed-forward inputs temporally coincide, hence when successive stimulations are separated by short time intervals, and should decrease at high contrast because time-to-threshold is too short to be significantly modulated by lateral inputs in this case.
In the following, we test these predictions by analyzing the MEG response of humans passively viewing low or high contrast Gabor patches briefly flashed in successive positions along the vertical axis, depending on whether these patches are parallel or orthogonal to the vertical axis.
METHODS AND PROTOCOL

PARTICIPANTS
Ten volunteers (five men and five women), aged 22-28, participated in the study after giving their informed consent, and received financial compensation for their participation. All were right-handed, had a normal vision without correction and were naive with respect to the stimuli. Four had a left ocular dominance.
STIMULATION
The stimuli consisted of Gabor patches displayed in sequence along a vertical axis located 2 degrees right or left from a central fixation, and inducing a fast apparent downward motion at 64 • /s. In each trial, two fixation periods flanked this sequence (see Figure 2A ). Each patch subtended 1.6 • of visual angle (dva thereafter). Their mean luminance was the same as the background (189 Cd/m 2 ) but was modulated horizontally or vertically with a spatial frequency of 1.5 cycle per degree (cpd), and their contrast followed a Gaussian profile (σ = 0.32 dva; see Polat and Sagi, 1993) . The Gabor patches were either orthogonal to the vertical apparent motion path (#) or parallel to it (//). Depending on the conditions, the maximal Michelson contrast of the patches was 50% ("High" contrast) or 20% ("Low" contrast, see Figure 2B ). These values are derived from our previous psychophysical study , chosen to be largely above threshold while entailing significantly different neural response latencies (as indicated in electrophysiological studies, e.g., Gawne et al., 1996) . Stimuli were back projected on a screen, via a mirror system, using a calibrated Mitsubishi X120 projector (60 Hz refresh rate) located outside the shielded room.
Subjects underwent seven blocks of 6 min, each comprising 128 trials, corresponding to 16 repetitions of the four conditions in each hemi-field, for a total of 112 trials per condition. The order of presentation of the conditions was randomized across blocks. Subjects were given no other task than to stare at the fixation point and to avoid moving their head or blinking as long as the fixation point was on the screen. The ISI was long enough (random duration between 1300 and 1600 ms) to allow blinking during this period.
MEG DATA
Data were collected at the MEG-EEG centre (Paris, France) using a 151-channel whole-head system (3rd order radial gradiometers, CTF System, Port Coquitlam, British Columbia, Canada). Each stimulation block was continuously recorded with a sampling rate of 1250 Hz. The subjects' head position relative to the MEG sensors was controlled before each run. Horizontal and vertical eye movements were monitored with two pairs of surface electrodes (electro-oculogram EOG). Electrocardiogram (ECG) was also recorded. Trials contaminated with muscle artifacts, eye movements or blinks occurring between −540 and 460 ms around the stimulus onset were rejected on visual inspection. Overall, between 13 and 21% of the trials were discarded from the analyses. Importantly, the number of retained trials did not change across conditions (Friedman test: p > 0.95) and thus cannot account for possible differences. Planar gradiometer data were estimated from axial gradiometer data, by computing a linear interpolation between each sensor site and its closest neighbors. Such transformation has the advantage of giving topographies with maxima above the underlying cerebral sources; making them easier to interpret in particular with respect to the presentation side. Trials were low-pass filtered at 40 Hz, to filter out high-frequency noise and possible artifacts caused by electric power supply (50 Hz), and averaged with respect to stimulus onset, for each subject, each condition and each hemi-field of presentation. Data from two subjects were discarded because of low signal to noise ratio: Subject 2 presented high alpha activity in both the fixation and Gabor presentation periods (S2 in Figure 3 ), and subject 10 had the smallest amplitude of signal, with a maximal amplitude of signal in the reference condition (High #, see Figure 2 ) smaller than half the value of all other subjects for the right presentation (S10 in Figure 3 ).
DATA ANALYSIS
As stronger activity is expected for high-contrast stimuli, we chose the condition with high-contrast patches orthogonal to the vertical axis (High #) as the condition of reference to select the sensors of interest on an individual basis. For this condition, we found the time of maximal activity in the range of 50-250 ms and selected the 2 or 3 sensors with maximal activity at this peak (see topographies of the peak activity for both hemi-fields of presentation in Figure 3 ).
The signal of the selected sensors was then averaged separately for each subject and condition. From these averaged signals, we extracted the peak value (amplitude), the peak latency and half-height latency (half height being the mean of the peak and a baseline value estimated between −120 and −20 ms, see Figure 4 ). For these three measures, we performed repeated-measure ANOVAS with factors Contrast (High, Low) and Orientation (#, //), separately for each hemi-field of presentation. According to our hypotheses, a main effect of contrast and an interaction between contrast and orientation are expected.
Because of the limited number of subjects, non-parametric statistics were also performed (Friedman test, Georgin and Gouet, 2000) . Wilcoxon tests were used to separately assess the main effects of Contrast (mean of high-contrast conditions vs. mean of low-contrast conditions) and Orientation (mean of # conditions vs. mean of // conditions) and the crossed effect of Contrast × Orientation (difference between High # and High // vs. difference between Low # and Low //). To better characterize a possible interaction, we also tested the orientation effect separately for the high contrast and low contrast conditions.
RESULTS
All results, computed from eight datasets are shown in Figure 4 . The Friedman tests reveal that the four experimental conditions induce significant variations of amplitude (Right: p = 1.3 × 10 −4 and Left: p = 4.1 × 10 −4 ), peak latency (Right: p = 1.1 × 10 −4 ; Left: p = 1.92 × 10 −3 ) and halfheight latency (Right: p = 1.5 × 10 −4 ; Left: p = 1.02 × 10 −2 ). According to post-hoc tests, the Low # condition always significantly differs from the High # condition (p < 0.05 corrected for multiple comparisons, Siegel and Andersen, 1988) .
The ANOVAs (see Table 1 ) reveal a strong effect of contrast on the three measures (amplitude: p = 5.3 × 10 −5 and p = 0.0019 for right and left presentations respectively; latency: p = 7 × 10 −5 and p = 1.8 × 10 −5 ; half-height latency: p = 9 × 10 −4 and 0.0089). For right presentations, we also find a main effect of Orientation on the response latency (p = 0.049 for peak latency and p = 0.012 for half-height latency); and a significant interaction between Orientation and Contrast for both the amplitude (p = 0.0035) and the half-height latency (p = 0.019). However, we found no effect of orientation on the amplitude (p = 0.33) and no Orientation × Contrast interaction on peak latency (p = 0.11).
For left presentations, despite a clear effect of contrast, we find no effect of orientation either on the amplitude (p = 0.44) or on the latency of the responses (p = 0.1 and p = 0.15 for peak and half-height latency respectively). No interaction is found either (amplitude: p = 0.66; peak latency: p = 0.2; half-height latency: p = 0.33).
These results were systematically confirmed by nonparametric statistics (see Table 2 These topographies served to select the sensors eliciting maximum activity that are used in the analyses. Topographies of subjects S2 and S10, which were discarded from the analyses, are shown in a shaded inset.
presentations (Right: peak latency p = 0.009; half-height latency p = 0.0086; Left: peak latency p > 0.04; half-height latency p > 0.1; Both: amplitude p > 0.16; one-tailed tests). Finally, Wilcoxon tests on the differences between orientations confirm a significant interaction (orientation × contrast) for both the amplitude (p = 0.0191) and the half-height latency (p = 0.0125), for right presentation only (other comparisons p > 0.1, one-tailed tests).
The difference of peak amplitude between high and lowcontrast stimuli is 35% (0.47 × 10 −13 T) for right presentations and 33% (0.37 × 10 −13 T) for left presentations. The latency difference is about 15 ms (right presentations: 20 ms for peak latency and 15.3 ms for half-height latency; left presentations: 15.2 ms latency and 14.95 ms for half-height latency).
The main effect of orientation on response latencies to right presentations corresponds to a phase advance of about 7 ms for parallel (//) as compared to orthogonal (#) patches (6.4 ms for peak latency and 7 ms for half-height latency, both significant). Note that for the left presentations, the mean delay between # and // is 7 ms for the peak latency and 4 ms for half-height latency, but these difference are not found significant.
The significant interaction between contrast and orientation for right presentation corresponds to a time difference of 8 ms for peak latency and 6 ms for half-height latency. For left presentations, we find the same amplitudes of effect on latency (10 ms) and half-height-latency (6 ms), but those are not significant.
When detailing the orientation effect, we observe that, at low contrast it corresponds to an average advance of about 10 ms for // with respect to # (Latencies: 10 ms for right presentations and 12 ms for left presentation; half-height latencies: 9 ms for both left and right), the difference being significant for right presentations only (Right: latencies, p < 0.006; half-height latencies, p = 0.009; Left: latencies p > 0.04; half-height latency: p > 0.011). At high contrast, the advance is about 2 ms only for peak latencies (Right: 2.5 ms; Left: 2 ms) and 4 ms for half-height latency (both left and right), none of these differences being significant.
To gain information about the brain structures involved in these effects, we reconstructed the sources of the contrast and orientation effects as well as their interaction using a depthweighted minimum L2 norm estimator of cortical current density applied on Collin MNI anatomy. MEG source analysis was performed using the BrainStorm software (http://neuroimage.usc. edu/brainstorm). The sources related to the effects of the parameters of interest were located in the occipital pole (Figure 5) , suggesting that the observed effects mainly reflect activity in the primary visual cortex. 
FIGURE 5 | Sources of the significant effects of contrast (A), orientation (B) and of their interaction (C).
Sources were reconstructed on the MNI template using a L2 minimum norm approach. Source activity was averaged on a 50 ms time window centered on the response peak of each subject before averaging across subjects. Only clusters of activity exceeding 51% of the maximal amplitude and extending on more than five vertices are displayed. As shown above, the contralateral sources of the contrast × orientation interaction are located within the occipital pole, presumably V1. No sources were found in the ipsilateral occipital cortex (not shown).
DISCUSSION
This study compared the magneto-encephalographic responses of humans passively viewing Gabor patches at different contrasts and orientations, displayed in fast sequences along a vertical axis, left or right from a static central fixation mark. Highcontrast Gabors evoked responses in the occipital lobe that were both more ample (by ∼30%) and occurred with shorter latencies (by ∼15-20 ms), than low-contrast Gabor patches. The data further showed that low-contrast Gabors aligned with the vertical motion path elicited responses with shorter latencies than a Gabor orthogonal to the vertical axis (mean latency advance of ∼7 ms). No such latency shifts were observed for high-contrast Gabors (∼3 ms, non-significant). The observed effects are unlikely to reflect a differential processing of vertical and horizontal orientation, as the results from previous psychophysical data were similar for a wide range of Gabor orientations. Although a control condition with different motion axes and Gabor orientation would be necessary to support this claim, a control condition using a horizontal motion axis would cause the stimulus to cross the vertical meridian and stimulate both hemispheres, which would entail difficulties for data analyses and valid comparisons between different motion axes. The effects of contrast and orientation were similar in both hemispheres, but are only significant for visual motion sequences presented in the right hemi-field. We do yet not have a straightforward explanation of this left/right asymmetry that we also observed in a behavioral speed discrimination task with similar stimuli. We note that all subjects were right handed and can only speculate that the left/right difference could correlate with already known asymmetries in visual processing, as for instance pseudoneglect (Jewell and McCourt, 2000) , or hemispheric differences in spatial frequencies and motion processing (Sergent, 1982; Peyrin et al., 2003) but further studies are needed to test these hypotheses.
Overall, the responses latencies reported here are relatively long as compared to a classical M100 response. The relatively late response latencies observed here for all conditions is likely to reflect the fact that the stimulus first enters the observers' visual field from the periphery and that interactions between elements can only occur after the occurrence of the second frame of a sequence.
The latency advance for high-contrast stimuli is in good agreement with previous electrophysiological recordings in macaque V1 (e.g., Gawne et al., 1996) and corroborates the effects of contrast and orientation found for intracellular recordings in anesthetized cat that also used fast Gabor sequences Lorenceau et al., 2001; Frégnac et al., 2010) . A psychophysical speed discrimination study using stimuli similar to those used herein , reported that a Gabor patch aligned with the motion axis appears faster than a Gabor orthogonal to it. This speed-up effect is large at high speeds (PSE of 2 for 64 • /s) and decreases at higher and lower physical speeds. Additional results (Paradis et al., 2011) found that a low-contrast Gabor (20%) aligned with the motion path is seen as moving much faster than a similarly oriented high-contrast Gabor (50%), an effect that disappears for Gabor patches orthogonal to the motion path. Altogether, these electrophysiological and psychophysical results suggest that the effects of contrast and orientation found with MEG reflect veridical and reliable processing differences.
The computational model developed by Seriès et al. (2002) accounts for the perceptual reports of Georges et al. (2002) , and provides insights into the underlying mechanisms. The model relies on latency shifts mediated by long-range horizontal connections between cortical neurons responding in succession to oriented Gabors (Figure 1) . In addition to simulating the psychophysical data, the model also predicts most of the effects of contrast and orientation reported here.
Crucially, the model predicts larger effects for a low-contrast Gabor aligned with the motion path than for other contrast and orientation configurations. This prediction stems from the fact that whenever a depolarizing input arising from a neighboring neuron through long-range facilitation brings a neuron close to its spiking threshold, its time-to-threshold is shortened. This shortening is large for low-contrast stimuli because the depolarization needed to reach the spiking threshold at low contrast is slow (long time-to-threshold; Figure 1 ), but the latency gain is smaller for high-contrast stimuli because depolarization is fast and the time-to-threshold is already short in this case. The present findings support this processing scheme, as a response phase advance is only observed for a low-contrast Gabor aligned with the motion path. In this view, latency shifts occur because horizontal facilitation-and/or suppression-between cells selective to similar-or dissimilar-orientations modulate the neurons' resting potential. As a consequence, the time needed to integrate the energy of an incoming feedforward input is modulated by signals from distant cortical neurons.
POSSIBLE ROLE OF LATENCY SHIFTS IN VISUAL PROCESSING
What could be the functional role of latency shifts in visual processing? The dependency on contrast, orientation and speed provides constraints on what these putative roles can be. The perceptual speed-up effect detailed in Georges et al. (2002) reaches a maximum at a high speed (∼64 • /s). We speculate that, except with rare exceptions, this speed is much faster than the average speeds usually encountered in a natural environment (Calow and Lappe, 2007) . It therefore seems unlikely that latency shifts can play a significant role in visual motion analysis. As saccadic eye-movements can induce very high retinal speeds, could latency shifts play a role in eye-movement control, for instance by speeding-up saccades or guiding eye movements toward relevant targets? The fact that saccades are mostly generated by sub-cortical structures such as the superior colliculus (Robinson, 1972; Wurtz and Albano, 1980) , where neurons lack orientation selectivity, weakens the plausibility of this interpretation. An alternative is that latency shifts play no role in motion processing or eye-movement control and that the apparent motion paradigm used herein was only appropriate to temporally decompose the neural dynamics that would otherwise had gone unnoticed with stationary stimuli, because they are below perceptual thresholds. In this view, the latency shifts induced by spatial facilitation could reflect the propagation of "beliefs" between neurons, based on the high probability that neighboring neurons sharing similar orientation preference are stimulated by a single elongated contour (Geisler et al., 2001; Geisler, 2008) , and serve to help contour extraction in cluttered environments.
Considering natural contours provides arguments in favor of this view: In natural images, an elongated contour rarely has a homogenous contrast, owing to the background against which the contour is presented, the illuminant or the presence of occluding objects, as exemplified in Figures 6A,B where regions with high and low contrasts define a single elongated contour. One consequence of this contrast heterogeneity is that neurons responding to different local contrasts should do so with different latencies. Therefore, response latencies should be scattered in time and the variance of their distribution should be high. High spike time variance would in turn limit the efficacy of feed-forward inputs that drive neurons at subsequent processing stages (Azouz and Gray, 2000) . We propose that one of the consequences of longrange collinear facilitation is to reduce spike time variance by temporally aligning the slower responses to low-contrast regions with the earlier fast responses to high-contrast regions.
According to the present findings and the model predictions, one consequence of the observed latency shifts is that neurons stimulated by a single elongated contour with varying contrast tend to align their responses in time, thus providing a simple and efficient spike time alignment mechanism (STAM) that synchronizes the neuronal activity tied to a figure contour, hence reducing the inherent latency scattering due to the varying local luminance and contrast of an input image. Moreover, a selective latency advance of the neural responses to collinear alignments, relative to non-aligned -e.g., background-elements could provide a temporal segregation of the responses to the contour figure from the responses to background contrasts (especially if long-range inhibition between cells with non-aligned receptive fields hyperpolarize their membrane potential, yielding longer time-to-threshold). The latency advance of a more synchronized population of neurons responding to a single contour in primary visual cortex could in turn entail earlier and stronger responses in higher visual areas -e.g., V2, MT-where a similar synchronizing mechanism could also exist, owing to the specific long range connectivity in these areas endowed with particular functional properties, as movement direction in MT. The feedback responses from these high level areas onto lower areas could further enhance the synchronicity and phase advance of their neural targets. Such a mechanism would provide a powerful way of selectively synchronizing neurons recruited by contour structures within images, endowing them with a temporal advantage relative to neurons responding to non-contour features.
SPIKE TIME ALIGNMENT MODEL
To test STAM, we developed a new variant of the computational model of Seriès et al. (2002) and probed its responses to static elongated contours with contrast varying along the contours (Figures 6A,B ). Each neuron is described using a conductancebased integrate-and-fire model whose response latency decreases with increasing contrast in a way similar to electrophysiological data (e.g., Gawne et al., 1996 ; Figure 6A ). Neurons with similar orientation preference and co-aligned receptive fields are connected by long-range horizontal connections. The lateral connections are excitatory and, although they are unable to drive a firing response, depolarize their target neurons with a delay, as shown in Figure 6B . This delay represents a combination of the speed of propagation through long-range connections and of the distance between connected units 1 . We then tested the model with artificial and natural contrast distributions and measured the neuronal response latencies with varying propagation delays as a function of the connection strength. We then compared these distributions with a network devoid of lateral connections (connection strength set to zero). Our simulations demonstrate that long-range connections influence the distribution of response latencies to elongated contour with varying contrasts (Figures 6C,D) . Crucial aspects that emerge from the simulation are the following: (1) Early responses to high-contrast regions shorten the response latency of neighboring neurons stimulated by lower contrast regions; (2) As a result, the variance of the latencies of the recruited population is reduced as compared to a similar network lacking long-range connectivity. In the simulation shown in Figure 7 with a propagation delay of 2 ms, the standard deviation of the spike time distribution drops from 17.5 ms without lateral connections to 5.3 ms with lateral connections.
The observed latency advances depend on the relative contrast between neighboring neurons. They are small (<2 ms) at high contrast but can increase up to 50 ms when the contrast difference is large ( Figure 6D) .
STAM is consistent with the data and model of Cheadle et al. (2008) showing that judgment of temporal synchrony between temporally modulated targets embedded within a smooth contour are impeded relative to similar targets embedded in a jagged contour. In Cheadle et al's model (Cheadle et al., 2008) , synchronization of responses via lateral interactions alters the temporal relationships between responses to temporally modulated targets, thereby limiting the perceptual ability to use internal responses to perform temporal judgments. A prediction derived from STAM is that the effects reported by Cheadle et al. (2008) should increase at low relative to high contrast. The STAM model is also reminiscent of the computational model of Van Rullen et al. (2001) where lateral connections modify the responses to elongated contours, although the model privileges spike order and does not explicitly considers spike time variance as a relevant parameter for contour integration. In conclusion, STAM demonstrates the plausibility of the model derived from the experimental data collected in MEG with fast apparent motion sequences. STAM relies on well-known properties of cortical V1 responses to orientation and contrast. The parameters used to simulate long-range horizontal connections are derived from experimental recordings in cat and monkey and can be widely varied with qualitatively similar outcomes.
Although STAM relies on long-range horizontal connections in V1, alternative implementations are conceivable. In particular, feedback connections from higher visual areas (e.g., V2, MT), known to modulate neuronal activity in primary visual cortex (Hupé et al., 2001b; Angelucci and Bullier, 2003) , could change the cells' membrane potential in a way similar to that implemented herein. One requirement, however, would be that these feedback connections are orientation specific and target neurons with similar orientation preference. In addition, one would expect that the strength or density of these feedback connections is anisotropic in order to account for the present results, namely the difference between parallel and orthogonal configurations. Although the reconstruction of sources of the present MEG results suggests the observed effects originate from V1, it is not possible at this stage to decipher whether feedback from higher visual areas or long-range horizontal connections or both underlie the latency shortening reported here for co-aligned low contrast elements. Further studies with different methodologies (e.g., optical imaging, multielectrode recordings) would be necessary to clarify this issue.
In the present study, the responses of the modeled neurons only depend on the contrast/latency response function and on the weight and propagation speed of the lateral inputs. Previous studies have shown that neuronal response latencies also depend on other dimensions (Bullier, 2001) . For instance, low spatial frequency information is mostly processed by fast magnocellular neurons with short response latencies while high spatial frequency information is mostly processed by slower parvocellular neurons with longer latencies (Bullier, 2001) . Extending STAM to simulate magno and parvocellular neurons with spatial-frequency dependent response latencies would implement an early "coarseto-fine" facilitation of visual processing (Bar, 2003) where magnocellular neurons stimulated by extended contours embedding different spatial scales would facilitate parvocellular neurons with co-aligned receptive fields. In this view, STAM predicts that the spike time variance of the population response to different spatial scale patterns should be decreased when these different patterns belong to a same contour.
