The concept of forwarding sets is widely adopted in many broadcast protocols for wireless multihop networks to alleviate the broadcast storm problem. In these protocols, after receiving a broadcast message, each node that is requested to relay the message instructs a subset of its 1-hop neighbors, a.k.a. the forwarding set, to further relay it. In this paper, we propose to use the Minimum Local Disk Cover Set (MLDCS) as the forwarding set in heterogeneous multihop wireless networks, where nodes may have different transmission ranges. We show that the minimum local disk cover set of a node in heterogeneous networks is equivalent to its skyline set, and then we propose a divide-and-conquer algorithm with the optimal time complexity to compute the skyline set locally and statelessly. Moreover, unlike other forwarding heuristics, the proposed algorithm requires only 1-hop neighbor information. This helps to reduce the forwarding set formation latency and thus will be more suitable for environments with a frequently changed network topology, such as vehicular ad hoc networks.
Introduction
A multihop wireless network consists of a collection of wireless devices networked together in a multihop fashion. Due to no need of fixed infrastructure, multihop wireless networks can be flexibly and quickly deployed for various applications, such as personal area networks, smart home appliances, environmental monitoring, battlefield surveillance, and emergency disaster relief. Each device in such networks may change its communications links to other devices dynamically and frequently due to either nodal mobility or extreme environment conditions.
Network-wide broadcasting is one of the fundamental and natural operations in many networks including multihop wireless networks. It is widely and frequently used to disseminate the information, explore the network topology, discover routing paths, and monitor network integrity. The simplest broadcast mechanism is flooding, where each device retransmits a message when it receives a copy of the message for the first time. Despite its simplicity, flooding generates a large amount of unnecessary retransmissions and as a result introduces serious redundancy and transmission collisions. If this phenomenon is not carefully taken care, the result of this broadcast storm can block all useful network traffic and even meltdown a network. In addition to introducing serious redundancy and transmission collisions, the straightforward flooding in a multihop wireless network environment would introduce more channel contention. In case if devices are mobile, such broadcasting operations are expected to be executed more frequently in a multihop wireless network. All this would quickly consume two most precious resources of the multihop wireless networks: energy and frequency bandwidth. The worst broadcast storm problem in a wireless ad hoc network has been studied by Ni et al. [13] .
To address the broadcast storm problem, various broadcast algorithms [3, 12, [14] [15] [16] have been proposed. In these algorithms, when a node receives a broadcast message, instead of triggering all 1-hop neighbors to relay the message, it selects a subset of 1-hop neighbors, referred to as a forwarding set or a multipoint relaying set (MPR), to relay the message. To ensure that a broadcast message can reach all nodes in the network, the broadcasting node selects its relay forwarding set to cover all of its 2-hop neighbors. At the same time, to relieve the broadcast storm problem, the forwarding set should be kept as small as possible. Let X u0 be the 2-hop neighbors of the broadcasting node u 0 . For each 1-hop neighbor u of the broadcasting node u 0 , define C u u0 as the u 0 's 2-hop neighbors that are 1-hop neighbors of u. Obviously, F = {C u u0 |u is 1-hop neighbors of u 0 } is a family of subsets of X u0 . For every element x of X u0 , there exists a subset C u u0 in F such that x belongs to C u u0 . Therefore, if F and X u0 are given, a minimum forwarding set of the broadcasting node u 0 is exactly corresponding to a minimum cover set of a classical set-covering problem.
Ignoring geometric factors of wireless communications, Qayyum et al. pointed out in [14] that the minimum forwarding set problem on general graphs is NP-complete. Therefore, heuristics are used to find the minimum set cover as the forwarding set. In [14] , a greedy set cover heuristic is adopted to select MPR, and without too much surprise, the greedy algorithm is with approximation O (log ∆). Here ∆ is the maximal cardinality of sets. In [1] , MPRs are proposed to control flood messages in mesh networks.
Huson and Sen mentioned in their paper [9] that some restricted graphs, such as tree and planar graphs, are unable to model radio networks but arbitrary graphs fail to capture the structural information of the network which may be used to develop better algorithms. They and others [5, 6, 8, 10, 17, 18] proposed geometric disk graphs to model wireless networks for dealing with various problems, such as frequency assignment, broadcast scheduling, network routing, connected dominating sets and disk covering problems.
Cȃlinescu et al. [5] used unit disk graphs to model homogenous radio networks when dealing with selecting forwarding neighbors and finding the minimum disk cover problems. They utilized the geometric representation of 1-hop and 2-hop neighbors to propose heuristics that can give six and three approximations respectively in O (n log n) and O n log 2 n time, where n is the number of 1-hop and 2-hop neighbors. This improved previous known results by Brönnimann and Goodrich [4] O (1) approximation in O n 3 log n time. To construct forwarding sets, in most previous works each node needs to collect information of its 2-hop neighborhood. However, in multihop wireless networks, network topology could change frequently and dynamically, and the cost of obtaining fresh 2-hop neighbor information is high. It is a good idea not to take the 2-hop neighbor information into consideration when dealing with multihop wireless networks.
Instead of 2-hop information, Sun et al. [17] suggested constructing the forwarding set based on the coverage area of 1-hop neighbors and unit disk graph model. The idea behind it is to ensure nodes in the forwarding set of a broadcasting node to cover the same area as all its 1-hop neighbors. The proposed algorithm is localized, distributed, and with the optimal time complexity O (n log n). However, the algorithm works only when all nodes in the network have the same transmission range. Nodes in the transmission range of a node X, they can correctly receive and decode packets sent from the node X.
All those researchers either assume all nodes of the modeled wireless networks have the same transmission range (homogeneous networks) or have transmission ranges at least greater than some fixed distance (so called quasi unit disk defined by Kuhn [10] ). However, in reality, the transmission ranges of nodes in multihop wireless networks are not necessary equal and are not greater than some fixed distance, either. Thai and Du [18] used bidirectional link disk graphs to model multihop wireless networks for connected dominating sets problem.
In this paper, we extend the work in [17] for homogeneous networks to heterogeneous networks in which nodes may have different transmission ranges. A heterogeneous network topology is modeled by bidirectional link disk graph in which each node is associated with a disk centered at the node and the radius be the transmission range of the node. And two nodes have an edge between them if their distance is no larger than any of their transmission ranges. We use the term employed in Sun's paper the coverage area of a node to mean the transmission range of the node. Since the transmission range of a node is modeled as a disk centered at the node, the coverage area of a network is the union of those disks representing their transmission ranges of the network. If the coverage area of a subset of a network has the same coverage area of the network, then such a subset can be chosen as a forwarding set of a broadcasting node in the network. Therefore, we can study the broadcasting problem through a coverage area approach. Compared to a node coverage approach, our area coverage approach is a conservative one. Although the forwarding set found through an area coverage approach, such as skyline-based algorithm, may be bigger than that found using a node coverage approach, it can be found using only 1-hop neighboring information when an area coverage is employed. We prove that finding the local minimum disk cover set is equivalent to finding the skyline of the coverage area of 1-hop neighbors. In addition, a localized divide-and-conquer algorithm with the optimal time complexity O (n log n) is proposed to compute our forwarding set.
The remaining of this paper is organized as follows. In Section 2, the forwarding set problem is formulated as the minimum local disk cover set problem. In Section 3, the equivalence between the minimum local disk cover set and the skyline set is built, and a divide-and-conquer algorithm is provided to find the skyline set. In Section 4, the time complexity of proposed algorithm is derived. In Section 5, the simulation results of performance comparison are presented. The conclusion is given in Section 6.
Minimum Local Disk Cover Sets
In what follows, we use B(x, r) to denote the closed disk having center at x and radius r. The boundary of a closed subset S ⊂ R 2 is denoted by ∂S, and thus, ∂B(x, r) is the circle centered at x with radius r. For any two points x and y, xy denotes the line segment between x and y, − → xy denotes the ray (or called a half line) from x to y, and ← → xy denotes the line containing the points x and y. |A| is shorthand for the cardinality of a countable set A.
We assume that wireless nodes are distributed on a two-dimensional Cartesian plane. The topology of heterogeneous wireless network is modeled by bidirectional disk graph. In other words, each node u i is associated with a transmission range r i , and two nodes u i and u j are said to be neighbors each other if and only if their Euclidean distance u i − u j is no larger than min(r i , r j ). Instead of saying two nodes u i and u j are neighbors each other, we will say that the node u j is a 1-hop neighboring node of the node u i or the node u i is a 1-hop neighboring node of the node u j . For a node u i , its (transmission) coverage is modeled as a disk with center at u i and radius r i , i.e., B(u i , r i ). A node u j is said to be covered by a node u i if u j ∈ B(u i , r i ). In this case, the node u j is also said to be a neighboring node of the node u i
For a set of nodes V , we say a subset S of V is a (disk) cover set of V if
If there exists a node u 0 in V such that all other nodes in V are neighbors of that node, then V is called a local set and the corresponding disk set {B(u 0 , r 0 ), B(u 1 , r 1 ), . . . , B(u n , r n )} is called a local disk set. A disk from a local disk set is called a local disk. A cover subset S of a local set V is called a local disk cover set. In the following discussion, without loss of generality, we always assume u 0 is a neighbor of all other nodes in V and is called the broadcasting node. We also assume that the point u 0 is located at the origin of the Cartesian plane and the origin is denoted by o. The problem of a minimum local disk cover set is formally stated as follows: r 1 ) , ..., B (u n , r n )} is a corresponding disk set such that for all i, i = 1, 2, . . . , n, u 0 − u i ≤ min (r 0 , r i ), i.e., ∀i u i ∈ B(u 0 , r 0 ) and u 0 ∈ B(u i , r i ).
Measure: |S| is minimal.
To alleviate the broadcast storm problem associated with broadcast protocols, the size of the forwarding set needs to be reduced. On the other hand, to ensure a broadcast can reach all nodes in the network, the selection of the forwarding set of a broadcasting node should guarantee that the message will be sent to all its 2-hop neighbors. Based on the idea used in [17] , we shall construct a forwarding set of a node to cover the same area as all its 1-hop neighbors. Since the broadcasting node u 0 with its neighbor set forms a local set, we propose to use the minimum local disk cover set (MLDCS) as a forwarding set.
We assume that each node can learn the locations and radii of its neighbors through beacon exchanges. In addition, we define the skyline for a set of disks as the boundary of the union of disks in the set. Hence, the skyline of a local disk set
Obviously, a skyline is a closed set and composed of arcs of circles. The collection of centers of disks that contribute arcs (not just a point) to a skyline is called the skyline set. In the next section, we shall show that the MLDCS of a local set is the skyline set of the corresponding local disk set, and thus, we can solve the MLDCS problem for a given local disk set by finding the corresponding skyline. In addition, we propose a localized and stateless algorithm to find the skyline set.
Skyline Sets
In this section, we give properties of skylines and build the relation between the MLDCS for a given local set and the skyline set for the corresponding local disk set. We then propose a divide-and-conquer algorithm to compute the skyline set.
Skylines of disk sets
The following geometric lemma and corollary are used to build the relation between MLDCS for a local set V = {u 0 , u 1 , . . . , u n } and the skyline set for the corresponding local disk set {B(u 0 , r 0 ), B(u 1 , r 1 ), . . . , B(u n , r n )}. Note that due to the bi-directional link model, the intersection of coverage of 1-hop neighbors of broadcasting node u 0 (=o) is not empty. It is trivial that for a local disk cover set S the intersection r 1 ) , . . . , B(u n , r n )} be its local disk set. For any point a on the disk boundary ∂B (u i , r i ), the line segment oa is contained in B (u i , r i ), i.e., oa ⊂ B (u i , r i ).
Proof. Note that
An example is shown in Fig. 1 . Then, we have the following corollary. Proof. First of all, we will show that a ray originated from o intersects the skyline of the local disk set at exactly one point. Since u 0 , the origin o, is inside any local disk, any ray R originated from the origin o intersects the boundary of some local disk at a point a such that the subray R ′ originated from a is entirely located outside of the skyline except a. Now we claim that the intersection point a must be on the skyline. If not, then a is located in an open set, the interior of the skyline. From the definition of an open set, there are some points other than a are inside the skyline but on the subray R ′ − {a}. It is contradictory to the fact that the subray R ′ − {a} is entirely outside the skyline. Next, we only need to show the uniqueness of the intersection point. Assume there were a ray that intersects the skyline at points a and b ′ . Without loss of generality, we also assume a is farther away from o than b ′ . Since a is on the skyline, a is on ∂B (u i , r i ) for some i. According to Lemma 1, we have
′ cannot be on the skyline. Therefore, we have shown that a ray originated from o intersects the skyline of the local disk set at exactly one point. Now, if the ray is rotated around the origin one full circle, it will intersect the skyline a closed curve. It is easy to see such curve is formed by intercepted arcs vertices at the origin. Thus the corollary is proved.
For the purpose of expressing the skyline arc sequence, we split an arc crossing the positive x-axis into two arcs at the intersection point. A skyline arc can be represented by a quadruple (α i , u j , r j , α i+1 ) in which u j and r j respectively are the center and radius of the disk contributing this skyline arc, and α i and α i+1 with α i < α i+1 are two polar angles corresponding to two endpoints of the skyline arc. An example is given in Fig. 2 . Please note that the reference point to measure angles α i and α i+1 is o, not u i .
A skyline consisting of n arcs are represented as (α 0 , u s0 , r s0 , α 1 , u s1 , r s1 , α 2 , ..., α n ), where 0 = α 0 < α 1 < ... < α n = 2π and for any i, i = 1, 2, . . . , n−1,
is an arc of the skyline. Now, the following theorem provides an important relation between the MLDCS of a local set V and the skyline set of the corresponding local disk set.
Theorem 3.
For a given local set V = {u 0 , u 1 , . . . , u n }, its MLDCS is the skyline set for the corresponding local disk set {B(u 0 , r 0 ), B(u 1 , r 1 ), . . . , B(u n , r n )}.
Proof. We first prove that the skyline set is a local disk cover set. Assume a skyline is composed of intercepted arcs
respectively. Let ∢a j ob j denote the sectorlike area (see Fig. 2 ) surrounded by line segments oa j , ob j , and intercepted arc a j b j . The covered area n i=0 B (u i , r i ) is equal to the union of sector-like areas k j=1 ∢a j ob j . According to Lemma 1, for each skyline arc a j b j , we have
Next, we prove that this cover set {B (u i1 , r i1 ) , B (u i2 , r i2 ) , . . . , B (u i k , r i k )} is minimum by claiming that no disks from the local disk cover set can be eliminated to form the new disk cover set of V . Assume that u i is a center of any disk of the local disk cover set {B (u i1 , r i1 ) , B (u i2 , r i2 ) , . . . , B (u i k , r i k )}. Let a be a point (but not an intersection point) on the skyline arc contributed by the B (u i , r i ). See Fig. 3 .
By the definition of the skyline, a is outside of any disk except B(u i , r i ). Therefore, for any j = i, we have u j − a > r j . Let r = x ∈ B (a, r) and j = i,
Thus, for any
} is a minimum local disk set. So the theorem is proved.
A divide-and-conquer algorithm
According to Theorem 3, computing the MLDCS of a local set is the same as finding the skyline set of the corresponding local disk set. In this subsection, a divide-and-conquer algorithm is proposed to find the skyline set. Recursively, the disk set is divided into two subsets of disks. After skylines of both subsets are found by recursive calls, they are merged to find the skyline of all disks. As stated previously, the reference point to measure angles α i and α i+1 is o. Note that the position u 0 (i.e., o) and the value r 0 are stored as global variables in the M erge procedure. Skyline (DS) is a divide-and-conquer algorithm, and the most of work is done in the procedure M erge. There are three steps in M erge.
In the first step, two skylines are aligned by splitting arcs such that two skylines have the same angle sequences. For example, assume SL1 = β 0 , u
be the monotonic sequence of angles such that {α 0 , α 1 , · · · , α m } = {β 0 , β 1 , ..., β k } ∪ {γ 0 , γ 1 , ..., γ l }. Then, SL1 and SL2 are refined according to angles α 0 , α 1 , · · · , α m . After that, both lists should have the same angle sequences and numbers of arcs, and we may assume SL1 = (α 0 , u 1 , r u1 , α 1 , ..., α m ) and SL2 = (α 0 , v 1 , r v1 , α 1 , ..., α m ). r u1 ) , ..., (u n , r un )}) Require: (u i , r ui ) represents the center and radius of a disk.
if |DS| = 1 then return the skyline of
Require: SL1 and SL2 are skylines.
Refine SL1 and SL2 to align arcs in skylines. Then, we may assume
Combine neighboring skyline arcs that are from the same disk. return the new skyline
In the second step, for each i, i = 0, 1, . . . , m, new skyline arcs are determined from (α i , u i , r ui , α i+1 ) and (α i , v i , r vi , α i+1 ) through the following procedure.
Given two arcs (α, u, r u , β) and (α, v, r v , β), we have following three cases to determine the new skyline arc.
(1) Arcs (α, u, r u , β) and (α, v, r v , β) have no intersection. One arc is closer to the origin o than the other, and the arc closer to the origin o can not be in the new skyline. For instance, in Fig. 4(c) , arc a ′ b ′ is the new skyline arc of arcs a ′ b ′ and ab between l 1 and l 2 . (2) Arcs (α, u, r u , β) and (α, v, r v , β) intersect at one point e. Let γ be the angle corresponding to the intersection point. Applying the principle used in case 1, new skyline arcs can be determined from arcs (α, u, r u , γ) and (α, v, r v , γ), and arcs (γ, u, r u , β) and (γ, v, r v , β). In the last step, since one arc may be split into several pieces in the first and/or second steps, we try to combine neighboring skyline arcs if they are from the same disk before returning the new skyline.
Time Complexity Analysis
In this section, we show that the time complexity of the proposed algorithm is Θ (n log n), where n is the number of disks in a local disk set. The time complexity can be formulated by the following recursive equations:
Here f (n) is the time complexity time of M erge. Since f (n) is linear with respect to the number of arcs, and the fact provided in Lemma 11 that the number of arcs of a local disk skyline is at most 2n, we have f (n) = O (n). Hence, according to the master theorem [7] , T (n) = O (n log n). Leaving the long tedious proof of Lemma 11 at the end of the section, we first state the theorem of time complexity, and then provide related lemmas which support the proof of Lemma 11.
Theorem 4.
The time complexity of Skyline is Θ (n log n), where n is the number of disks.
It has been shown in [17] that the time complexity of the algorithm that computes the minimum local disk cover set for homogeneous networks (i.e., all nodes have the same radius) is Ω (n log n). Since homogeneous networks are special cases of heterogeneous networks, the time complexity for the algorithm that computes the minimum local disk cover set for heterogeneous networks is also Ω (n log n). Hence, the proposed algorithm is with the optimal time complexity.
Geometry of local disks
Before we show the main fact that the number of arcs in a skyline of n local disks can not be more than 2n, we first provide some geometric facts about these disks in the following four lemmas. We will prove the main fact stated as Lemma 11 at the end of the next subsection. From now on, B i is shorthand for B (u i , r i ). Let {B 0 , B 1 , . . . , B n } be a local disk set. Proof. Since B m contributes at least three arcs of the skyline of U , we can choose three skyline arcs from them. Among these three skyline arcs, there are six endpoints which are on the skyline. Now consider the subset U ′ (⊆ U ) those disks whose boundaries intersect ∂B m at these six endpoints. The possible number (|U |) of such disks can be three or more since the boundary of each such disk can have at most two intersection points with ∂B m . If the number of those disks is three, we are done. So, if there are more than three disks, at lease one disk intersects ∂B m exactly at one point on the skyline. If the number of skyline arcs of U ′ contributed by B m were decreased when we remove one such disk, the only possibility is that two skyline arcs contributed by B m are merged and they must intersect the removed disk. This contradicts to that the removed disk intersects ∂B m exactly at one point on the skyline. Thus, for the skyline formed by the remaining disks, B m still contributes three skyline arcs, but the number of disks is reduced by one. can be repeated until the number of the remaining disks is three and B m contributes exactly three arcs in the skyline of the remaining three disks. Thus the lemma is proved.
It is clear that the number of disks in the set U in Lemma 5 should be greater than three. Since if |U | ≤ 3, the statement "B m ∈ U contributes at least three (≥ 3) arcs of the skyline of U " can never be true. Proof. We prove this lemma by exhaustion on the number of skyline intersection points enclosed by the new skyline arcs. All are claimed to be contradictory to the fact that boundaries of two local disks intersect at most two points if the disk boundary ∂B k+1 does not contain the four intersection points {b, c, e, f }. Figure 6 is provided to aid the proof. The dashed arcs on the figure are some (not all) possible skyline arcs contributed by B k+1 .
Fist of all, we assume that the three skyline arcs contributed by B k+1 enclose none of the four intersection points {b, c, e, f }. From the Fig. 6 , it is easy to see that these three skyline arcs would be Arcs 1, 3, and 2 or 4. Assume that B k+1 contributes Arcs 1, 2, and 3. The non-skyline arc of ∂B k+1 between Arcs 1 and 2 would intersect ∂B 2 and ∂B 3 . Therefore, we found that ∂B k+1 intersects ∂B 2 at more than two points, two on Arc 1 and one on the above non-skyline arc. The same result can be obtained for the case that B k+1 contributes Arcs 1, 3, and 4. This contradicts to the fact that the boundaries of two local disks intersect at two points. Secondly, we assume that the three skyline arcs contributed by B k+1 enclose only one of the four intersection points {b, c, e, f }. Without loss of generality, assume one of the three skyline arcs is Arc 5. So, the remaining two skyline arcs have to come from Arcs 1, 2, 3, and 4. It is easy to see that Arcs 1, 2, or 4 can not be any one of these remaining two skyline arcs since Arc 5 intersects ∂B 2 and ∂B 3 and Arcs 1, 2, and 4 on either ∂B 2 and ∂B 3 . So, the three skyline arcs contributed by B k+1 enclose only one of the four intersection points {b, c, e, f } is not possible.
Thirdly, we assume that the three skyline arcs contributed by B k+1 enclose two of the four intersection points {b, c, e, f }. There are two situations about the skyline arcs enclosing these points: one situation is that two skyline arcs enclose one intersection point each and the other situation is that one skyline arc, such as Arc 9, encloses two intersection points. It is easy to see that the second situation is not possible. Since the Arc 9 intersecting ∂B 1 and ∂B 2 , Arcs 1 and 3 can not the skyline arcs. Also since Arcs 2 and 4 intersect the same disk boundary ∂B 3 , both can not be simultaneously chosen as skyline arcs. As for the first situation, the possible skyline arcs choices are {3, 5, 6} and {1, 7, 8}. Using the previous same argument, we derive, in either way, the same contradiction, boundaries of two local disks intersecting more than two points.
Lastly, we assume that the three skyline arcs contributed by B k+1 enclose three of the four intersection points {b, c, e, f }. From the previous argument, no skyline arc can enclose more than one intersection point. Without loss of generality, we assume that the three skyline arcs are Arcs 5, 6, and 7. Using the same argument on Arcs 5 and 7, we derive that ∂B k+1 intersects ∂B 3 at three points. Therefore, ∂B k+1 must cover the four intersection points {b, c, e, f }.
The above lemma can be stated as follows: A four-arc skyline (so it has four intersection points) is formed by three local disks. One of these three local disks contains two intersection points of the other two local disks' boundaries. If a fourth local disk is added and contributes three skyline arcs, then it has to contain the four skyline intersection points.
In addition to forming a four-arc skyline, three local disks can also form a three-arc skyline (so it has three intersection points), where each disk contains one intersection point of the other two disks' boundaries. It can be proved, in the same way, that if adding a fourth local disk which contributes three skyline arcs then it has to contain the three skyline intersection points. Since the proof is very similar to the one of four-arc skyline case, we will only state it as a lemma without proof. 
Similarly, if r 2 ≤ r 1 , we also have
Thus, the lemma is correct for this extreme case. The inequality can be extended for general cases by the following simple observation. Rotate B 1 and/or B 2 of Fig. 9 around a and 
Triangle as chords of four circles

Lemma 9. For each edge of an acute or right triangle, a circle is drawn through the two endpoints of the edge (i.e. as a chord of a circle) and its center is outside the triangle and the radius equals to the circumradius of the triangle. Then, the three circles intersect at the orthocenter of the triangle.
Proof. Let ∆abc be an acute or right triangle and C 1 be the circumcircle of ∆abc. Let ab (respectively, bc and ac) be a chord for C 2 (respectively, C 3 and C 4 ), a congruent circle of C 1 , with its center outside ∆abc. See Fig. 11(a) .
To prove this lemma, it is enough to show that the orthocenter of ∆abc is on C 2 , C 3 and C 4 . Figure 11(b) illustrates the relation between C 1 and C 2 , and we will prove that the orthocenter is on C 2 . Draw a line from c perpendicular to the segment ab intersecting C 2 at d, ab at f , C 1 at h and C 2 at e, respectively. Let g be the intersection point of lines ← → bd and ← → ac . We are going to show bg and ac are perpendicular, and thus d is the orthocenter of ∆abc. Since C 1 and C 2 are congruent and ab and ce are perpendicular, ∆aef and ∆acf are congruent. So, ∠aef = ∠acf . Since ∠aed and ∠abd are inscribed angles of C 2 and correspond to the same intercepted arc ad, ∠aed = ∠abd. Thus, ∠abd = ∠acf . In ∆dbf and ∆dcg, ∠dbf = ∠dcg and ∠bdf = ∠cdg, so ∠bf d = ∠cgd. Since ∠bf d = 90
• , ∠cgd = 90
• . Thus, bg and ac are perpendicular and cf and ab are perpendicular, and d is the orthocenter of ∆abc. Similarly, we can show that the orthocenter of ∆abc is on C 3 and C 4 , too. So, the lemma is proved.
Corollary 10. or each edge of an acute or right triangle, draw a circle through the two points of the edge (i.e. as a chord of the circle) and the center is outside the triangle and radius is greater than the circumradius of the triangle. Then, three circles have no intersection.
Now, we are ready to prove Lemma 11. If adding a local disk into a disk set on a plane will only increase the number of skyline arcs by at most two, then the number of skyline arcs of n disks from a local disk set would be at most 2n. Since the order of adding disks into the disk set should not change the final skyline, we will prove that lemma by assuming that disks are added into the disk set in a decreasing order of the disk radius.
Lemma 11. The number of arcs of a skyline of n disks from a local disk set is at most 2n.
Proof. We will prove this lemma by mathematical induction on the number of disks n.
Without loss of generality, we may assume each disk contributes at least one arc in the skyline and the last added disk is the smallest one. If n = 1, there is only one disk, and thus, the skyline consists of one arc, the boundary of the disk.
If n = 2, two boundaries of two disks intersect at most of two points. There are at most two arcs in the skyline. See Fig. 12(a) .
If n = 3, since the fact that two circles intersect at most two points and assumption that each disk contributes at least one skyline arc, the relationship of three local disks can be categorized into two topologies as shown in Figs. 12(b) and 12(c). In Fig. 12(b) , each disk contains one of the intersection points of the other two disks' boundaries, and the skyline is composed of three arcs. In Fig. 12(c) , one disk contains two intersection points of the other two disks' boundaries. Note that the case in which three disks have a common intersection point like Fig. 13 is categorized to the first topology.
No matter what, the skyline of three disks is composed of either three or four arcs. Now, assume that as n = k (≥ 3), the skyline has at most 2k arcs. If we can show that after a disk B k+1 is added into the set, the number of arcs in the skyline increases at most by two, namely we prove the fact that the number of arcs of the new skyline is no more than 2 (k + 1) arcs. Assume B k+1 contribute at least three arcs. Since B k+1 contributes at least three skyline arcs in the skyline of {B 1 , B 2 , . . . , B k+1 }, by Lemma 5, without loss of generality, we may assume that B k+1 contributes three arcs in the skyline of {B 1 , B 2 , B 3 , B k+1 }. From the discussion of n = 3, the disks B 1 , B 2 , B 3 have possible topologies as shown in Fig. 12(b) or 12(c) . We will discuss the problem based on these two topologies. B 2 are outside of ∆abc. Again, since B k+1 is smaller than B 3 and has to contain points {b, c, e, f }, the arc bc of B 3 outside B 1 , B 2 is larger than π. So, an inscribed angle ∠bf c (not shown) is greater than π/2. It is easy to see that the angle ∠bac is obtuse. According to Lemma 8, just like Case I-2, we have 2r k+1 ≥ b − c > 2 min (r 1 , r 2 ). This is a contradiction.
According to previous discussion, B k+1 can not contribute three arcs to the skyline of {B 1 , · · · , B k+1 }, and therefore, the number of arcs in the skyline of {B 1 , · · · , B k+1 } is at most 2(k + 1). By mathematical induction, we conclude that the number of arcs in the skyline of n disks is upper bounded by 2n.
Performance Evaluation
In this section, we compare the performance of the skyline-based algorithm with that of the flooding algorithm and a recently developed greedy algorithm called H2DP [2] . Although the flooding algorithm is considered inefficient use of nodal resources and unnecessary bandwidth consumption, it achieves the highest reachability and requires no network topology information. We use the performance of the flooding algorithm as the lower bound. Dominant Pruning (DP), a well known broadcasting protocol, has been claimed by Lim and Kim [11] as one of the promising approaches that utilizes 2-hop neighboring information to minimize the forwarding sets. H2DP (History-based 2-hop Dominant Pruning) falls in the category of the DP algorithm. H2DP was used in the performance comparison because Agathos and Papapetrou claimed that H2DP is superior to DP in a low mobility (1m/s) environment which is matched to the design goal of the skyline-based algorithm. HDP, an optimization of H2DP, was not used in the performance comparison, because it is designed for highly mobile (> 20m/s) and sparse networks.
In the flooding algorithm, a node will retransmit the broadcast message which is received by the node for the first time. H2DP modifies DP and DP uses 2-hop neighboring information obtained through exchanging "hello" messages. Each rebroadcasting node chooses some of its 1-hop neighbors as forwarding nodes. Only those chosen nodes are allowed to rebroadcast. Nodes inform forwarding neighbors by piggybacking their IDs in a list in the header of each broadcast message. When a node receives a broadcast message, it checks the header to see if its ID in the list. If so, it uses Greedy Set Cover (GSC) algorithm [7] to determine the forwarding set, given information of which neighbors have already received the broadcast. In addition to the forwarding nodes, H2DP also piggybacks the Packet History in the header of each broadcast message. The Packet History records all the nodes that have received the broadcast message as the message is broadcasted from the source node moving forward toward the current node. Using the Packet History, H2DP is able to eliminate some 2-hop neighboring nodes which have already received the broadcast message. Therefore, each node can build its own forwarding set by GSC approach with less 2-hop neighboring nodes needed to receive the broadcast message. In addition to the method of creating forwarding sets, the skyline-based algorithm also differs from DP in that the nodes in the forwarding set created by the skyline-based algorithm cover the transmission areas of all 1-hop neighbors. Also, the skyline-based algorithm does not need to collect neighbors' 1-hop neighbor information. Furthermore, the skyline-based algorithm does not need the Packet History information used by H2DP.
In order to create forwarding set, each node using either the skyline or H2DP algorithm needs to collect its 1-hop and/or 2-hop neighbor information. Such neighbor information may be stored in beacon (or hello) messages and exchanged periodically. Changing the structure of beacon (or hello) message or adjusting the timing period of sending beacon (or hello) message can affect the simulation results differently. To avoid this artificial effect, we will not consider the creation and sending of beacon (or hello) messages (the effect of MAC layer) during the collection of values of delay and runtime in the simulation. Therefore, when define Average delay and Average runtime below, we assume that each node has already received all necessary beacon (or hello) messages from all its 1-hop neighboring nodes. However, the performance impact of those beacon (or hello) messages cannot be ignore, they will be collected separately as another performance metric.
The following performance metrics will be used to evaluate these broadcasting algorithms:
• Average number of retransmissions: The number of retransmissions of a broadcast message for an algorithm is defined to be the total number of transmissions of the broadcast message until it is received by all nodes in the network.
• Average delay: The delay of a broadcast message for an algorithm is defined as the number of transmissions (or hops) needed for a message broadcasted in the network from the source node to the last node which receives the broadcast for the first time.
As mentioned above, this delay excludes the time to collect the necessary neighboring information for creating the forwarding set for each node.
• Average runtime: The runtime analysis of the skyline-based algorithm has been provided in Section 4. To align with the analysis, we only compare the runtime among algorithms of computing the forwarding set of a given node in its 2-hop neighborhood as did in the analysis. As mentioned above, this runtime excludes the time to collect the necessary neighboring information for creating the forwarding set for each node.
• Average number of beacon messages: The number of beacon messages is defined to be the total number of beacon (or hello) messages exchanged in a 2-hop neighborhood of a given node. Those messages are necessary for some algorithms to create the forwarding sets of nodes in a 1-hop or 2-hop neighborhood.
Simulation setting and assumptions
We use C++ as our simulation tool. The simulated network is generated by randomly placing nodes over an area of square that has side length of 40 units. The area is wrapped both vertically and horizontally to eliminate the edge effect. Each node has a unique ID and is randomly assigned a transmission radius from the range of one and ten. We generate 500 networks for each of the five different node sets, 100, 200, 300, 400, and 500 nodes in the simulated area, respectively. For the case of runtime comparison simulation, we only consider 2-hop neighboring nodes of the broadcasting node in the simulated area. Node 0 is set as the broadcasting node and randomly deployed. We utilize the flooding algorithm to verify whether the generated network is connected or not. One broadcast message was produced and flooded to all nodes in the network from Node 0. If the generated network is not connected, it is discarded and a new one will be generated to ensure the connectivity of the simulated network.
Simulation results and analysis
Average number of retransmissions
The first performance metric, message broadcasting overhead, is considered in this subsection. The overhead simulation results including average retransmission times with their percent changes of skyline-based over H2DP and 95% Confidence Intervals (CI) for skyline-based and H2DP algorithms at different node densities are listed in Table 1 . The narrower confidence intervals with 95% confidence level imply high precision of our simulation results. It is clear that the number of retransmission times of a broadcast message equals the number of nodes deployed in the network for the flooding case. For a better visualization, the overhead simulation results are also plotted as a bar chart in x-y plane and shown in Fig. 15 . The x-axis is the number of nodes deployed in the simulated area. The y-axis is the average number of retransmissions. The fewer retransmissions a broadcast algorithm has, the better performance it has. From the bar chart graph, we see that skyline-based and H2DP algorithms have similar overhead trend and the H2DP algorithm generates slightly less retransmissions than the skyline-based algorithm does. However, from the values of percent changes listed in table, the average numbers of retransmissions of skyline-based algorithm tend to be reduced and towards to that of H2DP. Finally, as expected, both skyline-based and H2DP algorithms have a much lower number of retransmissions compared with the flooding counterpart.
Average delay
In this subsection, we study the delay performance among three algorithms. The delay simulation results including the average delay times and their 95% CI for algorithms at different node densities are collected in Table 2 . And its corresponding bar chart graph is shown in Fig. 16 . Although the skyline-based algorithm has less delay time than that of the H2DP algorithm, there is not much different between them. However if we add the Table 2 . The mean delay times and 95% CI for all algorithms.
Node Density 100 200 300 400 500 impact of the collection of 1-hop and 2-hop neighboring information shown in Table 4 of Subsection 5.2.4, the actual delay of the skyline-based algorithm should be much shorter than that of the H2DP algorithm.
Average algorithm runtime
In this subsection, we examine the average runtimes among those algorithms in building a forwarding set for a rebroadcast. For the flooding algorithm, a node will retransmit the broadcast message which is received by the node for the first time, therefore, there is no need to build any forwarding set. The runtime simulation results including the average runtimes with their ratios and the 95% CI for other two algorithms at different node densities are recorded in Table 3 . And its corresponding bar chart graph is shown in Fig. 17 . The xaxis is the average number of neighbors within a 2-hop neighborhood, and the y-axis is the average runtime in milliseconds. Please note that the recorded values themselves are not so important since they depend on the system processor and I/O used in the simulations. The important is the ratio between the two values. The simulation results (≈ 0.0780 (n log n)) of skyline-based algorithm do match our analysis done in Section 4. The average runtime of the H2DP algorithm is less and about 60% of that of the skyline-based algorithm in building a forwarding set in our simulation environment. This is concluded without considering the impact of the creation and sending of beacon (or hello) messages for calculating forwarding sets. Taking such impact shown in Table 4 of Subsection 5.2.4 into consideration, it is easy to see that the skyline-based algorithm should have a better runtime performance even these two performance metrics (or units) are different. 
Average number of beacon messages
In this subsection, we collect the beacon (or hello) messages under the runtime simulations. Since there is no need to build any forwarding set for the flooding algorithm, we do not have to collect the beacon (or hello) messages. The results including the average number of beacon (or hello) messages and their 95% CI for other two algorithms at different node densities are recorded in Table 4 . And its corresponding bar chart graph is shown in Fig. 18 . The x-axis is the average number of neighbors within a 2-hop neighborhood, and the y-axis is the average number of beacon (or hello) messages. As can be seen that the skylinebased algorithm has much less average number of beacons needed than that of the H2DP algorithm in building a forwarding set in our simulation environment.
Conclusions and Future Direction
The minimum local disk cover set can be used as a forwarding set in a multihop wireless network to alleviate the broadcast storm problem without sacrificing the functionality of the broadcasting. In this paper, we have established the equivalence of the MLDCS for a neighbor set and the corresponding skyline set in heterogeneous multihop networks. We propose a divide-and-conquer algorithm, skyline, to compute the MLDCS, and show that the optimal time complexity of skyline is O (n log n). Instead of 2-hop neighbor information, MLDCS only need 1-hop neighbor information to select a forwarding set.
Simulation results show that the skyline-based algorithm requires slightly more retransmissions and higher runtime than that of H2DP algorithm. However, both algorithms have the similar performance in the propagation delay. The above are concluded without considering the impact of the creation and sending of beacon (or hello) messages for calculating forwarding sets. Taking such impact shown in Table 4 into consideration, it is not hard to see that the skyline-based algorithm should have an overall better performance. Moreover, in an environment with a frequently changed network such as mobile ad hoc networks, those algorithms which require the collection of 2-hop neighbor information may induce other performance overhead, such as the delay latency for information gathering. They will also be more difficult to collect and update 2-hop information. On the other hand, the proposed MLDCS only needs 1-hop neighbor information, therefore, it will be more easier to implement and will perform better than H2DP in mobile ad hoc networks.
Notice that a node may receive the message from another node but not the other way around. Namely, they are not neighbors of each other. Such type of unidirectional links are omitted in our bidirectional link model and therefore the construction of the forwarding set is not discussed in the study. We will investigate how to utilize such type of one-way neighbors to better distribute the power consumption of broadcasting in the future.
