Abstract. Motivated by recent questions about the extension of Courant's nodal domain theorem, we revisit a theorem published by C. Sturm in 1836, which deals with zeros of linear combination of eigenfunctions of Sturm-Liouville problems. Although well known in the nineteenth century, this theorem seems to have been ignored or forgotten by some of the specialists in spectral theory since the second half of the twentieth-century. Although not specialists in History of Sciences, we have tried to replace these theorems into the context of nineteenth century mathematics.
Introduction
In this paper, we are interested in the following one-dimensional eigenvalue problem, where r denotes the spectral parameter. Note that when K = G ≡ 1, (1.1)-(1.3) is an eigenvalue problem for the classical operator − This eigenvalue problem, in the above generality (K, G, L functions of x), was first studied by Charles Sturm in a Memoir presented to the Paris Academy of sciences in September 1833, summarized in [33, 34] , and published in [35, 36] . Remark 1.2. In this paper, we have mainly retained the notation of [35] , except that we use [α, β] for the interval, instead of Sturm's notation [x, X] . We otherwise use today notation and vocabulary. Note that in [36] , Sturm uses lower case letters for the functions K, G, L. Sturm uses the same notation as Joseph Fourier in [11] .
As far as the eigenvalue problem (1.1)-(1.3) is concerned, Sturm's results can be roughly summarized in the following theorems. Although well known in the nineteenth century, the second theorem seems to have been ignored or forgotten by some of the specialists in spectral theory since the second half of the twentieth-century, as the following chronology indicates. Sturm' s Memoir presented to the Paris Academy of sciences in September, and [33, 34] 1836: Sturm's papers [35, 36] 
1833:

1903:
Hurwitz [16] gives a lower bound for the number of zeros of the sum of a trigonometric series with a spectral gap and refers, somewhat inaccurately, to Sturm's Theorems. This result, known as the Sturm-Hurwitz theorem, already appears in a more general framework in Liouville's paper [20] . See [10, § 2] for a generalization, and [25] for geometric applications. 1931: Courant and Hilbert [8, 9] [37] and, more recently in the paper [4] , see also [14] . It seems to us that Arnold was not aware of Theorem 1.4. In [3] , see also Supplementary problem 9 in [2, p. 327], he mentions a proof, suggested by I. Gelfand, of the upper bound in Theorem 1.4. Gelfand's idea is to "use fermions rather than bosons", and to apply Courant's nodal domain theorem. However, Arnold concludes by writing [3, p. 30] , "the arguments above do not yet provide a proof ". As far as we know, Gelfand's idea has so far not yielded any complete proof of Sturm's result. It is interesting to note that Liouville's and Rayleigh's proofs of the lower bound in Theorem 1.4 use an idea similar to Gelfand's, see the proof of Claim 3.5.
Remark 1.5. In [36] , Theorem 1.4 first appears as a corollary to a much deeper theorem [36, § XXIV], in which Sturm describes the time evolution of the x-zeros of a solution u(x, t) of the heat equation. We shall not consider this topic here, and we refer to [12, 23] for modern formulations and a historical analysis.
Our interest in Theorem 1.4 arose from reading [17] , and investigating Courant's nodal domain theorem and its extension to linear combination of eigenfunctions.
The main purpose of this paper is to popularize Sturm's originality and ideas, and to provide an accessible ordinary differential equation proof We make the following strong assumptions.
(1.6) [20] .
In this section, we fix
a linear combination of eigenfunctions of the eigenvalue problem (1.1)-(1.3), where 1 ≤ m ≤ n , and where the A j are real constants.
Remark 2.1. We shall always assume that Y ≡ 0 , which is equivalent to assuming that n m A 2 j = 0 . As far as the statement of Theorem 1.4 is concerned, the numbers which actually matter are
Without loss of generality, we may assume that A m A n = 0 .
We also introduce the associated family of functions, {Y k , k ∈ Z}, where 
Proof. [36, p. 439 ] Assume that ξ is a zero of order p ≥ 2 of U, so that
Taylor's formula with integral remainder term, see Laplace [18] , gives the existence of some function R ξ such that
where
for some smooth function S ξ . It follows that
for some function R 1,ξ , with
B ξ . In particular, B 1,ξ B ξ > 0 and this proves the lemma. Proof. [36, p. 440-441] Assume that U(α) = 0. By Lemma 2.2, U does not vanish at infinite order at α, so that there exists p ≥ 1 with
Taylor's formula with integral remainder term gives
The boundary condition at α implies that dU dx (α) = 0, and hence that p ≥ 2. By Lemma 2.4, we can write
with B k+qα B k,α > 0 and 
From Lemma 2.5, we know that the multiplicity m(U, α) is even if h ∈ [0, ∞[, and that the multiplicity m(U, β) is even if
and a similar formula for the reduced multiplicity of β.
By Lemma 2.2, the function U has finitely many distinct zeros
and use the notation N m (U) whenever the interval is clear.
We define the number of zeros of U in [α, β] , counted with multiplicities, by
We define the number of zeros of
and use the notation N(U) whenever the interval is clear.
Finally, we define the number of sign changes of U in the interval
]α, β[ by (2.15) N v (U, ]α, β[) = p j=1 1 2 1 − (−1) m(U,ξ j (U )) .
Comparing the number of zeros of
In this subsection, we show that the number of zeros of U 1 is not smaller than the number of zeros of U.
Lemma 2.6. Let ξ < η be two zeros of
Remark 2.7. We do not assume that ξ, η are consecutive zeros. The point a ξ,η is a point at which U achieves a non-zero local extremum of U.
). Then ε 0 U takes a positive value at x 0 , and hence
} is positive and achieved at some a ξ,η ∈ ]ξ, η[. Denote this point by a for short, then,
and hence a ξ > α . It follows that the assumption a ξ = α implies that h = 0 and
where positive, we would have a ξ > α. Therefore, the assumption a ξ = α also implies that
If a ξ = α, then by Claim 2.9 and (2.8), we have ε ξ U 1 (α) < 0. Equivalently, U(α)U 1 (α) < 0. The first assertion of the lemma is proved. The proof of the second assertion is similar. Proposition 2.10. Assume that (1.6) holds, and let k ∈ Z. Then, (2.16 ) 
It follows that the function U 1 vanishes and changes sign at least
, which proves the lemma in Case 2. (c) = 0 , and
We can conclude that the function U 1 vanishes and changes sign at
Case 4. Assume that N v (U) = p ≥ 3 . Then, U has exactly p zeros, with odd multiplicities, in ]α, β[ , α < ξ 1 < ξ 2 < · · · < ξ p < β , and one can assume that
One can repeat the arguments given in the Cases 2 and 3, and conclude that there exist a 0 , .
We can then conclude that the function U 1 vanishes and changes sign
This concludes the proof of Proposition 2.10. 
Summarizing, we have obtained:
We have the relation 
To prove the claim, we consider several cases.
•
• If p i ≥ 2, we apply Lemma (2.4) at ξ i : there exist real numbers B, B 1 and smooth functions R and R 1 , such that, in a neighborhood of ξ i ,
where sign(B) = sign(B 1 ) = σ i . We now use (2.18) and the fact that sign(U(a i )) = σ i .
By (2.21), for ε small enough, we also have 
By (2.21), for ε small enough, we also have
This means that U 1 vanishes at order p i − 2 at ξ i , and at least once in the intervals ]
The claim is proved, and the proposition as well.
Proposition 2.13. Assume that (1.6) holds. For any k ∈ Z, • If U(α) = 0 and U(β) = 0, there is nothing to prove.
• Assume that
It follows from (2.8) that U 1 (a) < 0 , and that 
with B > 0 and B 1 > 0 .
It follows that U 1 (α + ε) > 0 for any positive ε small enough so that
The proof is similar.
• Assume that U(α) = 0 and U(β) = 0 . The proof is similar to the previous one with a ∈]a, β] .
• Assume that U(α) = 0 and U(β) = 0 . The proof is similar to the previous one with a ∈ [α, a[ .
• If U(α) = 0 (resp. U(β) = 0), there is nothing to prove for the boundary α (resp. β).
• If U(α) = 0 (resp. U(β) = 0), the number a 0 (resp. a k ) which appears in the proof of Proposition 
Proof. [36, p. 442] Let N(V ) be any of the above functions. We may of course assume that A m = 0 and A n = 0. In the preceding lemmas, we have proved that N(Y k+1 ) ≥ N(Y k ) for any k ∈ Z, which can also be rewritten as
Letting k tend to infinity, we see that
and we can apply Theorem 1.3.
Remark. For a complete proof of the limiting argument when k tends to infinity, we refer to Appendix A. 
Theorem 3.2. Counting multiplicities, the function Y has, in the in
at most (n − 1) zeros, and (2) at least (m − 1) zeros.
Proof. Liouville uses the following version of Rolle's theorem (Michel Rolle (1652-1719) was a French mathematician). This version of Rolle's theorem seems to go back to Cauchy and Lagrange.
Lemma 3.3. Let f be a function in
( 
Proof of the lemma.
Use the identity
and integrate from α to t to get the identity
Here we use the boundary condition (1.2) which implies that
Multiplying the preceding identity by A p , and summing for p from m to n, we obtain has at least µ − 1 zeros in ]α, β[ , and hence so does the left-hand side of (3.5),
On the other hand, this function vanishes at α and β (because of the boundary condition (1.3) or orthogonality). By Lemma 3.3, its derivative, 
has at least µ zeros, counted with multiplicities, in ]α, β[ . We may of course assume that the coefficient A n is non-zero. The above assertion can be rewritten as the statement:
For all k ≥ 0 , the equation
has at least µ solutions in ]α, β[, counting multiplicities.
Letting k tend to infinity, and using the fact that V n has exactly (n−1) zeros in ]α, β[ , this implies that µ ≤ (n − 1). This proves the first assertion.
Proof of the assertion "Y has at least
We have seen that the number of zeros of Y k is less than or equal to the number of zeros of the function Y k+1 . This assertion actually holds for any k ∈ Z, and can also be rewritten as, for any k ≥ 0,
where, for k ≥ 0,
and we can again let k tend to infinity. The second assertion is proved and Theorem 3.2 as well.
Liouville's 2nd approach to the 2nd part of Theorem 3.2.
If the function Y has µ 1 distinct zeros, then it changes sign µ times, at points a i which satisfy α < a 1 < · · · < a µ < β, with µ 1 ≥ µ . Consider the function
where the function ∆ is defined as the determinant (3.12)
The function W vanishes at the points a i , 1 ≤ i ≤ µ . According to the first part in Theorem 3. Sturm's motivations and ideas 4.1. On Sturm's style. Sturm's papers [35, 36] are written in French, and quite long, about 80 pages each. One difficulty in reading them is the lack of layout structure. The papers are divided into sequences of sections, without any title. Most results are stated without tags, "Theorem" and the like, and only appear in the body of the text. For example, [35] only contains one theorem stated as such, see § XII, p. 125. In order to have an overview of the results contained in [35] , the reader should look at the announcement [33] . Theorem 1.4 is stated in [34] .
For a more thorough analysis of Sturm's papers on differential equations, we refer to [23, 12] . We refer to [5, 30] for the relationships between Theorem 1.3 and Sturm's theorem on the number of real roots of real polynomials.
4.2.
Sturm's motivations. Sturm's motivations come from mathematical physics, and more precisely, from the problem of heat diffusion in a non-homogeneous bar. He considers the heat equation,
with boundary conditions
for all t > 0, and the initial condition
where f is a given function. [20] , see also [19] . According to [13] , Augustin-Louis Cauchy may have presented the existence and uniqueness theorem for ordinary differential equations in his course at École polytechnique as early as in the year 1817-1818. Following a recommendation of the administration of the school, Cauchy delivered the notes of his lectures in 1824, see [7] and, in particular, the introduction by Christian Gilain who discovered these notes in 1974. These notes apparently had a limited distribution. Liouville entered the École polytechnique in 1825, and there attended the mathematics course given by Ampère
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(as a matter of fact Ampère and Cauchy gave the course every other year, alternatively). Liouville's proof of the existence theorem for differential equations in [19] , à la Picard but before Picard, though limited to the particular case of 2nd order linear equations, might be the first well circulated proof of an existence theorem for differential equations, see [22, § 34 ]. Cauchy's theorem was later popularized in the second volume of Moigno's book, published in 1844, see [24] , "Vingt-sixième Leçon" § 159, pp. 385-396. 4.6. Sturm's proof of Theorem 1.3. Theorem 1.3 is proved in [36] . For the first assertion, see § III (p. 384) to VII; for the second assertion, see § VIII (p. 396) to X.
The proof is based on the paper [35] in which Sturm studies the zeros of the solution of the initial value problem, The eigenvalue problem (1.1)-(1.3) itself is studied in [36] . For this purpose, Sturm considers the functions
, the solution V (x, r) of the corresponding initial value problem (4.4)-(4.5), and applies the results and methods of [35] .
The spectral data of the eigenvalue problem (1.1)-(1.3) are determined by the following transcendental equation in the spectral parameter r, Sturm's general motivation, see the introductions to [35] and [36] , was the investigation of heat diffusion in a (non-homogeneous) bar, whose 
When t tends to infinity, the x-zeros of u(x, t) approach those of V p , where p is the least integer j, m ≤ j ≤ n such that A j = 0.
J. Liouville, who was aware of Theorem 1.4, made use of it in [20] , and provided a purely "ordinary differential equation" (o.d.e.) proof in [21] , a few months before the actual publication of [36] . This induced Sturm to provide two proofs of Theorem 1.4 in [36] , his initial proof using the heat equation, and another proof based only on the sole ordinary differential equation. The time independent analog to studying the behaviour of the x-zeros of (4.8) is to study the behaviour of the zeros of the family of functions {Y k } k∈Z , where
as k tends to infinity. • Assume that V n (α) = 0 and V n (β) = 0 . This corresponds to the case h = +∞ and H = +∞. Hence the V j verify Dirichlet at α and Π verifies Dirichlet at α. Observing that V ′ n (α) = 0, it is immediate to see that there exists δ 1 > 0, such that, for k large enough, V n (x) + ωΠ(x) has only α as zero in [α, α + δ 1 ].
• The other cases are treated in the same way.
Citation from [35, The complete integral of equation (I) must contain two arbitrary constants, for which one can take the values of V and of dV dx corresponding to some particular value of x. Once these values are fixed, the function V is fully determined by equation (I), it has a uniquely determined value for each value of x.
Citation from [36, p. 379] . M. Liouville a démontré directement ce théorème, qui n'était pour moi qu'un corollaire du précédent, sans s'occuper du cas particulier où la fonction serait nulle à l'une des extrémités de la barre. J'en ai aussi trouvé après lui une autre démonstra-tion directe que je donne dans ce mémoire. M. Liouville a fait usage du même théorème dans un très beau Mémoire qu'il a publié dans le numéro de juillet de son journal et qui a pour objet le développement d'une fonction arbitraire en une série composée de fonctions V que nous avons considérées.
M. Liouville gave a direct proof of this theorem, which for me was a mere corollary of the preceding one, without taking care of the particular case in which the function vanishes at one of the extremities of the bar. I have also found, after him, another direct proof which I give in this memoir. M. Liouville made use of the same theorem in a very nice memoir which he published in the July issue of his journal, and which deals with the expansion of an arbitrary function into a series made of the functions V which we have considered.
