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Zusammenfassung
Mobile Gera¨te dienen immer ha¨ufiger zur Ausfu¨hrung von Echtzeitanwendun-
gen, sie bieten immer mehr Rechenleistung und sie werden kleiner und leichter.
Hohe Rechenleistung erfordert jedoch sehr viel Energie, was im Gegensatz zu
den geringen Akkukapazita¨ten, die aus der Forderung nach kleinen und leich-
ten Gera¨ten resultieren, steht. Bei der Echtzeiteinplanung von Rechenprozessen
gewinnt daher der Energieverbrauch der Gera¨te neben der rechtzeitigen Beendi-
gung von Anwendungen zunehmend an Bedeutung, weil sie mo¨glichst lange un-
abha¨ngig vom Stromnetz betrieben werden sollen. Andererseits werden auf diesen
Gera¨ten rechenintensive Anwendungen ausgefu¨hrt, bei denen es wu¨nschenswert
ist, die maximale mit der verfu¨gbaren Rechenleistung erzielbare Qualita¨t zu er-
halten.
In dieser Arbeit wird ein Systemmodell vorgestellt, das den Design-to-time-
Ansatz mit den Mo¨glichkeiten der dynamischen Leistungsanpassung (Rechen-
leistung und verbrauchte elektrische Leistung) moderner Prozessoren vereinigt.
Der Design-to-time-Ansatz ermo¨glicht Energieeinsparungen oder Qualita¨tsstei-
gerungen durch die dynamische Auswahl alternativer Implementierungen, wel-
che dieselbe Aufgabe mit unterschiedlicher Ausfu¨hrungsdauer und Qualita¨t bzw.
Energieverbrauch erfu¨llen. Das Systemmodell umfaßt unter anderem periodische
Prozesse mit harten Echtzeitbedingungen, Datenabha¨ngigkeiten und alternativen
Implementierungen, sowie Prozessoren mit diskreten Leistungsstufen.
Die Einplanung der Prozesse erfolgt in zwei Phasen. In der Offline-Phase wird
ein flexibler Schedule berechnet, der fu¨r die zur Laufzeit mo¨glichen Kombinatio-
nen von verstrichener Zeit und noch einzuplanender Prozeßmenge den jeweils
einzuplanenden Prozeß, sowie die zu verwendende Implementierung und gege-
benenfalls die einzustellende Leistungsstufe beinhaltet. Dieser flexible Schedule
wird wa¨hrend der Online-Phase mit vernachla¨ssigbarem Zeit- und Energieauf-
wand von einem Scheduler interpretiert. Fu¨r die Berechnung der optimalen fle-
xiblen Schedules wurde ein Optimierer entwickelt, der eine Folge von flexiblen
Schedules mit monoton steigender Gu¨te (niedriger Energieverbrauch bzw. hohe
Qualita¨t) generiert, und damit der Klasse der Anytime-Algorithmen zuzuordnen
ist. Eine Variante der Dynamischen Programmierung dient zur Bestimmung glo-
bal optimaler, flexibler Schedules, die beispielsweise als Basis fu¨r Benchmarks
dienen. Eine auf Simulated Annealing basierende Variante des Optimierers er-
mo¨glicht ein schnelleres Auffinden guter, flexibler Schedules fu¨r umfangreichere
Anwendungen.
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Kapitel 1
Einfu¨hrung
Eingebettete Systeme1 werden in immer mehr Bereichen des allta¨glichen Lebens
eingesetzt. Moderne Fahrzeuge beherbergen eine Vielzahl von eingebetteten Pro-
zessoren, und mobile Gera¨te fu¨r Endverbraucher verfu¨gen u¨ber Rechenleistun-
gen, die vor wenigen Jahren nur in Personalcomputern zu finden waren. Der Preis
fu¨r diese gesteigerte Rechenleistung ist ein relativ hoher Energieverbrauch dieser
Gera¨te, auch wenn die verfu¨gbare Rechenleistung wegen fehlender Auftra¨ge nur
in kurzen Zeitintervallen genutzt wird. Batterien und Akkus mu¨ssen daher immer
mehr Kapazita¨t besitzen, um bei gleichem Rechenleistungsbedarf in Standardsi-
tuationen die Gera¨te fu¨r die gleiche Zeit zu versorgen.
”The processor speed in handsets is on the same curve as those for the PCs
of a decade earlier, albeit with enormous focus on energy efciency. [...]
The processing of media data in these systems presets many challenges.
These functions must be timely - even real-time - but must also be energy
and bandwidth efcient. “ (Gupta [Gup04])
Eine Lo¨sung fu¨r dieses Problem stellt energiebewußtes Scheduling dar (z.B.
[Ram04]). Energiebewußtes Scheduling nutzt die Eigenschaft moderner Prozes-
soren aus, in verschiedenen Leistungsstufen arbeiten zu ko¨nnen. Die verbrauchte
Leistung sinkt hierbei in etwa kubisch im Verha¨ltnis zur Reduzierung der Re-
chenleistung2. Der Grund dafu¨r sind die Proportionalita¨t P ∝ f des Leistungs-
verbrauchs P von C-MOS Prozessoren zu ihrer Taktfrequenz f und der Propor-
1Eingebettete Systeme (engl.: embedded systems): ”Embedded systems can be defined as in-
formation processing systems embedded into enclosing products such as cars, telecommunication
or fabrication equipment. Such systems come with large number of common characteristics, inclu-
ding real-time constraints, and dependability as well as efficiency requirements. Embedded system
technology is essential for providing ubiquitous information, one of the key goals of modern infor-
mation technology (IT).“ (Marwedel [Mar03])
2Fu¨r eine gegebene Architektur steigt die Rechenleistung indirekt proportional zur Taktfre-
quenz.
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Abbildung 1.1: Leistungsbedarf, Versorgungsspannung und Taktfrequenz eines
Intel R© Pentium R© M Prozessors (nach [Int04])
tionalita¨t P ∝ V 2 des Leistungsverbrauchs zum Quadrat der anliegenden Ver-
sorgungsspannung V . Da diese proportional zur Taktfrequenz (V ∝ f ) gesenkt
werden kann, ergibt sich P ∝ V 2 · f ∝ f 3. Zusammen mit der indirekt pro-
portional zur Taktfrequenz steigenden Ausfu¨hrungsdauer fu¨r eine Anwendung re-
duziert eine Halbierung der Taktfrequenz und der Versorgungsspannung damit
den Energieverbrauch auf ein Viertel. Abbildung 1.1 zeigt den Zusammenhang
zwischen Versorgungsspannung, Taktfrequenz und Leistungsverbrauch fu¨r einen
Intel R© Pentium R© M Prozessor. Im Ergebnis kann man die Nutzdauer bedarfsge-
recht verla¨ngern, ohne auf die Spitzenleistung ganz verzichten zu mu¨ssen.
Ein schwierigere Situation tritt bei Anwendungen mit (harten) Echtzeitbedin-
gungen und Qualita¨tsanforderungen [Ram03] auf, da dann die Leistungsfa¨hig-
keit des Systems auch im schlechtesten Fall3 ausreichen muß, um alle Prozesse
rechtzeitig abzuarbeiten. Da die Systeme auf diesen Rechenleistungsbedarf aus-
gelegt werden mu¨ssen, der aber nur sehr selten auftritt, sind die finanziellen Ko-
sten unno¨tig hoch. Auch qualita¨tsbewußtes Scheduling bescha¨ftigt sich mit der
besseren Ausnutzung der verfu¨gbaren Rechenleistung. Um dies zu ermo¨glichen,
ko¨nnen fu¨r die Umsetzung eines Prozesses verschiedene Implementierungen an-
gegeben werden, die sich hinsichtlich ihres Zeitaufwandes und ihrer Ergebnisqua-
lita¨t unterscheiden. Ein qualita¨tsbewußter Scheduler wa¨hlt dann zur Laufzeit die
am besten geeignete Implementierung aus, um die gelieferte Qualita¨t zu erho¨hen
oder um die Zeitbedingungen auch im schlimmsten Fall - mit eventuell reduzier-
ter Qualita¨t - einzuhalten. Durch diese Wahlmo¨glichkeit lassen sich die Anforde-
3engl.: worst-case execution time
3Navigationsanwendung Videoanwendung
(energiekritisch) (qualita¨tskritisch)
Abbildung 1.2: PDA mit integriertem GPS-Empfa¨nger und dynamischer Lei-
stungsanpassung
rungen an das System reduzieren, da eine gu¨nstigere Hardware-Plattform, die im
Normalfall optimale und im schlimmsten Fall immer noch ausreichende Qualita¨t
liefert, gewa¨hlt werden kann.
Abbildung 1.2 zeigt einen Personal Digital Assistant (PDA), der aufgrund des
integrierten GPS-Empfa¨ngers4 zur Navigation auf Wander- oder Fahrradtouren
benutzt werden kann. Eine weitere Anwendungsmo¨glichkeit des Gera¨tes ist die
Wiedergabe von Videodateien. Der PDA verfu¨gt u¨ber einen Intel PXA 255 Pro-
zessor mit drei Leistungsstufen (max. 300 MHz), 64 MB Speicher und wiegt bei
den Abmessungen von 112 x 70 x 16 Millimetern nur 152 Gramm. Der inte-
grierte Akku besitzt eine Kapazita¨t von 5 Wattstunden. Damit kann der PDA mit
automatischer Anpassung der Rechenleistung durch das Betriebssystem und mit
aktiviertem GPS-Empfa¨nger zirka 4 1
2
Stunden betrieben werden. Wa¨hrend bei der
Navigationsanwendung kleine Verzo¨gerungen der Positionsbestimmung aufgrund
der dynamischen Leistungsanpassung akzeptabel sind, fu¨hrt die Leistungsanpas-
sung beispielsweise bei der Videowiedergabe mit den deutlich strengeren Echt-
zeitanforderungen eventuell zu Rucklern, die die empfundene Wiedergabequalita¨t
stark mindern. Hier wa¨re eine Lo¨sung, die die Leistungsanpassung der Anwen-
dung u¨berla¨ßt, besser. Insbesondere ist es wu¨nschenswert, die Wiedergabequalita¨t
4GPS: global positioning system
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Abbildung 1.3: Energiebewußte Video-Anwendung auf einem Mobiltelefon
zu maximieren, wa¨hrend zugleich der Energieverbrauch so gering gehalten wird,
daß das komplette Video betrachtet werden kann. Die Strategie, die das Neben-
wissen der Anwendung u¨ber die internen Prozesse ausnutzt, liegt auch dem in
dieser Arbeit verwendeten Scheduler zu Grunde.
Die beiden Scheduling-Ziele, energiebewußte und qualita¨tsbewußte Einpla-
nung, basieren auf a¨hnlichen Voraussetzungen. Es sind mehrere Prozesse unter
Echtzeitbedingungen abzuarbeiten. Oftmals sind Prozesse von anderen Prozes-
sen datenabha¨ngig, und sie ko¨nnen auf verschiedene Weisen ausgefu¨hrt werden
(mehrere Leistungsstufen oder Implementierungen). Zusa¨tzlich ist es wu¨nschens-
wert, daß Schwankungen der Ausfu¨hrungszeit eines Prozesses, die z.B. von der
Art der Eingabedaten abha¨ngen, fu¨r nachfolgende Prozesse genutzt werden, um
die Qualita¨t zu verbessern oder durch die Wahl einer niedrigeren Leistungsstufe
den Energieverbrauch zu verringern.
1.1 Beispielanwendung
Abbildung 1.3 zeigt das Modell einer einfachen Anwendung fu¨r ein Mobiltele-
fon. Der Benutzer will ein Video aufzeichnen und es in Echtzeit an einen Freund
senden. Es sollen 25 Bilder pro Sekunde u¨bertragen werden, und wa¨hrend der
Aufzeichnung kann der Benutzer auf Knopfdruck z.B. Datum, Uhrzeit und ei-
ne vorher eingegebene Textzeile einblenden. Da der Akku des Mobiltelefons nur
einen beschra¨nkten Energievorrat speichern kann, ist das Ziel der Prozeßeinpla-
nung ein minimaler durchschnittlicher Energieverbrauch, um das Gera¨t mo¨glichst
lange ohne neues Laden des Akkus betreiben zu ko¨nnen.
Die Anwendung besteht aus vier Prozessen, deren Reihenfolge durch die Da-
tenabha¨ngigkeiten vorgegeben ist. Der erste Prozeß (Skalieren) hat die Aufgabe,
die fu¨r die U¨bertragung zu hohe Auflo¨sung der Bilder zu reduzieren. Anschlie-
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Modus rechnend schlafend
voll 4.0 0.4
halb 1.0 0.1
Tabelle 1.1: Energieverbrauch der Prozessormodi
ßend fu¨gt der zweite Prozeß (Text einf¤ugen) - abha¨ngig von der vom Benutzer
gedru¨ckten Taste - das Datum, die Uhrzeit und die vorher eingegebene Textzeile
ein. Der Prozeß Kodieren wandelt das entstandene Bild in das JPG-Format um, um
die zu u¨bertragende Datenmenge zu verringern, bevor es schließlich vom Prozeß
Senden u¨bertragen wird. Da zuna¨chst keine relativen Verzo¨gerungen der Prozesse
vorgegeben sind, haben alle die Bereitzeit 0. Aus der Anforderung, 25 Bilder pro
Sekunde zu u¨bertragen, ergibt sich fu¨r alle Prozesse die Periodendauer 40 Milli-
sekunden und fu¨r den Senden-Prozeß eine harte Frist von 40 Millisekunden.
Fu¨r die Prozesse Skalieren, Text einblenden und Senden existiert jeweils nur
eine Implementierung (Methode), wa¨hrend fu¨r den Kodieren-Prozeß die zwei Me-
thoden JPG-1 und JPG-2, die sich hinsichtlich ihrer durchschnittlichen und ihrer
worst-case Ausfu¨hrungsdauer unterscheiden, zur Verfu¨gung stehen. Alle Metho-
den mit Ausnahme der bilinearen Skalierung beno¨tigen bei ihrer Ausfu¨hrung eine
nicht-deterministische Anzahl von Instruktionseinheiten.5 Fu¨r diese Schwankun-
gen gibt es verschiedene Ursachen. Wa¨hrend bei der Methode Zeilen einf ¤ugen
die Anzahl der Instruktionseinheiten davon abha¨ngt, welche Taste der Benut-
zer dru¨ckt, d.h. wieviele Zeilen eingefu¨gt werden mu¨ssen, ist sie bei der JPG-
Komprimierung vom Inhalt des Bildes abha¨ngig. Die Datenmenge des kompri-
mierten Bildes bestimmt die Anzahl der Instruktionseinheiten, die die Methode
Sendertreiber zur U¨bertragung beno¨tigt.
Das Mobiltelefon, auf dem die Video-Anwendung ausgefu¨hrt werden soll, be-
sitzt einen Prozessor, der mit zwei Taktraten betrieben werden kann (Tabelle 1.1).
Mit der ersten Taktrate (voll) kann der Prozessor definitionsgema¨ß eine Instruk-
tionseinheit pro Millisekunde verarbeiten und verbraucht dabei vier Energieein-
heiten, wenn er Berechnungen durchfu¨hrt, und 0.4 Energieeinheiten, wenn er im
Leerlauf ist. Bei der zweiten Taktrate werden 0.5 Instruktionseinheiten pro Milli-
sekunde mit einem Energieverbrauch von einer Einheit im Rechenbetrieb verar-
beitet, und es werden 0.1 Einheiten je Millisekunde Leerlauf verbraucht.
Um den mo¨glichst langen Betrieb des Mobiltelefons ohne Stromnetzanschluß
zu ermo¨glichen, ist die Zielfunktion die Minimierung der pro Zeiteinheit ver-
brauchten Energie. Der gesuchte flexible Schedule muß also alle Prozesse so ein-
5Instruktionseinheit: Anzahl der pro Millisekunde in der ho¨chsten Leistungsstufe ausgefu¨hrten
Instruktionen
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planen, daß die gewa¨hlten Methoden immer rechtzeitig vor den gegebenen Fristen
beendet sind, aber der Prozessor mo¨glichst lange in der niedrigeren Leistungsstufe
betrieben werden kann.
Frist
0 ms 10 ms 20 ms 30 ms 40 ms
Frist
SendertreiberJPG−1Zeilen einfügen
rechnend Leerlauf
40 ms30 ms20 ms10 ms0 ms
JPG−2 SendertreiberZeilen einfügen
near
bili−
bili−
near
Abbildung 1.4: Auslastung im schlechtesten Fall und bei voller Rechenleistung
Abbildung 1.4 zeigt die Auslastung des Prozessors bei voller Rechenleistung,
wenn alle Methoden ihre maximale Ausfu¨hrungsdauer beno¨tigen. Die Verwen-
dung der Methode JPG-1 fu¨hrt zu einer maximalen Gesamtausfu¨hrungszeit von
26 Millisekunden, wa¨hrend bei Verwendung von JPG-2 nur 23 Millisekunden
beno¨tigt werden, d.h. es ist ein geringerer Energieverbrauch zu erwarten. Die sta-
tische Analyse des schlimmsten Falles legt also den Einsatz von Methode JPG-2
nahe.
Frist
Leerlaufrechnend
40 ms30 ms20 ms10 ms0 ms
Zeilen einfügen
Sendertreiber
SendertreiberZeilen einfügen
Sendertreiber
JPG−1
Zeilen einfügen
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JPG−2
JPG−2
Frist
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near
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Abbildung 1.5: Auslastung im schlechtesten Fall und bei variabler Rechenleistung
Auch bei der zusa¨tzlichen Verwendung des Leistungsmodus halb bleibt die-
ses Verha¨ltnis erhalten. Abbildung 1.5 zeigt den maximal mo¨glichen Einsatz des
niedrigeren Leistungsmodus. Bei der Ausfu¨hrung von JPG-1 mit voller Leistung
ko¨nnen alle anderen Methoden mit halber Leistung ausgefu¨hrt werden. Wird JPG-
2 zur Kodierung des Bildes verwendet, so muß entweder die Methode Zeilen
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einf¤ugen oder es mu¨ssen die Methoden bilinear und Sendertreiber mit voller Lei-
stung ausgefu¨hrt werden. Mit JPG-1 rechnet der Prozessor fu¨r 28 Millisekunden
mit halber und fu¨r 12 Millisekunden mit voller Leistung. Bei JPG-2 rechnet der
Prozessor nur sieben Millisekunden mit voller Leistung und befindet sich sogar
noch fu¨r eine Millisekunde im Leerlauf.
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20 ms
Leerlauf
dynamischer Leerlaufrechnend
40 ms30 ms20 ms10 ms0 ms
JPG−2
JPG−2
near
bili−
bili−
near
1.0
Wahrscheinlichkeit 0.2
Leerlauf mit
SendertreiberZeilen einfügen
Zeilen einfügen JPG−1 Sendertreiber
0.2
Abbildung 1.6: Auslastung bei voller Rechenleistung mit Beru¨cksichtigung des
dynamischen Leerlaufs
Ein anderes Ergebnis ergibt eine statische Analyse, die bereits die Ausfu¨h-
rungszeitschwankungen der Methoden beru¨cksichtigt. Abbildung 1.6 zeigt die zu
erwartende Auslastung des Prozessors bei voller Rechenleistung. Die durch die
Schwankungen hervorgerufenen Leerlaufzeiten (dynamischer Leerlauf) ergeben
zusammen mit den worst-case Leerlaufzeiten fu¨r die Verwendung von JPG-1 eine
niedrigere zu erwartende Auslastung als fu¨r JPG-2. Bei einer statischen Zuwei-
sung der verwendeten Rechenleistung zu den verwendeten Methoden kann diese
dynamische Leerlaufzeit nicht beru¨cksichtigt werden. Daher wird in dieser Arbeit
die fu¨r eine Methode verwendete Rechenleistung abha¨ngig von den Ausfu¨hrungs-
dauern der bereits beendeten Methoden dynamisch wa¨hrend der Anwendungs-
ausfu¨hrung festgelegt.
Abbildung 1.7 zeigt einen optimalen flexiblen Schedule fu¨r die Beispielan-
wendung. Die fu¨r die Kodierung des Bildes verwendete Methode und Leistungs-
stufe wird abha¨ngig vom Endzeitpunkt der Methode Zeilen einf ¤ugen gesetzt. Auf
diese Weise ko¨nnen alle Methoden mit halber Leistung ausgefu¨hrt werden, wenn
Zeilen einf¤ugen nur zwei oder acht Millisekunden beno¨tigt. Nur in zehn Prozent
aller Fa¨lle, d.h. wenn Zeilen einf¤ugen 14 Millisekunden beno¨tigt, wird JPG-1 mit
voller Leistung ausgefu¨hrt.
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Abbildung 1.7: Flexibler Schedule mit dynamischer Methodenauswahl
1.2 Zweiphasige Einplanung
In dieser Arbeit wird ein gemeinsamer Ansatz fu¨r die beiden Aufgaben Energie-
minimierung und Qualita¨tsmaximierung vorgestellt. Aufgrund der Komplexita¨t
des gewa¨hlten Anwendungsmodells ist der Einsatz eines dynamischen Schedu-
lers, der auch die Optimierung der Einplanung zur Laufzeit vornimmt, nicht sinn-
voll. Diese Optimierung auf der Zielplattform ha¨tte zwei schwerwiegende Nach-
teile: Erstens ist die dafu¨r beno¨tigte Zeit relativ hoch und zweitens wu¨rde die
Optimierung selbst einen Teil der knappen Energie verbrauchen, die dann nicht
fu¨r die Anwendung genutzt werden ko¨nnte.
Aus diesen Gru¨nden wurde im Rahmen dieser Arbeit ein zweiteiliges Ver-
fahren entwickelt. In der ersten Phase wird die Zielfunktion fu¨r alle zur Laufzeit
auftretenden, wichtigen Situationen optimiert. Dieser Vorgang kann auf einem lei-
stungsfa¨higen Arbeitsplatzrechner erfolgen und liefert einen mit Nebenbedingun-
gen annotierten Graphen als Ausgabe. Jeder Knoten des Graphen spezifiziert den
optimalen Prozeß, die optimale Methode und die optimale Leistungsstufe, die als
na¨chstes zu wa¨hlen sind, wenn der Scheduler den Knoten erreicht hat und Para-
meter des Anwendungsprozesses bestimmte Bedingungen erfu¨llen. Abbildung 1.8
zeigt einen Graphen, der einen optimalen flexiblen Schedule fu¨r die Beispielan-
wendung aus Abbildung 1.3 darstellt.
Der Graph wird in der zweiten Phase durch den dynamischen Scheduler in-
terpretiert. Er versetzt den Prozessor in die angegebene Leistungsstufe und teilt
der auszufu¨hrenden Methode den Prozessor zu. Sobald die Methode ihre Berech-
nungen beendet hat, verzweigt der Scheduler zu dem Sohn, der fu¨r die von der
Methode tatsa¨chlich verbrauchte Zeit vorgesehen ist. Dieser Vorgang wird bis zu
den Bla¨ttern des Graphen wiederholt. Sobald der Scheduler die in einem Blatt
spezifizierte Methode ausgefu¨hrt hat, beginnt er wieder an der Wurzel des Gra-
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Abbildung 1.8: Optimaler, flexibler Schedule
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Abbildung 1.9: Ablauf der Optimierung und Einplanung im U¨berblick
phen. Die zweiphasige Vorgehensweise verringert den wa¨hrend der Laufzeit no¨ti-
gen Rechenaufwand zur optimalen Einplanung der Prozesse auf ein Maß, das ver-
nachla¨ssigt oder wa¨hrend der Optimierung beru¨cksichtigt werden kann.
Abbildung 1.9 zeigt einen U¨berblick des Gesamtvorganges. Der Datenaus-
tausch erfolgt u¨ber XML-Dateien, wodurch die verschiedenen Phasen auf unter-
schiedlichen Plattformen ausgefu¨hrt werden ko¨nnen. Aufgrund der relativ gerin-
gen Rechenleistung der Zielplattform ist es wu¨nschenswert, den Optimierer auf
einem leistungsfa¨higen Rechner auszufu¨hren, wa¨hrend die Messung der Laufzei-
ten natu¨rlich nur auf der Zielplattform erfolgen kann. Der Anwendungsentwick-
ler erstellt eine XML-Datei, die das Design-to-time-Systemmodell der Anwen-
dung entha¨lt. Dabei steht es ihm frei, einen Text-Editor oder den graphischen
Editor des PASCHA-Systems6 zu verwenden. Das Modell dient zusammen mit
bereits existierenden gemessenen oder gescha¨tzten Ausfu¨hrungszeitwerten7 als
6PASCHA (PAssau SCHeduling Analyzer: Ein Rahmenwerk zur Entwicklung und Untersu-
chung von Scheduling-Algorithmen; siehe Anhang E
7Falls Fristu¨berschreitungen bei der Ausfu¨hrung der Anwendung zu irreparablen Scha¨den
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Eingabe fu¨r den Optimierer, der daraus einen flexiblen Schedule (Entscheidungs-
graph) erstellt. Der dynamische Scheduler plant anhand dieses flexiblen Schedules
die Anwendung ein, mißt die Ausfu¨hrungszeiten der ausgefu¨hrten Methoden und
schreibt sie in eine XML-Datei. Wa¨hrend der Ausfu¨hrung sind noch Fristu¨ber-
schreitungen mo¨glich, wenn der Optimierer auf Standard-Laufzeitwerten gear-
beitet hatte. Nachdem die Anwendung ausreichend lange ausgefu¨hrt wurde, um
genu¨gend Ausfu¨hrungszeitdaten zu sammeln, startet der Benutzer den Optimierer
erneut. In diesem zweiten Durchlauf verwendet der Optimierer das Systemmodell
und die neuen Ausfu¨hrungszeitdaten, sodaß nach dieser Optimierung ein auf das
Anwendungsgebiet zugeschnittener, flexibler Schedule vorliegt. Jede Ausfu¨hrung
der Anwendung kann wieder genutzt werden, um zusa¨tzliche Ausfu¨hrungszeitin-
formationen zu gewinnen, oder diese neu zu messen, falls etwas an der Implemen-
tierung der Anwendung gea¨ndert wurde.
1.2.1 Optimierung
Die Optimierung der Zielfunktion wird durch eine neu entwickelte Variante der
Dynamischen Programmierung bewerkstelligt. Dieses Verfahren vereint die Vor-
teile von Dynamischer Programmierung mit denen von Anytime-Algorithmen. Es
garantiert das (effiziente) Auffinden eines Optimums und erzeugt wa¨hrend der
Berechnung eine Folge von Lo¨sungen steigender Gu¨te, die jederzeit zugreifbar
sind. Ein weiterer Vorteil gegenu¨ber der klassischen Dynamischen Programmie-
rung ist die Mo¨glichkeit, den Speicherbedarf des Algorithmus zu steuern. Im Ge-
gensatz zur klassischen Implementierung werden die Teillo¨sungen nicht in einer
Tabelle gespeichert, deren Eintra¨ge von unten nach oben optimiert werden, son-
dern es werden nur Teillo¨sungen erzeugt und gespeichert, die tatsa¨chlich fu¨r die
Lo¨sung und Optimierung des Gesamtproblems no¨tig sind. Die Teillo¨sungen wer-
den in den Knoten eines gerichteten, azyklischen Graphen gespeichert. Die Kno-
ten ersetzen die Zellen der Tabelle und die Kanten repra¨sentieren die rekursive
Referenzierung der Zellen in der Tabelle. Wenn der zugewiesene Speicher mit
Knoten gefu¨llt ist, werden diejenigen Knoten gelo¨scht, die nicht in der aktuellen
Lo¨sung enthalten sind. Falls ein gelo¨schter Knoten erneut beno¨tigt wird, so muß
er zwar neu erzeugt und optimiert werden, jedoch kann hier angenommen wer-
den, daß dieser Fall aufgrund der Suchreihenfolge relativ selten auftritt.8 Erha¨lt
fu¨hren ko¨nnen, mu¨ssen die Standardwerte durch Scha¨tzwerte ersetzt werden, die in jedem Fall
gro¨ßer als die la¨ngste Ausfu¨hrungszeit der implementierten Methoden sind.
8Es kann angenommen werden, daß der Algorithmus analog zum lokalen Hauptspeicherzugriff
großer Programme in der Regel einen Knoten nur u¨ber einen gewissen Zeitraum immer wieder
beno¨tigt, wa¨hrend er vor und nach diesem Zeitraum nicht angefragt wird. Dieses Zugriffsverhalten
erlaubt die Lo¨schung alter Knoten, und damit eine Reduzierung des Speicherbedarfs, ohne große
Effizienzeinbußen befu¨rchten zu mu¨ssen.
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Abbildung 1.10: Kontrolle des Prozessors bei verschiedenen Anwendungen
diese sogenannte anforderungsgetriebene Dynamische Programmierung ausrei-
chend Speicher fu¨r alle Knoten, so muß wie im Falle der klassischen Dynami-
schen Programmierung jeder Knoten nur einmal erzeugt und optimiert werden,
jedoch bleibt der Vorteil, daß immer Zwischenlo¨sungen abrufbar sind, bestehen.
Ein Schwachpunkt der anforderungsgetriebenen Dynamischen Programmierung
ist die zwar relativ gleichma¨ßige aber langsame Anna¨herung der Lo¨sungsfolge an
eine optimale Lo¨sung. Bei einigen Anwendungen ist es wichtig, gute Lo¨sungen in
relativ kurzer Zeit zu finden, wohingegen die Garantie, eine optimale Lo¨sung zu
finden, von untergeordneter Bedeutung ist. Fu¨r solche Anwendungen wurde ein
auf Simulated Annealing basierender Optimierer entwickelt, der ebenfalls gerich-
tete azyklische Graphen fu¨r die Repra¨sentation von Lo¨sungen verwendet.
1.2.2 Scheduling
Der dynamische Scheduler kann den Betriebssystem-Scheduler auf Systemen er-
setzen, auf denen nur eine Anwendung, die aus mehreren Prozessen besteht, per-
manent ausgefu¨hrt wird (z.B. industrielle Anlagen zur Qualita¨tskontrolle). Auf
anderen Systemen, wie z.B. mobilen Multimedia Gera¨ten, kann der Scheduler
auch in die verschiedenen Echtzeitanwendungen integriert werden. Wa¨hrend der
Ausfu¨hrung einer solchen Echtzeit-Anwendung u¨bernimmt er die Kontrolle u¨ber
den Prozessor und sorgt fu¨r die optimale Einplanung der anwendungsinternen Pro-
zesse. Sobald die Anwendung beendet wird, erha¨lt der Betriebssystem-Scheduler
wieder die Kontrolle u¨ber den Prozessor. Durch diese zweite Vorgehensweise wird
die Flexibilita¨t des Betriebssystem-Schedulers und damit die des Gera¨tes beibe-
halten, wa¨hrend komplexe, rechen- oder energieintensive Anwendungen optimal
eingeplant werden.
Abbildung 1.10 zeigt ein Beispiel fu¨r den zeitlichen Verlauf der Prozessor-
kontrolle wa¨hrend der Ausfu¨hrung verschiedener Anwendungen. Wenn norma-
le Anwendungen wie etwa Internetbrowser oder E-Mail-Programme ausgefu¨hrt
werden, u¨bernimmt der Betriebsystem-Scheduler die Leistungskontrolle des Pro-
zessors. Er kann beispielsweise verhindern, daß das Gera¨t in den Schlafmodus
wechselt, oder er kann eine zur Auslastung passende Leistungsstufe des Prozes-
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sors einstellen. Falls keine Anwendung ausgefu¨hrt wird, kann der Betriebssystem-
Scheduler die Kontrolle an die Hardware abgeben, die dann z.B. nach einer defi-
nierten Dauer ohne Prozessorzugriff in den Schlafmodus wechselt. Wa¨hrend der
Ausfu¨hrung einer Echtzeitanwendung, z.B. einer Videou¨bertragung, wird die Lei-
stungskontrolle an die Anwendung abgegeben, die die Prozessorleistung mit dem
in dieser Arbeit vorgestellten Algorithmus optimal variiert. Da der anwendungsin-
terne Scheduler die Anforderungen der Anwendung kennt, kann er die Leistungs-
anpassung so vornehmen, daß die Echtzeitbedingungen eingehalten und trotzdem
Energie eingespart werden kann.
1.3 Inhalt und Aufbau der Arbeit
Das u¨bergeordnete Ziel der Arbeit ist es, einen dynamischen Echtzeit-Scheduling-
Algorithmus zu entwickeln, der durch geeignete Auswahl von Methoden und - im
Falle der Energieminimierung - Leistungsstufen die gegebene Zeit optimal nutzt.
Der entwickelte Ansatz beschra¨nkt sich nicht auf die Entwicklung des Scheduling-
Algorithmus. Er beinhaltet ein praxisnahes Modell, einen neuartigen Optimierer,
der die Sta¨rken von Anytime-Algorithmen mit denen von Simulated Annealing
bzw. Dynamischer Programmierung vereint. Die praktische Einsetzbarkeit des
Gesamtalgorithmus wird durch eine Fallstudie [RCH04] mit einem Fußball spie-
lenden Roboter gezeigt.
Das na¨chste Kapitel entha¨lt einen U¨berblick zu Arbeiten auf verschiedenen
Forschungsgebieten, die auch in dieser Arbeit tangiert werden. Anschließend folgt
in Kapitel 3 die Vorstellung des verwendeten Modells. Kapitel 4 entha¨lt die Aus-
fu¨hrungen zu den beiden Phasen des Gesamtalgorithmus, bevor ihre Umsetzung
in Kapitel 5 erla¨utert wird. Die Ergebnisse, der zu den vorgestellten Algorithmen
vorgenommenen Untersuchungen, befinden sich in Kapitel 6. Die Zusammenfas-
sung in Kapitel 7 schließt den Hauptteil der Arbeit ab. Der erste Anhang A stellt
eine Fallstudie eines Fußball spielenden Roboters vor. Anhang B erla¨utert die not-
wendigen Erweiterungen fu¨r heterogene Mehrprozessorsysteme, und Anhang C
entha¨lt Details zum Energieverbrauch von CMOS-Prozessoren. In Anhang D be-
finden sich ILP-Modelle zur Abscha¨tzung der erzielbaren Qualita¨t und Energie
mit CPLEX. Abschließend folgen Anha¨nge mit Details zum Rahmenwerk PA-
SCHA (Anhang E) und der Implementierung (Anhang F).
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Kapitel 2
Stand der Technik
Die folgenden Abschnitte geben einen kurzen U¨berblick zu den in dieser Arbeit
tangierten Forschungsbereichen. Der erste Abschnitt befaßt sich mit Arbeiten zu
Echtzeit-Scheduling, und im zweiten Abschnitt sind einige Vero¨ffentlichungen zu
den hier zugrunde liegenden Optimierungsalgorithmen Dynamische Programmie-
rung und Simulated Annealing aufgefu¨hrt.
2.1 Scheduling
Die in dieser Arbeit vorgestellten Anwendungsmodelle und Schedulingverfah-
ren unterscheiden sich grundlegend von Job-Shop-Scheduling und den klassi-
schen Echtzeit-Schedulingverfahren Rate-monotonic- und Deadline-monotonic-
Scheduling. Das Ziel beim Job-Shop-Scheduling (z.B. [Ste99]) ist, eine Ausfu¨hr-
ungsreihenfolge fu¨r eine Prozeßmenge zu finden. Dabei mu¨ssen alle Nebenbedin-
gungen eingehalten werden, und die Zeit bis zur Beendigung des letzten Prozes-
ses ist zu minimieren. Echtzeit-Schedulingverfahren wie etwa Rate-monotonic-
Scheduling (z.B. [LL73, Liu00, PL95, KS97]) haben in der Regel nur das Ziel
einen gu¨ltigen Schedule fu¨r die Prozeßmenge zu finden, und sie arbeiten auf einem
auf worst-case Ausfu¨hrungsdauern beschra¨nkten Modell. Der in dieser Arbeit vor-
gestellte Algorithmus hat das Ziel, die Prozeßmenge unter Beru¨cksichtigung aller
Nebenbedingungen einzuplanen und zusa¨tzlich eine Zielfunktion zu optimieren.
Im Gegensatz zum Job-Shop-Scheduling ist hier nicht die beno¨tigte Zeit zu mi-
nimieren, sondern die verfu¨gbare Zeit vorgegeben und sie soll optimal genutzt
werden. Die in dieser Arbeit vorgestellten Algorithmen zielen auf Systeme ab,
die bei ausschließlicher Verwendung der jeweils schnellsten Implementierungen
nicht in U¨berlast geraten, bei denen jedoch bei ausschließlicher Verwendung der
energiesparenden oder qualitativ besseren Methoden eine U¨berlastsituation vor-
liegt. Die zur Einplanung beno¨tigten Ausfu¨hrungszeiten ko¨nnen durch Messungen
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wa¨hrend der Anwendungsausfu¨hrung [RCH04] ermittelt werden. Falls dies nicht
mo¨glich ist, ko¨nnen die Ausfu¨hrungszeiten durch formale Analyse des Quell-
textes [JHE04], z.B. mit einem Werkzeug wie Symta/P [SE04], oder mit einem
Framework zur Analyse von Systemeigenschaften, wie z.B. Real-Time Calculus
[CKT03, MCKT04], bestimmt werden.
2.1.1 Qualita¨tsbewußtes Scheduling
Moderne Computersysteme dienen zur Lo¨sung immer komplexerer Aufgaben, fu¨r
die es meistens nicht nur eine, sondern eine Vielzahl von Lo¨sungen gibt. Einer-
seits reicht es oft nicht aus, eine beliebige Lo¨sung zu finden, und andererseits
ist es nicht no¨tig oder aufgrund zeitlicher Nebenbedingungen nicht mo¨glich eine
qualita¨tsoptimale Lo¨sung zu finden. Qualita¨tsbewußte Scheduling-Algorithmen
versuchen daher die zur Verfu¨gung stehende Zeit zu nutzen, um mo¨glichst gute
– zumindest aber zufriedenstellende – Lo¨sungen zu finden. Die Definition und
Ermittlung der Gu¨te oder Qualita¨t eines Algorithmus ist sehr problemspezifisch
und in vielen Bereichen Gegenstand aktueller Forschung [BDTL96, SRS+01].
Fu¨r Qualita¨tsmaße gibt es verschiedene Kategorien [Zil93], von denen eine oder
mehrere fu¨r einen Algorithmus anwendbar sein ko¨nnen: Genauigkeit (z.B. Entfer-
nung), Spezifita¨t (z.B. Objekttyp), Sicherheit (z.B. tatsa¨chliches Vorhandensein).
Auch die Quantisierung der Qualita¨tsmerkmale ist in den meisten Anwendungs-
bereichen unerforscht oder nicht zufriedenstellend gekla¨rt. Oftmals ist die erreich-
bare Qualita¨t unbekannt oder sie kann nicht automatisch abgescha¨tzt werden, aber
es gibt auch Bereiche in denen dies mo¨glich ist, wie z.B. numerische Verfahren
zur Approximation von Nullstellen. Diese Arbeit setzt die beno¨tigten Qualita¨ts-
maße als gegeben voraus und plant Algorithmen anhand der ihnen zugewiesenen
Qualita¨ten ein.
Es gibt verschiedene Ansa¨tze fu¨r qualita¨tsbewußtes Scheduling, z.B. Impre-
cise Computation ([HFL96]) oder Anytime-Scheduling ([DB88, Hor90, Cam00,
Zil93]), die sich hinsichtlich der verwendbaren Algorithmen unterscheiden. Bei
Anytime-Scheduling ko¨nnen zwei Arten von Algorithmen zum Einsatz kommen.
Unterbrechbare Anytime-Algorithmen ko¨nnen jederzeit beendet werden und lie-
fern umso bessere Ergebnisse je spa¨ter dies geschieht. Im Gegensatz dazu muß bei
Vertrags-Anytime-Algorithmen schon vor deren Ausfu¨hrung bekannt sein, wie-
viel Zeit ihnen zur Verfu¨gung steht. Aufgrund dieser Bedingung sind Vertrags-
Algorithmen leichter zu implementieren, weil sie keine Zwischenergebnisse lie-
fern mu¨ssen und vor ihrem Berechnungsbeginn fu¨r die gegebene Ausfu¨hrungszeit
konfiguriert werden ko¨nnen. Sie haben aber den Nachteil, daß sie kein Ergebnis
liefern (mu¨ssen), wenn sie vor der zugesicherten Zeit beendet werden. Die Arbei-
ten von Schwarzfischer [Sch03b, Sch03a, Sch04] befassen sich mit der Zusam-
menfu¨hrung von Anytime-Scheduling mit fristgerechtem Scheduling, d.h. einem
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einheitlichen Modell fu¨r Qualita¨ts- und Nutzenfunktionen der Prozesse.
Design-to-time-Scheduling wurde vor allem durch die Arbeiten von Garvey
und Lesser [Dec96, GL93, GL96, GL95] bekannt und verfolgt die gleiche Zielset-
zung wie Anytime-Scheduling. Der Unterschied liegt darin, daß beim Design-to-
time-Ansatz Mengen von Lo¨sungsalgorithmen fu¨r jeden Prozeß spezifiziert wer-
den. Jede dieser Mengen entha¨lt Algorithmen, die fu¨r einen Prozeß unterschied-
lich gute Ergebnisse in unterschiedlich langer Zeit liefern, d.h. la¨nger rechnende
Algorithmen liefern bessere Ergebnisse. Alle Algorithmen einer Menge mu¨ssen
nur das gleiche Ein- und Ausgabeformat besitzen und ihre Laufzeit und ihre Er-
gebnisgu¨te mu¨ssen bekannt sein. Durch die Abschwa¨chung1 der Anforderungen
an die Implementierungen eines Prozesses ergibt sich ein grundlegend anderes
Optimierungsproblem. Wa¨hrend bei den beiden Anytime-Modellen eine analyti-
sche Optimierung theoretisch denkbar wa¨re, weil der Schedulingalgorithmus die
Laufzeit der Implementierungen frei bestimmen kann, handelt es sich beim dritten
Modell um ein kombinatorisches Problem, da der Schedulingalgorithmus eine op-
timale Kombination der Methoden, die diskrete Laufzeiten besitzen, wa¨hlen muß.
In dieser Arbeit wird das dritte Modell verwendet.
Garvey und Lesser haben sich sowohl mit deterministischen Methodenaus-
fu¨hrungszeiten [GL93] als auch mit nicht-deterministischen Methodenausfu¨hr-
ungszeiten [GL95, GL96] bescha¨ftigt. In ihrem technischen Bericht zum nicht-
deterministischen Modell spezifizieren sie Methoden nicht nur durch die Aus-
fu¨hrungszeit im schlechtesten Fall, sondern sie geben jeweils eine diskrete Wahr-
scheinlichkeitsverteilung an. Ihr dynamischer Scheduling-Algorithmus berechnet
zuna¨chst einen Schedule fu¨r die einzuplanenden Prozesse. Die Ausfu¨hrung der
Prozesse wird u¨berwacht und falls no¨tig wird der berechnete Schedule angepaßt
oder die verbleibenden Prozesse werden neu eingeplant. Ihr Ansatz ist flexibel
und kann sporadische, aperiodische und periodische Prozesse behandeln, aber er
verbraucht viel Zeit wa¨hrend der Anwendungsausfu¨hrung fu¨r die U¨berwachung
und Neuplanung. Insbesondere, wenn die in der Anwendung angegebenen Fristen
knapp bemessen sind, kann dies zu Problemen fu¨hren. Eine weitere Schwierigkeit
beim Einsatz ihrer Heuristik ist die Vielzahl der einzustellenden Parameter, die
die Qualita¨t stark beeinflussen. Um gute Resultate zu erzielen, ist es auch no¨tig,
daß die Methoden wa¨hrend ihrer Ausfu¨hrung Information u¨ber ihren Fortschritt
bzw. ihre Restdauer geben ko¨nnen, damit bei zu knapper Zeit auf eine geeigne-
te Notfallmethode gewechselt werden kann. Diese Eigenschaft besitzen nur we-
nige Implementierungen, und die bis zum Abbruch einer Methode verstrichene
Zeit tra¨gt nicht zu einer Verbesserung des Ergebnisses bei, weil Zwischenergeb-
1Anstelle der Implementierung eines Algorithmus, der bei la¨ngerer Rechendauer bessere Er-
gebnisse liefert, ist es bei Design-to-time-Scheduling mo¨glich unterschiedliche Algorithmen fu¨r
unterschiedliche Ausfu¨hrungsdauern zu verwenden.
18 KAPITEL 2. STAND DER TECHNIK
nisse in der Regel nicht vorliegen oder nicht aufgegriffen werden ko¨nnen. Nach
[GL95] entwickeln Garvey und Lesser den Design-to-time-Ansatz zu Design-to-
criteria [WGL97, WGL98] weiter und entwickeln Algorithmen fu¨r verteilte Multi-
Agenten-Systeme [WL01]. Diese Arbeiten sind u¨berwiegend auf komplexe, ver-
teilte Systeme mit weichen Echtzeitbedingungen und stark variierenden Prozeß-
mengen ausgerichtet.
Feiler und Walker [FW01] haben einen Scheduling-Algorithmus fu¨r Syste-
me mit knappen Ressourcen entwickelt. Auch sie verwenden ungenutzte CPU-
Zeit um die Qualita¨t von Anwendungen zu verbessern. In ihrem Modell ko¨nnen
Prozesse aus einem notwendigen und aus einem optionalen Teil, der die Qualita¨t
steigert, aber fu¨r das System nicht notwendig ist, bestehen. Die erste Version ihres
Algorithmus garantiert jedem Prozeß genug Zeit, um seinen notwendigen Teil fer-
tigzustellen, und auch alle eingeplanten optionalen Teile halten ihre Frist ein. Ih-
re zweite Version besitzt geringere Laufzeitkosten, garantiert aber nicht mehr die
Einhaltung von Fristen fu¨r optionale Teile. Beide Versionen sind auf unterbrechba-
re Prozesse ausgelegt, und ihr Modell beru¨cksichtigt keine Unterbrechungskosten.
Darum sollte die Zielplattform Unterbrechungen und Kontextwechsel hardware-
seitig unterstu¨tzen.
Binns [Bin97] stellt einen auf slack stealing basierenden Scheduling-Algo-
rithmus fu¨r periodische inkrementelle und Design-to-time Prozesse ohne Daten-
abha¨ngigkeiten vor. Ein statischer Algorithmus sichert jedem Prozeß genug Zeit
zu, um ein zumindest ausreichendes Ergebnis zu garantieren. Wa¨hrend der An-
wendungsausfu¨hrung teilt eine rst-come rst-granted Strategie den verbleiben-
den Prozessen die von den Vorga¨ngern nicht genutzte Zeit zu, um die Gu¨te der
Lo¨sung zu steigern.
Charpillet und Boyer [CB97] stellen ein Modell und eine Heuristik fu¨r die
Einplanung von Design-to-time Prozessen vor. In ihrem Modell bestehen Design-
to-time Prozesse jedoch aus einem obligatorischen, einem optionalen und einem
Aktions-Teil. Die optionalen Teile sind unterbrechbar und liefern auch bei ei-
nem Abbruch noch ein Ergebnis, d.h. die optionalen Teile mu¨ssen die Anytime-
Eigenschaften erfu¨llen. Zuna¨chst werden die Ausfu¨hrungszeiten des obligatori-
schen Teils und des Aktions-Teils mit einer Adaption des slack-time server-Al-
gorithmus [LRT92] garantiert. Anschließend teilt eine Heuristik die verbleibende
Zeit den optionalen Teilen zu.
Rusu u.a. [RMM03] stellen Algorithmen fu¨r qualita¨tsmaximierende Prozeß-
einplanung mit Fristen und Energiebeschra¨nkungen vor. Ihr Algorithmus behan-
delt periodische Prozesse ohne Datenabha¨ngigkeiten fu¨r die es mehrere Imple-
mentierungen gibt (Design-to-time Ansatz), die sich hinsichtlich ihrer Laufzeit,
Ergebnisqualita¨t und ihres Energiebedarfs unterscheiden. Sie fu¨hren damit die
beiden Bereiche qualita¨ts- und energiebewußtes Scheduling zusammen, wobei ihr
Algorithmus zwar versucht die Qualita¨t zu maximieren, jedoch beim Energiever-
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brauch nur darauf geachtet wird, eine vorgegebene Schranke nicht zu u¨berschrei-
ten.
2.1.2 Energiebewußtes Scheduling
Ebenso wie beim qualita¨tsbewußten Scheduling ist auch beim energiebewußten
Scheduling eine Zielfunktion zu optimieren, wobei alle Nebenbedingungen ein-
gehalten werden mu¨ssen. Die Mo¨glichkeit einer Optimierung wird hierbei aber
(meist) nicht durch spezielle Implementierungen der Prozesse geschaffen, son-
dern durch Besonderheiten des Prozessors. Eine solche Besonderheit ist die Fa¨hig-
keit moderner Prozessoren, wa¨hrend des Betriebs in unterschiedlich tiefe Ruhe-
oder Schlafmodi zu gehen und in diesen weniger Leistung aufzunehmen. Eine
andere Besonderheit ist die Mo¨glichkeit zur dynamischen Anpassung der Taktfre-
quenz und/oder der Versorgungsspannung des Prozessors. Da sich die Leistungs-
aufnahme eines CMOS-Prozessors u¨berproportional zur A¨nderung der Taktfre-
quenz verringert [BB95, CSB92, RJD98, Yea98], ist es bei ausreichendem Zeit-
rahmen mo¨glich Energie zu sparen, indem Prozesse mit geringerer Taktfrequenz
ausgefu¨hrt werden. Dieser Effekt wird in modernen Prozessoren genutzt. Es exi-
stieren sowohl einfache statische Strategien wie z.B. die Intel SpeedStep Techno-
logie [Int03, Int04], die eine niedrige Versorgungsspannung wa¨hrend des Batte-
riebetriebs und eine hohe Spannung wa¨hrend des Netzbetriebs einstellen, als auch
dynamische Verfahren, die die Versorgungsspannung dynamisch in Abha¨ngigkeit
von der Auslastung des Prozessors variieren [Fle01]. All diese Strategien sind fu¨r
Echtzeitsysteme ungeeignet, da es aufgrund der la¨ngeren Ausfu¨hrungszeiten der
Prozesse in niedrigen Leistungsmodi zu Fristverletzungen kommen kann. Daher
ist es no¨tig, die genannten Hardware-Strategien zu deaktivieren und dem Betriebs-
system, dem Scheduler oder gar einem Prozeß die Kontrolle u¨ber den Leistungs-
modus des Prozessors zu geben. Der Leistungsmodus wird, z.B. bei einem Intel
Pentium M Prozessor, durch das setzen eines Prozessorregisters eingestellt. Dies
kann z.B. mit einem Applet fu¨r Windows-Systeme (siehe [Int04]) bewerkstelligt
werden.
Fu¨r die Anpassung der Versorgungsspannung durch den Scheduler gibt es
zwei verschiedene Modelle. Ein verbreitetes Modell geht von der Annahme aus,
daß die Spannung stufenlos vera¨ndert werden kann [GCW95, MAAM02, MC03,
PS01, SC99, WWDS94, YDS95], wa¨hrend man beim anderen Modell nur eine
bestimmte Anzahl diskreter Spannungsstufen zur Verfu¨gung hat [KL00, KL03,
LK03, LS00]. Natu¨rlich ko¨nnen die Algorithmen fu¨r das erste Modell teilweise
auf diskrete Leistungsstufen angepaßt werden (z.B. [SC99]) und die fu¨r das zwei-
te Modell ko¨nnen auf Prozessoren mit kontinuierlicher Leistungseinstellung aus-
gefu¨hrt werden. Das erste Modell ermo¨glicht (zumindest teilweise) einen analy-
tischen Lo¨sungsansatz (z.B. [YDS95]), wa¨hrend das zweite Modell diskrete Ver-
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fahren erzwingt (z.B. [LK03]). Beide Modelle ko¨nnen verfeinert werden, indem
die eventuell no¨tige Zeit und Energie [Wol01] fu¨r einen Wechsel der Spannung be-
trachtet werden (z.B. [ZMC03]). Die in dieser Arbeit vorgestellten Algorithmen
behandeln Prozessoren mit diskreten Spannungsstufen. Die no¨tige Umschaltener-
gie und -zeit ko¨nnen wahlweise vernachla¨ssigt oder beru¨cksichtigt werden.
Neben den genannten Arbeiten fu¨r Einprozessorsysteme existieren zahlreiche
Erweiterungen fu¨r Mehrprozessorsysteme [LJ00, KP97, YWM+01, YMW+02,
ZMC03]. Bei Mehrprozessorsystemen liegt der Hauptaugenmerk jedoch auf der
Zuordnung der Prozesse zu den Prozessoren (Allokation) [KP97], da diese den
durch die Prozeßeinplanung auf den Prozessoren erzielbaren Energieverbrauch
entscheidend einschra¨nkt. Nachdem die Allokation erfolgt ist, wird auf jedem Pro-
zessor ein Einprozessor-Scheduler verwendet (siehe z.B. [RKKL03]). [UKK00b]
gehen auf die unterschiedlichen Anforderungen bei lose bzw. eng gekoppelten
Mehrprozessorsystemen ein und stellen eine auf Simulated Annealing basierende
Heuristik fu¨r eng gekoppelte Systeme vor.
Unsal und Koren [UK03] geben einen U¨berblick u¨ber aktuelle Techniken fu¨r
energie- und leistungsbewußtes Design von Echtzeitsystemen. Sie teilen die Ar-
beiten in die Kategorien Compiler-, Betriebssystem- und Netzwerkebene ein. Ziel
der Compilertechniken (z.B. [LLM+01, MSW01, LMD+04, MWV+04]) ist die
Reduktion des Energieverbrauchs durch eine Optimierung der Hauptspeicherzu-
griffe oder eine Minimierung der Anzahl der auszufu¨hrenden Maschinenbefehle.
Die hier vorliegende Arbeit liegt, wie die meisten der oben aufgefu¨hrten Arbei-
ten, in der Betriebssystemebene, in der es vorwiegend um die Entwicklung ener-
giebewußter Scheduling-Algorithmen geht. In der Netzwerkebene werden bei-
spielsweise neue Kommunikationsprotokolle [DHSS02], Datenreplikationstrate-
gien [UKK00a] und Routing-Algorithmen [DWH03] zur Energieeinsparung ent-
wickelt.
In ihrem Epilog schlagen Unsal und Koren auch explizit vor, daß zuku¨nfti-
ge Arbeiten die Wahrscheinlichkeitsverteilungen der Ausfu¨hrungszeiten - wie in
dieser Arbeit - beru¨cksichtigen sollten. Probleme, die sich bei energiebewußten
Systemen im Hinblick auf den Hauptspeicher ergeben, werden in [LCNS99] be-
handelt.
2.2 Optimierung
Die in dieser Arbeit zu lo¨sende Optimierungsaufgabe wurde, wie z.B. in [Foh94],
als Suchproblem modelliert, das sowohl mit auf Dynamischer Programmierung
als auch mit auf Simulated Annealing basierenden Algorithmen gelo¨st wird.
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2.2.1 Dynamische Programmierung
Bellmann [Bel57] beschreibt ein Verfahren namens Dynamische Programmie-
rung zur Optimierung mehrstufiger Entscheidungsprozesse. Das Verfahren wird
bis heute in zahlreichen Varianten eingesetzt, die in die zwei Gruppen wertitera-
tiv (engl. value iteration) und strategieiterativ (engl. policy iteration) eingeteilt
werden ko¨nnen [SB98]. Wa¨hrend bei der ersten Gruppe eine Folge von Wertfunk-
tionen erzeugt wird, die gegen die optimale Wertfunktion konvergiert, und aus der
eine optimale Strategie erzeugt werden kann, erzeugen die Verfahren der zweiten
Gruppe eine Folge von Strategien, die zu einer optimalen Strategie konvergiert
deren Wertfunktion optimal ist.
Schon sehr fru¨h wurden Variationen des Verfahrens entwickelt, die die bei-
den Hauptprobleme der Dynamischen Programmierung lo¨sen sollten: exponen-
tieller Speicherbedarf und Fehlen von Zwischenlo¨sungen. Beispielsweise kombi-
niert das Heuristic Search-Verfahren von Martelli und Montanari [MM73, MM78]
die Ansa¨tze von Dynamischer Programmierung mit denen von Branch and Bound.
Die von ihnen angegebene Komplexita¨t im schlechtesten Fall ist ho¨her als die der
reinen Dynamischen Programmierung, aber im Normalfall vermeidet ihr Algo-
rithmus die Erzeugung und Bewertung vieler Zusta¨nde. Die Gro¨ße der Einspa-
rungen ha¨ngt jedoch stark von der Gu¨te der fu¨r ihren Algorithmus beno¨tigten
Scha¨tzfunktion ab. Auch diverse andere Abwandlungen der Dynamischen Pro-
grammierung zielen auf die Beschleunigung des Verfahrens und/oder die Erzeu-
gung von Zwischenlo¨sungen ab. Der Artikel von Barto und Bradtke [BBS95]
entha¨lt eine U¨bersicht der Varianten Synchrone-, Asynchrone-, Gauss-Seidel- und
Echtzeit Dynamische Programmierung. Auch viele Algorithmen im Bereich der
Ku¨nstlichen Intelligenz, wie etwa [BG03, HZ01, Kor90], beruhen auf dem Prin-
zip der Dynamischen Programmierung, und es existieren zahlreiche Erweiterun-
gen der Dynamischen Programmierung, z.B. fu¨r nicht-deterministische Probleme
[Ber87] oder Echtzeit-Problemstellungen [BBS95]. Bonet und Geffner [BG03]
fu¨hren eine Markierungs-Hashing-Tabelle ein, um das Konvergenzverhalten des
in [BBS95] vorgestellten Algorithmus (Real-Time Dynamic Programming) fu¨r
nicht-deterministische Probleme zu verbessern.
Die Umsetzung der Dynamischen Programmierung erfolgt auch in der hier
vorliegenden Arbeit nicht in der urspru¨nglichen tabellenbasierten Weise. Eine
Modifikation fu¨hrt dazu, daß schon wa¨hrend der Optimierung eine Folge besser
werdender Lo¨sungen erzeugt wird. Die zweite A¨nderung erlaubt es, den entstan-
denen Algorithmus mit Simulated Annealing zu kombinieren, um schneller gute
Zwischenlo¨sungen zu erhalten. Der Preis fu¨r diese Effizienzsteigerung ist jedoch,
daß das Auffinden einer optimalen Lo¨sung, aufgrund der zufa¨lligen Suchreihen-
folge, nicht mehr in endlicher Zeit garantiert werden kann.
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2.2.2 Simulated Annealing
Kirkpatrick, Gellat und Vecchi [KGV83] stellen erstmals ein Verfahren zur Opti-
mierung kombinatorischer Probleme vor, das das Abku¨hlen von Metallen simu-
liert (Simulated Annealing). Fu¨r die Anwendung des Verfahrens mu¨ssen eine ex-
akte Beschreibung der Systemkonfiguration (Zustand), ein Generator fu¨r zufa¨lli-
ge Schritte von einer Konfiguration zu einer anderen, eine Bewertungsfunktion
fu¨r die Konfigurationsu¨berga¨nge sowie ein Abku¨hlplan fu¨r den Optimierungsvor-
gang gegeben sein. Im Laufe der Optimierung erzeugt der Algorithmus zufa¨lli-
ge U¨berga¨nge und bewertet diese. U¨berga¨nge zu besseren Konfigurationen wer-
den dabei immer ausgefu¨hrt, wa¨hrend U¨berga¨nge zu schlechteren Konfiguratio-
nen nur mit einer von der aktuellen Temperatur und dem Wert der Verschlechte-
rung abha¨ngigen Wahrscheinlichkeit umgesetzt werden. Diese Wahrscheinlichkeit
sinkt mit fallender Temperatur und steigender Verschlechterung, wodurch es dem
Algorithmus anfangs mo¨glich ist, aus lokalen Optima zu entkommen, er jedoch
zum Ende des Abku¨hlvorgangs konvergiert.
Simulated Annealing wird in vielen Bereichen angewendet und es gibt
auch zahlreiche Arbeiten die es fu¨r Scheduling-Probleme verwenden. DiNatale
und Stankovic [NS95] verwenden Simulated Annealing fu¨r die Einplanung und
Jitter-Kontrolle von Echtzeit-Prozessen auf Mehrprozessor-Systemen. Steinho¨fel
[Ste99] setzt Simulated Annealing zur Minimierung der Dauer von Job-Shop-
Scheduling Problemen ein. [Cat98, Cra95] bescha¨ftigt sich mit der Lo¨sung von
Scheduling-Problemen mit Ressourcen. [Cat98] stellt Untersuchungen zum Kon-
vergenzverhalten von Simulated Annealing an und vergleicht die Ergebnisse fu¨r
Simulated Annealing mit denen des Metropolis-Algorithmus.
2.3 Einordnung dieser Arbeit
Das im na¨chsten Kapitel vorgestellte Modell erweitert das um nichtdeterministi-
sche Ausfu¨hrungsdauern angereicherte Design-to-time Modell um Prozessoren
mit mehreren Leistungsstufen. Das Modell umfaßt periodische Prozesse mit Da-
tenabha¨ngigkeiten, Bereitzeiten und Fristen. Ihre Ausfu¨hrung ist nicht unterbrech-
bar und kann durch die Verwendung alternativer Implementierungen erfolgen, die
sich hinsichtlich ihrer Qualita¨t bzw. ihres Energiebedarfs und ihrer Ausfu¨hrungs-
dauer unterscheiden. Die Prozessoren ko¨nnen beliebig viele diskrete Leistungs-
stufen besitzen, und der Zeit- und Energieaufwand fu¨r einen Wechsel des Modus
kann beru¨cksichtigt werden.
Die Einplanung von Systemen, die mit diesem Modell spezifiziert werden
ko¨nnen, erfolgt durch einen zweiphasigen Algorithmus. In der statischen Optimie-
rungsphase wird mittels einer neuen Variante der Dynamischen Programmierung
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oder Simulated-Annealing ein flexibler Plan erzeugt, der die Einhaltung der Echt-
zeitbedingungen garantiert und die gewa¨hlte Zielfunktion minimiert. Als Ziel-
funktion kann die Maximierung der durchschnittlich je Hyperperiode gelieferten
Qualita¨t oder die Minimierung der durchschnittlich wa¨hrend einer Hyperperiode
verbrauchten Energie gewa¨hlt werden. Die modulare Aufteilung des Optimierers
in drei Teile verleiht der Dynamischen Programmierung die Eigenschaften eines
Anytime-Algorithmus, und sie erlaubt die Verwendung anderer qualita¨ts- bzw.
energiebewußter Schedulingalgorithmen fu¨r die Suche nach einem optimalen, fle-
xiblen Plan.
In der dynamischen Einplanungsphase wird der flexible Plan durch einen lauf-
zeit- und energieeffizienten Scheduler interpretiert, der abha¨ngig von der verstri-
chenen Zeit fu¨r jede Prozeßinstanz die optimale Methoden ausfu¨hrt.
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Kapitel 3
Modellierung
Dieses Kapitel fu¨hrt das verwendete Anwendungs- und Hardwaremodell und die
zu optimierenden Zielfunktionen ein. Anschließend wird das Modell der flexiblen
Schedules vorgestellt.
Fu¨r Echtzeit-Scheduling mu¨ssen sowohl die auszufu¨hrende Anwendung als
auch die Hardware, auf der die Anwendung laufen soll, modelliert werden. Das
Modell der Anwendung entha¨lt Informationen u¨ber ihre Struktur und u¨ber ihre
zeitlichen Nebenbedingungen. Die Struktur ist durch die Prozesse, die zur An-
wendung beitragen, deren Abha¨ngigkeiten und die mo¨glichen Implementierun-
gen (Methoden) fu¨r die Prozesse gegeben. Ein Prozeß stellt eine abstrakte, peri-
odische Aufgabe dar, die fu¨r die erfolgreiche Ausfu¨hrung der Anwendung erfu¨llt
werden muß. Er kann von anderen Prozessen, die die gleiche Periodendauer ha-
ben, datenabha¨ngig sein. Eine einem Prozeß zugeordnete Methode ist die Imple-
mentierung eines Algorithmus, der die Aufgabe des Prozesses erfu¨llt. Zeitliche
Nebenbedingungen sind die Bereitzeiten und die Fristen der Prozesse, sowie der
Berechnungsaufwand der verschiedenen Implementierungen. Die Ausfu¨hrungs-
zeit einer Methode ha¨ngt von der Rechenleistung (Taktrate) des Prozessors ab,
auf dem sie ausgefu¨hrt wird. Daher werden im Anwendungsmodell keine Metho-
denausfu¨hrungszeiten, sondern Instruktionseinheiten angegeben, aus denen sich
zusammen mit dem Leistungsmodus des Prozessors die Ausfu¨hrungszeit berech-
nen la¨ßt. Neben der Modellierung der Anwendung mu¨ssen auch noch die Prozes-
soren spezifiziert werden, auf denen die Anwendung ausgefu¨hrt werden soll. Das
Modell umfaßt heterogene Multiprozessorsysteme, wobei fu¨r jeden der Prozes-
soren mehrere Taktraten, mit denen er betrieben werden kann, angegeben werden
ko¨nnen. Die fu¨r die Abarbeitung einer Instruktionseinheit beno¨tigte Energie ha¨ngt
von der Taktrate ab (siehe Anhang C) und sie kann durch die geeignete Wahl der
Taktrate gesenkt werden, ohne die Echtzeitbedingungen zu verletzen.
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3.1 Anwendungs- und Hardwaremodell
Die in dieser Arbeit betrachteten Anwendungen ko¨nnen aus mehreren Prozes-
sen, die periodisch ausgefu¨hrt werden mu¨ssen, bestehen. Ein Prozeß beschreibt
eine Aufgabe die zu erledigen ist. Es ko¨nnen unterschiedliche Methoden, die die
Aufgabe des Prozesses erfu¨llen, angegeben werden, und er kann von anderen Pro-
zessen, die die gleiche Periodendauer haben, datenabha¨ngig sein. Datenabha¨ngig-
keiten von Prozessen mit anderer Periodendauer sind nicht sinnvoll. Bei la¨ngerer
Periodendauer des Vorga¨ngerprozesses fu¨hren sie zu Fristverletzungen des Nach-
folgeprozesses, und bei ku¨rzerer dazu, daß die vom Vorga¨nger produzierten Daten
mit immer gro¨ßerer Verzo¨gerung verarbeitet werden.
Die Hyperperiode ist das kleinste gemeinsame Vielfache aller im Modell ent-
haltenen Periodendauern. Sobald das Ende einer Hyperperiode erreicht ist, liegt
wieder die gleiche Situation vor, wie zu ihrem Beginn. Fu¨r die Erzeugung eines
optimalen Schedules reicht es also aus, alle Instanzen innerhalb einer Hyperpe-
riode optimal zu schedulen. Daher werden alle Prozesse wa¨hrend der Vorverar-
beitung innerhalb einer Hyperperiode instanziert und eingeplant. Um die Gro¨ße
des Suchraumes zu reduzieren, wird aus den spezifizierten Datenabha¨ngigkeiten,
Bereitzeiten und Fristen eine Pra¨zedenzrelation zwischen den Prozeßinstanzen de-
finiert.
3.1.1 Prozessoren
Das Prozessormodell umfaßt die zur Verfu¨gung stehenden Prozessoren und ihre
mo¨glichen Leistungsstufen. Fu¨r jede Leistungsstufe mu¨ssen die Anzahl der In-
struktionseinheiten, die der Prozessor in einer Millisekunde bearbeitet, und der
Energieverbrauch pro Millisekunde bei Berechnungen sowie im Leerlauf ange-
geben werden. Optional ko¨nnen die beim U¨bergang von einer Leistungsstufe zu
einer anderen beno¨tigten Zeiten und Energien fu¨r jeden mo¨glichen U¨bergang an-
gegeben werden.
Denition 1 ((Heterogenes) Mehrprozessorsystem, Prozessor). Eine Menge
Z = {Z0, . . . , Zn} von Prozessoren heißt (heterogenes) Mehrprozessorsystem.
Ein Vektor Zi = (N, Li,0, . . . , Li,mi) von Leistungsmodi Li,j heißt Prozessor, wo-
bei N der Prozessortyp und mi die Anzahl der Leistungsmodi Li,j des Prozessor-
typs Zi ist.
Denition 2 (Leistungsmodus). Ein Vektor Li,j = (r(i, j), eb(i, j),
es(i, j), (ew(i, j, 0), . . . , ew(i, j, mi)), (tw(i, j, 0), . . . , tw(i, j, mi))) heißt j-ter Lei-
stungsmodus des Prozessors Zi. Er speziziert die Anzahl r(i, j) der pro Millise-
kunde bearbeiteten Instruktionseinheiten (Rechenleistung), den Energieverbrauch
je Millisekunde eb(i, j) bei der Bearbeitung eines Prozesses und im Schlafmodus
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es(i, j), sowie die Energien pro Millisekunde ew(i, j, k) und Zeiten tw(i, j, k), die
f¤ur den ¤Ubergang von Modus j zu Modus k, mit 0 ≤ k ≤ mi ben¤otigt werden.
Denition 3 (Instruktionseinheit). Eine Instruktionseinheit (IU) ist die Anzahl
von Instruktionen, die von einem Prozessor mit 1 MHz Taktrate in einer Millise-
kunde durchschnittlich bearbeitet wird.
Das Einprozessorsystem aus Abbildung 1.3 entspricht der folgenden formalen
Spezifikation:
Z = {Z0}
Z0 = (CPU, L0,0, L0,1)
L0,0 = (1.0, 4.0, 0.4, (0, 0), (0, 0))
L0,1 = (0.5, 1.0, 0.1, (0, 0), (0, 0))
Es ist ein Prozessor vom Typ CPU verfu¨gbar, der zwei Leistungsmodi be-
sitzt. Der erste Modus arbeitet im Mittel eine Instruktionseinheit pro Millisekunde
ab und verbraucht dabei vier Energieeinheiten bzw. eine Energieeinheit in einer
Millisekunde Leerlauf. Der zweite Modus arbeitet im Mittel eine halbe Instruk-
tionseinheit pro Millisekunde ab und verbraucht dabei eine Energieeinheit bzw.
eine zehntel Energieeinheit in einer Millisekunde Leerlauf. Die Energien und Zei-
ten fu¨r die mo¨glichen Moduswechsel werden im Beispiel vernachla¨ssigt und sind
daher jeweils mit 0 angegeben.
3.1.2 Methoden
Das Methodenmodell umfaßt die Spezifikation aller im Anwendungsmodell zur
Verfu¨gung stehenden Methoden fu¨r die Ausfu¨hrung der zu erledigenden Aufga-
ben. Fu¨r jede Methode werden ihre diskrete Wahrscheinlichkeitsverteilung der
beno¨tigten Instruktionseinheiten, die von ihr zu erwartende Qualita¨t und der kom-
patible Prozessortyp angegeben.
Denition 4 (Methode). Ein Vektor Mi,j = (N, Ai,j, qi,j, Ki,j) heißt Methode. N
ist der Name der Methode. Der Vektor Ai,j = ((pi,j,0, ai,j,0), . . . , (pi,j,k, ai,j,k)) gibt
die Wahrscheinlichkeit pi,j,m an, mit der x Instruktionseinheiten, mit ai,j,m−1 <
x ≤ ai,j,m und 1 ≤ m ≤ k, ben¤otigt werden. pi,j,0 ist die Wahrscheinlichkeit, daß
zwischen 0 und ai,j,0 Instruktionseinheiten ben¤otigt werden. Der Eintrag qi,j gibt
die zu erwartende Qualit¤at der Methode an und Ki,j ist der Prozessortyp auf dem
die Methode ausgef¤uhrt werden kann.
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Die formale Spezifikation der Methoden aus Abbildung 1.3 sieht daher fol-
gendermaßen aus:
M0,0 = (bilinear, ((1.0, 2)), 10, {Z0})
M1,0 = (Zeilen einfu¨gen, ((0.7, 1), (0.2, 4), (0.1, 7)), 8, {Z0})
M2,0 = (JPG-1, ((0.9, 6), (0.1, 12)), 11, {Z0})
M2,1 = (JPG-2, ((0.2, 6), (0.8, 9)), 12, {Z0})
M3,0 = (Sendertreiber, ((0.6, 4), (0.4, 5)), 7, {Z0})
3.1.3 Anwendung und Prozesse
Das Anwendungsmodell entha¨lt alle fu¨r die Anwendung auszufu¨hrenden Aufga-
ben sowie deren zeitliche Nebenbedingungen und Abha¨ngigkeiten voneinander.
Im Prozeßmodell wird fu¨r jeden Prozeß die Menge der Methoden, die fu¨r die
durch ihn zu erfu¨llende Aufgabe verwendet werden ko¨nnen, angegeben.
Denition 5 (Anwendung). Ein Vektor Anw = (N, (P0, p0, b0, f0), . . . ,
(Pn, pn, bn, fn)) von Prozessen heißt Anwendung. N ist der Name der Anwen-
dung. Die Tupel (Pi, pi, bi, fi), 0 ≤ i ≤ n, spezizieren die f¤ur die Anwendung
n¤otigen Prozesse. Dabei ist pi die Periodendauer, bi die Bereitzeit relativ zum Pe-
riodenbeginn und fi die Frist relativ zur Bereitzeit des Prozesses Pi.
Denition 6 (Prozeß). Ein Tripel Pi = (N, Mi, Di) heißt Prozeß. N ist der Name
des Prozesses. Die Menge Mi = {Mi,j|0≤j≤ni} enth¤alt alle Methoden, die f¤ur
die Ausf¤uhrung der durch Pi spezizierten Aufgabe geeignet sind, und die Menge
Di = {Di,j|0 ≤ j ≤ mi} enth¤alt alle Prozesse, die vor der Ausf¤uhrung von
Prozeß Pi abgearbeitet sein m¤ussen.
Damit ist die formale Spezifikation der in Abbildung 1.3 gezeigten Anwen-
dung und der darin enthaltenen Prozesse:
Anw = (Live-Video, ((P0, 40ms, 0ms, 40ms), (P1, 40ms, 0ms, 40ms),
(P2, 40ms, 0ms, 40ms), (P3, 40ms, 0ms, 40ms)))
P0 = (Skalieren, {M0,0}, {})
P1 = (Text einblenden, {M1,0}, {P0})
P2 = (Kodieren, {M2,0, M2,1}, {P1})
P3 = (Senden, {M3,0}, {P2})
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3.1.4 Instanzierung
Zu jedem Prozeß Pi mit Periodendauer pi werden die ersten ppi Instanzen kreiert,
die innerhalb der Hyperperiode p eingeplant werden mu¨ssen. Da die Situation fu¨r
die Einplanung zu Beginn jeder neuen Hyperperiode identisch ist, kann ein fu¨r
die erste Hyperperiode gefundener Schedule einfach wiederholt werden, um alle
Instanzen der urspru¨nglichen Prozesse einzuplanen.
Fu¨r jeden Prozeß i wird die Menge seiner Instanzen Pi,j erzeugt und die Ele-
mente werden initialisiert:
Pi = {Pi,0, . . . , Pi, p
pi
−1}
Die Bereitzeit einer Instanz j, 0 ≤ j ≤ p
pi
− 1, ist der Beginn ihrer Periode plus
der Bereitzeit des Prozesses:
bi,j = j · pi + bi
Die Frist einer Instanz j, 0 ≤ j ≤ p
pi
− 1, ist ihre Bereitzeit plus die Frist ihres
Prozesses, beschra¨nkt auf das Periodenende der Instanz:
fi,j = min{bi,j + fi, (j + 1) · pi}
Die minimale Ausfu¨hrungszeit einer Instanz ist die minimale Ausfu¨hrungszeit der
Methoden des zugeho¨rigen Prozesses1
minET(Pi,j) = min
{
t
∣∣∣∣(p, a) ∈ Ai,k ∧Mi,k ∈ Mi ∧ t = armax(Mi,k)
}
Die Ausfu¨hrungsdauer einer Methode Mi,k im schlimmsten Fall mit der ho¨chsten
Leistungsstufe ist
WCET (Mi,k) := max
{
a
rmax(Mi,k)
∣∣∣∣ (p, a) ∈ Ai,j
}
Die minimale worst-case Ausfu¨hrungszeit einer Instanz ist die minimale worst-
case Ausfu¨hrungszeit ihrer Methoden:
minWCET(Pi,j) = min{WCET (Mi,k)|Mi,k ∈ Mi}
Die maximale worst-case Ausfu¨hrungszeit einer Instanz ist die maximale worst-
case Ausfu¨hrungszeit ihrer Methoden:
maxWCET(Pi,j) = max{WCET (Mi,k)|Mi,k ∈ Mi}
1rmax(Mi,k) ist die Rechenleistung der ho¨chsten Leistungsstufe des Prozessors, der mit der
Methode Mi,k kompatibel ist. rmin(Mi,k) ist die Rechenleistung der niedrigsten Leistungsstufe
des Prozessors, der mit der Methode Mi,k kompatibel ist.
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Die maximale Qualita¨t einer Instanz ist die maximale Qualita¨t ihrer Methoden:
maxQ(Pi,j) = max{qi,k|Mi,k ∈ Mi}
Die Datenabha¨ngigkeiten der Prozesse werden auf ihre Instanzen u¨bertragen:
Pi1 ∈ Di2 ⇒ Pi1,j ∈ Di2,j
Im weiteren wird die Doppelindizierung der Prozeßinstanzen durch eine Ein-
fachindizierung ersetzt, da ihre Zuordnung zu den Prozessen nicht mehr no¨tig ist.
Um Verwechslungen zu vermeiden, werden die einfach-indizierten Instanzen mit
I bezeichnet. Alle Eigenschaften wie z.B. Bereitzeit, Frist und Datenabha¨ngigkei-
ten der doppelt indizierten Instanzen werden u¨bertragen.
I = {I0, . . . , Im−1} =
n⋃
i=0
p
pi
−1⋃
j=0
{Pi,j}
3.1.5 Berechnung der effektiven Bereitzeiten und Fristen
Nach der Erzeugung der Instanzen, die in der ersten Hyperperiode liegen, werden
fu¨r diese sogenannte effektive Bereitzeiten und effektive Fristen berechnet, um den
Suchraum zu verkleinern. Die effektiven Bereitzeiten geben an, wann eine Instanz
unter Beru¨cksichtigung des Rechenbedarfs und der Bereitzeiten ihrer Vorga¨nger
fru¨hestens starten kann. Die effektiven Fristen geben an, wann eine Instanz unter
Beru¨cksichtigung des Rechenbedarfs und der Fristen ihrer Nachfolger spa¨testens
beendet sein muß, damit alle Nachfolger eingeplant werden ko¨nnen. Die Berech-
nung der effektiven Bereitzeiten beginnt mit den Instanzen ohne Vorga¨nger und
die Berechnung der Fristen beginnt mit den Instanzen ohne Nachfolger. Danach
werden die Zeiten sukzessive fu¨r deren Nachfolger bzw. Vorga¨nger berechnet.
Berechnung der effektiven Bereitzeiten bˆi und der effektiven Fristen fˆi:
bˆi = max({bi} ∪ {bˆj + minET (Ij)|Ij ∈ Di})
fˆi = min({fi} ∪ {fˆj −minWCET (Ij)|Ii ∈ Dj})
3.1.6 Bestimmung der Pra¨zedenzrelation
Die Datenabha¨ngigkeiten, die Reihenfolge der Instanzen und die zeitlichen Bezie-
hungen zwischen Instanzen verschiedener Prozesse werden zu einer Pra¨zedenzre-
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lation <I zusammengefaßt:
<I : I × I → {0, 1}
(Ii, Ij) 7→ max{<I1 (Ii, Ij), <I2 (Ii, Ij), <I3 (Ii, Ij)}
Dabei ist <I1 die Pra¨zedenz durch Datenabha¨ngigkeiten
<I1 (Ii, Ij) =
{
1 , falls Ii ∈ Dj
0 , sonst
<I2 die Pra¨zedenz aufgrund der Instanzreihenfolge
<I2 (Ii, Ij) =
{
1 , falls Ii = Pl,p ∧ Ij = Pl,q ∧ p < q
0 , sonst,
und <I3 die durch Fristen und Bereitzeiten gegebene Pra¨zedenz
<I3 (Ii, Ij) =
{
1 , falls fˆi ≤ bˆj
0 , sonst.
Damit eine Instanz ausgefu¨hrt werden kann, muß ihre Bereitzeit erreicht sein
und es mu¨ssen alle bezu¨glich <I kleineren Instanzen bereits erfolgreich been-
det sein. Die Pra¨zedenzrelation <I verringert die Anzahl der zu untersuchenden
Schedules und beschleunigt dadurch sie Suche nach einem optimalen Schedule.
Fu¨r die Anwendung aus Abbildung 1.3 muß aufgrund der identischen Peri-
odendauern nur jeweils eine Instanz je Prozeß kreiert werden. Das Model sieht
nach der Instanzierung und Berechnung der effektiven Bereitzeiten und Fristen
folgendermaßen aus:
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3.2 Formales Modell der Beispielanwendung
Zusammengefaßt sieht das formale, instanzierte Modell der Beispielanwendung
aus Abbildung 1.3 wie folgt aus:
Anw = (Live-Video, ((I0,−−−, 0ms, 20ms), (I1,−−−, 2ms, 26ms),
(I2,−−−, 3ms, 35ms), (I3,−−−, 9ms, 40ms)))
I0 = (Skalieren, {M0,0}, {})
I1 = (Text einblenden, {M1,0}, {I0})
I2 = (Kodieren, {M2,0, M2,1}, {I1})
I3 = (Senden, {M3,0}, {I2})
M0,0 = (bilinear, ((1.0, 2)), 10, {Z0})
M1,0 = (Zeilen einfu¨gen, ((0.7, 1), (0.2, 4), (0.1, 7)), 8, {Z0})
M2,0 = (JPG-1, ((0.9, 6), (0.1, 12)), 11, {Z0})
M2,1 = (JPG-2, ((0.2, 6), (0.8, 9)), 12, {Z0})
M3,0 = (Sendertreiber, ((0.6, 4), (0.4, 5)), 7, {Z0})
Z = {Z0}
Z0 = (CPU, L0,0, L0,1)
L0,0 = (1, 4, 0.4, (0, 0), (0, 0))
L0,1 = (0.5, 1, 0.1, (0, 0), (0, 0))
3.3 Schedule
Ein Schedule gibt fu¨r jede Prozeßinstanz an, wann sie mit welcher Methode auf
welchem Prozessor mit welchem Leistungsmodus gestartet werden soll. In einem
zula¨ssigen Schedule ist die Startzeit einer Prozeßinstanz immer gro¨ßer gleich ihrer
effektiven Bereitzeit, die ausgefu¨hrte Methode ist vor der effektiven Frist beendet
und mit dem gewa¨hlten Prozessor kompatibel. Alle bezu¨glich <I kleineren In-
stanzen mu¨ssen bereits beendet sein und es muß ausreichend Leerlaufzeit fu¨r die
eingeplanten Leistungsmoduswechsel zur Verfu¨gung stehen.
Denition 7 (Schedule, zul¤assiger Schedule). Eine Menge S = {(si, mi, zi, vi) ∈
N × M × Z × V |i ∈ {0 . . .m − 1}} heißt Schedule. Jedes Tupel (si, mi, zi, vi)
speziziert, daß Instanz Ii zum Zeitpunkt si mit Methode mi und Leistungsmodus
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vi auf Prozessor zi gestartet und bis zu ihrer Beendigung ausgef¤uhrt wird. Ein
Schedule heißt zula¨ssiger Schedule, wenn f¤ur alle i ∈ {0 . . .m− 1} gilt:
• bˆi ≤ si (effektive Bereitzeit erreicht)
• si +
1
r(vi)
·WCET (mi) < fˆi (effektive Frist eingehalten)
• zi = K(mi) (geeigneter Prozessor)
• ∀k ∈ {0, . . . , m− 1} : Ik <I Ii ⇒ sk +
1
r(vk)
·ET (mk) < si (Pr¤azedenzen
erf¤ullt)
• ∀t ∈ N0 : ∀z ∈ Z : |{k|zk = z ∧ 1zk(mk, t) = 1}| ≤ 1 (maximal eine
Methode gleichzeitig auf einem Prozessor)2
• vi ist ein Leistungsmodus von zi (zul¤assiger Modus)
• ∀t1, t2 ∈ N, zh ∈ Z : (t1 < t2 ∧ vzh(t1) = Lh,j ∧ Lh,j 6= Lh,k ∧ Lh,k =
vzh(t2)) ⇒ |{t ∈]t1, . . . , t2[|∀mi ∈ M : 1zh(mi, t) = 0}| ≥ tw(h, j, k) (aus-
reichende Leerlaufzeit f¤ur Leistungsmoduswechsel)
Fu¨r die Instanzen innerhalb der ersten Hyperperiode der Anwendung aus Ab-
bildung 1.3 ist beispielsweise folgender Schedule zula¨ssig:
SLive-Video = { (0, M0,0, Z0, L0,0), (10, M1,0, Z0, L0,0),
(20, M2,1, Z0, L0,0), (30, M3,0, Z0, L0,0) }
Die wiederholte Anwendung dieses Schedules SLive-Video liefert den folgenden
Schedule S∞Live-Video fu¨r die unendliche Ausfu¨hrung der Anwendung:
S∞Live-Video = { (si,j, mi,j, zi,j, vi,j)|i, j ∈ N, si,j = 40 · j + 10 · i,
m0,j = M0,0, m1,j = M1,0, m2,j = M2,1, m3,j = M3,0,
zi,j = Z0, vi,j = L0,0 }
3.4 Zielfunktionen
Eine Einplanung (zula¨ssiger Schedule) muß bei den in dieser Arbeit betrachte-
ten Anwendungen nicht nur gu¨ltig sein, sondern zusa¨tzlich eine gegebene Ziel-
funktion optimieren. Diese kann sowohl eindimensional als auch mehrdimensio-
nal (Mehrzieloptimierung) sein. Es ist also ein Schedule S aus der Menge der
zula¨ssigen Schedules S zu finden, fu¨r den die Zielfunktion optimal ist.
21zk(mi, t): Methode mi wird zum Zeitpunkt t auf Prozessor zk ausgefu¨hrt (Wert 1) oder nicht
(Wert 0).
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Energiebewußtes Scheduling und qualit ¤atsbewußtes Scheduling sind Beispie-
le fu¨r eindimensionale Zielfunktionen. Beim energiebewußten Scheduling ist die
Energie, die im Durchschnitt pro Zeiteinheit verbraucht wird, zu minimieren. Die-
se durchschnittliche Energie errechnet sich aus der Summe der Energien, die vom
Prozessor fu¨r die Bearbeitung der Methoden, wa¨hrend auftretender Leerlaufzeit
und fu¨r Versorgungsspannungsanpassungen verbraucht werden. Auch im Beispiel
aus Abbildung 1.3 ist diese Zielfunktion zu optimieren. Beim qualita¨tsbewußten
Scheduling soll die Qualita¨t maximiert werden, die von den in der Anwendung
enthaltenen und ausgefu¨hrten Methoden im Durchschnitt pro Zeiteinheit geliefert
wird. Es reicht dazu aus, den Schedule fu¨r die Prozeßinstanzen innerhalb einer
Hyperperiode so zu optimieren, daß der Erwartungswert der Zielfunktion inner-
halb der Hyperperiode optimal ist, weil es keine zula¨ssigen Schedules gibt, bei
denen eine Prozeßinstanz in zwei Hyperperioden ausgefu¨hrt wird.
Bei einer Mehrzieloptimierung sind mehrere eindimensionale Zielfunktionen
vorgegeben, deren optimale Einplanungen sich widersprechen ko¨nnen. Ein Bei-
spiel hierfu¨r ist die gemeinsame Optimierung der beiden Zielfunktionen fu¨r ener-
giebewußtes und qualita¨tsbewußtes Scheduling. Fu¨r einen minimalen Energiever-
brauch muß der Prozessor solange wie mo¨glich mit der niedrigsten Taktrate be-
trieben werden. Dies bedeutet aber, daß nur die schnellsten Methoden, die in der
Regel die schlechteste Ergebnisqualita¨t besitzen, eingeplant werden ko¨nnen, um
keine Fristen zu verletzen. Aus diesem Grund wird einer der Zielfunktionen eine
ho¨here Priorita¨t zugewiesen als der anderen. Erha¨lt beispielsweise die Qualita¨ts-
maximierung die ho¨here Priorita¨t, so werden Lo¨sungen - unabha¨ngig von ihrem
Energieverbrauch - bevorzugt, die eine ho¨here Qualita¨t liefern als eine andere. Bei
Lo¨sungen mit gleicher Qualita¨t wird jedoch diejenige mit dem geringeren Ener-
gieverbrauch bevorzugt. Zusa¨tzlich kann fu¨r die Qualita¨t eine Schranke angegeben
werden, die nicht unterschritten werden darf, und fu¨r die Energie eine Schranke,
die nicht u¨berschritten werden darf. Bei einer Mehrzieloptimierung mit mehr als
zwei Zielen erha¨lt jedes Ziel eine eindeutige Priorita¨t. Die dadurch gegebene le-
xikographische Ordnung bildet eine Totalordnung auf der Wertemenge der Mehr-
zielfunktion, und ermo¨glicht die Anwendung der in dieser Arbeit beschriebenen
Optimierungsverfahren.
3.4.1 Energiebewußtes Scheduling
Die fu¨r einen Schedule S zu minimierende Zielfunktion beim energiebewußten
Scheduling E : S → R gibt im zeitkontinuierlichen Modell den durchschnitt-
lichen Leistungsverbrauch bzw. im zeitdiskreten Modell den durchschnittlichen
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Energieverbrauch je Zeiteinheit an.3
E(S) = lim
n→∞
∫ n·p
0
p(t)dt
n · p
bzw. E(S) = lim
n→∞
∑n·p
t=1 e(t)
n · p
Dabei ist p(t) die zum Zeitpunkt t aufgenommene Leistung und e(t)die Sum-
me der Energien, die von den Prozessoren im Zeitschritt t verbraucht werden:
e(t) =
∑
Zi∈Z
( rechnend(Zi, t) · eb(i, v(i, t)) + leerlauf(Zi, t) · el(i, v(i, t)) +
wechsel(Zi, j, k) · ew(i, j, k) )
Der Wert der energiebewußten Zielfunktion fu¨r den oben angegebenen Sche-
dule der Anwendung aus Abbildung 1.3 ist:
E(SLive−V ideo) = lim
n→∞
n · [
erwartete Laufzeiten︷ ︸︸ ︷
(2 + 2.2 + 6.8 + 4.4) ·eb(0, 0) + 4.6 · el(0, 0)]
n · 40
= lim
n→∞
15.4 · 4 + 4.6 · 0.4
40
= 1.586
3.4.2 Qualita¨tsbewußtes Scheduling
Die fu¨r einen Schedule S zu maximierende Zielfunktion beim qualita¨tsbewußtem
Scheduling Q(S) : S → R gibt die durchschnittlich erzielte Qualita¨t (je Zeitein-
heit) an. Auch hier ist nur die Betrachtung vollsta¨ndig abgeschlossener Hyperpe-
rioden p sinnvoll.
Q(S) = lim
n→∞
∫ n·p
0
qˆ(t)dt
n · p
bzw. Q(S) = lim
n→∞
∑t0
t=1 q(t)
n · p
Dabei ist qˆ(t) die Summe der von den Methoden, die im Zeitpunkt t beendet
werden, gelieferten Qualita¨ten:
qˆ(t) =
∑
(si,j ,mi,j ,zi,j ,vi,j )∈S
mit si,j+ET (mi,j )=t
p(ET (mi,j)) · q(mi,j)
3Fu¨r die Zielfunktion werden jeweils nur vollsta¨ndig abgeschlossene Hyperperioden p beru¨ck-
sichtigt, da nur nach diesen Zeitra¨umen von der Anwendung ein sinnvolles Ergebnis geliefert wird.
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q(t) ist die Summe der von den Methoden, die innerhalb des Intervalls ]t − 1, t],
also im Zeitschritt t, beendet werden, gelieferten Qualita¨ten:4
q(t) =
∫
x∈]t−1,t]
qˆ(x)
Der Wert der qualita¨tsbewußten Zielfunktion fu¨r den oben angegebenen Sche-
dule der Anwendung aus Abbildung 1.3 ist:
Q(SLive−V ideo) = lim
n→∞
n · [10 + 8 + 12 + 7]
n · 40
= lim
n→∞
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40
= 0.925
3.4.3 Mehrzieloptimierung
Bei einer Mehrzieloptimierung ist die Zielfunktion F (S) : S → Rn+1 durch
die eindimensionalen Zielfunktionen Fi(S), einzuhaltende Schranken sM,i und
die Angabe oM,i, ob maximiert oder minimiert werden soll, gegeben. Im Falle
von oM,i = min ist sM,i eine einzuhaltende obere Schranke und im Falle von
oM,i = max ist sM,i eine einzuhaltende untere Schranke. Die Priorita¨t ist durch
die Reihenfolge der eindimensionalen Zielfunktionen gegeben.
FM(S) = (F0(S), . . . , Fn(S))
sM(S) = (sM,0, . . . , sM,n) ∈ R
n+1
oM(S) = (oM,0, . . . , oM,n) ∈ {<, >}
n+1
Die Totalordnung (lexikographische Ordnung) >FM auf der Wertemenge R
n+1
der zu maximierenden Mehrzielfunktion FM(S) ist dann gegeben durch:
∀v, w ∈ Rn+1 : v >FM w :⇔ ∃i ∈ {0, . . . , n + 1} : (vi oM,i wi)
∧∀j ∈ {0, . . . , i− 1} : vj = wj
3.4.4 Beschra¨nkung auf pareto-optimale Methoden
Um unno¨tigen Optimierungsaufwand zu vermeiden, werden nur pareto-optimale
Methoden fu¨r die Ausfu¨hrung in Betracht gezogen. Pareto-optimal bedeutet, daß
4Zum Zeitpunkt t = 0 wird keine Qualita¨t geliefert, weil zu diesem Zeitpunkt keine Methode
fertiggestellt sein kann.
3.4. ZIELFUNKTIONEN 37
die Methode bezu¨glich einer gegebenen Halbordnung gro¨ßer ist als alle mit ihr
bezu¨glich der Halbordnung vergleichbaren Methoden. Alle Methoden die nicht
pareto-optimal sind, werden vor der Optimierung aus dem Modell entfernt.
Im Falle der Qualita¨tsmaximierung ist eine Methode pareto-optimal, die ga-
rantiert eine bessere Qualita¨t liefert als alle anderen Methoden, wobei auch die
Qualita¨t der Methoden, die in der verbleibenden Zeit eingeplant werden ko¨nnen,
beru¨cksichtigt werden muß. Falls immer nur die worst-case Laufzeiten der Me-
thoden betrachtet werden, so sind Methoden pareto-optimal, fu¨r die es keine ver-
gleichbaren Alternativen gibt, oder die eine ho¨here Qualita¨t und zugleich eine
geringere worst-case Laufzeit haben als vergleichbare Methoden. Eine pareto-
optimale Methode liefert also selbst eine ho¨here Qualita¨t und la¨ßt aber zugleich
den Nachfolgern mehr oder gleich viel Zeit, und daher ko¨nnen diese mindestens
die gleiche Qualita¨t liefern.
Im Falle der Energieminimierung ist eine Methode pareto-optimal, deren er-
warteter Energieverbrauch niedriger ist als der aller anderen Methoden, wobei
auch der erwartete Energieverbrauch der nachfolgenden Methoden beru¨cksichtigt
werden muß. Falls immer nur die worst-case Laufzeiten der Methoden betrachtet
werden, so sind Methoden pareto-optimal, fu¨r die es keine vergleichbaren Al-
ternativen gibt, oder die einen niedrigeren erwarteten Energieverbrauch und zu-
gleich eine geringere worst-case Laufzeit haben. Eine pareto-optimale Methode
verbraucht also selbst weniger Energie und la¨ßt aber zugleich den Nachfolgern
mehr oder gleich viel Zeit, um diese langsamer und daher mit weniger Energie
laufen zu lassen.
Denition 8 (Halbordnung auf Verteilungsfunktionen). Eine Verteilungsfunk-
tion F1 ist gro¨ßer als eine Verteilungsfunktion F2, wenn F1 in mindestens einem
Punkt gr¤oßer und ansonsten punktweise mindestens gleichgroß ist wie F2:
F1 > F2 :⇔ (∃x ∈ R
+
0 : F1(x) > F2(x)) ∧ (∀x ∈ R
+
0 : F1(x) ≥ F2(x))
Die Betrachtung der worst-case Zeiten reicht fu¨r Methoden mit nicht-determi-
nistischen Laufzeiten nicht aus. Fu¨r diesen Fall ersetzt die Forderung nach einer
gro¨ßeren Verteilungsfunktion der Laufzeiten die Forderung nach einer kleineren
worst-case Zeit.
Falls beide Verteilungen diskret sind, reicht es aus die beiden Verteilungen an
allen Stu¨tzstellen zu vergleichen. Abbildung 3.1 zeigt zwei vergleichbare Vertei-
lungsfunktionen A und B sowie zwei unvergleichbare Verteilungsfunktionen A
und C.
Denition 9 (Halbordnung auf diskreten Dichtefunktionen). Eine diskrete Dich-
tefunktion Ai,j ist gro¨ßer als eine diskrete Dichtefunktion Ak,l, wenn Ai,j in min-
destens einem Punkt gr¤oßer und ansonsten punktweise mindestens gleichgroß ist
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A>B unvergleichbar1
A C
1
A B
Stützstellen Stützstellen
Abbildung 3.1: Vergleichbare und unvergleichbare Verteilungsfunktionen
wie Ak,l. Sei supp = {ax|((p, ax) ∈ Ai,j ∨ (p, ax) ∈ Ak,l) ∧ ax ≤ ax+1}, dann
gilt:
Ai,j > Ak,l :⇔ (∃ax ∈ supp :
∑
(po,ao)∈Ai,j
mit ao≤ax
po >
∑
(ph,ah)∈Ak,l
mit ah≤ax
ph) ∧
(∀ax ∈ supp :
∑
(po,ao)∈Ai,j
mit ao≤ax
po ≥
∑
(ph,ah)∈Ak,l
mit ah≤ax
ph)
Denition 10 (Halbordnung auf Methoden). Eine Methode Mi,j ist gro¨ßer als
eine Methode Mk,l, wenn Mi,j selbst eine h¤ohere oder gleiche Qualit¤at liefert
bzw. niedrigere oder gleiche Energie verbraucht als Mk,l und wenn die Vertei-
lungsfunktion der Laufzeiten von Mi,j gr¤oßer ist als die von Mk,l, d.h.
Mi,j > Mk,l :⇔ qi,j ≥ qk,l ∧ Ai,j > Ak,l (Qualit¤at)
Mi,j > Mk,l :⇔ ei,j ≤ ek,l ∧ Ai,j > Ak,l (Energie)
Denition 11 (Pareto-optimale Methode). Eine Methode Mi,j ∈ Mi heißt pareto-
optimal bez¤uglich der Halbordnung <, wenn es keine Methode Mi,k ∈ Mi gibt,
die bez¤uglich dieser Halbordnung gr¤oßer ist, d.h.:
¬∃Mi,k ∈ Mi : Mi,j < Mi,k
Satz 1. Optimale L¤osungen bestehen nur aus pareto-optimalen Methoden.
Beweisskizze f¤ur qualit¤atsbewußte Einplanung: Sei L eine optimale Lo¨sung, die
eine nicht pareto-optimale Methode m1 entha¨lt und sei m2 eine pareto-optimale
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Methode, die gro¨ßer als m1 ist. Ersetzt man in L die Methode m1 durch m2, so
ergibt sich wieder eine Lo¨sung L′, da m2 eine gro¨ßere Verteilungsfunktion besitzt
(Nachfolger bleiben schedulebar), und L′ ist aufgrund der Pareto-Optimalita¨t von
m2 besser als L. Daher kann L keine optimale Lo¨sung gewesen sein.
3.5 Abschließende Bemerkungen zur Modellierung
Das in diesem Kapitel beschriebene Modell der Prozesse, Methoden und Prozes-
soren, zusammen mit den eingefu¨hrten Zielfunktionen, bildet die Eingabe der im
na¨chsten Kapitel beschriebenen Optimierungs- und Einplanungsalgorithmen. Das
Modell entha¨lt periodische Prozesse, die abstrakte Aufgaben darstellen und die
Datenabha¨ngigkeiten, Bereitzeiten und Fristen besitzen ko¨nnen. Fu¨r die Erfu¨llung
der Aufgaben ko¨nnen zu jedem Prozeß alternativ ausfu¨hrbare Methoden angege-
ben werden, die sich hinsichtlich ihres Energieverbrauches bzw. der von ihnen
gelieferten Qualita¨t unterscheiden. Die Methoden sind nicht unterbrechbar und
ihre Ausfu¨hrungsdauer ist durch eine diskrete Wahrscheinlichkeitsverteilung spe-
zifiziert. Die beiden definierten Zielfunktionen beschreiben die Optimierungsauf-
gaben, zula¨ssige Schedules mit minimalem durchschnittlichen Energieverbrauch
bzw. mit maximaler durchschnittlicher Qualita¨t zu finden. Die auf den Methoden
definierte Halbordnung kann dazu verwendet werden, bereits vor der Optimie-
rung Methoden zu entfernen, die aufgrund ihrer Eigenschaften nicht in optimalen
Lo¨sungen enthalten sein ko¨nnen.
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Kapitel 4
Methodik und Durchfu¨hrung
Dieser Abschnitt beschreibt zuna¨chst die gemeinsame, rekursive Modellierung
des Schedulingproblems und des Optimierungsproblems. Danach folgt der Ablauf
des Gesamtalgorithmus, der in zwei Phasen geteilt ist: Erstellen eines bezu¨glich
der Zielfunktion optimalen, flexiblen Schedules und Interpretation des Optimie-
rungsergebnisses zur Laufzeit.
4.1 Modellierung fu¨r Dynamische Programmierung
Der in dieser Arbeit vorgestellte Algorithmus basiert auf dem von Bellmann vor-
gestellten Prinzip der Dynamischen Programmierung [Bel57]. In diesem Abschnitt
bezeichnet N die Anzahl der Instanzen, M die Anzahl der Methoden je Instanz,
K die Anzahl der Laufzeiten je Methode, C die Anzahl der Prozessormodi, I die
Menge der einzuplanenden Instanzen und HP die Dauer des Einplanungszeitrau-
mes (Hyperperiode der einzuplanenden periodischen Prozesse). Alle Berechnun-
gen wurden exemplarisch fu¨r die Zielfunktion zur Energieminimierung auf einem
Monoprozessorsystem1 durchgefu¨hrt.
Denition 12 (Dynamische Programmierung). Dynamische Programmierung
ist ein L¤osungsverfahren f¤ur Optimierungsprobleme, die folgenden Bedingungen
gen¤ugen:
1. Das Optimierungsproblem ist rekursiv darstellbar.
2. Optimale L¤osungen bestehen aus optimalen L¤osungen zu kleineren Teilpro-
blemen, auf die in der Rekursion zugegriffen wird. (Optimalit ¤atsprinzip)
3. Die Rekursion greift mehrfach auf gleiche Teilprobleme zur¤uck.
1Die Verwendung eines Mehrprozessorsystems fu¨hrt zu einem weiteren Ansteigen der Kom-
plexita¨t.
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max
In,Mn0) In,Mnm)
wert(I,HP,
...
... ...
N−mal
K
NMC
sum
wert(I,HP)
wert(I\{I0},HP−et(M00,0)) wert(I\{I0},HP−et(M00,k))
...
... ... ...
... ... ... ...
... ...
wert(I,HP,
I0,M00) I0,M0m)
wert(I,HP, wert(I,HP,
Abbildung 4.1: Rekursive Zusammensetzung einer optimalen Lo¨sung
Wa¨hrend die beiden ersten Bedingungen fu¨r die Anwendbarkeit des Verfah-
rens notwendig sind, kennzeichnet die dritte Bedingung die Problemklasse, fu¨r
die ihr Einsatz sinnvoll ist.
4.1.1 Rekursive Problembeschreibung
Das Optimierungsproblem fu¨r die Energieminimierung la¨ßt sich wie folgt rekursiv
beschreiben:
wert(Iv, sv) = min
i∈Iv,j∈Mi
wert(j) +
∑
(p,a)∈Aj
p · wert(Iv \ {i}, sv − a)
Dabei ist wert(Iv, sv) der fu¨r die Ausfu¨hrung der Instanzmenge Iv zu erwarten-
de Energieverbrauch, wenn die Ausfu¨hrung zum Zeitpunkt sv beginnt. Fu¨r die
Berechnung wird auf N · M · K · C Teilprobleme zugegriffen (siehe Abbildung
4.1). Die Rekursionstiefe ist N , da in jedem Schritt genau eine Instanz eingeplant
wird. Somit ist die Komplexita¨t fu¨r die rein rekursive Berechnung des Optimums
O((NMKC)N).
4.1.2 Komplexita¨tsanalyse bei Dynamischer Programmierung
Bei der Dynamischen Programmierung wird durch geeignete Auflo¨sung der Re-
kursion jedes Teilproblem nur einmal gelo¨st und die Lo¨sung in einer Tabelle ge-
speichert. Daher bestimmt die Anzahl der verschiedenen Teilprobleme die Kom-
plexita¨t. Ein Teilproblem ist durch die Menge der einzuplanenden Instanzen und
den Startzeitpunkt eindeutig spezifiziert. Dynamische Programmierung lo¨st die
Teilprobleme in einer Reihenfolge, die garantiert, daß die Berechnung jeder Teil-
lo¨sung nur auf bereits gelo¨ste, optimierte Teilprobleme zugreift. Um das zu errei-
chen, werden die Teilmengen der Instanzmenge nach zunehmender Kardinalita¨t
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geordnet und fu¨r jede solche Menge werden die Teilprobleme zu den mo¨glichen
Startzeitpunkten gelo¨st.
Alle Teilprobleme und ihre Lo¨sungen werden in einer Tabelle gespeichert.
Die Optimierung beginnt in der letzten Zeile der Tabelle. Die darin enthaltenen
Zellen werden nacheinander so optimiert, daß die angegebene Instanzmenge ab
dem spezifizierten Startzeitpunkt zula¨ssig eingeplant und der Wert der Zielfunk-
tion optimiert wird. Dazu werden alle N ·M · C mo¨glichen Kombinationen von
Instanz, Methode und Leistungsmodus betrachtet. In den ho¨heren Zellen wird fu¨r
die Berechnung des Wertes der Zielfunktion auch noch auf die Ergebnisse von
K Teilproblemen zugegriffen, d.h. die Optimierung einer Zelle besitzt die Kom-
plexita¨t O(N ·M ·K · C). Da jede Zeile HP Zellen besitzt, ist die Komplexita¨t
zur Optimierung einer Zeile O(N · M · K · C · HP ). Fu¨r jede Teilmenge der
Instanzmenge entha¨lt die Tabelle eine Zeile, wobei die Ma¨chtigkeit der Teilmen-
gen in der Tabelle von unten nach oben monoton steigt. Da es 2N verschiedene
Teilmengen der Instanzmenge gibt und die Zeilen in einem Durchgang von un-
ten nach oben abgearbeitet werden, ist die Gesamtkomplexita¨t der Dynamischen
Programmierung O(N ·M ·K · C · 2N ·HP ) = O(M · K · C · 2N ·HP ). Die
Auswertungsreihenfolge ist in Abbildung 4.2 graphisch dargestellt.
sv 0 1 . . . HP
|Iv| Iv
N {I0, . . . , IN} wert(...) wert(...) . . . wert(..)
O(NMKC)
1.−→
. . . . . . . . . . . . . . . . . .
2
{I0, I1} wert(...) wert(...) . . . wert(..)
. . . . . . . . . . . . . . .
{IN−1, IN} wert(...) wert(...) . . . wert(..)
1
{I0} wert(...) wert(...) . . . wert(..) O(2N)
. . . . . . . . . . . . . . .
{IN} wert(...) wert(...) . . . wert(..) ↑ 3.
2. −→ O(HP )
Abbildung 4.2: Komplexita¨t und Auswertungsreihenfolge bei Dynamischer Pro-
grammierung
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4.2 Anforderungsgetriebene Dynamische Program-
mierung
Die Komplexita¨t des Problems ist auch bei Verwendung von Dynamischer Pro-
grammierung noch zu hoch, um fu¨r realistische Anwendungsgro¨ßen in vernu¨nf-
tiger Zeit ein (optimales) Ergebnis zu erhalten, da dieses erst vorliegt, wenn die
Tabelle vollsta¨ndig gefu¨llt ist. Aus diesem Grund wird in dieser Arbeit eine an-
forderungsgetriebene Dynamische Programmierung entwickelt. Im Gegensatz zur
normalen Dynamischen Programmierung beginnt die Optimierung bei der anfor-
derungsgetriebenen Dynamischen Programmierung bei der Lo¨sung des Gesamt-
problems. Die dabei angeforderten Lo¨sungen der Teilprobleme werden sukzessive
erzeugt, optimiert und gespeichert, so daß nur Teilprobleme optimiert werden, die
auch beno¨tigt werden. Diese Vorgehensweise spart viele Berechnungen ein und es
liegt schnell eine erste Lo¨sung vor, wenn das Problem einplanbar ist.
4.2.1 Optimierungseinsparungen
Verschiedene Gru¨nde fu¨hren dazu, daß in der Tabelle enthaltene Teilprobleme
nicht gelo¨st werden mu¨ssen. Beispielsweise treten nicht alle Teilmengen der In-
stanzmenge auf, weil die Instanzen in einer die Pra¨zedenzrelation erfu¨llenden Rei-
henfolge eingeplant werden mu¨ssen. Der folgende Satz entha¨lt eine Abscha¨tzung
fu¨r die Einsparungen, die sich aus den Instanznummern der Instanzen eines peri-
odischen Prozesses ergeben:
Satz 2. Seien p die Hyperperiode, pi die Periodendauern der Prozesse aus der
Menge P und N die Anzahl der Instanzen. Durch die Instanznummern reduziert
sich die Anzahl der zu untersuchenden Instanzmengen auf ∏i∈P ( ppi + 1) ≤ 2N .
Beweis: ∀k ∈ N1 : k + 1 ≤ 2k, da 1 + 1 = 2 ≤ 2 = 21 und ∀k ≥ 2 : k + 1 =
(k − 1) + 1 + 1 ≤ 2k−1 + 1 + 1 = 2k−1 + 2 ≤ 2k−1 · 2 = 2k, und somit:∏
i∈P
(
p
pi
+ 1) ≤
∏
i∈P
2
p
pi = 2
∑
i∈P
p
pi = 2N
Diese Abscha¨tzung ist scharf, da bei einer Menge von periodischen Prozessen,
die alle die gleiche Periodendauer besitzen, die linke und rechte Seite gleich sind.
Dann ist aber die durch die Zahl der Prozesse bedingte Komplexita¨t relativ gering,
da es pro Prozeß nur eine Instanz gibt. Je unterschiedlicher die Periodendauern der
Prozesse sind, desto gro¨ßer sind die Einsparungen, die sich aus der Reihenfolge
der Instanzen eines Prozesses ergeben.
4.2. ANFORDERUNGSGETRIEBENE DYNAM. PROGRAMMIERUNG 45
Startzeitpunkte
Instanznummern oder unmögliche Kombination von
Zeit und Instanzmenge
eine Zeiteinheit je Instanz
Teil−
mengen
Datenabhängigkeiten
Abbildung 4.3: Einsparungen durch anforderungsgetriebene Dynamische Pro-
grammierung (schematisch)
Weitere Einschra¨nkungen resultieren aus den Datenabha¨ngigkeiten zwischen
den Instanzen, da auch sie eine Halbordnung auf der Menge der Instanzen de-
finieren. Die Auswirkungen sind a¨hnlich zu denen der Instanzreihenfolge, d.h.
wa¨hrend der Optimierung mu¨ssen weniger Teilmengen der Instanzmenge betrach-
tet werden.
Zusa¨tzlich zu den Einsparungen aufgrund der Pra¨zedenzrelation fu¨hrt die an-
forderungsgetriebene Dynamische Programmierung zu großen Einsparungen bei
den zu betrachtenden Startzeitpunkten. Viele Startzeitpunkte treten aufgrund der
diskreten Spezifikation der Methodenlaufzeiten nicht oder nur in Kombination mit
einigen Instanzmengen auf und mu¨ssen daher nicht oder zumindest nicht immer
betrachtet werden.
Schließlich ko¨nnen viele Startzeitpunkte nicht mit allen Teilmengen der In-
stanzmenge einen gu¨ltigen Schedule liefern. So mu¨ssen zum Beispiel die Start-
zeitpunkte {max(1, p−|Ii|), .., p−1}∪{0, . . . , |Ii|−1} nicht in Zusammenhang
mit der Instanzmenge Ii betrachtet werden, da fu¨r jede Instanz mindestens eine
Zeiteinheit beno¨tigt wird, und die verbleibende Zeit damit nicht fu¨r die verblei-
benden Instanzen ausreichen wu¨rde.
Die genannten Auswirkungen auf die Tabelle zur Dynamischen Programmie-
rung sind in Abbildung 4.3 schematisch dargestellt. Anforderungsgetriebene Dy-
namische Programmierung bearbeitet und lo¨st nur die Teilprobleme in den weißen
Bereichen der Tabelle. Die dunkelgrauen Zeilen der Tabelle ko¨nnen aufgrund der
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Pra¨zedenzrelation der Instanzen (Instanzreihenfolge, Datenabha¨ngigkeiten, Be-
reitzeiten und Fristen) nicht auftreten, weil die ihnen zugeordneten Teilmengen
der Instanzmenge diese Pra¨zedenzrelation verletzen. Der schwarze Bereich tritt
nicht auf, weil die Bearbeitung jeder Instanz mindestens eine Zeiteinheit erfor-
dert, und der hellgraue Bereich stellt die Kombinationen von Startzeitpunkten und
Teilmengen der Instanzmenge dar, bei denen die verbleibende Zeit nicht fu¨r die
einzuplanenden Instanzen ausreicht. Die ebenfalls hellgrau eingezeichneten Spal-
ten ko¨nnen nicht auftreten, weil die Startzeitpunkte der darin enthaltenen Zellen
keine mo¨gliche Summe von spezifizierten Methodenlaufzeiten sind.
4.2.2 Umsetzung der anforderungsgetriebenen Dynamischen
Programmierung
Bei der Umsetzung der anforderungsgetriebenen Dynamischen Programmierung
kann der Speicherbedarf, den die Tabelle in Abbildung 4.2 besitzt, vermieden wer-
den, weil sie nur ein kleinen Teil der Tabelleneintra¨ge beno¨tigt. Abbildung 4.4
zeigt eine Lo¨sung und die von ihr referenzierten Teillo¨sungen, wobei Teillo¨sungen
mit gleicher Ma¨chtigkeit der Instanzmenge nach hinten in einer Ebene angeord-
net wurden.2 Durch diese neue Anordnung greift eine Teillo¨sung ausschließlich
auf Teillo¨sungen in der na¨chsttieferen Ebene zu, die zusa¨tzlich einen gro¨ßeren
Startzeitpunkt haben. Manche Teillo¨sungen verwenden direkt oder indirekt eini-
ge gleiche (kleinere) Teillo¨sungen, weil z.B. nur die Reihenfolge einiger Instan-
zen vertauscht wurde. Der von den Teillo¨sungen gebildete gerichtete, azyklische
Multilevel-Graph stellt eine Lo¨sung des Gesamtproblems dar.
Denition 13 (gerichteter Multilevel-Graph). Ein Graph heißt gerichteter Mul-
tilevel-Graph, wenn seine Knoten so in Ebenen angeordnet werden k¤onnen, daß
alle Kanten nach unten gerichtet und zwischen adjazenten Ebenen sind.
Die Idee ist nun, nur Teillo¨sungen zu erzeugen und in einer dynamischen Da-
tenstruktur zu speichern, die tatsa¨chlich von einer Lo¨sung angefordert werden.
Auf diese Weise erha¨lt man sehr schnell eine initiale Lo¨sung. Anschließend wer-
den nach und nach alle anderen mo¨glichen Lo¨sungen und deren Teillo¨sungen
erzeugt und optimiert. Es werden also nur die beno¨tigten Zellen angelegt und
u¨ber eine Abbildung (Hash-Tabelle) verwaltet, die die Beschreibung des Teil-
problems (vorher: Tabellenindex) seiner aktuellen Lo¨sung zuordnet. Die große
statische Tabellenstruktur entfa¨llt dadurch. Auch ist es nicht no¨tig, referenzier-
te Teillo¨sungen schon bei ihrer ersten Anforderung zu optimieren. Es reicht aus,
in den Teillo¨sungen Verweise auf die referenzierenden Lo¨sungen zu speichern
2Zur u¨bersichtlicheren Darstellung wurden Pfeile zu weiter hinten liegenden Teillo¨sungen nicht
eingezeichnet.
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Startzeiten
Teilmengen Teilmengen
Größe der
Abbildung 4.4: Referenzierung von Teillo¨sungen (schematisch)
und diese beim einer eintretenden Verbesserung der Teillo¨sung zu aktualisieren.
Sobald eine Teillo¨sung erstmals angefordert wird, wird sie dynamisch erzeugt,
in einem sogenannten Bedingungsgraph-Knoten gespeichert und der Verweis auf
diesen Knoten in die Hash-Tabelle eingetragen. Der Verweis auf die anfordern-
de Teillo¨sung (Knoten) wird in der neuen Teillo¨sung vermerkt. Sobald sich die
Gu¨te einer Teillo¨sung a¨ndert, werden die anfordernden Teillo¨sungen aktualisiert
(Abbildung 4.5). Dieser Fall tritt ein, wenn innerhalb eines Knotens eine neue,
bessere Entscheidung getroffen wurde, oder wenn eine von der Lo¨sung referen-
zierte Teillo¨sung verbessert wurde.
Diese neue Strategie fu¨r die Knotenerzeugung fu¨hrt dazu, daß schon nach sehr
wenigen Schritte eine erste - noch nicht optimale - Lo¨sung fu¨r das Gesamtproblem
berechnet ist und ausgegeben werden kann. Die Gu¨te (verbrauchte Energie, gelie-
ferte Qualita¨t) der gelieferten Lo¨sungen verbessert sich, je mehr Knoten erzeugt
und optimiert werden und damit erfu¨llt die anforderungsgetriebene Dynamische
Programmierung die Bedingungen eines Anytime-Algorithmus [Zil93].
Denition 14 (Anytime-Algorithmus). Ein Algorithmus ist ein Anytime-Algo-
rithmus, wenn er
• (nach der Initialisierung) jederzeit beendet werden kann und dabei ein Er-
gebnis liefert, und
• die G¤ute des Ergebnisses bez¤uglich der Ausf¤uhrungsdauer monoton steigt.
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Größe der
Teilmengen
verbesserte Teillösung
Teilmengen
Startzeiten
Verweis
zu aktualisieren
Abbildung 4.5: Dynamische Erzeugung angeforderter Zellen (schematisch)
Da Anytime-Algorithmen - nach Ermittlung einer Initiallo¨sung - sta¨ndig Lo¨sun-
gen liefern (und oft nicht terminieren) ko¨nnen sie nicht anhand ihrer worst-case
Laufzeit gemessen werden. Stattdessen bestimmt man fu¨r jeden Anytime-Algo-
rithmus Leistungsprofile, die den Verlauf der Gu¨te der Lo¨sungen u¨ber die verstri-
chene Zeit beschreiben.
Denition 15 (Leistungsprol, Halbordnung auf Leistungsprolen). Eine Ab-
bildung LA : R+ → R+0 , die jeder positiven Ausf¤uhrungszeit t eines Anytime-Al-
gorithmus A die von A gelieferte G¤ute zuordnet, heißt Leistungsprofil von A. LA
ist besser als LB , wenn f¤ur alle t ∈ R+ gilt:
LA(t) ≤ LB(t) (Energie)
LA(t) ≥ LB(t) (Qualit¤at).
Typische Formen von Leistungsprofilen sind in Abbildung 4.6 zu sehen. Ein
Leistungsprofil L1 ist besser als ein Leistungsprofil L2, wenn die von L1 gelieferte
Gu¨te fu¨r jede Optimierungszeit besser oder gleich der von L2 ist. In vielen Fa¨llen
sind Leistungsprofile nicht vergleichbar, sondern jedes Profil dominiert das andere
fu¨r gewisse Zeitintervalle (Abbildung 4.7).
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Güte Güte Güte
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Abbildung 4.6: Einige Typen von Leistungsprofilen
Güte
Zeit
Abbildung 4.7: Unvergleichbare Leistungsprofile
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Abbildung 4.8: Aufbau eines Bedingungsgraph-Knotens
Aufbau von Bedingungsgraph-Knoten
Nun werden die bei der Umsetzung verwendeten Bedingungsgraphen vorgestellt,
deren Knoten (siehe Abbildung 4.8) die Zellen der Tabelle, die bei Dynamischer
Programmierung verwendet wird, ersetzen.
Denition 16 (Bedingungsgraph-Knoten). Ein Bedingungsgraph-Knoten v =
(sv, Tv, Lv, Iv, Mv, lv, wv, Sv, Vv, Ev) ∈ {0 . . . p}×℘(I)×L×I×M×L×R
+
0 ×
℘(({0 . . . p} × ℘(I))∞)× ℘(I∞ × L)× ℘(([0 . . . 1]× N)∞) =: K enth¤alt
• die sp¤atestm¤ogliche Startzeit sv,
• die zu schedulende Instanzmenge Tv,
• den eingestellten Leistungsmodus des Prozessors Lv ,
• die zu startende Instanz Iv,
• die zu startende Methode Mv,
• der Leistungsmodus lv f¤ur die Methode Mv ,
• den Erwartungswert wv der Zielfunktion ab v,
• die Schl¤usselmenge (Startzeiten, Instanzmengen und Leistungsmodi) der S¤ohne
Sv,
• die Menge der V¤ater Vv,
• die Menge Ev der gewichteten, m¤oglichen Endzeitpunkte der Methode Mv
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Abbildung 4.9: Ausschnitt eines Bedingungsgraphen
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Die Information in einem Knoten v bedeutet, daß es beginnend mit diesem
Knoten mo¨glich ist, die Instanzmenge Iv erfolgreich einzuplanen, wenn v spa¨te-
stens ab dem Zeitpunkt sv ausgefu¨hrt wird und sich der Prozessor im Leistungs-
modus Lv befindet. Dabei ist fu¨r einen in wurzel verwurzelten Berechnungsgraph
BG der Wert wwurzel fu¨r die Zielfunktion zu erwarten. Insbesondere bedeutet
dies, daß wwurzel der zu erwartende Wert der Zielfunktion fu¨r die komplette An-
wendung und damit der zu optimierende Wert ist. Der im folgenden vorgestellte
Optimierungsalgorithmus setzt voraus, daß der Wert wv fu¨r jeden Knoten allein
aufgrund der Information im Knoten und der Werte seiner So¨hne berechnet wer-
den kann, d.h.
w : (sv, Lv, Iv, Mv, lv, {wu|u ∈ Sv}) 7→ wv
Denition 17 (Schl ¤ussel eines Knotens). Das Tripel (sv, Tv, Lv) wird als Schlu¨s-
sel des Knotens v bezeichnet. Der Schl¤ussel gibt an, daß beginnend im Knoten v
die Instanzmenge Tv eingeplant werden soll, wenn der Knoten sp¤atestens zum
Zeitpunkt sv aufgerufen wird und der Prozessor sich im Leistungsmodus Lv ben-
det.
Denition 18 (Zul¤assiger Knoten). Ein Knoten v heißt zula¨ssig, wenn mit s0 :=
max{sv + tw(CPU, Lv, lv), bIv} gilt:
• Iv ∈ Tv (Prozeßinstanz Iv ist noch zu schedulen)
• Mv ∈ MIv (Methode Mv implementiert Iv)
• {I1 ∈ I|I1 <I Iv} ∩ Tv = ∅ (alle Vorg¤anger von Iv sind bereits eingeplant)
• ∀(su, Tu, Lu) ∈ Sv : Tu = Tv \ {Iv} ∧ Lu = lv ∧ ∃(p, a) ∈ AMv : su =
s0+
a
r(lv)
(f¤ur alle m¤oglichen Ausf¤uhrungszeiten gibt es einen Sohnschl¤ussel,
der die verbleibenden Prozeßinstanzen einplant), oder falls Tv \ {Iv} = ∅
gilt Sv = ∅
• s0 + WCET (Mv) ·
rmax(Mv)
r(lv)
≤ fIv (die Frist von Iv wird auch im schlimm-
sten Fall eingehalten)
In dieser Darstellung wird eine Lo¨sung des Einplanungsproblems durch einen
Bedingungsgraphen, dessen Wurzelknoten den Schlu¨ssel (0, I, L0,0) besitzt und
zu dessen Knoten jeweils alle So¨hne vorhanden und zula¨ssig sind, repra¨sentiert.
Jeder Knoten entha¨lt die in der durch seinen Schlu¨ssel beschriebenen Situation zu
treffende Einplanungsentscheidung.
Denition 19 (Sohn). Ein Knoten u heißt Sohn eines Knotens v, wenn der Schl ¤us-
sel von u in der Menge der Schl¤ussel der S¤ohne Sv von v enthalten ist.
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Denition 20 (Bedingungsgraph). Ein azyklischer, gerichteter Graph mit einer
Knotenmenge B heißt Bedingungsgraph, wenn gilt:
• Es gibt genau einen Wurzelknoten r ∈ B. Er besitzt den Schl ¤ussel (0, I, L0,0).
• Alle Knoten u ∈ B \ {r} sind Sohn eines anderen Knotens v ∈ B
• Alle Knoten besitzen paarweise verschiedene Schl¤ussel.
Denition 21 (vollst¤andiger, zul¤assiger Bedingungsgraph). Ein Bedingungs-
graph heißt vollsta¨ndig, wenn er alle S¤ohne aller Knoten enth¤alt. Ein Bedingungs-
graph heißt zula¨ssig, wenn er nur zul¤assige Knoten enth¤alt.
Denition 22 (L¤osung, optimale L¤osung). Ein Bedingungsgraph heißt Lo¨sung,
wenn er vollst¤andig und zul¤assig ist. Eine L¤osung L heißt optimal f¤ur eine zu
maximierende Zielfunktion wmax bzw. eine zu minimierende Zielfunktion wmin,
wenn gilt:
wmax(L) = max
Lx∈alleLoesungen
{wmax(Lx)}
bzw.
wmin(L) = min
Lx∈alleLoesungen
{wmin(Lx)}.
Die in dieser Arbeit vorgestellten Algorithmen generieren verschiedene In-
stanz-Methode-Leistungsstufe-Kombinationen fu¨r den Wurzelknoten und fu¨gen
dem Graphen sukzessive zula¨ssige Knoten hinzu oder entfernen sie. Sie vervoll-
sta¨ndigen dadurch zula¨ssige Bedingungsgraphen und versuchen auf diese Weise
eine optimale Lo¨sung zu finden. Der Suchraum, in dem es eine (von mo¨glicher-
weise mehreren) optimale Lo¨sung zu finden gilt, besteht daher aus der Menge
aller zula¨ssigen Bedingungsgraphen. Abbildung 4.10 zeigt eine stark vereinfach-
te, abstrakte Skizze des Suchraumes.
Nachbarschaft von Bedingungsgraphen
Seien G und G′ zwei Bedingungsgraphen. Dann bezeichnet V =G (G
′) die Menge
der Knoten in G die auch in G′ enthalten sind. V 6=G (G
′) ist die Menge der Knoten
in G die den gleichen Schlu¨ssel besitzen wie Knoten in G′ aber mit einer anderen
Instanz oder Methode beginnen oder die Methode mit einer anderen Leistungsstu-
fe ausfu¨hren. Die Menge V ∆G (G
′) beinhaltet die Knoten in G, die einen Schlu¨ssel
besitzen fu¨r den es keinen Knoten in G′ gibt.
V =G (G
′)={v ∈ G|∃v′ ∈ G′ : keyv′ = keyv ∧ Iv′ = Iv ∧Mv′ = Mv ∧ lv′ = lv}
V
6=
G (G
′)={v ∈ G|∃v′ ∈ G′ : keyv′ = keyv ∧ (Iv′ 6= Iv ∨Mv′ 6= Mv ∨ lv′ 6= lv)}
V ∆G (G
′)={v ∈ G|¬∃v′ ∈ G′ : keyv′ = keyv}
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Abbildung 4.10: Bedingungsgraph Suchraum
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Denition 23 (Abstand von Bedingungsgraphen). Der Abstand d(B, B ′) zwei-
er Bedingungsgraphen B und B ′ ist die Anzahl der Knoten in B und B ′, die sich
hinsichtlich ihres Schl¤ussels oder der gew¤ahlten Instanz und Methode unterschei-
den, oder die nur in einem der beiden Graphen enthalten sind:
d(B, B′) :=
∣∣∣{v ∈ V 6=B′(B) ∪ V ∆B′(B) ∪ V ∆B (B′)}∣∣∣
Denition 24 (Nachbarschaft von Bedingungsgraphen). Die Menge N(B) der
Bedingungsgraphen, die von einem Bedingungsgraphen B Abstand 1 haben, heißt
Nachbarschaft von B:
N(B) := {B′|d(B, B′) = 1}
Denition 25 (Nachbarl¤osung). Eine L¤osung L′ heißt Nachbarlo¨sung der L¤osung
L, wenn es genau einen Schl¤ussel gibt, der in beiden L¤osungen enthalten ist und
f¤ur den unterschiedliche Instanzen oder Methoden gew¤ahlt wurden, d.h.
|V 6=L (L
′)| = 1.
Eigenschaften optimaler L¤osungen
Satz 3. Jeder vollst¤andige Teilgraph eines optimalen Bedingungsgraphen ist selbst
optimal f¤ur den spezizierten Schl¤ussel.
Beweis: Diese Eigenschaft ist leicht durch Widerspruch zu zeigen. Angenommen
ein vollsta¨ndiger Teilgraph eines Bedingungsgraph T1 des optimalen Bedingungs-
graphen G1 ist nicht optimal, dann gibt es einen optimalen Teil-Graphen T2, der
besser ist als T1 und damit ist der Graph G2 der entsteht, wenn in G1 T1 durch T2
ersetzt wird, besser als G1. Dies widerspricht der Optimalita¨t von G1.
Der na¨chste Satz beschreibt eine Eigenschaft der Nachbarschaft, die fu¨r den
Einsatz des im na¨chsten Abschnitt beschriebenen Optimierungsverfahrens Simu-
lated Annealing notwendig ist.
Satz 4 (Erreichbarkeit des Optimums). Jede optimale L¤osung Gopt kann von
jedem beliebigen Bedingungsgraphen G oder dem leeren Graphen durch iterati-
ves Entfernen und Hinzuf¤ugen von Knoten, d.h. durch ¤Uberg¤ange innerhalb der
Nachbarschaften, erreicht werden.
Beweis: Sei Gopt die zu erreichende Lo¨sung, G der aktuelle Entscheidungsgraph
oder der leere Graph. Man erha¨lt Gopt durch iteratives Entfernen aller Knoten,
die in G aber nicht in Gopt sind, und anschließendes iteratives Hinzufu¨gen aller
Knoten, die in Gopt aber nicht in G sind.
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4.3 Optimierungsalgorithmen
Im Rahmen dieser Arbeit wurde neben der anforderungsgetriebenen Dynami-
schen Programmierung, die dazu dient optimale Lo¨sungen zu finden, ein zwei-
ter Algorithmus zum schnelleren Auffinden guter - wenn auch nicht zwingender-
weise optimaler - Lo¨sungen entworfen. Zu beiden Verfahren existieren zahlrei-
che Varianten. Alle in dieser Arbeit entwickelten Varianten besitzen die Anytime-
Eigenschaft, d.h. sie zeichnen sich dadurch aus, daß sie abbrechbar sind, und daß
sie bessere Lo¨sungen liefern je spa¨ter der Abbruch erfolgt. Ein Anytime-Algo-
rithmus ist besser als ein anderer, wenn er in der gleichen Zeit bessere Lo¨sungen
liefert. Wa¨hrend der Algorithmus der anforderungsgetriebenen Dynamischen Pro-
grammierung das Finden einer optimalen Lo¨sung garantiert, ist der auf Simulated
Annealing basierende Algorithmus darauf ausgelegt, bessere Lo¨sungen als der er-
ste zu finden, wenn nicht genu¨gend Zeit fu¨r eine vollsta¨ndige Optimierung zur
Verfu¨gung steht.
4.3.1 Anforderungsgetriebene Dynamische Programmierung
Ein Algorithmus der das Auffinden einer optimalen Lo¨sung garantiert, muß si-
cherstellen, daß er alle Elemente des Suchraumes bewertet, oder aber, daß er nur
Elemente des Suchraumes nicht bewertet, die nicht optimal sein ko¨nnen. Dieses
Verhalten ist durch einen rekursiven Ansatz umsetzbar, der, beginnend mit der
Wurzel, alle zula¨ssigen Knoten und deren So¨hne aufza¨hlt. Falls eine Abscha¨tzung
des bestmo¨glichen Knotenwertes ohne Kenntnis seiner So¨hne einen schlechteren
als den besten bekannten Wert fu¨r den Schlu¨ssel des Knotens ergibt, kann die
rekursive Aufza¨hlung seiner So¨hne eingespart werden.
Die anforderungsgetriebene Dynamische Programmierung ist rekursiv imple-
mentiert. Zuna¨chst wird der Knoten fu¨r den Ausgangsschlu¨ssel angefordert. Da
dieser nicht existiert, werden er und alle beno¨tigten So¨hne erzeugt. Diese Kno-
ten bilden die Initiallo¨sung. Anschließend werden alle Knoten beginnend bei den
Bla¨ttern optimiert, d.h. es werden alle mo¨glichen bzw. erfolgversprechenden Kom-
binationen von Instanzen, Methoden und Leistungsstufen untersucht.
double optimize() {
k := (0,I);
w_opt := optimize(k);
return w_opt;
}
double optimize(Schl¤ussel k) {
w_k := -infinity;
// untersuche alle Instanz-Methode Kombinationen
forall (I_v,M_v,L_v) zul¤assig f¤ur k do
if (w_sch¤atz > w_k) then
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if (|I_v| > 1) then
// hole die optimalen Werte der S¤ohne
forall sk(i) Schl¤ussel eines Sohnes von v do
if (!isMarkedAsOptimized(sk(i))) then
// Sohn wurde noch nicht optimiert
w_sk(i) := optimize(sk(i));
fi;
od;
w_neu := max(w_k,w(M_v,L_v,w_sk(0),...,w_sk(m));
else
// berechne den Wert der Senke
w_neu = w(M_v);
fi;
// neuer Wert besser als der alte?
if (w_neu > w_k) then
Knoten v := new Knoten(k,I_v,M_v);
w_k := w_neu;
save(k,v,w_k);
od;
fi;
od;
// Schl¤ussel k ist vollst¤andig optimiert
markAsOptimized(k);
return w_k;
}
Da in der Implementierung immer nur Aktualisierungen durchgefu¨hrt werden,
wenn ein Vaterknoten angefragt wird, ist der Aufwand gering. Durch die rekursi-
ve Anforderung der Knoten wird jeder Knoten nur einmal aktualisiert, und zwar
dann, wenn alle seine So¨hne optimiert sind.
4.3.2 Simuliertes Ausglu¨hen
Der zweite Algorithmus verwendet ein Verfahren das in Analogie zum Ausglu¨hen
von Metallen entwickelt wurde. Beim Simulierten Ausglu¨hen (Simulated Anne-
aling) wird immer eine bereits gefundene Lo¨sung modifiziert und dann anhand der
A¨nderung der Zielfunktion entschieden, ob die Ausgangs- oder die modifizierte
Lo¨sung beibehalten wird. Hierbei werden teilweise auch Verschlechterungen in
Kauf genommen, um in komplexen Suchra¨umen nicht vorzeitig in einem lokalen
Optimum zu konvergieren.
SimulatedAnnealing(temperature,stopTemperature,coolControl,constTempSteps) {
// Initiall¤osung berechnen
L = getInitialSolution();
do { // bis zum Erreichen des Stoppkriteriums
do {// w¤ahrend konstanter Temperatur
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// Opferknoten zuf¤allig ausw¤ahlen
Node toChange = chooseVictim();
// Zuf¤allige ¤Anderung durchf¤uhren
newChoice = randomChoice();
L’ = change(L,toChange,newChoice);
// ¤Anderung der Wertfunktion bestimmen
double valueDiff = quality(L’) - quality(L);
// bessere, neue Knoten akzeptieren
if (valueDiff >= 0.0) {
L = L’;
}
// Verschlechterungen eventuell akzeptieren
if (Math.exp(valueDiff / temperature) > (randGen.nextDouble())) {
L = L’;
}
steps++;
} while (steps < this.constTempSteps ); // Temperatur konstant halten
// Parameter aktualisieren
steps = 0;
temperature = temperature * coolControl;
} while ( this.temperature > this.stopTemperature ); // abk¤uhlen
}
Da Simulated Annealing den Suchraum nicht systematisch abarbeitet, sondern
in jedem Schritt einen Knoten aus einer beliebigen Ebene a¨ndert, ist die Anzahl
der jeweils neu zu erzeugenden und zu aktualisierenden Knoten gro¨ßer als im
Falle der Dynamischen Programmierung.
4.3.3 Abschneiden von Teil-Bedingungsgraphen
Viele unno¨tige Teil-Bedingungsgraphen ko¨nnen durch die U¨berpru¨fung von Ab-
bruchbedingungen vermieden werden. Da die Kosten fu¨r die Erzeugung und Opti-
mierung eines Teil-Bedingungsgraphen sehr hoch sind, lohnt es sich diese einfach
zu berechnenden Abbruchbedingungen zu pru¨fen. Die erste Bedingung ist, daß
die Rekursion abgebrochen werden kann, falls die verbleibende Zeit bei ho¨chster
Prozessorleistung nicht mehr fu¨r die Ausfu¨hrung der schnellsten Methoden der
einzuplanenden Prozesse ausreicht. Diese Bedingung muß nur fu¨r die worst-case
Ausfu¨hrungszeiten der schnellsten Methoden gepru¨ft werden, weil in diesem Fall
kein zula¨ssiger Plan existieren kann, der alle Prozesse im schlimmsten Fall recht-
zeitig ausfu¨hrt, d.h. es werden Fristen u¨berschritten.
Abbruchbedingung 1 (Restzeit):
∑
Ii∈Tv
minWCET (Ii) > HP − sv
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Die zweite Bedingung resultiert aus der Tatsache, daß eine weitere Optimie-
rung keinen Nutzen bringt, wenn die Summe der besten Qualita¨ten bzw. niedrig-
sten Energien der einzuplanenden Prozesse kleiner oder gleich der Qualita¨t bzw.
gro¨ßer oder gleich der Energie der besten bereits bekannten Lo¨sung ist.
Abbruchbedingung 2a (Qualita¨t):
∑
Ii∈Tv
maxQ(Ii) ≤ wvopt
Abbruchbedingung 2b (Energie):
∑
Ii∈Tv
minE(Ii) ≥ wvopt
Die dritte Bedingung fu¨r einen Abbruch der Optimierung ist erfu¨llt, wenn es
eine Instanz Ii gibt, fu¨r die die Zeit zwischen dem spa¨testmo¨glichen Ende der
ausgefu¨hrten Methode mv bis zur Frist DL(Ii) nicht fu¨r den schlechtesten Fall
der schnellsten Methode von Ii in der ho¨chsten Leistungsstufe ausreicht.
Abbruchbedingung 3 (Fristverletzung):
∃Ii ∈ Tv : sv + WCET(mv) > DL(Ii)− minWCET(Ii)
4.3.4 Vergro¨berung des Zeitrasters
Bei der Optimierung kann die Auflo¨sung des verwendeten Zeitrasters vergro¨bert
werden, um den Aufwand zu verringern. Fu¨r ein gro¨beres Zeitraster als 1 werden
die Ausfu¨hrungszeiten der Methoden erst wa¨hrend der Optimierung an das Raster
angepaßt, um die Verluste mo¨glichst gering zu halten. Jeder mo¨gliche Endzeit-
punkt einer eingeplanten Methode wird auf den na¨chsten gleichen oder gro¨ße-
ren Rasterpunkt gerundet. Fu¨r Endzeitpunkte die zusammenfallen, wird derselbe
Sohn verwendet. Dadurch sollten wa¨hrend der Optimierung bei einer Rasterver-
gro¨berung weniger Knoten beno¨tigt werden, und die Lo¨sungsgraphen sollten we-
niger Knoten enthalten.
4.4 Nachbearbeitung
Um den Speicherbedarf der Datenstruktur zur Laufzeit der Anwendung gering zu
halten, wird die Anzahl der Knoten des Bedingungsgraphen minimiert und der
Graph anschließend in eine Moore-Maschine transformiert.
4.4.1 Bedingungsgraph Kompaktifizierung
Da die fu¨r die Lo¨sungen verwendete Graphstruktur groß werden kann, wird sie
vor der Anwendungsausfu¨hrung verkleinert, ohne dabei den Wert der Zielfunkti-
on zu vera¨ndern. Die verkleinerte Lo¨sung entha¨lt nur noch die zur Laufzeit der
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Anwendung beno¨tigte Information und keine Daten, die nur fu¨r die Optimierung
no¨tig sind. Abschließend wird aus dieser Lo¨sung ein Endlicher Automat erzeugt
werden.
Zusammenfassung von Knoten mit gleicher Ausf¤uhrungssequenz
Beginnend mit den Bla¨ttern des Bedingungsgraphen ko¨nnen Knoten v1, . . . , vk
zusammengefaßt werden, fu¨r die gilt:
1. Tv1 = Tvi
2. Lv1 = Lvi
3. Iv1 = Ivi
4. mv1 = mvi
5. lv1 = lvi
Bei der Zusammenfassung werden die Knoten gelo¨scht und durch den neuen
Knoten v ersetzt mit:
1. sv = max{svi |i = 1..k}
2. Tv = Tv1
3. Lv = Lv1
4. Iv = Iv1
5. mv = mv1
6. lv = lv1
7. Sv =
⋃
i=1...k sonsvi
Die Verweise in den Vaterknoten auf v1, . . . , vk werden durch den Verweis auf v
ersetzt.
Bei Bedingungsgraphen, die mittels Simulated Annealing erzeugt wurden,
kann es vorkommen, das der Graph Knoten v1, v2 mit Tv1 = Tv2 , Lv1 = Lv2 ,
sv1 < sv2 , wv1 < wv2 (bei zu maximierender Zielfunktion) bzw. wv1 > wv2 (bei
zu minimierender Zielfunktion) und Iv1 6= Iv1 oder Mv1 6= Mv1 oder lv1 6= lv2
enthalten, d.h. obwohl v1 mehr Zeit zur Verfu¨gung hat, liefert er ein schlechteres
Ergebnis. In diesem Fall wird v1 vor der Anwendung obiger Kompaktifizierung
gelo¨scht und Verweise auf ihn werden durch Verweise auf v2 ersetzt.
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Berechnung der Knoten- und Kantengewichte
Falls die Knoten- und Kantengewichte des Graphen wa¨hrend der Kompaktifizie-
rung erhalten bleiben sollen, z.B. um den Graphen zu analysieren, sind folgende
Berechnungen durchzufu¨hren:
Berechnung der Gewichte der in den Knoten v eingehenden Kanten:
pv′→v = p , mit (p, n) ∈ Ev′ ∧ n = sv
Berechnung der Knotengewichte:
pv = 1 , falls v die Wurzel des Graphen ist
pv =
∑
v′∈Vv
pv′ · pv′→v , sonst.
Beim Zusammenfassen einer Knotenmenge K = {v1, . . . , vn} zu einem Knoten
vx werden die Gewichte neu berechnet. Gewicht der aus dem neuen Knoten aus-
gehenden Kanten:
∀vy ∈
⋃
v∈K
sonsv : pvx→vy =
1∑
v∈K pv
·
∑
v∈K
pv · pv→vy
Gewicht der in den neuen Knoten eingehenden Kanten:
∀vy ∈
⋃
v∈K
fathersv : pvy→vx =
∑
v∈K
pvy→v
Gewicht des neuen Knotens:
pvx =
∑
v∈K
pv
Abbildung 4.11 zeigt einen optimalen Bedingungsgraphen fu¨r die Anwendung
aus Abbildung 1.3 und Abbildung 4.12 zeigt den zugeho¨rigen kompakten Be-
dingungsgraphen. Die Abbildungen 4.13,4.14,4.15 und 4.16 zeigen Bedingungs-
graphen, die fu¨r ein anderes Beispiel erstellt wurden, und sie verdeutlichen den
Gro¨ßenunterschied zwischen nicht kompaktifizierten und kompaktifizierten Be-
dingungsgraphen.
Transformation Bedingungsgraph → Moore-Maschine
Ein (minimierter) Graph G kann leicht in einen endlichen Automaten mit Aus-
gabe (Moore-Maschine) umgewandelt und anschließend in einer kompakten Zu-
standsu¨bergangstabelle kodiert werden.
Die Moore-Maschine M = (Q, Σ, ∆, δ, λ, q0) besteht aus
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Abbildung 4.11: Optimaler Bedingungsgraph
Abbildung 4.12: Kompakter optimaler Bedingungsgraph
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Abbildung 4.13: Optimaler Bedingungsgraph (DVD)
Abbildung 4.14: Kompakter, optimaler Bedingungsgraph (DVD)
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Abbildung 4.15: Fast optimaler Bedingungsgraph (DVD, Simulated Annealing)
Abbildung 4.16: Kompakter, fast optimaler Bedingungsgraph (DVD, Simulated
Annealing)
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• der Zustandsmenge Q = {q|q = vertex(v) ∧ v ∈ G} ∪ {error},
• dem Eingabealphabet Σ = {0 . . . (HP − 1)},
• dem Ausgabealphabet ∆ = {(t, m, l)|t ∈ I ∧m ∈ M ∧ l ∈ L},
• der U¨bergangsfunktion δ : (q, s) 7→ q′,
• der Ausgabefunktion λ : q 7→ (Ivertex−1(q), Mvertex−1(q)) und
• dem Startzustand q0 = vertex(root(G)).
Fu¨r die Definition der Zustandu¨bergangsfunktion δ wird noch die Menge der
nach aufsteigender Startzeit geordneten Nachfolger von q beno¨tigt:
succ : Q → 2Q mit
q 7→ {zi ∈ Q|1 ≤ i ≤ #succ(q) ∧ vertex
−1(zi) ∈ succ(vertex
−1(q)
∧∀i=1..k−1 : s(zi) < s(zi+1)}
mit s(zi) := svertex−1(zi)
δ(q, s) =


zi , falls s(zi−1) < s ≤ s(zi) ∧ i ∈ {1..#succ(q)}
error , falls s > s(z#succ(q))
q0 , sonst.
Abbildung 4.17 zeigt den endlichen Automaten fu¨r den Bedingungsgraphen
aus Abbildung 4.12. Der im Fehlerfall allen Zusta¨nden folgende Zustand error
aus U¨bersichtlichkeitsgru¨nden nicht dargestellt.
4.5 Dynamisches Scheduling
Der dynamische Scheduler interpretiert die eingegebene Moore-Maschine. Abbil-
dung 4.18 zeigt den Pseudoquelltext des Schedulers. Zu Beginn der Ausfu¨hrung
der Anwendung wechselt er in den Startzustand und beginnt die no¨tigen Metho-
den auszufu¨hren. Zuna¨chst versetzt er den angegebenen Prozessor in den vorge-
gebenen Leistungsmodus. Danach wartet er bis die Bereitzeit des eingeplanten
Prozesses erreicht ist und weist dann der gewa¨hlten Methode den Prozessor zu.
Sobald die Methode ihre Berechnungen beendet hat, verzweigt der Scheduler ent-
sprechend der verstrichenen Zeit in den na¨chsten Zustand. Hat die Methode ih-
re spezifizierte worst-case Laufzeit eingehalten, kommt die na¨chste Methode zur
Ausfu¨hrung. Andernfalls wird der Zustand error erreicht, d.h. die dem Optimierer
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Abbildung 4.17: Endlicher Automat fu¨r Live-Video Anwendung
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int schedule(Automaton A) {
State v = A.getStartstate();
while ((v != null) && (!STOP_SIGNALED)) do
// schedule specified method
setProcessorSpeed(l_v);
waitForReleaseTimeOf(I_v);
run(M_v);
// state transition
Time t = currentTime MOD p;
v = delta(v,t)
// recovery needed?
if (v == error) then
v = recover(v,t);
fi;
od;
}
Abbildung 4.18: Pseudoquelltext des dynamischen Schedulers
u¨bergebene Spezifikation der Methode ist fehlerhaft. Dieser Fall kann eintreten,
wenn die modellierte Anwendung noch in der Entwicklung ist und sich die Lauf-
zeiten der Methoden gegenu¨ber der Spezifikation gea¨ndert haben. In diesem Fall
kann das Programm abgebrochen werden, wenn eine weitere Ausfu¨hrung kata-
strophale Folgen ha¨tte, oder es wird versucht mit dem am besten geeigneten Zu-
stand fortzufahren (siehe z.B. Anhang A). Sind jedoch keine Scha¨den zu befu¨rch-
ten, wird die neue Laufzeit in das Profil der Methode aufgenommen und kann
bei einer erneuten Optimierung beru¨cksichtigt werden. Abbildung 4.19 zeigt den
Pseudoquelltext der Fehlerbehandlung.
4.6 Abschließende Bemerkungen zur Methodik und
Durchfu¨hrung
Das Einplanungs- und Optimierungsproblem wurde in der Notation der Dynami-
schen Programmierung modelliert. Anschließend wurde eine neue Variante der
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State recover(State v, Time t) {
if (HARMFUL) then
// harmful deadline miss: stop execution
v = null;
else
// non-harmful deadline miss: ignore
t = s(z_(#succ(v)));
v = delta(v,t);
fi;
return v;
}
Abbildung 4.19: Pseudoquelltext der Fehlerbehandlung
Dynamischen Programmierung entwickelt, die (meist) zu großen Zeiteinsparun-
gen wa¨hrend der Optimierung fu¨hrt. Zusa¨tzlich besitzt diese Variante die vorteil-
hafte Eigenschaft eines Anytime-Algorithmus, bereits wa¨hrend der Optimierung
Lo¨sungen mit steigender Gu¨te zur Verfu¨gung zu stellen. Nach der Vorstellung der
beiden in dieser Arbeit verwendeten Optimierungsverfahren (anforderungsgetrie-
bene Dynamische Programmierung und Simulated Annealing) wurden Mo¨glich-
keiten fu¨r weitere Verkleinerungen des Suchraumes angefu¨hrt, und die Nachbe-
arbeitung der flexiblen Schedules (Bedingungsgraphen) zur Reduzierung ihres
Speicherbedarfs wurde vorgestellt. Die Beschreibung des dynamischen Schedu-
lers, der wa¨hrend der Anwendungsausfu¨hrung verwendet wird, komplettiert den
Gesamtalgorithmus.
Das na¨chste Kapitel entha¨lt Details zur strukturellen Aufteilung der Optimie-
rungsverfahren in mehrere Komponenten, die teilweise in beiden Verfahren an-
wendbar sind.
Kapitel 5
Strukturelle Umsetzung der
Optimierer
Beide Optimierungsalgorithmen haben die Aufgabe im Suchraum eine optimale
Lo¨sung zu finden. Es ist nicht mo¨glich einen Bedingungsgraphen in einem Schritt
zu erzeugen, weil er sukzessive durch Erweitern von Anfangsstu¨cken erzeugt wer-
den muß. Anfangsstu¨cke ko¨nnen aber nicht mit der Zielfunktion bewertet werden,
da diese nur fu¨r vollsta¨ndige Bedingungsgraphen definiert ist. Aus diesen Gru¨nden
wird eine Nachbarschaft auf der Menge der Lo¨sungen definiert, und die Optimie-
rungsalgorithmen (Optimierer) fu¨hren nur Schritte innerhalb dieser Nachbarschaft
aus und bewerten sie (Makroschritt). Die fu¨r solche U¨berga¨nge beno¨tigten Zwi-
schenschritte (Mikroschritt) im Raum der Anfangsstu¨cke werden ohne Auswer-
tung der Zielfunktion automatisch durch einen zweiten Algorithmus (Knotenspei-
cher) ausgefu¨hrt. Sowohl die Optimierer als auch der Knotenspeicher werden bei
der Erzeugung neuer Knoten von einem dritten Algorithmus (Lotse) unterstu¨tzt,
der in den meisten Fa¨llen einen Scheduling- oder Aufza¨hlalgorithmus entha¨lt.
Das Zusammenspiel der drei Komponenten Optimierer, Knotenspeicher und
Lotse ist in Abbildung 5.1 zu sehen. Zu Beginn fordert der Optimierer beim
Knotenspeicher eine Initiallo¨sung an. Danach entscheidet der Optimierer, an wel-
cher Stelle diese Lo¨sung modifiziert werden soll, und der Lotse bestimmt, wel-
che A¨nderung vorgenommen werden soll. Um den Schritt auszufu¨hren, erzeugt
der Knotenspeicher sowohl den angeforderten Knoten als auch rekursiv alle noch
nicht existierenden So¨hne des neuen Knotens. Falls der Knoten und alle seine
So¨hne erfolgreich erzeugt werden konnten, so erha¨lt der Optimierer die neue
Lo¨sung, ansonsten wird die alte Lo¨sung beibehalten. Falls eine neue Lo¨sung er-
zeugt wurde, entscheidet der Optimierer anhand des Wertes der Zielfunktion, ob
die alte oder die neue Lo¨sung beibehalten werden soll, und der na¨chste Optimie-
rungsschritt kann ausgefu¨hrt werden.
Ein Makroschritt erfordert in der Regel die Ausfu¨hrung mehrerer Mikroschrit-
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Abbildung 5.1: Zusammenspiel von Optimierer, Knotenspeicher und Lotse
Makroschritt
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Abbildung 5.2: Mikro- und Makroschritte
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te. Ein Makroschritt wird ausgefu¨hrt, wenn die in einem Knoten einer Lo¨sung
geschedulte Instanz, Methode oder Leistungsstufe gea¨ndert werden soll, um ei-
ne neue Lo¨sung zu erreichen. In den meisten Fa¨llen ist eine solche A¨nderung mit
dem Ersetzen/Erzeugen des im gea¨nderten Knoten beginnenden Teil-Bedingungs-
graphen verbunden, d.h. es muß eine Reihe von Mikroschritten ausgefu¨hrt werden
um die fehlenden So¨hne zu suchen oder zu erzeugen. Das Resultat des Makro-
schrittes ist die erste von einem Mikroschritt erreichte Lo¨sung, oder der Aus-
gangsgraph des Makroschrittes, falls es keine Lo¨sung gibt, die die gewu¨nschte
A¨nderung entha¨lt, oder, wenn die neue Lo¨sung vom Optimierer abgelehnt wird.
Abbildung 5.2 zeigt mo¨gliche Mikroschritte zur Ausfu¨hrung eines Makroschrit-
tes.
5.1 Lotsen
Ein Lotse wa¨hlt die Instanz, Methode und Leistungsstufe aus, die am wahrschein-
lichsten in der Optimallo¨sung auftritt. Aufgrund der Struktur des Bedingungsgra-
phen muß er jedoch nicht alle mo¨glichen Ausfu¨hrungszeiten der Methoden be-
trachten, sondern kann sich auf jeweils eine der mo¨glichen Zeiten beschra¨nken
und zu dieser einen Schedule fu¨r die verbleibende Instanzmenge suchen.
Die Eingabe fu¨r einen Lotsen ist die Beschreibung der Ausgangssituation. Ei-
ne Situation ist durch den Startzeitpunkt, die aktuelle Leistungsstufe und die ver-
bleibende Instanzmenge, sowie deren Zeitbedingungen und Datenabha¨ngigkeiten,
charakterisiert. Außerdem erha¨lt der Lotse die Information, welche Instanz, Me-
thode und Leistungsstufe zuletzt in dieser Situation (von ihm) gewa¨hlt wurde. Die
Ausgabe des Lotsen ist die als erste auszufu¨hrende Instanz, sowie die dafu¨r zu
verwendende Methode und Leistungsstufe. Da fu¨r die meisten implementierten
Lotsen Scheduling-Heuristiken verwendet werden, die die Einhaltung der Echt-
zeitbedingungen der verbleibenden Instanzen nicht garantieren, ist Backtracking
notwendig. Falls der Lotse in eine unzula¨ssige Situation kommt, werden die zu-
vor eingeplanten Instanzen, Methoden und Leistungsstufen mittels Backtracking
ausgetauscht.
Denition 26 (vollst¤andiger, deterministischer Lotse). Ein Lotse heißt vollsta¨n-
dig, wenn er bei k-maligem Aufruf alle m¤oglichen, zul¤assigen Instanz-Methode-
Leistungsstufe-Kombinationen einmal vorschl¤agt, wobei k die Anzahl der m¤ogli-
chen Kombinationen ist. Ein Lotse heißt deterministisch, wenn er f ¤ur eine be-
stimmte Situation und eine bestimmte zuletzt verwendeten Instanz-Methode-Lei-
stungsstufe-Kombination immer dieselbe neue Instanz-Methode-Leistungsstufe-
Kombination vorschl¤agt.
Aktuell sind ein Zufallslotse (MC) sowie die Scheduling-Heuristiken Earliest-
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(EDF, GREEDY) (EDF, ASC T)
Kombination Zeitbedarf Kombination Zeitbedarf
(Kodieren, JPG-1, halb) 24 ms (Kodieren, JPG-2, voll) 9 ms
(Kodieren, JPG-2, voll) 18 ms (Kodieren, JPG-1, halb) 12 ms
(Kodieren, JPG-1, halb) 12 ms (Kodieren, JPG-2, voll) 18 ms
(Kodieren, JPG-2, voll) 9 ms (Kodieren, JPG-1, halb) 24 ms
null - null -
Tabelle 5.1: Vorschla¨ge der Lotsen (EDF, GREEDY) und (EDF, ASC T)
Deadline-First (EDF), Earliest-Releasetime-First (ERF) und Rate-Monotonic
(RM) implementiert. Im Gegensatz zu den letzten drei Lotsen ist der Zufallslotse
weder vollsta¨ndig noch deterministisch.
5.1.1 Sortierte Lotsen (EDF, ERF, RM)
Bei den sortierten Lotsen handelt es sich um vollsta¨ndige, deterministische Lot-
sen. Vor Beginn der Optimierung werden dabei die Prozeßinstanzen entsprechend
des Sortierkriteriums angeordnet. Im Falle des EDF-Lotsen bedeutet dies, daß die
Prozeßinstanzen nach monoton steigender Frist sortiert werden. Bei ERF erfolgt
die Sortierung nach steigender Bereitzeit und bei RM nach steigender Perioden-
dauer des urspru¨nglichen periodischen Prozesses.
Auch fu¨r die Methoden, die fu¨r eine Prozeßinstanz verwendbar sind, wird ein
Sortierkriterium spezifiziert. Ein Beispiel ist das Greedy-Kriterium (GREEDY),
bei dem die Methoden und Leistungsstufen nach monoton steigender worst-case
Ausfu¨hrungszeit sortiert werden. Wa¨hrend der Optimierung wird aus dem geord-
neten Vektor die am weitesten vorne stehende Prozeßinstanz vorgeschlagen, deren
Datenabha¨ngigkeiten erfu¨llt sind. Als Methode wird die Methode mit der la¨ngsten
worst-case Ausfu¨hrungszeit vorgeschlagen, deren Ausfu¨hrung auch im schlimm-
sten Fall noch vor der Frist der Instanz beendet ist. Eine andere Strategie ist das
Vorschlagen der Kombinationen nach ansteigender worst-case Ausfu¨hrungszeit
(ASC T). Der Vorteil dieser zweiten Strategie ist, daß auch dann schnell Lo¨sun-
gen gefunden werden, wenn die Fristen sehr knapp sind. Die Greedy-Strategie
fu¨hrt in diesem Fall oft zu Backtracking. Tabelle 5.1 zeigt die Verschlagsreihen-
folge der Lotsen (EDF, GREEDY) und (EDF, ASC T) fu¨r folgende Ausgangs-
situation: sechs Millisekunden verstrichen, Prozesse Kodieren und Senden noch
einzuplanen.
Wird dem Lotsen bei seinem Aufruf die zuletzt gewa¨hlte Kombination aus In-
stanz, Methode und Leistungsstufe u¨bergeben und ist er im Modus EXHAUSIVE,
so versucht er zuna¨chst, ob fu¨r diese Instanz eine weitere ausfu¨hrbare Methode
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Abbildung 5.3: Kodierung der Leistungsstufen in Methodenkopien
oder eine andere Leistungsstufe existiert. Trifft dies zu, so schla¨gt er die gleiche
Instanz vor, die zuletzt gewa¨hlt war, und wa¨hlt die Methode oder Leistungsstu-
fe, die der zuletzt gewa¨hlten Kombination am a¨hnlichsten ist und die auch im
schlimmsten Fall rechtzeitig vor der Frist beendet ist. Existiert keine solche Kom-
bination, oder ist der Lotse im Modus INIT, so schla¨gt er als na¨chste Instanz die
Instanz vor, deren Datenabha¨ngigkeiten erfu¨llt sind und die der zuletzt gewa¨hlten
Instanz am na¨chsten ist. Die Wahl der Methode erfolgt in diesem Fall auf die glei-
che Art wie beim Aufruf ohne zuletzt gewa¨hlte Kombination aus Instanz, Methode
und Leistungsstufe. Sobald die Kombination bestimmt ist, kann der Lotse imple-
mentierte Abbruchbedingungen u¨berpru¨fen, bevor er das Ergebnis an den Knoten-
speicher u¨bergibt. Falls eine der Abbruchbedingungen erfu¨llt ist, wiederholt der
Lotse obige Kombinationsberechnung so lange, bis er eine Kombination findet,
die keine der Abbruchbedingungen erfu¨llt. Findet er keine solche Kombination,
so liefert er als Ergebnis null zuru¨ck, d.h. die Optimierung dieses Schlu¨ssels ist
beendet.
In der Implementierung werden die Leistungsstufen in den Methoden kodiert.
Fu¨r jede Leistungsstufe des Prozessors wird eine Kopie jeder Methode gespei-
chert, die die Ausfu¨hrungszeitverteilung und den Energieverbrauch der Methode
bei der Ausfu¨hrung in dieser Leistungsstufe entha¨lt. Abbildung 5.3 zeigt die Ver-
vielfa¨ltigung fu¨r die Methode JPG-1 aus dem Beispiel in Abbildung 1.3. Abbil-
dung 5.4 zeigt den Pseudoquelltext fu¨r sortierte Lotsen.
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getProposal(key, instance, method, mode,
instanceComparator, methodComparator) {
do {
tryAgain = false;
proposalInstance = null;
proposalMethod = null;
newSelection = null;
switch (mode) {
case EXHAUSTIVE:
// try to get next method of current instance
if (method != null) {
// try to get next method
proposalMethod = instance.getMethodAfter(method);
}
/* fall through! */
case INIT:
// get next instance and first method
if (proposalMethod == null) {
// get instance ready to schedule with earliest deadline
ArrayList sortedReadyInstances =
key.getSortedReadyInstances(instanceComparator);
proposalInstance =
sortedReadyInstances.getInstanceAfter(Instance);
proposalMethod =
proposalInstance.getFirstMethod(methodComparator);
}
}
// check proposal for feasibility and
// superiority potential
boolean maybeBetter = estimate(key,
proposalInstance, proposalMethod);
if (!maybeBetter) {
tryAgain = true;
instance = proposalInstance;
method = proposalMethod;
}
} while (tryAgain);
return (proposalInstance,proposalMethod);
}
Abbildung 5.4: Pseudoquelltext der sortierten Lotsen
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Kombination Zeitbedarf
(Kodieren, JPG-2, voll) 18 ms
(Kodieren, JPG-1, halb) 24 ms
(Kodieren, JPG-2, voll) 18 ms
(Kodieren, JPG-1, halb) 12 ms
(Kodieren, JPG-2, voll) 9 ms
(Kodieren, JPG-2, voll) 9 ms
(Kodieren, JPG-1, halb) 24 ms
. . . . . .
(Kodieren, JPG-1, halb) 12 ms
null -
Tabelle 5.2: Vorschla¨ge des Lotsen (ZUFALL, ZUFALL)
5.1.2 Zufallslotse (MC)
Der Zufallslotse wa¨hlt im Modus EXHAUSTIVE zufa¨llig eine Instanz, Methode
und Leistungsstufe aus und u¨berpru¨ft die Zula¨ssigkeit und die Abbruchbedingun-
gen. Falls die gewa¨hlte Kombination unzula¨ssig oder mindestens eine Abbruch-
bedingung erfu¨llt ist, wird erneut eine zufa¨llige Kombination gewa¨hlt. Tabelle 5.2
zeigt eine mo¨gliche Vorschlagsreihenfolge des Lotsen (ZUFALL, ZUFALL) fu¨r
die Ausgangssituation: sechs Millisekunden verstrichen, Prozesse Kodieren und
Senden noch einzuplanen.
Abbildung 5.5 zeigt den Pseudoquelltext des Zufallslotsen. Die Anzahl der
Versuche kann durch den Wert der Variablen recursionDepth beschra¨nkt
werden. Im Modus INITwird nur die Instanz zufa¨llig gewa¨hlt. Die gewa¨hlte Me-
thode ist dann die an erster Stelle des Methodenvektors stehende Methode. Auch
im Modus INIT ist die Anzahl der Versuche beschra¨nkt.
5.1.3 Dynamische Scheduling-Algorithmen als Lotsen
Neben den oben erwa¨hnten, implementierten Lotsen ist es auch mo¨glich beliebi-
ge dynamische, energie- bzw. qualita¨tsbewußte Schedulingalgorithmen als Lotsen
zu verwenden. Dynamische Scheduling-Algorithmen liefern fu¨r jeden Schlu¨ssel
die als na¨chstes auszufu¨hrende Instanz, Methode und Leistungsstufe (sofern un-
terstu¨tzt). Ein Lotse, der durch einen dynamischen Scheduling-Algorithmus im-
plementiert ist, liefert als initialen Bedingungsgraphen das gleiche Ergebnis, das
er auch wa¨hrend der Anwendungsausfu¨hrung erzeugen wu¨rde. Erweitert man den
Algorithmus um Backtracking, z.B. durch tempora¨res Entfernen der bereits ge-
wa¨hlten Instanzen, so kann er auch wa¨hrend der Optimierung des Bedingungsgra-
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public Selection getSelectionProposal(NodeKey key,MRTask task,MRMethod method) {
if ((scheduler.getConfig().getMaxRetries() != UNLIMITED)
&& (recursionDepth > scheduler.getConfig().getMaxRetriesValue())) {
return null;
}
recursionDepth++;
MRTask proposalTask = null;
MRMethod proposalMethod = null;
Selection newSelection = null;
// get tasks ready to be scheduled
readyTasks = key.getSortedReadyMRTasks(null);
int noOfTasks = readyTasks.size();
// choose random task
proposalTask = (MRTask)readyTasks.get(random(noOfTasks));
// choose method
switch (mode) {
case EXHAUSTIVE:
// choose method randomly
int noOfMethods = proposalTask.getMethods().size();
proposalMethod = (MRMethod)proposalTask.getMethods().get(
random(noOfMethods));
newSelection = new Selection(proposalTask,proposalMethod);
break;
case INIT:
proposalMethod = (MRMethod)proposalTask.getMethods().get(0);
newSelection = new Selection(proposalTask,proposalMethod);
break;
default:
// error
throw new RuntimeException("Mode not supported!");
}
boolean maybeBetter = forwardCheck(key,newSelection);
if (!maybeBetter) {
newSelection = this.getSelectionProposal(key,newSelection.getTask()
,newSelection.getMethod());
}
recursionDepth--;
return newSelection;
}
Abbildung 5.5: Pseudoquelltext des Zufallslotsen
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Ebene 1
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Abbildung 5.6: Aufbau des Knotenspeichers
phen eingesetzt werden.
5.2 Knotenspeicher
Der Knotenspeicher ist eine Datenstruktur, die fu¨r die gesamte Verwaltung der
Knoten, d.h. ihre Erzeugung, Modifikation, Aktualisierung und Zersto¨rung, zu-
sta¨ndig ist. Er initialisiert fehlende (Teil-)Bedingungsgraphen und speichert die
beste gefundene Lo¨sung. Dadurch werden die Optimierer von dieser Aufgabe ent-
lastet und ko¨nnen einfacher umgesetzt werden kann.
5.2.1 Aufbau des Knotenspeichers
Der Knotenspeicher ist in n = |Instanzen| Ebenen unterteilt (Abbildung 5.6). Die
Nummer einer Ebene gibt die Anzahl der Instanzen an, die inklusive dieser Ebene
bereits eingeplant sein mu¨ssen. Jede Ebene ist in die drei Bereiche beste, aktuel-
le, und ausgelagerte Knoten unterteilt. Die beste bisher gefundene Lo¨sung wird
im ersten Bereich gehalten. Der zweite Bereich entha¨lt die aktuell vom Optimie-
rer betrachtete Lo¨sung. Der dritte Bereich entha¨lt Knoten, die in keiner der beiden
Lo¨sungen enthalten sind, die aber vielleicht in einem der folgenden Optimierungs-
schritte wieder beno¨tigt werden ko¨nnten.
Die Knoten werden vor Beginn der Optimierung erzeugt und in einem Ring-
speicher abgelegt und verwaltet, solange sie noch nicht initialisiert sind. Sobald
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ein Knoten zur Initialisierung angefordert wird, wird er an der durch den Ent-
nahmezeiger markierten Stelle entnommen. Knoten die nicht mehr beno¨tigt wer-
den, werden an der durch den Einfu¨gezeiger markierten Stelle wieder in den
Ringspeicher eingefu¨gt. Die Anzahl der im Ringspeicher zu Beginn der Optimie-
rung verfu¨gbaren Knoten kann konfiguriert werden. Je mehr Knoten zur Verfu¨gung
stehen, desto schneller wird die Optimierung in der Regel voranschreiten. Die An-
zahl der Knoten sollte jedoch so gewa¨hlt werden, daß der durch die Knoten be-
legte Speicher kleiner ist, als der physikalisch verfu¨gbare Hauptspeicher.1 Sobald
die Optimierung beendet ist, werden alle Knoten wieder gelo¨scht.
5.2.2 Konsistenzsicherung im Knotenspeicher
Der Knotenspeicher muß die Konsistenz der nach außen sichtbaren Knoten si-
cherstellen, d.h. der Zielfunktionswert dieser Knoten muß dem Wert entsprechen,
der sich aus der rekursiven Berechnungsvorschrift ergibt. Sobald also ein direkter
oder indirekter Sohn eines Knotens gea¨ndert wird, oder sich dessen Zielfunktions-
wert a¨ndert, muß der Vater aktualisiert werden, bevor er nach außen zuga¨nglich
gemacht werden kann. Aus Leistungsgru¨nden ist es wu¨nschenswert, so wenige
Aktualisierungen wie mo¨glich durchzufu¨hren. Daher werden bei einer Knotenan-
frage nur diejenigen Knoten aktualisiert die in der gleichen Ebene oder darunter
liegen. Dies fu¨hrt z.B. bei der anforderungsgetriebenen Dynamischen Program-
mierung zu erheblichen Einsparungen, weil dieses Verfahren die Knoten in der
Reihenfolge einer Tiefensuche erzeugt, a¨ndert und optimiert. Daher muß jeder
Knoten nur einmal aktualisiert werden, weil er erst nach Abschluß der Optimie-
rung aller seiner So¨hne wieder angefragt wird. Bei Simulated Annealing sind
die Einsparungen geringer, da dabei die Knoten in zufa¨llig gewa¨hlten Ebenen
gea¨ndert werden.
Um sicherzustellen, daß im Bereich der besten Knoten tatsa¨chlich immer der
beste Knoten fu¨r einen Schlu¨ssel abgelegt ist, muß nach jeder Aktualisierung ei-
nes aktuellen Knotens u¨berpru¨ft werden, ob dessen Zielfunktionswert besser ist
als der des bisher besten Knotens. Falls dies der Fall ist wird der aktuelle Kno-
ten repliziert und das Replikat verdra¨ngt den bisher besten Knoten. Das Replikat
erbt dessen Va¨ter, die aufgrund des gea¨nderten Zielfunktionswertes als zu aktua-
lisieren markiert werden mu¨ssen. Abbildung 5.7 zeigt ein Beispiel fu¨r eine Qua-
lita¨tsinversion aufgrund der Verbesserung eines Knotens. Vor dem Ersetzen des
sowohl im besten als auch im aktuellen Graphen enthaltenen Knotens 4 durch den
Knoten 6, ist die Qualita¨t Q1 von Knoten 1 ho¨her als die von Knoten 2. Wird
1Falls die Anzahl der minimal beno¨tigten Knoten nicht bekannt ist, kann der Ringspeicher
wa¨hrend der Optimierung vergro¨ßert und mit zusa¨tzlichen Knoten gefu¨llt werden, sobald er leer
ist. Dies kann allerdings dazu fu¨hren, daß Knoten auf den Hintergrundspeicher ausgelagert wer-
den, wodurch sich erhebliche Leistungseinbußen ergeben ko¨nnen.
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Abbildung 5.7: Qualita¨tsinversion durch Qualita¨tsa¨nderung eines Sohnes
Knoten 4 durch Knoten 6 ersetzt, so profitiert Knoten 2 - aufgrund der ho¨heren
Gewichtung des ersetzen Sohnes - sta¨rker als Knoten 1. Nach der Aktualisierung
ist Knoten 2 besser als Knoten 1 und verdra¨ngt diesen aus dem Bereich der besten
Knoten.
Abbildung 5.8 zeigt die fu¨nf Zusta¨nde, die von den Knoten wa¨hrend der Op-
timierung angenommen werden ko¨nnen. In der Initialisierungsphase des Knoten-
speichers werden die Knoten erzeugt und gelangen dadurch in den Zustand kre-
iert. Sobald der Optimierer die im Knoten zu setzende Instanz sowie die zu set-
zende Methode und Leistungsstufe bestimmt hat, wird der Zustand des Knotens
zu initialisiert, falls die gesetzten Werte zu keiner Fristverletzung fu¨hren. Im Falle
einer Fristverletzung oder einer ungu¨ltigen Kombination werden die Werte nicht
gesetzt und der Zustand des Knotens bleibt kreiert. Der Knotenspeicher sucht bzw.
erzeugt im Erfolgsfall die beno¨tigten So¨hne des Knotens. Falls ein Sohn nicht ge-
funden wird und auch kein zula¨ssiger Sohn erzeugt werden kann, so ist auch der
initialisierte Knoten unzula¨ssig und er wird wieder in den Zustand kreiert versetzt.
Wenn alle So¨hne vorhanden sind, wird der Knoten in den Zustand zu aktualisie-
ren gesetzt, damit sein Zielfunktionswert entsprechend der Werte der So¨hne zu
einen spa¨teren Zeitpunkt aktualisiert wird. Wa¨hrend der Optimierung oder auf-
grund der Anforderung einer Zwischenlo¨sung kann der Knotenspeicher den Kno-
ten aktualisieren, wodurch sich sein Zustand zu aktualisiert a¨ndert. Sobald ein
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Abbildung 5.8: Knotenzusta¨nde
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direkter oder indirekter Sohn des Knotens gea¨ndert oder aktualisiert wird, wird
der Knoten wieder in den Zustand zu aktualisieren versetzt, damit der Zielfunk-
tionswert an die A¨nderung angepaßt wird. Im Laufe der Optimierung werden oft
Knoten erzeugt, die besser sind, als schon vorhandene Knoten mit dem gleichen
Schlu¨ssel. In diesem Fall wird der schlechtere Knoten nicht gelo¨scht, aber aus-
gelagert. In diesem Zustand ausgelagert fu¨hren A¨nderungen in So¨hnen, die sich
noch im aktiven Teil des Knotenspeichers befinden, nicht mehr zu Aktualisierun-
gen des Knotens, aber der letzte eingetragene Zielfunktionswert und die gewa¨hlte
Kombination aus Instanz, Methode und Leistungsstufe bleiben gespeichert. Da-
durch kann bei einem spa¨teren, erneuten Versuch, diese Kombination zu wa¨hlen,
schnell festgestellt werden, ob sie zula¨ssig ist. Sind alle dem Knotenspeicher zur
Verfu¨gung stehenden Knoten in Verwendung, so werden die ausgelagerten Kno-
ten freigegeben, d.h. der Zielfunktionswert und die gewa¨hlte Kombination werden
gelo¨scht. Die so freigegebenen Knoten besitzen dann wieder den Status kreiert
und ko¨nnen erneut initialisiert werden.
Sobald ein Knoten erzeugt wird, dessen Schlu¨ssel in keinem besten Knoten
enthalten ist, oder falls der Wert des neuen Knotens besser als der des bisher be-
sten Knotens ist, wird der neue Knoten in den Bereich der besten Knoten kopiert.
Dabei verdra¨ngt er den eventuell bereits dort gespeicherten Knoten und erbt des-
sen Va¨ter. Diese werden als aktualisierungsbedu¨rftig markiert, da ihr Zielfunk-
tionswert angepaßt werden muß. Um unno¨tige Aktualisierungen zu vermeiden,
werden diese solange verzo¨gert, bis ein Knoten aus der Ebene der Va¨ter oder ei-
ner ho¨heren Ebene angefordert oder gea¨ndert wird.
Abbildung 5.9 zeigt den Verlauf der Knotenspeicheraktionen fu¨r eine Reihe
von Knotena¨nderungen. Zuerst wird ein Knoten in der dritten Ebene neu erzeugt
und, da er und alle seine So¨hne zula¨ssig sind, in den Bereich der aktuellen Knoten
eingeordnet. Sein Vater wird als zu aktualisieren markiert. Bei der Berechnung
des Zielfunktionswertes des neuen Knotens stellt der Knotenspeicher fest, daß
der neue Knoten besser als der bisherige beste Knoten fu¨r diesen Schlu¨ssel ist.
Daher repliziert er den neuen Knoten und fu¨gt ihn anstelle der bisherigen besten
Knotens in den Bereich der besten Knoten ein. Der replizierte Knoten erbt dessen
Va¨ter, die als zu aktualisieren markiert werden. Nun wird ein Knoten in der vor-
letzten Ebene gea¨ndert. Da alle darunterliegenden Knoten aktualisiert sind, kann
die A¨nderung ohne weiteren Aufwand durchgefu¨hrt werden. Die Va¨ter des neu-
en Knotens werden wiederum als zu aktualisieren markiert. Die darauf folgende
A¨nderung betrifft einen Knoten in der dritten Ebene. Da es zu aktualisierende
Knoten in darunterliegenden Ebenen gibt, werden diese erst vom Knotenspeicher
aktualisiert und anschließend wird die A¨nderung durchgefu¨hrt.
Abbildung 5.10 zeigt den Pseudoquelltext der zentralen Funktionen des Kno-
tenspeichers. Die Methode getBestNode(NodeKey key) liefert den besten
bisher gefundenen Knoten fu¨r den Schlu¨ssel key. Nach der Bestimmung der Ebe-
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Erste A¨nderung Replikation
Zweite A¨nderung A¨nderungsanforderung
Aktualisierte Knoten Dritte A¨nderung
Abbildung 5.9: A¨nderung mehrerer Knoten und verzo¨gerte Aktualisierung
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public Node getBestNode(NodeKey key) {
// get level of desired node
Node bestNode = null;
Level currentLevel = null;
int levelIndex = levels.size() - key.getTasks().cardinality();
currentLevel = (Level)levels.elementAt(levelIndex);
// update outdated levels below levelIndex (highest level is level 0!)
updateLevelsTo(levelIndex);
// get node from level
bestNode = currentLevel.getBestNode(key,null,null);
return bestNode;
}
public Node getNode(NodeKey key) {
return getNode(key, null, null);
}
public Node getNode(NodeKey key, MRTask task, MRMethod method) {
// get level of desired node
Node currentNode = null;
int levelIndex = levels.size() - key.getTasks().cardinality();
Level currentLevel = null;
currentLevel = (Level)levels.elementAt(levelIndex);
// update outdated levels below levelIndex (highest level is level 0!)
updateLevelsTo(levelIndex);
// get node from level
currentNode = currentLevel.getCurrentNode(key, task, method);
return currentNode;
}
Abbildung 5.10: Pseudoquelltext der zentralen Knotenspeichermethoden
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ne, in der der Knoten gespeichert sein muß, wird der Knotenspeicher bis zu die-
ser Ebene aktualisiert, und anschließend wird der Knoten aus der entsprechenden
Ebene angefordert. Falls es keinen solchen Knoten gibt, versucht der Knotenspei-
cher diesen zu initialisieren und gibt dann den neunen Knoten zuru¨ck. Schla¨gt
auch die Initialisierung fehl, so wird der Wert null zuru¨ckgeliefert. Das glei-
che Verhalten besitzt die Methode getNode(NodeKey key), mit dem Unter-
schied, daß hier der aktuell vom Optimierer betrachtete Knoten fu¨r den Schlu¨ssel
gesucht und gegebenenfalls initialisiert wird. In der Implementierung wird
dazu lediglich die Methode getNode(NodeKey key, MRTask task,
MRMethod method) mit dem Wert null fu¨r die Parameter task und
method aufgerufen. Ist fu¨r den Parameter method und eventuell den Parame-
ter task der Wert null angegeben, so wird bei der Suche bzw. Initialisierung
die Methode bzw. Instanz-Methode-Kombination verwendet, die der Initialisie-
rungslotse fu¨r den u¨bergebenen Schlu¨ssel vorschla¨gt. Wird kein Knoten mit dieser
Instanz-Methode-Kombination gefunden, und kann er auch nicht erzeugt werden,
so wird ebenfalls der Wert null zuru¨ckgegeben.
5.2.3 Monitoring
Eine weitere wichtige Aufgabe des Knotenspeichers ist das Erzeugen von Moni-
torereignissen zur Bewertung des Optimierungsfortschritts. Monitoringereignis-
se ko¨nnen nach jeweils einer konfigurierbaren Anzahl von erzeugten/gea¨nderten
Knoten oder in periodischen Zeitabsta¨nden erzeugt werden. Um den exakten Ziel-
funktionswert der Wurzelknoten des besten und des aktuellen Graphen zu ermit-
teln, mu¨ssen alle Knoten aktualisiert werden. Aus diesem Grund beeinflußt zu
ha¨ufiges Erzeugen von Monitorereignissen sowohl die Konvergenzeigenschaften
der Optimierungsalgorithmen (Anzahl der Aktualisierungen) als auch die Opti-
mierungsdauer (Zeit fu¨r Aktualisierungen).
Falls der Monitorwert nicht aktuell sein muß, kann auch eine Schnellauswer-
tung der Knoten vorgenommen werden. In diesem Fall werden die Knoten nicht
aktualisiert, sondern es wird lediglich rekursiv beginnend mit den (mo¨glicherwei-
se veralteten) Wurzelknoten der Wert der Zielfunktion berechnet und ausgegeben.
Diese Vorgehensweise verhindert, daß durch das Monitoring die Anzahl der Ak-
tualisierungen vera¨ndert wird, aber es kann vorkommen, daß veraltete oder, falls
auf ungu¨ltige So¨hne zugegriffen wird, keine Zielfunktionswerte zuru¨ckgegeben
werden.
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5.3 Optimierer
Da die Aufza¨hlung der mo¨glichen Schedules durch die Lotsen geschieht und
die Verwaltung und Initialisierung der Knoten vom Knotenspeicher u¨bernommen
werden, mu¨ssen die Optimierer nur bestimmen, welche Knoten variiert werden
sollen und in welcher Reihenfolge.
5.3.1 Anforderungsgetriebene Dynamische Programmierung
Bei der anforderungsgetriebenen Dynamischen Programmierung wird der Such-
raum systematisch durchschritten. Fu¨r die Optimierung kann jeder vollsta¨ndige,
deterministische Lotse in Kombination mit dem Knotenspeicher eingesetzt wer-
den. Zu Beginn der Optimierung fordert der Optimierer einen Wurzelknoten vom
Knotenspeicher an. Diese Anforderung lo¨st die Mikroschritte aus, die zum Er-
zeugen eines initialen Bedingungsgraphen no¨tig sind. Falls der Knotenspeicher
auf diese Anfrage null zuru¨ckliefert ist das Systemmodell nicht einplanbar und
die Optimierung wird abgebrochen. Im anderen Fall wird die Optimierung ge-
startet. Die anforderungsgetriebene Dynamische Programmierung fordert dazu
rekursiv ab dem Wurzelknoten alle So¨hne in Tiefensuchreihenfolge an. Wird bei
dieser Anforderungsfolge ein Knoten erreicht, dessen So¨hne bereits alle als op-
timiert markiert sind, wird der Lotse aufgerufen, der eine neue Kombination aus
Prozeß, Methode und Leistungsstufe liefert, die im Knoten gesetzt werden soll.
Das Setzen der Kombination fu¨hrt im Knotenspeicher zur Erzeugung der fehlen-
den Teilba¨ume des gea¨nderten Knotens. Alle noch nicht als optimiert markierten
So¨hne des Knotens werden wiederum rekursiv optimiert. Wenn alle mo¨glichen
Kombinationen im betrachteten Knoten gesetzt wurden, wird er als optimiert mar-
kiert.
Die Umsetzung der anforderungsgetriebenen Dynamischen Programmierung
reduziert durch die spezielle Anforderungs- und A¨nderungsreihenfolge der Kno-
ten die Anzahl der Knotenaktualisierungen im Zusammenspiel mit dem Knoten-
speicher auf ein Minimum. Sie fordert immer erst alle mo¨glichen So¨hne eines
Knotens an und optimiert diese, bevor der Knoten selbst ausgewertet wird. Da-
her muß jeder Knoten nur einmal nach Beendigung der Optimierung seiner So¨hne
aktualisiert werden, wenn der Knotenspeicher genu¨gend Knoten zur Verfu¨gung
hat. Falls der Knotenspeicher wa¨hrend der Optimierung bereits optimierte Kno-
ten lo¨schen muß, mu¨ssen diese natu¨rlich bei Bedarf neu erzeugt und optimiert
werden.
Abbildung 5.11 zeigt den Pseudocode fu¨r die Initialisierung und die itera-
tive Optimierung des Wurzelknotens. Dazu wird zuna¨chst ein Knoten mit dem
Schlu¨ssel des Wurzelknotens angefordert, um den Knotenspeicher zu initialisie-
ren. Falls der Wert null zuru¨ckgegeben wird, konnte der Knotenspeicher keinen
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zula¨ssigen Wurzelknoten erzeugen, d.h. das Systemmodell ist nicht einplanbar,
und die Optimierung wird abgebrochen. Wenn ein Wurzelknoten zuru¨ckgegeben
wurde, wird der Lotse initialisiert, und in der Schleife werden alle vom Lotsen ge-
lieferten Instanz-Methode-Leistungsstufen-Kombinationen fu¨r den Wurzelknoten
an den Knotenspeicher u¨bergeben. Fu¨r jede Kombination, die der Knotenspei-
cher initialisieren kann (Ru¨ckgabewert ungleich null) wird die rekursive Opti-
mierung seiner So¨hne, die in Abbildung 5.12 dargestellt ist, aufgerufen. In der
a¨ußeren Schleife werden alle So¨hne des Knotens abgearbeitet. Jeder Sohn der im
Knotenspeicher noch nicht als optimiert gekennzeichnet ist, wird in der inneren
Schleife optimiert, indem alle fu¨r ihn mo¨glichen Instanz-Methode-Leistungsstufe-
Kombinationen an den Knotenspeicher u¨bergeben werden und seine So¨hne durch
den Rekursionsaufruf optimiert werden. Nach der Optimierung eines Knotens
wird er als optimiert markiert, damit er bei einer zweiten Referenzierung nicht
erneut optimiert wird. Abbildung 5.13 entha¨lt den Kode fu¨r das Akzeptieren von
neuen/gea¨nderten Knoten. Im Falle der anforderungsgetriebenen Dynamischen
Programmierung muß jeder zula¨ssige Knoten akzeptiert werden, um den gesam-
ten Suchraum abzudecken.
5.3.2 Simulated Annealing
Die Zielsetzung des Simulated Annealing-Ansatzes unterscheidet sich von der
der anforderungsgetriebenen Dynamischen Programmierung. Bei Simulated An-
nealing wird der Suchraum durch zufa¨llige Schritte innerhalb einer auf ihm de-
finierten Nachbarschaft durchwandert. Ein zufa¨lliger Schritt von einem Bedin-
gungsgraphen zu einem anderen wird dabei immer ausgefu¨hrt, wenn der neue
Graph besser ist als der alte, oder mit der Wahrscheinlichkeit
1− e
−∆(w)
t ,
falls der neue Graph schlechter als der alte ist. ∆(w) bezeichnet dabei den Wert
der Verschlechterung. Die Wahrscheinlichkeit, einen schlechteren Graphen zu ak-
zeptieren a¨ndert sich wa¨hrend der Optimierung. Sie wird durch die Parameter
tstart, k, f und tstop kontrolliert. tstart ist die Starttemperatur. Je ho¨her die Tem-
peratur t ist desto ho¨her ist die Wahrscheinlichkeit, daß ein schlechterer Graph
akzeptiert wird. k gibt die Anzahl der Schritte an, wa¨hrend derer die Tempera-
tur konstant gehalten wird, und f bestimmt, um welchen Faktor sie nach jeweils
k Schritten verringert wird. Der letzte Parameter tstop bestimmt schließlich, bei
welcher Temperatur die Optimierung beendet werden soll.
Das Akzeptieren jedes Verbesserungsschrittes bewirkt, daß man zu immer bes-
seren Lo¨sungen (lokales Optimum) kommt, wa¨hrend das gelegentliche Zulassen
von Verschlechterungen es ermo¨glicht, lokale Optima wieder zu verlassen, um ein
globales Optimum erreichen zu ko¨nnen.
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private boolean calculateSchedule() {
useGuide(INIT_GUIDE);
Node rootNode = nodepool.getNode(rootKey);
if (rootNode == null) {
// no initial configuration found -> taskgraph not schedulable
return false;
}
// examine all possible tasks to get the optimal solution
MRTask task = null;
MRMethod method = null;
// set normal guide
useGuide(STANDARD_GUIDE);
// check guide properties
String errStr = guide.hasRequiredProperties(fullCoverage,deterministic);
if (errStr != null) {
return false;
}
// examine all possible tasks and methods to get the optimal solution
Selection nextSel = new Selection(rootNode.getActiveTask(),
rootNode.getActiveMethod());
while (nextSel != null) {
task = nextSel.getTask();
method = nextSel.getMethod();
// get node and optimize it
useGuide(INIT_GUIDE);
rootNode = nodepool.getNode(rootKey, task, method);
useGuide(STANDARD_GUIDE);
// optimize root node
if (rootNode != null) {
optimize(rootNode);
rootNode = nodepool.getNode(rootKey, task, method);
}
nextSel = guide.getSelectionProposal(rootKey,task,method);
}
rootNode = nodepool.getBestNode(rootKey);
resultDAG = new DecisionDAG(rootNode,null);
return true;
}
Abbildung 5.11: Initialisierung und Iteration u¨ber alle mo¨glichen Startkombina-
tionen
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private void optimize(Node node) {
Vector sons = node.getSons();
if (sons == null) {
// node is leaf and thus has no sons
return;
}
// optimize all sons recursively
for (int index = 0; index < sons.size(); index++) {
Node currentSon = (Node) sons.get(index);
NodeKey currentKey = currentSon.getKey();
MRTask task = null;
MRMethod method = null;
Node currentSonAlternative = null;
// examine all possible tasks and methods to get the optimal solution
Selection nextSel = new Selection(currentSon.getActiveTask(),
currentSon.getActiveMethod());
if (nodepool.keyIsOptimized(currentKey) == false) {
// son needs to be optimized
while (nextSel != null) {
task = nextSel.getTask();
method = nextSel.getMethod();
// get node and optimize it
useGuide(INIT_GUIDE);
currentSonAlternative = nodepool.getNode(currentKey, task, method);
useGuide(STANDARD_GUIDE);
// optimize son
if (currentSonAlternative != null) {
optimize(currentSonAlternative);
}
nextSel = guide.getSelectionProposal(currentKey,task,method);
}
// mark currentKey as optimized
nodepool.addOptimzedKey(currentKey);
}
} // end son loop
// get node again to update quality
if ((node.getStatus() != Node.BEST_NODE)
&& (node.getStatus() != Node.CURRENT_NODE)) {
node = nodepool.getNode(node.getKey(),node.getActiveTask(),
node.getActiveMethod());
}
return;
}
Abbildung 5.12: Rekursive Optimierung der Knoten
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public Node acceptNode(Node newNode, Node oldNode) {
if (newNode.getValue() != Node.INFEASIBLE) {
return newNode;
}
return oldNode;
}
Abbildung 5.13: Jeder zula¨ssige Knoten wird akzeptiert.
Abbildung 5.14 zeigt den Pseudocode des Simulated Annealing-Algorithmus.
Die a¨ußere Schleife kontrolliert den Verlauf der Temperatur mittels der Funktion
in Abbildung 5.15 und die innere Schleife fu¨hrt alle Schritte aus, die bei konstan-
ter Temperatur durchgefu¨hrt werden. Jeder Schritt beginnt mit der zufa¨lligen Aus-
wahl eines Opferknotens durch die Funktion aus Abbildung 5.16, dessen Instanz-
Methode-Leistungsstufe-Kombination gea¨ndert werden soll. Anschließend wird
durch den Zufallslotsen zufa¨llig die neu zu setzende Kombination bestimmt und,
falls der neue Knoten zula¨ssig ist, wird mit der Funktion aus Abbildung 5.17 be-
stimmt, ob er beibehalten wird. Knoten die besser sind als der letzte fu¨r denselben
Schlu¨ssel betrachtete Knoten werden immer akzeptiert, wa¨hrend Knoten, die eine
Verschlechterung bewirken, nur mit einer gewissen Wahrscheinlichkeit, die von
der Gro¨ße der Verschlechterung und der aktuellen Temperatur abha¨ngt, akzeptiert
werden.
Die hier vorgestellte Simulated Annealing bewertet im Gegensatz zum klas-
sischen Simulated Annealing nicht komplette Lo¨sungen, sondern trifft die Ent-
scheidungen jeweils fu¨r Teillo¨sungen. Diese Vorgehensweise ist durch den mo-
notonen Zusammenhang der Gu¨te der Lo¨sung und der Gu¨te der in ihr enthal-
tenen Teillo¨sungen mo¨glich, denn jede Verbesserung einer Teillo¨sung stellt ei-
ne Verbesserung der Gesamtlo¨sung dar. Die Beschra¨nkung auf die Bewertung
von Teillo¨sungen reduziert die fu¨r einen Optimierungsschritt no¨tige Zeit erheb-
lich, da im Falle des klassischen Simulated Annealing immer alle Knoten der
Lo¨sung aktualisiert werden mu¨ssen, um einen Schritt zu bewerten. Der automati-
sche Abgleich der besten bisher gefundenen Lo¨sung mit den neuen Teillo¨sungen
beschleunigt die Konvergenz des Verfahrens zusa¨tzlich, weil auch die Gu¨te der
besten Lo¨sung steigt, wenn sie das in der aktuellen Lo¨sung verbesserte Teilpro-
blem entha¨lt. D.h. die Gu¨te der besten Lo¨sung steigt, obwohl die Gu¨te der neuen,
aktuellen Lo¨sung immer noch weit schlechter ist als die der besten Lo¨sung.
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private boolean calculateSchedule() {
// read the preferences
temperature = ((SimAnnealSchedulerParams)params).getInitTemperature();
stopTemperature = ((SimAnnealSchedulerParams)params).getStopTemperature();
coolControl = ((SimAnnealSchedulerParams)params).getCoolControl();
constTempSteps = ((SimAnnealSchedulerParams)params).getConstTempSteps();
this.steps = 0;
// get rootnode (this generates an initial configuration,too)
useGuide(INIT_GUIDE);
Node rootNode = nodepool.getNode(rootKey);
if (rootNode == null) {
return false;
}
// apply simulated annealing to get a better solution
do { // until stop-criterium is reached
do {// until equilibrium is reached
// get victim node
Node toChange = chooseVictim();
// "perturb" the node
useGuide(STANDARD_GUIDE);
Selection newChoice = getSelectionProposal(toChange.getKey(),
toChange.getActiveTask(),
toChange.getActiveMethod());
if (newChoice != null) {
// generate the new node
useGuide(INIT_GUIDE);
nodepool.getNode(toChange.getKey(),newChoice.getTask(),
newChoice.getMethod());
} else {
steps--;
}
} while (( (steps++) < this.constTempSteps )&& (!isTimeUp)); // keep temp?
// update parameters
updateControlParameters(); // cool down
} while ( this.temperature > this.stopTemperature ); // stop?
rootNode = nodepool.getBestNode(rootKey);
resultDAG = new DecisionDAG(rootNode,null);
return true;
}
Abbildung 5.14: Pseudoquelltext des Simulated Annealing-Algorithmus
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private void updateControlParameters() {
steps = 0;
temperature = temperature * coolControl;
}
Abbildung 5.15: Pseudoquelltext der Temperaturanpassung
private Node chooseVictim() {
if (victimRootNode == null) {
victimRootNode = nodepool.getNode(rootKey);
}
Node victim = victimRootNode;
// choose level of change
int rootLevel = victimRootNode.myLevelNumber;
int deepestLevel = nodepool.getMRTasks().size() - 1;
int noOfLevels = deepestLevel - rootLevel +1;
// same probability for all levels
int randLevelNo = randGen.nextInt(noOfLevels);
for (int i = 0; i < randLevelNo; i++){
Vector ewSons = victim.getExistingWeightedSons();
// randomly choose a son
int noOfVictim = randGen.nextInt(ewSons.size());
Iterator sonIter = ewSons.iterator();
for ( int j = 0; j <= noOfVictim; j++ ) {
victim = ((WeightedLink)sonIter.next()).getTarget();
}
}
// force update up to victim’s level
nodepool.getNode(victim.getKey());
return victim;
}
Abbildung 5.16: Pseudoquelltext der Auswahl des Opferknotens
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public Node acceptNode(Node newNode, Node oldNode) {
if (oldNode == null) {
return newNode;
}
// calculate gain of new node
double valueDiff = nodepool.getTargetFunction().gain(oldNode.getValue(),
newNode.getValue());
// accept improvements
if (valueDiff >= 0.0) {
return newNode;
}
// probabilistic acceptance of degradation
if ((Math.exp((-1.0 * valueDiff) / temperature) > (randGen.nextDouble()))
&& (newNode.getValue() != Node.INFEASIBLE)) {
return newNode;
} else {
return oldNode;
}
}
Abbildung 5.17: Pseudoquelltext fu¨r Akzeptanz von Knoten
5.4 Abschließende Bemerkungen zur strukturellen
Umsetzung der Optimierer
Die beiden Optimierungsverfahren wurden in drei Komponenten unterteilt, die
unterschiedliche Aufgabenstellungen erfu¨llen:
• Die Komponente Lotse dient zur Aufza¨hlung der Instanz-Methode-Lei-
stungsstufe-Kombinationen, die in einer durch die verstrichene Zeit und
die verbleibende Instanzmenge spezifizierten Situation ausfu¨hrbar sind. Als
Lotsen ko¨nnen einfache Aufza¨hlalgorithmen, Zufallsgeneratoren oder aber
auch dynamische Scheduler, die um Backtracking erweitert wurden und das
vorliegende Systemmodell behandeln ko¨nnen, eingesetzt werden.
• Die zweite Komponente ist der Knotenspeicher, der die gesamte Verwaltung
der gefundenen (Zwischen-)Lo¨sungen u¨bernimmt. Er generiert Knoten, in-
itialisiert sie und aktualisiert ihre Zielfunktionswerte, wenn dies no¨tig ist.
Zusa¨tzlich stellt er die Anytime-Funktionalita¨t zur Verfu¨gung, indem er die
beste gefundene Lo¨sung speichert. Beim Speichern der besten Lo¨sung u¨ber-
pru¨ft er auch jeweils, ob eine in der aktuellen Lo¨sung enthaltene Teillo¨sung
besser ist, als die in der besten Lo¨sung fu¨r dieselbe Situation gespeicher-
te Lo¨sung. Ist dies der Fall, so setzt er die bessere Teillo¨sung in die beste
Lo¨sung ein und aktualisiert sie. Durch diese Vorgehensweise kann die ge-
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speicherte beste Lo¨sung besser sein, als alle bis dahin gefundenen Lo¨sun-
gen, wodurch insbesondere die Konvergenzgeschwindigkeit bei der Ver-
wendung von Simulated Annealing beschleunigt wird.
• Die dritte Komponente ist der Optimierer, fu¨r den die Verfahren anforde-
rungsgetriebene Dynamische Programmierung und Simulated Annealing
implementiert wurden. Ihre Aufgabe ist es, festzulegen, welcher von den
in der aktuellen Lo¨sung enthaltene Knoten als na¨chstes modifiziert werden
soll, um zu einer besseren Lo¨sung zu gelangen.
Die Optimierung erfolgt in einem jederzeit abbrechbaren Zyklus, der mit der
Suche nach einer Initiallo¨sung durch den Knotenspeicher beginnt. Anschließend
bestimmt der Optimierer, den zu a¨ndernden Knoten, der Lotse berechnet die durch-
zufu¨hrende A¨nderung, und der Knotenspeicher fu¨hrt sie schließlich durch. Dieser
Zyklus wird durchlaufen, bis die Optimierung abgebrochen wird, eine optima-
le Lo¨sung gefunden wurde, oder verifiziert wurde, daß keine Lo¨sung existiert.
Der Abbruch der Optimierung kann dabei auch automatisch beim Erreichen einer
Zeit-, Energie- oder Qualita¨tsschranke erfolgen. Durch die konfigurierbare Gro¨ße
des Knotenspeichers und die Wiederverwendung nicht mehr beno¨tigter Knoten
ermo¨glicht das vorgestellte Verfahren eine Abwa¨gung zwischen dem Speicherbe-
darf und der Dauer der Optimierung. Je mehr Knoten gleichzeitig im Knotenspei-
cher gehalten werden ko¨nnen, desto schneller ist die Optimierung in der Regel
beendet.
Das na¨chste Kapitel untersucht die Auswirkungen der Modelleigenschaften,
wie etwa Anzahl der Methoden je Prozeß, auf die Optimierungsdauer und die er-
zielbare durchschnittliche Qualita¨t bzw. den erzielbaren durchschnittlichen Ener-
gieverbrauch. Weitere Untersuchungen geben Aufschluß u¨ber die Auswirkungen
der Parameter des Knotenspeichers und des Optimierers, sowie des verwendeten
Lotsen auf die Optimierungsdauer und die Anytime-Profile der Optimierungsver-
fahren.
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Kapitel 6
Untersuchungen
Die Untersuchungen in diesem Kapitel geben Aufschluß u¨ber verschiedene Eigen-
schaften der Optimierungsalgorithmen und Systemmodelle (Graphen). Abschnitt
6.1 beschreibt die Vorgehensweise bei der Versuchsdurchfu¨hrung. Die Ergebnisse
u¨ber die A¨nderung des Optimierungsaufwandes bei unterschiedlichen Modellei-
genschaften und verschiedenen Parametern der Optimierer befinden sich in Ab-
schnitt 6.2. Die anschließenden Abschnitte 6.3 und 6.4 stellen die Auswirkungen
der Modelleigenschaften auf die erzielbare Qualita¨t und den erzielbaren Energie-
verbrauch dar. Die Leistungsprofile der beiden Varianten des Optimierers sind in
Abschnitt 6.5 dargestellt und letzte Abschnitt 6.6 des Kapitels beinhaltet einen
Vergleich des in dieser Arbeit vorgestellten Algorithmus mit anderen Algorith-
men.
6.1 Versuchsdurchfu¨hrung
Um die Auswirkungen von Systemeigenschaften auf das erzielbare Ergebnis zu
untersuchen, mu¨ssen verschiedene Voraussetzungen erfu¨llt sein:
1. Messung u¨ber viele Graphen
2. Verwendung unterschiedlicher Graphtypen (keine Spezialfa¨lle)
3. Vergleichbarkeit innerhalb einer Graphreihe (keine Dominanz durch andere
Eigenschaften)
4. Skalierung der Ergebnisse der Graphreihen
5. Mittlung der Ergebnisse aller Graphreihen
Der erste Punkt stellt sicher, daß die erzielten Ergebnisse aussagekra¨ftig sind,
wa¨hrend der zweite verhindern soll, daß die Ergebnisse nur Spezialfa¨lle abdecken,
95
96 KAPITEL 6. UNTERSUCHUNGEN
z.B. nur Graphen mit 20 Instanzen. Die Vergleichbarkeit innerhalb einer Graphrei-
he ist fu¨r die isolierte Untersuchung der Auswirkung einer Eigenschaft no¨tig. Sie
verhindert, daß eine andere Eigenschaft die Ergebnisse beeinflußt. Z.B. ist es bei
der Untersuchung der mit unterschiedlich vielen Methoden je Instanz erzielbaren
Qualita¨t notwendig, andere Grapheigenschaften, wie etwa die Anzahl der Instan-
zen, konstant zu halten. Um die Ergebnisse vergleichen zu ko¨nnen, mu¨ssen sie
innerhalb einer Graphreihe skaliert werden. Anschließend sind sie in einem ver-
gleichbaren Wertebereich, und durch Mittelung der Ergebnisse der Graphreihen
kann die grundlegende Form der Auswirkung des jeweils untersuchten Parame-
ters ermittelt werden.
Fu¨r die folgenden Untersuchungen wurden jeweils 20 bis 90 Graphen mit dem
PASCHA-Graphgenerator zufa¨llig erzeugt (Punkte 1 und 2). Anschließend wur-
de jeder Graph im Hinblick auf die zu untersuchende Eigenschaft modifiziert,
z.B. sukzessives Entfernen von Methoden, um eine Graphreihe zu erzeugen. Die
Ergebnisse der durch Modifikation eines Graphen entstandenen Graphen sind ver-
gleichbar, da sich die Graphen (mo¨glichst) nur bezu¨glich dieser einen Eigenschaft
unterscheiden (Punkt 3). Die Graphen wurden anschließend mit den Optimierern
eingeplant und die Ergebnisse so skaliert, daß der Maximalwert 1 wird (Punkt
4). Fu¨r die Auswertung wurden zu den skalierten Ergebnissen der Graphreihen
jeweils Minimum, Maximum, Durchschnitt und Standardabweichung1 fu¨r jeden
Wert der untersuchten Grapheigenschaft berechnet (Punkt 5). Abbildung 6.1 ver-
anschaulicht den Ablauf der Untersuchungen fu¨r Grapheigenschaften.
Fu¨r die Untersuchung der Auswirkungen von Parametern des Optimierers wird
zuna¨chst eine Menge von Graphen mit dem Graphgenerator erzeugt, und anschlie-
ßend wird jeder Graph mit den mo¨glichen Werten fu¨r den Parameter eingeplant.
Der restliche Ablauf gleicht dem bei der Untersuchung der Modelleigenschaften.
Abbildung 6.2 veranschaulicht den Ablauf der Untersuchungen fu¨r Parameter des
Optimierers.
Die Legende in Abbildung 6.3 zeigt die Linientypen fu¨r Minimum, Durch-
schnitt, Maximum und Standardabweichungen.
1Aufgrund der automatisierten Auswertung ist die berechnete Standardabweichung auch bei
nicht normalverteilten Gro¨ßen eingezeichnet.
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Abbildung 6.1: Ablauf einer Untersuchung fu¨r Modelleigenschaften
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Abbildung 6.2: Ablauf einer Untersuchung fu¨r Parameter des Optimierers
Standardabweichung
Durchschnitt
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Abbildung 6.3: Legende der Graphen
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6.2 Optimierungsdauer
Dieser Abschnitt beinhaltet die Auswirkungen von Grapheigenschaften und Pa-
rametern des Optimierers auf die Optimierungsdauer. Die durchgefu¨hrten Unter-
suchungen zeigen, wie sich die Dauer der Optimierung vera¨ndert, wenn Eigen-
schaften des Anwendungsgraphen, wie z.B. die Anzahl der Instanzen, oder die
Parameter des Optimierers, etwa der verwendete Lotse, vera¨ndert werden.
Alle Messungen wurden auf einem AMD Athlon Prozessor mit 800 MHz
Taktfrequenz mit der virtuellen Maschine Sun JVM 1.4.2 durchgefu¨hrt. Zu Be-
ginn jeder Untersuchung wurden zwei Optimierungen von Graphen durchgefu¨hrt,
deren Ergebnis nicht in die Meßdaten einfließt, da die Meßergebnisse in den ersten
Durchla¨ufen aufgrund des Just-in-time-Compilers der verwendeten JVM stark
schwanken ko¨nnen. Aufgrund der hohen Anzahl an Optimierungsla¨ufen (60 bis
900 La¨ufe je Untersuchung) wurden nur Optimierungen mir einer Dauer klei-
ner 80 Sekunden beru¨cksichtigt. Insgesamt liegen den folgenden Untersuchungen
mehr als 5000 Optimierungsauswertungen zugrunde.
6.2.1 Grapheigenschaften
Dieser Abschnitt zeigt den Einfluß einiger Grapheigenschaften auf die Dauer ei-
ner vollsta¨ndigen2 Optimierung mit dem Verfahren der anforderungsgetriebenen
Dynamischen Programmierung. Als Lotse wurde EDF/ASC_T (earliest-deadline
first fu¨r Instanzen, Methodensortierung nach steigender worst-case Dauer) ver-
wendet und die U¨berpru¨fung der Abbruchbedingungen war aktiviert.
Anzahl der Instanzen
Diese Untersuchung zeigt die Abha¨ngigkeit der Optimierungsdauer fu¨r Graphen
mit unterschiedlichen Instanzzahlen. Die Zahl der Instanzen pro Hyperperiode
variiert in Zehnerschritten zwischen 10 und 120. Fu¨r jede Instanzzahl wurden 20
Graphen zufa¨llig mit dem Graphgenerator erzeugt. Die Instanzen der Graphen
bilden jeweils eine Kette von Datenabha¨ngigkeiten. Jede Instanz besitzt zwei Me-
thoden, die wiederum bis zu zwei Werte fu¨r die Ausfu¨hrungsdauer entha¨lt.
Abbildung 6.4 zeigt die Dauer der Qualita¨tsoptimierung in Millisekunden in
Abha¨ngigkeit von der Instanzzahl. Der erwartete, steiler werdende Anstieg der
Optimierungsdauer ist gut zu erkennen. Die Optimierung von Graphen mit bis
zu 120 Instanzen ist jedoch mit durchschnittlich ca. drei Sekunden problemlos
mo¨glich.
2Finden einer optimalen Lo¨sung und Verifikation der Optimalita¨t
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Abbildung 6.4: Anzahl der Instanzen → Optimierungsdauer in Millisekunden
Anzahl der Zusammenhangskomponenten
Diese Untersuchung zeigt die Entwicklung der Dauer der Qualita¨tsoptimierung
fu¨r Graphen mit unterschiedlich vielen Zusammenhangskomponenten. Die Zahl
der Zusammenhangskomponenten nimmt die Werte 1, 2, 4 und 6 an. Mit dem
Graphgenerator wurden 20 Graphen mit jeweils 40 Instanzen zufa¨llig erzeugt, die
jeweils aus einer Kette von datenabha¨ngigen Instanzen bestehen. Im Modifikati-
onsschritt wird diese Kette in zwei, vier oder sechs mo¨glichst gleichlange Stu¨cke
geteilt. Jede Instanz besitzt zwei Methoden, die wiederum bis zu zwei Werte fu¨r
die Ausfu¨hrungsdauer entha¨lt. Die Ergebnisse der aus einem Graphen entstande-
nen Graphen sind aufgrund der a¨hnlichen Topologie (Kettenstu¨cke) vergleichbar.
Abbildung 6.5 zeigt die Entwicklung der Optimierungsdauer in Abha¨ngigkeit
von der Anzahl der Kettenstu¨cke. Die Dauern fu¨r die Optimierungen von Graphen
mit demselben Ursprungsgraphen wurden so normiert, daß der Maximalwert 1
ist. Die Untersuchung zeigt den großen Einfluß der Datenabha¨ngigkeiten auf die
Optimierungsdauer deutlich.
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Abbildung 6.5: Anzahl der Zusammenhangskomponenten→ Optimierungsdauer
Anzahl der Methoden je Instanz
Diese Untersuchung zeigt die Entwicklung der Dauer der Qualita¨tsoptimierung
fu¨r Graphen mit unterschiedlich vielen Methoden je Instanz. Die Anzahl der Me-
thoden je Instanz nimmt die Werte 1, 2, 3, 4 und 5 an. Mit dem Graphgenerator
wurden 75 Graphen zufa¨llig erzeugt, die je zehn Methoden pro Instanz besitzen.
Die Anzahl der Instanzen lag zwischen 6 und 20 und die Graphen enthielten vier
Zusammenhangskomponenten. Jede Methode besaß bis zu zehn Ausfu¨hrungsdau-
ern. Im Modifikationsschritt wird sukzessive, zufa¨llig eine der Methoden mit den
la¨ngeren worst-case Ausfu¨hrungszeiten entfernt, um die Einplanbarkeit des Gra-
phen zu erhalten. Die Ergebnisse der aus einem Graphen entstandenen Graphen
bleiben dadurch vergleichbar.
Abbildung 6.6 zeigt, daß die Optimierungsdauer ma¨ßig mit der Anzahl der
Methoden je Instanz steigt. Dies ist darin begru¨ndet, daß zusa¨tzliche Methoden
aufgrund ihrer la¨ngeren worst-case Ausfu¨hrungsdauer oft nicht eingeplant wer-
den ko¨nnen, oder aber daß durch die Pareto-Optimalita¨t zusa¨tzlicher Methoden
mehrere andere Methoden nicht mehr beru¨cksichtigt werden mu¨ssen.
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Abbildung 6.6: Anzahl der Methoden → Optimierungsdauer
Anzahl der Ausf¤uhrungszeiten je Methode
Diese Untersuchung zeigt die Entwicklung der Dauer der Qualita¨tsoptimierung
fu¨r Graphen mit unterschiedlich vielen Ausfu¨hrungszeitspezifikationen je Metho-
de. Die Zahl der Ausfu¨hrungszeiten je Methode nimmt die Werte 1, 2, 3, 4 und
5 an. Mit dem Graphgenerator wurden 70 Graphen zufa¨llig erzeugt, die bis zu
fu¨nf Ausfu¨hrungszeiten pro Methode besitzen.3 Pro Instanz enthalten die Gra-
phen zehn Methoden. Die Anzahl der Instanzen lag zwischen 6 und 20 und die
Graphen enthielten vier Zusammenhangskomponenten. Im Modifikationsschritt
wird sukzessive die mittlere der Ausfu¨hrungszeiten entfernt, um die Einplanbar-
keit und worst-case Auslastung des Graphen zu erhalten. Die Ergebnisse der aus
einem Graphen entstandenen Graphen bleiben dadurch vergleichbar.
Abbildung 6.7 den Einfluß der Anzahl der Ausfu¨hrungsdauern je Methode.
Der Anstieg der Optimierungsdauer wird durch die Mehrfachverwendung gleicher
Teillo¨sungen geda¨mpft.
3Bei worst-case Ausfu¨hrungszeiten kleiner als fu¨nf ist es aufgrund des diskreten Zeitmodells
nicht mo¨glich die geforderte Anzahl zu erreichen.
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Abbildung 6.7: Anzahl der Ausfu¨hrungszeiten je Methode → Optimierungsdauer
Minimale worst-case Auslastung
Diese Untersuchung zeigt die Entwicklung der Dauer der Qualita¨tsoptimierung
fu¨r Graphen mit unterschiedlicher minimaler worst-case Auslastungen4. Die Last
nimmt die Werte 0.1, 0.2, . . . , 0.9 sowie 0.95 an. Mit dem Graphgenerator wur-
den 90 Graphen zufa¨llig erzeugt. Die Anzahl der Instanzen liegt zwischen 6 und
20, jede Instanz besitzt drei Methoden mit drei Ausfu¨hrungsdauern. Im Modifi-
kationsschritt wurden die Periodendauern so angepaßt, daß die spezifizierte Last
erzielt wurde. Die Ergebnisse der aus einem Graphen entstandenen Graphen blei-
ben dadurch vergleichbar.
Abbildung 6.8 zeigt, daß die Optimierungsdauer bei mittlerer Auslastung am
gro¨ßten ist. Ein Grund hierfu¨r ist die große Freiheit bei der Optimierung von Gra-
phen mit kleiner Auslastung, weil hier schnell gute Lo¨sungen gefunden und da-
durch von den Abbruchbedingungen große Teile des Suchraums ausgeschlossen
werden. Bei hoher Auslastung gibt es nur wenige zula¨ssige Einplanungen, d.h.
der Suchraum ist hier relativ klein. Bei mittlerer Auslastung hingegen gibt es vie-
le Lo¨sungen aber es ist dennoch schwierig gute Lo¨sungen zu finden.
4minimale worst-case Last: Die Last, wenn jeweils die Methode mit der ku¨rzesten worst-case
Ausfu¨hrungszeit gewa¨hlt wird und diese immer ihre worst-case Ausfu¨hrungszeit beno¨tigt
104 KAPITEL 6. UNTERSUCHUNGEN
-0.2
0
0.2
0.4
0.6
0.8
1
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
O
pt
im
ie
ru
ng
sd
au
er
Minimale worst-case Last
QualityTestQualityMinWCETLoadDuration
Abbildung 6.8: Minimale worst-case Auslastung → Optimierungsdauer
Verh¤altnis durchschnittliche Ausf¤uhrungsdauer zu worst-case Ausf ¤uhrungs-
dauer
Diese Untersuchung zeigt die Entwicklung der Dauer der Qualita¨tsoptimierung
fu¨r Graphen mit unterschiedlichem Verha¨ltnis von durchschnittlicher Ausfu¨hrungs-
zeit zu worst-case Ausfu¨hrungszeit. Das Verha¨ltnis nimmt die Werte 0.5, 0.6, 0.7,
0.8, 0.9 sowie 0.95 an. Mit dem Graphgenerator wurden 50 Graphen zufa¨llig er-
zeugt. Die Anzahl der Instanzen liegt zwischen 6 und 20, jede Instanz besitzt drei
Methoden. Im Modifikationsschritt wurden fu¨r jede Methode nur die ku¨rzeste und
die la¨ngste Ausfu¨hrungszeit beibehalten und ihre Wahrscheinlichkeiten so ange-
paßt, daß der spezifizierte Wert erreicht wurde. Die Ergebnisse der aus einem
Graphen entstandenen Graphen bleiben dadurch vergleichbar.
Abbildung 6.9 zeigt den geringen Einfluß des Verha¨ltnisses durchschnittli-
che Ausfu¨hrungsdauer zu worst-case Ausfu¨hrungsdauer. Bei der Anna¨herung an
den Wert 1 sinkt die Optimierungsdauer etwas, da eine ho¨here durchschnittliche
Ausfu¨hrungsdauer zu einer Verkleinerung des Suchraumes fu¨hrt.
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Abbildung 6.9: Durchschnittliche Ausfu¨hrungsdauer/worst-case Ausfu¨hrungs-
dauer → Optimierungsdauer
Anzahl der Leistungsstufen
Diese Untersuchung zeigt die Entwicklung der Dauer der Energieoptimierung fu¨r
Graphen mit unterschiedlich vielen Prozessorleistungsstufen. Die Optimierungs-
dauer wurde fu¨r 1, 2, 4 und 8 Leistungsstufen untersucht. Mit dem Graphgenera-
tor wurden 25 Graphen mit jeweils 40 Instanzen zufa¨llig erzeugt, die jeweils aus
einer Kette von datenabha¨ngigen Instanzen bestehen. Jede Instanz besitzt zwei
Methoden, die wiederum bis zu zwei Werte fu¨r die Ausfu¨hrungsdauer entha¨lt. Im
Modifikationsschritt wurde die Anzahl der Leistungsstufen auf den spezifizierten
Wert gesetzt. Die Ergebnisse der aus einem Graphen entstandenen Graphen blei-
ben dadurch vergleichbar.
Abbildung 6.10 zeigt den relativ linearen Anstieg der Optimierungsdauer mit
der Anzahl der Leistungsstufen.
6.2.2 Parameter des Optimierers
Dieser Abschnitt untersucht den Einfluß einiger Parameter der Optimierer auf die
Optimierungsdauer. Die zugrundeliegenden Graphen enthalten jeweils 20 Instan-
zen mit je vier Methoden, die bis zu drei Ausfu¨hrungsdauern besitzen. Die Gra-
phen wurden zuerst mit der anforderungsgetriebenen Dynamischen Programmie-
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Abbildung 6.10: Anzahl der Leisungsstufen → Optimierungsdauer
rung optimiert, und die maximal erzielbare Qualita¨t gespeichert. Danach wurden
die Graphen mit Simulated Annealing optimiert, wobei jeweils die Optimierungs-
dauer bis zum Erreichen von 95,5% der ermittelten maximalen Qualita¨t gemessen
wurde.
Lotse
Diese Untersuchung zeigt den Einfluß des gewa¨hlten Lotsen auf die Optimie-
rungsdauer. Fu¨r die anforderungsgetriebene Dynamische Programmierung wur-
den die Lotsen als Initialisierungs- und Optimierungslotse eingesetzt. Beim Si-
mulated Annealing Optimierer wurden nur die Lotsen fu¨r die Initialisierung aus-
getauscht, da der Optimierungslotse hier auf den Lotsen Zufall/Zufall festgelegt
ist. Mit dem Graphgenerator wurden 30 Graphen zufa¨llig erzeugt. Die auf der x-
Achse aufgetragenen Lotsen wurden fu¨r die automatische Auswertung numerisch
kodiert. Z.B. wird der Lotse (ERF, GREEDY) durch den Wert 14 repra¨sentiert.
Tabelle 6.1 zeigt die Kodierung der Lotsen fu¨r die beiden folgenden Untersuchun-
gen.
Abbildung 6.11 zeigt, daß die Wahl des Lotsen fu¨r die anforderungsgetrie-
bene Dynamische Programmierung nur geringe Auswirkungen hat. Der Lotse
EDF/Greedy liefert die ku¨rzeste Optimierungsdauer.
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Abbildung 6.11: ADP: Lotse→Optimierungsdauer (Kodierung siehe Tabelle 6.1)
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Abbildung 6.12: SA: Initialisierungslotse→Optimierungsdauer (Kodierung siehe
Tabelle 6.1)
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steigende Dauer sinkende Dauer Greedy Zufall
(ascWCET) (descWCET) (GREEDY) (PERTURB)
EDF 1 3 4 5
ERF 11 13 14 15
Tabelle 6.1: Kodierung der Lotsen in den Untersuchungen
Der Einfluß des Initialisierungslotsen auf die Optimierungsdauer bei Simu-
lated Annealing ist in Abbildung 6.12 zu sehen. Hier ist der Einfluß der Lotsen
gro¨ßer, und die besten Ergebnisse liefert der ERF/Greedy Lotse. Insgesamt schnei-
den die ERF-Lotsen etwas besser ab als die EDF-Lotsen.
Gr¤oße des Knotenspeichers
Diese Untersuchung zeigt die Auswirkungen der Gro¨ße5 des Knotenspeichers auf
die Optimierungsdauer. Mit dem Graphgenerator wurden 30 Graphen zufa¨llig er-
zeugt. Zuerst wurde fu¨r jeden Graphen eine Optimierung mit der Knotenspeicher-
gro¨ße 100000 durchgefu¨hrt, um die Anzahl der beno¨tigten Knoten zu bestimmen.
In den anschließenden Tests wurde dann jeweils ein Bruchteil der ermittelten Kno-
tenzahl eingestellt.
Fu¨r die anforderungsgetriebene Dynamische Programmierung zeigt Abbildung
6.13 einen starken Anstieg der Optimierungsdauer, wenn die Knotenspeicher-
gro¨ße nur 30% oder weniger der beno¨tigten Knotenanzahl betra¨gt. Ab 40% der
beno¨tigten Knotenanzahl ist der Schiebefenstereffekt zu erkennen, d.h. die mei-
sten der wa¨hrend der Optimierung aus dem Knotenspeicher verdra¨ngten Knoten
werden spa¨ter nicht mehr beno¨tigt. Der konstante Verlauf des Graphen bei mehr
als der beno¨tigten Knotenzahl zeigt, das ein zu groß gewa¨hlter Knotenspeicher
keine negativen Auswirkungen auf die Optimierungsdauer hat. Der Knotenspei-
cher sollte also immer so groß wie mo¨glich gewa¨hlt werden.
Abbildung 6.14 zeigt deutlich, daß die Optimierungsdauer bei Simulated An-
nealing nur wenig von der Gro¨ße des Knotenspeichers abha¨ngt. Zum einen bedeu-
tet dies, daß dieser Optimierer von einem großen Knotenspeicher nur wenig pro-
fitiert, zum anderen heißt es jedoch auch, daß Simulated Annealing fu¨r komplexe
Systemmodelle nur wenig unter einem relativ kleinem Knotenspeicher leidet.
Aktivierung Abbruchbedingung worst-case Zeit
Diese Untersuchung zeigt die Auswirkungen der U¨berpru¨fung der Abbruchbedin-
gung, ob die verbleibende Zeit zur Einplanung der verbleibenden Instanzen aus-
5Anzahl der gleichzeitig verfu¨gbaren Knoten
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Abbildung 6.13: ADP: Knotenspeichergro¨ße → Optimierungsdauer
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Abbildung 6.14: SA: Knotenspeichergro¨ße → Optimierungsdauer
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reicht, auf die Optimierungsdauer. Mit dem Graphgenerator wurden 90 Graphen
zufa¨llig erzeugt. Die Graphen besitzen jeweils zehn Instanzen mit je drei Metho-
den je Instanz und drei Ausfu¨hrungsdauern je Methode. Sie enthalten jeweils zwei
Zusammenhangskomponenten, die durch Datenabha¨ngigkeiten gebildet werden.
Der Wert 0 auf der x-Achse repra¨sentiert die deaktivierte U¨berpru¨fung der Bedin-
gung und der Wert 1 steht fu¨r die aktivierte U¨berpru¨fung der Bedingung.
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Abbildung 6.15: Aktivierung der Zeit-Abbruchsbedingung→Optimierungsdauer
Abbildung 6.15 zeigt den Einfluß der U¨berpru¨fung auf die Dauer der Qua-
lita¨tsoptimierung mit anforderungsgetriebener Dynamischen Programmierung.
Diese Abbruchbedingung erlaubt es sehr viele Knoten bei der Optimierung aus-
zuschließen und fu¨hrt dadurch zu sehr großen Zeiteinsparungen.
Abbildung 6.16 zeigt den ebenfalls deutlichen, positiven Einfluß der Abbruch-
bedingung auf die Dauer der Qualita¨tsoptimierung mit Simulated Annealing.
Aktivierung Abbruchbedingung Qualit¤at
Diese Untersuchung zeigt die Auswirkungen der U¨berpru¨fung der Abbruchbedin-
gung, ob noch eine ho¨here Qualita¨t als die bereits erreichte erzielt werden kann,
auf die Optimierungsdauer. Mit dem Graphgenerator wurden 90 Graphen zufa¨llig
erzeugt. Die Graphen besitzen jeweils zehn Instanzen mit je drei Methoden je
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Abbildung 6.16: Aktivierung der Zeit-Abbruchsbedingung→ Optimierungsdauer
Instanz und drei Ausfu¨hrungsdauern je Methode. Sie enthalten jeweils zwei Zu-
sammenhangskomponenten, die durch Datenabha¨ngigkeiten gebildet werden. Der
Wert 0 auf der x-Achse repra¨sentiert die deaktivierte U¨berpru¨fung der Bedingung
und der Wert 1 steht fu¨r die aktivierte U¨berpru¨fung der Bedingung.
Abbildung 6.17 zeigt den Einfluß der U¨berpru¨fung auf die Dauer der Qua-
lita¨tsoptimierung mit anforderungsgetriebener Dynamischen Programmierung. In
einigen Fa¨llen reduzierte die U¨berpru¨fung der Bedingung die Optimierungsdauer
durch den Ausschluß von Knoten, in vielen Fa¨llen war die fu¨r die Auswertung
der Bedingung beno¨tigte Zeit jedoch gro¨ßer als die Zeitersparnis durch die aus-
geschlossenen Knoten. Im Durchschnitt fu¨hrt die Auswertung der Bedingung zu
einer leichten Erho¨hung der Optimierungsdauer.
Abbildung 6.18 zeigt den ebenfalls geringen Einfluß der Abbruchbedingung
auf die Dauer der Qualita¨tsoptimierung mit Simulated Annealing. Hier fu¨hrt die
U¨berpru¨fung der Bedingung im Durchschnitt zu leichten Zeiteinsparungen.
Zeitraster
Diese Untersuchung zeigt die Auswirkungen der Weite des Zeitrasters auf die Op-
timierungsdauer. Mit dem Graphgenerator wurden 60 Graphen zufa¨llig erzeugt.
Die Graphen besitzen jeweils zehn Instanzen mit je drei Methoden je Instanz und
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Abbildung 6.17: Aktivierung der Qualita¨t-Abbruchsbedingung → Optimierungs-
dauer
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Abbildung 6.18: Aktivierung der Qualita¨t-Abbruchsbedingung → Optimierungs-
dauer
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drei Ausfu¨hrungsdauern je Methode. Sie enthalten jeweils zwei Zusammenhangs-
komponenten, die durch Datenabha¨ngigkeiten gebildet werden.
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Abbildung 6.19: Feinheit des Zeitrasters → Optimierungsdauer
Abbildung 6.19 zeigt den Einfluß der Zeitrasterweite auf die Dauer der Qua-
lita¨tsoptimierung mit der anforderungsgetriebenen Dynamischen Programmierung.
U¨berraschenderweise fu¨hrt die Vergro¨berung des Rasters durchschnittlich zu einer
Erho¨hung6 der Optimierungsdauer. Eine na¨here Analyse zeigte, daß die Anzahl
der Knotenaktualisierungen bei einer Rastervergro¨berung sinkt, d.h. es werden
weniger zula¨ssige Knoten erzeugt. Die Anzahl der insgesamt erzeugten Knoten -
und damit die Optimierungsdauer - steigt jedoch sehr stark an. Die Ursache fu¨r die
vielen erzeugten, ungu¨ltigen Knoten sind die ohnehin schon relativ knappen Fri-
sten der Prozesse, die nach einer zusa¨tzlichen Vergro¨berung des Zeitrasters nicht
mehr eingehalten werden ko¨nnen und zu ha¨ufigem Backtracking fu¨hren.
Abbildung 6.20 zeigt den ebenfalls negativen Einfluß der Zeitrasterweite auf
die Dauer der Qualita¨tsoptimierung mit Simulated Annealing. Die Absenkung der
Optimierungsdauer bei den Rasterwerten 3 und 4 ist durch die nicht mehr einplan-
baren Graphen und sehr viele Graphen, die nicht innerhalb der Zeitbeschra¨nkung
6Die Absenkung der Optimierungsdauer bei der Rasterweite 4 ist durch Nulleintra¨ge fu¨r nicht
mehr einplanbare Graphen bedingt.
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Abbildung 6.20: Feinheit des Zeitrasters → Optimierungsdauer
mit der geforderten Qualita¨t eingeplant werden konnten, bedingt. Diese Graphen
fließen in der automatisierten Auswertung ebenfalls mit Dauer 0 ein.
6.3 Qualita¨t
Die Untersuchungen in diesem Abschnitt sollen die Auswirkungen einiger Model-
leigenschaften auf die erzielbare maximale Qualita¨t aufzeigen. Die durchgefu¨hr-
ten Untersuchungen zeigen, wie sich die optimal erzielbare durchschnittliche Qua-
lita¨t vera¨ndert, wenn Eigenschaften des Anwendungsgraphen, wie z.B. die Anzahl
der Instanzen oder die Anzahl der Methoden je Instanz, vera¨ndert werden. Die Op-
timierung erfolgte mit dem Verfahren der anforderungsgetriebenen Dynamischen
Programmierung.
6.3.1 Anzahl der Methoden je Instanz
Diese Untersuchung zeigt die Entwicklung der maximal mo¨glichen Qualita¨t fu¨r
Graphen mit unterschiedlich vielen Methoden je Instanz. Die Anzahl der Metho-
den je Instanz nimmt die Werte 1, 2, 3, 4 und 5 an. Mit dem Graphgenerator
wurden 75 Graphen zufa¨llig erzeugt, die je zehn Methoden pro Instanz besitzen.
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Die Anzahl der Instanzen lag zwischen 6 und 20 und die Graphen enthielten vier
Zusammenhangskomponenten. Jede Methode besaß bis zu zehn Ausfu¨hrungsdau-
ern. Im Modifikationsschritt wird sukzessive, zufa¨llig eine der Methoden mit den
la¨ngeren worst-case Ausfu¨hrungszeiten entfernt, um die Einplanbarkeit des Gra-
phen zu erhalten. Die Ergebnisse der aus einem Graphen entstandenen Graphen
bleiben dadurch vergleichbar.
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Abbildung 6.21: Anzahl der Methoden je Instanz → Qualita¨t
Abbildung 6.21 zeigt, daß der Zugewinn an Qualita¨t mit zunehmender Me-
thodenzahl immer langsamer ansteigt. In den durchgefu¨hrten Tests konnte bereits
mit drei Methoden je Instanz die vorgegebene Zeit sehr gut genutzt werden, und
daher sind zusa¨tzliche Methoden nur selten zur Qualita¨tssteigerung einplanbar.
6.3.2 Anzahl der Ausfu¨hrungszeiten je Methode
Diese Untersuchung zeigt die Entwicklung der maximal mo¨glichen Qualita¨t fu¨r
Graphen mit unterschiedlich vielen Ausfu¨hrungszeitspezifikationen je Methode.
Die Zahl der Ausfu¨hrungszeiten je Methode nimmt die Werte 1, 2, 3, 4 und 5
an. Mit dem Graphgenerator wurden 75 Graphen zufa¨llig erzeugt, die bis zu zehn
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Ausfu¨hrungszeiten pro Methode besitzen.7 Pro Instanz enthalten die Graphen vier
Methoden. Die Anzahl der Instanzen betrug 20 und die Graphen enthielten zwei
Zusammenhangskomponenten. Im Modifikationsschritt wird sukzessive die mitt-
lere der Ausfu¨hrungszeiten entfernt, um die Einplanbarkeit und worst-case Aus-
lastung des Graphen zu erhalten. Die Ergebnisse der aus einem Graphen entstan-
denen Graphen bleiben dadurch vergleichbar.
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Abbildung 6.22: Anzahl der Ausfu¨hrungszeiten je Methode → Qualita¨t
Abbildung 6.22 zeigt den Einfluß der Anzahl der Ausfu¨hrungsdauern auf
die erzielbare Qualita¨t. Die Spezifikation einer Ausfu¨hrungsdauer zusa¨tzlich zur
worst-case Ausfu¨hrungsdauer bringt den gro¨ßten Qualita¨tsgewinn, wa¨hrend noch
detailliertere Verteilungen nur einen sehr geringen Einfluß haben.
6.3.3 Minimale worst-case Auslastung
Diese Untersuchung zeigt die Entwicklung der maximal mo¨glichen Qualita¨t fu¨r
Graphen mit unterschiedlicher minimaler worst-case Auslastungen. Dabei nimmt
die Last die Werte 0.1, 0.2, . . . , 0.9 sowie 0.95 an. Mit dem Graphgenerator wur-
den 70 Graphen zufa¨llig erzeugt. Die Anzahl der Instanzen betrug 15, jede Instanz
7Bei worst-case Ausfu¨hrungszeiten kleiner als zehn ist es aufgrund des diskreten Zeitmodells
nicht mo¨glich die geforderte Anzahl zu erreichen.
6.3. QUALITA¨T 117
besitzt drei Methoden mit drei Ausfu¨hrungsdauern. Im Modifikationsschritt wur-
den die Periodendauern so angepaßt, daß die spezifizierte Last erzielt wurde. Die
Ergebnisse der aus einem Graphen entstandenen Graphen bleiben dadurch ver-
gleichbar.
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Abbildung 6.23: Minimale worst-case Auslastung → Qualita¨t
Abbildung 6.23 zeigt die kontinuierliche Abnahme der erzielbaren Qualita¨t bei
steigender (worst-case) Last. Die Qualita¨t nimmt sehr stark ab, da immer ha¨ufiger
die schnellsten Methoden eingeplant werden mu¨ssen, um keine Fristen zu verlet-
zen.
6.3.4 Verha¨ltnis durchschnittliche Ausfu¨hrungsdauer zu worst-
case Ausfu¨hrungsdauer
Diese Untersuchung zeigt die Entwicklung der maximal mo¨glichen Qualita¨t fu¨r
Graphen mit unterschiedlichem Verha¨ltnis von durchschnittlicher Ausfu¨hrungs-
zeit zu worst-case Ausfu¨hrungszeit. Das Verha¨ltnis nimmt die Werte 0.5, 0.6, 0.7,
0.8, 0.9 sowie 0.95 an. Mit dem Graphgenerator wurden 75 Graphen zufa¨llig er-
zeugt, die bis zu zehn Ausfu¨hrungszeiten pro Methode besitzen. Pro Instanz ent-
halten die Graphen vier Methoden. Die Anzahl der Instanzen betrug 20 und die
Graphen enthielten zwei Zusammenhangskomponenten. Im Modifikationsschritt
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wurden fu¨r jede Methode nur die ku¨rzeste und die la¨ngste Ausfu¨hrungszeit beibe-
halten und ihre Wahrscheinlichkeiten so angepaßt, daß der spezifizierte Wert er-
reicht wurde. Die Ergebnisse der aus einem Graphen entstandenen Graphen blei-
ben dadurch vergleichbar.
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Abbildung 6.24: Durchschnittliche Ausfu¨hrungszeit/worst-case Ausfu¨hrungszeit
→ Qualita¨t
Abbildung 6.24 zeigt die ebenfalls sinkende erreichbare Qualita¨t, wenn das
Verha¨ltnis von durchschnittlicher Ausfu¨hrungsdauer zu worst-case Dauer steigt.
6.3.5 Zeitraster
Diese Untersuchung zeigt den Einfluß einer Vergro¨berung des Zeitrasters auf die
erzielbare Qualita¨t. Es wurden 60 mit dem Graphgenerator erzeugte Graphen un-
tersucht.
Abbildung 6.25 zeigt, daß eine ma¨ßige Vergro¨berung des Zeitrasters nur zu ei-
ner geringen Senkung der erzielbaren Qualita¨t fu¨hrt, jedoch konnten bereits bei ei-
nem Zeitraster von vier Zeiteinheiten einige der untersuchten Graphen nicht mehr
eingeplant werden. Da die Vergro¨berung des Rasters auch die Optimierungsdauer
erho¨ht ist der Wert 1 die beste Einstellung der Rasterweite.
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Abbildung 6.25: Feinheit des Zeitrasters → Qualita¨t
6.4 Energieverbrauch
Die Untersuchungen in diesem Abschnitt sollen die Auswirkungen einiger Mo-
delleigenschaften auf den erzielbaren minimalen, erwarteten Energieverbrauch
aufzeigen. Die durchgefu¨hrten Untersuchungen zeigen, wie sich der optimal er-
zielbare, durchschnittliche Energieverbrauch vera¨ndert, wenn Eigenschaften des
Anwendungsgraphen, wie z.B. die Anzahl der Instanzen oder die Anzahl der Me-
thoden je Instanz, vera¨ndert werden. Die Optimierung erfolgte mit dem Verfahren
der anforderungsgetriebenen Dynamischen Programmierung.
6.4.1 Anzahl der Methoden je Instanz
Diese Untersuchung zeigt die Entwicklung des Energieverbrauchs fu¨r Graphen
mit unterschiedlich vielen Methoden je Instanz. Die Anzahl der Methoden je In-
stanz nimmt die Werte 1, 2, 3, 4 und 5 an. Mit dem Graphgenerator wurden 75
Graphen zufa¨llig erzeugt, die je zehn Methoden pro Instanz besitzen. Die Anzahl
der Instanzen lag zwischen 6 und 20 und die Graphen enthielten vier Zusammen-
hangskomponenten. Jede Methode besaß bis zu zehn Ausfu¨hrungsdauern. Der
Prozessor besitzt nur eine Leistungsstufe. Im Modifikationsschritt wird sukzes-
sive, zufa¨llig eine der Methoden mit den la¨ngeren worst-case Ausfu¨hrungszeiten
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entfernt, um die Einplanbarkeit des Graphen zu erhalten. Die Ergebnisse der aus
einem Graphen entstandenen Graphen bleiben dadurch vergleichbar.
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Abbildung 6.26: Anzahl der Methoden je Instanz → Energie
Abbildung 6.26 zeigt, daß der minimale zu erwartende Energieverbrauch durch
die Spezifikation mehrerer Methoden je Instanz gesenkt werden kann. Die Angabe
von mehr als drei Methoden je Instanz bewirkt jedoch nur noch geringe Einspa-
rungen.
6.4.2 Anzahl der Ausfu¨hrungszeiten je Methode
Diese Untersuchung zeigt die Entwicklung des Energieverbrauchs fu¨r Graphen
mit unterschiedlich vielen Ausfu¨hrungszeitspezifikationen je Methode. Die Zahl
der Ausfu¨hrungszeiten je Methode nimmt die Werte 1, 2, 3, 4 und 5 an. Mit dem
Graphgenerator wurden 70 Graphen zufa¨llig erzeugt, die bis zu fu¨nf Ausfu¨hrungs-
zeiten pro Methode besitzen.8 Pro Instanz enthalten die Graphen zehn Metho-
den. Die Anzahl der Instanzen lag zwischen 6 und 20 und die Graphen enthielten
vier Zusammenhangskomponenten. Der Prozessor besitzt nur eine Leistungsstufe.
8Bei worst-case Ausfu¨hrungszeiten kleiner als fu¨nf ist es aufgrund des diskreten Zeitmodells
nicht mo¨glich die geforderte Anzahl zu erreichen.
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Im Modifikationsschritt wurde sukzessive die mittlere der Ausfu¨hrungszeiten ent-
fernt, um die Einplanbarkeit und worst-case Auslastung des Graphen zu erhalten.
Die Ergebnisse der aus einem Graphen entstandenen Graphen bleiben dadurch
vergleichbar.
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Abbildung 6.27: Anzahl der Ausfu¨hrungszeiten je Methode → Energie
Abbildung 6.27 zeigt, daß eine Erho¨hung der Anzahl der Ausfu¨hrungsdauern
auf drei große Energieeinsparungen ermo¨glicht. Bei einer weiteren Verfeinerung
der Spezifikation der Ausfu¨hrungsdauer ergeben sich jedoch nur geringe Einspa-
rungen.
6.4.3 Minimale worst-case Auslastung
Diese Untersuchung zeigt die Entwicklung des Energieverbrauchs fu¨r Graphen
mit unterschiedlicher minimaler worst-case Auslastung. Die Last nimmt die Wer-
te 0.1, 0.2, . . . , 0.9 sowie 0.95 an. Mit dem Graphgenerator wurden 90 Graphen
zufa¨llig erzeugt. Die Anzahl der Instanzen liegt zwischen 6 und 20, jede Instanz
besitzt drei Methoden mit drei Ausfu¨hrungsdauern. Der Prozessor besitzt nur eine
Leistungsstufe. Im Modifikationsschritt wurden die Periodendauern und der Ener-
gieverbrauch pro Zeiteinheit so angepaßt, daß die spezifizierte Last erzielt wurde.
Die Ergebnisse der aus einem Graphen entstandenen Graphen bleiben dadurch
vergleichbar.
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Abbildung 6.28: Minimale worst-case Auslastung → Energie
Abbildung 6.28 zeigt den Anstieg des Energieverbrauchs mit steigender Last.
Da der Prozessor la¨nger im Modus rechnend betrieben werden muß und zusa¨tzlich
weniger oft energiesparende Methoden gewa¨hlt werden ko¨nnen, ist die Steigerung
des Energieverbrauchs u¨berproportional zur Steigerung der Auslastung.
6.4.4 Verha¨ltnis durchschnittliche Ausfu¨hrungsdauer zu worst-
case Ausfu¨hrungsdauer
Diese Untersuchung zeigt die Entwicklung des Energieverbrauchs fu¨r Gra-
phen mit unterschiedlichem Verha¨ltnis von durchschnittlicher Ausfu¨hrungszeit zu
worst-case Ausfu¨hrungszeit. Das Verha¨ltnis nimmt die Werte 0.5, 0.6, 0.7, 0.8, 0.9
sowie 0.95 an. Mit dem Graphgenerator wurden 50 Graphen zufa¨llig erzeugt. Die
Anzahl der Instanzen liegt zwischen 6 und 20, jede Instanz besitzt drei Methoden.
Der Prozessor besitzt nur eine Leistungsstufe. Im Modifikationsschritt wurden fu¨r
jede Methode nur die ku¨rzeste und die la¨ngste Ausfu¨hrungszeit beibehalten und
ihre Wahrscheinlichkeiten so angepaßt, daß der spezifizierte Wert erreicht wurde.
Die Ergebnisse der aus einem Graphen entstandenen Graphen bleiben dadurch
vergleichbar.
Abbildung 6.29 zeigt den Anstieg des Energieverbrauchs bei ha¨ufigerem Auf-
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Abbildung 6.29: Durchschnittliche Ausfu¨hrungszeit/worst-case Ausfu¨hrungszeit
→ Energie
treten der worst-case Ausfu¨hrungsdauer. Ab einem Wert von 0.7 ist der Anstieg
anna¨hernd linear, da der Energieverbrauch linear mit der Zeit in der der Prozessor
rechnet steigt und die Zeit nur noch selten reicht, um energiesparende Methoden
einzuplanen.
6.4.5 Anzahl der Leistungsstufen
Diese Untersuchung zeigt die Entwicklung des Energieverbrauchs fu¨r Graphen
mit unterschiedlich vielen Prozessorleistungsstufen. Der Energieverbrauch wur-
de fu¨r 1, 2, 4 und 8 Leistungsstufen untersucht. Mit dem Graphgenerator wurden
25 Graphen mit jeweils 40 Instanzen zufa¨llig erzeugt, die jeweils aus einer Kette
von datenabha¨ngigen Instanzen bestehen. Jede Instanz besitzt zwei Methoden, die
wiederum bis zu zwei Werte fu¨r die Ausfu¨hrungsdauer entha¨lt. Im Modifikations-
schritt wurde die Anzahl der Leistungsstufen auf den spezifizierten Wert gesetzt.
Die Ergebnisse der aus einem Graphen entstandenen Graphen bleiben dadurch
vergleichbar.
Abbildung 6.30 zeigt einen deutlichen Abfall des Energieverbrauchs bis zu
vier Leistungsstufen. Eine weitere Verdopplung der Anzahl der Leistungsstufen
ermo¨glicht hingegen fast keine zusa¨tzlichen Energieeinsparungen.
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Abbildung 6.30: Anzahl Leistungsstufen → Energie
6.5 Anytime-Profile
Die folgenden Untersuchungen zeigen den Aufwand, der mit den Optimierern
no¨tig ist, um einen bestimmten Bruchteil der maximal erzielbaren Qualita¨t zu er-
reichen. Die Messungen besta¨tigen den angenommenen Verlauf der beiden Vari-
anten des Optimierers. Wa¨hrend bei der anforderungsgetriebenen Dynamischen
Programmierung die Konvergenz anfangs recht langsam verla¨uft, findet der Si-
mulated Annealing Optimierer zu Beginn der Optimierung schnell gute Lo¨sungen
aber er beno¨tigt sehr lange, um faßt optimale Lo¨sungen zu finden. Die Messun-
gen erfolgten mit 65 Graphen bei unterschiedlichen Knotenspeichergro¨ßen. Die
Graphen besitzen vier Methoden je Instanz und bis zu drei Ausfu¨hrungsdauern je
Methode. Die Einplanung erfolgte zuna¨chst mit der anforderungsgetriebenen Dy-
namischen Programmierung, um die maximal erzielbare Qualita¨t fu¨r jeden Gra-
phen zu bestimmen. Bei den anschließenden Einplanungen mit Simulated Anne-
aling wurde die Optimierung beim Erreichen von 95,5% der maximalen Qualita¨t
gestoppt.
Die in diesem Abschnitt enthaltenen Ergebnisse stammen aus der Untersu-
chung der Optimierungsdauer bei unterschiedlichen Knotenspeichergro¨ßen. Ein
Vergleich mit den in den anderen Untersuchungen ermittelten Profilen zeigt je-
doch, daß die hier gezeigten Profile sehr a¨hnlich zu denen aus den anderen Unter-
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suchungen sind.
6.5.1 Anforderungsgetriebene Dynamische Programmierung
Fu¨r die Bestimmung des Optimierungsaufwands wurden jeweils die beno¨tige An-
zahl von Knoten, die Anzahl der Knotenaktualisierungen und die Dauer der Opti-
mierung gemessen. Durch die extremen Maximalwerte der Optimierungsdauer ist
der Verlauf der Durchschnittswerte nur schwer zu erkennen. Fu¨r die Auswertun-
gen wurden daher die Ergebnisse fu¨r die untersuchten Graphen so skaliert, daß die
maximale Knotenzahl, Aktualisierungszahl und Optimierungsdauer jeweils den
Wert 1 erhalten.
Optimierungsdauer f ¤ur Qualit¤atsbruchteile
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Abbildung 6.31: Qualita¨tsbruchteil → Optimierungsdauer in Millisekunden
Abbildung 6.31 zeigt die unskalierten Werte der Optimierungsdauer in Milli-
sekunden. Anhand der Minimal-, Durchschnitts- und Maximalwerte ist deutlich
die hohe Schwankung der absoluten Zeiten zu erkennen.
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Abbildung 6.32: Qualita¨tsbruchteil → erzeugte Knoten
Anzahl der Knoten f¤ur Qualit¤atsbruchteile
In Abbildung 6.32 ist zu sehen, wie sich die Zahl der Knoten entwickelt, die fu¨r
das Erreichen bestimmter Bruchteile der maximal mo¨glichen Qualita¨t no¨tig ist.
Anfangs mu¨ssen fu¨r Qualita¨tssteigerungen relativ viele neue Knoten erzeugt wer-
den. Im weiteren Verlauf der Optimierung ko¨nnen jedoch immer mehr bereits
optimierte Teillo¨sungen wiederverwendet werden, wodurch die die Konvergenz
gegen Ende der Optimierung beschleunigt wird.
Anzahl der Aktualisierungen f¤ur Qualit¤atsbruchteile
Abbildung 6.33 zeigt, wie sich die Zahl der durchgefu¨hrten Knotenaktualisierun-
gen entwickelt, die fu¨r das Erreichen bestimmter Bruchteile der maximal mo¨gli-
chen Qualita¨t no¨tig ist. Da bei der anforderungsgetriebenen Dynamischen Pro-
grammierung nur in etwa eine9 Aktualisierung je erzeugtem Knoten stattfindet,
gleicht der Verlauf des Graphen dem der Knotenanzahl.
9Durch das fu¨r die Auswertung notwendige Monitoring der erreichten Qualita¨t sind zusa¨tzliche
Aktualisierungen notwendig.
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Abbildung 6.33: Qualita¨tsbruchteil → durchgefu¨hrte Aktualisierungen
Skalierte Optimierungsdauer f ¤ur Qualit¤atsbruchteile
In Abbildung 6.34 ist die Entwicklung der Optimierungsdauer fu¨r das Erreichen
bestimmter Qualita¨tsbruchteile aufgezeigt. Da die Anzahl der erzeugten Knoten
ungefa¨hr gleich der Anzahl der Aktualisierungen ist, ist auch die Entwicklung der
Optimierungsdauer sehr a¨hnlich zur Entwicklung der notwendigen Knoten.
6.5.2 Simulated Annealing
Auch bei Simulated Annealing wurden jeweils die beno¨tige Anzahl von Knoten,
die Anzahl der Knotenaktualisierungen und die Dauer der Optimierung gemes-
sen. Durch die ebenfalls extremen Maximalwerte der Optimierungsdauer ist der
Verlauf der Durchschnittswerte auch hier nur schwer zu erkennen. Fu¨r die Aus-
wertungen wurden daher wiederum die Ergebnisse fu¨r die untersuchten Graphen
so skaliert, daß die maximale Knotenzahl, Aktualisierungszahl und Optimierungs-
dauer jeweils den Wert 1 erhalten.
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Abbildung 6.34: Qualita¨tsbruchteil → Optimierungsdauer
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Abbildung 6.35: Qualita¨tsbruchteil → Optimierungsdauer in Millisekunden
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Optimierungsdauer f ¤ur Qualit¤atsbruchteile
Abbildung 6.35 zeigt die unskalierten Werte der Optimierungsdauer in Millise-
kunden. Anhand der Minimal-, Durchschnitts- und Maximalwerte ist deutlich die
hohe Schwankung der absoluten Zeiten zu erkennen.
Anzahl der Knoten f¤ur Qualit¤atsbruchteile
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Abbildung 6.36: Qualita¨tsbruchteil → erzeugte Knoten
In Abbildung 6.36 ist zu sehen, wie sich die Zahl der Knoten entwickelt, die
fu¨r das Erreichen bestimmter Bruchteile der maximal mo¨glichen Qualita¨t no¨tig ist.
Der Verlauf ist hier entgegengesetzt zu dem der anforderungsgetriebenen Dyna-
mischen Programmierung. Aufgrund der zufa¨lligen Abarbeitung des Suchraumes
bei Simulated Annealing ist der die Zahl der fu¨r gute Lo¨sungen beno¨tigten Knoten
relativ gering. Fu¨r das Finden (fast) optimaler Lo¨sungen hingegen steigt die Zahl
der beno¨tigten Knoten sehr stark an, da solche Lo¨sungen nur mit einer geringen
Wahrscheinlichkeit untersucht werden.
Anzahl der Aktualisierungen f¤ur Qualit¤atsbruchteile
Abbildung 6.37 zeigt, wie sich die Zahl der durchgefu¨hrten Knotenaktualisierun-
gen entwickelt, die fu¨r das Erreichen bestimmter Bruchteile der maximal mo¨gli-
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Abbildung 6.37: Qualita¨tsbruchteil → durchgefu¨hrte Aktualisierungen
chen Qualita¨t no¨tig ist. Da bei Simulated Annealing aufgrund der zufa¨lligen A¨nde-
rung von Knoten mehrere Aktualisierungen je erzeugtem Knoten stattfinden, ver-
la¨uft der Graph der Aktualisierungen steiler als der der erzeugten Knoten.
Skalierte Optimierungsdauer f ¤ur Qualit¤atsbruchteile
In Abbildung 6.38 ist die Entwicklung der Optimierungsdauer fu¨r das erreichen
bestimmter Qualita¨tsbruchteile aufgezeigt. Da die Anzahl der erzeugten Knoten
von der Anzahl der Aktualisierungen dominiert wird, ist auch die Entwicklung der
Optimierungsdauer sehr a¨hnlich zur Entwicklung der notwendigen Aktualisierun-
gen.
Die Untersuchung aus [Ram04] zeigt die mo¨glichen Einergieeinsparungen
bei der Erweiterung des Systemmodells um Leistungsstufen, alternative Metho-
den und Ausfu¨hrungszeitverteilungen. Fu¨r die Untersuchung wurden die Durch-
schnittswerte des Energieverbrauchs fu¨r 10 Graphen mit bis zu zwei Methoden je
Instanz und jeweils zwei Ausfu¨hrungsdauern je Methode berechnet und aufgetra-
gen. Die vier Sa¨ulen Methode A stehen fu¨r eine zufa¨llige aber feste Auswahl ei-
ner Methode je Instanz, die Sa¨ulen Methode B fu¨r die feste Auswahl der jeweils
anderen Methode. Bei den Sa¨ulen Methoden A+B blieben beide Methoden im
Systemmodell erhalten. Methode A und Methode B sollen den Einfluß der
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Abbildung 6.38: Qualita¨tsbruchteil → Optimierungsdauer
Methodenauswahl durch den Entwickler einer Anwendung darstellen, wa¨hrend
Methode A+B die automatische, dynamische Auswahl durch den in dieser Ar-
beit entwickelten Optimierer erlaubt. Die Spalte WCET steht fu¨r Systemmodelle
in denen nur jeweils die worst-case Ausfu¨hrungsdauern der Methoden spezifiziert
sind, wa¨hrend die Modelle in den Spalten Verteilung jeweils eine weitere
Ausfu¨hrungsdauer je Methode beinhalten. Die vordere Reihe der Sa¨ulen entha¨lt
Systemmodelle die Prozessoren mit zwei Leistungsstufen besitzen, die hintere
Reihe solche mit nur einer Leistungsstufe.
Abbildung 6.39 zeigt, daß die Einsparungen durch die automatische Metho-
denauswahl immer am gro¨ßten sind. Bei der manuellen Auswahl sind die Einspa-
rungen sehr stark vom Geschick bzw. der Erfahrung des Anwendungsentwicklers
abha¨ngig. Verfeinerungen der Spezifikation der Ausfu¨hrungsdauer fu¨hren nur in
Kombination mit mehreren Leistungsstufen zu Einsparungen. Die Einfu¨hrung ei-
ner zweiten Leistungsstufe ermo¨glicht jedoch immer Energieeinsparungen. Die
gro¨ßten Einsparungen ergeben sich durch die Kombination der automatischen Me-
thodenauswahl mit Ausfu¨hrungszeitverteilungen und mehreren Leistungsstufen.
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Abbildung 6.39: Energieeinsparungen durch erweitertes Modell
6.6 Vergleich mit anderen energiebewußten Schedu-
lern
Die folgenden beiden Untersuchungen vergleichen die Energieeinsparungen an-
derer Arbeiten mit den Einsparungen, die diese Arbeit ermo¨glicht. Die Vergleiche
wurden mit einem Systemmodell durchgefu¨hrt, das zu allen Arbeiten kompatibel
ist, dadurch aber leider relativ einfach gehalten werden mußte. Die Untersuchun-
gen zeigen jedoch, daß der in dieser Arbeit entwickelte Optimierer die Energie-
einsparmo¨glichkeiten optimal ausnutzen kann. Hierbei muß aber erwa¨hnt werden,
daß die anderen Arbeiten teils flexiblere oder unflexiblere Systemmodelle umfas-
sen und sie daher oft als laufzeiteffiziente Heuristiken entwickelt wurden, wa¨hrend
der hier vorgestellte Optimierer sehr viel Zeit fu¨r die Offline-Optimierung beno¨tigt.
Die Ergebnisse des in dieser Arbeit entwickelten Algorithmus - in diesem Ab-
schnitt mit MRDtT bezeichnet - stellen jeweils den berechneten zu erwartenden
Energieverbrauch dar. Die Ergebnisse fu¨r die anderen Arbeiten wurden durch
die Mittelung des gemessenen Energieverbrauchs wa¨hrend mehrerer Simulati-
onsla¨ufe bestimmt.
Abbildung 6.40 zeigt die Entwicklung des Energieverbrauchs bei der Erho¨hung
der Leistungsstufenanzahl des Prozessors. Der Vergleich wurde fu¨r die Algorith-
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Abbildung 6.40: Energieverbrauch bei unterschiedlich vielen Leistungsmodi
men WCST und RVH [LS00], LPFPS [SC99], zEFD [PS01] und MRDtT durch-
gefu¨hrt. Aufgrund der vollsta¨ndigen Optimierung vor der Anwendungsausfu¨hrung
kann der hier vorgestellte Algorithmus MRDtT die Leistungsstufen besser nutzen
als die zum Vergleich herangezogenen Algorithmen.
Abbildung 6.41 zeigt die durchschnittlichen/erwarteten Energieverbra¨uche fu¨r
die Algorithmen WCST [LS00], LPFPS [SC99], RVH [LS00], sRM [PS01], sEDF
[PS01], dRM [PS01], dEDF [PS01], zEDF [PS01] und MRDtT. Auch hier ist die
optimale Energieeinsparung durch die Offline-Optimierung bei MRDtT zu erken-
nen.
Ein Vergleich mit den Design-to-time-Schedulern von Decker, Garvey und
Lesser [Dec96, GL93, GL96, GL95] war aufgrund der nicht zuga¨nglichen Imple-
mentierung und der fu¨r eine Nachimplementierung zu ungenauen Dokumentation
leider nicht mo¨glich.
6.7 Bewertung der Untersuchungen
Die Untersuchungen haben die positiven Auswirkungen der Zusammenfu¨hrung
der Modelle mit nicht-deterministischen Ausfu¨hrungszeiten, Methodenauswahl
und diskreten Leistungsstufen auf die qualita¨ts- und energiebewußte Einplanung
von harten Echtzeitanwendungen gezeigt. Bei der Modellierung von Anwendun-
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Abbildung 6.41: Energieverbrauch verschiedener Scheduling-Verfahren
gen ist es ausreichend, nur etwa drei Methoden je Instanz, drei Ausfu¨hrungsdauern
je Methode und bis zu vier Leistungsstufen zu verwenden. Diese Werte schra¨nken
die Optimierungsdauer stark ein und liefern dennoch fast optimale Resultate.
Die erwarteten Auswirkungen der Modelleigenschaften konnten durch die Un-
tersuchungen zur Optimierungsdauer gestu¨tzt werden. Auch der grundlegende
Verlauf der Optimierung (Anytime-Profil) bei den beiden Optimierungsalgorith-
men anforderungsgetriebene Dynamische Programmierung und Simulated Anne-
aling wurde besta¨tigt. Die anforderungsgetriebene Dynamische Programmierung
konvergiert anfangs langsam gegen eine optimale Lo¨sung, weil in diesem Sta-
dium noch viele Teilprobleme nicht optimal gelo¨st sind. Gegen Ende der Opti-
mierung wird die Konvergenz jedoch durch die bereits optimierten Teillo¨sungen
beschleunigt. Das gegenteilige Verhalten zeigt der Simulated Annealing-Ansatz.
Hier werden durch die zufa¨llige Durchwanderung des Suchraumes bereits fru¨h gu-
te Lo¨sungen gefunden, aber die Konvergenzgeschwindigkeit sinkt im Verlauf der
Optimierung. Die ermittelten absoluten Optimierungsdauern fu¨r die untersuchten
Graphen legen den Einsatz der anforderungsgetriebenen Dynamischen Program-
mierung fu¨r Graphen mit weniger als 200 Instanzen und vielen Datenabha¨ngig-
keiten nahe, bei gro¨ßeren Graphen bietet das Simulated Annealing-Verfahren auf-
grund der anfangs ho¨heren Konvergenz Vorteile.
Kapitel 7
Zusammenfassung
Die Arbeit befaßt sich mit der energie- und qualita¨tsbewußten Einplanung von
Echtzeitanwendungen in eingebetteten Systemen. Sie stellt eine Zusammenfu¨h-
rung eines auf mehreren diskreten Leistungsstufen basierenden Prozessormodells
mit dem Design-to-time-Modell in einer um diskrete Laufzeitverteilungen erwei-
terten Form vor. Das Modell umfaßt periodische Prozesse mit Datenabha¨ngigkei-
ten, Bereitzeiten und Fristen. Fu¨r jeden Prozeß ko¨nnen mehrere alternative Me-
thoden angegeben werden, die sich hinsichtlich ihrer Ausfu¨hrungszeitverteilun-
gen und der von ihnen gelieferten Qualita¨t oder verbrauchten Energie unterschei-
den. Fu¨r die beiden Optimierungsziele der Minimierung des durchschnittlichen
Energieverbrauchs und der durchschnittlich gelieferten Qualita¨t eines zula¨ssigen
Schedules wurde ein modular aufgebauter Optimierungsalgorithmus entwickelt,
der die Eigenschaften eines Anytime-Algorithmus besitzt, d.h. er liefert eine Fol-
ge von besser werdenden Lo¨sungen und er kann jederzeit abgebrochen werden,
wobei dann die beste bis dahin berechnete Lo¨sung verfu¨gbar ist.
Die energiebewußte Einplanung nutzt mehrere Mo¨glichkeiten zur Energie-
einsparung. Durch das vorgestellte Modell werden erwartete Ausfu¨hrungszeit-
schwankungen bereits wa¨hrend der statischen Optimierung beru¨cksichtigt und
genutzt. Ebenso ko¨nnen unterschiedliche Implementierungen fu¨r einen Prozeß
spezifiziert werden, die aufgrund unterschiedlichen Zeit- und Energiebedarfs fu¨r
Einsparungen genutzt werden ko¨nnen. Auch die Mo¨glichkeit weniger Energie
zu verbrauchen, indem der Prozessor in eine niedrigere Leistungsstufe versetzt
wird, wird genutzt. Bei der qualita¨tsbewußten Einplanung werden die modellier-
ten Ausfu¨hrungszeitschwankungen und die von den modellierten Methoden ge-
lieferten unterschiedlichen Qualita¨ten genutzt, um die durchschnittliche gelieferte
Qualita¨t zu verbessern.
Die komplexe, zeit- und energieintensive Optimierung erfolgt nur einmal vor
der Ausfu¨hrung der Anwendung und sie kann auf jedem Java-fa¨higen Rechner
durchgefu¨hrt werden. Sie ist daher nicht an die Rechenleistung und den Energie-
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vorrat des Zielsystems gebunden.
Die Architektur des Optimierers erlaubt die Verwendung anderer energie- und
qualita¨tsbewußter Schedulingalgorithmen als Lotsen. Die Initiallo¨sung entspricht
dann den von diesem Algorithmen erzeugten Schedules, sie kann jedoch weiter
optimiert werden und der minimale, der zu erwartende und der maximale Ziel-
funktionswert sind bereits vor der Anwendungsausfu¨hrung bekannt. Fu¨r die Op-
timierung der Bedingungsgraphen stehen eine auf Dynamischer Programmierung
und eine auf Simulated Annealing basierende Variante zur Verfu¨gung. Die erste
Variante bietet eine deterministische Suche nach einem optimalen Bedingungs-
graphen und aufgrund der vollsta¨ndigen Abarbeitung des Suchraumes verifiziert
sie auch die globale Optimalita¨t der gelieferten Lo¨sung. Neben ihrer Anwendung
auf gema¨ßigt komplexe Anwendungsmodelle dienen die von ihr gefundenen Er-
gebnisse als Referenzwerte bei Benchmarks zur Bewertung der zweiten Varian-
te. Simulated Annealing ist aufgrund der probabilistischen Suchreihenfolge dar-
auf ausgerichtet fu¨r komplexe Anwendungsmodelle schnell gute Bedingungsgra-
phen zu liefern. Das Auffinden einer optimalen Lo¨sung hingegen kann nur mit
Wahrscheinlichkeit 1 bei unendlicher Laufzeit garantiert werden. Beide Varian-
ten werden durch den Knotenspeicher unterstu¨tzt, der die Verwaltung der Kno-
ten der Bedingungsgraphen u¨bernimmt. Er speichert automatisch die besten ge-
fundenen Teillo¨sungen, die jederzeit angefordert werden ko¨nnen, und stellt da-
durch die Anytime-Funktionalita¨t zu Verfu¨gung. Das Zusammenfu¨hren der besten
Teillo¨sungen beschleunigt die Konvergenz des Simulated Annealing Verfahrens.
Die statische Optimierung der Bedingungsgraphen erlaubt die Implementie-
rung eines sehr effizienten, dynamischen Schedulers. Der Scheduler interpretiert
den Bedingungsgraphen zur Laufzeit mit vernachla¨ssigbarem bzw. wa¨hrend der
Optimierung beru¨cksichtigtem Zeit- und Energieaufwand.
Die an Zufallsanwendungsmodellen durchgefu¨hrten Untersuchungen zeigen,
das bei der energiebewußten Einplanung alle drei im Modell enthaltenen Effek-
te Einsparungen ermo¨glichen. Die gro¨ßten Einsparungen werden erzielt, wenn
alle Effekte gemeinsam genutzt werden. Ebenso kann durch die Modellierung
der nicht-deterministischen Ausfu¨hrungszeiten und durch die dynamische Metho-
denauswahl die Qualita¨t gesteigert werden, die von einer qualita¨tsbewußten An-
wendung unter vorgegebenen Zeitbedingungen geliefert wird. Die Experimente
besta¨tigen den berechneten Verlauf des Optimierungsaufwandes durch variierende
Modelleigenschaften, wie etwa Anzahl der Instanzen oder Anzahl der Zusammen-
hangskomponenten. Auch zeigen die Untersuchungen, daß es bei den vom An-
wendungsentwickler beeinflußbaren Modelleigenschaften Anzahl der Methoden
je Instanz, Anzahl der Ausfu¨hrungsdauern je Methode und Anzahl der Leistungs-
stufen ausreicht etwa drei Werte zu spezifizieren, um fast optimale Ergebnisse zu
erhalten und die Optimierungsdauer zu verringern.
Der vorgestellte zweiphasige Algorithmus ist durch die Abtrennung der auf-
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wendigen Optimierung von der dynamischen Einplanung besonders fu¨r eingebet-
tete Echtzeitsysteme geeignet, bei denen es auf die effiziente Nutzung der Res-
sourcen Rechenleistung und Energie ankommt. Das Konzept der flexiblen Sche-
dules ermo¨glicht die Implementierung eines dynamischen Schedulers, dessen Zeit
und Energiebedarf bereits bei der Optimierung der Anwendung beru¨cksichtigt
werden kann. Aufgrund der Modellierung der nicht-deterministischen Ausfu¨h-
rungszeiten der Methoden kann er jedoch trotz statischer Optimierung die ge-
wonnene Flexibilita¨t zur Steigerung der erzielten Qualita¨t oder zur Verringerung
der beno¨tigten Energie ausnutzen.
Die Praktikabilita¨t des zweiteiligen Ansatzes der statischen Optimierung und
der dynamischen Einplanung wurde in einer Fallstudie mit Fußball spielenden
Robotern gezeigt (siehe Anhang A). Dazu wurde die existierende Software mo-
delliert und es wurde ein Werkzeug entwickelt, um die Ausfu¨hrungszeiten der
implementierten Methoden einfach messen zu ko¨nnen. Die Roboteranwendung
wird als einzige Echtzeittask in einem mit RTAI um Echtzeitfa¨higkeiten erwei-
terten Linuxsystem ausgefu¨hrt. Die Anwendung erha¨lt dadurch wa¨hrend ihrer
Ausfu¨hrung exklusiven Zugriff auf den Prozessor und sie fu¨hrt das Scheduling
der internen Prozesse selbst aus. Anhang B entha¨lt eine Erweiterung der Bedin-
gungsgraphen fu¨r die Einplanung auf Mehrprozessorsystemen. Anhang C stellt
den theoretischen Zusammenhang zwischen der Taktfrequenz und dem Leistungs-
verbrauch bei CMOS-Schaltungen vor, und Anhang D zeigt, wie die mo¨gliche
Qualita¨t bzw. der mo¨gliche Energieverbrauch eines Systemmodells mit CPLEX
abgescha¨tzt werden ko¨nnen. Die Anha¨nge E und F beschreiben die Integration
der hier vorgestellten Algorithmen in das am Lehrstuhl fu¨r Rechnerstrukturen ent-
wickelte Framework PASCHA.
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Anhang A
Fallstudie RoboCup
Die Praktikabilita¨t des hier vorgestellten Ansatzes wird durch den Einsatz im Pro-
jektstudium ”RoboCup“ gezeigt. Das Kapitel beginnt mit einem Abschnitt u¨ber
den fu¨r diese Fallstudie verwendeten Ablauf zur Datengewinnung, Optimierung
und dem Einsatz des Algorithmus. Der zweite Abschnitt entha¨lt Details u¨ber die
entwickelte qualita¨tsbewußte Anwendung.
A.1 Allgemeiner Ablauf
Das in diesem Rahmen entwickelte, einfache Werkzeug [RCH04] hat auch das
Ziel, die Akzeptanz und Anwendbarkeit des Algorithmus in folgenden Projekt-
studien zu erleichtern und zu fo¨rdern. Fu¨r Projekte, bei denen die Hardware noch
nicht festgelegt ist, oder bei denen die Methodenlaufzeiten nicht gemessen wer-
den ko¨nnen, ist der hier vorgestellte Ansatz nicht einsetzbar. In solchen Fa¨llen
ko¨nnen Werkzeuge wie z.B. [MCKT04] oder [SE04] verwendet werden, um die
beno¨tigten Daten zu bestimmen.
Die Ziele fu¨r das in dieser Fallstudie verwendete Werkzeug waren:
1. einfache, wahlweise graphisch unterstu¨tzte Modellierung der Anwendung
2. Vorgabe geeigneter Standardparameter fu¨r den Optimierer, bzw. leichte,
versta¨ndliche Parametrisierbarkeit
3. Automatisierung des Optimiervorganges
4. Verwendung eines flexiblen, etablierten Eingabeformates
5. Plattformunabha¨ngigkeit des Werkzeugs, d.h. kein Zwang die Optimierung
auf der Zielplattform berechnen zu lassen
6. Erweiterbarkeit auf andere Betriebssysteme
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7. Unterstu¨tzung bei der Ermittlung der beno¨tigten Meßwerte
Voraussetzung (1) wird durch die wahlweise Modellierung der Anwendung
mit einer XML-Datei (4) oder mit Hilfe des graphischen Editors aus dem Rah-
menwerk PASCHA (siehe Anhang E) erfu¨llt. Die Parameter des Optimierers (2)
wurden so eingestellt, daß sie fu¨r viele Anwendungen geeignet sind. Der Opti-
mierungsvorgang wurde aus dem Rahmenwerk PASCHA extrahiert und in ein
eigenes Programm, das mit neueren Versionen des Optimierers aktualisiert wer-
den kann, gekapselt (3). Es ist in Java implementiert, um auf vielen Systemen (5)
einsetzbar zu sein, und es erzeugt u¨bersetzbaren Quelltext fu¨r das ausgewa¨hlte
Echtzeitbetriebssystem. Die fu¨r die Quelltexterzeugung no¨tigen Dateien wurden
fu¨r das Betriebssystem Linux mit der Echtzeiterweiterung RTAI bereits erstellt.
Fu¨r den Einsatz anderer Betriebssysteme sind diese Dateien, die z.B. die systems-
pezifischen Anweisungen fu¨r die Allokation von Hauptspeicher enthalten, neu zu
erstellen (6). Einer der wichtigsten Punkte ist jedoch die Unterstu¨tzung des Ent-
wicklers bei der Gewinnung der beno¨tigten Meßwerte (7). Ohne Automatisierung
ist der Aufwand hierfu¨r beachtlich, weil die Messungen sowohl fu¨r neue Algorith-
men, die in der Anwendung eingesetzt werden, als auch bei jeder A¨nderung der
Implementierung eines solchen Algorithmus erneut durchgefu¨hrt werden mu¨ssen.
A.1.1 Modellbildung
Abbildung A.1 zeigt das Datenflußdiagramm des Werkzeuges. Fu¨r die Bildung
des Anwendungsmodells wird der a¨ußere Zyklus (gestrichelt) des Datenflußdia-
gramms durchlaufen.
Der Anwendungsentwickler erstellt eine Konguration im XML-Format, die
Informationen u¨ber die in der Anwendung enthaltenen Prozesse, deren Echtzeit-
bedingungen und die fu¨r sie verwendbaren Methoden beinhaltet. Abbildung A.2
zeigt einen Ausschnitt einer Konfigurationsdatei.
Die Schlu¨sselworte <RNT>...</RNT> umschließen die Spezifikation eines
periodischen Prozesses. Sie entha¨lt
• seinen Namen <Name>...</Name>,
• die Periodendauer <Period>...</Period>,
• seine Bereitzeit <ReleaseTime>...</ReleaseTime>,
• seine Frist <Deadline>...</Deadline>,
• seine Datenabha¨ngigkeiten <Dependency>...</Dependency>
• und die verwendbaren Methoden <RNM>...</RNM>.
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Abbildung A.1: Datenflußdiagramm des Werkzeuges fu¨r die Anwendungsopti-
mierung
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Die Spezifikationen von Methoden enthalten
• ihren Namen <Name>...</Name>,
• die von ihnen gelieferte Qualita¨t <Quality>...</Quality>
• sowie den Quelltext fu¨r ihren Aufruf <CallCode>...</CallCode>.
Eine weitere Mo¨glichkeit zur Spezifikation einer Anwendung ist die Verwen-
dung von PASCHA-Taskgraphen anstatt der Konfigurationsdatei, die mit dem gra-
phischen Editor des PASCHA-Rahmenwerks erstellt und gea¨ndert werden ko¨nnen.
Im Rahmen der Fallstudie und fu¨r den Prototypen des Werkzeugs ist jedoch die di-
rekte Erstellung der Konfiguration vorteilhaft, da dies mit einem einfachen Texte-
ditor bewerkstelligt werden kann, der auf jedem Rechner verfu¨gbar ist und A¨nde-
rungen nur selten vorzunehmen sind.
Falls fu¨r einige im Modell enthaltenen Methoden noch keine Ausfu¨hrungs-
zeitverteilungen existieren, muß der Anwendungsentwickler fu¨r alle Prozesse oh-
ne eingehende Datenabha¨ngigkeiten Beispieldaten angeben, um die automatische
Messung der Verteilungen zu ermo¨glichen. Falls die Anwendung auf einem Be-
triebssystem ausgefu¨hrt werden soll fu¨r das noch keine Datei mit dem betriebssy-
stemspezischen Quelltext existiert, muß der Anwendungsentwickler auch diese
erstellen.
Anschließend startet er das Werkzeug, das die nun folgenden Schritte au-
tomatisch durchfu¨hrt (Abbildung A.1). Die Konfiguration wird in ein internes
Format, das die Daten zu den Prozessen und Methoden entha¨lt, und in den In-
itialisierungsquelltext und eine Verzeichnisbibliothek, die die Pfade zu den Im-
plementierungen der Methoden, aufgetrennt. Der Taskgraph-Generator wandelt
das interne Datenformat in einen PASCHA-Taskgraphen ohne Ausfu¨hrungszeit-
informationen um. Aus diesem Graph generiert das Werkzeug einen Reihenfol-
gegraph (Topologie) fu¨r die einzuplanenden Prozeßinstanzen, aus der dann durch
den Hauptprogrammgenerator zusammen mit den anderen bereits erzeugten Da-
teien eine initiale Main-Methode (z.B. C-Code) erstellt wird. Die initiale Main-
Methode wird u¨bersetzt und mit den vom Benutzer spezifizierten Beispieldaten
auf dem Zielsystem ausgefu¨hrt. Wa¨hrend dieser Ausfu¨hrung wird eine neue Mes-
sung der Ausfu¨hrungszeiten der Methoden durchgefu¨hrt. Die Messung beginnt
mit der Ausfu¨hrung der Prozesse, die Datenquellen sind, und fu¨hrt dazu alle fu¨r
diese Prozesse verwendbaren Methoden aus. Die Ergebnisse, die die Methoden
liefern, dienen als Eingabe fu¨r die noch nicht gemessenen Prozesse. Die ermit-
telten Ausf¤uhrungszeitdaten werden vom Merger gespeichert und schließlich vom
Taskgraph-Generator zum PASCHA-Taskgraph hinzugefu¨gt.
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<Configuration>
<IncludeDir>
<Dir>/usr/include/qt</Dir>
</IncludeDir>
<HeaderFile>
<File>robot.h</File>
</HeaderFile>
<LibFile>
<File>-lqt-mt</File>
</LibFile>
<InitCode></InitCode>
<CommandLine>
<Argument>src/config/heulsuse.xml</Argument>
</CommandLine>
<TaskStructure>
<RNT>
<Name>SeedSearch</Name>
<Period>400</Period>
<ReleaseTime>0</ReleaseTime>
<RNM>
<Name>getSkipSeedSearch</Name>
<Quality>10</Quality>
<CallCode>SkipSeedSearch(img);</CallCode>
</RNM>
<RNM>
<Name>getStandardSeedSearch</Name>
<Quality>10</Quality>
<CallCode>standardSeedSearch(img);</CallCode>
</RNM>
<RNM>
...
</RNM>
<RDD>
<Dependency>Grabber</Dependency>
</RDD>
</RNT>
<RNT>
...
</RNT>
</TaskStructure>
</Configuration>
Abbildung A.2: Konfiguration der Bestandteile einer Anwendung
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Abbildung A.3: RoboCup-Roboter im Spielfeld
A.1.2 Anwendungsoptimierung und Modellverfeinerung
Der angereicherte Taskgraph kann dann mit dem DTT-Optimierer eingeplant wer-
den und analog zum ersten Durchlauf wird daraus eine optimierte Main-Methode
erstellt. Da auch die daraus generierte Anwendung Ausfu¨hrungszeitdaten liefern
kann, ist es mo¨glich den Zyklus o¨fter zu durchlaufen, um so die gewonnenen
Informationen fu¨r eine bessere Anna¨herung an das tatsa¨chliche Verhalten der Pro-
zesse zu ermo¨glichen. Da alle Methoden ohne Unterbrechung ausgefu¨hrt werden,
kann die Messung der Ausfu¨hrungszeiten in der Main-Methode implementiert
werden. Eine Anpassung des Methodenquelltextes fu¨r die Laufzeitmessung ist
daher nicht no¨tig.
A.2 RoboCup-Anwendung
Die Beispielanwendung zum Thema ”RoboCup“
1 wurde von Studenten im Rah-
men einer Projektarbeit erstellt. Bei RoboCup geht es darum, Roboter zu ent-
wickeln, die autonom Fußball spielen. Jeder Roboter verfu¨gt u¨ber zahlreiche Sen-
soren, wie etwa eine Kamera oder Sonarsensoren, und muß sich aufgrund der
durch diese gewonnenen Informationen auf dem Spielfeld zurechtfinden. Die in
den Robotern eingebetteten Rechner verfu¨gen u¨ber 128 MB Speicher und einen
AMD K6-2 Prozessor mit einer festen Taktfrequenz von 400MHz. Die Ansteue-
rung der Roboter erfolgt u¨ber eine serielle Schnittstelle, u¨ber die auch Sensorda-
ten der Odometrie und des Sonars empfangen werden. Die von der Kamera auf-
1www.robocup.org
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genommenen Bilder werden mit einem PC-104+-Framegrabber digitalisiert, der
auf der EBX-Hautplatine montiert ist. Als Betriebssystem kommt Linux mit der
Echtzeiterweiterung RTAI zum Einsatz. Abbildung A.3 zeigt einen unserer Robo-
ter und einen Teil des Spielfeldes. Ziel war es, die Entwickler von der Auswahl
der zahlreichen Methoden zu entlasten und den bisher verwendeten statischen Ab-
laufplan der Prozesse durch den in dieser Arbeit vorgestellten qualita¨tsbewußten,
dynamischen Echtzeitscheduler zu ersetzen. Die Zielfunktion bei der Optimierung
des Schedules ist die Qualita¨tsmaximierung der Anwendung, da eine Energiemini-
mierung der Anwendung aufgrund der festen Taktfrequenz des Prozessors und des
sehr hohen Energieverbrauchs der Hardware keinen signifikanten Nutzen bringt.
A.2.1 Modellierung
Das in C/C++ implementierte Programm wurde zur Verwendung des in dieser
Arbeit verwendeten Modells umstrukturiert. Alle Methoden wurden auf parame-
terlose Signaturen umgestellt. Der Datenaustausch erfolgt u¨ber gemeinsame Da-
tenobjekte. Die Gu¨ltigkeit der Objekte wird durch den Optimierer, der die spezi-
fizierten Datenabha¨ngigkeiten beru¨cksichtigt, und durch die nicht-unterbrechbare
Ausfu¨hrung der Methoden automatisch gewa¨hrleistet. Der urspru¨ngliche Quell-
text wurde an mehreren Stellen aufgetrennt, um die einzelnen Teilprozesse des
Projekts zu erzeugen.
Abbildung A.4 zeigt das derzeitige Datenflußmodell der RoboCup-Anwendung,
die aus 21 Prozessen und 24 Methoden besteht. Zu Beginn jeder Hyperperiode
verarbeitet die Anwendung zuna¨chst die von der Hardware gelieferten Sensor-
daten. Anschließend werden die berechneten Daten, wie etwa Roboter-, Gegner-
und Ballposition, in das Weltmodell des Roboters eingetragen und mit Methoden
der Ku¨nstlichen Intelligenz ausgewertet. Am Ende der Hyperperiode sendet die
Anwendung die berechneten Aktionen an die Aktoren des Roboters und ande-
re Mitspieler. Alle Prozesse werden periodisch mit einer Periodendauer von 210
Millisekunden ausgefu¨hrt. Die Ausfu¨hrung der Prozesse erfolgt in sechs Stufen:
1. Einlesen des Kamerabildes und der Sonar- und Odometriedaten
2. Vorverarbeitung der Sensordaten
3. Verarbeitung der Sensordaten mit verschiedenen Algorithmen
• Hinderniserkennung
• Roboterpositionsbestimmung
• Gegnererkennung
• Ballsuche
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Abbildung A.4: Datenflußmodell der RoboCup-Anwendung
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4. Fusion der von der Datenverarbeitung gelieferten Daten
5. Aktualisierung des Weltmodells und Auswertung des Weltmodells
6. Ansteuern der Aktoren und Netzwerkkommunikation
Fu¨r die Bestimmung von Farbu¨berga¨ngen im Kamerabild (SeedSearch) ste-
hen die drei Methoden getSkipSeedSearch, getStandardSeedSearch und getWin-
dowSeedsearch mit unterschiedlichem Zeitbedarf und unterschiedlicher Qualita¨t
zur Verfu¨gung. Fu¨r den Prozeß BallFinder, dessen Aufgabe das Finden des Bal-
les im Kamerabild ist, kann eine einfache Farbschwerpunktmethode (getColor-
WeightBallFinder) mit geringem Zeitbedarf und geringer Genauigkeit, oder eine
zuverla¨ssigere, langsamere mit Farbclustern arbeitende Methode (getClusterBall-
Finder) eingesetzt werden.
A.2.2 Initiale Messung der Methodenlaufzeiten
Fu¨r die Einplanung der Prozesse mu¨ssen die Ausfu¨hrungszeitverteilungen aller
verwendbaren Methoden bekannt sein. Da eine formale Analyse oder Abscha¨t-
zung aufgrund der Komplexita¨t und der sta¨ndigen A¨nderungen der Implementie-
rung nicht in angemessener Zeit durchfu¨hrbar ist, werden die Verteilungen gemes-
sen. Um diese Messungen durchzufu¨hren, mu¨ssen die von den Methoden jeweils
beno¨tigten Eingabedaten zur Verfu¨gung stehen. Das hier vorgestellte Werkzeug
erfordert jedoch nur, daß Testeingabedaten fu¨r alle Methoden, die zu Quellpro-
zessen der Anwendung geho¨ren, spezifiziert werden. Anschließend fu¨hrt es diese
Methoden aus, speichert die berechneten Ausgaben und verwendet sie als Einga-
be fu¨r die Nachfolgeprozesse. In der Anwendung RoboCup bestehen die Eingaben
fu¨r die Quellmethoden z.B. aus gespeicherten Bildern oder aus vom Simulator ge-
lieferten Daten. Tabelle A.1 zeigt die gemessenen Ausfu¨hrungszeiten der Metho-
den in Millisekunden und die Ha¨ufigkeit ihres Auftretens. Bei Eintra¨gen mit der
Ausfu¨hrungszeit 0 ms handelt es sich um La¨ufe, deren Ausfu¨hrungsdauer unter
der Meßgenauigkeit von einer Millisekunde liegt.
A.2.3 Optimierung
Sobald der Taskgraph-Generator aus der geparsten Konfiguration und den gemes-
senen Ausfu¨hrungszeiten das Systemmodell im PASCHA-Format erstellt hat, be-
ginnt die Optimierung. Der Hauptprogrammgenerator liest den vom Optimierer
erzeugten Bedingungsgraphen ein, und er erzeugt daraus zusammen mit dem be-
triebssystemspezifischen Kode die Main-Methode der Anwendung, die den dyna-
mischen Scheduler entha¨lt. Wa¨hrend der Ausfu¨hrung der Main-Methode ko¨nnen
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- <ProfileData>
- <Method id="1">
<Profile duration="0">147</Profile>
</Method>
- <Method id="2">
<Profile duration="0">147</Profile>
</Method>
- <Method id="3">
<Profile duration="0">147</Profile>
</Method>
- <Method id="4">
<Profile duration="0">147</Profile>
</Method>
- <Method id="5">
<Profile duration="0">21</Profile>
<Profile duration="5">1</Profile>
<Profile duration="7">1</Profile>
<Profile duration="8">1</Profile>
<Profile duration="11">1</Profile>
<Profile duration="16">2</Profile>
<Profile duration="18">2</Profile>
<Profile duration="20">1</Profile>
<Profile duration="24">2</Profile>
<Profile duration="26">1</Profile>
<Profile duration="30">1</Profile>
<Profile duration="32">1</Profile>
<Profile duration="34">1</Profile>
<Profile duration="35">1</Profile>
<Profile duration="39">1</Profile>
<Profile duration="40">1</Profile>
<Profile duration="45">1</Profile>
<Profile duration="48">2</Profile>
<Profile duration="49">79</Profile>
<Profile duration="50">26</Profile>
</Method>
- <Method id="6">
<Profile duration="0">147</Profile>
</Method>
- <Method id="7">
<Profile duration="0">147</Profile>
</Method>
- <Method id="8">
<Profile duration="0">147</Profile>
</Method>
- <Method id="9">
<Profile duration="0">146</Profile>
<Profile duration="1">1</Profile>
</Method>
- <Method id="10">
<Profile duration="0">147</Profile>
</Method>
- <Method id="11">
<Profile duration="0">147</Profile>
</Method>
- <Method id="12">
<Profile duration="0">147</Profile>
</Method>
- <Method id="13">
<Profile duration="0">21</Profile>
<Profile duration="76">1</Profile>
<Profile duration="79">104</Profile>
<Profile duration="80">1</Profile>
<Profile duration="81">2</Profile>
<Profile duration="91">9</Profile>
<Profile duration="100">1</Profile>
<Profile duration="101">1</Profile>
<Profile duration="102">1</Profile>
<Profile duration="107">1</Profile>
<Profile duration="109">1</Profile>
<Profile duration="111">1</Profile>
<Profile duration="112">1</Profile>
<Profile duration="116">1</Profile>
<Profile duration="117">1</Profile>
</Method>
- <Method id="14">
<Profile duration="17">9</Profile>
<Profile duration="18">55</Profile>
<Profile duration="19">62</Profile>
<Profile duration="20">13</Profile>
<Profile duration="21">7</Profile>
<Profile duration="22">1</Profile>
</Method>
- <Method id="15">
<Profile duration="26">62</Profile>
<Profile duration="27">79</Profile>
<Profile duration="28">6</Profile>
</Method>
- <Method id="16">
<Profile duration="119">3</Profile>
<Profile duration="120">18</Profile>
<Profile duration="121">55</Profile>
<Profile duration="122">51</Profile>
<Profile duration="123">19</Profile>
<Profile duration="124">1</Profile>
</Method>
- <Method id="17">
<Profile duration="1">147</Profile>
</Method>
- <Method id="18">
<Profile duration="0">146</Profile>
<Profile duration="1">1</Profile>
</Method>
- <Method id="19">
<Profile duration="0">147</Profile>
</Method>
- <Method id="20">
<Profile duration="0">147</Profile>
</Method>
- <Method id="21">
<Profile duration="0">147</Profile>
</Method>
- <Method id="22">
<Profile duration="0">147</Profile>
</Method>
- <Method id="23">
<Profile duration="2">134</Profile>
<Profile duration="3">13</Profile>
</Method>
- <Method id="24">
<Profile duration="0">147</Profile>
</Method>
</ProfileData>
Tabelle A.1: Gemessene Ausfu¨hrungszeiten der Methoden
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erneut Ausfu¨hrungszeiten gemessen werden, und der Optimierungszyklus kann
zur Verfeinerung des Bedingungsgraphen beliebig oft wiederholt werden.
Abbildung A.5 zeigt den initialen Schedule der RoboCup-Anwendung. Die
Periodendauer der Prozesse wurde aufgrund der Ausfu¨hrungsdauern2 der Me-
thoden auf 210 Millisekunden festgelegt. Der Schedule zeigt, daß in Abha¨ngig-
keit von der Ausfu¨hrungsdauer der vier zu Beginn eingeplanten Prozesse unter-
schiedliche Methoden fu¨r die Suche nach Farbu¨berga¨ngen (SeedSearch) im Vi-
deobild eingesetzt werden. Wenn mehr Zeit zur Verfu¨gung steht, wird die Me-
thode getStandardSeedSearch verwendet, ansonsten die schnellere getSkipSeed-
Search-Methode. Fu¨r die Suche des Balls (Prozeß BallFinder) wird immer die
bessere Methode getClusterBallFinder eingesetzt.
A.2.4 Ausfu¨hrung der Zielanwendung
Abbildung A.6 zeigt einen groben U¨berblick der Architektur des Linux/RTAI-
Systems. Durch die RTAI-Erweiterung (Mikrokernel) wird der Linux-Kernel un-
terbrechbar gemacht, indem eine Software-Schicht (hardware abstraction layer)
eingefu¨hrt wird, die alle Hardware-Interrupts verwaltet und zu passenden Zeit-
punkten an den Standard-Kernel weiterleitet. Der Linux-Kernel wird als niedrig
priorisierter Prozeß im Mikro-Kernel ausgefu¨hrt, wa¨hrend alle Echtzeitprozesse
als Kernelmodule implementiert werden, die entsprechen ihrer Dringlichkeit mit
ho¨herer Priorita¨t ausgefu¨hrt werden. Durch diese Vorgehensweise ist sicherge-
stellt, daß Echtzeitprozesse nicht durch den Standard-Kernel oder im Benutzerbe-
reich ablaufende Prozesse unterbrochen werden.
Durch das LXRT-Modul ermo¨glicht die RTAI-Erweiterung die Implementie-
rung von Echtzeitprozessen in der Programmiersprache C++ im Benutzerbereich.
Fu¨r harte Echtzeitprozesse ist dabei zu beachten, daß keine API-Aufrufe verwen-
det werden du¨rfen, die den Standard-Kernel aufrufen.
Abbilding A.7 zeigt den Quelltext der no¨tig ist, um einen RTAI-Echtzeitprozeß
zu erzeugen. In den Zeilen (1) bis (8) wird eine Prozeßstruktur definiert und
als Scheduler wird ein FIFO-Scheduler angelegt (first-in-first-out). Anschließend
wird in den Zeilen 9 bis 14 die RoboCup-Anwendung geladen und schließlich als
einziger Echtzeitprozeß gestartet.
Abbildung A.8 zeigt den Quelltext der Main-Methode der RoboCup-Anwen-
dung, die den anwendungsinternen Dispatcher implementiert.3 Da die RoboCup-
2Ausfu¨hrungsdauern von null Millisekunden wurden fu¨r die Optimierung auf eine Millisekun-
de erho¨ht.
3In der Prototypimplementierung des Werkzeuges werden die Bedingungsgraphen in Ba¨ume
umgewandelt und im XML-Format gespeichert. Dies ist im Fall der RoboCup-Anwendung ak-
zeptabel, da das Anwendungsmodell und der aus der Umwandlung entstehende Bedingungsbaum
klein genug sind, um im Hauptspeicher gehalten werden zu ko¨nnen. Fu¨r andere, gro¨ßere An-
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Abbildung A.5: Initialer Schedule der RoboCup-Anwendung
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Abbildung A.6: Architektur der Echtzeiterweiterung RTAI fu¨r Linux
(1) RT_TASK* mytask = 0;
(2) struct sched_param mysched;
(3) mysched.sched_priority=
(4) sched_get_priority_max(SCHED_FIFO)-1;
(5) if(sched_setscheduler(0,SCHED_FIFO,&mysched )==-1){
(6) printf("ERROR IN SETTING THE POSIX SCHEDULER");
(7) exit(1);
(8) }
(9) if (!(mytask = rt_task_init(nam2num("RoboCup"),
(10) priority, stack_size, msg_size ))) {
(11) printf("CANNOT INIT TASK");
(12) exit(1);
(13) }
(14) //Sporadische Task: rt_set_oneshot_mode();
(15) rt_set_periodic_mode();
(16) mlockall(MCL_CURRENT | MCL_FUTURE);
(17) start_rt_timer(PERIOD);
(18) rt_task_make_periodic(mytask,
(19) rt_get_time()+PERIOD,
(20) PERIOD);
(21) //main-loop..
(22) stop_rt_timer();
(23) rt_task_delete(mytask);
Abbildung A.7: Quelltext zur Erzeugung des RTAI-Prozesses
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int main(char**argv, int argc) {
XMLTree G;
generateXMLTreeFromFile("result.xml", G);
while (true) {
Node current=G.getRoot();
while(current!=NULL) {
execNode(current);
branch(current, getRelativeTime());
}
}
}
Abbildung A.8: Main-Methode der RoboCup-Anwendung
Anwendung der einzige Echtzeitprozeß ist, kann er nicht durch andere Prozesse
unterbrochen werden und verfu¨gt dadurch u¨ber die Kontrolle des Prozessors. Am
Anfang der Main-Methode wird der optimierte Bedingungsgraph eingelesen. In
der a¨ußeren while-Schleife wird der Wurzelknoten des Graphen geholt. Die in-
nere Schleife fu¨hrt den im jeweils aktuellen Knoten spezifizierten Prozeß mit der
angegebenen Methode und Leistungsstufe aus und verzweigt nach deren Ende
zum passenden Sohn. Falls der aktuelle Knoten ein Blatt ist, sind alle Prozeßin-
stanzen der aktuellen Hyperperiode ausgefu¨hrt, und in der a¨ußeren Schleife wird
erneut der Wurzelknoten geholt. Falls der aktuelle Knoten kein Blatt war, aber -
z.B. aufgrund einer Zeitu¨berschreitung der ausgefu¨hrten Methode - kein geeigne-
ter Sohn gefunden werden kann, so wird bei geringer U¨berschreitung der Sohn
gewa¨hlt, der die gro¨ßte Startzeit besitzt. Aufgrund der Laufzeitverteilungen der
nachfolgend ausgefu¨hrten Methoden bestehen gute Chancen, daß die Zeitu¨ber-
schreitung wieder eingeholt wird und das Spiel reibungslos fortgesetzt werden
kann. Selbst wenn die Zeit nicht eingeholt werden kann, drohen keine Hardwa-
rescha¨den.
A.2.5 Laufzeitmessung wa¨hrend der Anwendungsausfu¨hrung
Die gemessenen Ausfu¨hrungszeitverteilungen der Methoden ko¨nnen wa¨hrend der
Ausfu¨hrung der optimierten Main-Methode weiter verfeinert oder ersetzt werden.
Dazu wurde der Dispatcher so erweitert, daß er auf Wunsch vor jeder Metho-
denausfu¨hrung die aktuelle Systemzeit speichert und nach der Fertigstellung der
Methode die verstrichene Zeit speichert. Beim Beenden der Anwendung werden
die Daten in eine Protokolldatei geschrieben. Durch das kontinuierliche Messen
der Ausfu¨hrungszeiten wa¨hrend eines Spiels werden mehr relevante Situationen
und Eingabedaten geliefert, als dies der Simulator ermo¨glicht. Neben dem Finden
wendungen ist jedoch eine Weiterentwicklung des Werkzeuges zur Verarbeitung von azyklischen,
gerichteten Bedingungsgraphen erstrebenswert.
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selten auftretender Ausfu¨hrungszeiten werden dadurch auch die Wahrscheinlich-
keiten der anderen Ausfu¨hrungszeiten genauer an die Gegebenheiten des Spiels
angepaßt, und eine zweite Optimierung des so entstehenden Modells kann eine
fu¨r das Spiel maßgeschneiderte Main-Methode liefern.
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Anhang B
Erweiterung auf heterogene
Mehrprozessorsysteme
Die Optimierungsalgorithmen ko¨nnen auch fu¨r das Scheduling auf heterogenen
Mehrprozessorsystemen erweitert werden. Die verbreitetet Vorgehensweise, zu-
erst das Allokationsproblem zu lo¨sen und dann auf jedem Prozessor das Ein-
prozessor-Scheduling-Verfahren anzuwenden, ist nur mo¨glich, wenn die Allokati-
onslo¨sung datenabha¨ngige Prozesse auf dem gleichen Prozessor plaziert. Die fol-
gende Modellierung ermo¨glicht jedoch die gemeinsame Optimierung des Alloka-
tions- und des Schedulingproblems. Kommunikationskosten werden nicht beru¨ck-
sichtigt bzw. als konstant angenommen.
Denition 27 (Bearbeitungszustand). Sei P = {p1, . . . , pn} die Menge der Pro-
zessoren und C(pi) die Menge der Leistungsmodi des i-ten Prozessors. Der Vector
Bv = ((s1, t1, m1, c1), . . . , (sn, tn, mn, cn)) ∈
∏
pi∈P
(N0 × AllTasks ∪ {⊥} ×
AllMethods ∪ {⊥} × C(pi)) stellt den Bearbeitungszustand der begonnenen In-
stanzen und Methoden dar. Der Vektor enth¤alt Quadrupel (si, ti, mi, ci), die an-
geben zu welchem Zeitpunkt si die Instanz ti mit der Methode mi und Leistungs-
modus ci auf Prozessor pi gestartet wurde.
Denition 28 (Mehrprozessor-Bedingungsgraph-Knoten). Ein Mehrprozessor-
Bedingungsgraph ist ein gerichteter azyklischer Multi-Level-Graph mit genau ei-
ner Wurzel. Jeder Mehrprozessor-Bedingungsgraph-Knoten v enth¤alt
• die sp¤atestm¤ogliche Startzeit sv,
• die zu schedulende Instanzmenge Tv,
• den Bearbeitungszustand der begonnenen Methoden und die Leistungsmodi
der Prozessoren Bv,
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• die zu startenden Instanzen, Methoden, zugeordneten freien Prozessoren
und Leistungsmodi Ivext = ((I1, M1, p1, c1), . . . , (Im, Mm, pm, cm)),
• den Erwartungswert wv der Zielfunktion ab v,
• die Schl¤usselmenge der S¤ohne Sv,
• die Menge der V¤ater Vv.
Denition 29 (Schl ¤ussel eines Knotens). Das Tripel (sv, Tv, Bv) wird als Schlu¨s-
sel des Knotens v bezeichnet. Der Schl¤ussel gibt an, daß beginnend im Knoten v
die Instanzmenge Tv noch eingeplant werden soll, wenn der Knoten sp¤atestens
zum Zeitpunkt sv aufgerufen wird und der Bearbeitungsstatus der begonnenen
Methoden Bv entspricht.
Denition 30 (Zul¤assiger Knoten). Ein Knoten v heißt zula¨ssig, wenn mit s0 :=
max{sv, bIv} gilt:
• Iv ∈ Tv (Prozeßinstanz Iv ist noch zu schedulen)
• Mv ∈ MIv (Methode Mv implementiert Iv)
• {I1 ∈ I|I1 <I Iv} ∩ Tv = ∅ (alle Vorg¤anger von Iv sind bereits eingeplant)
• ∀(su, Tu, Bu) ∈ Sv : Tu = Tv \ {Iv} ∧ ∃(p, a) ∈ AMv : su = s0 +
a (f¤ur alle m¤oglichen Ausf¤uhrungszeiten gibt es einen Sohnschl¤ussel, der
die verbleibenden Prozeßinstanzen einplant), oder falls Tv \ {Iv} = ∅ gilt
Sv = ∅ und Bu ist der Bearbeitungszustand Bv in dem die in v eingeplanten
Instanzen Ivext eingesetzt wurden.
• s0 + WCET (Mv) ≤ fIv (die Frist von Iv wird auch im schlimmsten Fall
eingehalten)
Der Schlu¨ssel eines Sohnes w des Knoten v, der durch die Beendigung der
Instanz ti ∈ Bv ∪ Ivext zum Zeitpunkt fi,j >= sw mit ∀k 6= i : ∃fk,l ≥ fi,j
entsteht, ist gegeben durch
sw = sv + fi,j
Tw = Tv \ {ti}
Bw = (. . . , (sw, ti = ⊥, mi = ⊥, ci), . . . ) ∪ Ivext.
Die Wahrscheinlichkeit pv(w) fu¨r den Aufruf von w nach v ist
pv(w) = p(fi,j) ·
∏
k 6=i
∑
fk,l≥fi,j
p(fk,l).
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Abbildung B.1: Beispielanwendung fu¨r Mehrprozessorscheduling
Denition 31 (Sohn). Ein Knoten u heißt Sohn eines Knotens v, wenn der Schl ¤us-
sel von u in der Menge der Schl¤ussel der S¤ohne Sv von v enthalten ist.
In dieser Darstellung wird eine Lo¨sung des Einplanungsproblems durch einen
Bedingungsgraphen, dessen Wurzelknoten den Schlu¨ssel
(0, I, ((0,⊥,⊥, 1), . . . , (0,⊥,⊥, 1)))
besitzt und zu dessen Knoten jeweils alle So¨hne vorhanden und zula¨ssig sind,
repra¨sentiert. Jeder Knoten entha¨lt die in der durch seinen Schlu¨ssel beschrie-
benen Situation zu treffende Einplanungsentscheidung. Da bei jedem U¨bergang
von einem Knoten zu einem seiner So¨hne genau eine Methode beendet wird, ist
die Ho¨he des Mehrprozessor-Bedingungsgraphen wie beim Einprozessor-Bedin-
gungsgraphen gleich der Anzahl der einzuplanenden Prozeßinstanzen. In einem
Knoten ko¨nnen mehrere Instanzen zu freien Prozessoren zugewiesen werden, aber
es ist auch zula¨ssig keine Instanz einem Prozessor zuzuweisen. Der durch das Al-
lokationsproblem zusa¨tzlich entstandene Freiheitsgrad spiegelt sich im ho¨heren
Verzweigungsgrad der Knoten wider.
Abbildung B.1 zeigt eine Anwendung, die auf einem Zweiprozessorsystem
eingeplant werden soll. Sie entha¨lt vier Prozesse mit gleicher Periodendauer. Fu¨r
jeden Prozeß ist eine Methode verfu¨gbar, die auf jedem der beiden Prozessoren
ausgefu¨hrt werden kann. Die Struktur der Datenabha¨ngigkeiten erlaubt die paral-
lele Ausfu¨hrung der Prozesse t2 und t3.
Abbildung B.2 zeigt einen mo¨glichen Mehrprozessor-Bedingungsgraphen. Die
Ausfu¨hrung beginnt mit Prozeß t1 auf Prozessor A. Nach der Beendigung der
Methode m1 sind wieder beide Prozessoren verfu¨gbar und der Scheduler fu¨hrt t2
auf Prozessor A und t3 auf Prozessor B aus. Da m3 vor m2 beendet ist, aber fu¨r
die Ausfu¨hrung von t4 auch m2 beendet sein muß, kann im Sohnknoten t4 nicht
ausgefu¨hrt werden. Erst in der letzten Ebene, die durch die Beendigung von m2
erreicht wird, fu¨hrt der Scheduler m4 aus.
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(0,{t1,t2,t3,t4},((0,i ,i ,1),(0,i ,i ,1))
(6,t4,m4,1)
(6,{t4},((6,i ,i ,1),(6,i ,i ,1))
(5,t4,m4,1)
(5,{t4},((5,i ,i ,1),(5,i ,i ,1))
(7,t4,m4,1)
(7,{t4},((7,i ,i ,1),(7,i ,i ,1))
(5,{t4},((2,t2 ,m2 ,1),(5,i ,i ,1))
(2,{t2,t3,t4},((2,i ,i ,1),(2,i ,i ,1))
(4,{t4},((2,t2 ,m2 ,1),(4,i ,i ,1))
(3,t2,m2,1), (3,t3,m3,1)(2,t2,m2,1),(2,t3,m3,1)
(3,{t2,t3,t4},((0,i ,i ,1),(0,i ,i ,1))
(0,t1,m1,1)
Abbildung B.2: Bedingungsgraph fu¨r Mehrprozessorscheduling
Anhang C
Energieverbrauch von Prozessoren
Ein Prozessor kann mehrere Modi besitzen, die sich in ihrer Rechenleistung und
ihrem Energieverbrauch unterscheiden. Fu¨r jeden Modus wird die pro Zeiteinheit
verbrauchte Energie angegeben, wenn der Prozessor aktiv ea ist oder inaktiv ei
ist. Außerdem wird angegeben, wieviel Energie und Zeit fu¨r einen Moduswechsel
no¨tig sind.
Die Regelung der Versorgungsspannung eines Prozessors ermo¨glicht große
Energieeinsparungen, weil der Leistungsverbrauch P von CMOS-Schaltungen
proportional zum Quadrat der Versorgungsspannung V ansteigt.1 Mit den Be-
zeichnern C fu¨r circuit output load capacitance, N fu¨r die Anzahl der Schalt-
vorga¨nge wa¨hrend eines Taktzyklus und der Taktfrequenz f ist der Leistungsver-
brauch P durch diese Formel gegeben:
P = C ·N · V 2 · f (C.1)
Die Verzo¨gerung δ des Schaltkreises ergibt sich nach [KL03] aus Formel C.2,
wobei K eine vom Prozeß und der Gate-Gro¨ße abha¨ngige Konstante bezeichnet,
VT die Schwellwertspannung (threshold voltage) ist und α zwischen 1 und 2 vari-
iert.
δ =
C · V
K · (V − VT )α
(C.2)
Da die Taktfrequenz umgekehrt proportional zur Verzo¨gerung ist, ergibt sich
aus den Formeln C.1 und C.2 der Zielkonflikt zwischen der verbrauchten elek-
trischen Leistung und der Rechenleistung eines Schaltkreises. Der Faktor S(V ),
der angibt wieviel langsamer die Schaltung bei der Versorgungsspannung V im
Vergleich zur maximalen Rechenleistung bei der maximalen Spannung Vmax ist,
1Dieser Abschnitt entstand in enger Anlehnung an [KL03].
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kann durch Einsetzen in C.2 folgendermaßen berechnet werden:
S(V ) =
V
Vmax
·
(
Vmax − VT
V − VT
)α
. (C.3)
Der Faktor P (V ), der angibt wieviel ho¨her der Leistungsverbrauch bei der
Versorgungsspannung V im Vergleich zu dem der maximalen Spannung Vmax ist,
ergibt sich durch Einsetzen in C.1 zu2
P (V ) ∝
(
V
Vmax
)2
·
(
1
S(V )
)
. (C.4)
Mit den Formeln C.3 und C.4 ist der Faktor der fu¨r eine Instruktionseinheit
beno¨tigte Energie E(V ) bei der anliegenden Versorgungsspannung V folgender-
maßen bestimmt:
E(V ) ∝ P (V ) · S(V ) =
(
V
Vmax
)2
. (C.5)
Modellbeschra¨nkungen
Weitere Effekte, die den Energieverbrauch des Prozessors beeinflussen, wie z.B.
Leckstro¨me, werden vernachla¨ssigt. Dies gilt auch fu¨r den Energieverbrauch wei-
terer Systemkomponenten wie etwa Hauptspeicher, Zusatzkarten oder Bildschirm.
Fu¨r alle Prozesse wird angenommen, daß alle Ressourcen ausreichend vorhan-
den sind. Diese Annahme ist bei Systemen mit harten Echtzeitbedingungen sinn-
voll. Z.B. macht die Mo¨glichkeit von Seitenfehlern beim Speicherzugriff eine
Garantie fu¨r die Einhaltung von Fristen unmo¨glich, wenn bei der Messung der
Ausfu¨hrungszeiten diese nur selten auftreten. Der Speicherbedarf jedes Prozes-
ses muß also bekannt sein, und in dem hier verwendeten nicht unterbrechbaren
Einprozessormodell reicht es dann aus, wenn das System die Menge Hauptspei-
cher besitzt, die der Methode mit der gro¨ßten Anforderung plus den zu spei-
chernden Daten entspricht. Bei Mehrprozessorsystemen mit k Prozessoren muß
der Speicherbedarf der k Methoden, die den gro¨ßten Speicherbedarf besitzen und
parallel ausgefu¨hrt werden, gedeckt werden.
2∝: proportional zu
Anhang D
Schrankenbestimmung bei
komplexen Anwendungen
Da es fu¨r gro¨ßere Anwendungen nicht mo¨glich ist den gesamten Suchraum zu
erkunden, kann die erzielbare maximale Qualita¨t bzw. die minimal no¨tige Energie
mit CPLEX [ILO00] nach oben bzw. unten abgescha¨tzt.
Fu¨r die Abscha¨tzungen werden einige Relaxationen eingefu¨hrt:
• Methoden sind unterbrechbar
• Ausfu¨hrungszeitverteilungen werden durch ku¨rzeste Ausfu¨hrungsdauer er-
setzt
• keine Datenabha¨ngigkeiten
• keine Bereitzeiten
• keine Fristen
Fu¨r die Berechnung der Scha¨tzwerte erfolgt eine Formulierung des Einpla-
nungsproblems als ILP-Modell, das mit dem Programm CPLEX optimiert wird.
D.1 Qualita¨tsabscha¨tzung
Abbildung D.1 zeigt die ILP-Darstellung fu¨r die Berechnung der oberen Schranke
der erzielbaren Qualita¨t. Zeilen 3 und 4 repra¨sentieren die Zielfunktion, daß die
Summe der von den Instanzen gelieferten Qualita¨ten Qi zu maximieren ist. An-
schließend werden die Nebenbedingungen fu¨r die Optimierung beschrieben. Fu¨r
jede Instanz muß genau eine Methode xij eingeplant werden (Zeilen 8-10), die
von einer Instanz gelieferte Qualita¨t ist die Qualita¨t qij der gewa¨hlten Methode
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(Zeilen 13-15) und die Ausfu¨hrungszeit Di der Instanz ist die Ausfu¨hrungszeit
dij der gewa¨hlten Methode (Zeilen 18-20). Die Summe der Ausfu¨hrungszeiten
der Instanzen muß kleiner gleich der Dauer der Hyperperiode sein (Zeile 23). Im
letzen Block (Zeilen +25-28+) wird festgelegt, daß die Variablen zur Methoden-
auswahl nur die Werte 0 und 1 annehmen du¨rfen.
Aufgrund der vernachla¨ssigten Nebenbedingungen und der Betrachtung der
ku¨rzesten Ausfu¨hrungszeiten der Methoden (best-case) liefert die Optimierung
des ILP-Modells eine obere Schranke fu¨r die maximal erzielbare Qualita¨t.
( 1) // Summe der Qualita¨ten der ausgefu¨hrten
( 2) // Methoden ist zu maximieren
( 3) maximize
( 4) Q0 + ... + Qz
( 5) such that
( 6) // genau eine Methode je
( 7) // Prozeßinstanz auswa¨hlen
( 8) x00 + ... + x0m0 = 1
( 9) ...
(10) xz0 + ... + xzmz = 1
(11) // die Qualita¨t der Prozeßinstanz
(12) // ist die der gewa¨hlten Methode
(13) -Q0 + q00*x00 + ... + q0m0*x0m0 = 0
(14) ...
(15) -Qz + qz0*xz0 + ... + qzmz*xzmz = 0
(16) // die Ausfu¨hrungszeit der Prozeßinstanz
(17) // ist die der gewa¨hlten Methode
(18) -D0 + d00*x00 + ... + d0m0*x0m0 = 0
(19) ...
(20) -Dz + dz0*xz0 + ... + dzmz*xzmz = 0
(21) // die Summe der Ausfu¨hrungszeiten ist
(22) // kleiner als das kgV der Perioden
(23) D0 + ... + Dz <= Hyperperiod
(24) // xik sind bina¨re Variablen
(25) integers
(26) x00 ... X0m0
(27) ...
(28) xz0 ... Xzmz
(29) end
Abbildung D.1: ILP fu¨r obere Qualita¨tsschranke
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D.2 Energieabscha¨tzung
Das ILP-Modell fu¨r die Berechnung einer unteren Schranke der beno¨tigten Ener-
gie unterscheidet sich nur wenig von obigem Modell. Als Zielfunktion ist hier die
Summe der von den Instanzen verbrauchten Energie Ei zu minimieren (Zeilen
3 und 4). Die von einer Instanz verbrauchte Energie ist der erwartete Energie-
verbrauch eij der gewa¨hlten Methode xij (Zeilen13-16). Die Leistungsstu-
fen des Prozessors werden implizit durch die Methoden dargestellt, indem fu¨r
jede Leistungsstufe eine neue Methode im ILP-Modell eingefu¨hrt wird, deren
Ausfu¨hrungsdauer und Energieverbrauch der Ausfu¨hrung der Methode in diesem
Modus entspricht.
Um eine untere Schranke zu erhalten wird wiederum die jeweils ku¨rzeste
Ausfu¨hrungszeit der Methoden fu¨r dij eingesetzt. Fu¨r die Berechnung der un-
teren Schranke kann die im Leerlauf verbrauchte Energie unbeachtet bleiben.
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( 1) // Summe der Energie der ausgefu¨hrten
( 2) // Methoden ist zu minimieren
( 3) minimize
( 4) E0 + ... + Ez
( 5) such that
( 6) // genau eine Methode je
( 7) // Prozeßinstanz auswa¨hlen
( 8) x00 + ... + x0m0 = 1
( 9) ...
(10) xz0 + ... + xzmz = 1
(11) // die Energie der Prozeßinstanz
(12) // ist die der gewa¨hlten Methode
(13) -E0 + e00*x00 + ... + e0m0*x0m0 = 0
(14) ...
(15) -Ez + ez0*xz0 + ... + ezmz*xzmz = 0
(16) // die Ausfu¨hrungszeit der Prozeßinstanz
(17) // ist die der gewa¨hlten Methode
(18) -D0 + d00*x00 + ... + d0m0*x0m0 = 0
(19) ...
(20) -Dz + dz0*xz0 + ... + dzmz*xzmz = 0
(21) // die Summe der Ausfu¨hrungszeiten ist
(22) // kleiner als das kgV der Perioden
(23) D0 + ... + Dz <= PeriodsLCM
(24) // xik sind bina¨re Variablen
(25) integers
(26) x00 ... X0m0
(27) ...
(28) xz0 ... Xzmz
(29) end
Abbildung D.2: ILP fu¨r untere Energieschranke
Anhang E
Integration in das Framework
PASCHA
Alle in dieser Arbeit vorgestellten Algorithmen sind in Java implementiert und in
das Scheduling-Framework PASCHA integriert. Das Framework PASCHA ist un-
ter der Adresse lrs.fmi.uni-passau.de/˜pascha frei verfu¨gbar. Nach
dem Ausfu¨hren der Datei setup.exe unter Windows wird die Programmgrup-
pe PASCHA, die die Teilprogramme des Systems entha¨lt, angelegt.
E.1 Graphischer Editor
PASCHA erlaubt die komfortable Erstellung von Systemmodellen mit Hilfe eines
graphischen Editors (Abbildung E.1). Das erstellte Modell kann durch Dru¨cken
des Knopfes Check auf Kompatibilita¨t mit dem links daneben ausgewa¨hlten
Scheduler u¨berpru¨ft werden. Fu¨r die in dieser Arbeit vorgestellten Algorithmen
muß entweder der OptimalSchedulerAlgorithm oder der SimAnneal-
SchedulerAlgorithm ausgewa¨hlt sein. Nach der U¨berpru¨fung o¨ffnet sich ein
Fenster mit Informationen u¨ber die gefundenen inkompatiblen Teile des erstellten
Modells.
Ein kompatibles Modell ist folgendermaßen aufgebaut. Es gibt genau eine
Task, die den Wurzelknoten der Anwendung bildet. Darunter liegen die Tasks,
die die Anwendung u¨bersichtlich strukturieren. Alle So¨hne dieser Tasks mu¨ssen
die gleiche Periodendauer besitzen, und zwischen ihnen du¨rfen Datenabha¨ngig-
keiten bestehen. Alle periodischen Tasks mu¨ssen mindestens durch eine Methode
Implementiert sein. Schließlich muß das Modell noch genau einen Prozessor ent-
halten, auf dem alle Methoden ausgefu¨hrt werden, da die derzeitige Implementie-
rung nur Einprozessorsysteme unterstu¨tzt. Die Abbildungen E.2 a) bis d) zeigen
die zula¨ssigen Einstellungen. Umrandete Parameter sind frei wa¨hlbar, alle anderen
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Abbildung E.1: Oberfla¨che des PASCHA-Editors
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a) Wurzel- und Gruppenknoten b) Periodische Knoten
c) Methoden d) Prozessor
Abbildung E.2: Parametereinstellungen im PASCHA-Editor
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Abbildung E.3: Ausfu¨hrungszeitverteilung und Qualita¨t einer Methode
Abbildung E.4: Oberfla¨che des PASCHA-Simulators
mu¨ssen wie dargestellt eingestellt sein. Bei der Spezifikation (Abbildung E.3) der
diskreten Ausfu¨hrungszeitverteilung und der gelieferten Qualita¨t muß die Sum-
me der Wahrscheinlichkeiten 1 ergeben, und alle Qualita¨tseintra¨ge mu¨ssen den
gleichen, aber beliebigen, Wert haben.
E.2 Simulator
Um ein mit dem Editor erstelltes Systemmodell mit dem hier vorgestellten Al-
gorithmus einzuplanen muß im Simulator (Abbildung E.4) eine Konfiguration er-
stellt werden. Die Konfiguration entha¨lt den Dateinamen des einzuplanenden Mo-
dells, den zu verwendenden Scheduler und die Parameter des Schedulers. Fu¨r die
anforderungsgetriebene Dynamische Programmierung ist der OptimalSche-
dulerAlgorithm auszuwa¨hlen und fu¨r den auf Simulated Annealing basieren-
den Algorithmus der SimAnnealSchedulerAlgorithm. Im Reiter Guides
& Optimizerwerden die zu verwendenden Lotsen und die Parameter der Such-
algorithmen eingestellt (siehe Abschnitt E.5).
Das Markieren einer Konfiguration und das Dru¨cken des Knopfes MR Init
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Abbildung E.5: Visualisiierung der Optimierungsphase
Analyzer startet die Visualisierung der Optimierungsphase. Durch Dru¨cken
des Init + Start wird die Optimierungsphase ausgefu¨hrt und direkt im An-
schluß die Simulation gestartet. Falls eine der Simulationsvisualisierungen Zeitan-
sicht (TV), Graphansicht (GV) oder Logansicht (LV) gru¨n markiert ist, o¨ffnet sich
das Visualisierungsfenster mit den entsprechenden Ansichten. Durch dru¨cken des
Knopfes Stop wird die Simulation gestoppt und der Knopf Cleanup schließt
alle Visualisierungsfenster.
170 ANHANG E. INTEGRATION IN DAS FRAMEWORK PASCHA
E.3 Visualisierung der Optimierungsphase
Die Visualisierung der Optimierungsphase (Abbildung E.5) ist in vier Bereiche
unterteilt. Der Verlauf der von den gefundenen Lo¨sungen gelieferten Qualita¨t
bzw. verbrauchten Energie ist in der linken oberen Ecke dargestellt. Ein Knopf
ermo¨glicht das Umschalten der Abszisse zwischen der Anzahl der erzeugten Kno-
ten und der verstrichenen Zeit. Rechts daneben befindet sich die Anzeige der Be-
dingungsgraphen. Sobald der initiale Graph erzeugt wurde, wird er in diesem Be-
reich angezeigt. Im weiteren Verlauf der Optimierung ko¨nnen weitere Graphen
durch den Knopf Update angefordert werden. Der Knopf Show current bzw.
Show best fu¨hrt zur Darstellung des letzten erhaltenen aktuellen Graphen bzw
des letzten erhaltenen besten Graphen. Die Darstellung der kompaktifizierten bzw.
nicht kompaktifizierten Graphen wird mit dem Knopf Compacted bzw. Un-
compacted gewa¨hlt. Setzen oder Entfernen des Ha¨kchens Detailed variiert
die in den Knoten angezeigten Details und Export erlaubt das Speichern des
dargestellten Graphen in eine Graphikdatei. Zu dem jeweils gezeigten Graphen
werden im linken unteren Bereich statistische Daten wie etwa die Anzahl der
Knoten oder die erzielte Qualita¨t angezeigt. Das Fenster rechts unten zeigt vom
Optimierer ausgegebene Informationen, Warnungen und Fehlermeldungen an.
E.4 Visualisierung der Simulation
Die Visualisierung der Simulation bietet verschiedene Ansichten. Die Graphan-
sicht (Abbildung E.6) stellt detaillierte Informationen zu einem Simulationszeit-
punkt dar. Beispielsweise sind Prozesse und Methoden, die gerade ausgefu¨hrt
werden, mit einem gru¨nen Dreieck markiert und die bereits erzielte Qualita¨t wird
angezeigt. Die Zeitansicht (Abbildung E.7) zeigt den zeitlichen Verlauf der Simu-
lation, z.B. wann welcher Prozeß mit welcher Methode ausgefu¨hrt wurde, wann
er bereit wurde und wa¨hrend welcher Zeit er blockiert war. Beim Prozessor zeigt
eine rote Linie, wieviel Prozent der Energie, die bei Ausfu¨hrung der angefalle-
nen Instruktionseinheiten bei voller Leistung verbraucht worden wa¨re, verbraucht
wurde. Die Ho¨he des schwarzen Balkens zeigt die Leistungsstufe des Prozessors
und seine Auslastung an.
Eine einblendbare Logansicht zeigt alle vom Simulator und vom Scheduler
erzeugten Ereignisse an, und die Statistikansicht kann genutzt werden, um z.B.
die Anzahl der verpaßten Fristen anzuzeigen.
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Abbildung E.6: Visualisierung eines Simulationszeitpunktes in der Graphansicht
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Abbildung E.7: Visualisierung des zeitlichen Verlaufes
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Abbildung E.8: Konfiguration des Optimierers (Lotse und Suchalgorithmus)
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E.5 Parameter der Schedulingalgorithmen
Die folgende Auflistung zeigt die mo¨glichen Einstellungen im Parameterdialog
(Abbildung E.8) der beiden Schedulingalgorithmen. Die Standardwerte sind fett
gedruckt.
Parameter des Reiters Guides & Optimizer
• Sortierung der Methoden im Lotsen (Methods sorted to)
 nach ansteigender worst-case-Ausfu¨hrungszeit (ASC T)
 nach fallender worst-case-Ausfu¨hrungszeit (DESC T)
 nach ansteigender Qualita¨t (ASC Q)
 nach sinkender Qualita¨t (DESC Q)
 nach fallender worst-case-Ausfu¨hrungszeit (GREEDY T)
 in zufa¨lliger, deterministischer Reihenfolge (PERTURB)
• Initialisierungslotse (Guide during nodepool initialization)
 nach ansteigender Frist (EDF)
 nach ansteigender Bereitzeit (ERF)
 in Modellreihenfolge (Brute force)
 in zufa¨lliger Reihenfolge (Montecarlo)
 lexikographisch nach ansteigender Periodendauer und ansteigender Frist
(RMS/EDF)
• Lotse wa¨hrend der Einplanung (Guide during scheduling)
 siehe oben
• Max. Vorschlagsanzahl je Schlu¨ssel (Maximum number of retries)
 durch Lotsen bestimmt (Unlimited)
 durch Scheduler bestimmt (Scheduler)
• Zeitraster (Time grid width)
 bestimmt das Raster fu¨r die Zeiteintra¨ge in den Schlu¨sseln (Standard
1)
• Aufwand fu¨r Leistungsanpassung (power management overhead)
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 Aufwand vernachla¨ssigen (neglect)
 Aufwand scha¨tzen (estimate)
 Aufwand u¨berscha¨tzen (overestimate)
• Abbruchbedingungen fu¨r Qualita¨t (Forward check quality)
 keine Pru¨fung (off)
 einfache Pru¨fung (normal)
 komplexe Pru¨fung (extended)
• Abbruchbedingungen fu¨r Energie (Forward check energy)
 keine Pru¨fung (off)
 einfache Pru¨fung (normal)
 komplexe Pru¨fung (extended)
• Einschra¨nkung der Bereitzeiten (adjust release times)
 am Periodenbeginn (EQUALS PERIODBEGIN)
 innerhalb der Periode (WITHIN PERIOD)
 gro¨ßer gleich dem Periodenbeginn (GREATER PERIODBEGIN)
• Einschra¨nkung der Fristen (adjust deadlines)
 am Periodenende (EQUALS PERIODEND)
 innerhalb der Periode (WITHIN PERIOD)
 innerhalb der Hyperperiode (SMALLER HYPERPERIOD)
• Zeitlimit fu¨r Optimierung (optimization timeout)
 Angabe in Millisekunden (Standard 0)
• Abbruchwert fu¨r Qualita¨t (optimization bound quality)
 Optimierungsabbruch bei U¨berschreiten des Wertes (Standard -1)
• Abbruchwert fu¨r Energie (optimization bound energy)
 Optimierungsabbruch bei Unterschreiten des Wertes (Standard -1)
• Pru¨fung der worst-case-Ausfu¨hrungszeiten (forward check wcet)
 Abbruch bei unzureichender Restzeit (Standard true)
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• Beschra¨nkung auf worst-case-Ausfu¨hrungszeiten (wcet only)
 nur worst-case-Analyse (Standard false)
Parameter des Reiters Nodepool
• Alte Knoten zwischenspeichern (caching)
 bei false werden nicht mehr beno¨tigte Knoten direkt an den Ring-
speicher zuru¨ckgegeben (Standard true)
• Strategie der zu speichernden alten Knoten (cache mode)
 Halten des ersten Knotens (first cached node)
 Halten des besten Knotens (best cached node, zwingend bei ADP)
 Halten des letzten Knotens (last cached node)
• Anzahl der verfu¨gbaren Knoten (number of nodes)
 Anzahl der gleichzeitig verfu¨gbaren Knoten (Standard 10000)
• Anzahl der verfu¨gbaren Knoten (cache resizing)
 Erlauben rekursiver Verdopplung der verfu¨gbaren Knotenanzahl (Stan-
dard false)
Parameter des Reiters Monitoring
• Exaktes Monitoring
 Aktivieren des Monitorings (Default monitoring, Seiteneffekt:
alle Knoten werden aktualisiert)
 Anfangsanzahl der Knoten zwischen Monitorpunkten (Standard 0, kein
Monitoring)
 Anfangszeitintervall in Millisekunden zwischen Monitorpunkten (Stan-
dard 0, kein Monitoring)
• Schnelles Monitoring
 Aktivieren des schnellen Monitorings (Quick and dirty moni-
toring, Knoten werden nicht aktualisiert, kann veraltete Werte lie-
fern)
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 Anfangsanzahl der Knoten zwischen Monitorpunkten (Standard 0, kein
Monitoring)
 Anfangszeitintervall in Millisekunden zwischen Monitorpunkten (Stan-
dard 0, kein Monitoring)
Parameter des Reiters Simulated Annealing (nur Simulated Annealing)
• Starttemperatur (Start temperature, Standard 1000000)
• Stopptemperatur (Stop temperature, Standard 0,01)
• Abku¨hlfaktor (Cool down factor, Standard 0,99)
• Anzahl Schritte bei konstanter Temperatur (Steps to take before
temperature is decreased, Standard 1000)
Der Reiter Debug bietet diverse Hilfestellungen bei der Entwicklung und Feh-
lersuche an.
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Anhang F
Klassendiagramme
Dieser Anhang beschreibt die Klassenstruktur der Implementierung der Optimie-
rer, der Lotsen, des Knotenspeichers, des Systemmodells und der Parameter der
Algorithmen. Ziel des Entwurfs ist die Erleichterung einer Erweiterung der Im-
plementierung um neue Optimierer, Lotsen und Zielfunktionen.
F.1 Optimierer
Abbildung F.1 zeigt das Klassendiagramm fu¨r die Umsetzung der Optimierer1.
Das Interface MRScheduler stellt sicher, daß die verwendeten Optimierer die
vom Knotenspeicher beno¨tigten Methoden implementieren. In MRScheduler-
Base sind die von beiden Optimierern beno¨tigten Methoden, wie z.B. das Laden
und Speichern der Parameter oder den Dispatcher, der vom Simulator vor jedem
Simulationsschritt aufgerufen wird, implementiert.
Die Klasse OptimalSchedulerAlgorithm entha¨lt die anforderungsge-
triebene Dynamische Programmierung und der Simulated Annealing Algorithmus
befindet sich in der Klasse SimAnnealSchedulerAlgorithm. Die Metho-
de Init() wird vom Simulator vor der Simulation des Systemmodells aufge-
rufen und sie implementiert die Optimierung des Systemmodells. Die Methode
acceptNode() wird vom Knotenspeicher aufgerufen, wenn er einen neuen
Knoten erzeugt hat.
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Abbildung F.1: Klassendiagramm der Optimierer
F.2 Lotsen
Abbildung F.2 zeigt das Klassendiagramm fu¨r die Umsetzung der Lotsen. Das
Interface Guide erzwingt die Implementierung der beiden Methoden, die von den
Optimierern und dem Knotenspeicher beno¨tigt werden, um einen neuen Vorschlag
fu¨r eine Kombination von Instanz, Methode und Leistungsstufe anzufordern, und
zu U¨berpru¨fen, ob der Lotse mit dem Optimierer kompatibel ist. GuideBase
entha¨lt die von den Lotsen gemeinsam genutzten Methoden zum U¨berpru¨fen der
Abbruchbedingungen (forwardCheck()) und der Kompatibilita¨t.
Der Zufallslotse ist in der Klasse MonteCarloGuide implementiert und
entha¨lt einen Zufallsgenerator fu¨r die vorgeschlagenen Kombinationen aus In-
1Der Optimierer ist im Framework PASCHA als Scheduler sichtbar. Fu¨r das dynami-
sche Nachladen der Scheduler im PASCHA-Simulator mu¨ssen diese Klassen mit dem Suffix
SchedulerAlgorithm enden, um gefunden zu werden.
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Abbildung F.2: Klassendiagramm der Lotsen
stanz, Methode und Leistungsstufe. Alle anderen implementierten Lotsen za¨hlen
die mo¨glichen Kombinationen nur in unterschiedlichen Reihenfolgen auf. Sie sind
daher gemeinsam in der Klasse SortedGuide implementiert, in der jeweils nur
die gewu¨nschte Sortierreihenfolge eingestellt wird.
F.3 Knotenspeicher
Abbildung F.3 entha¨lt die Klassenstruktur fu¨r den Knotenspeicher und die Ziel-
funktionen. Die Klasse Nodepool bildet die Schnittstelle zu den Optimierern.
Sie aggregiert Objekte vom Typ Level, die die Ebenen des Knotenspeichers dar-
stellen und verwalten. In jedem Level werden die Schlu¨ssel NodeKey der er-
zeugten Knoten in drei Bereichen fu¨r beste, aktuell betrachtete und ausgelagerte
Knoten gehalten. Jeder gespeicherte NodeKey verweist auf einen Knoten (Node)
der die fu¨r den Schlu¨ssel gewa¨hlte Kombination aus Instanz, Methode und Lei-
stungsstufe und den dadurch erzielten Wert der Zielfunktion entha¨lt. Um die Inte-
gration neuer Zielfunktionen zu erleichtern, wurden alle sie betreffenden Berech-
nungen in eigene Klassen ausgelagert. Die Klasse TargetFunction entha¨lt
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Methoden, die allen Zielfunktionen gemeinsam sind und abstrakte Definitionen
fu¨r Methoden, die von jeder Zielfunktion implementiert werden mu¨ssen. Hier-
zu geho¨ren die Methoden zur U¨berpru¨fung der Abbruchbedingungen fu¨r Qualita¨t
bzw. Energie (forwardCheck...()), der Vergleich welcher von zwei Werten
besser ist (firstIsSuperiorToSecond()) und um wieviel (gain())und
die rekursive Berechnung calculateValue() des Zielfunktionswertes eines
Knotens.
In der Klasse QualityTargetFunction sind die Methoden fu¨r die Ma-
ximierung der zu erwartenden Qualita¨t enthalten. Die Klasse EnergyTarget-
Function implementiert die Zielfunktion, um den Energieverbrauch zu mini-
mieren. Neben den allgemeinen Methoden entha¨lt sie Methoden zur Berechnung
des Energieverbrauchs wa¨hrend der Leerlaufzeiten zwischen und nach den aus-
gefu¨hrten Instanzen.
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Abbildung F.3: Klassendiagramm des Knotenspeichers
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F.4 Systemmodell
Abbildung F.4: Klassendiagramm des Anwendungsmodells
Abbildung F.4 entha¨lt die Klassenstruktur des Systemmodells. Die oben ge-
nannten Klassen greifen auf das Systemmodell u¨ber die Klasse MRModel zu.
Diese Klasse stellt eine Methode fu¨r den (zeitlich begrenzbaren) Test der Ein-
planbarkeit (testSchedulability()) des Modells zur Verfu¨gung. Sie u¨ber-
nimmt die Instanzierung der von PASCHA gelieferten periodischen Tasks, sowie
die Berechnung der effektiven Bereitzeiten und Fristen. Die von ihr aggregierten
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Instanzen sind Objekte des Typs MRTask. Dieser Typ entha¨lt Informationen u¨ber
die Bereitzeit und Frist der Instanz, ihre Vorga¨nger und Nachfolger bezu¨glich der
Datenabha¨ngigkeiten und die fu¨r ihre Ausfu¨hrung verwendbaren Methoden. Diese
sind Objekte vom Typ MRMethod, der den Energieverbrauch der Methode bzw.
die von ihr gelieferte Qualita¨t. Die Methode semiOrderCompareTo() im-
plementiert den Vergleich der Verteilungsfunktionen zweier Methoden bezu¨glich
der zu optimierenden Zielfunktion. Die mo¨glichen Ausfu¨hrungsdauern und ihre
Wahrscheinlichkeiten werden in der Klasse Executiontime gespeichert. Die
Informationen zu den Leistungsmodi des Prozessors werden bei der Konvertie-
rung des PASCHA-Modells in dieses Modell in die Methoden gespeichert.
F.5 Parameter der Algorithmen
Abbildung F.5 entha¨lt die Klassenstruktur zum Speichern der Parameter der Al-
gorithmen. Die Klasse MRSchedulerBaseParams entha¨lt die von beiden Op-
timierern, den Lotsen und dem Knotenspeicher beno¨tigten Parameter. Sie ist von
der Klasse Configuration abgeleitet, um das Laden und Speichern der Pa-
rameter in PASCHA zu ermo¨glichen. Die zusa¨tzlichen vom SimulatedAnnealing-
Scheduler beno¨tigten Parameter befinden sich in der Klasse SimAnnealSched-
ulerParams. Die (leere) Klasse OptimalSchedulerParams ist nur fu¨r
Lade- und Speichervorga¨nge in PASCHA notwendig.
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Abbildung F.5: Klassendiagramm der Parameter der Optimierer
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