Abstract. We answer the following question: When does a k-uniform family generated by some rank t element in the function lattice have maximum size among all k-uniform t-intersecting families?
Introduction
Let F n be the partially ordered set of all n-tuples over the alphabet f0;1;:::; g, a positive integer, with order relation given by (x 1 ; :::; x n ) (y 1 ; :::; y n ) i x i = 0 or x i = y i for all i = 1; :::; n. Thus We obtain the Boolean lattice B n in the special case = 1, and the dual of the cubical lattice in the case = 2. In general, after adding a maximal element, F n is called the function lattice.
The rank r(X) of an element X = (x 1 ; :::; x n ) of F n is given by the number of nonzero elements in X. A subset F (also called family) of F n is called k-uniform t-intersecting if all elements of F have rank k and the in mum of every two elements of F has rank at least t.
Let us de ne I (n; k; t) := fF F n : F is k-uniform t-intersectingg M (n; k; t) := max F2I (n;k;t) jFj:
The following families F 0 ; F 1 ; :::; F b n?t 2 c are candidates for achieving M (n; k; t):
F r := fX = (x 1 ; :::; x n ) 2 F n : r(X) = k and jB(X) \ 1; t + 2r]j t + rg; where B(X) := fi : x i = g.
Ahlswede, Khachatrian proved in 1] the longstanding conjecture of Frankl 7] that in the Boolean lattice one of these families is always optimal: Theorem 1.1. M 1 (n; k; t) = jF r j for some r 2 f0g N:
This generalizes the previously known Erd} os{Ko{Rado bound (see 6]) rst established by Frankl 7] (for t 15) and Wilson 12] (for all t): Theorem 1.2. M 1 (n; k; t) = jF 0 j if and only if n (k ? t + 1)(t + 1):
In a further paper 2] Ahlswede and Khachatrian extended their Theorem 1.1 to arbitrary restricted to the n-th level of the function lattice: Theorem 1.3. M (n; n; t) = jF r j for some r 2 f0g N:
(The case = 2 is due to Kleitman 10] who showed that M 2 (n; n; t) = jF b n?t 2 c j.)
In particular it follows from 2] that M (n; n; t) = jF 0 j if and only if t + 1:
It is known (due to Frankl 3] ) that also for the function lattice the family F 0 has maximum size among all k-uniform t-intersecting families provided n is su ciently large: Theorem 1.4. M (n; k; t) = jF 0 j provided n n (k; t) for suitable n (k; t). This paper demonstrates that the methods introduced by Ahlswede, Khachatrian in 1, 2] enables us to determine the least n (k; t) for which Theorem 1.4 remains true. We will prove the following generalization of Theorem 1.2. Theorem 1.5. Let n > k. Then M (n; k; t) = jF 0 j if and only if n (k ? t + )(t + 1) :
The case t = 1 was treated by Meyer 11] , Frankl 3] , and Engel 4] .
A complete intersection theorem for the function lattice remains open.
The candidate families
The aim of this section is to prove a monotonicity property of the sequence (jF r j : r = 0; :::; n?t 2 ). This is done in Lemma 2.7. Furthermore we determine the least natural number n (k; t) such that for all lattices F n with n n (k; t) the family F 0 has maximum cardinality among all candidate families F 0 ; :::; F b n?t 2 c . De nition 3.1 (Pushing up and canonical families). For A F n , A = (a 1 ; a 2 ; :::; a n ) 2 A and 1 i n, 0 < j we de ne
(a 1 ; :::; a i?1 ; ; a i+1 ; :::; a n ); if this is not an element of A and a i = j A otherwise and P ij (A) = fP ij (A) : A 2 Ag: Furthermore, we call a family A F n canonical if P ij (A) = A for all 1 i n; 0 < j : CI (n; k; t) denotes the set of all canonical families in I (n; k; t). where I(n; t) denotes the set of all t-intersecting families in the Boolean lattice B n .
It follows that A 2 CI (n; k; t) with jAj = M (n; k; t) is uniquely determined by its -support. Families with this property are called -upsets:
De nition 3. LI(n; t) denotes the set of all left-shifted families in I(n; t). LCI (n; k; t)
denotes the set of all families A 2 CI (n; k; t) with B(A) 2 LI(n; t). Lemma 3.8. Repeated application of S ij to G 2 I(n; t) yields, after nitely many steps, a family G Furthermore, we de ne for 1 i;` n r(`;i) := j r`( 1; i])j: Lemma 3.12. Let n t + 2(r + 1). Then jF r n F r+1 j = t + 2r r r(t + 2r + 2; t + r) and jF r+1 n F r j = t + 2r r + 1 r(t + 2r + 2; t + r + 1): Lemma 3.13. Let 4. Left-generated maximum I (n; k; t)-families
In order to prove that the family F 0 is optimal we will show that among all k-uniform t-intersecting families of maximum size there is one generated by 1; t]. This will follow from the next lemma, whose proof is a close analogue of the arguments given in 1, 2].
Lemma 4.1. Let ( ; k) 6 = (2; n). Assume that jF r j jF r+1 j jF r+2 j ::: for some r 2 f0g N. Then there exists a family A 2 LCI (n; k; t) with jAj = M (n; k; t) and s + (M(A)) = t + 2 r t + 2r for some r 2 f0g N:
Proof. First we deal with an arbitrary A 2 LCI (n; k; t) with jAj = M (n; k; t). This shows that G 1 ; G 2 2 I(n; t) and therefore A i := r(G i ) 2 I (n; k; t) for i = 1; 2: Notice that R`+ t?i 6 = ; (otherwise jA 1 j > jAj).
A n A 1 contains exactly those elements of A that are generated only by R`+ t?i . On the other hand, A 1 n A contains exactly those elements that are generated by R Combining these equalities with Lemma 3.13 gives jA 1 n Aj jA 2 n Aj > jA n A 1 j jA n A 2 j in contradiction to jA i j jAj for i = 1; 2: We have shown that R i = ; for all i 6 =`+ t Now choose a family A 2 LCI (n; k; t) with jAj = M (n; k; t) for which = s + (M(A)) is minimal.
Assume that`> t + 2r, hencè = t + 2( r + 1) for some r r: (2) Let us use the notation T j := fG 2 R 
By Lemma 3.15 we have G j := M(A) n R`+t 2 T j 2 I(n; t) and therefore r(G j ) 2 I (n; k; t): Claim: We have j r(G j )j jAj. T j n r M(A) n R`+t 2 : We will show that jA 3 j jA 2 j. By Lemma 3.14 we have jA 2 j = r`(R`+t 2 ) = R`+t 2 r `;`+ t 2 ;
jA 3 j = j r`? 1 (T j )j = jT j jr `? 1;`+ t 2 ? 1 : Thus, in view of (3) and R`+t 2 resp. to jF r j jF r+1 j:
This proves the claim.
Note that a strict inequality in (3) gives us the contradiction j r(G j )j > jAj. Hence, we have equality in (3) for all families T j , j 2 1;`? 1]. But it is easily seen that r(G`? 1 ) 2 LCI (n; k; t); in contradiction to our choice of A. Remark. Lemma 4.1 also holds in the case ( ; k) = (2; n). This can be seen if one starts the proof with an optimal family A 2 LCI (n; k; t) satisfying rst s + (M(A)) minimal and second jM 0 (A)j minimal. We have included the condition ( ; k) 6 = (2; n) in order to show the somewhat stronger statement in the case i 6 =`+ t
