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One of the most serious issue with current BCI systems
is their lack of reliability and poor performances. These
poor performances are due in part to the imperfect signal
processing algorithms used, which are not yet able to ex-
tract robustly a relevant information from EEG signals de-
spite the various noise sources, the signal non-stationarity
and the limited amount of data available. However, this is
most probably not the only reason that can explain such
poor performance and reliability. In particular, there are
several other components of the BCI loop that may also
be deficient. This includes, for instance, the interaction
technique used, which has to be carefully designed and
improved as well, but this can also be the user himself
who may not be able to produce reliable EEG patterns. If
this is the case, whatever the signal processing algorithms
used, there would be no way to properly identify the men-
tal command produced by the user. Despite this, the BCI
community has focused the majority of its research ef-
forts on signal processing and machine learning, mostly
neglecting the human in the loop.
We have good reasons to believe that the user is one
of the most critical component of the BCI loop that may
explain the limited reliability of current BCI. This does
not mean that BCI users are bad or incompetent. This
means that the way current BCI feedback training proto-
cols are designed is most probably inappropriate, making
BCI users enable to properly learn and use the BCI skill.
Indeed, it is widely acknowledged that ”BCI use is a skill”
[1], which means the user must be properly trained to be
able to successfully use the BCI. An essential component
of any training mechanism is the feedback, and BCI is no
exception, with neurofeedback being acknowledged as a
necessary component to learn the BCI skill [2]. However,
despite this claimed importance, there have been supris-
ingly few studies on the impact of various feedback strate-
gies on BCI performance and user training. In fact, BCI
training principles have been mostly the same for years,
and depend mostly on the type of BCI category used:
The operant conditioning approach, in which the EEG
signal decoder/classifier is fixed and unknown to the user,
and this user has to figure out how to control the cursor by
modulating his brain activity in a specific way.
The machine learning approach, in which the EEG de-
coder/classifier is optimized on examples of EEG signals
collected from the user while he performs the targeted
mental tasks. This is the most used approach.
These two approaches differ in the way the decoder
works, but generally use a similar kind of feedback: an
uni-modal (generally visual) feedback indicating the con-
fidence of the decoder in the mental task recognized. It is
represented, for instance, by an extending bar or a moving
cursor [2]. Such feedback training approaches have been
used mostly unchanged and unquestioned since their cre-
ation. In this paper, we advocate that such approaches
are suboptimal, and that there is a need for alternative ap-
proaches with the potential to greatly increase BCI per-
formances and reduce the so-called BCI illiteracy [3].
To make our point, let first consider a thought-
experiment in which such BCI training approaches will
be applied to the learning of a common task of everyday,
such as riding a bike. Imagine someone (hereafter de-
noted as the student) who has never ridden a bike before
and who is trained to do so using the same training prin-
ciple as what is used for BCI. The bike training procedure
will thus have the following properties and constraints:
1 - The student will not be shown how to ride a bike
nor what a successful bike ride looks like. He will have
to figure it out himself. He can be given some oral in-
structions about how to ride a bike though. The analogy
with BCI is that subjects are not shown what a successful
performance of the targeted mental tasks is. For instance,
BCI subjects are not shown what a properly executed mo-
tor imagery looks like, e.g., in terms of spectral of spatial
characteristics of the EEG signals. They can be provided
with oral instructions though [4].
2 - The student will be enabled to see the bike while he
is trying to ride it, but will not be enabled to hear (audio
feedback) nor to feel (haptic information) it. The anal-
ogy with BCI is that subjects are provided with a single
feedback modality (usually visual feedback).
3 - The student will only be allowed to try the bike dur-
ing short and imposed periods of time. Moreover, he will
have to do a specific task with the bike, and will not be
allowed to explore the bike use as he may want to. The
analogy with BCI is that initial BCI trainings are done in a
synchronous way, in which the subject has to perform the
required mental tasks in specific and short (e.g., around 5s
for motor imagery) time intervals.
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4 - The feedback provided to the student will only indi-
cate him how good or bad he is globally driving the bike
but not at all what is specifically good or bad nor why
this is good or bad. He will have to figure it out himself.
In the case of the machine learning approach, this feed-
back will have another property: it will indicate a good
performance when the bike ride done by the student is
very similar to the bike rides he did when collecting ex-
amples to calibrate the classifier. It should be reminded
that these examples are collected by asking the student to
ride the bike, without any feedback. Since the student has
never ridden a bike before, and is not receiving any feed-
back, it is rather unlikely that he can ride the bike properly
from the very first time. Still, the feedback he is provided
with subsequently is based on those initial rides. In other
words, the feedback will be positive when the student is
riding the bike as incorrectly as when he tried to ride it the
very first time. Otherwise the feedback will be negative.
The analogy with BCI is that BCI feedback is generally
only related to the classifier output, that is to the confi-
dence in the mental tasks recognized. With the machine
learning approach to BCI, this classifier is optimized on
examples of EEG signals collected from the subjects per-
forming mental tasks for the very first time.
With all these properties and constraints, the student
will have most probably a lot of trouble understanding
how to ride a bike. He might even not be able to learn to
do so at all. Indeed, summarizing, the bike riding student
is not provided with a detailed goal or objective to achieve
; is not given time to practice at his own pace ; and he
is provided with a feedback that is unimodal, unspecific
(i.e., it does not indicate what is good or bad nor why it is
so) and which may be irrelevant (with the machine learn-
ing approach, the feedback is based on examples that are
likely to be incorrectly executed).
This training protocol is therefore clearly suboptimal,
and we will not be surprised if a substantial proportion
of students will perform poorly at, or even cannot do
bike riding after such a training. Therefore we should
not be surprised if BCI users trained using such an ap-
proach would perform poorly or would not be able to use
a BCI at all. This is not only common sense: this is also
supported by psychology research results about education
and training [5, 6]. Indeed, in these fields, it is known that
to be effective, “feedback should be non-evaluative, sup-
portive, timely and specific” [6]. In contrast, BCI feed-
back is evaluative (it indicates the subjects how good or
bad he did), neutral (it does not aims at supporting nor
depreciating the subject), regular (it is always given at the
same times) and non-specific (it does not explain why or
what it was good or bad). Feedback is also “of little use
when there is no initial learning or surface information”
[5]. BCI feedback generally cannot rely on such an initial
learning, since BCI subjects are generally not told what
a successful mental task is, e.g., for motor imagery, they
are not told that they should produce contralateral ERD in
the mu and beta bands. Finally, an ideal “feedback needs
to be clear, purposeful, meaningful” [5]. With the ma-
chine learning approach, BCI feedback might be unclear
and meaningless, if based on a classifier trained on in-
correctly performed mental tasks (which is likely). It is
generally also not purposeful, since it is not related to the
goal to reach. For instance, if we want the BCI subject to
be able to produce strong mu and beta ERD/ERS during
motor imagery, the feedback should show these mu and
beta ERD/ERS to the subject. This is rarely the case. All
these results also support that BCI feedback and training
approaches are sub-optimal. There have been surprisingly
little research about feedback training for BCI, and the
rare exceptions also support that this could be much im-
proved. Indeed, it has been shown that positive or biaised
f edback [7], self-paced specific feedback training using
inverse solutions [8], multimodal feedback [9] and adap-
tive feedback [10] could all improve BCI performances.
This further illustrates that there is a strong need for al-
ternative feedback training approaches for BCI, and that
these have the potential to greatly improve BCI perfor-
mances and reduce BCI illiteracy, maybe more than signal
processing methods alone.
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