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Abstract 
 Practical applications of compact heat exchangers, using low-permeability (1.4e-
10 m2) high-conductivity (150 W/m-K) graphite-foam for heat transfer enhancement, are 
often limited by the excessive pressure-drop.   
In an earlier study, Norton (2003), using straight-cut corrugations through the 
entire height of the graphite-foam heat exchanger, identified minimal pressure-drop 
configurations. For these optimal configurations, pressure-drop reductions of nearly two 
orders of magnitude were achieved when compared to a full block of graphite foam. With 
a constant heat flux (12 W/cm2) boundary, the high thermal conductivity of the foam has 
resulted in heat transfer values that are two orders of magnitude higher than those for 
state-of-the-art compact heat exchangers. In spite of the significant pressure-drop 
reductions, the friction factors for the optimal straight-cut configurations were still three 
orders of magnitude higher relative to those of modern compact heat exchangers. Also, it 
should be pointed out that in the slotted areas of these geometric configurations, the fluid 
(water) came directly in contact with the heated surface resulting in undesirable hot spots 
in the slots.  
The present study addresses additional techniques to improve upon the results of 
Norton. In particular, the technique of tapering the inlet and outlet slots of each optimal 
straight-cut configuration is considered for additional pressure-drop reductions. 
Following an extensive two-dimensional parametric study using FEMLAB®, newly 
optimal tapered configurations were identified where minimal pressure-drop values were 
further reduced. Compared to their optimal straight-cut counterparts, pressure-drop 
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reductions of nearly 20% at relatively low Reynolds numbers and up to 47% at higher 
Reynolds numbers are achieved.  
The heat transfer problem, with a constant heat flux (12 W/cm2) boundary 
condition imposed, is three-dimensional and is solved using STAR-CD®. With three-
dimensional model simulations, the effects of covering the heated surface of the tapered 
inlet and outlet slots with a thin layer of foam are analyzed. It was found that with foam 
in the slots, the Nusselt numbers were nearly twice as large as those obtained without the 
presence of a foam layer, the hot spots on the heater surface were significantly reduced, 
and the average temperature of the heater surface was also decreased. The results also 
showed that there was no additional pressure-drop penalty in adding a thin layer of foam 
in the slots. In conclusion, the results indicate that while heat transfer performance of the 
graphite-foam heat exchanger was enhanced significantly with the addition of a thin layer 
of foam in the slots, the reduced pressure-drop is still too high relative to the state-of-the-
art compact heat exchangers. 
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Chapter 1 
Introduction 
 
1.1  Background 
Within the last three decades, significant research progress has been made in the 
area of convective heat transfer in fluid-saturated porous media, where the term porous 
media refers to a solid matrix with interconnected voids. There is a growing interest in 
this field of study because of the large spectrum of thermal engineering applications. 
Areas of application include thermal insulation, electronic cooling, heat pipe technology, 
and graphite-foam heat exchangers. In the present study, special attention will be given 
to electronic cooling applications, where graphite-foam heat exchangers are used for heat 
removal. Graphite-foam heat exchangers consist of a combination of a fluid and a fluid-
saturated porous material. Such heat exchangers are designed to provide maximum 
performance from the minimum amount of volume possible. Because of their compact 
design, these heat exchangers occupy a minimal amount of space, thus allowing for a 
greater flexibility in industrial applications. This type of heat exchangers is often referred 
to as compact heat exchangers and is used when a large heat transfer surface area per unit 
volume is desired.   
The porous material used in this study possesses the same physical and thermal 
properties as the highly conductive graphite foam developed in recent years at Oak Ridge 
National Laboratory (ORNL). Because of its very high heat-conductive characteristics, 
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improvements in heat transfer are expected in graphite-foam based compact heat 
exchangers. In addition to the high thermal conductivity of the solid matrix, these types 
of heat exchangers have a large heat transfer area-to-volume ratios and the 
interconnectedness of the porous structure allows fluid to flow through the pores as in 
direct-contact heat exchangers.  These factors contribute to significant heat transfer 
enhancement. 
However, a fluid flowing through a porous medium encounters a great deal of 
flow resistance since it has to overcome the rigid but porous structure of the solid matrix. 
This results in a large pressure-drop across the porous structure, which is undesirable 
because more pumping power, therefore higher operational costs, would be required to 
transport the fluid.  
To address this problem, Norton (2003) proposed in his thesis to make rectangular 
cuts (i.e., slots) through the entire height of the foam as shown in Figure 1.1 (Norton, 
2003). In Figure 1.1, the length L of the heat exchanger is parallel to the flow direction; 
whereas the width W and height H form the cross-sectional area perpendicular to the 
flow direction. The cuts made through the foam result in alternating blind slots that are 
equally spaced along the width of the heat exchanger and parallel to the flow direction. 
Looking at Figure 1.1, the fluid enters the frontal face of the foam through the inlet slots 
(depicted with the blue faces on the sketch) and the uncut front faces of the foam. The 
fluid then flows through the foam and exits through the outlet slots (depicted with red 
faces on the sketch) and the foam trailing faces.  It should be pointed out that in the 
slotted areas of these geometric configurations, the fluid comes directly in contact with 
the heated surface. These cases will be referred to as “straight-cut” configurations in this  
 2
 Figure 1.1. Sketch of internal forced convection through a straight-cut corrugated foam 
geometry exposed to a constant heat flux. 
 
thesis. 
It is well known that the pressure-drop for flow through a porous medium is 
proportional to the fluid velocity for small-velocity flows (Darcy flow regime) and to the 
square of the fluid velocity for high-velocity flows (Forchheimer flow regime), and also 
proportional to the porous path length.  Thus, the pressure-drop can be reduced in two 
ways, one by reducing the effective velocity of the fluid through the porous medium and 
the second by reducing the porous path length.  Both of these factors can be incorporated 
into the corrugated foam geometry by the strategic removal of foam in certain locations 
as shown in Figure 1.1.  
Norton conducted an extensive parametric study of a two-dimensional corrugated 
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graphite-foam heat exchanger. From this study, cases where the pressure-drop was 
minimal were identified as the optimal cases. He was able to reduce the pressure-drop in 
those optimal cases by nearly two orders of magnitude when compared to a full block of 
graphite foam. Although Norton made significant progress in decreasing the pressure-
drop across the foam, the pressure-drop values were, however, still too high relative to 
state-of-the-art compact heat exchangers. Further, the heat transfer performance was 
shown to be two orders of magnitude higher than that of the state-of-the-art compact heat 
exchangers. Moreover, the boundary surface of the graphite-foam heat exchanger that 
was exposed to a constant heat flux showed regions of hot spots where the fluid was in 
direct contact with the heater.  Such hot spots are undesirable in electronic applications. 
 
1.2 Objectives of Study 
In this study, an additional pressure-reduction technique will be considered to 
decrease the flow friction beyond that achieved by the optimal cases of Norton (2003) by 
tapering the inlet and outlet slots as shown in Figure 1.2.  
 However, two undesired effects emerge from tapering the inlet and outlet slots of 
the corrugated foam. One, tapering alters the heater area that is in direct contact with the 
fluid and this may increase the extent of hot spots compared to a straight-cut 
configuration. Second, by tapering the slots to lessen the pressure-drop, the fraction of 
conductive graphite material that is in direct contact with the applied heat flux surface 
decreases (see Figure 1.1) and this is undesirable in maximizing heat transfer  
 4
 Figure 1.2. Sketch of a unit cell of a tapered-cut graphite foam showing tapered inlet and 
outlet slots. 
 
performance of the graphite foam. Thus, even though reducing the pressure-drop as the 
coolant comes across the graphite foam is critical, it is also very important not to severely 
reduce or obstruct the heat transfer capabilities of the very conductive graphite foam. 
To minimize or eliminate the occurrence of hot spots in the regions where the heater 
comes in direct contact with the fluid, Norton recommended that a thin region of foam be 
left in contact with the heated surface. In addition to eliminating hot spots, such a 
configuration resolves the previous concerns of sacrificing heat transfer performance of 
the graphite foam. In contrast to the straight-cut geometry (where slots were cut across 
the entire height of the cross-section), all of the area of the heated surface will be in 
contact with the highly conductive foam and maximizes the heat transfer. This approach 
will also be evaluated in this study. 
Specific objectives of this study are: 
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1) To explore the possibility of further reducing the friction factor values of the 
corresponding optimal straight-cut configurations identified by Norton (2003) by 
tapering the inlet and outlet slots to provide a convergent inlet flow channel and 
corresponding divergent outlet flow channel as shown in Figure1.2. 
2) To explore the effect of covering the heated surface of the tapered inlet and outlet 
slots with thin regions of foam to reduce or eliminate hot spots in the tapered 
slots. An analysis pertaining to the effect of the thin foam regions on pressure and 
temperature fields will be conducted. 
3) To identify minimal pressure-drop cases for tapered configurations.  
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Chapter 2 
 
Literature Review 
This literature review will address the mechanics of fluid flow and heat transfer 
for the case of forced convection in channels filled with porous media. Throughout the 
discussion of these two main topics, the concepts presented in the books of Nield and 
Bejan (1999) and Kaviany (1995) are used as primary references.   
A detailed presentation of the graphite foam description and properties used in 
this study can be found in the research conducted by Norton (2003). 
 
2.1 Fluid Flow Through a Porous Medium 
 Only the case of single-phase fluid flow, where a single fluid saturates the porous 
medium will be discussed in this chapter.  Literature pertaining to the case of two-phase 
flow, in which both a liquid and its vapor occupy the space within the pores of the porous 
medium, is beyond the scope of the present study and will not be discussed.   
Overview of Porosity 
The porosity φ of a porous medium is the ratio of the volume of the pores in the 
material to its total volume. Looking at the cross-sectional area of an isotropic material, 
the fraction of void area to total area also known as the “surface porosity” will normally 
be equal to φ.  
In the way the porosity φ was previously defined, it is assumed that all the void 
space is connected. However, in certain cases the void space in the material is not 
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entirely connected. In such cases, an “effective porosity” term defined as the ratio of 
connected void to total volume is introduced. The effective porosity is smaller than or 
equal to porosity. 
According to Nield and Bejan (1999), porosity is less than 0.6 for natural media 
and close to 1 for man-made materials such as metallic foams. In this study, a value of 
0.75 for porosity is used in the three-dimensional (3D) analysis of the corrugated graphite-
foam heat exchanger. This is the same value that was used by Norton (2003).  
2.1.1 Darcy Velocity 
Nield and Bejan make a distinction between an average taken with respect to a 
matrix volume element Vm incorporating both solid and fluid material, and one consisting 
only of fluid volume Vf . The average of the coolant velocity based on the volume Vm is 
the velocity vector v with components u, v, and w in the x, y, and z coordinate system. 
This quantity is also referred to as seepage velocity, filtration velocity or Darcy velocity. 
Whereas the average of the fluid velocity over the volume Vf is called the interstitial 
velocity or intrinsic average velocity V. Dupuit and Forchheimer established a 
relationship between the Darcy velocity and the intrinsic average velocity in the 
following equation: 
                                                  v = φ V                                                                (2.1) 
For fluid flow through a porous medium, the conservation of mass is verified in 
the continuity equation as follows: 
                                                            ( ) 0ρ
t
ρφ ff =⋅∇+∂
∂ v                                                       (2.2) 
where is the fluid density.  fρ
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Next, a chronological history of the momentum equation in a porous media is presented.  
2.1.2 Darcy’s Law 
In his experiments on steady-state flow through a porous medium, Henry Darcy 
(1856) discovered a linear proportionality between the flow rate and the pressure-drop of 
the fluid flowing through the porous medium. In recent years, the Darcy equation has 
been commonly expressed as: 
                                             
x
p
µ
Ku ∂
∂−=                                                       (2.3) 
where ∂p/∂x is the pressure gradient in the flow direction, µ is the dynamic or molecular 
viscosity of the fluid and K is the specific permeability or intrinsic permeability of the 
solid matrix in units of square-meters. 
 For an isotropic medium with three-dimensional flow, Darcy’s equation can be 
expressed as: 
                                             v
K
µp −=∇                                                       (2.4) 
Various authors have extensively investigated and verified Darcy’s law, 
experimentally as well as theoretically. However, Lage (1998) suggested that the original 
experiments conducted by Darcy could have been affected by the fluid’s viscosity 
dependence on temperature. 
Relevance of Permeability in the Darcy Model  
 The specific permeability K strongly depends on the geometry of the medium but 
is independent of the fluid properties. Thus for simple geometries, the coefficient of 
permeability K could be calculated based on specific geometrical parameters. Rewriting 
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Darcy law as K = - µ u / (∂p/∂x), the permeability K can be viewed as a measure of the 
flow conductance of the matrix, in other words, how penetrable the matrix is to liquids 
and gases passing through its pores. From the above specific permeability expression, low 
values of K represent relatively high values of pressure-drop across the matrix and/or low 
fluid velocity in the porous region, meaning that the flow is subjected to a substantial 
amount of resistance from the matrix.  Whereas high K values suggest that the pressure-
drop is minimal and/or that u, the x-component of the velocity vector v, is large causing 
the flow to penetrate the matrix somewhat easily.  
Relevance and limits of Darcy Model  
 The Darcy equation expresses a domination of viscous forces over inertial forces, 
which is also characteristic of Stokes flow in which inertial and body force terms are 
negligible relative to friction force terms in the Navier-Stokes equations. In the case of 
fluid flow in a porous structure, the rigid structure of the solid matrix causes the fluid to 
be exposed to large viscous shear stresses. And at the same time, the graphite foam used 
in the present study possesses a low coefficient of permeability, on the order of 10-10 m2 
(Osgood, 2001), which is inversely proportional to pressure-drop in the Darcy model. 
Therefore, both of these factors contribute to a large pressure-drop across the matrix.   
 However, the Darcy model does not accurately predict actual fluid flows at high 
velocities since the viscous forces are much larger in magnitude compared to the inertial 
forces. Moreover, the Darcy model cannot satisfy the no-slip boundary condition. 
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2.1.3 Extensions of Darcy’s Law 
Form Drag: Forchheimer’s Equation 
 As previously stated, the Darcy model is valid only for relatively low fluid 
velocity v in the solid matrix and fluid continuum. Hence, at sufficiently large Reynolds 
numbers, the linear proportionality between the flow rate and the pressure-drop of the 
fluid flowing through the porous medium disappears. The deviation from linearity is due 
to an increase of inertial contribution to the momentum balance. In effect, the form drag 
also known as pressure drag due to pressure difference across the solid matrix becomes 
comparable with the surface (viscous) drag due to friction. And at very high velocities, 
the inertial effects become even larger to the point where they dominate the viscous 
effects. This effect is comparable to the unevenness of pressure surrounding a blunt body 
in a fluid stream due to a wake that is formed on the downstream side of the object. 
Forchheimer confirmed in 1901 from experimental data the need to add a quadratic-
velocity term to the Darcy equation by a simple linear superposition. Based on the 
quadratic term introduced by Forchheimer, Joseph et al. (1982) proposed modifications to 
equation (2.4) with the following expression:   
                                v|v|ρ K cv
K
µp f
1/2
F
−−−=∇                                    (2.5) 
where is the dimensionless Forchheimer coefficient. This is the equation that will be 
used in the present study assuming steady flow through a porous medium with low 
permeability coefficient. The last term of the above equation is referred to as the 
Forchheimer term. This term becomes important when the magnitude of the pressure drag 
is comparable to that of the viscous drag.  
Fc
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 The Forchheimer coefficient, , later called the form coefficient, was 
incorrectly thought to be a universal constant by Ward (1964), with a value of about 0.55. 
It turns out that is dependent on the nature of the porous medium (and hence the name 
form coefficient, and in the case of foam metal fibers can be as small as 0.1 (Sparrow, 
1969). In this study, the form coefficient has a value of 0.5243, which was previously 
reported in Osgood’s (2001) Master’s thesis.   
Fc
Fc
Brinkman’s Equation 
 Another alternative to Darcy’s equation is commonly referred to as the 
Brinkman’s equation. In 1947, as he was trying to obtain an expression for the 
permeability of packed beds made of spheres, Brinkman superimposes the viscous 
dominated Stokes flow (because inertial and body force terms equal to zero in the Navier-
Stokes equations) with the Darcy flow. The resulting equation with inertial terms omitted 
takes the following form: 
                                     vv 2 µ'
K
µp ∇+−=∇                                                 (2.6) 
where the coefficient  is the effective viscosity. Although not always true, Brinkman 
sets the effective viscosity equal to the molecular viscosity.  
µ'
In the above equation, the first term is the usual Darcy term whereas the second is 
similar to the Laplacian term that appears in the Navier-Stokes equation. This additional 
term, accounts for the influence of viscous shear stress placed on the fluid by the adjacent 
solid surface of a high-permeability porous medium. The inclusion of the Laplacian term 
is important for our present study because this term is required to satisfy the no-slip 
boundary condition at the solid walls surrounding the graphite foam. According to 
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Lundgren (1972), for the Brinkman equation to be valid, the porosity has to be larger than 
0.6.  
In most of the recent papers, the Darcy number is defined as Da = K/L2, where L 
is a characteristic macroscopic length scale of the problem. After performing a scale 
analysis of the Brinkman term and the Darcy term in equation (2.6), Norton (2003) 
determined that the effect of the Brinkman term is negligible for modeling pressure-drop 
across a porous medium since the Brinkman term becomes relatively insignificant as the 
Darcy number approaches zero. However, as will be mentioned in a later discussion, a 
modified form of the Brinkman equation will be used in this work to satisfy the boundary 
conditions present in the model.    
2.1.4 Porous Media Reynolds Number 
The Reynolds number is usually defined as: 
                                         
µ
L V ρRe =                                                          (2.7) 
which can be interpreted as the ratio of inertia forces to viscous forces in the velocity 
boundary layer. Thus, for large values of Re, we expect inertia forces to dominate 
whereas for small values of Re, we expect viscous forces to dominate in the above ratio. 
The Reynolds number serves as a means to determine the existence of a particular flow 
regime: laminar, transitional or turbulent. In this study, a porous medium is inserted into 
the fluid flow, which creates a region of high pressure-drop across the foam. The flow 
field in the porous medium is governed by the modified Forchheimer equation (2.5). 
With very high-pressure gradients in the porous region, the ratio of inertia forces to 
viscous forces becomes less relevant (i.e. traditional Reynolds number). It is more 
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appropriate to consider the ratio of form drag to viscous drag to have a better indication 
of the flow regime. Norton (2003) defines the porous media Reynolds number as follows: 
                           
dragviscous
dragformRe*K ≈≡ µ
K Uρ
c OF                  (2.8) 
where  is the form coefficient and  is the frontal velocity. Fc OU
 
2.2 Heat Transfer Through a Porous Medium 
2.2.1 Local Thermal Equilibrium 
In order for both the solid and fluid components of the porous matrix to be 
modeled as a single medium, most authors assume the concept of local thermal 
equilibrium (LTE). This concept is based on the theory that the temperature difference 
between the fluid and the surrounding solid is negligible compared to that occurring over 
the system dimension. Under this assumption, only a single equation needs to be derived 
for the conservation of energy using a local-volume-averaging technique. For the LTE 
assumption to be valid, Kaviany (1995) requires that:     
                                     Lld ∆T∆T∆T <<<                                            (2.8) 
where represents the difference between the temperature at a point in the solid and in 
the fluid,  represents the maximum temperature difference across a representative 
elementary volume of the matrix and the temperature difference over the system 
dimension.  
d∆T
l∆T
L∆T
Norton (2003) established that the LTE assumption is valid for applications having low 
Reynolds and Darcy numbers and where the specific surface area between the solid and 
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fluid is very large. As these conditions prevail in the present study, the local thermal 
equilibrium assumption is a valid approximation.   
2.2.2 Thermal Dispersion  
Thermal dispersion is a complex heat transfer phenomenon that occurs within the 
pores of the matrix. Thermal dispersion is the effect of the fluid mixing inside the pores 
as a result of the tortuous path that fluid elements are subjected to within a porous 
medium. To accurately model heat transfer enhancement of a porous medium, the notion 
of thermal dispersion is introduced as the fluid velocities are increased. However, 
according to Angirasa (2002), porous media with low permeability are usually exposed to 
low velocities where this phenomenon of thermal dispersion is not present. Since low 
fluid velocities are also expected in our model, thermal dispersion is not included.     
2.2.3 Height Estimation of the Foam  
 It is critical to determine the appropriate height of the corrugated foam to make 
the heat exchanger occupy the least amount of space possible and limit superfluous cross-
sectional flow. Furthermore, it is also important to reduce in three-dimensional 
simulations, the number of cells present along the height H of the corrugated foam for 
computational purposes. In effect, better mesh refinement can be obtained in critical 
zones of interest as in the thermal boundary layer region closest to the applied boundary 
flux. Simulating a practical case handled by the software package STAR-CD®, Norton 
(2003) developed a correlation for the thermal boundary layer thickness, δT, for a constant 
heat flux boundary in the case of forced convection based on the Darcy flow model. It is 
similar to the one obtained by Kaviany (1987) for the case of isothermal boundary. 
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However, in the present study, the boundary surface is subjected to a constant heat flux, 
which calls for a different proportionality constant. For an isothermal boundary condition, 
Kaviany (1987) established: 
              
∞
=
u
 8
x
δT fmα                Tw = constant                (2.9) 
where the subscript fm stands for fluid and graphite-foam matrix combination and, 
                                               
fmfm
fm
fm
k
α
pcρ
≡                                                   (2.10) 
Whereas, for a constant heat flux boundary condition, the thermal boundary layer 
correlation is: 
       
xu
2.73
x
δT
∞
= fmα              q” = constant                 (2.11)  
For present estimation purposes, the height H of the corrugated foam geometry is set 
equal to the thermal boundary layer thickness  for a specific length L of the corrugated 
geometry. Thus, the equation for estimating the height of the foam, H is: 
Tδ
                              
Lu
 
2.73
L
H
∞
= fmα   q” = constant                (2.12) 
It should be pointed out that the use of additional foam height beyond  would 
be thermally ineffective, but will increase the volumetric flow rate through the system to 
maintain the specified inlet velocity. The pumping power will increase in proportion to 
the increase in volumetric flow rate.
Tδ
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Chapter 3 
Problem Statement 
 
3.1 Introduction 
The heat transfer results were expressed in terms of Colburn-j factors jH 
(dimensionless heat transfer coefficients) by Norton (2003) for 3D straight-cut corrugated 
graphite-foam heat exchanger with a constant heat flux boundary. The Colburn-j factors 
were three orders of magnitude higher than those for standard compact heat exchangers. 
Norton (2003) also achieved dramatic reduction in pressure-drop, nearly two orders of 
magnitude lower relative to a full block of foam. However, these pressure-drop results 
were still too high relative to state-of-the-art compact heat exchangers.  
With straight-cut corrugations, Norton (2003) showed that significant pressure-
drop occurs in the entrance region. The streamlines of the flow show that most of the inlet 
flow gets forced into a very narrow area of the slot as it enters the inlet slot resulting in a 
significant acceleration of the fluid and, pressure drop. To improve this situation, tapered-
cut configurations are considered for the present study as one way to further reduce the 
pressure-drop across the foam. The tapering of the slot is to be such that at the inlet it is 
more open and it progressively narrows down in the flow direction. The cross-sectional 
area of the inlet slot progressively decreases from inlet toward the exit. The area 
reduction in the flow direction should reduce the excessive accelerations (present in the 
straight-cut configuration) of the heat transfer fluid and should reduce overall pressure-
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drop. In a corresponding manner the pressure-drop is reduced in the divergent exit slot as 
well. 
 
3.2 New Pressure-drop Reduction Technique: Tapered-cut  
Corrugated Foam  
As previously discussed, it is crucial to limit the operational cost associated with 
transporting the coolant through the heat exchanger, especially across the foam region. 
Because of the small pore diameters (approximately 350 microns) in graphite foam, 
tremendous pressure-drop occurs across the porous region.  
3.2.1 Geometric Simplifications
Since minimal flow is expected in the y-direction (Figure 1.1), the direction 
normal to the heated surface, we expect the pressure gradients in the y-direction to be 
negligible compared to those in the x-z plane. Thus, a two-dimensional (2D) analysis in 
the x-z plane is adequate in calculating the total pressure-drop. A 2D analysis, instead of a 
fully three-dimensional study, will reduce computational time significantly, especially 
when conducting a parametric study where a large number of simulations are required. 
However, a full 3D analysis is required for the heat transfer performance of the 
corrugated heat exchanger since most of the heat transfer occurs in the y-direction (Figure 
1.1). Note:  Elsewhere, the z is used as the direction normal to the heated surface. For 
modeling purposes, the complex geometry of the corrugated foam shown in Figure 1.1 is 
simplified by finding a repetitive geometry within the boundaries of the applied heat 
source. Following the geometric notation of Norton, this repeated shape is referred in this 
study as the Corrugated Unit Cell (CUC) as shown in Figure 3.1. The CUC can be  
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 Figure 3.1. Sketch of a two-dimensional straight-cut Corrugated Unit Cell   
 
modeled separately and optimized for a given set of input parameters. As shown in Figure 
3.1, C represents the width of the slots that are machined into the foam, L is the length of 
a Corrugated Unit Cell, S represents the width of one CUC and t is the uniform thickness 
of the foam. By focusing on a unit cell as opposed to the full geometry, more computer 
memory could be allocated to a smaller geometry during the modeling phase. As a result, 
the designer would obtain more accurate results for lesser computational time. 
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Tapered-cut Corrugated Unit Cell 
While Norton (2003) achieved significant reduction in pressure-drop by 
machining rectangular cuts into the foam, the reduced pressure-drop is still too high 
relative to state of the art heat exchangers. To reduce pressure-drop even further, the  
optimal straight-cut configurations are modified as shown in Figure 3.2 to include 
tapered-cuts in order to improve the flow distribution and reduce pressure-drop. 
Superimposed sketches of the straight-cut CUC are also shown in blue solid lines and the 
tapered-cut CUC shown in red-hatched lines.  
 
 
Figure 3.2. Superimposed sketches of a straight-cut and a tapered-cut Corrugated Unit 
Cell 
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For the tapered-cut CUC, the case of going to zero reduces to the straight-cut 
configuration. Thus, for this particular case of α going to zero, our results can be directly 
compared to the ones obtained by Norton (2003). 
α
As can be seen in Figure 3.2:  
                 ( )α tan
2
tLa ⎟⎠
⎞⎜⎝
⎛ −=                                                   (3.1) 
or ⎟⎠
⎞⎜⎝
⎛
−
×=
tL
a2arctanα ,                                              (3.2) 
while 
2
Ca max =                                                        (3.3) 
To control the tapering of the CUC in our modeling software packages, a variable 
monitoring the ratio 
maxa
a  is introduced.  
In this study, the Finite Element Analysis (FEA) software FEMLAB® is used very 
effectively for 2D parametric study for determining the optimal tapered-cut 
configurations. This parametric study is limited to the optimum configurations already 
identified in Norton’s study to demonstrate the effect of tapering on additional reduction 
to pressure-drop from the optimal straight configurations. The optimal tapered 
configurations are identified as those with the most uniform flow distribution and the 
least overall pressure-drop. The optimal tapered configurations from the 2D analysis are 
then used to analyze a limited number of 3D cases using the Computational Fluid 
Dynamics (CFD) software STAR-CD®. By solving the full three-dimensional problem, 
the combined effects of pressure-drop and heat transfer across the foam can be analyzed.  
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The presence of two planes of symmetry passing through the middle of the inlet 
and outlet slots, enable us to consider only one half the CUC for modeling purposes since 
the newly created regions on either side of the inlet slot are identical. Each region is 
referred to in this study as the Corrugated-Half Unit Cell (CHUC) as shown in Figure 
3.3.  It should be noted that the tapered CHUC is designed such that the thickness t is the 
same for both the straight and tapered configuration of the CHUC. However, in the case 
of the tapered configuration, the transverse thickness t2 is not equal to t.  
The fluid region downstream of the CHUC is not included in this study because 
there was negligible pressure-drop in that region relative to the pressure-drop across the 
foam length (this statement will be justified in the Results section of this thesis). 
Moreover, inclusion of a downstream section was found to be problematic since solutions 
for some of the configurations did not converge, primarily because of the presence of 
 
 
Figure 3.3. Sketch of a tapered Corrugated-Half Unit Cell 
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recirculating zones in the fluid region downstream of the CHUC. Without an exit section, 
convergence was reached in most cases. The final corrugated foam geometry used 
throughout this analysis is limited to a Corrugated-Half Unit Cell with no downstream 
fluid region. It should be noted that as in the case of a CHUC with a downstream fluid 
region, the boundary condition at the exit plane remains the same (zero pressure 
boundary condition) for a CHUC with no downstream fluid region. This final foam 
geometry is very helpful since more computational memory and a more refined mesh can 
be allocated to certain areas of specific interest. In effect, improving mesh quality allows 
for a more accurate solution in regions where large pressure and velocity gradients are 
present. 
3.2.2 Thermophysical Properties and Model Assumptions 
In order to model the Corrugated Half-Unit Cell in the FEA software FEMLAB® 
and the CFD software STAR-CD®, the same thermophysical properties and assumptions 
are used in both software models. 
This study is limited to steady-state operating conditions. The coolant fluid is 
water, whose properties are assumed to be constant in the expected temperature range. 
Moreover, the flow is assumed to be laminar since low velocities are expected in the very 
difficult to penetrate porous matrix region. Homogeneous, isotropic foam properties are 
also assumed. And as previously discussed, the local thermal equilibrium holds in this 
study, and because of the low fluid velocities, no thermal dispersion is included.  
In summary, the following assumptions are made for this study: 
1. Steady-state conditions 
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2. Incompressible flow with constant fluid properties (dynamic viscosity, 
specific heat, thermal conductivity) 
3. Laminar flow  
4. Homogeneous, isotropic foam properties (effective thermal conductivity or 
ETC, form coefficient, permeability) 
5. Local Thermal Equilibrium (LTE) 
6. No thermal dispersion  
As previously discussed, the case of α going to zero corresponds to the straight-
cut configuration analyzed by Norton (2003). Thus, by using the same fluid and matrix 
properties as Norton (2003), our results for the straight-cut configurations should be in 
good agreement with Norton’s results. Such a comparison is used to validate the present 
models developed totally independent of the codes developed by Norton.  For these 
reasons, the water and matrix properties used in this analysis are identical to the ones used 
by Norton (2003) as shown in Table 3.1. The water properties are evaluated at 20° C or 
293.15 K. 
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Table 3.1: Thermophysical properties for both the fluid and porous material  
Property  Symbol Value Units 
Fluid     
 Density* fρ  99.8 kg/m3
 Dynamic (Molecular) Viscosity*
µ  0.001002 kg/m-s 
 Specific Heat* (cp)f 4182 J/kg-K 
 Thermal Conductivity* kf 0.59 W/m-K 
 Prandtl Number Prf 7.1023  
Matrix  
 Permeability K 1.4e-10 m2
 Form Coefficient cF 0.5243  
 Effective Thermal Conductivity keff = km 150 W/m-K 
         Fluid and graphite-foam matrix combination   
 Thermal Diffusivity fmα  4.67e-5 m2/s 
 
*Water properties based on data from the Handbook of Chemistry and Physics, 69th 
Ed.,CRC Press, 1998.
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Chapter 4 
Software Implementation and Dimensionless 
Performance Parameters 
  
4.1 Introduction 
The geometric parameters, as well as the porous media momentum and energy 
equations pertaining to this study have already been introduced. As established earlier, the 
porous media momentum equation is the modified Forchheimer equation, which differs 
from the Darcy equation by the addition of a quadratic term. Even though it is previously 
established that the Brinkman term is negligible for modeling pressure-drop across a 
porous medium, a particular form of the Brinkman equation will be used in modeling the 
current problem in FEMLAB® because it allows for multidirectional flow analysis. This 
topic is discussed in greater detail later on in this chapter in the context of the governing 
equations used in the modeling softwares. Instead of solving two separate equations, one 
for the fluid region and the other for the porous region as in the case of the momentum 
conservation equations, only a single energy equation is used for both the fluid and 
porous regions of the 3D model since both regions are treated as one continuum under the 
local thermal equilibrium assumption.   
Various performance parameters will be introduced to later allow us to compare 
our results with previous studies.   
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4.2 FEMLAB® Model 
4.2.1 Governing Equations 
Each 2D FEMLAB® model consists of two main subdomains that are governed by 
two separate momentum conservation equations. The Navier-Stokes equations are used in 
the region upstream of the porous corrugated block of foam. Thus, for the fluid region, 
assuming steady-state conditions, incompressible flow with constant fluid properties 
(constant dynamic viscosity in this case), the continuity and Navier-Stokes equations are 
reduced to (FEMLAB® Chemical Engineering Module, 2002): 
 
Mass:      0=⋅∇ u                                     (4.1) 
 
Momentum:              ( ) Fpρη 2 =∇+∇⋅+∇− u uu                    (4.2)  
 
                               where = Dynamic viscosity η
                                          u = Velocity vector                  
                              ρ = Density 
                              p = Pressure 
               F = Body forces. 
 
The porous media momentum equations in FEMLAB® are limited to the Darcy 
and Brinkman equations. However, the form of the Darcy equation in FEMLAB®, which 
is displayed below, does not account for transverse velocity components. In other words, 
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the flow is restricted and forced to a single direction, which is not applicable for the 
present study. 
               Fp
η
k =⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∇−⋅∇                                                 (4.3) 
k = Permeability of the porous structure 
 
The form of the Brinkman equation used in FEMLAB® introduces the velocities in the 
spatial directions as dependent variables (FEMLAB® Chemical Engineering Module, 
2002). So, even though we previously stated that the Brinkman term is negligible 
compared to the contribution of the Darcy and Forchheimer terms, it is included in this 
study to account for multidimensional effects. Thus, for the porous region, assuming 
steady-state conditions, incompressible flow with constant molecular viscosity, the 
Brinkman equations are reduced to (FEMLAB® Chemical Engineering Module, 2002): 
                                     Fp
k
ηη- 2 =∇++∇ uu                                              (4.4) 
This equation is very similar to the Navier-Stokes equation (4.2) previously defined 
except for the addition of the Darcy term that accounts for flow resistance of the porous 
structure and the omission of the convective inertia term. The appropriate porous 
momentum equation contains a quadratic term, which is embedded in the body force term 
in equation (4.4). For the time being, neglecting the Brinkman term in equation (4.4) and 
the equation can be written as follows:   
   F
k
ηp +−=∇ u         (4.5) 
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Concurrently, the modified Forchheimer equation (equation (2.5)), which is the correct 
porous momentum conservation equation, can be written with u as the velocity vector; we 
then obtain: 
           uuu ||ρ K c
K
µp f
1/2
F
−−−=∇                                       (4.6) 
Comparing the last two equations, it is apparent that the body force, F, can be expressed 
in the FEMLAB® subdomain as: 
                                 (4.7) uu ||ρ K cF f
1/2
F
−−≡
 
4.2.2 Boundary Conditions 
The fluid enters the channel at a constant velocity whose value depends on the 
assigned Reynolds number in the parametric study. In essence, the water inlet velocity was 
back calculated for each run from the Reynolds number. Since modeling of the current 
problem is performed on a half unit cell because of identical regions on either side of the 
inlet slot, symmetric boundary conditions are set on the centerlines of the inlet and outlet 
slots. In FEMLAB®, this is equivalent to saying that there are no normal velocity 
components to that boundary. At the outlet, the pressure is set to zero for both the fluid and 
porous regions. By setting the outlet boundary at the end of the foam length, the pressure 
change downstream of the foam is neglected. However, as will be shown in a latter 
discussion, most of pressure change and changes in flow characteristics occur before this 
downstream region. Thus, in our model, the total pressure-drop across the system is equal 
to the value of the inlet static pressure. Extra-care needed to be given at the boundary 
edges shared by both the fluid and porous regions in our 2D FEMLAB® modeling. In 
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effect, FEMLAB® does not have the inherent capability to take care of interfacial 
boundary conditions between the fluid and the porous region. Thus, for each subdomain, 
the velocity is specified at the entrance and the pressure at the exit. This implies that to 
satisfy the Navier-Stokes equations, the fluid-side pressure is set equal to the porous-side 
pressure on the upstream boundary edge of the porous region, depicted by the blue line in 
Figure 4.1, whereas to satisfy the Brinkman equations, the porous-side velocity is set equal 
to the fluid-side velocity. Similarly, to satisfy the Brinkman equations, the porous-side 
pressure is set equal to the fluid-side pressure on the downstream boundary edge of the 
foam region, depicted by the red line in Figure 4.1, whereas to satisfy the Navier-Stokes 
equations, the fluid-side velocity is set equal to the porous-side velocity.    
        
     
 
Figure 4.1. Sketch showing the boundary conditions for a HUC used in FEMLAB® 
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4.3 STAR-CD® Model 
4.3.1 Governing Equations 
In the 3D modeling of the tapered corrugated graphite-foam heat exchanger, a 
heat transfer study is done in addition to the pressure analysis. This implies that the 
governing equation for thermal enthalpy will be introduced in the conservation energy 
equations in STAR-CD® in addition to the mass and momentum equations. In the fluid 
region, under steady-state conditions, the mass, momentum (Navier-Stokes equations) 
and energy conservation equations from STAR-CD® Methodology (1999) are: 
Mass:                                              ( ) 0~ =∂∂ jj uρ x              (4.8) 
Momentum:                            ( )
i
p
ijij
j x
p
τ uuρ 
x ∂
∂−=−∂
∂ ~                               (4.9) 
Energy:               ( )
j
i
ij
j
p
j,jhtj
j x
u
τ
x
p
uF huρ 
x t ∂
∂+∂
∂=−∂
∂ ~~                            (4.10) 
A few terms present in the above equations need also to be defined: 
    ij
k
k
ijij δx
u
µs µτ ∂
∂−=
3
2 2       (4.11) 
where the ‘Kronecker delta’, , is unity when i = j and zero otherwise.  ijδ
 
   ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂=
i
j
j
i
ij x
u
x
us
2
1        (4.12) 
                                        0
0  Tc Tch ppt −=       (4.13) 
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j
,jh x
TkF
t ∂
∂=       (4.14) 
and  = Cartesian coordinate (i = 1, 2, 3) ix
              = Absolute fluid velocity component in direction iu ix
ju~        = , relative velocity between fluid and local (moving) 
coordinate frame that moves with velocity  
cjj uu −
cju
pp        = Piezometric pressure = mms  x gρp 0− where is static 
pressure,
sp
0ρ  is reference density, the are gravitational field 
components and the  are coordinates from a datum, where
mg
mx 0ρ  is 
defined 
ρ  = Density 
ijτ  = Stress tensor components 
µ  = Molecular dynamic fluid viscosity 
ijδ  = Kronecker delta function 
ijs  = Rate of strain tensor 
th  = Thermal enthalpy 
 pc  = Mean constant-pressure specific heat at temperature T
0
pc   = Reference specific heat at temperature 0T
,jht
F  = Diffusional energy flux in direction jx
k   = Thermal conductivity 
 
In all 3D STAR-CD® models, fluid is considered to be incompressible with 
constant properties. 
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In STAR-CD®, porous media is represented as a “distributed resistance”. Since 
the porous region may exhibit different levels of resistance depending on the direction of 
the fluid flow, STAR-CD® uses a directionally dependent porous media flow field. In this 
study, we assumed that the resistance is isotropic (no direction dependency of the 
resistance will be accounted for in the porous media region). As a control-volume based 
Computational Fluid Dynamics software, STAR-CD® uses fluid cells to model the flow 
in the porous region. Within the volume of that “distributed resistance”, a local balance 
between pressure and resistance forces exists (STAR-CD® Methodology, 1999): 
                                   
i
p
ii ξ
p
 uK ∂
∂=−          (no summation on i)                (4.15) 
where      iξ (i = 1, 2, 3) = The (mutually orthogonal) orthotropic directions 
           = Permeability iK
            = Superficial velocity in direction iu iξ  
STAR-CD® defines the permeability as , which is different from the specific 
permeability K previously defined: 
iK
                                           iii βvαK += r                                                    (4.16) 
To establish a relationship between the user-defined coefficients iα and iβ , and the 
specific permeability K, Norton (2003) combined equations (4.15) and (4.16) in equation 
(4.17) displayed below and rewrote equation (4.6) by replacing the velocity vector u with 
, the superficial velocity in direction iu iξ as shown in equation (4.18):  
        ( ) iiiiiii
i
p  uvα uβ uβvα
ξ
p rr −−=+−=∂
∂
     (4.17) 
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                               iif
/
Fi u|  |u ρ Kc uK
µp 21−−−=∇                                   (4.18) 
From the two previous equations, it can be seen that the coefficients iα and iβ can be 
defined as:
                                                           (4.19) f
/
Fi  ρ Kcα
21−=
                
Ki
µβ =                                                          (4.20) 
 
4.3.2 Boundary Conditions 
Boundary conditions of the 3D STAR-CD® model are shown in Figure 4.2. Water 
enters the frontal face of the tapered-cut corrugated graphite-foam with a uniform velocity 
and an inlet temperature of 293.15 K at which water properties are evaluated. At the 
outlet surface, a zero piezometric pressure boundary condition is imposed to the boundary 
cell faces. At the outlet, the gradients of all variables along the flow direction are zero and 
to satisfy the continuity equation, the exit mass flow is constant (STAR-CD® 
Methodology, 1999). The top (z = 0) and bottom (z = H) surfaces are no-slip walls, and 
the top surface upstream of the foam region is adiabatic while the top porous surface is 
subjected to a constant heat flux of 12 W/cm2. This is the same value that was used by 
Norton (2003). A heat flux boundary condition is imposed along the length of the porous 
surface on the top surface to establish heat transfer characteristics of the corrugated 
graphite foam. At first, simulations are performed for cases where the fluid in the slots 
comes in direct contact with the heat source. Subsequently, a second series of simulations 
are conducted with a thin layer of foam (of thickness = C/2) located in the slots directly  
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Figure 4.2. Boundary Conditions used in STAR-CD® for a 3D HUC model.  
 
above and in contact with the heated surface such that the fluid does not come in direct 
contact with the heat source. The heat transfer performance and pressure-drop between 
those two cases will be presented and discussed. Symmetric boundaries are set on the 
surfaces parallel to the inlet and outlet slots since the normal velocity and normal 
gradients of all other variables are zero on both of those surfaces (STAR-CD® 
Methodology, 1999).      
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4.4 Dimensionless Performance Parameters 
4.4.1 Porous Friction Factor 
In evaluating the flow characteristics of compact heat exchangers, the friction 
factor is often expressed as a function of porous media Reynolds number (2.8). The 
friction factor used in this study is defined as: 
          
2
o
T
k  UρK L
∆Pf ≡        (4.21) 
where is the total pressure-drop across the CHUC. This is the same expression that 
was used by Norton (2003), taken from Ward’s (1964) experimental findings.  
T∆P
The friction factor can also be based on hydraulic diameter, in which case it is 
defined as: 
          ( ) 2oh
T
 Uρ DL
∆Pf ≡                  (4.22) 
where  is the hydraulic diameter and is defined as hD wcsh P A4D ≡ ; and  
respectively, denote the cross-sectional area and the wetted perimeter of the channel 
cross-section. In this work, the hydraulic diameter is found to be: 
csA wP ,
            
2HS
2SHDh +=                                                (4.23) 
4.4.2 Average Nusselt Number 
The average heat transfer coefficient is defined in the following manner in the 
form of modified Newton’s law of cooling for internal flows: 
   ( ) heaterbwheater" A TT hAq −=      (4.24) 
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where      = Heat flux "q
    = Total surface area of the heated wall heaterA
   h  = Average heat transfer coefficient  
   wT  = Average heated wall temperature 
   bT  = Average bulk (or mean) temperature of fluid 
The average bulk temperature is defined as: 
           
2
TT
T outb,inb,b
+=                  (4.25) 
where                 =  Inlet bulk temperature    inb,T
                =  Outlet bulk temperature  outb,T
Finally, after canceling the surface area terms on each side of equation (4.24), the 
expression for the average heat transfer coefficient can be introduced as: 
     
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−
≡
2
TT
T
qh
outb,inb,
w
"
      (4.26) 
 
In the present study, the inlet bulk temperature is nothing but the fluid inlet temperature 
while the outlet bulk temperature is defined in terms of the thermal energy transport of 
the fluid as it crosses the outlet section. In this work, the outlet bulk temperature 
computed in STAR-CD® is defined as: 
    
( )
( )∑
∑
=
i
ii
i
iii
outb, A u ρ
T A u ρ
T       (4.27) 
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where     = Mass flowrate for each cell  ( ii A u ρ )
   i = Index of cell number 
Based on the earlier definition of the average heat transfer coefficient, the Nusselt number 
based on hydraulic diameter is defined as: 
   
f
h
k
D hNu ≡hD       (4.28) 
where is the thermal conductivity of the fluid. fk
For the overall system, the energy balance equation can be written as: 
                ( ) TT c mAq in b,out b,pheater" −= &      (4.29) 
The left side of the above equation represents the energy supplied by the heater, 
while the right side represents the energy gained by the flow stream. For each 3D 
simulation performed in STAR-CD®, this energy balance was verified to ensure proper 
configuration of the model and it was also used as a verification tool of the energy 
solution.  
4.4.3 Colburn-j factor 
The Colburn-j factor for heat transfer denoted jH, is a dimensionless heat transfer 
coefficient. Heat transfer characteristics for compact heat exchangers are typically 
presented in the form of the Colburn-j factor as a function of Reynolds number. In the 
present study, the Colburn-j factor is defined as: 
                ( ) 2/3fofpH Pr  Uc ρ
hj ≡       (4.30) 
where (refer to Table 3.1) is the fluid Prandtl numberfPr 
 38
Chapter 5 
Results 
 
5.1 Justification for Truncating the Downstream Fluid 
Region  
 
To accurately model the flow, a long trailing section is required. However, 
because of computational limitations encountered in FEMLAB®, the trailing section in 
the downstream fluid region is limited to half of the length of the corrugated porous 
block. But, in this study, inclusion of a downstream fluid section in the model would 
make solution convergence more problematic because of the presence of recirculation 
zones in the fluid region downstream of the tapered CHUC. Intuitively, it can be seen that 
the dominant pressure-drop is in the low permeability graphite-foam region and makes 
the pressure-drop in the trailing section negligible. To justify this on a quantitative basis, 
a study is conducted to compare total pressure-drop results between two similar 
parametric configurations except one configuration includes a trailing section while the 
other does not.  
We have to make sure that neglecting the downstream fluid region will not affect 
the hydrodynamic results, especially the pressure-drop. Comparison of pressure-drop 
values for two cases, one with the trailing section included and the other with the trailing 
section omitted is conducted at two different Reynolds numbers. This comparison is done 
for the case of L = 0.05 m, C/S = 0.1, L/S = 5, a/amax = 0.4, with porous Reynolds 
numbers of Re*K = 0.01 and 0.05. As shown in Figure 5.1, for the lower Re*K case, the  
 39
  
Figure 5.1. Comparison of total pressure-drop values and pressure distribution between 
two tapered CHUC configurations, one with the trailing section included and the other 
with the trailing section omitted for the case of L =0.05 m, Re*K = 0.01, C/S = 0.1,  
L/S = 5 and a/amax = 0.4. 
 
 
difference in total pressure-drop is negligible (percent change of 0.41 %) between the 
tapered CHUC configuration including a downstream fluid region and the tapered CHUC 
configuration without a downstream section. As the Reynolds number is increased to 
0.05, the difference in total pressure-drop remains negligible (0.54 %) relative to 
pressure-drop across the porous section. These results are summarized in Table 5.1. Also, 
the pressure distributions between the unit cells of these two configurations appear 
unchanged. For determining the minimal pressure-drop configuration, the fluid region  
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Table 5.1 Percent change in total pressure-drop between tapered CHUC configurations, 
one with the trailing section included and the other with the trailing section omitted for 
the case of L = 0.05 m, C/S = 0.1, L/S = 5 and a/amax = 0.4, with porous Reynolds 
numbers of Re*K = 0.01 and 0.05. 
 
 Total Pressure-drop across the CHUC
 Trailing Section Included Trailing Section Not Included 
Re*K ∆PT (Pa) ∆PT (Pa) % Change in ∆PT
0.01 9.5683 9.5266 0.41
0.05 50.3537 50.0801 0.54
 
downstream of the tapered CHUC is neglected because the pressure-drop in that region is 
negligible compared to the pressure-drop occurring across the porous region.  
One of the primary reasons for excluding the downstream fluid region is to avoid 
problems in convergence created by the presence of recirculating flow. To show the 
presence of recirculation zones in the downstream fluid region, the case of L = 0.05,  
Re*K = 0.01, C/S = 0.1, L/S = 5 and a/amax = 0.4 is selected. In Figure 5.2, the meshed 
geometry, velocity vectors, streamlines and pressure contours of the selected case are 
shown to help us have a better understanding of the physics involved. As a result of 
equally scaling the x and y-axis in all the FEMLAB® plots presented in this discussion, 
the geometry of the model is kept to scale.  
The 2D geometry created in FEMLAB® was divided into four major subdomains. 
Control of the mesh distribution in each subdomain allowed us to resolve the flow 
gradients in each separate region. As fluid flows from left to right, one can clearly 
distinguish the coarsely meshed inlet fluid and porous regions from the more refined 
mesh for the slots (inlet and outlet slots) and downstream fluid regions. In effect, a  
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      Figure 5.2. Tapered CHUC with a downstream fluid region for the case of L = 0.05 m,  
      Re*K = 0.01, C/S = 0.1, L/S = 5 and a/amax = 0.4.
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detailed mesh is needed at the downstream fluid region to capture the complex flow 
behavior as the flow exits the slots and the porous region. As can be seen in the velocity 
vectors and streamline plots, recirculation zones are visible in the downstream fluid 
section. Also, notice that special care is given to the mesh at the entrance slot region to 
capture the acceleration of the fluid as it enters the inlet slot. Such a refined mesh at the 
entrance slot region allows us to clearly observe the flow crossing the low-end of the 
porous region to enter the inlet slot at higher porous media Reynolds numbers. This 
phenomenon is seen in Figure 5.3, where the porous media Reynolds number is increased 
from 0.01 (case displayed in Figure 5.2) to 0.4 for the same geometric configuration (L = 
0.05, COS = 0.1, LOS = 5 and a/amax = 0.4). In Figure 5.3, the downstream fluid section is 
not included to facilitate convergence. The plots of the velocity vectors as well as the 
streamlines in Figure 5.3 clearly show at the inlet slot region, the fluid briefly crossing 
the low-end of the porous medium into the inlet slot. As a result, more fluid at a lower 
velocity is added to the inlet slot region as the Reynolds number increases. However, in 
the long-term, having fluid regularly crossing through the sharp corner of foam at the slot 
entrance can cause the foam to erode on that corner, which can eventually lead to the 
separation of a piece of foam. This could result in clogging the slots for example, which 
is detrimental to the safe and optimal operation of the corrugated graphite-foam heat 
exchanger. To minimize the occurrence of such an event, machining a rounded corner 
instead of a sharp corner of foam should be considered to lessen the erosion effect. 
Similarly, after the flow crosses the frontal face of the foam, most of it carries on to the 
beginning of the outlet slot. In Figure 5.3, where the Reynolds number is higher 
compared to the previous figure, this phenomenon is even more evident. The pressure
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            Figure 5.3. Tapered CHUC without a downstream fluid region for the case of L = 0.05 m, Re*K = 0.4,  
                C/S = 0.1, L/S = 5 and a/amax = 0.4.
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contour plots shown in both Figures 5.2 and 5.3 are color-coded where the dark blue depicts 
a nearly zero pressure region while the red is representative of a high-pressure region. A 
quick interpretation of the pressure contour plots suggests that the static pressure-drop is the 
largest at the entrance and progressively decreases until the coolant reaches the outlet where 
a zero pressure boundary is imposed.  
To have a better understanding of the static pressure distribution in the slots and 
in the porous region, the static pressure variation along the centerlines of inlet and outlet 
slots are plotted in Figure 5.4. As the flow enters and accelerates in the inlet slot, the total 
inlet slot static pressure-drop or ∆Ps, in is quite substantial. This large drop in static pressure 
at the inlet is the result of increasing inertial forces by the fluid acceleration in the narrow 
slot. Next, some of the fluid slightly above the entrance to the inlet crosses through the 
porous medium and flows back into the inlet slot instead of flowing toward the outlet slot. 
Flow uniformity is very important as the fluid travels laterally across the foam for reducing 
the overall pressure-drop. Also for minimizing the overall pressure-drop, the more uniform 
the flow is in the porous section, the better will be the heat transfer characteristics. For the 
case of L = 0.05 m, Re*K = 0.01, C/S = 0.1, L/S = 5 and a/amax = 0.4 displayed in Figure 5.2, 
the velocity vector and streamline distributions suggest a relatively uniform transverse flow 
along the length of the inlet slot. However, the transverse pressure-drop, ∆Ptrans(x), which is 
a function of axial location and represents the pressure-drop across the foam does not vary 
much in the axial direction. This is another indication of the fact that flow distribution across 
the porous medium is relatively uniform. But, as the Reynolds number is increased, the 
pressure-drop across the foam becomes less uniform, as will be shown later in this thesis, 
especially at the end of the inlet slot where the magnitude of the velocity vectors becomes         
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Figure 5.4. Breakdown of the total pressure-drop across the length of the tapered                   
corrugated porous heat exchanger for L = 0.05 m, Re*K = 0.01, C/S = 0.1, L/S = 5 and 
a/amax = 0.4. 
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quite substantial and the Forchheimer effect becomes more dominant. 
 
5.2 Validation of 2D Pressure-drop Results in Straight-cut 
Configurations 
 
The results reported in this study are based on codes developed for tapered 
configurations, independent of codes developed by Norton (2003) for straight-cut 
corrugations. The present code is more general and by simply setting a/amax to zero, the 
straight-cut configuration can be modeled. In this study tapered configurations were 
considered to provide additional reduction in pressure drop relative to a corresponding 
straight-cut configurations reported by Norton (2003). To ensure that the present results 
dovetail or overlap with those of Norton, the variable a/amax is set to zero and the 
pressure-drop results were compared with those of Norton (2003).  
The optimal configurations identified in the study conducted by Norton (2003) 
included CHUC lengths of 0.05, 0.075 and 0.1 m; with porous media Reynolds numbers 
varying from 0.01 to 1. At each length and chosen porous Reynolds number, 
combinations of the geometric parameters C/S and L/S that yielded the lowest friction 
factors were identified as the optimal configurations. FEMLAB® was used to model all 
the straight-cut optimal configurations identified by Norton (2003). In all cases but one 
(where the percent difference in friction factor was 1.4 %), the friction factor values from 
this study were found to be within one percent of those reported by Norton (2003). 
These results, on a case-by-case basis, are displayed in Appendix 1. Thus, although these 
2D simulations were conducted in FEMLAB® with independently developed codes, the 
pressure-drop results were very much in agreement. Next, tapered-slot configurations of 
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CHUC were simulated and the resulting pressure-drop results were compared to the 
straight-cut case.  
 
5.3 Two-dimensional FEMLAB® Results 
5.3.1 Justification of 2D Model for Pressure-drop 
The pressure-drop study for the tapered CHUC was conducted in FEMLAB® 
using a 2D model. Preliminary 3D computational results using STAR-CD® showed 
negligible pressure changes in the plane perpendicular to fluid flow, which suggests that 
most of the pressure-drop across the model occurs in the flow direction. Thus, the 
pressure-drop study can be essentially treated as a 2D problem. An extensive 2D 
parametric study of the tapered CHUC was then performed in FEMLAB® to determine 
the effects of tapering on total pressure-drop across the model. By reducing the pressure-
drop problem to a 2D analysis, considerable computational time is saved as the number 
of nodes present in the meshed model significantly decreases. Moreover, more than a 
thousand cases were run in the parametric study conducted in FEMLAB® to determine 
the lowest pressure-drop cases in the tapered configuration. So, reducing our pressure-
drop study of the tapered CHUC to a 2D problem is of significant importance.     
5.3.2 Identifying the Tapered Optimal Configurations  
In the 2D parametric study conducted in FEMLAB®, tapering of the inlet and 
outlet slots of the corrugated foam is controlled by the variable a/amax defined in Figure 
3.2. Tapering is added to each optimal “straight-cut” configuration identified by Norton 
(2003). Thus, only the optimal cases identified by Norton (2003) were considered as 
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candidate cases for this study. Then, for each configuration, the friction factor fK is 
plotted as a function of a/amax for a fixed Reynolds number. Such a plot is shown in 
Figure 5.5, for the case of L = 0.05, Re*K = 0.1. Figure 5.5 shows that there exists a 
minimum friction factor value for each curve (representative of a certain geometric 
configuration) over the range of a/amax values from 0 to 0.9. As the slot width C is 
increased relative to S, the curves become less parabolic. This can be explained by the 
fact that for relatively wider slots, pressure-drop is already very low or close to a 
minimum (Norton (2003)), and tapering such wide slots will not significantly reduce 
 
 
 
Figure 5.5. Friction factor as a function of a/amax for optimal straight-cut configurations 
for L = 0.05, Re*K = 0.1. 
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pressure-drop. Similar plots were developed for all the optimal geometric configurations 
identified by Norton (2003). These plots are presented in Appendix 2. A common point to 
all of these plots is that for each configuration, there is a minimum friction factor value at 
a particular a/amax, which represents the case of lowest pressure-drop across the CHUC 
achieved by tapering the inlet and outlet slots. In all cases, the lowest pressure-drop was 
observed for values of a/amax not equal to zero. In other words, by tapering the CHUC, the 
minimal pressure-drop value is always lower than its optimal straight-cut counterpart. 
These newly identified configurations are referred to, in this study, as “optimal tapered 
configurations”. It is found that, for each optimal straight-cut configuration of Norton 
(2003), there is a corresponding optimal tapered configuration. The optimal tapered 
configurations of the CHUC are listed in Table 5.2 with their respective friction factors. 
Table 5.2 could be used as a reference for future simulation or experimental work 
involving tapered corrugated graphite-foam heat exchangers. It would also be very 
practical to establish a correlation between the geometric parameters (L, C/S, L/S, a/amax) 
and the porous media Reynolds number to predict the friction factor. Such work is in 
progress at this moment.
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Table 5.2 Optimal Tapered Configurations with respective Friction Factors 
 
Re∗K = 0.010 
L = 0.050 m L = 0.075 m  L = 0.100 m
C/S L/S a/amax fK C/S L/S a/amax fK  C/S L/S a/amax fK
0.075          4 0.55 1.387 0.075 5 0.6 0.9067 0.075 5.5 0.55 0.6862
0.1            5 0.55 0.8476 0.1 6 0.6 0.5629  0.1 6.5 0.6 0.4312
0.125          5.5 0.55 0.591 0.125 7 0.6 0.3845 0.125 8 0.6 0.2874
0.15             6 0.55 0.4367 0.15 8 0.6 0.2789 0.15 9 0.6 0.2097
0.175           7 0.6 0.3224 0.175 8 0.6 0.2208  0.175 10 0.6 0.1589
Re∗K = 0.050 
L = 0.050 m L = 0.075 m  L = 0.100 m
C/S    L/S a/amax fK C/S L/S a/amax fK C/S L/S a/amax fK
0.075            4 0.55 0.2908 0.075 5 0.6 0.19 0.075 5.5 0.6 0.1438
0.1            5 0.6 0.1766 0.1 6 0.6 0.1174  0.1 6.5 0.6 0.08989
0.125            5.5 0.6 0.1227 0.125 7 0.65 0.07991 0.125 8 0.65 0.05975
0.15             6 0.6 0.09046 0.15 8 0.65 0.05782 0.15 9 0.65 0.04347
0.175            7 0.6 0.06667 0.175 8 0.6 0.04566 0.175 10 0.65 0.03288
Re∗K = 0.100 
L = 0.050 m L = 0.075 m  L = 0.100 m
C/S    L/S a/amax fK C/S L/S a/amax fK C/S L/S a/amax fK
0.075           4 0.6 0.1551 0.075 5 0.6 0.1015 0.075 5.5 0.65 0.07668
0.1            5 0.65 0.09351 0.1 6 0.6 0.06229  0.1 6.5 0.65 0.04757
0.125            5.5 0.65 0.06465 0.125 6.5 0.6 0.04355 0.125 8 0.65 0.03149
0.15             6 0.65 0.0475 0.15 8 0.7 0.0304 0.15 9 0.65 0.02285
0.175            7 0.65 0.03496 0.175 8 0.7 0.02396 0.175 10 0.7 0.01725
 
 
 
 
 
 51
Table 5.2. Continued. 
 Re∗K = 0.200 
L = 0.050 m L = 0.075 m  L = 0.100 m
C/S    L/S a/amax fK C/S L/S a/amax fK C/S L/S a/amax fK
0.075             4 0.65 0.08894 0.075 5 0.7 0.05832 0.075 5.5 0.7 0.04407
0.1            5 0.7 0.05293 0.1 6 0.7 0.03522 0.1 6.5 0.7 0.02688
0.125            5.5 0.7 0.03619 0.125 6.5 0.7 0.02433 0.125 8 0.7 0.01765
0.15           6 0.7 0.02639 0.15 8 0.75 0.01692  0.15 9 0.7 0.01271
0.175            7 0.7 0.01935 0.175 8 0.7 0.01323 0.175 10 0.7 0.00956
Re∗K = 0.300 
L = 0.050 m L = 0.075 m  L = 0.100 m
C/S    L/S a/amax fK C/S L/S a/amax fK C/S L/S a/amax fK
0.075             4 0.7 0.06795 0.075 5 0.75 0.04466 0.075 5.5 0.7 0.03374
0.1           5 0.7 0.03999 0.1 6 0.75 0.02661  0.1 7 0.8 0.01978
0.125             5.5 0.7 0.02706 0.125 6.5 0.75 0.01817 0.125 8 0.8 0.01324
0.15           6.5 0.75 0.019 0.15 8 0.75 0.01259  0.15 9 0.8 0.00947
0.175           6.5 0.7 0.0148 0.175 8 0.75 0.00977  0.175 10 0.8 0.00709
Re∗K = 0.400 
L = 0.050 m L = 0.075 m  L = 0.100 m
C/S    L/S a/amax fK C/S L/S a/amax fK C/S L/S a/amax fK
0.075             4 0.7 0.05782 0.075 5 0.75 0.03805 0.075 5.5 0.8 0.02879
0.1           5 0.75 0.03372 0.1 6 0.8 0.02245  0.1 7 0.8 0.01668
0.125             5.5 0.75 0.02265 0.125 6.5 0.75 0.01518 0.125 7 0.8 0.01173
0.15             6.5 0.75 0.01585 0.15 8 0.75 0.01051 0.15 8 0.8 0.00827
0.175             6.5 0.75 0.01225 0.175 8 0.75 0.0081 0.175 10 0.8 0.00589
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Table 5.2. Continued. 
Re∗K = 0.500 
L = 0.050 m L = 0.075 m  L = 0.100 m
C/S    L/S a/amax fK C/S L/S a/amax fK C/S L/S a/amax fK
0.075            4.5 0.7 0.05092 0.075 5 0.75 0.03417 0.075 5.5 0.75 0.02585
0.1           5 0.8 0.03014 0.1 6 0.75 0.02005  0.1 7 0.75 0.01494
0.125             5.5 0.8 0.02009 0.125 6.5 0.75 0.01345 0.125 6.5 0.75 0.0108
0.15           6 0.8 0.01437 0.15 7 0.75 0.00971  0.15 8 0.75 0.00728
0.175            6.5 0.8 0.01077 0.175 8 0.75 0.00712 0.175 10 0.85 0.0052
Re∗K = 1.000 
L = 0.050 m L = 0.075 m  L = 0.100 m
C/S    L/S a/amax fK C/S L/S a/amax fK C/S L/S a/amax fK
0.075             6 0.85 0.04044 0.075 7 0.8 0.02705 0.075 8 0.8 0.02037
0.1           7 0.85 0.02349 0.1 8 0.9 0.01547  0.1 10 0.9 0.01183
0.125             8 0.85 0.01532 0.125 10 0.9 0.01025 0.125 10 0.85 0.00748
0.15           8 0.85 0.01051 0.15 10 0.9 0.00702  0.15 9 0.85 0.00523
0.175             9 0.85 0.00781 0.175 10 0.9 0.00513 0.175 10 0.85 0.00386
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5.3.3 Comparing Pressure-drop Results between Optimal Straight-cut 
Configurations and Optimal Tapered Configurations 
 
Tapering the inlet and outlet slots of the CHUC yielded lower pressure-drop 
values than the optimal straight-cut configurations. The minimal friction values obtained 
in the optimal straight-cut configurations are compared to the minimal friction factor 
values achieved in the optimal tapered configurations. These results are shown in 
Appendix 3. From those results, at relatively low Reynolds numbers, the percent 
reduction in fK is close to 20%, while at the highest fluid flow rate (Re*K = 0.1), percent 
reduction in fK close to 47% is achieved. In effect, as the flow velocity increases, larger 
reductions in pressure-drop are achieved in the tapered configurations. 
5.3.4 Effect of Tapering on Flow Uniformity 
In order to achieve high heat transfer, it is important to maintain good flow 
uniformity across the foam for tapered inlet and outlet slots. In Figure 5.6, velocity 
vectors and surface pressure are plotted for L =0.05 m, Re*K = 0.1, C/S = 0.1 and L/S = 5 
as a/amax is varied from 0 to 0.8. The existence of flow uniformity can be seen in Figure 
5.6 for a/amax values ranging from 0 to 0.6. However, for all cases, transverse flow 
uniformity across the foam is less obvious at the end of the inlet slot, as velocity vectors 
become larger in magnitude. Moreover, for the case of a/amax = 0.8, flow is less uniform. 
The total pressure-drop continually decreases as tapering of the slots is increased up to 
0.6. Then, an increase in ∆PT occurs between a/amax = 0.6 and 0.8, suggesting the 
corresponding optimal tapered geometric configuration has a value of a/amax between 0.6 
and 0.8. In Table 5.2, the corresponding optimal tapered configuration has a value of 0.65 
for a/amax. To have a better understanding of the flow physics, let us analyze the static
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Figure 5.6. Effect of tapering the slots on velocity vectors, surface pressure, and ∆PT for L =0.05 m, Re*K = 0.1,  
C/S = 0.1 and L/S = 5. The total pressure-drop for each case is shown at left.
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pressure distribution in the slots and in the porous region as tapering of the slots is 
increased. Figure 5.7 shows the sole effect of tapering on static pressure distribution 
along the centerlines of the slots for the same configuration. Moreover, it displays the 
relative contributions that transverse flow and flow in the slots have on total-pressure 
drop. For the straight-cut configuration (a/amax = 0), the slot width is small and uniform, 
so the fluid accelerates significantly in both slots. The momentum of the fluid in the slots 
prevents a large amount of transverse flow to occur across the foam. Consequently, the 
pressure-drop within the slots is larger than the pressure-drop across the foam. However, 
as tapering is increased, the fluid acceleration within the slots decreases relative to a  
 
Figure 5.7. Effect of tapering the slots on static pressure along inlet and outlet slots  
For L =0.05 m, Re*K = 0.1, C/S = 0.1 and L/S = 5. 
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straight-cut case. Also for each tapered case, with the exception of a/amax = 0.8, the 
transverse pressure-drop (and hence the velocity distribution) remains relatively uniform 
over most of the length of the foam. The results in Figure 5.6 confirm this. 
 
5.4 Three-dimensional STAR-CD® Results 
Additional reduction in pressure-drop in the optimal straight-cut configurations 
reported by Norton (2003) was achieved by tapering the slots of the corrugated graphite 
foam heat exchanger. The heat transfer portion of this study will be limited to these newly 
identified optimal tapered configurations. Moreover, it is of interest to determine how the 
performance of these optimal tapered configurations compare with those of conventional 
compact heat exchangers. As previously indicated, heat transfer occurs in the plane 
perpendicular to the x-y plane, so the heat transfer problem is fully three-dimensional. 
The commercial software package STAR-CD® is used to solve the three-dimensional 
problem for velocity, pressure and temperature distributions.   
In the 3D modeling of the tapered CHUC in STAR-CD®, two different cases are 
analyzed. In the first case, the fluid in the slots comes in direct contact with the applied 
heat flux and this case is referred to in this study as “tapered without foam”. According to 
the results obtained by Norton (2003), this model creates hot spots in the slot regions of 
the heater surface. To remedy this problem, the heated surface of the tapered inlet and 
outlet slots is covered with a thin layer of foam of thickness C/2. This case will be 
referred to as “tapered with foam”. Heat transfer results of these two cases will be 
compared.     
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5.4.1 Convergence Criterions and 3D Mesh Distribution 
To model the optimal tapered configurations of the CHUC in STAR-CD®, an 
automated script file is developed in MATLAB® and allowed us to create a file 
containing the complete model set up as if it was created in STAR-CD®. This file would 
be later run in STAR-CD®. To control the three-dimensional mesh of the model, 
geometric parameters (L, COS, LOS, a/amax, H) and the number of cells in the slots, 
designated as Ny1 in the script, are specified in the MATLAB® code. The required 
tolerance to achieve convergence is also controlled within the MATLAB® code.  
A study is conducted to determine the correct combination of the number of cells in the y-
direction within the slots (Ny1) and tolerance for solution convergence that will yield the 
lowest percent error in energy balance (refer to equation (4.29)) for the overall system. 
Those results are displayed in Table 5.3 for the optimal straight-cut and tapered 
configurations of L = 0.05 m, Re*K = 0.1, C/S = 0.1 and L/S = 5 with respective a/amax 
values of 0 and 0.65.  The percent error in energy balance for both the straight-cut and 
tapered configurations is the lowest (0.0057 %) in the case of Ny1 = 4 or 6 and a 
tolerance of 1e-8. In tapered configurations, the cells in and near the slots would be 
trapezoidal and to improve accuracy, the higher value is chosen.  In other words, all the 
3D simulations conducted in STAR-CD® for this study are modeled with Ny1= 6 and a 
tolerance of 1e-8. To help visualize the mesh distribution created in STAR-CD®, different 
3D mesh plots are displayed. First, the complete 3D mesh of a tapered CHUC in STAR-
CD® is shown in Figure 5.8, where the blue and red cells, respectively, depict the fluid 
and porous regions. Then, by zooming at points A and B shown in Figure 5.8, the details  
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Table 5.3 Effect of Ny1 and tolerance on the error in the overall energy balance for the 
optimal straight-cut and tapered configurations of L = 0.05 m, Re*K = 0.1, C/S = 0.1 and  
L/S = 5 with respective a/amax values of 0 and 0.65.  
 
   Straight-cut Tapered-cut 
 Ny1 Tolerance % Error in Energy Balance 
% Error in 
Energy Balance 
 4 1e-6 4.56 4.79 
 4 1e-7 0.45 0.45 
 4 1e-8 0.0057 0.0057 
 6 1e-7 0.9594 0.9594 
 6 1e-8 0.0057 0.0057 
 8 1e-6 15.51 16.65 
 8 1e-7 1.59 1.59 
 8 1e-8 0.22 0.22 
 
 
 
 
Figure 5.8. Full 3D mesh distribution in STAR-CD® for a tapered CHUC. 
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of the mesh at the inlet and outlet slots are exposed in Figures 5.9 and 5.10, respectively. 
In both of those figures, the number of cells in the inlet and outlet slot in the x-y plane is 
Ny1 = 6. The detailed 2D mesh created in the x-y plane is extruded in the z-direction. 
The depth of extrusion equals H, the height of the foam, which is governed by equation 
(2.12). In Figures 5.9 and 5.10, the number of cells for C/2z0 ≤≤  is kept uniform  
and is equal to the number of cells in the slots. In the case of a tapered CHUC with foam 
in the slots, porous cells replace the previously heated fluid cells in the inlet and outlet 
cells for . In that region, the mesh distribution is uniform and very fine  (as 
shown in Figures 5.9 and 5.10) to capture the high temperature gradients near the heated 
surface. Finally, by zooming at point C in Figure 5.8, the mesh variation in the 
C/2z0 ≤≤
 
 
 
 
Figure 5.9. Three-dimensional mesh distribution in STAR-CD® showing the entrance of 
the inlet slot for a tapered CHUC. 
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Figure 5.10. Three-dimensional mesh distribution in STAR-CD® showing the exit of the 
outlet slot for a tapered CHUC. 
 
direction normal to the heated surface (z-direction) is displayed in Figure 5.11. In the z-
direction, mesh distribution was kept uniform over each of three zones; finest in zone 
near the heated surface and coarsest farthest away from it as indicated below: 
 
( )
( )⎪⎩
⎪⎨
⎧
≤≤
≤≤
≤≤
=
Hz/2C-Hfor19
/2C-Hz2/Cfor13
C/2z0for1  
dy
dy
dy
dz  
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Figure 5.11. Three-dimensional model in STAR-CD® showing mesh variation in the z-
direction for a tapered CHUC. 
 
5.4.2 Tapered CHUC without Foam in the Slots 
 
 a) 3D Pressure Distribution  
 A three-dimensional plot of static pressure for a tapered CHUC without foam in 
the slots is shown in Figure 5.12 for the case of. L = 0.05 m, Re*K = 0.1, C/S = 0.1, 
L/S = 5 and a/amax = 0.65. This figure shows large pressure-drop in the direction of fluid 
flow, whereas, pressure-drop in the plane perpendicular to the flow direction remains 
constant. This shows that the pressure distribution is primarily 2D. Moreover, in Figure 
5.12, the relatively constant width of the pressure contours along the width of the foam 
shows flow uniformity. 
 For the tapered CHUC case of L = 0.05 m, Re*K = 0.1, C/S = 0.1, L/S = 5 and 
a/amax = 0.65, the 3D pressure-drop results were about 10 % below the 2D results. This  
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Figure 5.12. Three-dimensional static pressure of a tapered CHUC without foam in the 
slots for L = 0.05 m, Re*K = 0.1, C/S = 0.1, L/S = 5 and a/amax = 0.65. 
 
indicates that the STAR-CD® pressure-drop results were more conservative than those of 
FEMLAB®.   
 b) 3D Temperature Distribution 
 The three-dimensional plot of temperature for a tapered CHUC for the case of  
L = 0.05 m, Re*K = 0.1, C/S = 0.1, L/S = 5 and a/amax = 0.65 is shown in Figure 5.13. The 
temperature scale for this figure is chosen such that the details of the first 20 K of 
temperature rise are shown. All temperatures higher than that are embedded in the red 
zone. But, the maximum temperature value at the heated wall is displayed as a local 
maximum above the color scale. 
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Figure 5.13. Three-dimensional temperature contours of a tapered CHUC without foam 
in the slots for L = 0.05 m, Re*K = 0.1, C/S = 0.1, L/S = 5 and a/amax = 0.65. 
 
 As shown in Figure 5.13, little heat penetration occurs at the inlet slot mid-plane. 
In other words, the fluid at the inlet slot does not get heated much. But, after flowing        
laterally across the foam, much higher temperature gradients develop in the trailing foam 
section.  This is due to the high thermal conductivity of the graphite-foam. In effect, the 
highly conductive porous material (keff  = 150 W/m-K) has a thermal conductivity more 
than 250 times higher than that of the fluid (kwater = 0.59 W/m-K). However, hot spots 
occur in the tapered slots, where fluid comes in direct contact with the applied heat flux. 
These hot spots are highly undesirable in electronic applications. However, there were no 
hot spots on the heater surface that is in contact with the porous medium. Therefore, it is 
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decided to cover the tapered slot regions with a thin layer of foam of thickness C/2 in 
order to reduce or eliminate the hot spots. A study is conducted to determine the effect of 
adding a foam layer on the pressure drop and heat transfer performance. The results of 
that study will be discussed later in this chapter.  
 Figure 5.13 shows that the temperature penetration in the z-direction (normal to 
the heated surface) in the mid-plane of the inlet slot region is much lower compared to 
the mid-plane of the outlet slot. This can be explained by the fact that the fluid gains a 
substantial amount of heat as it flows from the inlet across the foam into the outlet slot at 
higher temperatures. Some of this hot fluid comes in direct contact with the heated 
surface in the outlet slot, resulting in the highest temperatures on the heater surface. For 
this reason, the highest peak temperatures in the model are observed in the outlet channel. 
However, due to the temperature scale used, such a conclusion is hard to draw just by 
looking at Figure 5.13.  
 Although the most heat penetration in the z-direction occurs at the outlet-slot mid-
plane, this phenomenon takes extends to only about half of the total height of the system. 
This result suggests that the height of the foam using equation (2.12) is overestimated. 
This does not affect the friction factor since most of the pressure-drop occurs in the x-y 
plane as previously shown in Figure 5.12. However, reducing the height and hence the 
cross-sectional area of the CHUC would reduce the flow rate through the model and the 
pumping power required to operate the system. This is quite significant since practical 
applications of our model limit the available pumping power to the system. 
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5.4.3 Tapered CHUC with Foam in the Slots  
a) 3D Pressure Distribution
 The three-dimensional static pressure distribution for a tapered CHUC with foam 
in the slots, as shown in Figure 5.14 remains unchanged compared to the three-
dimensional static pressure distribution for a tapered CHUC without foam in the slots 
(previously displayed in Figure 5.12) for the same geometric configuration of L = 0.05 m, 
Re*K = 0.1, C/S = 0.1, L/S = 5 and a/amax = 0.65. Also, the difference in total pressure--
drop between tapered CHUC with and without foam in the slots is negligible (less than 
1% total pressure-drop change). So, covering the heated fluid regions in the slots with a 
  
 
Figure 5.14. Three-dimensional static pressure of a tapered CHUC with foam in the slots 
for L = 0.05 m, Re*K = 0.1, C/S = 0.1, L/S = 5 and a/amax = 0.65. 
 66
layer of foam of thickness C/2 does not affect the total pressure-drop of our optimal 
tapered configurations. This result could be significant if the optimal tapered 
configurations with foam in the slots prevent the occurrence of hot spots. Eliminating the 
presence of hot spots without changing the total pressure-drop would be highly desirable.    
In the case of a tapered CHUC with foam in the slots, flow uniformity is also maintained, 
as the pressure contours remain relatively constant along the transverse section of the 
foam. 
b) 3D Temperature Distribution 
The three-dimensional temperature contour plot of a tapered CHUC with foam in 
the slots is shown in Figure 5.15 for L = 0.05 m, Re*K = 0.1, C/S = 0.1, L/S = 5, and 
a/amax = 0.65. In this figure, it should be noted that the temperature scale spans between 
the minimum and maximum temperature values.  
For the same geometric specifications, the maximum temperature is significantly 
reduced for the case of a tapered CHUC with foam in the slots (Tw, max = 305.6 K) 
compared to the case of a tapered CHUC without foam in the slots (Tw, max = 368.3 K). 
This is attributed to the fact that the fluid does not come in direct contact with the heat 
source in the case of a tapered CHUC with foam in the slots, resulting in no hot spots in 
the model. The tapered CHUC configuration with a thin foam layer in the slots is a 
success since it removes hot spots and significantly decreases the maximum wall 
temperature while not adversely affecting the pressure-drop results (previously shown in 
Figure 5.14) of the tapered optimal configurations.   
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 Figure 5.15. Three-dimensional temperature contours of a tapered CHUC with foam in 
the slots for L = 0.05 m, Re*K = 0.1, C/S = 0.1, L/S = 5 and a/amax = 0.65. 
 
c) Comparing Heat Transfer Results between a Tapered 
CHUC With and Without a Thin Layer of Foam in the Slots  
 
In Table 5.4, the heat transfer results for a tapered CHUC with a layer of foam of 
thickness C/2 in the slots are compared to those for a tapered CHUC without foam in the 
slots. From Table 5.4 it can be noted that the maximum wall temperatures, occurring in 
the slot regions of the heated surface, where fluid comes in direct contact with the heated 
surface, are quite a bit higher than the situation when a thin layer of foam of thickness of 
C/2 is present. The presence of the foam decreases both the maximum and average 
temperatures of the heater surface. For a constant heat flux boundary and a given set of  
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Table 5.4 Comparison of heat transfer results between a tapered CHUC with and without 
a thin layer of foam in the slots for the case of L = 0.05 m, C/S = 0.1 and L/S = 5. 
 
Tapered 
Configuration 
Parameters   
Without Foam Layer 
 
With Foam Layer 
a/amax Re*K   
Tw,max 
(°C) 
Average h
(W/m2.K) 
Average Tw
(°C) 
Tw,max
(°C) 
Average h 
(W/m2.K) 
Average Tw
(°C) 
0.6 0.05 112.85 6,483 41.12 37.15 10,652 33.88 
0.65 0.1 95.15 8,482 36.2 32.45 14,827 30.15 
0.7 0.2 76.45 11,318 32.3 28.95 20, 799 27.43 
0.7 0.3 65.85 13,469 30.4 27.35 25,305 26.22 
0.75 0.4 59.55 15,293 29.23 26.55 29,084 25.51 
0.8 0.5 55.15 16,899 28.4 26.15 32,337 25.01 
 
inlet conditions, Tb,out can be calculated using equation (4.29). With q”, Tb,in and Tb,out 
fixed, it can be seen from equation (4.26) that decreasing wT  increases the average heat 
transfer coefficient. The regions of high maximum temperatures on the heated surface, 
called hot spots, are undesirable as they introduce high concentrations of thermal stresses 
in the heater, and reduce operating life of the electronic device represented in this model 
by the constant-flux heater surface.  The presence of a thin foam layer of thickness C/2 is 
highly effective in reducing the hot spots that would develop in its absence as previously 
shown in Figure 5.15.  The effect of its presence on the pressure-drop was found to be 
negligible.  Thus it can be concluded that the benefits stated above come without any 
noticeable pressure-drop increase.  The reduction in the average temperature and the 
maximum temperature of the heated surface and increase in the average heat transfer 
coefficient are indeed very significant.  
 The friction factor and Nusselt number results from the fully 3D simulations,   
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which are not limited by the 2D results used to determine the optimal configurations, are  
shown for L = 0.05, C/S = 0.1, and L/S = 5 in Figures 5.16 and 5.17. Here they are plotted 
as a function of channel Reynolds number based on hydraulic diameter, ReDh, as is 
normally done for heat exchanger performance. In Figure 5.16 (a) the friction coefficient 
is essentially unchanged between the tapered configurations with and without thin foam 
layer in the slots adjacent to the heated surface, indicating that there is no significant 
pressure-drop penalty in adding a foam layer. The tapered cut configurations have lower 
friction factor values relative to straight-cut cases for all Reynolds numbers.  
 
 
(a) 
(b) 
Figure 5.16. Results from 3D simulations of optimal tapered-cut configurations showing 
(a) Friction factor and (b) Nusselt number variation with Reynolds number for the case of 
L = 0.05 m, C/S = 0.1, and L/S = 5. 
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 Figure 5.17. Colburn-j factor and the friction factor results from 3-D model simulations 
for the case of L = 0.05 m, C/S = 0.1 and L/S = 5, and comparison with state-of-the-art 
performance of compact heat exchangers. 
 
The results in Figure 5.16 (b) show that tapering by itself has very little effect on 
the Nusselt number. However, the Nusselt numbers for the cases with the foam layer are 
almost double the values for the corresponding cases without foam layer, especially at 
higher Reynolds numbers. Further, from the earlier discussion we note that the maximum  
heater surface temperatures were significantly reduced. 
The results in Figure 5.16 are replotted in Figure 5.17 in coordinates that are 
normally used to demonstrate and compare the performance of state-of-the-art compact 
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heat exchangers.  In Figure 5.17 the 3-D results of the present study are compared with 
state-of-the-art automotive heat exchangers, as reported by Cowell and Achaichia (1997) 
and with Reynolds analogy.  It can be seen that all the corrugated graphite foam heat 
exchangers have about two orders of magnitude higher heat transfer rates.  However, the 
pressure drops are three orders of magnitude higher.  This shows that exceptionally high 
rates of heat transfer can be achieved with single-phase water flow.  The results of this 
study show that relative to a straight-cut corrugation, tapering the slots reduces the 
pressure drops by 20% to up to 47%.  Further, by adding a thin layer of foam in the slot 
regions next to the heated surface, the heat transfer rates can be doubled and hot spots 
reduced as well
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Chapter 6 
Conclusions and Recommendations 
 
6.1 Conclusions 
A computational modeling study is conducted to improve upon the pressure drop 
and heat transfer performance of optimal straight-cut corrugated graphite foam heat 
exchanger configurations identified by Norton (2003).   Specifically, this study 
considered tapered inlet and outlet slots to further reduce the friction factor values. 
After conducting an extensive parametric study for two-dimensional pressure-drop across 
the tapered CHUC, it is shown that each straight-cut configuration has one optimal-
tapered configuration.  All the optimal-tapered configurations associated with the optimal 
straight-cut configurations of Norton (2003) are identified and the results are presented.  
Based on the results of this study, the following conclusions are drawn. 
 
1. The pressure drop results from 2D FEMLAB® models showed that at relatively 
low Reynolds numbers, the friction factor values of the optimal tapered 
configurations were nearly reduced by 20% compared to their corresponding 
optimal straight-cut configurations.  At the highest fluid flow rates (Re*K = 0.1) 
reductions of almost 47% were achieved.  In the tapered section of the foam, the 
flow through the foam in the direction normal to the tapered direction is found to 
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be relatively uniform for these optimal tapered cases except at the highest a/amax 
values (i.e., the most severely tapered cases).  
 
2. The results from the 3D STAR-CD® model revealed that tapering alone does not 
alter the heat transfer performance of the heat exchanger from the straight-cut 
configuration. However, for the tapered configuration with the addition of a thin 
layer of foam of thickness C/2 next to the heater surface in the slot regions, (a) the 
Nusselt numbers were nearly twice as large as those obtained without the 
presence of a foam layer, (b) the hot spots on the heater surface are significantly 
reduced, and (c) the average temperature of the heater surface is decreased. (d) An 
added benefit is that the addition of a thin foam layer did not increase the overall 
pressure-drop through the system. 
 
3. Compared to state-of-the-art automotive heat exchangers, our 3D results have 
about two orders of magnitude higher heat transfer rates.  Even though tapering 
the slots reduced the pressure drops by nearly 20% to 47% compared to straight-
cut configurations, these pressure-drop results are still three orders of magnitude 
higher than those for conventional compact heat exchangers. 
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6.2 Recommendations 
Based on the results of this study, it is recommended that: 
1. To reduce pumping power, the height of the heat exchanger H should be 
about half the value calculated using equation (2.12).  
2. The corners of the foam at the slot entrance and exit should be rounded to 
remove the sharp corners to reduce the possible effects of erosion. 
3. Present study used a/amax values from 0 to 0.9 in increments of 0.05.  So this 
limits the optimal values of a/amax identified in this study.  For finer 
refinement of the optimal cases it is recommended that the increments of 
a/amax values be reduced to 0.01 in any future 2D parametric study to be 
conducted in FEMLAB® in order to obtain more accurate a/amax data for the 
optimal tapered configurations. 
4.  A correlation between the optimal pressure-drop, the Reynolds number and 
the geometric parameters be developed.  Such a correlation would be very 
helpful for the heat exchanger designers.
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Validation of Pressure-drop Results 
for  
Optimal Straight-cut Configurations 
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L=0.05 m, Rek=0.01, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075     4 18.104 18.090 1.639 1.638 0.075
0.1     5 11.327 11.309 1.026 1.024 0.156
0.125     5.5 7.7685 7.774 0.7034 0.7039 -0.071
0.15     6 5.6874 5.696 0.515 0.5157 -0.143
0.175     7 4.3313 4.327 0.3922 0.3918 0.096
       
       
L=0.075 m, Rek=0.01, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075     5 18.219 18.157 1.1 1.096 0.343
0.1    6 11.34 11.315 0.6845 0.683 0.222
0.125     7 7.7997 7.793 0.4708 0.4704 0.088
0.15     8 5.7218 5.722 0.3454 0.3454 -0.004
0.175     8 4.3419 4.345 0.2621 0.2623 -0.08
       
       
L=0.1 m, Rek=0.01, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075     5.5 18.171 18.137 0.8226 0.8211 0.188
0.1     6.5 11.346 11.338 0.5137 0.5133 0.07
0.125     8 7.7986 7.797 0.3531 0.3530 0.017
0.15     9 5.702 5.699 0.2581 0.2580 0.056
0.175     10 4.3511 4.349 0.197 0.1969 0.043
 
 
 82
       
L=0.05 m, Rek=0.05, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075     4 98.025 97.88 0.355 0.3545 0.149
0.1    5 60.893 60.881 0.22054 0.2205 0.019
0.125     5.5 41.608 41.637 0.1507 0.1508 -0.069
0.15     6 30.344 30.399 0.1099 0.1101 -0.182
0.175    7 23.036 23.058 0.08343 0.08351 -0.094
       
       
L=0.075 m, Rek=0.05, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075     5 98.928 98.57 0.2389 0.238 0.363
0.1    6 61.242 61.047 0.1479 0.147 0.319
0.125     7 41.918 41.872 0.1012 0.1011 0.111
0.15    8 30.619 30.602 0.07393 0.07389 0.055
0.175    8 23.178 23.193 0.05596 0.056 -0.064
       
       
L=0.1 m, Rek=0.05, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075     5.5 98.926 98.68 0.1791 0.1787 0.249
0.1     6.5 61.288 61.24 0.111 0.1109 0.08
0.125    8 41.933 41.896 0.07594 0.07587 0.087
0.15    9 30.571 30.559 0.05536 0.05534 0.038
0.175     10 23.251 23.254 0.04211 0.04211 -0.011
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L=0.05 m, Rek=0.1, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075    4 217.3 216.578 0.1968 0.1961 0.334
0.1    5 133.92 133.746 0.1213 0.1211 0.13
0.125     5.5 91.013 91.038 0.08241 0.08243 -0.027
0.15     6 66.138 66.21 0.05988 0.05995 -0.109
0.175    7 50.095 50.141 0.04536 0.0454 -0.092
       
       
L=0.075 m, Rek=0.1, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075    5 220.24 219.173 0.1329 0.1323 0.487
0.1    6 135.25 134.668 0.08164 0.08129 0.432
0.125     6.5 91.881 91.778 0.05546 0.0554 0.113
0.15    8 66.911 66.796 0.04039 0.04032 0.173
0.175    8 50.459 50.494 0.03046 0.03048 -0.07
       
       
L=0.1 m, Rek=0.1, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075     5.5 221.01 220.27 0.1001 0.09972 0.338
0.1    6.5 135.55 135.25 0.06137 0.06123 0.223
0.125    8 92.153 92.109 0.04172 0.0417 0.048
0.15     9 66.91 66.82 0.03029 0.03025 0.138
0.175     10 50.72 50.69 0.02296 0.02295 0.053
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L=0.05 m, Rek=0.2, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075     4 531.67 529.24 0.1203 0.1198 0.459
0.1    5 323.52 323.38 0.07323 0.0732 0.045
0.125     5.5 217.68 217.7 0.04927 0.04928 -0.011
0.15     6 157.1 157.2 0.03556 0.03559 -0.08
0.175    7 118.51 118.57 0.02683 0.02684 -0.051
       
       
L=0.075 m, Rek=0.2, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075    5 544.26 540.99 0.08213 0.08164 0.604
0.1    6 329.29 327.48 0.04969 0.04942 0.551
0.125     6.5 221.05 220.8 0.03336 0.03332 0.115
0.15    8 159.9 159.43 0.02413 0.02406 0.292
0.175    8 119.57 119.81 0.01804 0.01808 -0.199
       
       
L=0.1 m, Rek=0.2, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075     5.5 548.53 546.56 0.06208 0.06186 0.361
0.1    6.5 331.45 330.36 0.03751 0.03739 0.331
0.125    8 222.56 222.83 0.02519 0.0252 -0.121
0.15    9 160.53 159.92 0.01817 0.0181 0.381
0.175     10 120.99 120.51 0.01369 0.01364 0.394
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L=0.05 m, Rek=0.3, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075     4 951.29 950.15 0.0957 0.09559 0.12
0.1    5 577.94 578.1 0.05814 0.05816 -0.028
0.125     5.5 386.79 386.36 0.03891 0.03887 0.111
0.15    6.5 278.97 277.92 0.02807 0.02796 0.379
0.175     6.5 208.66 208.54 0.02099 0.02098 0.059
       
       
L=0.075 m, Rek=0.3, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075    5 987.31 980.76 0.06622 0.06578 0.668
0.1    6 592.5 588.9 0.03974 0.0395 0.605
0.125     6.5 394.91 394.21 0.02649 0.02644 0.177
0.15    8 284.04 282.84 0.01905 0.01897 0.425
0.175    8 211.04 211.57 0.01415 0.01419 -0.25
       
       
L=0.1 m, Rek=0.3, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075     5.5 1001.7 997.2 0.05039 0.05016 0.455
0.1    7 599.66 596.79 0.03016 0.03002 0.481
0.125     8 398.7 400 0.02006 0.02012 -0.32
0.15     9 285.9 284.5 0.01438 0.01431 0.5
.175    10 213.74 213.31 0.01075 0.01073 0.202
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L=0.05 m, Rek=0.4, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075    4 1481.9 1480.6 0.08386 0.08379 0.085
0.1    5 899.73 900.5 0.05092 0.05096 -0.086
0.125     5.5 601.57 600.1 0.03404 0.03396 0.245
0.15    6.5 430.7 429.75 0.02437 0.02432 0.22
0.175     6.5 322.51 322.32 0.01825 0.01824 0.06
       
       
L=0.075 m, Rek=0.4, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075    5 1550.1 1540.5 0.05848 0.05812 0.621
0.1    6 928.41 922.95 0.03503 0.03482 0.592
0.125     6.5 617.34 615.74 0.02329 0.02323 0.26
0.15    8 441.65 439.47 0.01666 0.01658 0.495
0.175    8 327.29 328.15 0.01235 0.01238 -0.261
       
       
L=0.1 m, Rek=0.4, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075     5.5 1584.2 1576.6 0.04483 0.04461 0.483
0.1     7 943.6 939 0.0267 0.02657 0.487
0.125    7 628.27 625.19 0.01778 0.01769 0.492
0.15    8 445.16 443.54 0.0126 0.01255 0.366
0.175     10 332.28 331.5 0.0094 0.00938 0.234
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L=0.05 m, Rek=0.5, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075     4.5 2109.7 2105.9 0.07641 0.07627 0.182
0.1    5 1287.7 1288.9 0.04664 0.04668 -0.09
0.125     5.5 862.67 859.52 0.03124 0.03113 0.367
0.15    6 616.71 616.82 0.02234 0.02234 -0.018
0.175     6.5 461.22 460.82 0.0167 0.01669 0.087
       
       
L=0.075 m, Rek=0.5, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075    5 2211.1 2207.9 0.05339 0.05331 0.146
0.1     6 1331 1330 0.03214 0.03211 0.085
0.125     6.5 884.01 878.43 0.02134 0.02121 0.635
0.15    7 631.37 633.25 0.01524 0.01529 -0.297
0.175    8 471.77 471.73 0.011391 0.01139 0.009
       
       
L=0.1 m, Rek=0.5, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075     5.5 2278.4 2282.3 0.04126 0.04133 -0.171
0.1    7 1365.9 1356.8 0.02474 0.02457 0.672
0.125     6.5 907.99 901.21 0.01644 0.01632 0.752
0.15     8 640.3 637.8 0.0116 0.01155 0.391
0.175     10 475.3 475.5 0.008607 0.00861 -0.033
 
 
       
L=0.05 m, Rek=1, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075     6 6273.3 6332.8 0.0568 0.05734 -0.939
0.1    7 4018.1 4005.7 0.03638 0.03627 0.308
0.125    8 2744.6 2743.4 0.02485 0.02484 0.044
0.15    8 1981.9 1992.4 0.01795 0.01804 -0.526
0.175    9 1503.5 1498.7 0.01361 0.01357 0.32
       
       
L=0.075 m, Rek=1, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075    7 6863.5 6838.6 0.04143 0.04128 0.364
0.1    8 4270.6 4270.8 0.02578 0.02578 -0.005
0.125     10 2910 2889 0.01757 0.01744 0.721
0.15    10 2084.1 2082.4 0.01258 0.01257 0.082
0.175     10 1554 1552 0.00938 0.00937 0.112
       
       
L=0.1 m, Rek=1, aoamax=0 
  ∆PT fk % Change
C/S   L/S Sy Norton Sy Norton   
0.075   8 7168.4 7158.9 0.03245 0.03241 0.133 
0.1     10 4443.5 4431 0.02012 0.02006 0.283
0.125    10 2992.5 2973.11 0.01355 0.01346 0.652
0.15     9 2166.2 2136 0.00981 0.00967 1.416
0.175     10 1604.8 1590.4 0.00727 0.0072 0.907
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Appendix 2 
Plots of Friction Factor as a function of a/amax to identify  
Optimal Tapered-cut Configurations Corresponding to  
Each Optimal Straight-cut Configuration
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Appendix 3 
Comparison of Pressure-drop Results  
for 
Optimal Straight-cut Configurations  
and 
Optimal Tapered-cut Configurations
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L=0.05 m, Rek=0.01 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075      4 15.32 1.387 0.55 1.639  15.38 0.8462
0.1        5 9.3612 0.8476 0.55 1.026 17.35 0.8265
0.125        5.5 6.5266 0.591 0.55 0.7034 15.99 0.8401
0.15       6 4.8235 0.4367 0.55 0.515 15.19 0.8481
0.175        7 3.5607 0.3224 0.6 0.3922 17.79 0.8221
        
        
L=0.075 m, Rek=0.01 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075      5 15.021 0.9067 0.6 1.1  17.57 0.8243
0.1        6 9.3252 0.5629 0.6 0.6845 17.76 0.8224
0.125        7 6.37 0.3845 0.6 0.4708 18.33 0.8167
0.15        8 4.62 0.2789 0.6 0.3454 19.26 0.8074
0.175        8 3.6573 0.2208 0.6 0.2621 15.77 0.8423
        
        
L=0.1 m, Rek=0.01 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075     5.5 15.157 0.6862 0.55 0.8226  16.59 0.8341 
0.1      6.5 9.5252 0.4312 0.6 0.5137 16.05 0.8395 
0.125        8 6.3487 0.2874 0.6 0.3531 18.59 0.8141
0.15        9 4.6322 0.2097 0.6 0.2581 18.76 0.8124
0.175        10 3.5096 0.1589 0.6 0.197 19.34 0.8066
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L=0.05 m, Rek=0.05 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075      4 80.3 0.2908 0.55 0.355  18.08 0.8192
0.1        5 48.748 0.1766 0.6 0.2205 19.94 0.8006
0.125        5.5 33.885 0.1227 0.6 0.1507 18.56 0.8144
0.15       6 24.977 0.09046 0.6 0.1099 17.69 0.8231
0.175        7 18.408 0.06667 0.6 0.08343 20.09 0.7991
       
        
 
L=0.075 m, Rek=0.05 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075      5 78.686 0.19 0.6 0.2389  20.46 0.7954
0.1        6 48.63 0.1174 0.6 0.1479 20.59 0.7941
0.125       7 33.094 0.07991 0.65 0.1012 21.05 0.7895
0.15        8 23.946 0.05782 0.65 0.07393 21.79 0.7821
0.175        8 18.909 0.04566 0.6 0.05596 18.42 0.8158
       
        
 
L=0.1 m, Rek=0.05 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075      5.5 79.421 0.1438 0.6 0.1791  19.72 0.8028
0.1       6.5 49.638 0.08989 0.6 0.111 19.01 0.8099
0.125        8 32.994 0.05975 0.65 0.07594 21.32 0.7868
0.15        9 24.007 0.04347 0.65 0.05536 21.47 0.7853
0.175        10 18.159 0.03288 0.65 0.04211 21.9 0.781
 
 
 116
L=0.05 m, Rek=0.1 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075      4 171.25 0.1551 0.6 0.1968  21.21 0.7879
0.1       5 103.28 0.09351 0.65 0.1213 22.91 0.7709
0.125        5.5 71.403 0.06465 0.65 0.08241 21.55 0.7845
0.15       6 52.461 0.0475 0.65 0.05988 20.67 0.7933
0.175        7 38.616 0.03496 0.65 0.04536 22.92 0.7708
       
        
 
L=0.075 m, Rek=0.1 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075      5 168.14 0.1015 0.6 0.1329  23.63 0.7637
0.1        6 103.19 0.06229 0.6 0.08164 23.7 0.763
0.125        6.5 72.145 0.04355 0.6 0.05546 21.48 0.7852
0.15       8 50.355 0.0304 0.7 0.04039 24.74 0.7526
0.175        8 39.689 0.02396 0.7 0.03046 21.35 0.7865
       
        
 
L=0.1 m, Rek=0.1 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075      5.5 169.38 0.07668 0.65 0.1001  23.36 0.7664
0.1        6.5 105.08 0.04757 0.65 0.06137 22.48 0.7752
0.125        8 69.56 0.03149 0.65 0.04172 24.52 0.7548
0.15        9 50.464 0.02285 0.65 0.03029 24.57 0.7543
0.175        10 38.098 0.01725 0.7 0.02296 24.88 0.7512
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L=0.05 m, Rek=0.2 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075     4 392.89 0.08894 0.65 0.1203  26.07 0.7393
0.1        5 233.81 0.05293 0.7 0.07323 27.73 0.7227
0.125        5.5 159.88 0.03619 0.7 0.04927 26.55 0.7345
0.15        6 116.57 0.02639 0.7 0.03556 25.8 0.742
0.175        7 85.5 0.01935 0.7 0.02683 27.86 0.7214
       
        
 
L=0.075 m, Rek=0.2 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075     5 386.44 0.05832 0.7 0.08213  28.99 0.7101 
0.1        6 233.39 0.03522 0.7 0.04969 29.12 0.7088
0.125        6.5 161.22 0.02433 0.7 0.03336 27.07 0.7293
0.15        8 112.11 0.01692 0.75 0.02413 29.89 0.7011
0.175        8 87.642 0.01323 0.7 0.01804 26.69 0.7331
       
        
 
L=0.1 m, Rek=0.2 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075     5.5 389.37 0.04407 0.7 0.06208  29.01 0.7099 
0.1        6.5 237.47 0.02688 0.7 0.03751 28.35 0.7165
0.125        8 155.95 0.01765 0.7 0.02519 29.93 0.7007
0.15        9 112.34 0.01271 0.7 0.01817 30.02 0.6998
0.175        10 84.47 0.00956 0.7 0.01369 30.17 0.6983
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L=0.05 m, Rek=0.3 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075    4 675.37 0.06795 0.7 0.0957  29 0.71 
0.1        5 397.46 0.03999 0.7 0.05814 31.22 0.6878
0.125        5.5 268.96 0.02706 0.7 0.03891 30.46 0.6954
0.15        6.5 188.87 0.019 0.75 0.02807 32.31 0.6769
0.175        6.5 147.13 0.0148 0.7 0.02099 29.48 0.7052
       
        
 
L=0.075 m, Rek=0.3 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075     5 665.86 0.04466 0.75 0.06622  32.56 0.6744 
0.1        6 396.69 0.02661 0.75 0.03974 33.05 0.6695
0.125        6.5 270.84 0.01817 0.75 0.02649 31.43 0.6857
0.15        8 187.66 0.01259 0.75 0.01905 33.93 0.6607
0.175        8 145.67 0.00977 0.75 0.01415 30.95 0.6905
       
        
 
L=0.1 m, Rek=0.3 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075     5.5 670.75 0.03374 0.7 0.05039  33.04 0.6696 
0.1        7 393.26 0.01978 0.8 0.03016 34.41 0.6559
0.125        8 263.11 0.01324 0.8 0.02006 34.02 0.6598
0.15        9 188.29 0.00947 0.8 0.01438 34.13 0.6587
0.175        10 140.96 0.00709 0.8 0.01075 34.04 0.6596
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L=0.05 m, Rek=0.4 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075     4 1021.8 0.05782 0.7 0.08386  31.05 0.6895 
0.1        5 595.83 0.03372 0.75 0.05092 33.78 0.6622
0.125        5.5 400.18 0.02265 0.75 0.03404 33.47 0.6653
0.15        6.5 280.04 0.01585 0.75 0.02437 34.97 0.6503
0.175        6.5 216.53 0.01225 0.75 0.01825 32.86 0.6714
       
        
 
L=0.075 m, Rek=0.4 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075     5 1008.5 0.03805 0.75 0.05848  34.94 0.6506 
0.1        6 595.08 0.02245 0.8 0.03503 35.91 0.6409
0.125        6.5 402.26 0.01518 0.75 0.02329 34.84 0.6516
0.15        8 278.63 0.01051 0.75 0.01666 36.9 0.631
0.175        8 214.59 0.0081 0.75 0.01235 34.45 0.6555
       
        
 
L=0.1 m, Rek=0.4 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075     5.5 1017.6 0.02879 0.8 0.04483  35.77 0.6423 
0.1       7 589.43 0.01668 0.8 0.0267 37.54 0.6246
0.125        7 414.58 0.01173 0.8 0.01778 34.02 0.6598
0.15       8 292.27 0.00827 0.8 0.0126 34.37 0.6563
0.175        10 208.19 0.00589 0.8 0.0094 37.33 0.6267
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L=0.05 m, Rek=0.5 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075     4.5 1405.9 0.05092 0.7 0.07641  33.36 0.6664 
0.1        5 832.18 0.03014 0.8 0.04664 35.38 0.6462
0.125        5.5 554.71 0.02009 0.8 0.03124 35.69 0.6431
0.15        6 396.79 0.01437 0.8 0.02234 35.67 0.6433
0.175        6.5 297.47 0.01077 0.8 0.0167 35.49 0.6451
       
        
 
L=0.075 m, Rek=0.5 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075     5 1415.1 0.03417 0.75 0.05339  36 0.64 
0.1        6 830.49 0.02005 0.75 0.03214 37.61 0.6239
0.125        6.5 556.84 0.01345 0.75 0.02134 37 0.63
0.15        7 402.01 0.00971 0.75 0.01524 36.31 0.6369
0.175        8 294.92 0.00712 0.75 0.01139 37.49 0.6251
       
        
 
L=0.1 m, Rek=0.5 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075      5.5 1427.2 0.02585 0.75 0.04126 37.36 0.6264
0.1        7 824.87 0.01494 0.75 0.02474 39.62 0.6038
0.125        6.5 596.44 0.0108 0.75 0.01644 34.3 0.657
0.15       8 401.81 0.00728 0.75 0.0116 37.27 0.6273
0.175        10 287.36 0.0052 0.85 0.00861 39.54 0.6046
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L=0.05 m, Rek=1 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075     6 4466.6 0.04044 0.85 0.0568  28.8 0.712
0.1        7 2593.9 0.02349 0.85 0.03638 35.44 0.6456
0.125        8 1691.6 0.01532 0.85 0.02485 38.36 0.6164
0.15        8 1161 0.01051 0.85 0.01795 41.44 0.5856
0.175        9 862.17 0.00781 0.85 0.01361 42.64 0.5736
       
        
 
L=0.075 m, Rek=1 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075     7 4481 0.02705 0.8 0.04143  34.71 0.6529 
0.1        8 2563.5 0.01547 0.9 0.02578 39.97 0.6003
0.125        10 1698 0.01025 0.9 0.01757 41.66 0.5834
0.15        10 1162.3 0.00702 0.9 0.01258 44.23 0.5577
0.175        10 849.99 0.00513 0.9 0.00938 45.3 0.547
       
        
 
L=0.1 m, Rek=1 
     Tapered Configuration 
C/S  L/S ∆Pmin fmin a/amax fstraight-cut % Reduction in fk fmin/fstraight-cut
0.075     8 4500.3 0.02037 0.8 0.03229  36.9 0.631 
0.1        10 2612.8 0.01183 0.9 0.02012 41.21 0.5879
0.125        10 1651.3 0.00748 0.85 0.01355 44.8 0.5517
0.15        9 1155.4 0.00523 0.85 0.00981 46.68 0.5332
0.175        10 853.67 0.00386 0.85 0.00727 46.84 0.5316
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