Abstract. We propose an algorithm for retrieving the end points of thin, rectangular inclusions of finite conductivity in a homogeneous medium proposed herein. It is based on an appropriate asymptotic formula for steady state voltage potentials in the presence of thin inclusions. Numerical experiments exhibit the proposed algorithm is fast, effective and stable.
Introduction
We consider reconstructing end-points of thin conductivity inclusions which occurs in the Electrical Impedance Tomography (EIT). Based on the two-dimensional location search algorithm [6] and asymptotic formula for steady state voltage potentials in the presence of thin inclusions [7] , an algorithm for finding the end-points of thin inclusion of discontinuous electrical conductivity by two-different current-voltage measurements has been suggested in [2] and [3] for the single and multiple case respectively.
In this paper, we propose a useful algorithm for retrieving end points of thin inclusions based on an appropriate asymptotic formula for steady state voltage potentials in the presence of thin inclusions. The main idea of this algorithm is to solve the problem of identifying simple poles and residues of a meromorphic function from the measured data on the boundary, the simple poles being the end-points of inclusions and the residues indicates the directions of inclusions for joining end-points. This paper is structured as follows. In the second section, following this introduction, we introduce the representation formula for the steady state voltage potential in terms of the thickness of inclusions. Then, in section 2, we devoted to the design of algorithm for identifying the end-points. In the last section, we present numerical experiments for demonstrating the performance of proposed algorithm.
Representation formula
Let Ω ⊂ R 2 be a smooth, bounded domain that represents a homogeneous medium. We assume that this medium contains a set of N well-separated thin inclusions denoted as
where each Γ j are apart from ∂Ω and localized in the neighborhood of a curve, say γ j , that is
where the supporting σ j is a straight line in Ω (with strictly positive distance from its boundary ∂Ω, if there were any at finite distance), n j (x) is the unit normal to γ j at x, and ε is a positive constant which specifies the thickness of the inclusion (See figure 1) . Figure 1 . Sketch of set of thin inclusions Γ.
Let 0 < σ 0 < +∞ and 0 < σ j < +∞ denote the conductivity of the domain Ω and Γ j , respectively. Throughout this chapter, we assume that these are strictly positive constants. By using this notation, we adopt the piecewise constant conductivity
Throughout this paper, for the sake of simplify, we set σ 0 is equal to 1. Let u be the steady state voltage potential in the presence of the inclusion Γ, that is, the unique solution to
with the Neumann boundary condition
where ν(x) is unit outward vector on ∂Ω, and the compatibility condition
Here χ Γj is the characteristic function of Γ j , ν(x) denote the unit outer normal to ∂Ω at x and the function g ∈ H − 1 2 (∂Ω) represents the applied boundary current satisfies the compatibility condition
Let us denote u 0 be the potential induced by the current g in the domain Ω without Γ, that is, the unique solution to ∆u 0 (x) = 0 for x ∈ Ω with the Neumann boundary condition
and the compatibility condition
In order to identify the end points of Γ j from the collected measurements u(x) on ∂Ω, we will use the following asymptotic expansion of u(x) in terms of the thickness ε (see [7] for a rigorous error analysis and its derivation),
Here N (x, y) is the Neumann function for the domain Ω and
,2 is the symmetric matrix defined in appropriate manner as follows :
• M j has eigenvectors τ j and n j • The eigenvalue corresponding to τ j is 2(σ j − 1)
• The eigenvalue corresponding to n j is 2 1 − 1 σj . where τ j and n j be unit vectors that are respectively tangent with and normal to γ j for j = 1, 2, · · · , N .
Reconstruction algorithm for identifying the end-points of multiple thin inclusions
In this section, we describe the algorithm for identifying the end-points of multiple thin inclusions. In order to build the algorithm for identifying the end-points, let u k be the solution with Neumann boundary condition ν k for ν = (ν 1 , ν 2 ). Let us denote a j , b j , j = 1, . . . , N , be the complex numbers representing the end points of thin inclusions and introduce v(x) = (
n where x = (x 1 , x 2 ) ∈ Ω. Then we have
By using two different boundary measurements u 1 and u 2 , we can obtain
here trace(M j ) is the trace of matrix M j for j = 1, 2, · · · , N . Combining (3) with the Simple Pole Algorithm [9] , we can construct the following reconstruction algorithm.
Step 1 Set c 0 = 0. For sufficiently large M , let us calculate the complex numbers c n for n = 1, 2, · · · , 2M − 1, by
Step 2 Solve for l 1 , l 2 , · · · , l M the system of linear equations
. . .
Step 3 (Determination of end-points) Find the zeros α 1 , α 2 , · · · , α M of the polynomial equation
Step 4 (Determination of residue for joining end-points) Solve the equation
Step 5 Finally, discard α j if |β j | is reasonably small. To find the line segments, join the remaining α j 's with the same corresponding β's up to sign. If it is not enough, then consider also the directions of β's.
Numerical examples
In this section, the numerical simulations for identifying end-points of multiple thin inclusions are considered, according to the algorithm introduced in the previous section 2. The domain Ω is chosen as a unit disk centered at (0, 0) in R 2 and the thickness ε of all thin inclusions Γ j is 0.02. As we mentioned in section 1, we first adopt a rectangular shape of the thin inclusions due to the stability of algorithm. For the first example, we consider the case of two thin inclusions parameterized as Table 1 . Computed values of α j , β j and |β j | for the first example without noise.
In order to find the end-points of those two thin inclusions, we have performed the reconstruction presented in previous section with the value of M = 10. Obtained values of α j , β j and |β j | are illustrated in Table 1 . From this information, we discard α j when the associated value of |β j | is too small and we find four end-points of two thin inclusions. Table 2 . Computed values of α j , β j and |β j | for the first example with ξ = 10 −5 .
Let us assume that some noise is added to the measured boundary data, i.e., for x ∈ ∂Ω u noise (x) = u(x) + ξ × rnd(−1, 1)
where rnd(−1, 1) is a arbitrary real value between −1 and 1. Table 2 , for the case ξ = 10 −5 , shows that the algorithm detects end-points and residues accurately. Notice that higher noise level (greater than ξ = 10 −5 ) leads to poor results (we observe that the value of α j is poor). We recommend [9] for a more detailed discussion. (right).
In figure 2 , we illustrate the results. From them, we can conclude that we retrieve the expected end-points of thin inclusions.
Next, we consider the case of three thin inclusions parameterized as The reconstruction algorithm with the value of M = 10 yields values of α j , β j and |β j | illustrated in Table  3 . Again, we discard α j when the associated value of |β j | is small and we find six end-points of three thin inclusions.
End-Points 0.0000 −0.0000 − 0. Table 3 . Computed values of α j , β j and |β j | for the second example without noise.
In contrast with the previous example, table 4 , for the case ξ = 10 −4 , shows that the algorithm detects end-points and residues accurately. Table 4 . Computed values of α j , β j and |β j | for the second example with ξ = 10 −4 .
In figure 3 , we illustrate the results. We can say that we have obtained the expected end-points of the thin inclusions.
Let us examine the effect of the value σ j 's. To observe this, we have performed the numerical simulations under the same condition as the one of the second example except σ j 's. The parameter σ j is chosen as σ 1 = 10, σ 2 = 5, and σ 3 = 20.
The reconstruction algorithm is applied with the value of M = 10. The obtained values of α j , β j and |β j | are illustrated in table 5. We still discard α j when the associated value of |β j | is small and we find six end-points of the three thin inclusions.
From the results illustrated in figure 4 , we can easily observe that the algorithm is not sensitive to the values of σ j , neither to translation and rotation of the thin inclusions. Moreover, the rays starting from the estimated end-points are getting long whenever σ j is large (and getting short for small σ j ), i.e., we can easily join the end-points. Table 5 . Computed values of α j , β j and |β j | for the third example without noise. Now, we apply the algorithm to the non-rectangular thin inclusions. For the fourth example, we consider the case of two thin inclusions parameterized as Table 6 . Computed values of α j , β j and |β j | for the third example with ξ = 10 −4 . Typical results are in table 7, 8 and figure 5 with the value of M = 10 and ξ = 5 × 10 −4 . At this stage, to retrieve the end-points, we must join the α's with the same corresponding β's up to sign of real part, i.e., choose β j and β l that satisfy β j ≈ −β l . Table 7 . Computed values of α j , β j and |β j | for the fourth example without noise. Table 8 . Computed values of α j , β j and |β j | for the fourth example with ξ = 5 × 10 −4 .
For last example, we consider the case of two thin inclusions parameterized as
where
and the parameter σ j is chosen as 10 and 5 for j = 1 and 2 respectively. Notice that the end-points of Γ 1 are We exhibit the results in table 9, 10 and in figure 6 with the value of M = 10 and ξ = 10 −4 . Table 9 . Computed values of α j , β j and |β j | for the final example without noise.
Conclusion
In this article, we propose an algorithm based on the detection of simple poles of a meromorphic function in terms of measured boundary values to retrieve the end-points of thin conductivity inclusions and perform several numerical simulations and it turns out that the proposed algorithm identifies the number and the location of end-points of such thin inclusions accurately.
Our new algorithm offers very useful information and we can say that a good initial guess is obtained at low computational cost, to be improved upon by an appropriate iterative algorithm for example, a level-set evolution [1, 8] . Table 10 . Computed values of α j , β j and |β j | for the final example with ξ = 10 −4 . The authors [10] suggested an imaging method by the solutions with fixed non-zero high frequency for the imaging of thin inclusions based on the MUSIC (MUltiple SIgnal Classification)-type algorithm. It is still desirable to have an efficient and fast method for imaging of arbitrary shaped thin inclusions using finitely many measurements.
