This paper studies an optimal consensus tracking problem of heterogeneous linear multiagent systems. By introducing tracking error dynamics, the optimal tracking problem is reformulated as finding a Nash-equilibrium solution to multiplayer games, which can be done by solving associated coupled Hamilton-Jacobi equations. A data-based error estimator is designed to obtain the data-based control for the multiagent systems. Using the quadratic functional to approximate every agent's value function, we can obtain the optimal cooperative control by the input-output (I/O) Q-learning algorithm with a value iteration technique in the least-square sense. The control law solves the optimal consensus problem for multiagent systems with measured I/O information, and does not rely on the model of multiagent systems. A numerical example is provided to illustrate the effectiveness of the proposed algorithm.
I. INTRODUCTION
O RIGINATED from fields of computer science and management science, the concept of consensus has been introduced to control community to describe a collective behavior of a group of systems, called multiagent systems. For the past two decades, the consensus problem has been extensively studied in the control community, and finds its applications in vehicle formation, flocking, sensor networks, etc. For a comprehensive literature review, readers are referred to some recent survey papers [1] - [4] and monographs [5] - [7] , and references therein.
In some scenarios, one may not only require consensus of all agents but also expect optimization of certain cost functions, such as the total energy. The challenge relies on the fact that each agent can only use the local information, that is, the information of itself and its neighbors, for its controller design. This results in the so-called distributed controller. Fruitful results have been achieved for distributed control of multiagent systems notwithstanding, distributed optimal control problems have been insufficiently investigated thus far.
For linear multiagent systems, consensus tracking was guaranteed using an optimal state feedback control law derived from Riccati equations [8] , [9] ; and it was shown that using Riccati design, the control law yields an unbounded synchronization region and is robust to changes of communication graph topologies. The neural-network-based approximate dynamic programming (ADP) method has been proposed to solve optimal synchronization of linear multiagent systems [10] , [11] , and for multiplayer games [12] , [13] . The work [11] studies the optimal output regulation problem of heterogeneous linear multiagent systems using the ADP approach. An LQR-based optimal design for discrete-time linear multiagent systems was proposed in [14] and by using the ADP technique, the systems dynamics can be partially or completely unknown. The optimal tracking control problem of linear multiagent systems subject to external disturbances was formulated as a multiplayer zero-sum differential game, and a policy iteration (PI) algorithm was proposed to solve the corresponding coupled Hamilton-Jacobi-Isaacs equations [15] . However, most existing works on distributed optimal control problems assume the exact knowledge of the system dynamics. By developing an ADP algorithm, [16] solves the optimal control problem of a single linear system with unknown dynamics, instead of multiagent systems. The work [17] proposes a neural adaptive control algorithm, and solves the distributed tracking control problem of nonlinear multiagent systems with unknown dynamics. Optimization is not considered in [17] however. A very recent work [18] deals with the distributed optimal control problem of nonlinear multiagent systems, and proposes a model-free algorithm at the expense of additional compensators. Although [14] allows the systems dynamics to be partially or completely unknown, all agents have identical control matrices.
These above-mentioned concerns motivate this paper on the data-based model-free optimal cooperative control for heterogeneous linear multiagent systems. Inspired by the results [10] , [19] , we present an online method to design the data-based optimal cooperative control for the consensus problem of multiagent differential games, which brings together the game theory, data-based error estimator, and input/output (I/O) Q-learning algorithm with value iteration (VI). Q-learning is a data-based reinforcement learning technique, which can be used to learn the solutions to optimal control problems for dynamic systems, such as [19] - [21] . One of the advantages of Q-learning is its ability to find the available best actions without requiring the model of the environment. Because the output is a linear expression of the state for linear systems, we adopt a variant of Q-learning to obtain an ideal policy by input and output data, which is referred to as "I/O Q-learning."
For multiagent systems, the coupled Hamilton-Jacobi (HJ) equations are set up, since each agent's control law depends on the information of itself and all of its neighboring agents. Therefore, for multiagent differential games, the optimal cooperative control relies on solving the coupled HJ equations. However, it is generally difficult due to the coupling items. Here, the I/O Q-learning algorithm is used to solve the problem of multiagent differential games involving a technique known as VI [22] . VI algorithms can be implemented in two steps: 1) value update and 2) policy improvement; and provides an effective way to learn the solution to the coupled HJ equations. This paper mainly extends the method in [12] to deal with the optimization problem in the sense of Nash equilibrium involving the multiagent systems with unknown dynamic.
Since it involves the coupling information in the VI algorithm, the competitive relation is generated between agents. To finish the competitive process and eliminate the updating data conflict, the VI algorithm is implemented simultaneously for all nodes.
In this paper, we first construct the tracking error dynamics and the data-based error estimator with I/O data from tracking error systems. Similar to [19] , the estimator is used to obtain the data-based control law for the multiagent systems. Then, a quadratic functional is used to approximate every agent's value function at each point in the state space. Finally, we obtain the optimal cooperative control with the I/O Q-learning algorithm with VI. The designed controller solves the optimal consensus problem for multiagent systems with measured states, and does not rely on the model of multiagent systems. The VI algorithm is introduced to search for the optimal policies for multiagent systems and circumvents the difficulty of initializing the multiple initial admissible policies at the beginning of the PI algorithms in [10] and [23] .
The rest of this paper is organized as follows. Some preliminaries of graph theory and the consensus problem are briefly introduced in Section II; the problem is formulated in Section III; the optimal control law is proposed in Section IV and its numerical implementation is presented in Section V; finally, a numerical example is given in Section VI to illustrate the effectiveness of the proposed algorithm.
II. PRELIMINARIES
In this section, we briefly review the notion of consensus and provide some background on the graph theory.
A. Consensus of Multiagent Systems
A multiagent system can be seen as a network that consists of a group of agents. Every agent is called a node in the network. Let x i ∈ R n denote the state of node v i . We call G x = (G, x) a network (or algebraic graph) with the state x ∈ RN n , where x = [x T 1 , . . . , x T N ] T andN is the number of nodes in the network. The state of a node may represent certain physical quantities of the agent, such as altitude, position, voltage, etc. We say all nodes reach a consensus if and only if x i (k) → x j (k) for all i, j as k → ∞. While for the consensus problem with a leader v 0 , it requires that x i (k) → x 0 (k) for all i, as k → ∞, where x 0 (k) is the state trajectory of the leader. The latter problem is also known as the consensus tracking problem.
B. Graph Theory
The topology of a communication network can be expressed by a weighted graph. Define a weighted graph ofN nodes as
] is a weighted adjacency matrix. An edge of the graph G is denoted by ν ij = (v j , v i ), graphically represented by an arrowed link from node j to node i, means that the information can flow from node v j to node v i . In this paper, we assume that all the edges are positive, that is, a ij > 0 if and only if ν ij ∈ E; otherwise a ij = 0. For notational simplicity, we denote i ∈ I = {1, 2, . . . ,N}.
In this paper, the simple graph is considered, i.e., no repeated edges and no self loops. Let N i = {v j ∈ V : (v j , v i ) ∈ E} denote the set of neighbors of node v i . A digraph is strongly connected, if there is a directed path from node v i to node v j , for all ordered pair of nodes v i , v j . In this paper, we consider the strongly connected communication graphs with fixed topology.
III. PROBLEM FORMULATION
Consider the following multiagent system withN agents:
where [24] for all i. In this paper, we further assume that the state x i is unmeasurable.
The leader node dynamics is
where x 0 (k) ∈ R n . The local neighborhood tracking error e i (k) of node v i is defined as
where e i (k) = [e i1 (k), e i2 (k), . . . , e in (k)] T ∈ R n , and b i describes the link between the node v i and the leader node v 0 . If there is a link from leader node to node v i , then b i > 0; otherwise b i = 0. We assume that b i > 0 for at least one i.
Substituting (1) and (2) into (3), we have the neighborhood tracking error dynamics
It is known that e i (k) → 0 implies that all agents reach a consensus [17] . We define the tracking error output as
where C i ∈ R q i ×n is the error output matrix and (A, C i ) is observable. Note that y i is not the conventional output information of node v i . In this paper, the controller should not only make all the follower nodes track the leader node but also minimize the following local performance index for every agent:
where Q ii , R ii , and R ij are all positive definite matrices, and u (j) means the set of control laws of all neighbors of node v i . The performance index depends on the input information of node v i and its neighbors. Obviously, it is similar to multiplayer games [12] , [25] . The policies of multiplayer games have a Nash equilibrium solution. In other words, they achieve their best interests as well as fulfilling their common task, i.e., consensus tracking. The Nash equilibrium for multiplayer games is defined as follows. Definition 2 (Nash Equilibrium): An N-tuple of control policies {u * 1 , u * 2 , . . . , u * N } is referred to as a Nash equilibrium solution to an N-player game (or multiagent system G x ) if
Therefore, the problem considered in this paper can be formulated as follows.
Problem 1: Consider the multiagent systems (1) and a leader node (2) . The design distributed control law u i , such that all follower nodes reach a consensus with the leader node, and the local performance indices (6) of all nodes are minimized. In other words, we aim to find the Nash equilibrium solution subject to (4) and (5) .
IV. ITERATIVE OPTIMAL CONTROL ALGORITHM
Under the given admissible control policies u i and u (j) , define the local value function V i (e i ) for node v i as
The local optimal value function can be expressed as
According to Bellman's optimality principle [26] , we have (8) and the optimal control is given by
Then two important facts are obtained by the following lemma [10] .
Lemma 1: Assume that the graph is strongly connected and at least one gain b i is nonzero. In addition, (A, B i ) is reachable for all i. Let V * i (e i ) > 0 be a solution to the coupled HJ equation (8) , and the optimal control u * i be given by (9) . Then: 1) the neighborhood tracking error system (4) is asymptotically stable; 2) the optimal local performance J 0) ) for all i, and u * i , i ∈ I are the Nash equilibrium. Obviously Problem 1 is solved if the coupled HJ equations (8) can be solved. However, obtaining the analytical solution to (8) is generally difficult, if possible. In this paper, the VI algorithm [19] is used to solve the coupled HJ equations.
Select any set of initial control policies u 0 i (i ∈ I), not necessarily admissible. Then for s = 0, 1 . . ., perform the following two steps until convergence.
1) Value Update:
2) Policy Improvement:
The coupled HJ equation (8) can be solved by the VI algorithm iterating between (10) and (11) , and the convergence of the algorithm is shown in the following theorem.
Theorem 1: (10) and (11) . Then the value function V s i approaches J * i as s → ∞, according to the inequalities ⎛
Proof: See the Appendix. Remark 1: Note that the parameters α i and β i are only used in the convergence analysis of the algorithm and have nothing to do with the controller design. Also the inequality 0 ≤ J * i ≤ V 0 i holds, since V 0 i is not an optimal value function in general. Therefore, one can easily find such 0 ≤ α i ≤ 1 and 1 ≤ β
According to the results of Theorem 1, we have the following corollary.
Corollary 1: Define the control sequence {u s i } as in (11) and the value function {V s i } as in (10). When {V s i } → J * i as s → ∞, the control sequence u s i converges to the optimal control law u * i as s → ∞, that is, lim s→∞ u s i (k) = u * i . The coupled HJ equation (8) is constructed by the value function V i (e i (k)) (7) subject to the tracking error dynamics (4) and (5) . Once the optimal solution [the value function V * i (e i (k))] is obtained, the optimal admissible control (9) based on V * i (e i (k)) makes the tracking error e i (k) tend to zero as k → ∞. In other words, all follower nodes track the leader node as k → ∞. From the above analysis, it is clearly seen that both tracking and optimality of the multiagent systems are obtained simultaneously.
V. DATA-BASED IMPLEMENTATION OF THE OPTIMAL CONTROL ALGORITHM
In Section V-A, we construct an error estimator using the measured I/O data from tracking error dynamics (4) and (5) .
Then in Section V-B, the nearly data-based cooperative control is designed by the I/O Q-learning method [20] . Section V-C presents how to solve the optimal inner kernel matrixP i by the VI algorithm.
A. Data-Based Error Estimator
Hereinafter, we derive a tracking error estimator. Given the current time k, the tracking error dynamics can be written as the expanded error equation on the time horizon [k − N, k]
In ( 
Note that since (A, C i ) is observable, there exists an observability index K i such that rank(C N i ) < n for N < K i and that rank(C N i ) = n for N ≥ K i . Note that K i satisfies K i q i ≥ n. Let N ≥ K i . Therefore, C N i has full column rank of n, namely there exists a left inverse for C N i . If N is larger than n, then there exists a left inverse for C N i due to the observability of (A, C i ), and the observability index satisfying K i ≤ n. In general, the rough information should be known, even if the model of systems is unknown. If only the dimension of system n is known or N is selected as the sufficiently large constant, the estimator can be established. Furthermore, we can obtain Theorem 2.
Theorem 2: If C N i is of full column rank, then there exists an error estimator based on the I/O data sequences 1,k−N] for the tracking error system (4) and (5), as follows:
where
Proof: It is similar to the proof of [19, Lemma 1] . Thus, the details are omitted.
Remark 2: From (14), we can see that the error variable is completely eliminated from the right hand side of (4). That is, e i (k) can be reconstructed by the available measured
Therefore, (14) is referred to as a data-based error estimator for the tracking error system (4).
B. Implementation of Data-Based Control
In this section, according to Theorem 2, we obtain the nearly data-based optimal cooperative control u i (k) by I/O Q-learning technology, using measured I/O data from the tracking error dynamic systems (4) and (5) . (14) can be written as
For the tracking error systems (4), although the explicit form of the actual cost functional V i (e i (k)) is unclear, it can be approximated by a quadratic functional at each point in the state space (similarly, see [27] ). So the approximated cost function associated with any policy u i (k) and u (j) (k) (not necessarily optimal) is
where P i is a symmetric positive definite matrix.
We can obtain the approximation cost functional by (15) and (16) as
Substituting (17) into (7), we have
, and pŪ jȳi [pū jȳi ] being row vectors of dimension |N i |, where j ∈ N i and |N i | is the cardinality of N i .
According to the necessary condition of optimality principle
we can obtain the optimal control law
S being an operator that yields the matrix (m i × m i (N − 1) ), which is first to m ith rows and (m i +1)th to (m i N)th columns of matrixP i ; W being an operator that yields the matrix (m i × j∈N i m j N), which is first to m ith rows and (m i N +1)th to ( j∈{N i ,i} m j N)th columns of matrixP i and L being an operator that yields the matrix (m i ×q i N), which is first to m ith rows and ( j∈{N i ,i} m j N +1)th to ( j∈{N i ,i} (m j + q i )N)th columns of matrixP i . Obviously, the control law is distributed in the sense that it only involves the neighborhood information.
The cooperative control u i (k) depends on p u i u i , p u iūi ,p u iŪj , p u iȳi and the measured I/O datā
Therefore, the optimal control u i (k) can be obtained, if only we know the ideal inner kernelP i . In the following section, we shall show how to optimize it.
C. Obtaining the Local Optimal Inner MatrixP i by VI Algorithm
As shown in [20] , since the control input appears in quadratic form (7) , the minimization of (7) can be carried out in terms of the learned inner kernel matrixP i without any knowledge of the system (4). This is a data-based control approach since the control (20) contains the present and past observations of the input and output information.
Inspired by [19] and [20] , we use the following VI algorithm to calculate the idealP i by applying only the measured input and output data, without the knowledge of the state-space model of tacking error systems.
VI Algorithm for Multiagent Systems: Select a set of control policies u 0 i = μ 0 i (i = 1, . . . ,N). For s = 0, 1, . . . , perform the following iteration until convergence.
Step 1 (Value Update):
Step 2 (Policy Improvement): According to (20) , define the updated policy by
Go to step 1. Stop the iteration until u i converge to u * i (i.e., P s+1 i −P s i ≤ ε for an ideal constant ε) for all i. Remark 3: Here, we extend the method in [19] to deal with multiagent systems. What we consider is the optimization problem in the sense of the Nash equilibrium of multiagent systems, rather than the optimization problem of the single plant as in [19] . Furthermore, the implementation of our algorithm is also different from that in [19] since it involves the coupling information in VI algorithms. Each agent is not considered independently. They are coupled in the tracking error e i (k) involving the information of neighbors [such as (3) and (4)]. In fact, the process that the VI algorithm is implemented simultaneously for all nodes can be seen as the game process between agents.
Solving (21) only requires the I/O data from tracking error systems. The solution to equations (i.e., the kernel matrix
is symmetric and has ( j∈{N i ,i} m j + q i )N(( j∈{N i ,i} m j + q i )N + 1)/2 independent terms. Therefore, it is necessary to sample data for at least ( j∈{N i ,i} m j + q i )N(( j∈{N i ,i} m j + q i )N + 1)/2 time steps for a solution using RLS. The flowchart of the VI algorithm is shown in Fig. 1 . Remark 4: To updateP i by VI algorithm, it is necessary to insert a persistent excitation into the control input of each agent. For details, please refer to [23, Remark 8] .
Next, we will give the detailed design procedure.
Step 1: Set up the local neighborhood tracking error dynamics (4) by the definition of the local neighborhood tracking error (3).
Step 2: Construct the data-based error estimators (14) by the method in [19] .
Step 3: Use the quadratic forms to approximate the solution (value functions), such as (16) or (17) . Substituting (16) into (7), then the optimal control law (20) can be obtained by solving the necessary condition of the optimal principle.
Step 4: The optimal control can be obtained by the VI algorithm for the consensus tracking problem of multiagent systems (see Fig. 1 ).
VI. NUMERICAL EXAMPLE
Consider a multiagent system shown in Fig. 2 . The edge weights are chosen as one.
The node dynamics are
and the leader node is where
For i = 1, 2, 3, let Q ii = I; R ii = 2; R ij = 0.1(i = j) (note that R ij = 0, if v j is not the neighbor of v i ) and a i = 0.1. Fig. 4 . Evolution of the system state.
Our objective is to design a local data-based control law, which makes all the follower nodes reach a consensus with the leader and at the same time minimizes the cost functional (6) . Letting N = 2 and C i = I 2 , we can obtain the optimal cooperative control law by (20) 
The evolution of weight p i,11 to p i,18 (i = 1, 2, 3) are shown in Fig. 3 . Obviously, after 13 iteration steps, p i,11 to p i, 18 converge to the ideal values. Fig. 4 depicts the evolution of the system state under the optimal cooperative controls (23) with the obtained ideal value p i,11 to p i, 18 . After 25 steps, the state of each node reaches a consensus with the leader node.
Compared with other conventional algorithms, such as [10] and [23] , this proposed algorithm features independence of the agent dynamics. In addition, this algorithm uses the VI to search for the optimal control law, rather than PI. By doing this, we do not require the initial policy to be an admissible policy. Thus, the implementation of the algorithm is significantly eased.
VII. CONCLUSION
A data-based optimal cooperative control law has been proposed for multiagent systems, which brings together game theory, data-based tracking error estimator design, and I/O Q-learning algorithm with VI technique. The key is to approximate the solution to the coupled HJ equation, using the I/O data under the framework of the VI algorithm. Then the approximated solution is utilized to obtain the data-based optimal cooperative control law. Therefore, the proposed method designs a nearly optimal cooperative control without knowing the model of multiagent systems.
APPENDIX PROOF OF THEOREM 1
The first part of the inequality (12) ⎛
will be proven by the mathematical induction. When s = 1, since α i − 1 (1 + θ i ) θ i r i e i (k), u i , u (j) − J * i (e i (k + 1)) ≤ 0 0 ≤ α i ≤ 1 (24) and α i J * i ≤ V 0 i , ∀e k (k), we have
Assume that inequality (25) Define V ∞ i (e i (k)) = lim s→∞ V s i (e i (k)). Then we can obtain V ∞ i (e i (k)) = J * i (e i (k)) Therefore, V i (e i (k)) converges to J * i (e i (k)) as s → ∞.
