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Abstract
Frequently, clinical trials and observational studies involve complex event history
data with multiple events. When the observations are independent, the analysis of
such studies can be based on standard methods for multi-state models. However,
the independence assumption is often violated, such as in multicenter studies, which
makes the use of standard methods improper. In this work we address the issue of
nonparametric estimation and two-sample testing for the population-averaged tran-
sition and state occupation probabilities under general multi-state models based on
right-censored, left-truncated, and clustered observations. The proposed methods do
not impose assumptions regarding the within-cluster dependence, allow for informa-
tive cluster size, and are applicable to both Markov and non-Markov processes. Using
empirical process theory, the estimators are shown to be uniformly consistent and to
converge weakly to tight Gaussian processes. Closed-form variance estimators are
derived, rigorous methodology for the calculation of simultaneous confidence bands
is proposed, and the asymptotic properties of the nonparametric tests are established.
Furthermore, we provide theoretical arguments for the validity of the nonparamet-
ric cluster bootstrap, which can be readily implemented in practice regardless of
how complex the underlying multi-state model is. Simulation studies show that the
performance of the proposed methods is good, and that methods that ignore the
within-cluster dependence can lead to invalid inferences. Finally, the methods are
applied to data from a multicenter randomized controlled trial.
Keywords: Multi-state model; Multicenter; Nonparametric test; State occupation proba-
bility; Transition probability.
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1 Introduction
Frequently, clinical trials and observational studies involve complex multi-state event his-
tories. An example is cancer clinical trials where patient event histories typically involve
three or more clinical states, such as “cancer-free”, “cancer”, and “death”. Another ex-
ample is observational studies of HIV-infected individuals in HIV care programs. In such
studies, infected individuals can start antiretroviral treatment (ART), have a gap in care,
return to care after a gap, and die after being in any of the aforementioned states. When
the observations are independent, nonparametric estimation of the transition probabili-
ties for such multi-state processes can be performed using the Aalen–Johansen estima-
tor (Aalen and Johansen, 1978). Calculation of simultaneous confidence bands and non-
parametric two-sample hypothesis tests can be performed using the recently proposed ap-
proaches by Bluhmki et al. (2018) and Bakoyannis (2019), respectively.
The independent observations assumption is often violated in medical research. This is
typical in multicenter studies, where the events of individuals within the same center are
expected to be associated. Such a multicenter study is the motivating European Organi-
zation for Research and Treatment of Cancer (EORTC) trial 10854, which evaluated the
effectiveness of the combination of surgery with polychemotherapy compared to surgery
alone as a treatment for early breast cancer. In total, 2793 early breast cancer patients
from 15 hospitals (i.e. centers/clusters) were recruited in this trial. The patient event
history in this trial involved three states: i) cancer-free, ii) cancer relapse, and iii) death.
When the observations exhibit within-cluster dependence, the traditional Greenwood stan-
dard error estimators for the transition probabilities, the simultaneous confidence bands by
Bluhmki et al. (2018), and the nonparametric tests by Bakoyannis (2019) are not valid.
Several parametric methods have been proposed for the analysis of multi-state models
based on clustered observations (Cook et al., 2004; Li and Zhang, 2015; Yiu et al., 2018).
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However, these methods impose strong parametric assumptions about the underlying multi-
state processes which are expected to be violated in practice. Chen and Zhou (2013) pro-
posed a semiparametric random-effects approach for cluster-specific inference about non-
homogeneous Markov processes. This approach, which also allows for non-ignorable miss-
ingness, utilizes a Monte-Carlo EM algorithm. Recently, O’Keeffe et al. (2018) proposed
a nonparametric approach for cluster-specific inference based on correlated observations
from a general multi-state model. This approach, similarly to the Chen and Zhou (2013)
method, accounts for the within-cluster dependence by incorporating random effects. Es-
timation in this case relies on numerical integration. There are no other nonparametric
approaches for clustered multi-state data that utilize random effects that we are aware
of. The current semiparametric and nonparametric proposals for clustered observations
that utilize random effects (Chen and Zhou, 2013; O’Keeffe et al., 2018) have several lim-
itations. First, they impose strong parametric assumptions on the random effects. Also,
these random effects introduce only a restrictive positive within-cluster association. Sec-
ond, they tend to be computationally intensive which may restrict their use with larger
data sets. Third, they do not establish the asymptotic properties of the proposed esti-
mators for the transition probabilities. Moreover, they do not provide methodology for
simultaneous confidence bands and nonparametric hypothesis testing. Fourth, they do not
consider the case of informative cluster size, where there is an association between cluster
size and observed events. Finally, in many applications, population-averaged inference is
more scientifically relevant than cluster-specific inference. This is the case with our moti-
vating EORTC trial 10854. To our knowledge, only Lan et al. (2017) proposed a method
for nonparametric population-averaged inference about state occupation probabilities in
general multi-state models. Importantly, Lan et al. (2017) allow for informative cluster
size. However, this approach is for current status data and not the usual right-censored or
left-truncated multi-state data. Moreover, the asymptotic properties of this method have
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not been established, and there is no methodology for simultaneous confidence bands and
nonparametric tests.
To the best of our knowledge, the issue of nonparametric population-averaged inference
for event probabilities in general multi-state models based on right-censored, left-truncated,
and clustered observations has not been addressed so far. In this work, we address this
issue by proposing rigorous estimators and methodology for standard error estimation,
simultaneous confidence bands, and nonparametric two-sample Kolmogorov–Smirnov-type
tests. The asymptotic properties of the proposed methods are rigorously established using
modern empirical process theory and closed-form variance estimators are provided. In
addition, we establish the validity of the nonparametric cluster bootstrap and show how
it can be used for the calculation of simultaneous confidence bands and p-values. This
is particularly useful in practice, since it provides a convenient way to conduct inference
using off-the-shelf software. The proposed methods do not impose restrictive parametric
assumptions or assumptions regarding the within-cluster dependence. We additionally
allow for informative cluster size and nonhomogeneous processes which are non-Markov.
Simulation studies show that the methods perform well and that standard methods for
independent observations provide severely under-estimated standard errors and confidence
bands with a poor coverage rate. Finally, the methods are applied to the data from the
multicenter EORTC trial 10854.
2 Nonparametric estimation
2.1 Independent observations
Consider a continuous time nonhomogeneous Markov process {X(t) : t ∈ [0, τ ]}, for some
τ < ∞, with a finite state space S = {1, . . . , k} and a subspace T ⊂ S that includes
the possible absorbing states (e.g. death). For situations without absorbing states we set
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T = ∅. The Markov assumption will be relaxed later in subsection 2.6. The stochastic
behavior of the process can be described by the k×k transition probability matrix P˜0(s, t),
with elements
P˜0,hj(s, t) = Pr(X(t) = j|X(s) = h,Fs−)
= Pr(X(t) = j|X(s) = h) h, j ∈ S, 0 ≤ s < t ≤ τ,
where Fs− = σ
〈{Nˇhj(u) : 0 ≤ u < s, h 6= j}〉 is the event history prior to time s, with Nˇhj(t)
being the number of direct transitions from state h to state j, h 6= j, in [0, t] in the absense
of right censoring or left truncation. Note that the conditional independence from the prior
history Fs− above is the Markov assumption. If the transition probabilities are absolutely
continuous then the transition intensities are defined as α˜0,hj(t) = limδ↓0 P˜0,hj(t, t+ δ)/δ for
h ∈ T c and j ∈ S, where a˜0,hh(t) = −
∑
j 6=h a˜0,hj(t). Another key quantity is the cumulative
transition intensity which is defined as A˜0,hj(t) =
∫ t
0
a˜0,hj(u)du for the absolute continu-
ous case, or more generally, by the Kolmogorov forward equation (Aalen et al., 2008), as
A˜0,hj(t) =
∫ t
0
[EYˇh(u)]
−1dENˇhj(u), h 6= j, t ∈ [0, τ ], with A˜0,hh(t) = −
∑
j 6=h A˜0,hj(t), where
Yˇh(t) is the at-risk process for state h, with Yˇh(t) = 1 if the process is at state h just before
time t and Yh(t) = 0 otherwise. Based on the k × k matrix A˜0(t) of cumulative transition
intensities, the transition probability matrix can be defined as P˜0(s, t) = P(s,t][Ik+dA˜0(u)],
t ∈ [0, τ ] where P is the product integral and Ik is the k×k identity matrix (Andersen et al.,
2012). Another quantity of interest is the state occupation probability P˜0,j(t) = Pr(X(t) =
j), which is defined as P˜0,j(t) =
∑
h∈T c P˜0,h(0)P˜0,hj(0, t), j ∈ S, t ∈ [0, τ ] (Andersen et al.,
2012). Estimation of the cumulative transition intensities based on independent observa-
tions of the process X(·) can be achieved using the nonparametric Nelson–Aalen estimator,
which allows for both independent right censoring and left truncation. The Nelson–Aalen
estimator can be used to obtain natural plug-in estimators of the transition probability
matrix and the state occupation probabilities (Andersen et al., 2012). For the latter case,
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the estimator of P˜0,h(0) is the sample proportion of the observations at state h at time
t = 0.
2.2 Clustered observations
Suppose that a study involves n clusters of observations of the Markov process {X(t) : t ∈
[0, τ ]}, with Mi observations in the ith cluster. The observable data are the possibly right-
censored and/or left-truncated counting processes {Nim,hj(t) : h 6= j, t ∈ [0, τ ]} and the at-
risk processes {Yim,h(t) : h ∈ T c, t ∈ [0, τ ]}, for i = 1, . . . , n and m = 1, . . . ,Mi. Note that
{Nim,hj(t) : h 6= j, t ∈ [0, τ ]} and {Yim,h(t) : h ∈ T c, t ∈ [0, τ ]} are the observable versions
of the complete (i.e. non-right-censored and non-left-truncated) processes {Nˇim,hj(t) : h 6=
j, t ∈ [0, τ ]} and {Yˇim,h(t) : h ∈ T c, t ∈ [0, τ ]}. For a randomly selected cluster member mi,
the stochastic processes {Nimi,hj(t) : h 6= j, t ∈ [0, τ ]} and {Yimi,h(t) : h ∈ T c, t ∈ [0, τ ]} for
i = 1, . . . , n are assumed to be i.i.d.. However, the individual counting and at-risk processes
are allowed to be dependent within clusters, with an arbitrary dependence structure. In
this article we assume that the cluster sizes Mi, i = 1, . . . , n, are i.i.d. random positive
integers. Furthermore, we allow the counting and at risk-processes to depend on cluster
size Mi (informative or nonignorable cluster size). However, the methods we present here
are trivially applicable to simpler situations where cluster size Mi is either non-informative
or fixed.
In general, when the cluster size is random and informative, there are two population-
averaged parameters of interest (Seaman et al., 2014). The first one corresponds to the pop-
ulation of all cluster members, while the second concerns the population of typical cluster
members. The population-averaged state occupation probabilities over the population of all
cluster members are defined, similarly to marginal generalized linear models (Seaman et al.,
2014), as P0,j(t) = E[M1I(X1m(t) = j)]
/
EM1, j ∈ S, t ∈ [0, τ ], for a randomly selected
cluster member m. This can be seen as a weighted average where larger clusters have a
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larger influence on the estimand. The population-averaged state occupation probabilities
over the population of typical cluster members are defined as P ′0,j(t) = EI(X1m(t) = j),
j ∈ S, for a randomly selected cluster member m. In this case all clusters contribute
a single (randomly selected) member and, therefore, all cluster have the same weight on
the estimand. The two versions of the population-averaged transition probabilities can be
defined similarly to P0,j(t) and P
′
0,j(t), for j ∈ S. This leads to the population-averaged
cumulative transition intensities A0,hj(t) =
∫ t
0
{E[M1Yˇ1m,h(u)]}−1dE[M1Nˇ1m,hj(u)], h 6= j,
with A0,hh(t) = −
∑
j 6=hA0,hj(t), and A
′
0,hj(t) =
∫ t
0
{E[Yˇ1m,h(u)]}−1dE[Nˇ1m,hj(u)], h 6= j,
with A′0,hh(t) = −
∑
j 6=hA
′
0,hj(t). Based on the corresponding population-averaged ma-
trices A0(t) and A
′
0(t), the population-averaged transition probability matrices can be
expressed as the product integrals (which are the solution to the Kolmogorov forward
equations) P0(s, t) = P(s,t][Ik + dA0(u)], 0 ≤ s ≤ t ≤ τ and P′0(s, t) = P(s,t][Ik + dA′0(u)],
0 ≤ s ≤ t ≤ τ . It is important to note that the most appropriate estimand depends on the
scientific question of interest. In the special case where cluster size is either non-informative
or constant P0 = P
′
0 and P0,j = P
′
0,j , j ∈ S.
2.3 Estimation of transition probabilities
Consistent nonparametric estimation of the population-averaged transition probability ma-
trices P0 and P
′
0 can be achieved by plugging consistent nonparametric estimators of the
cumulative transition intensity matrices A0 and A
′
0 into the corresponding product in-
tegrals defined in 2.2. Let Ni·,hj(t) ≡
∑Mi
m=1Nim,hj(t) and Nˇi·,hj(t) ≡
∑Mi
m=1 Nˇim,hj(t),
for h 6= j. Similarly, let Yi·,h(t) ≡
∑Mi
m=1 Yim,h(t) and Yˇi·,h(t) ≡
∑Mi
m=1 Yˇim,h(t), for
h ∈ T c. In Appendix A.1 we show that E[Nˇ1·,hj(t)] = E[M1Nˇ1m,hj(t)], h 6= j, and
E[Yˇ1·,h(t)] = E[Mˇ1Y1m,h(t)], h ∈ T c, t ∈ [0, τ ], for any cluster member m = 1, . . . ,M1.
This implies that A0,hj(t) =
∫ t
0
{E[Yˇ1·,h(u)]}−1dE[Nˇ1·,hj(u)], h 6= j. Furthermore, we show
in Appendix A.2 that, under independent right censoring and left truncation, A0,hj(t) =
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∫ t
0
{E[Y1·,h(u)]}−1dE[N1·,hj(u)], h 6= j. Therefore, a natural estimator of A0,hj(t) is
Aˆn,hj(t) =
∫ t
0
d [
∑n
i=1Ni·,hj(u)]∑n
i=1 Yi·,h(u)
, h 6= j, t ∈ [0, τ ].
Similar arguments lead to the conclusion thatA′0,hj(t) =
∫ t
0
{E[M−1i Yˇi·,h(u)]}−1dE[M−1i Nˇi·,hj(u)] =∫ t
0
{E[M−1i Yi·,h(u)]}−1dE[M−1i Ni·,hj(u)], h 6= j. Therefore, a natural nonparametric estima-
tor of A′0,hj(t) is
Aˆ′n,hj(t) =
∫ t
0
d
[∑n
i=1M
−1
i Ni·,hj(u)
]
∑n
i=1M
−1
i Yi·,h(u)
, h 6= j, t ∈ [0, τ ].
Then, the proposed plug-in estimators of P0 and P
′
0 are
Pˆn(s, t) = R
(s,t]
[Ik + dAˆn(u)] and Pˆ
′
n(s, t) = R
(s,t]
[Ik + dAˆ
′
n(u)],
where Aˆn(t) and Aˆ
′
n(t) are the k × k matrices with off-diagonal elements Aˆn,hj(t) and
Aˆ′n,hj(t), and diagonal elements −
∑
j 6=h Aˆn,hj(t) and −
∑
j 6=h Aˆ
′
n,hj(t), h = 1, . . . , k, re-
spectively. The estimator Pˆn can be seen as the working independence Aalen–Johansen
estimator. We call Pˆ′n the weighted by cluster size working independence Aalen–Johansen
estimator. The following theorem states that the proposed estimators Pˆn and Pˆ
′
n are
uniformly consistent for the corresponding true population-averaged transition probability
matrices P0 and P
′
0.
Theorem 1. Suppose that conditions C1–C5 in Appendix A.1 hold and define the norm
‖A‖ = supl
∑
r |alr| for some matrix A = [alr]. Then
sup
t∈[s,τ ]
∥∥∥Pˆn(s, t)−P0(s, t)∥∥∥ as∗→ 0 and sup
t∈[s,τ ]
∥∥∥Pˆ′n(s, t)−P′0(s, t)∥∥∥ as∗→ 0,
for any s ∈ [0, τ ], as n→∞.
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The proof of Theorem 1 can be found in Appendix A.2. It has to be noted that, even
though the standard Aalen–Johansen estimator under the working independence assump-
tion is uniformly consistent for P0, the usual standard error estimators for the Aalen–
Johansen estimator are invalid with clustered data as they ignore the within-cluster depen-
dence.
Theorem 2 provides the basis for valid inference about the components of P0 and P
′
0.
Before stating Theorem 2 we define the functions
γihj(s, t) =
∑
l∈T c
∑
q∈S
∫ t
s
P0,hl(s, u−)P0,qj(u, t)
E [Y1·,l(u)]
dM¯ilq(u), 0 ≤ s ≤ t ≤ τ,
for h ∈ T c and j ∈ S, with h 6= j, where M¯ilq(t) = Ni·,lq(t)−
∫
(0,t]
Yi·,l(u)dA0,lq(u). If h = j,
then γihh(s, t) = −
∑
j 6=h γihj(s, t). Also, define
γ′ihj(s, t) =
∑
l∈T c
∑
q∈S
∫ t
s
P ′0,hl(s, u−)P ′0,qj(u, t)
E
[
M−11 Y1·,l(u)
] dM¯ ′ilq(u), 0 ≤ s ≤ t ≤ τ,
for h ∈ T c and j ∈ S, with h 6= j, where M¯ ′ilq(t) = M−1i [Ni·,lq(t)−
∫
(0,t]
Yi·,l(u)dA
′
0,lq(u)]. If
h = j, then γ′ihh(s, t) = −
∑
j 6=h γ
′
ihj(s, t). Next, define the estimated process Bˆn,hj(s, ·) =
n−1/2
∑n
i=1 γˆihj(s, ·)ξi, for h ∈ T c and j ∈ S, where ξi, i = 1, . . . , n, are i.i.d. stan-
dard normal random variables, and γˆihj(s, ·) is an estimated version of γihj(s, ·) where
unknown quantities have been replaced by their uniformly consistent estimates and ex-
pectations by sample averages. Similarly, we define the estimated process Bˆ′n,hj(s, ·) =
n−1/2
∑n
i=1 γˆ
′
ihj(s, ·)ξi, for h ∈ T c and j ∈ S. These estimated processes will be shown
useful for the calculation of simultaneous confidence bands and p-values for the two-sample
comparison problem. These procedures utilize the notion weak convergence of conditional
laws of the processes Bˆn,hj(s, ·) and Bˆ′n,hj(s, ·) conditionally on the observed data (see
Kosorok, 2008). Clearly, conditionally on the observed data, the only source of random-
ness are the standard normal variates ξi. Weak convergence of conditional laws is denoted
as
p
 
ξ
.
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An alternative approach for simultaneous confidence bands and calculation of p-values is
the nonparametric cluster bootstrap. The nonparametric cluster bootstrap versions of the
proposed estimators are Pˆ∗n(s, t) = R(s,t][Ik+ dAˆ∗n(u)] and Pˆ′∗n (s, t) = R(s,t][Ik+ dAˆ′∗n (u)],
where Aˆ∗n(t) and Aˆ
′∗
n (t) involve the components
Aˆ∗n,hj(t) =
∫ t
0
d [
∑n
i=1 UniNi·,hj(u)]∑n
i=1 UniYi·,h(u)
, h 6= j, t ∈ [0, τ ],
and
Aˆ′∗n,hj(t) =
∫ t
0
d
[∑n
i=1 UniM
−1
i Ni·,hj(u)
]
∑n
i=1 UniM
−1
i Yi·,h(u)
, h 6= j, t ∈ [0, τ ],
respectively. (Un1, . . . , Unn) is a random vector from the multinomial distribution with
n trials and probabilities 1/n for each trial. Calculation of a bootstrap realization Pˆ∗n
and Pˆ′∗n can be easily performed by randomly sampling n clusters with replacement from
the original data set, followed by the calculation of the proposed estimators based on the
resulting bootstrap data set. Weak convergence of conditional laws of the nonparametric
cluster bootstrap processes is defined, conditionally on the observed data, with respect to
the multinomial bootstrap weights U and is denoted as
p
 
U
.
Theorem 2. Suppose that conditions C1–C6 in Appendix A.1 hold. Then, for any h ∈ T c,
j ∈ S, and s ∈ [0, τ),
(i)
√
n[Pˆn,hj(s, t)− P0,hj(s, t)] = n−1/2
∑n
i=1 γihj(s, t) + op(1) and√
n[Pˆ ′n,hj(s, t) − P ′0,hj(s, t)] = n−1/2
∑n
i=1 γ
′
ihj(s, t) + op(1), t ∈ [s, τ ]. Moreover, the
classes of functions {γihj(s, t) : t ∈ [s, τ ]} and {γ′ihj(s, t) : t ∈ [s, τ ]} are P -Donsker.
(ii) Bˆhj(s, ·) p 
ξ
Ghj(s, ·) and
√
n[Pˆ ∗n,hj(s, ·) − Pˆn,hj(s, ·)]
p
 
U
Ghj(s, ·) in D[s, τ ], where
Ghj(s, ·) is the asymptotic tight limit of the process
√
n[Pˆn,hj(s, ·)− P0,hj(s, ·)].
(iii) Bˆ′hj(s, ·)
p
 
ξ
G′hj(s, ·) and
√
n[Pˆ ′∗n,hj(s, ·) − Pˆ ′n,hj(s, ·)]
p
 
U
G′hj(s, ·) in D[s, τ ], where
G′hj(s, ·) is the asymptotic tight limit of the process
√
n[Pˆ ′n,hj(s, ·)− P ′0,hj(s, ·)].
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The proof of Theorem 2 can be found in the Appendix A.3. In Appendix A.5 we consider
an alternative weak convergence theorem for situations where condition C6 does not hold.
Theorem 2 implies that, for any h ∈ T c, j ∈ S, and s ∈ [0, τ), √n[Pˆn,hj(s, ·) − P0,hj(s, ·)]
and
√
n[Pˆn,hj(s, ·) − P0,hj(s, ·)] converge weakly to the tight mean-zero Gaussian pro-
cesses Ghj(s, ·) and G′hj(s, ·), respectively, in D[s, τ ]. The asymptotic covariance func-
tions of Ghj(s, ·) and G′hj(s, ·) at the time points t1 and t2 are E[γ1hj(s, t1)γ1hj(s, t2)] and
E[γ′1hj(s, t1)γ
′
1hj(s, t2)]. These covariance functions can be consistently (in probability)
estimated by n−1
∑n
i=1 γˆihj(s, t1)γˆihj(s, t2) and n
−1
∑n
i=1 γˆ
′
ihj(s, t1)γˆ
′
ihj(s, t2), respectively.
Theorem 2 also implies that the asymptotic distributions of the estimators can be easily
approximated by simulating realizations of the processes Bˆhj(s, ·) and Bˆ′hj(s, ·), or by boot-
strap realizations
√
n[Pˆ ∗n,hj(s, ·) − Pˆn,hj(s, ·)] and
√
n[Pˆ ′∗n,hj(s, ·) − Pˆ ′n,hj(s, ·)]. This can be
easily performed, conditionally on the observed data, by simulating a large number of sets
of standard normal variates {ξi}ni=1 or multinomial vectors Un, and then calculating the
corresponding realizations of the aforementioned processes.
These results can be used for the calculation of pointwise confidence intervals and
simultaneous confidence bands for the transition probabilities. For these procedures it is
important to consider a differentiable transformation g, such as g(x) = log[− log(x)], to
ensure that the limits of the confidence interval and the confidence band lie in the interval
(0, 1). For the calculation of simultaneous confidence bands for P0,hj(s, ·), for h ∈ T c, j ∈ S,
and s ∈ [0, τ), it is useful to consider a weight function qˆhj(s, t) that converges uniformly
(in probability) to a bounded non-negative function on an interval [t1, t2] ⊂ [s, τ ]. A choice
is qˆhj(s, t) = {1 + n−1
∑n
i=1[γˆ1hj(s, t)
2]}−1, where, as argued above, n−1∑ni=1[γˆ1hj(s, ·)2] is
uniformly consistent for the true asymptotic variance function of
√
n[Pˆn,hj(s, ·)−P0,hj(s, ·)].
By Theorem 2, the functional delta method, and the continuous mapping theorem it follows
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that the random sequences supt∈[t1,t2]
∣∣∣√nqˆhj(s, t)[g(Pˆn,hj(s, t))− g(P0,hj(s, t))]∣∣∣ and
sup
t∈[t1,t2]
∣∣∣qˆhj(s, t)g˙(P0,hj(s, t))√n[Pˆn,hj(s, t))− P0,hj(s, t)]∣∣∣ ,
have the same limiting distribution. Under Theorem 2, the 1−α percentile of this limiting
distribution, denoted by cα, can be estimated as the sample percentile cˆα of a sufficiently
large sample of simulation realizations of supt∈[t1,t2] |qˆhj(s, t)g˙(P0,hj(s, t))Bˆhj(s, t)|, or boot-
strap realizations supt∈[t1,t2]
∣∣∣qˆhj(s, t)g˙(P0,hj(s, t))√n[Pˆ ∗n,hj(s, t)− Pˆn,hj(s, t)]∣∣∣. Based on this
cˆα, a 1− α simultaneous confidence band can be calculated as
g−1
{
g(Pˆn,hj(s, t))± cˆα√
nqˆhj(s, t)
}
, t ∈ [t1, t2].
In general, simultaneous confidence bands can be unstable towards the earlier or later
times of the observation interval (Nair, 1984). To avoid this issue in practice we suggest
restricting the domain of the confidence band to a set with limits the 10th and 90th or the
5th and 95th percentile of the distribution of unique jump times of the counting processes
Nim,hj(t). Calculation of simultaneous confidence bands for P
′
0,hj(s, ·), for h ∈ T c, j ∈ S,
and s ∈ [0, τ) can be performed in a similar manner.
2.4 Estimation of state occupation probabilities
In many applications, state occupation probabilities are more scientifically relevant com-
pared to transition probabilities. In this subsection we provide estimators and inference
procedures for the population-averaged state occupation probabilities. Natural plug-in
estimators for the population-averaged state occupation probabilities are
Pˆn,j(t) =
∑
h∈T c
{∑n
i=1 Yi·,h(0+)
πˆn
∑n
i=1Mi
}
Pˆn,hj(0, t), j ∈ S,
where πˆn = n
−1
∑n
i=1M
−1
i
∑
h∈T c Yi·,h(0+), and
Pˆ ′n,j(t) =
∑
h∈T c
{∑n
i=1M
−1
i Yi·,h(0+)
nπˆn
}
Pˆ ′n,hj(0, t), j ∈ S.
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In these estimators, πˆn is a consistent estimate of the probability of being under observation
at time t = 0, denoted as π0. Here, we also assume that π0 > 0. In the absence of left
truncation πˆn = π0 = 1. In the special case with fixed cluster size, Pˆn,j = Pˆ
′
n,j, j ∈ S.
Theorem 1, the continuous mapping theorem, and the strong law of large numbers imply
that these state occupation probability estimators are uniformly consistent (outer almost
surely) for the corresponding population-averaged state occupation probabilities P0,j(t) and
P ′0,j(t) over [0, τ ].
The relationship between state occupation and transition probabilities along with The-
orem 2 suggest rigorous inference procedures for the former. It is not hard to see that, in
light of Theorem 2, the state occupation probability estimators are asymptotically linear
of the form
√
n[Pˆn,j(t)− P0,j(t)] = 1√
n
n∑
i=1
ψij(t) + op(1), j ∈ S, t ∈ [0, τ ],
where
ψij(t) =
∑
h∈T c
(
P0,h(0)γihj(0, t) + P0,hj(0, t)
[
Yi·,h(0+)−EY1·,h(0+)
π0EM1
−P0,h(0)
{
Mi −EM1
EM1
+
M−1i Yi·,·(0+)− π0
π0
}])
,
with Yi·,·(0+) =
∑
h∈T c Yi·,h(0+), and
√
n[Pˆ ′n,j(t)− P ′0,j(t)] =
1√
n
n∑
i=1
ψ′ij(t) + op(1) j ∈ S, t ∈ [0, τ ].
with
ψ′ij(t) =
∑
h∈T c
(P ′0,h(0)γ
′
ihj(0, t) + P
′
0,hj(0, t)π
−1
0 [M
−1
i Yi·,h(0+)−E{M−11 Y1·,h(0+)}
−P ′0,h(0){M−11 Y1·,·(0+)− π0}]).
The classes of functions {ψij(t) : t ∈ [0, τ ]} and {ψ′ij(t) : t ∈ [0, τ ]} are P -Donsker for any
j ∈ S. This is due to the fact that these classes consist of linear combinations of functions
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that belong to P -Donsker classes by Theorem 2, fixed functions, and random variables with
bounded second moments. Therefore,
√
n(Pˆn,j−P0,j) and
√
n(Pˆ ′n,j−P ′0,j) converge weakly
to tight zero-mean Gaussian processes in D[0, τ ], with covariance functions E[ψij(t1)ψij(t2)]
and E[ψ′ij(t1)ψ
′
ij(t2)], for t1, t2 ∈ [0, τ ]. As with the transition probabilities, the estimated
influence functions can be used to consistently (in probability) estimate these covariance
functions. The triangle inequality along with results presented in the proof of Theorem
2 in the Appendix A.3 can be easily used to justify the use of the estimated processes
n−1/2
∑n
i=1 ψˆij(·)ξi and n−1/2
∑n
i=1 ψˆ
′
ij(·)ξi for approximating the asymptotic distributions
of
√
n(Pˆn,j − P0,j) and
√
n(Pˆ ′n,j − P ′0,j), respectively. The validity of the nonparametric
cluster bootstrap for the state occupation probabilities follows from Theorem 2 and the
bootstrap functional delta method (Theorem 12.1 in Kosorok, 2008). Therefore, the calcu-
lation of simultaneous confidence bands for the state occupation probabilities proceeds as
for the case of transition probabilities described in subsection 2.3.
2.5 Two-sample Kolmogorov–Smirnov-type tests
In many settings, the scientific interest is on comparing the transition probabilities for a
particular transition h→ j of the process X(t) between two populations, say populations 1
and 2. Depending on what is the most relevant population-averaged quantity for the given
context, the null hypothesis is either H0 : P0,1hj(s, ·) = P0,2hj(s, ·) or H0 : P ′0,1hj(s, ·) =
P ′0,2hj(s, ·), for some s ∈ [0, τ). The corresponding two-sided alternative hypotheses are
H1 : P0,1hj(s, ·) 6= P0,2hj(s, ·) and H0 : P ′0,1hj(s, ·) 6= P ′0,2hj(s, ·). Alternatively, one may
be interested in comparing the state occupation probabilities for a particular state j ∈ S
between the two populations. The null hypothesis in this case is either H0 : P0,1j = P0,2j
or H0 : P
′
0,1j = P
′
0,2j. Testing such hypotheses can be based on a sample of clusters of
observations of the stochastic process of interest, which satisfies the requirements described
in subsection 2.2. An example of such study is a multicenter randomized controlled trial
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where, for each cluster (e.g. center or clinic), some cluster members receive the intervention
of interest and the remaining cluster members receive placebo. For such cases let M1i and
M2i to be the number of observations from the ith cluster which belong to samples 1 and
2, respectively, with M1i + M2i = Mi, i = 1, . . . , n. We consider the situation where
M1i ∧M2i > 0 almost surely. Here, we denote the counting and at-risk processes for the
mth observation in the pth sample in the ith cluster as Nipm,hj(t), h 6= j, and Yipm,h(t),
h ∈ T c.
Based on this setup, define the estimators of the pointwise between-sample difference
with respect to the population-averaged transition probabilities as
∆ˆn,hj(s, t) =
[
Pˆn,1hj(s, t)− Pˆn,2hj(s, t)
]
, t ∈ [s, τ ],
where Pˆn,phj, p = 1, 2, is the estimator of P0,phj from the pth sample and
∆ˆ′n,hj(s, t) =
[
Pˆ ′n,1hj(s, t)− Pˆ ′n,2hj(s, t)
]
, t ∈ [s, τ ],
where Pˆ ′n,phj, p = 1, 2, is the estimator of P
′
0,phj from the pth sample, for some s ∈ [0, τ).
Similarly, define the differences between the population-averaged state occupation proba-
bilities as ∆ˆn,j(t) = [Pˆn,1j(t) − Pˆn,2j(t)], t ∈ [0, τ ], where Pˆn,pj, p = 1, 2, is the estimator
of P0,pj from the pth sample, and ∆ˆ
′
n,j(t) = [Pˆ
′
n,1j(t) − Pˆ ′n,2j(t)], t ∈ [0, τ ], where Pˆ ′n,pj,
p = 1, 2, is the estimator of P ′0,pj from the pth sample. The corresponding nonparametric
cluster bootstrap realizations of the above differences are denoted by ∆ˆ∗n,hj(s, t), ∆ˆ
′∗
n,hj(s, t),
∆ˆ∗n,j(t), and ∆ˆ
′∗
n,j(t). It is important to note that these nonparametric cluster bootstrap re-
alizations are generated by randomly sampling n clusters with replacement, as described in
subsections 2.3 and 2.4. Based on these differences we define the Kolmogorov–Smirnov-type
test statistics Kn,hj(s) = supt∈[s,τ ] |Wˆhj(t)∆ˆn,hj(s, t)|, for some appropriate weight function
Wˆhj(t) and some s ∈ [0, τ), and Kn,j = supt∈[0,τ ] |Wˆj(t)∆ˆn,j(t)|. The corresponding tests
for ∆ˆ′n,hj(s, t) and ∆ˆ
′
n,j(t), denoted by K
′
n,hj(s) and K
′
n,j, are defined in the same manner.
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The weights Wˆhj(t), Wˆ
′
hj(t), Wˆj(t) and Wˆ
′
j(t) are assumed to be uniformly consistent (in
probability) for the non-negative and uniformly bounded fixed functions Whj(t), W
′
hj(t),
Wj(t) and W
′
j(t). The importance of the weight functions lies on the fact that they can re-
strict the comparison interval to a set of times where both samples under comparison have
non-zero observations at risk for the transition of interest. An example of such a weight
function is Wˆhj(t) = I[
∏
l∈L(h,j) Y¯1,l(t)Y¯2,l(t) > 0], where L(h, j) = {d ∈ S : d is a transient
state that can be visited during the transition h → j} and Y¯p,h(t) = n−1p
∑np
i=1 Ypi·,h(t), for
the sample p = 1, 2, with Mpi denoting the number of observations in the ith cluster of
the pth sample, and Ypi·,h(t) denoting the sum of the at-risk process for state h in the ith
cluster and the pth sample, p = 1, 2. Similarly, this type of weight can be defined for the
state occupation probabilities as Wˆj(t) = I[
∏
l∈∪h∈T cL(h,j)
Y¯1,l(t)Y¯2,l(t) > 0]. The weights
Wˆ ′hj(t) and Wˆ
′
j(t) are similarly defined. The weight functions can also be used to assign
less weight to observation times with a smaller number of observations at risk where the
estimated difference tends to be unstable. An example of such weight functions is
Wˆhj(t) =
∏
l∈L(h,j) Y¯1,l(t)Y¯2,l(t)∑
l∈L(h,j)
[
Y¯1,l(t) + Y¯2,l(t)
] and Wˆj(t) =
∏
l∈∪h∈T cL(h,j)
Y¯1,l(t)Y¯2,l(t)∑
l∈∪h∈T cL(h,j)
[
Y¯1,l(t) + Y¯2,l(t)
] .
The corresponding weights Wˆ ′hj(t) and Wˆ
′
j(t) can be similarly defined by replacing Y¯p,h(t)
with n−1p
∑np
i=1M
−1
pi Ypi·,h(t), for the sample p = 1, 2. In practice we suggest the use of
this latter type of weight functions. The asymptotic distribution of the Kolmogorov–
Smirnov-type tests under the null hypothesis is not normal and has a complicated form
as it will be shown later. However, we will show that conducting hypothesis testing with
these tests can be based either on nonparametric cluster bootstrap or estimated processes
similar to those defined for the construction of simultaneous confidence bands in sub-
section 2.3. For the latter case, consider the influence functions for the sample-specific
estimators Pˆn,phj(s, t) and Pˆn,pj(t), p = 1, 2, which are denoted by γp,ihj(s, t) and ψp,ij(t),
p = 1, 2, and are defined as in subsections 2.3 and 2.4. Now, define the estimated processes
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Cˆn,hj(s, t) = Wˆhj(t)n
−1/2
∑n
i=1[γˆ1,ihj(s, t)−γˆ2,ihj(s, t)]ξi, t ∈ [s, τ ], for some s ∈ [0, τ), where
ξi, are independent standard normal variables and the influence functions are estimated as
described in subsection 2.3, and Cˆn,j(t) = Wˆj(t)n
−1/2
∑n
i=1[ψˆ1,ij(t) − ψˆ2,ij(t)]ξi, t ∈ [0, τ ].
Similarly, one can define the estimated processes Cˆn,hj(s, t) and Cˆ
′
n,j(t) which correspond
to the tests for ∆ˆ′n,hj(s, t) and ∆ˆ
′
n,j(t). Theorem 3 provides the basis for conducting two-
sample testing.
Theorem 3. Suppose that conditions C1, C2, C3’, C4’, C5 and C6’ in Appendix A.1 hold.
Then, under the null hypothesis and for any h ∈ T c, j ∈ S, and s ∈ [0, τ),
(i)
√
nWˆhj(·)∆ˆn,hj(s, ·) Zhj(s, ·) in D[s, τ ], where Zhj(s, ·) is a tight zero-mean Gaus-
sian process with covariance function
Whj(t1)Whj(t2)E{[γ1,1hj(s, t1)− γ2,1hj(s, t1)][γ1,1hj(s, t2)− γ2,1hj(s, t2)]},
for t1, t2 ∈ [s, τ ]. Moreover, Cˆn,hj(s, ·) p 
ξ
Zhj(s, ·) in D[s, τ ], and
√
nWˆhj(·)[∆ˆ∗n,hj(s, ·)− ∆ˆn,hj(s, ·)]
p
 
U
Zhj(s, ·) in D[s, τ ].
(ii)
√
nWˆhj∆ˆn,j  Zj in D[0, τ ], where Zj is a tight zero-mean Gaussian process with
covariance function
Wj(t1)Wj(t2)E{[ψ1,1j(s, t1)− ψ2,1j(s, t1)][ψ1,1j(s, t2)− ψ2,1j(s, t2)]},
for t1, t2 ∈ [s, τ ]. Moreover, Cˆn,j p 
ξ
Zj in D[0, τ ], and
√
nWˆj(∆ˆ
∗
n,j − ∆ˆn,j)
p
 
U
Zj in D[0, τ ].
The proof of Theorem 3 can be found in Appendix A.4. A relaxation of condition
C6’ is also presented in Appendix A.5. Using the same arguments given in this proof, it
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can be shown that a similar version of Theorem 3 holds for the differences ∆ˆ′h,hj(s, ·) and
∆ˆ′h,j. Based on Theorem 3 and the continuous mapping theorem it follows that, under
the null hypothesis,
√
nKn,hj(s)
d→ supt∈[s,τ ] |Zhj(s, t)|, for any s ∈ [0, τ), and
√
nKn,j
d→
supt∈[0,τ ] |Zj(t)|. These asymptotic null distributions are complicated to use in practice for
the calculation of p-values. However, by Theorem 3 and the continuous mapping theo-
rem, one can simulate realizations from these null distributions by simulating a sufficiently
large number of sets {ξi}ni=1 of independent standard normal variables and then calculating
samples from these null distributions as supt∈[s,τ ] |Cˆn,hj(s, t)| and supt∈[0,τ ] |Cˆn,j(t)|. Alter-
natively, realizations from these asymptotic null distributions can be generated by obtain-
ing a sufficiently large number of nonparametric cluster bootstrap realizations ∆ˆ∗n,hj(s, t),
t ∈ [s, τ ], and ∆ˆ∗n,j(t), t ∈ [0, τ ]. Then, simulation realizations from the asymptotic
null distributions can be calculated as
√
n supt∈[s,τ ] |Wˆhj(t)[∆ˆ∗n,hj(s, t) − ∆ˆn,hj(s, t)]| and√
n supt∈[0,τ ] |Wˆj(t)[∆ˆ∗n,j(t) − ∆ˆn,j(t)]|. The p-value can then be estimated as the propor-
tion of simulation realizations from the corresponding asymptotic null distribution which
are greater than or equal to the actual value of the test statistic based on the observed data.
The proposed Kolmogorov–Smirnov-type tests are consistent. This follows from Theorem
3, the uniform consistency of the proposed transition probability and state occupation
probability estimators, the continuity of these tests in the differences ∆ˆn,hj(s, t), ∆ˆn,j(t),
∆ˆ′n,hj(s, t), and ∆ˆ
′
n,j(t), and Lemma 14.15 in Van der Vaart (2000).
2.6 Non-Markov processes
When the stochastic process X(t) is non-Markov, the transition probabilities and tran-
sition intensities depend on the prior history Ft− . In this case, the population-averaged
transition intensities defined in subsection 2.2 are the partly condition transition intensities
(Pepe and Cai, 1993; Datta and Satten, 2001; Glidden, 2002), which are not conditional on
the prior history Ft−. Such marginal intensities have been argued to be meaningful quanti-
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ties even for non-Markov processes, because they describe the marginal (i.e. unconditional
on the prior history) behavior of the process (Datta and Satten, 2001; Glidden, 2002). With
independent observations from a non-Markov process, Datta and Satten (2001) showed that
the Nelson–Aalen estimator of the cumulative transition intensities and the Aalen–Johansen
estimator of the state occupation probabilities are consistent for the corresponding marginal
quantities. Using the same arguments to those presented by Datta and Satten (2001) it can
be shown that, with clustered observations from a non-Markov process, the proposed es-
timators of the (marginal) population-averaged cumulative transition intensities and state
occupation probabilities are consistent. Similarly, as in the case with independent obser-
vations (Titman, 2015), the proposed estimators Pˆn(0, t) and Pˆ
′
n(0, t) are consistent for
the population-averaged P0(0, t) and P
′
0(0, t), even for non-Markov processes. However,
for s > 0, the proposed estimators Pˆn(s, t) and Pˆ
′
n(s, t) are not consistent, in general, for
non-Markov processes, as in the case with independent observations (Titman, 2015). In
such cases, following Putter and Spitoni (2018), we propose the landmark version of the
working-independence and weighted by cluster size working-independence Aalen–Johansen
estimators. This estimator can be obtained using the modified counting and at-risk pro-
cesses N˜im,hj(t) = Nim,hj(t)I(Xim(s) = h) and Y˜im,h(s) = Yim,h(t)I(Xim(s) = h), instead of
the original Nim,hj(t) and Yim,h(t), in Pˆn(s, t) and Pˆ
′
n(s, t). The landmark versions of the
proposed transition probability estimators can be shown to be consistent using the same
arguments to those used in Putter and Spitoni (2018).
Inference for the proposed estimators of the marginal population-averaged quantities
can be performed as indicated in Theorems 2 and 3, with the exception that the influence
functions for the landmark versions of Pˆn(s, t) and Pˆ
′
n(s, t) involve the modified processes
N˜im,hj(t) and Y˜im,j(t). Note that, the influence functions for the estimators Pˆn,hj(0, t),
Pˆ ′n,hj(0, t), Pˆn,j(t), and Pˆ
′
n,j(t) involve the quantities P0,qj(u, t) and P
′
0,qj(u, t), for u >
0. With non-Markov processes, these quantities are defined as the (q, j) element of the
19
matrices P(u,t][Ik + dA0(s)] and P(u,t][Ik + dA′0(s)], respectively. The latter matrices are
not necessarily equal to the true (conditional on the prior history) transition probability
matrices under a non-Markov process. Nevertheless, the true influence functions of the
estimators depend on these matrices regardless of the Markov assumption. This is because,
given the consistency of the estimators, the derivation of the influence functions in the
proof of Theorem 2 (Appendix A.3) does not utilize the Markov assumption. The same
phenomenon is observed for the independent observations setting (Glidden, 2002). Since
these matrices are continuous in A0(s) and A
′
0(s) (Andersen et al., 2012), they can be
consistently estimated by P(u,t][Ik + dAˆn(s)] and P(u,t][Ik + dAˆ′n(s)], in order to estimate
the corresponding influence functions.
3 Simulation studies
To evaluate the finite sample properties of the proposed methods we conducted a se-
ries of simulation experiments under a non-Markov illness-death model with state space
S = {1, 2, 3} and absorbing state space T = {3}, in a study with informative cluster size.
The goal of these simulation studies was to conduct inference about the population-averaged
state occupation probability P ′0,2(t). Note that, for the illness-death model where state 1
(healthy) is the unique inital state, P ′0,2(t) = P
′
0,12(0, t). We considered scenarios with
n = 20, 40, 80 clusters. These sample sizes are considered small or relatively small. The
cluster sizes Mi, i = 1, . . . , n, were simulated from either of the discrete uniform distribu-
tions U(5, 15) and U(10, 30), producing scenarios with 5 to 15 and 10 to 30 observations per
cluster, respectively. To simulate non-Markov illness-death processes which are correlated
within clusters, we simulated cluster-specific frailties vi, i = 1, . . . , n, from the Gamma
distribution with shape and scale parameters equal to 1. Conditionally on the frailty val-
ues vi and the cluster sizes mi, we simulated the non-Markov illness-death processes based
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on the cumulative transition intensities A′0,12(t; vi) = {0.25 + 0.25 × I[mi ≤ E(M1)]}vit,
A′0,23(t; vi) = 0.5vit, and A
′
0,13(t; vi) = 0.25vit, i = 1, . . . , n. Note that the dependence
of A′0,12(t; vi) on cluster size produced data with informative cluster size. Additionally,
independent right censoring times were simulated from the uniform distribution U(0, 3).
This settings led to 57.5% right-censored observations, 24.4% observations at the illness
state (2; 45.9% of those arrived later at the death state), and 18.1% at the death state (3)
without a prior visit to the illness state. Under this setup, we also simulated a two-arm
multicenter randomized controlled trial under H0 : P
′
0,12 = P
′
0,22, where P
′
0,p2 denotes the
state occupation probability for the pth arm, p = 1, 2, with a 1:1 arm allocation ratio within
clusters. Data under H0 : P
′
0,12 6= P ′0,22 were simulated similarly with the exception that
we assumed the intensity A′0,p12(t; vi) = {0.25+ 0.5× I(p = 2)+ 0.25× I[mi ≤ E(M1)]}vit,
p = 1, 2, depending on the treatment arm p. Data in all scenarios were analyzed using the
proposed methods. Simultaneous confidence bands and p-values from the Kolmogorov–
Smirnov-type tests were based on 1000 simulated sets {ξi}ni=1 of standard normal variates
or 1000 nonparametric cluster bootstrap realizations. Moreover, as described in subsec-
tion 2.3, the range of the confidence bands was restricted for each data set to the 10th
and 90th percentile of the distribution of transition times from state 1 to state 2. We
also present simulation results for the one-sample case under the working-independence
Aalen-Johansen estimator using the usual Greenwood standard error estimates and a wild
bootstrap approach for confidence bands that ignores the within-cluster dependence.
Pointwise simulation results under the one-sample setup are presented in Tables 1 and
2. Ignoring the within-cluster dependence was associated with underestimated standard
errors and poor coverage probabilities of the 95% confidence intervals. Also, the working-
independence Aalen-Johansen estimator of P ′0,2(t) exhibited some bias as a result of the
informative cluster-size. The proposed estimator of P ′0,2(t) was virtually unbiased, the
standard error estimates based on the influence functions and the nonparametric cluster
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bootstrap were both close to the Monte Carlo standard deviation of the estimates, and the
corresponding 95% pointwise confidence intervals were close to the nominal level, except
for the case with a very small number of clusters (n=20) and only 5-15 patients per cluster.
Simulation results regarding the coverage probabilities of the 95% simultaneous confi-
dence bands are presented in Table 3. The wild bootstrap approach for confidence band
calculation, which ignores the within-cluster dependence, exhibited poor coverage rates.
On the contrary, the coverage probabilities of the proposed approaches were close to the
nominal level, except for the case with 20 clusters (smallest cluster size) and 5-15 observa-
tions per cluster, where the coverage rate was somewhat lower. Finally, simulation results
about the empirical rejection rates of the proposed Kolmogorov–Smirnov-type tests are
presented in Table 4. Under H0, the type I error rate of the tests was close to the nominal
level α = 0.05 in all cases. Under H1, the empirical power was increasing with sample size
and this provides numerical evidence for the consistency of the proposed tests.
4 Analysis of the multicenter EORTC trial 10854
The proposed methods were applied to analyze data from the EORTC trial 10854 (Van der Hage et al.,
2001). This was a multicenter randomized controlled trial which was conducted to com-
pare the effectiveness of the combination of surgery plus polychemotherapy versus surgery
alone as treatment options for early breast cancer. In total, 2793 early breast cancer pa-
tients from 15 hospitals (clusters) were recruited in this trial. Of them, 1398 (50.1%)
were randomly assigned to the group receiving the combination therapy approach. In this
multicenter trial, cluster sizes ranged from 6 to 902 patients. After surgery, 385 (13.8%)
patients experienced locoregional relapse and 810 (29.0%) died throughout the follow-up
period. This patient event history can be described by an illness-death model with the
states “cancer-free” (state 1), “cancer” (state 2), and “death” (state 3). In this analy-
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Table 1: Simulation results for the analysis of P ′0,2(τ0.4), where τ0.4 is the 40th percentile
of the follow-up time, based on the standard approach which ignores the within-cluster
dependence (na¨ıve) and the proposed method with the estimated process Cˆn,j (IF) or
the nonparametric cluster bootstrap (CB). (n: number of clusters; FM : discrete uniform
distribution of the cluster size; ∗: ×102; MCSD: Monte Carlo standard deviation of the
estimates; ASE: average estimated standard error; CP: coverage probability).
n FM Method Bias
∗ MCSD∗ ASE∗ CP
20 U [5, 15] Na¨ıve -1.022 3.226 2.623 0.859
Proposed (IF) -0.063 3.517 3.311 0.926
Proposed (CB) -0.063 3.517 3.316 0.923
U [10, 30] Na¨ıve -0.928 2.558 1.855 0.816
Proposed (IF) 0.077 2.787 2.702 0.940
Proposed (CB) 0.077 2.787 2.698 0.939
40 U [5, 15] Na¨ıve -0.939 2.199 1.863 0.866
Proposed (IF) 0.080 2.403 2.411 0.948
Proposed (CB) 0.080 2.403 2.407 0.947
U [10, 30] Na¨ıve -1.003 1.808 1.310 0.779
Proposed (IF) -0.012 1.940 1.941 0.946
Proposed (CB) -0.012 1.940 1.940 0.945
80 U [5, 15] Na¨ıve -1.083 1.551 1.312 0.820
Proposed (IF) -0.055 1.699 1.715 0.940
Proposed (CB) -0.055 1.699 1.711 0.940
U [10, 30] Na¨ıve -0.962 1.286 0.928 0.732
Proposed (IF) 0.025 1.399 1.382 0.944
Proposed (CB) 0.025 1.399 1.382 0.94623
Table 2: Simulation results for the analysis of P ′0,2(τ0.6), where τ0.6 is the 60th percentile
of the follow-up time, based on the standard approach which ignores the within-cluster
dependence (na¨ıve) and the proposed method with the estimated process Cˆn,j (IF) or
the nonparametric cluster bootstrap (CB). (n: number of clusters; FM : discrete uniform
distribution of the cluster size; ∗: ×102; MCSD: Monte Carlo standard deviation of the
estimates; ASE: average estimated standard error; CP: coverage probability).
n FM Method Bias
∗ MCSD∗ ASE∗ CP
20 U [5, 15] Na¨ıve -0.939 3.656 3.033 0.888
Proposed (IF) 0.077 3.963 3.651 0.924
Proposed (CB) 0.077 3.963 3.663 0.920
U [10, 30] Na¨ıve -0.940 2.740 2.140 0.854
Proposed (IF) 0.078 2.978 2.899 0.935
Proposed (CB) 0.078 2.978 2.899 0.933
40 U [5, 15] Na¨ıve -1.060 2.364 2.140 0.896
Proposed (IF) 0.027 2.592 2.635 0.953
Proposed (CB) 0.027 2.592 2.636 0.953
U [10, 30] Na¨ıve -1.020 1.943 1.509 0.818
Proposed (IF) -0.011 2.100 2.075 0.937
Proposed (CB) -0.011 2.100 2.075 0.936
80 U [5, 15] Na¨ıve -1.152 1.738 1.510 0.845
Proposed (IF) -0.084 1.894 1.885 0.949
Proposed (CB) -0.084 1.894 1.885 0.948
U [10, 30] Na¨ıve -0.972 1.433 1.070 0.775
Proposed (IF) 0.045 1.543 1.487 0.942
Proposed (CB) 0.045 1.543 1.488 0.94524
Table 3: Simulation results regarding the coverage probabilities of the 95% simultaneous
confidence bands based on the standard method that ignores the within-cluster dependence
(na¨ıve) and the proposed method with the estimated process Cˆn,j (IF) or the nonparametric
cluster bootstrap (CB). (n: number of clusters; FM : discrete uniform distribution of the
cluster size).
n FM Na¨ıve Proposed
IF CB
20 U [5, 15] 0.826 0.917 0.911
U [10, 30] 0.771 0.946 0.938
40 U [5, 15] 0.849 0.945 0.940
U [10, 30] 0.750 0.945 0.946
80 U [5, 15] 0.788 0.940 0.942
U [10, 30] 0.689 0.945 0.940
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Table 4: Simulation results regarding the empirical type I error (H0) and the empirical
power (H1) of the proposed Kolmogorov–Smirnov-type tests at the α = 0.05 level. Sig-
nificance levels were calculated based on either the estimated processes Cˆn,j (IF) or the
nonparametric cluster bootstrap (CB). (n: number of clusters; FM : distribution of the
cluster size).
H0 H1
n FM IF CB IF CB
20 U [5, 15] 0.049 0.050 0.331 0.337
U [10, 30] 0.044 0.040 0.598 0.601
40 U [5, 15] 0.037 0.039 0.612 0.603
U [10, 30] 0.044 0.046 0.874 0.873
80 U [5, 15] 0.049 0.047 0.870 0.864
U [10, 30] 0.059 0.055 0.991 0.990
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sis we focus on the between-arm comparison of the population-averaged state occupation
probabilities of cancer P0,12(t) (for the population undergoing surgery only) and P0,22(t)
(for the population receiving the combination of surgery plus polychemotherapy). These
population-averaged probabilities correspond to the population of all hospital patients. In
this application we consider these estimands more relevant compared to the population-
averaged state occupation probabilities P ′0,12(t) and P
′
0,22(t) of typical hospital patients.
The overall state occupation probability estimates for the three states, along with the as-
sociated 95% simultaneous confidence bands are presented in Figure 1. These confidence
bands were calculated based on 1000 nonparametric cluster bootstrap realizations. Figure
1 provides significant information about the natural history of early breast cancer patients
undergoing surgery. The arm-specific state occupation probabilities of cancer are presented
in Figure 2. To compare these population-averaged probabilities between arms we used the
proposed Kolmogorov–Smirnov-type test based on 1000 nonparametric cluster bootstrap
realizations. This test was not statistically significant (p-value=0.097) at the level α = 0.05
and, therefore, we cannot reject the null hypothesis that the population-averaged proba-
bilities of cancer do not differ between arms.
5 Discussion
In this work we addressed the issue of nonparametric population-averaged inference for
multi-state models based on right-censored and/or left-truncated clustered observations.
Our estimators for the transition and state occupation probabilities were shown to be uni-
formly consistent and to converge weakly to tight Gaussian processes with explicit formulas
for the corresponding covariance functions. Additionally, we proposed rigorous method-
ology for the calculation of simultaneous confidence bands and a class of Kolmogorov–
Smirnov-type tests. Inference can be performed using either the explicit formulas for the
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Figure 1: Overall population-averaged state occupation probabilities of the three states
(black lines) in the multicenter EORTC trial 10854, along with the 95% simultaneous
confidence bands (grey areas).
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Figure 2: Population-averaged state occupation probabilities of cancer (locoregional re-
lapse, distant metastasis or secondary cancer) for the two arms in the multicenter EORTC
trial 10854, along with the p-value from the Kolmogorov–Smirnov-type test.
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influence functions of the estimators or the nonparametric cluster bootstrap. The latter is
particularly useful in practice since it can be used for inference using off-the-shelf software.
In this work we did not impose restrictive distributional assumptions or assumptions re-
garding the within-cluster dependence. Moreover, we allowed for informative cluster size
and nonhomogeneous multi-state processes which are non-Markov. Simulation results in-
dicated that the performance of the proposed methods is satisfactory even for non-Markov
processes and under an informative cluster size. On the contrary, ignoring the within
cluster-dependence lead to invalid inference.
The issue of nonparametric inference for general multi-state models based on clustered
observations has not received much attention regardless of its practical importance. So
far, to the best of our knowledge, only Lan et al. (2017) and O’Keeffe et al. (2018) have
provided solutions to this problem. However, the former approach is for current status
data and not the usual right-censored or left-truncated multi-state data, and the latter
provides cluster-specific inference which may not be of scientific interest in many appli-
cations. Moreover, the asymptotic properties of these methods have not been established
and, also, there is no methodology for simultaneous confidence bands and nonparametric
tests. Our work has addressed this significant gap in the literature of multi-state models.
We can see two extensions of the proposed framework that will be useful in medical
research. First, many studies that use electronic health record data involve incomplete state
ascertainment (see e.g. Bakoyannis et al., 2019). For such situations it would be useful to
propose appropriate extensions of the proposed method. Second, multi-state processes are
frequently observed at a particular time point only (current status data, see e.g. Lan et al.,
2017) or at a panel of discrete observation times. Adapting the proposed methodology to
such observation schemes would be particularly useful. However, we expect that the rate
of convergence of such nonparametric estimators will be slower than
√
n, and this would
make inference more difficult.
30
Acknowledgements
This project was supported by the National Institute Of Allergy And Infectious Diseases
grant number R21AI145662 and the Indiana Clinical and Translational Sciences Institute
funded, in part by Grant Number UL1TR002529 from the National Institutes of Health,
National Center for Advancing Translational Sciences, Clinical and Translational Sciences
Award. We would like to thank the European Organisation for Research and Treatment of
Cancer (EORTC) for sharing with us the data from the EORTC trial 10854. The content of
this manuscript is solely the responsibility of the authors and does not necessarily represent
the official views of the National Institutes of Health and the EORTC.
References
Aalen, O., O. Borgan, and H. Gjessing (2008). Survival and event history analysis: a
process point of view. Springer Science & Business Media.
Aalen, O. O. and S. Johansen (1978). An empirical transition matrix for non-homogeneous
markov chains based on censored observations. Scandinavian Journal of Statistics 5 (3),
141–150.
Andersen, P. K., O. Borgan, R. D. Gill, and N. Keiding (2012). Statistical models based on
counting processes. Springer Science & Business Media.
Bakoyannis, G. (2019). Nonparametric tests for transition probabilities in nonhomogeneous
markov processes. Journal of Nonparametric Statistics 0 (0), 1–26.
Bakoyannis, G., Y. Zhang, and C. T. Yiannoutsos (2019). Nonparametric inference for
Markov processes with missing absorbing state. Statistica Sinica 29 (4), 2083–2104.
31
Bluhmki, T., C. Schmoor, D. Dobler, M. Pauly, J. Finke, M. Schumacher, and J. Beyers-
mann (2018). A wild bootstrap approach for the Aalen–Johansen estimator. Biomet-
rics 74 (3), 977–985.
Chen, B. and X.-H. Zhou (2013). A correlated random effects model for non-homogeneous
markov processes with nonignorable missingness. Journal of Multivariate Analysis 117,
1–13.
Cook, R., G. Yi, K.-A. Lee, and D. Gladman (2004). A conditional markov model for clus-
tered progressive multistate processes under incomplete observation. Biometrics 60 (2),
436–443.
Datta, S. and G. A. Satten (2001). Validity of the Aalen–Johansen estimators of stage
occupation probabilities and Nelson–Aalen estimators of integrated transition hazards
for non-Markov models. Statistics & Probability Letters 55 (4), 403–411.
Glidden, D. V. (2002). Robust inference for event probabilities with non-markov event
data. Biometrics 58 (2), 361–368.
Kosorok, M. R. (2008). Introduction to empirical processes and semiparametric inference.
Springer.
Lan, L., D. Bandyopadhyay, and S. Datta (2017). Non-parametric regression in clustered
multistate current status data with informative cluster size. Statistica Neerlandica 71 (1),
31–57.
Li, Y. and Q. Zhang (2015). A weibull multi-state model for the dependence of progression-
free survival and overall survival. Statistics in Medicine 34 (17), 2497–2513.
Nair, V. N. (1984). Confidence bands for survival functions with censored data: a compar-
ative study. Technometrics 26 (3), 265–275.
32
O’Keeffe, A., L. Su, and V. Farewell (2018). Correlated multistate models for multiple
processes: an application to renal disease progression in systemic lupus erythematosus.
Journal of the Royal Statistical Society. Series C: Applied Statistics 67 (4), 841–860.
Pepe, M. S. and J. Cai (1993). Some graphical displays and marginal regression analyses for
recurrent failure times and time dependent covariates. Journal of the American statistical
Association 88 (423), 811–820.
Putter, H. and C. Spitoni (2018). Non-parametric estimation of transition probabilities in
non-Markov multi-state models: The landmark Aalen–Johansen estimator. Statistical
Methods in Medical Research 27 (7), 2081–2092.
Seaman, S. R., M. Pavlou, and A. J. Copas (2014). Methods for observed-cluster inference
when cluster size is informative: A review and clarifications. Biometrics 70 (2), 449–456.
Titman, A. C. (2015). Transition probability estimates for non-Markov multi-state models.
Biometrics 71 (4), 1034–1041.
Van der Hage, J., C. van De Velde, J.-P. Julien, J.-L. Floiras, T. Delozier, C. Van-
dervelden, L. Duchateau, et al. (2001). Improved survival after one course of periopera-
tive chemotherapy in early breast cancer patients: long-term results from the European
Organization for Research and Treatment of Cancer (EORTC) Trial 10854. European
Journal of Cancer 37 (17), 2184–2193.
Van der Vaart, A. W. (2000). Asymptotic statistics. Cambridge University Press.
Van Der Vaart, A. W. and J. A. Wellner (1996). Weak convergence and empirical processes
with applications to Statistics. Springer.
Yiu, S., V. Farewell, and B. Tom (2018). Clustered multistate models with observation
level random effects, mover–stayer effects and dynamic covariates: modelling transition
33
intensities and sojourn times in a study of psoriatic arthritis. Journal of the Royal
Statistical Society. Series C: Applied Statistics 67 (2), 481–500.
Appendix A: Asymptotic Theory Proofs
The proofs of the theorems provided in Section 2 of the manuscript rely on empirical process
theory (Van Der Vaart and Wellner, 1996; Kosorok, 2008). In this Appendix we use the
standard empirical processes notation
Pnf =
1
n
n∑
i=1
f(Di), and Pf =
∫
D
fdP = Ef,
where, for any measurable function f : D 7→ R, Di denotes the observed variables for
the ith cluster, D denotes the sample space, and P the true (induced) probability mea-
sure defined on the Borel σ-algebra on D. We also use the supremum norm notation
‖f(t)‖∞ ≡ supt∈[0,τ ] |f(t)|. Let V be a generic constant that may differ from place to place.
In this Appendix we only prove the asymptotic properties of Pˆn(s, t) since the properties of
Pˆ′n(s, t), Pˆn,j(t), and Pˆ
′
n,j(t), j ∈ S, can be established using the same arguments. Without
loss of generality and for simplicity of presentation we set the starting point s = 0. Before
outlining the proofs of Theorems 1-3 we provide and prove two useful lemmas.
Lemma 1. Let N(t) be an arbitrary counting process on [0, τ ] with P [N(τ)]2 < ∞ and
h(t) be a fixed and non-negative function with h(t) ≤ V almost everywhere with respect to
the Lebesgue-Stieltjes measure generated by (the sample paths of) N(t). Then, the class of
functions
F1(s) =
{∫ t
s
h(u)dN(u) : t ∈ [s, τ ]
}
,
is P -Donsker for any s ∈ [0, τ).
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Proof. Let ‖h‖Q,2 = (
∫ |h|2dQ)1/2 for any probability measure Q. Now, for any probability
measure Q and any t1, t2 ∈ [0, τ ] it follows that∥∥∥∥
∫ t1
s
h(u)dN(u)−
∫ t2
s
h(u)dN(u)
∥∥∥∥
Q,2
≤
∥∥∥∥
∫ t2
t1
h(u)dN(u)
∥∥∥∥
Q,2
≤ V ‖N(t2)−N(t1)‖Q,2.
By lemma 22.4 in Kosorok (2008), it follows that the class Φ1 = {N(t) : t ∈ [0, τ ]}
has a bounded uniform entropy integral (BUEI) with envelope 2N(τ), and is also point-
wise measurable (PM). This implies that, for any t ∈ [0, τ ] there exist a ti ∈ [0, τ ],
i = 1, . . . , N(ǫ2‖N(τ)‖Q,2,Φ1, L2(Q)), such that ‖N(t) − N(ti)‖Q,2 < ǫ2‖N(τ2)‖Q,2, for
any ǫ > 0 and any finitely discrete probability measure Q. Therefore, for any member of
F1(s), there exist a
∫ ti
s
h(u)dN(u), for i = 1, . . . , N(ǫ2‖N(τ)‖Q,2,Φ1, L2(Q)), such that∥∥∥∥
∫ t
s
h(u)dN(u)−
∫ ti
s
h(u)dN(u)
∥∥∥∥
Q,2
≤ ǫ2V ‖N(τ)‖Q,2,
for any ǫ > 0 and any finitely discrete probability measure Q. Consequently, by the
minimality of the covering number it follows that for any ǫ > 0 and any finitely discrete
probability measure Q, we have that
N(ǫ2V ‖N(τ)‖Q,2,F1(s), L2(Q)) ≤ N(ǫ2‖N(τ)‖Q,2,Φ1, L2(Q)),
which yields a BUEI for F1(s) with envelope 2V N(τ). Using similar arguments to those
used in the example of page 142 of Kosorok (2008), it can be shown that the class F1(s)
is also PM. Therefore, by Theorem 2.5.2 in Van Der Vaart and Wellner (1996), the class
F1(s) is P -Donsker. Since s was arbitrary, the last statement is true for any s ∈ [0, τ).
Lemma 2. Let Y (t) be an arbitrary at-risk process, A(t) a continuous cumulative transition
intensity function on [0, τ ], and h(t) a fixed and non-negative function with h(t) ≤ V almost
everywhere with respect to the Lebesgue-Stieltjes measure generated by A(t). Then, the class
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of functions
F2(s) =
{∫ t
s
h(u)Y (u)dA(u) : t ∈ [0, τ ]
}
is P -Donsker for any s ∈ [0, τ).
Proof. It is not hard to show that for any probability measure Q and any t1, t2 ∈ [0, τ ]∥∥∥∥
∫ t1
s
h(u)Y (u)dA(u)−
∫ t2
s
h(u)Y (u)dA(u)
∥∥∥∥
Q,2
≤ V |A(t2)− A(t1)|.
Now, the class of fixed functions Φ2 = {A(t) : t ∈ [0, τ ]} is a compact subset of R as
it consists of continuous functions on the compact set [0, τ ]. Therefore, this class of fixed
functions can be covered by V (1/ǫ) ǫ-balls and, thus, N(ǫ,Φ2, | · |) ≤ V (1/ǫ). Consequently,
for any t ∈ [0, τ ] there exist a ti ∈ [0, τ ], i = 1, . . . , N(ǫ,Φ2, | · |), such that |A(t)−A(ti)| < ǫ,
for any ǫ > 0 and any finitely discrete probability measure Q. Therefore, for any member
of F2(s), there exist a
∫ ti
s
h(u)Y (u)dA(u), for i = 1, . . . , N(ǫ,Φ2, | · |), such that∥∥∥∥
∫ t
s
h(u)Y (u)dA(u)−
∫ ti
s
h(u)Y (u)dA(u)
∥∥∥∥
Q,2
≤ V ǫ.
for any ǫ > 0 and any finitely discrete probability measure Q. Consequently, by the
minimality of the covering number, it follows that for any ǫ > 0 and any finitely discrete
probability measure Q, we have that
N(ǫV,F2(s), L2(Q)) ≤ V
(
1
ǫ
)
,
which yields a BUEI for F2(s). Finally, similar arguments to those used in the proof of
Lemma 1 lead to the conclusion that the class F2(s) is P -Donsker for any s ∈ [0, τ).
A.1 Regularity conditions
In this work we assume the following conditions:
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C1. The potential left truncation Lim,1 and right censoring Lim,2 times are independent
of the underlying counting processes {Nˇim,hj(t) : h 6= j, t ∈ [0, τ ]} and the cluster size
Mi. Also, Lim,1 and Lim,2 are exchangeable in the sense that EI(Lim,1 < t, Lim,2 ≥
t) ≡ ERim(t) = ERi1(t) for any i = 1, . . . , n and m = 1, . . . ,Mi.
C2. The cluster size is bounded in the sense that there exists a (fixed) positive integer
m0 such that Pr(M > m0) = 0.
C3. The underlying counting processes are exchangeable conditionally on cluster size, in
the sense that E[Nˇim,hj(t)|Mi] = E[Nˇi1,hj(t)|Mi] for any i = 1, . . . , n, m = 1, . . . ,Mi
and h 6= j. Also, E[Nˇim,hj(τ)]2 <∞ for all h 6= j.
C4. The underlying at-risk processes are exchangeable conditionally on cluster size, in
the sense that E[Yˇim,h(t)|Mi] = E[Yˇi1,h(t)|Mi] for any i = 1, . . . , n, m = 1, . . . ,Mi
and h ∈ S. Also, there exists a convex and compact set Jh ⊂ [0, τ ] such that
inft∈Jh E[
∑Mi
m=1 Yim,h(t)] > 0 for all h ∈ T c, and
∫
(0,t]∩Jc
h
dA0,hj(t) = 0 for all h ∈ T c
and j 6= h.
C5. The cumulative transition intensities {A0,hj(t) : h 6= j, t ∈ [0, τ ]} are continuous
functions.
C6. Strengthen condition C4 to require inft∈[0,τ ]E[
∑Mi
m=1 Yim,h(t)] > 0 for all h ∈ T c.
Conditions C1, C5, and the second parts of conditions C3 and C4 ensure that the stan-
dard Aalen–Johansen estimator (Aalen and Johansen, 1978) of P0 based on i.i.d. data is
uniformly consistent and its elements convergence weakly to tight Gaussian processes. The
additional conditions needed for the situation with clustered data are that cluster sizes
are bounded (condition C2), and that the counting and at-risk processes are exchangeable
conditionally on cluster size. These additional conditions are realistic in practical applica-
tions. Finally, the additional condition C6 is required for the asymptotic linearity of the
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proposed estimators which provides easy to estimate closed-form variance estimators. In
Appendix B we relax condition C6 and show that weak convergence and the validity of
the nonparametric cluster bootstrap still hold. In light of the conditional exchangeability
of the counting processes (condition C3), condition C2, and the i.i.d. assumption of the
observations across clusters it follows that for h 6= j and any t ∈ [0, τ ]
E
[
M1∑
m=1
Nˇ1m,hj(t)
]
= E
{
E
[
M1∑
m=1
Nˇ1m,hj(t)
∣∣∣∣M1
]}
= E
{
E
[
Nˇ11,hj(t)
∣∣∣∣M1
] m0∑
m=1
I(m ≤M1)
}
= E
{
E
[
Nˇ1m,hj(t)
∣∣∣∣M1
]
M1
}
= E
[
M1Nˇ1m,hj(t)
]
, t ∈ [0, τ ],
for any m = 1, . . . ,Mi. Similarly, under conditions C2 and C4, it can be shown that
E[
∑M1
m=1 Yˇ1m,h(t)] = E[M1Yˇ1m,h(t)], h ∈ T c, t ∈ [0, τ ], for any cluster member m =
1, . . . ,M1.
For the nonparametric two-sample Kolmogorov–Smirnov tests we refine conditions C3,
C4 and C6 as follows:
C3’. The underlying counting processes are exchangeable conditionally on cluster size, in
the sense that E[Nˇipm,hj(t)|Mpi] = E[Nˇip1,hj(t)|Mpi] for any i = 1, . . . , n, p = 1, 2,
m = 1, . . . ,Mpi and h 6= j. Also, E[Nˇipm,hj(τ)]2 <∞ for all h 6= j.
C4’. The underlying at-risk processes are exchangeable conditionally on cluster size, in
the sense that E[Yˇipm,h(t)|Mpi] = E[Yˇip1,h(t)|Mpi] for any i = 1, . . . , n, p = 1, 2,
m = 1, . . . ,Mpi and h ∈ S. Also, there exists a compact set Jh ⊂ [0, τ ] such that
inft∈Jh E[
∑Mpi
m=1 Yipm,h(t)] > 0, p = 1, 2, for all h ∈ T c, and
∫
Jc
h
dA0,phj(t) = 0, p = 1, 2,
for all h ∈ T c and j 6= h.
38
C6’. Strengthen condition C4’ to require inft∈[0,τ ]E[
∑Mpi
m=1 Yipm,h(t)] > 0, p = 1, 2, for all
h ∈ T c.
Note that the counting and at-risk processes are also allowed to depend on the total cluster
size Mi. However, the conditional exchangeability assumption in conditions C3’ and C4’ is
defined conditional on the size of the pth sample within the ith cluster.
A.2 Proof of Theorem 1
It is clear that Nˇim,hj(t), h 6= j can be expressed as
Nˇim,hj(t) =
Nˇim,hj(τ)∑
v=1
I(Timv,hj ≤ t)
=
v0∑
v=1
I(v ≤ Nˇim,hj(τ), Timv,hj ≤ t), a.s.
where Timv,hj , v = 1, . . . , Nˇim,hj(τ), are the random jump times of Nˇim,hj(t), t ∈ [0, τ ], and
v0 ∈ N is a constant which is selected to satisfy Nˇim,hj(τ) ≤ v0 a.s. in light of condition
C3. The corresponding observable version, which is subject to right censoring and/or left
truncation, is
Nim,hj(t) =
Nˇim,hj(τ)∑
v=1
I(Timv,hj ≤ t, Rim(Timv,hj) = 1)
=
v0∑
v=1
I(v ≤ Nˇim,hj(τ), Timv,hj ≤ t, Rim(Timv,hj) = 1), a.s.
Thus, by conditions C1 and C2,
ENi·,hj(t) =
m0∑
m=1
v0∑
v=1
Pr(m ≤Mi, v ≤ Nˇim,hj(τ), Timv,hj ≤ t, Rim(Timv,hj) = 1)
=
∫ t
0
E[Ri1(u)]dE
m0∑
m=1
v0∑
v=1
I(m ≤Mi, v ≤ Nˇim,hj(τ), Timv,hj ≤ u)
=
∫ t
0
E[Ri1(u)]dENˇi·,hj(u), t ∈ [0, τ ]
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Additionally, the observed version of Yˇim,h(t), h ∈ T c, is Yim,h(t) = Yˇim,h(t)Rim(t), t ∈ [0, τ ]
and thus, by conditions C1 and C2,
EYi·,h(t) = E[Ri1(t)]E[Yˇi·,h(t)], t ∈ [0, τ ]
Therefore, using empirical process theory notation and by condition C4 it follows that∫ t
0
dPN·,hj(u)
PY·,h(u)
=
∫
(0,t]∩Jh
dPN·,hj(u)
PY·,h(u)
=
∫
(0,t]∩Jh
PR1(u)dPNˇ·,hj(u)
PR1(u)P Yˇ·,h(u)
= A0,hj(t)
since condition C4 ensures inft∈[0,t]∩Jh PR·,h(t) > 0 and
∫
(0,t]∩Jc
h
dA0,hj(t) = 0. Next, it is
easy to see that, for any h ∈ T c and j ∈ S, the following inequality holds:∥∥∥Aˆn,hj(t)− A0,hj(t)∥∥∥
∞
≤
∥∥∥∥Pn
∫
(0,t]
[
1
PnY·,h(u)
− 1
PY·,h(u)
]
dN·,hj(u)
∥∥∥∥
∞
+
∥∥∥∥(Pn − P )
∫
(0,t]
dN·,hj(u)
PY·,h(u)
∥∥∥∥
∞
≡ Qn,1 +Qn,2. (1)
The first term can be bounded as follows:
Qn,1 ≤ ‖PnY·,h(t)− PY·,h(t)‖∞
∥∥∥∥Pn
∫
(0,t]
dN·,hj(u)
PnY·,h(u)PY·,h(u)
∥∥∥∥
∞
≤ V ‖PnY·,h(t)− PY·,h(t)‖∞
∥∥∥∥Pn
∫
(0,t]
dN·,hj(u)
PnY·,h(u)
∥∥∥∥
∞
where the last inequality follows from condition C4, which implies that there exists a
constant V such that [PY·,h(t)]
−1 ≤ V a.e. (µN·,hj), with µN·,hj being the Lebesgue–Stieltjes
measure generated by (the sample paths of) N·,hj(t). By conditions C2 and C3, the class
of functions {Y·,h(t) =
∑m0
m=1 I(m ≤ M)Ym,h(t) : t ∈ [0, τ ]} can be expressed as a (finite)
linear combination of monotone caglad square-integrable processes (Andersen et al., 2012),
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multiplied by Rm(t), which belongs to a Donsker class by lemma 4.1. Therefore, by lemma
4.1 and corollary 9.32 in Kosorok (2008), the classes {Y·,h(t) : t ∈ [0, τ ]}, h ∈ T c, are P -
Donsker and, therefore, also P -Glivenko–Cantelli. Consequently, ‖PnY·,h(t)−PY·,h(t)‖∞ as∗→
0. This result and the fact that [PnY·,h(t)]
−1 is bounded a.e. (µN·,hj) with probability 1 lead
to the conclusion that Qn,1
as∗→ 0. For Qn,2, conditions C1 and C4 imply that there exists a
constant V such that
1
PY·,h(t)
≤ V a.e. (µN·,hj).
Thus, by conditions C2, C3, and Lemma 1, it follows that the class {∫
(0,t]
[PY·,h(u)]
−1dN·,hj(u) :
t ∈ [0, τ ]} is P -Donsker and thus also P -Glivenko–Cantelli. This implies thatQn,2 as∗→ 0 and,
consequently, by inequality (1) it follows that ‖Aˆn,hj(t) − A0,hj(t)‖∞ as∗→ 0, for all h ∈ T c
and j ∈ S. This result along with the continuity of the product integral (Andersen et al.,
2012) lead to the conclusion that
R
(0,t]
[Ik + dAˆn(u)]
as∗→ R
(0,t]
[Ik + dA0(u)],
uniformly in t ∈ [0, τ ].
A.3 Proof of Theorem 2
The class of functions {N·,hj(t) =
∑m0
m=1 I(m ≤ M)Nm,hj(t) : [0, τ ]} is P -Donsker for any
h ∈ T c and j ∈ S, by conditions C2 and C3, and lemma 4.1 and corollary 9.32 in Kosorok
(2008). Also, the class {Y·,h(t) : [0, τ ]} is P -Donsker for any h ∈ T c as argued in the proof
of Theorem 1. Therefore
√
n

PnN·,hj − PN·,hj
PnY·,h − PY·,h


 

G˜1hj
G˜2h

 in (D[0, τ ])2,
for h 6= j, where G˜1hj and G˜2h are tight zero mean Gaussian processes with covariance
functions PN·,hj(t1)N·,hj(t2)−PN·,hj(t1)PN·,hj(t2) and PY·,h(t1)Y·,h(t2)−PY·,h(t1)PY·,h(t2),
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respectively, for t1, t2 ∈ [0, τ ]. The cross-covariance between G˜1hj(t1) and G˜2h(t2) is
PN·,hj(t1)Y·,h(t2) − PN·,hj(t1)PY·,h(t2). Moreover, the map (F1, F2) 7→
∫
[0,t]
F−11 dF2 is
Hadamard differentiable on the domain{
(F1, F2) : inf
t∈[0,τ ]
|F1(t)| ≥ ǫ,
∫
[0,τ ]
|dF2(t)| <∞
}
for ǫ > 0 and F−11 of bounded variation (Kosorok, 2008), with derivative at (f1, f2) given
by ∫
[0,t]
df1
F2
−
∫
[0,t]
f2
F 22
dF1.
These facts along with condition C6 and the functional delta method (Van der Vaart, 2000),
lead to the conclusion that
√
n(Aˆn,hj(t)− A0,hj(t)) =
√
nPn
[∫
(0,t]
d[(Pn − P )N·,hj(u)]
PY·,h(u)
−
∫
(0,t]
(Pn − P )Y·,h(u)
PY·,h(u)
dA0,hj(u)
]
+ op(1)
=
√
nPn
[∫
(0,t]
dN·,hj(u)
PY·,h(u)
−
∫
(0,t]
Y·,h(u)
PY·,h(u)
dA0,hj(u)
]
−√n
[∫
(0,t]
dPN·,hj(u)
PY·,h(u)
− A0,hj(t)
]
+ op(1)
=
√
nPn
[∫
(0,t]
dN·,hj(u)
PY·,h(u)
−
∫
(0,t]
Y·,h(u)
PY·,h(u)
dA0,hj(u)
]
+ op(1)
=
√
nPn
∫
(0,t]
dM¯hj(u)
PY·,h(u)
+ op(1)
≡ √nPnφhj(t) + op(1), t ∈ [0, τ ].
The class of the influence functions {φhj(t) : t ∈ [0, τ ]} is P -Donsker by the Donsker
property of the class {N·,hj(t) : [0, τ ]}, conditions C2–C5, Lemmas 1 and 2, and corollary
9.32 in Kosorok (2008). Therefore,
√
n(Aˆn,hj−A0,hj) converges weakly to a tight zero mean
Gaussian process G˜3hj in D[0, τ ] with covariance function Pφhj(t1)φhj(t2), t1, t2 ∈ [0, τ ],
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for h 6= j. For h = j, √n(Aˆn,hh(t) − A0,hh(t)) = −
√
nPn
∑
h 6=j φhj(t) + op(1), where
the influence functions belong obviously to a P -Donsker class. Thus, the joint sequence
√
n(Aˆn,hj − A0,hj) for h 6= j, converges weakly to a tight zero mean Gaussian process with
cross-covariance between G˜3hj(t1) and G˜3lq(t2) equal to Pφhj(t1)φlq(t2), for h 6= j, l 6= q,
t1, t2 ∈ [0, τ ]. Therefore,
√
n(Aˆn − A0) converges weakly to a tight zero mean Gaussian
process in (D[0, τ ])k
2
. Now, the Hadamard differentiability of the product integral map
(proposition II.8.7 in Andersen et al., 2012)
A0 7→ R(Ik − dA0),
and the functional delta method (Van der Vaart, 2000; Andersen et al., 2012) lead to the
conclusion that
√
n[Pˆn(0, t)−P0(0, t)] =
√
nPn
∫ t
0
R
[0,u)
[Ik + dA0(v)]φ(du)R
(u,·]
[Ik + dA0(v)] + op(1)
≡ √nPnγ(0, t) + op(1), t ∈ [0, τ ]
where the matrix φi(t) contains the elements φihj(t), and the matrix γi(0, t) contains the
elements
γihj(0, t) =
∑
l∈T c
∑
q∈S
∫ t
0
P0,hl(0, u−)P0,qj(u, t)
PY·,l(u)
dM¯ilq(u), t ∈ [0, τ ].
By the P -Donsker property of the classes {N·,hj(t) : t ∈ [0, τ ]}, for h 6= t, and {Y·,h(t) : t ∈
[0, τ ]}, for h ∈ T c, conditions C3-C5, corollary 9.32 in Kosorok (2008), and Lemmas 1 and
2, it follows that the classes {γhj(0, t) : t ∈ [0, τ ]} are P -Donsker for all h ∈ T c, j ∈ S.
This concludes the proof of part (i) of Theorem 2.
For the first conditional weak convergence result in part (ii) of Theorem 2, define the
process B˜hj(0, t) =
√
nPnγhj(0, t)ξ. By the P -Donsker property of the class {γhj(0, t) : t ∈
[0, τ ]} and the conditional multiplier central limit theorem (Kosorok, 2008) it follows that
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B˜hj(0, ·) p 
ξ
Ghj(0, ·). Thus, it remains to show that
‖Bˆhj(0, t)− B˜hj(0, t)‖∞ = op(1),
unconditionally on the observed data. After some algebra it can be shown that
‖Bˆhj(0, t)− B˜hj(0, t)‖∞ ≤
∑
l∈T c
∑
q∈S
(Q˜n,lq1 + Q˜n,lq2 + Q˜n,lq3), (2)
where
Q˜n,lq1 =
∥∥∥∥∥√nPn
∫ t
0
[
Pˆn,hl(0, u−)Pˆn,qj(u, t)
PnY·,l(u)
− P0,hl(0, u−)P0,qj(u, t)
PY·,l(u)
]
dN·,lq(u)ξ
∥∥∥∥∥
∞
,
Q˜n,lq2 =
∥∥∥∥∥√nPn
∫ t
0
[
Pˆn,hl(0, u−)Pˆn,qj(u, t)
PnY·,l(u)
− P0,hl(0, u−)P0,qj(u, t)
PY·,l(u)
]
dAˆn,lq(u)ξ
∥∥∥∥∥
∞
,
and
Q˜n,lq3 =
∥∥∥∥
∫ t
0
P0,hl(0, u−)P0,qj(u, t)
PY·,l(u)
[
√
nPnY·,l(u)ξ]d[Aˆn,lq(u)− A0,lq(u)]
∥∥∥∥
∞
.
Next, it is easy to see that∣∣∣∣∣ Pˆn,hl(0, u−)Pˆn,qj(u, t)PnY·,l(u) −
P0,hl(0, u−)P0,qj(u, t)
PY·,l(u)
∣∣∣∣∣ ≤ V
[
sup
u∈[0,t]
|Pˆn,hl(0, u−)− P0,hl(0, u−)|
+ sup
u∈[0,t]
|Pˆn,hl(u, t)− P0,hl(u, t)|
+ sup
u∈[0,t]
∣∣∣∣ 1PnY·,l(u) −
1
PY·,l(u)
∣∣∣∣
]
,
almost everywhere with respect to both µN·,lq and µAˆn,lq (which is the Lebesgue–Stieltjes
measure generated by Aˆn,lq). Therefore, by condition C3 and C6, the outer almost sure
consistency of the transition probability estimators, arguments similar to those used in the
proof of Theorem 1, and the central limit theorem, it follows that
Q˜n,lq1 ≤ oas∗(1)Op(1)V = op(1).
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By similar arguments and condition C5 it follows that Q˜n,lq2 = op(1). Finally, by the P -
Donsker property of the class {Y·,l(t) : t ∈ [0, τ ]}, the uniform consistency of the cumulative
transition intensity, and the same arguments to those used in the proof of proposition 7.27
in Kosorok (2008), it follows that Q˜n,lq3 = op(1), since convergence in distribution to a
constant implies convergence in probability. Thus, by (2), ‖Bˆhj(0, t)− B˜hj(0, t)‖∞ = op(1)
and this concludes the proof of the first conditional weak convergence result in part (ii) of
Theorem 2.
For the second conditional weak convergence result in part (ii) of Theorem 2, the P -
Donsker property of the classes {N·,hj(t) : t ∈ [0, τ ]} and {Y·,h(t) : t ∈ [0, τ ]}, condition C3,
the weak convergence of the sequence
√
n(Aˆn,hj−A0,hj), the bootstrap central limit theorem
(Kosorok, 2008), and the bootstrap functional delta method (Kosorok, 2008, Theorem 12.1),
imply that
√
n(Aˆ∗n,hj−Aˆn,hj)
p
 
U
G˜3hj in D[0, τ ], for h ∈ T c and j 6= h. A second application
of the bootstrap functional delta method and the bootstrap continuous mapping theorem
(Theorem 10.8, Kosorok, 2008) lead to the conclusion that
√
n(Pˆ ∗n,hj(0, ·)− Pˆn,hj(0, ·))
p
 
U
Ghj(0, ·). The proof of part (iii) of Theorem 2 follows from the same arguments.
A.4 Proof of Theorem 3
By Theorem 2 and the uniform consistency of Wˆhj(t), it follows that
√
nWˆhj(t)∆ˆ(0, t) = [Wˆhj(t)−Whj(t)]
√
nPn[γ1,hj(0, t)− γ2,hj(0, t)]
+
√
nPnWhj(t)[γ1,hj(0, t)− γ2,hj(0, t)] + op(1)
=
√
nPnWhj(t)[γ1,hj(0, t)− γ2,hj(0, t)] + op(1).
The boundedness of the fixed function Whj(t) and the P -Donsker property of {γp,hj(0, t) :
t ∈ [0, τ ]}, p = 1, 2, imply that the class {Whj(t)[γ1,hj(0, t) − γ2,hj(0, t)] : t ∈ [0, τ ]} is P -
Donsker. Therefore,
√
nWˆhj(·)∆ˆ(0, ·)  Zhj(0, ·) in D[0, τ ], with the covariance function
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of the process Zhj(0, ·) being
Whj(t1)Whj(t2)P{[γ1,hj(0, t1)− γ2,1hj(0, t1)][γ1,hj(0, t2)− γ2,1hj(0, t2)]},
for t1, t2 ∈ [0, τ ].
Next, by the conditional multiplier central limit theorem it follows that
C˜n,hj(0, ·) ≡
√
P nWhj(·)[γ1,hj(0, ·)− γ2,hj(0, ·)]ξ p 
ξ
Zhj(0, ·) in D[0, τ ].
Also, by the uniform boundedness of Whj(t) and the P -Donsker property of the class
{γp,hj(0, t)ξ : t ∈ [0, τ ]}, it follows that
sup
t∈[0,τ ]
∣∣∣Cˆn,hj(0, t)− C˜n,hj(0, t)∣∣∣ ≤ 2∑
p=1
{
sup
t∈[0,τ ]
∣∣∣[Wˆhj(t)−Whj(t)]
×√nPn[γˆp,hj(0, t)− γp,hj(0, t)]ξ
∣∣∣
+V sup
t∈[0,τ ]
∣∣∣√nPn[γˆp,hj(0, t)− γp,hj(0, t)]ξ∣∣∣
+Op(1) sup
t∈[0,τ ]
∣∣∣Wˆhj(t)−Whj(t)∣∣∣
}
.
The uniform consistency of Wˆhj(t) and the arguments used in the proof of part (ii) in
Theorem 2 lead to the conclusion that supt∈[0,τ ]
∣∣∣Cˆn,hj(0, t)− C˜n,hj(0, t)∣∣∣ = op(1) and, thus,
Cˆn,hj(0, ·) p 
ξ
Zhj(0, ·) in D[0, τ ].
By Theorem 2 and the bootstrap continuous mapping theorem it follows that
√
nWhj(·)[∆ˆ∗n,hj(0, ·)− ∆ˆn,hj(0, ·)]
p
 
U
Zhj(0, ·) in D[0, τ ].
By the (unconditional) multiplier central limit theorem (Van Der Vaart and Wellner, 1996)
and a double application of the functional delta method, it follows that
√
n[Pˆ ∗n,phj(0, ·) −
Pˆn,phj(0, ·)], p = 1, 2, converge weakly (unconditionally) to tight mean zero Gaussian pro-
cesses in D[0, τ ]. This result along with the uniform consistency of Wˆhj(t) lead to the
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conclusion that
∥∥∥√n[Wˆhj(t)−Whj(t)][∆ˆ∗n,hj(0, t)− ∆ˆn,hj(0, t)]∥∥∥
∞
= op(1),
unconditionally. Consequently,
√
nWˆhj(·)[∆ˆ∗n,hj(0, ·)− ∆ˆn,hj(0, ·)]
p
 
U
Zhj(0, ·) in D[0, τ ].
Part (ii) of Theorem 3 can be shown using similar arguments.
Appendix A.5: Violation of condition C6
It is possible that, in some applications, condition C6 is not satisfied. This happens when
there are transient states with 0 probability of occupation in a subset of the observation
time interval [0, τ ]. This is the case, for example, in situations where P0,h(0) = 0 for some
transient state(s) h. Even though the consistency of the proposed estimators requires only
conditions C1-C5, Theorems 2 and 3 additionally require condition C6. If condition C6 is
violated for some h ∈ T c, and in light of condition C4, it follows that
A0,hj(t) =
∫
(0,t]∩Jh
dPN·,hj(u)
PY·,h(u)
,
and
Aˆn,hj(t) =
∫
(0,t]∩Jh
dPnN·,hj(u)
PnY·,h(u)
,
where A0,hj(t) = Aˆn,hj(t) = 0 if t ∈ [0, t] ∩ Jch. In this case, the map (F1, F2) 7→∫
[0,t]∩Jh
F−11 dF2 is Hadamard differentiable on the domain{
(F1, F2) : inf
t∈Jh
|F1(t)| ≥ ǫ,
∫
Jh
|dF2(t)| <∞
}
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for ǫ > 0 and F−11 of bounded variation (Kosorok, 2008). Therefore, the same calculations
to those used in the proof of Theorem 2 lead to the conclusion that
√
n{Aˆn,hj(t)− A0,hj(t)} =
√
nPn
∫
(0,t]∩Jh
dM¯hj(u)
PY·,h(u)
+ op(1)
=
√
nPnφhj(t) + op(1), t ∈ Jh,
with the class {φhj(t) : t ∈ Jh} being P -Donsker. This means that
√
n(Aˆn,hj − A0,hj)
converges weakly to a tight zero mean Gaussian process G˜3hj in DJh with covariance
function Pφhj(t1)φhj(t2), t1, t2 ∈ Jh, for h 6= j. The same arguments to those used in the
proof of Theorem 2 can be used to show that this theorem holds for t restricted to ∩h∈T cJh.
This means that inference about P0,hj(s, t), h 6= j, is possible for s and t in ∩h∈T cJh. From
a practical standpoint one needs to restrict the time interval for confidence intervals/bands
and hypothesis tests to a set such that there are at least some observations in all transient
states.
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