Abstract. We w ork out examples of tensor products of distinct generalized s`q(2) algebras with a factor from the positive discrete series of representations of one algebra and a factor from the negative discrete series of the other. We show that the equation for the common eigenfunctions of the Casimir operator and the Cartan subalgebra generator is just the three term recurrence relation corresponding to orthogonality for special cases of the Askey-Wilson polynomials, and this connection yields an almost immediate resolution of the tensor product representation into a direct integral of irreducible representations. An identity for the matrix elements of the \group representation operators" with respect to the tensor product and the reduced bases follows easily. Cases where the measures for the orthogonal polynomials are not unique correspond to cases where the tensor products and their resolutions are also nonunique.
The notation used for q-series and q-integrals in this paper follows that of Gasper and Rahman [3] . 2 . A generalization of s`q(2). We consider a generalization of s`q(2), denoted by [ v;u] . This is an algebra with generators H, E + , E which obey the commutation relations Here, u and v are real numbers and 0 < q < 1. For uv 6 = 0 this algebra is isomorphic to one of the true s`q(2) type algebras, for uv = 0 ; u 2 + v 2 > 0 it is isomorphic to a special realization of the q-oscillator algebra, and for u = v = 0 it is isomorphic to the Euclidean Lie algebra m(2), [1, [4] [5] [6] . This algebra has an invariant element As pointed out by Zhedanov and others [1, 2] , the family of algebras admits a multipli- The operators F , L satisfy the commutation relations (2.1). Using (2.3) we can easily dene the tensor product of a representation of [v;u] and the representation of [ u; w], thereby obtaining a representation of [v;w] . This construction yields a convenient generalization of the tensor product computations in, for example, [5, 6] .
We consider the family of algebraically irreducible representations " , of the algebra [ u; w], where < 0, w < 0 and w u < 0, dened as follows. A convenient orthonormal basis for the representation space is fe n : n = 0 ; 1 ; gwhere E e n = (1 q n )(wq n+1 + uq ) 1 q 1 2 e n 1 E + e n = (1 q n+1 )( wq n +uq ) 1 q 1 2 e n+1 (2.4) He n = ( + n ) e n :
W e h a v e E + = ( E ) and H = H. The invariant element C = (wq +1 +uq )(1 q) 1 I for this representation, where I is the identity operator.
In analogy with a standard relationship between special functions and the representations of Lie groups we can compute the \matrix elements" of q-analogs of the group operators e E + e E with respect to the fe n g basis, in the representation " . Of course there are many q-analogs of the exponential mapping, none of which h a v e all the properties needed to ensure that there is a true \group" associated with the q-algebra. Among the q-analogs we shall limit ourselves to the two that are most important, [3, page 9] :
If z is a complex number, the rst series converges to 1=(z; q) 1 for jzj < 1 and the second series converges to ( z; q) 1 for all z. Among the 8 possibilities, [7] , we consider the matrix elements (E+; e ) :E q ( E + )e q (E )e n = For this representation we consider the matrix elements [7] (E+; e ) :E q ( E + )e q (E )j n = 
W e h a v e E + = ( E ) , H = H and the invariant element C = p wvq 1 q (z + 1 =z)I for this representation.
Here we consider the matrix elements [7] (E+; e ) : The operator C is self-adjoint. If we i n troduce the spectral transform of this operator so that C corresponds to multiplication by the transform variable x, then (2. The decomposition (2.16) can be used to obtain an identity relating the matrix elements (2.5), (2.7) and (2.9). We can compute the matrix element T m 0 n 0 ;mn (; ) = < E q ( F + )e q (F )j m e n ; j m 0 e n 0> in two diferent w a ys. On one hand we h a v e the integral representation where J s m (x; t) = K s m ( x ) t s , and n = s + m; n 0 = s 0 + m 0 . On the other hand we can use the fact that for linear operators X and Y such that Y X = qXY, the formal identities e q (X + Y ) = e q ( X ) e q ( Y ) ;E q ( X + Y ) = E q ( Y ) E q ( X ) hold, [3, It admits a class of algebraically irreducible representations "`; where`; are real numbers and> 0, [1, 4, 5] . These are dened on a vector space with basis fe n : n = 0 ; 1 ; 2 ; g , such that
E + e n =`s q n 1 1 1 q e n+1 ; E e n = s q n 1 1 q e n 1 (3.2)
He n = ( + n ) e n ;E e n = [q +s n`2 (1 q n 1 ) + q ǹ 2 (1 q s n )]H s n : The operator C is symmetric. If we i n troduce a spectral transform for a self-adjoint extension of this operator so that C corresponds to multiplication by the transform variable x, then (3.5) takes the form of a three term recurrence relation for orthogonal polynomials H s n (x) of order n in x. Indeed, comparing (3.5) with the three term recurrence relation for the q-Laguerre polynomials where t = e i and x = cos , w e can verify that (3.5) holds, as well as the orthogonality relations < H s n ; H s 0 n 0> = n;n 0 s;s 0; < f ; g > = 1 2
For s 0, the expression for H s n (x; t) can be obtained by analytic continuation and a limiting procedure: ; L = t @ @t : Operators (3.11) acting on the space of square integrable functions of the periodic variable dene the unitary irreducible representation ( p q x`) of the Euclidean Lie algebra [0; 0], [6] . Thus, we h a v e derived a direct integral decomposition The functions H s n (x; t) are the Clebsch-Gordan coecients for this decomposition. However, as is well known [3, 8] , the measure (3.7) for which the q-Laguerre polynomials are orthogonal is not unique. Indeed the symmetric operator C has no unique self-adjoint extension (the deciency indices are (1,1) ). Thus, there is a multiplicity of possible selfadjoint extensions for C and each such extension denes a dierent tensor product (3.4).
For each of these cases the H s n (x; t) can be thought of as the Clebsch-Gordan coecients, with the proviso that the coecients satisfy orthogonality but not completeness relations.
A w ell-known example of alternate orthogonality relations for the q-Laguerre polynomials is (3.13a) H s n (x; t) = ( 1) n x s=2 t s " (q; q) n q n ( q c1 q ; c(1 q); q) 1 (q 1 s ; q) n c s (q; cq 1 s (1 q); 
Thus, we h a v e the direct sum decompositions of the Euclidean Lie algebra. In this case the three-term recurrence relation for the common eigenfunctions of L and C = F + F is unbounded above and below. Thus the solutions do not correspond to polynomials. Again in this case the tensor product decompositon is not unique. One of the associated identities for the matrix elements generalizes Koelink's addition formula for Hahn-Exton q-Bessel functions, [9] . In [10] we considered tensor products of various discrete analogs of the Euclidean and oscillator algebras.
