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Abstract
In this article we provide a method for fully quantum generative training of quan-
tum Boltzmann machines with both visible and hidden units while using quantum
relative entropy as an objective. This is significant because prior methods were
not able to do so due to mathematical challenges posed by the gradient evalua-
tion. We present two novel methods for solving this problem. The first proposal
addresses it, for a class of restricted quantum Boltzmann machines with mutu-
ally commuting Hamiltonians on the hidden units, by using a variational upper
bound on the quantum relative entropy. The second one uses high-order divided
difference methods and linear-combinations of unitaries to approximate the exact
gradient of the relative entropy for a generic quantum Boltzmann machine. Both
methods are efficient under the assumption that Gibbs state preparation is efficient
and that the Hamiltonian are given by a sparse row-computable matrix.
1 Introduction
The objective of quantummachine learning is to understand the ability of agents to learn in quantum
mechanical settings [1–6]. One aspect that obstructs this goal is the fact that quantum state vectors
lie in an exponentially large vector space [7, 8]. Owing to the size of these vectors, generativemodels
play a central role in quantum machine learning as they can be used to give concise descriptions of
these complicated quantum states [9–12]. Various approaches have been put forward to solve this
problem [9, 11, 13–15], but to date all proposed solutions suffer from problems such as requiring
classical input data, yielding exponentially small gradients, or an inability to learn with hidden units.
Here we present a new approach to training quantum Boltzmann machines [9, 16, 14] that resolves
all these problems, and therefore addresses a major open problem in quantum machine learning.
Just as for the classical case, i.e., generative training on classical computers, the main goal in quan-
tum generative training is to build a model that allows to sample from a distribution over quantum
state vectors that mimics some training distribution. The natural analog of such a quantum train-
ing set would be a density operator which we denote ρ, which is a positive semi-definite trace-1
Hermitian matrix that (roughly speaking) describes a probability distribution over quantum state
vectors. The goal in quantum generative training is to find a process V by sampling from ρ such
that V : |0〉 7→ σ (where |·〉 is a quantum state vector, i.e., just a unit norm vector) such that some
chosen distance measure, e.g., ‖ρ− σ‖1, is small. Such a task corresponds, in quantum information
language, to partial tomography [9] or approximate cloning [17].
Boltzmann machines, a physics inspired class of neural network [18–25], have found numerous
applications over the last decade [26, 24, 27, 28]. have recently gained popularity as a method
to model complex quantum systems [29–31]. One of the features of Boltzmann machines is that
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they directly resemble the quantum physics that is inherent in a quantum computer. In particular,
a Boltzmann machine provides an energy for every configuration of a system and then generates
samples from a distribution with probabilities that vary exponentially with this energy. Indeed the
distribution it represents is just the canonical ensemble in statistical physics. The explicit model in
this case is
σv(H) = Trh
(
e−H
Z
)
=
Trh e
−H
Tr e−H
, (1)
where Trh(·) is the partial trace over an auxillary sub-system known as the Hidden subsystem
which serves to build correlations between the “visible” system. For classical Boltzmann ma-
chines H is an energy function, i.e., a diagonal matrix, but for quantum Boltzmann machines it
is a Hermitian matrix known as the Hamiltonian, which has off-diagonal entries. Notably, if we
want to simulate a quantum system then the dimension of H grows exponentially with the num-
ber of units n in the sytem, i.e., H ∈ C2n×2n . Thus the goal of generative quantum Boltzmann
training is to find a set of parameters θ (also called weights) that specify a Hamiltonian such that
H = argminH (dist(ρ, σv(H))) for an appropriate distance, or divergence, function. As an exam-
ple, a quantum analogue of an all-visible Boltzmann machine with nv units could take the form
H(θ) =
nv∑
n=1
θ2n−1σx(n) + θ2nσ(n)z +
∑
n>n′
θ(n,n′)σ
(n)
z σ
(n′)
z . (2)
Here σ
(n)
z and σ
(n)
x are Pauli matrices acting on qubit (unit) n.
For generative training on classical data the natural divergence to use between the input and output
distributions is the KL divergence. In the case where the input is a quantum state the natural notion
of distance changes to the quantum relative entropy:
S(ρ|σv) = Tr (ρ log ρ)− Tr (ρ log σv) , (3)
which reduces to the KL divergence if ρ and σv are diagonal matrices and is zero if and only if
ρ = σv .
While the relative entropy is generally difficult to compute, the gradient of the relative entropy is
straight forward to compute for Boltzmann machines with all visible units. This is straight forward
because in such cases σv = e
−H/Z and the fact that log(e−H/Z) = −H−log(Z) allows the matrix
derivatives to be easily computed. However, no methods are known for the generative training of
Boltzmann machines for the quantum relative entropy loss function, if hidden units are present. This
is because the partial trace in log(Trhe
−H/Z) prevents us from simplifying the logarithm term when
computing the gradient.
Our Contribution: In this work we provide practical methods for training generic quantum Boltz-
mann machines that have both hidden as well as visible units. We provide two new approaches for
achieving this. The first, and more efficient of the two, works by assuming a special form for the
Hamiltonian that allows us to find a variational upper bound on the quantum relative entropy. Using
this upper bound, the derivatives are easy to compute. The second, and more general method uses
recent techniques from quantum simulation to approximate the exact expression for the gradient
using Fourier series approximations and high-order divided difference formulas in place of the ana-
lytic derivative. Both methods are efficient, given that Gibbs state preparation is efficient which we
expect to hold in most practical cases of Boltzmann training, although it is worth noting that efficient
Gibbs state preparation in general would imply QMA ⊆ BQP which is unlikely to hold.
2 Training Boltzmann Machines
We now present methods for training quantum Boltzmann machines.
The quantum relative entropy cost function for a quantum Boltzmann machine (QBM) with hidden
units is given by
Oρ(H) = S
(
ρ
∣∣∣Trh [e−H/Tr [e−H]]) , (4)
where S(ρ|σv) is the quantum relative entropy as defined in eq. 3. Note that we can add a regu-
larization term to the quantum relative entropy to penalize unnecessary quantum correlations in the
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model [9]. In this work, we generally aim to train the QBM with a gradient-based method. For this
we are require to evaluate the gradient of the cost function, and hence the gradient of the quantum
relative entropy.
In the case of an all-visible Boltzmann machine (which corresponds to dim(Hh) = 1) a closed form
expression for the gradient of the quantum relative entropy is known:
∂Oρ(H)
∂θ
= −Tr
[
∂
∂θ
ρ logσ
]
, (5)
which can be simplified using log(exp(−H)) = −H and Duhamels formula to obtain the following
equation for the gradient, denoting ∂θ := ∂/∂θ,
Tr [ρ∂θH ]− Tr
[
e−H∂θH
]
/Tr
[
e−H
]
. (6)
However, the above gradient formula is not generally valid, and indeed does not hold if we include
hidden units. Allowing for these, we need to additionally trace out the subsystem which results in
the majorised distribution from eq. 1. This also changes the cost function which takes then the form
described in eq. 4. Note that H = H(θ) is depending on the variables we will alter during the
training process, while ρ is the target density matrix, i.e., the input data. Therefore, if we want to
estimate the gradient of the above, omitting the Tr [ρ log ρ] since it is a constant, we obtain
∂Oρ(H)
∂θ
= −Tr
[
∂
∂θ
ρ log σv
]
, (7)
for the gradient of the objective function.
In the following, we discuss two different approaches for evaluating the gradient in eq. 7. While
the first is less general, it gives an easy implementable algorithm and strong bounds based on opti-
mizing a variational bound. The second approach is on the other hand applicable to any problem
instance, and hence a general purpose gradient optimisation algorithm for relative entropy training.
The no-free-lunch theorem suggests that no (good) bounds can be obtained without assumptions
on the problem instance, and indeed, the general algorithm exhibits potentially exponentially worse
complexity. However, for many practical applications we assume that this will not be the case, and in
particularly, the result presented gives a generally applicable algorithm for training quantum Boltz-
mann machines on a quantum device, which is to the best of our knowledge the first known result of
this kind.
2.1 Variational training for restricted Hamiltonians
Our first approach is based on optimizing a variational bound of the objective function, i.e., the
quantum relative entropy, in a restricted - but still practical setting. This approach will give us a
fast and easy to implement quantum algorithm which, however, is less general applicable due to the
requirement of certain input assumptions. These assumptions are important, as several instances of
scalar calculus fail when we transit to matrix functional analysis, which particularly applies to the
gradient of the quantum relative entropy, and we require these in order to obtain a feasible analytical
solution.
We express the Hamiltonian in this case as
H = Hv +Hh +Hint, (8)
i.e., a decomposition of the Hamiltonian into a part acting on the visible layers, the hidden layers
and a third interaction Hamiltonian that creates correlations between the two. In particular, we
further assume for simplicity that there are two sets of operators {vk} and {hk} composed of D =
Wv +Wh +Wint terms such that
Hv =
Wv∑
k=1
θkvk ⊗ I, Hh =
Wv+Wh∑
k=Wv+1
θkI ⊗ hk
Hint =
Wv+Wh+Wint∑
k=Wv+Wh+1
θkvk ⊗ hk, [hk, hj ] = 0 ∀ j, k, (9)
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which implies that the Hamiltonian can in general be expressed as
H =
D∑
k=1
θkvk ⊗ hk. (10)
We break up the Hamiltonian into this form to emphasize the qualitative difference between the
types of terms that can appear in this model. Note that we generally assume throughout this article
that vk, hk are unitary operators, which is typically the case.
The intention of the form of the Hamiltonian in (9) is to force the non-commuting terms, i.e., terms
for which it holds that the commutator [vk, hk] 6= 0, to act only on the visible units of the model.
In contrast, only commuting Hamiltonian terms act on the hidden register. Since the hidden units
commute, the eigenvalues and eigenvectors for the Hamiltonian can be expressed as
H |vh〉 ⊗ |h〉 = λvh,h |vh〉 ⊗ |h〉 , (11)
where both the conditional eigenvectors and eigenvalues for the visible subsystem are functions of
the eigenvector |h〉 obtained in the hidden register, and we hence denote these as vh, λvh,h respec-
tively. This allows the hidden units to select between eigenbases to interpret the input data while
also penalizing portions of the accessible Hilbert space that are not supported by the training data.
However, since the hidden units commute they cannot be used to construct a non-diagonal eigenba-
sis. This division of labor between the visible and hidden layers not only helps build intuition about
the model but also opens up the possibility for more efficient training algorithms that exploit this
fact.
For the first result we rely on a variational bound on the entropy in order to train the quantum
Boltzmann machine weights for a Hamiltonian H of the form given in (10). We can express this
variational bound compactly in terms of a thermal expectation against a fictitious thermal probability
distribution. We define this expectation below.
Definition 1. Let H˜h =
∑
k θkTr [ρvk]hk be the Hamiltonian acting conditioned on the visible
subspace only on the hidden subsystem of the HamiltonianH :=
∑
k θkvk⊗hk. Then we define the
expectation value over the marginal distribution over the hidden variables h as
Eh(·) =
∑
h
(·)e−Tr[ρH˜h]∑
h e
−Tr[ρH˜h]
. (12)
Using this we derive an upper bound on S in section 4.4.1 of the supplemental material, which leads
to the following lemma.
Lemma 2. Assume that the Hamiltonian H of the quantum Boltzmann machine takes the form
described in eq. 10, where θk are the parameters which determine the interaction strength and
vk, hk are unitary operators. Furthermore, let hk |h〉 = Eh,k |h〉 be the eigenvalues of the hidden
subsystem, andEh(·) as given by Definition 1, i.e., the expectation value over the effective Boltzmann
distribution of the visible layer with H˜h :=
∑
k Eh,kθkvk. Then, a variational upper bound S˜ of
the objective function, meaning that S˜(ρ|H) ≥ S(ρ|e−H/Z), is given by
S˜(ρ|H) := Tr [ρ log ρ] + Tr
[
ρ
∑
k
Eh [Eh,kθkvk] + Eh [logαh]
]
+ logZ, (13)
where αh =
e−Tr[ρH˜h]∑
h e
−Tr[ρH˜h]
is the corresponding Gibbs distribution for the visible units.
The proof that (13) is a variational bound proceeds in two steps. First, we note that for any probability
distribution αh
Tr
[
ρ log
(
N∑
h=1
e−
∑
k Eh,kθkvk
)]
= Tr
[
ρ log
(
N∑
h=1
αh
e−
∑
k Eh,kθkvk/αh∑
h′ αh′
)]
(14)
We then apply Jensen’s inequality and minimize the result over all αh. This not only verifies that
S˜(ρ|H) ≥ S(ρ|H) but also yields a variational bound. The details of the proof can be found in
eq. 39 in section 4.4.1 of the supplemental material.
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Using the above assumptions we can obtain the gradient of the variational upper bound of the rela-
tive entropy which is derived in the section 4.4.2 of the supplemental material and summarized in
lemma 3.
Lemma 3. Assume that the Hamiltonian H of the quantum Boltzmann machine takes the form
described in eq. 10, where θk are the parameters which determine the interaction strength and
vk, hk are unitary operators. Furthermore, let hk |h〉 = Eh,k |h〉 be the eigenvalues of the hidden
subsystem, andEh(·) as given by Definition 1, i.e., the expectation value over the effective Boltzmann
distribution of the visible layer with H˜h :=
∑
k Eh,kθkvk. Then, the derivatives of S˜ with respect
to the parameters of the Boltzmann machine are given by
∂S˜(ρ|H)
∂θp
= Eh [Tr [ρEh,pvp]]− Tr
[
∂H
∂θp
e−H
Z
]
. (15)
Notably, if we consider no interactions between the visible and the hidden layer, then indeed the
gradient above reduces to the case of the visible Boltzmann machine, which was treated in [9],
resulting in the gradient
Tr
[
ρ∂θpH
]− Tr [e−H
Z
∂θpH
]
, (16)
under our assumption on the form ofH , ∂θpH = vp.
From Lemma 3, we know the form of the derivatives of the relative entropy w.r.t. any parameter θp
via Eq. 15. Note that we can easily evaluate the second term by preparing the Gibbs state σGibbs :=
e−H/Z and then evaluating the expectation value of the operator ∂θjH w.r.t. the Gibbs state, using
amplitude estimation for the Hadamard test [32]. This is a standard procedure and we describe it in
algorithm 4 in section 4.3 of the supplemental material.
The computational complexity of this procedure is easy to evaluate. If TGibbs is the query complexity
for the Gibbs state preparation, the query complexity of the whole algorithm including the phase
estimation step is then given by O(TGibbs/ǫ) for an ǫ-accurate estimate of phase estimation. Next,
we derive an algorithm to evaluate the first term, which requires a more involved process. For this,
note first that we can evaluate each term Tr [ρvk] independently from Eh [Eh,p], and individually
for all k ∈ [D], i.e., all D dimensions of the gradient. This can be done via the Hadamard test
for vk which we recapitulate in section 4.3 of the supplemental material, assuming vk is unitary.
More generally, for non-unitary vk we could evaluate this term using a linear combination of unitary
operations. Therefore, the remaining task is to evaluate the terms Eh [Eh,p] in (15), which reduces
to sampling elements according to the distribution {αh}, recalling that hp applied to the subsystem
has eigenvalues Eh,p. For this we need to be able to create a Gibbs distribution for the effective
Hamiltonian H˜h =
∑
k θkTr [ρvk]hk which contains only D terms and can hence be evaluated
efficiently as long as D is small, which we can generally assume to be true. In order to sample
according to the distribution {αh}, we first evaluate the factors θkTr [ρvk] in the sum over k via the
Hadamard test, and then use these in order to implement the Gibbs distribution exp (−H˜h)/Z˜ for
the Hamiltonian
H˜h =
∑
k
θkTr [ρvk]hk.
The algorithm is summarized in Algorithm 1.
The algorithm is build on three main subroutines. The first one is Gibbs state preparation, which
is a known routine which we recapitulate in Theorem 12 in the supplemental material. The two
remaining routines are the Hadamard test and amplitude estimation, both are well established quan-
tum algorithms. The Hadamard test, will allow us to estimate the probability of the outcome. This
is concretely given by
Pr(0) =
1
2
(1 + Re 〈ψ|Gibbs (hk ⊗ I) |ψ〉Gibbs) =
1
2
(
1 +
∑
h
e−EhEh,k
Z
)
, (18)
i.e., from Pr(0) we can easily infer the estimate of Eh [Eh,k] up to precision ǫ for all the k terms,
since the last part is equivalent to 12 (1 + Eh[Eh,k]). To speed up the time for the evaluation of
the probability Pr(0), we use amplitude estimation. We recapitulate this procedure in detail in the
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Algorithm 1 Variational gradient estimation - term 1
Input: An upper bound S˜(ρ|H) on the quantum relative entropy, density matrix ρ ∈ C2n×2n ,
and HamiltonianH ∈ C2n×2n .
Output: Estimate S of the gradient∇S˜ which fulfills Thm. 4.
1. Use Gibbs state preparation to create the Gibbs distribution for the effective Hamiltonian
H˜h =
∑
k θkTr [ρvk]hk with sparsity d.
2. Prepare a Hadamard test state, i.e., prepare an ancilla qubit in the |+〉-state and apply a
controlled-hk conditioned on the ancilla register, followed by a Hadamard gate, i.e.,
|φ〉 := 1
2
(|0〉 (|ψ〉Gibbs + (hk ⊗ I) |ψ〉Gibbs) + |1〉 (|ψ〉Gibbs − (hk ⊗ I) |ψ〉Gibbs)) (17)
where |ψ〉Gibbs :=
∑
h
e−Eh/2√
Z
|h〉A |φh〉B is the purified Gibbs state.
3. Perform amplitude estimation on the |0〉 state,we need to implement the amplitude estimation
with reflector P := −2 |0〉 〈0|+ I , and operatorG := (2 |φ〉 〈φ| − I) (P ⊗ I).
4. Measure now the phase estimation register which returns an ǫ˜-estimate of the probability
1
2 (1 + Eh[Eh,k]) of the Hadamard test to return 0
6. Repeat the procedure for all D terms and output the first term of∇S˜.
suppemental material in section 4.2. In this case, we let P := −2 |0〉 〈0|+I be the reflector, where I
is the identity which is just the Pauli z matrix up to a global phase, and letG := (2 |φ〉 〈φ| − I) (P ⊗
I), for |φ〉 being the state after the Hadamard test prior to the measurement. The operatorG has then
the eigenvalue µ± = ±e±i2θ , where 2θ = arcsin
√
Pr(0), and Pr(0) is the probability to measure
the ancilla qubit in the |0〉 state. Let now TGibbs be the query complexity for preparing the purified
Gibbs state (c.f. eq (51) in the supplemental material). We can then perform phase estimation with
precision ǫ for the operatorG requiringO(TGibbs/ǫ˜) queries to the oracle ofH .
In section 4.4.3 of the supplementalmaterial we analyse the runtime and error of the above algorithm.
The result is summarized in Theorem 4.
Theorem 4. Assume that the Hamiltonian H of the quantum Boltzmann machine takes the form
described in eq. 10, where θk are the parameters which determine the interaction strength and
vk, hk are unitary operators. Furthermore, let hk |h〉 = Eh,k |h〉 be the eigenvalues of the hidden
subsystem, andEh(·) as given by Definition 1, i.e., the expectation value over the effective Boltzmann
distribution of the visible layer with H˜h :=
∑
k Eh,kθkvk , and suppose that I  H˜h with bounded
spectral norm
∥∥∥H˜h(θ)∥∥∥ ≤ ‖θ‖1, and let H˜h be d-sparse. Then S ∈ RD can be computed for any
ǫ ∈ (0,max{1/3, 4maxh,p |Eh,p|}) such that∥∥∥S −∇S˜∥∥∥
max
≤ ǫ, (19)
with
O˜
(√
ξ
D ‖θ‖1 dn2
ǫ
)
, (20)
queries to the oracleOH andOρ with probability at least 2/3, where ‖θ‖1 is the sum of absolute val-
ues of the parameters of the Hamiltonian, ξ := max[N/z,Nh/zh], N = 2
n, Nh = 2
nh , and z, zh
are known lower bounds on the partition functions for the Gibbs state of H and H˜h respectively.
Theorem 4 shows that the computational complexity of estimating the gradient grows the closer we
get to a pure state, since for a pure state the inverse temperature β → ∞, and therefore the norm
‖H(θ)‖ → ∞, as the Hamiltonian is depending on the parameters, and hence the type of state we
describe. In such cases we typically would rely on alternative techniques. However, this cannot
be generically improved because otherwise we would be able to find minimum energy configura-
tions using a number of queries in o(
√
N), which would violate lower bounds for Grover’s search.
Therefore more precise statements of the complexity will require further restrictions on the classes
of problem Hamiltonians to avoid lower bounds imposed by Grover’s search and similar algorithms.
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Algorithm 2 Gradient estimation via series approximations
Input: Density matrices ρ ∈ C2n×2n and σv ∈ C2nv×2nv , precalculated parameters K,M and
Fourier-like series for the gradient as described in eq. 91.
Output: Estimate G of the gradient∇θTr [ρ log σv] with guarantees in Thm. 4.
1. Prepare the |+〉 ⊗ ρ state for the Hadamard test.
2. Conditionally on the first qubit apply sample based Hamiltonian simulation to ρ, i.e., for
U := e
ispim
2 σve
ipim′
2 σv(θj)e
i(1−s)pim
2 σv , apply |0〉 〈0| ⊗ I + |1〉 1⊗ U .
3. Apply another Hadamard gate to the first qubit.
4. Repeat the above procedure and measure the final state each time and return the averaged
output.
2.2 Gradient based training for general Hamiltonians
Our second scheme to train a quantum Boltzmann machine is general applicable and does not re-
quire a particular form of the Hamiltonian as was required for the first approach. We use higher
order divided difference estimates for the relative entropy error based on function approximation
schemes. For this we generate differentiation formulas by differentiating an interpolant. The idea
for this is straightforward: First we construct an interpolating polynomial from the data. Second, an
approximation of the derivative at any point is obtained by a direct differentiation of the interpolant.
Concretely we perform the following steps. We first approximate the logarithm via a Fourier-like
approximation, i.e., log σv → logK,M σv,where the subscriptsK,M indicate the level of truncation
similar to [33]. This will yield a Fourier-like series in terms of σv , i.e.,
∑
m cm exp (imπσv).
Next, we need to evaluate the gradient of the function Tr
[
∂
∂θρ logK,M (σv)
]
. Taking the derivative
yields many terms of the form ∫ 1
0
dse(ismπσv)
∂σv
∂θ
e(i(1−s)mπσv), (21)
as a result of the Duhamel’s formula for the derivative of exponentials of operators (c.f.,
Sec. 9 of the supplemental material). Each term in this expansion can furthermore be evalu-
ated separately via a sampling procedure, since the terms in Eq. 21 can be approximated by
Es
[
e(ismπσv) ∂σv∂θ e
(i(1−s)mπσv)]. Furthermore, since we only have a logarithmic number of terms,
we can combine the results of the individual terms via classical postprocessing once we have evalu-
ated the trace.
Now, we apply a divided difference scheme to approximate the gradient term ∂σv∂θ which results in
an interpolation polynomial Lµ,j of order l (for l being the number of points at which we evaluate
the function) in σv which we can efficiently evaluate.
However, evaluating these terms is still not trivial. The final step consists hence of implementing
a routine which allows us to evaluate these terms on a quantum device. In order to do so, we once
again make use of the Fourier series approach. This time we take the simple idea of aproximating
the density operator σv by the series of itself, i.e., σv ≈ F (σv) :=
∑
m′ cm′ exp (imπm
′σv), which
we can implement conveniently via sample based Hamiltonian simulation [34, 35].
Following these steps we obtain the expression in Eq. 91. The real part of
M1∑
m=−M1
M2∑
m′=−M2
icmc˜m′mπ
2
µ∑
j=0
L′µ,j(θ)Es∈[0,1]
[
Tr
[
ρe
ispim
2 σve
ipim′
2 σv(θj)e
i(1−s)pim
2 σv
]]
. (22)
then approximates ∂θTr [ρ log σv] with at most ǫ error, where L′µ,j is the derivative of the interpola-
tion polynomial which we obtain using divided differences, and {ci}i, {c˜j}j are coefficients of the
approximation polynomials, which can efficiently be evaluated classically. We can evaluate each
term in the sum separately and combine the results then via classical post-processing, i.e., by using
the quantum computer to evaluate terms containing the trace.
The main challenge for the algorithmic evaluation hence to compute the terms
Tr
[
ρe
ispim
2 σve
ipim′
2 σv(θj)e
i(1−s)pim
2 σv
]
. (23)
Evaluating this expression is done through Algorithm 2, relies on two established subroutines,
namely sample based Hamiltonian simulation [34, 35], and the Hadamard test. Note that the sample
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based Hamiltonian simulation approach introduces an additional ǫh-error in trace norm, which we
also need to take into account in the analysis. In section 4.5 of the supplemental material we derive
the following guarantees for Algorithm. 2.
Theorem 5. Let ρ, σv being two density matrices, ‖σv‖ < 1/π, and we have access to an oracle
OH that computes the locations of non-zero matrix elements in each row and their values for the
d-sparse HamiltonianH(θ) (as per [36]) and an oracle Oρ which returns copies of purified density
matrix of the data ρ, and ǫ ∈ (0, 1/6) an error parameter. With probability at least 2/3 we can
obtain an estimate G of the gradient w.r.t. θ ∈ RD of the relative entropy∇θTr [ρ log σv] such that
‖∇θTr [ρ logσv]− G‖max ≤ ǫ, (24)
with
O˜
(√
N
z
D ‖H(θ)‖ dµ5γ
ǫ3
)
, (25)
queries to OH and Oρ, where µ ∈ O(nh + log(1/ǫ)), ‖∂θσv‖ ≤ eγ , ‖σv‖ ≥ 2−nv for nv being the
number of visible units and nh being the number of hidden units, and
O˜ (poly (γ, nv, nh, log(1/ǫ)))
classical precomputation.
In order to obtain the bounds in Theorem 5 we decompose the total error into the errors that we incur
at each step of the approximation scheme,∣∣∂θTr [ρ log σv]− ∂θTr [ρ logsK1,M1 σ˜v]∣∣ ≤∑
i
σi(ρ) ·
∥∥∂θ[log σv − logsK1,M1 σ˜v]∥∥
≤
∑
i
σi(ρ) ·
(∥∥∂θ[log σv − logK1,M1 σv]∥∥
+
∥∥∂θ[logK1,M1 σv − logK1,M1 σ˜v]∥∥+ ∥∥∂θ[logK1,M1 σ˜v − logsK1,M1 σ˜v]∥∥) . (26)
Then bounding each term separately and adjusting the parameters to obtain an overall error of ǫ
allows us to obtain the above result. We are hence able to use this procedure to efficiently obtain
gradient estimates for a QBM with hidden units, while making minimal assumptions on the input
data.
3 Conclusion
Generative models play an important role in quantum computing as they yield concise models for
complex quantum states that have no known a priori structure. In this article, we solve an outstanding
problem in the field: the previous inability to train quantum generative models to minimize the
quantum relative entropy (the analogue of the KL-divergence) between the input training set and the
output quantum distribution for quantum devices with hidden units. The inability to handle hidden
units, for models such as the quantum Boltzmann machine, was a substantial drawback.
Our work showed, given an efficient subroutine for preparing Gibbs states and an efficient algo-
rithm for computing the matrix elements of the Hamiltonian, that one can efficiently train a quantum
Boltzmann machine. Specifically, we provide two quantum algorithms for training the devices. The
first assumes that the Hamiltonian terms acting on the Hidden units are mutually commuting and
relies on optimizing a variational bound on the relative entropy; whereas the second method is com-
pletely general and is based on quantum finite difference methods and Fourier techniques. In fact,
this approach is sufficiently general that similar ideas could be used to train models where the input
data density operator is not a thermal state. This would allow much more general, and therefore
potentially more powerful, models to be trained without necessitating Gibbs states preparation. We
observe that the first training method requires requires polynomially fewer queries in both the num-
ber of units and the error tolerance, making it much more practical but much less general.
A number of open problems remain. First, while we show upper bounds on the query complexity for
training Boltzmann machines lower bounds have not been demonstrated. Consequently, we do not
know whether linear scaling in ‖θ‖1 is optimal, as it is in Hamiltonian simulation. However, linear
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scaling in D is unlikely to be optimal because of recent results on quantum gradient descent which
only require O˜(
√
D) [37] complexity.
A related issue surrounding this work involves the complexity of performing the Gibbs state prepa-
ration. While the method we propose in the text scales as O˜(
√
N/Z) [38], other methods exist that
potentially yield better scaling in certain circumstances [39, 33]. Continuing to find better methods
for preparing Gibbs states will likely be a vital task to make the training of QBMs practical on near-
term quantum devices. While they do not come with theoretical bounds, recent heuristic approaches
that are inspired by ideas from quantum thermodynamics and other physical phenomena may be
useful to make the constant factors involved in the state preparation process palatable.
By including all these optimizations it is our hope that quantum Boltzmann machines may not be
just a theoretical tool that can one day be used to model quantum states but rather an experimental
tool that will be useful for modeling quantum or classical data sets in near term quantum hardware.
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4 Supplemental material
4.1 Mathematical preliminaries
While computing the gradient of the average log-likelihood is a straight forward task when training
ordinary Boltzmann machines, finding the gradient of the quantum relative entropy is much harder.
The reason for this is that in general [∂θH(θ), H(θ)] 6= 0. This means that the ordinary rules that
are commonly used in calculus for finding the derivative no longer hold. One important example
that we will use repeatedly is Duhamel’s formula:
∂θe
H(θ) =
∫ 1
0
dseH(θ)s∂θH(θ)e
H(θ)(1−s). (27)
This formula can be easily proven by expanding the operator exponential in a Trotter-Suzuki expan-
sion with r time-slices, differentiating the result and then taking the limit as r → ∞. However,
the relative complexity of this expression compared to what would be expected from the product
rule serves as an important reminder that computing the gradient is not a trivial exercise. A similar
formula also exists for the logarithm as shown in Appendix 4.
Similarly, because we are working with functions of matrices here we need to also work with a
notion of monotonicity. We will see that for some of our approximations to hold we will also need
to define a notion of concavity (in order to use Jensen’s inequality). These notions are defined below.
Definition 6 (Operator monoticity). A function f is operator monotone with respect to the semidef-
inite order if 0  A  B, for two symmetric positive definite operators implies, f(A)  f(B). A
function is operator concave w.r.t. the semidefinite order if cf(A)+(1−c)f(B)  f(cA+(1−c)B),
for all positive definite A,B and c ∈ [0, 1].
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We now derive or review some preliminary equations which we will need in order to obtain a useful
bound on the gradients in the main work.
Claim 7. Let A(θ) be a linear operator which depends linearly on the density matrix σ. Then
∂
∂θ
A(θ)−1 = −A−1 ∂σ
∂θ
A−1. (28)
Proof. The proof follows straight forward by using the identity I .
∂I
∂θ
= 0 =
∂
∂θ
AA−1 =
(
∂A
∂θ
)
A−1 +A
(
∂A−1
∂θ
)
.
Reordering the terms completes the proof. This can equally be proven using the Gateau derivative.
In the following we will furthermore rely on the following well-known inequality.
Lemma 8 (Von Neumann Trace Inequality). Let A ∈ Cn×n and B ∈ Cn×n with singular values
{σi(A)}ni=1 and {σi(B)}ni=1 respectively such that σi(·) ≤ σj(·) if i ≤ j. It then holds that
|Tr [AB]| ≤
n∑
i=1
σ(A)iσ(B)i. (29)
Note that from this we immediately obtain
|Tr [AB]| ≤
n∑
i=1
σ(A)iσ(B)i ≤ σmax(B)
∑
i
σ(A)i = ‖B‖
∑
i
σ(A)i. (30)
This is particularly useful if A is Hermitian and PSD, since this implies |Tr [AB]| ≤ ‖B‖Tr [A] for
Hermitian A.
Since we are dealing with operators, the common chain rule of differentiation does not hold gen-
erally. Indeed the chain rule is a special case if the derivative of the operator commutes with the
operator itself. Since we are encountering a term of the form log σ(θ), we can not assume that
[σ, σ′] = 0, where σ′ := σ(1) is the derivative w.r.t., θ. For this case we need the following identity
similarly to Duhamels formula in the derivation of the gradient for the purely-visible-units Boltz-
mann machine.
Lemma 9 (Derivative of matrix logarithm [40]).
d
dt
logA(t) =
1∫
0
[sA+ (1 − s)I]−1 dA
dt
[sA+ (1− s)I]−1. (31)
For completeness we here inlude a proof of the above identity.
Proof. We use the integral definition of the logarithm [41] for a complex, invertible, n × n matrix
A = A(t) with no real negative
logA = (A− I)
∫ 1
0
[s(A− I) + I]−1. (32)
From this we obtain the derivative
d
dt
logA =
dA
dt
∫ 1
0
ds[s(A− I) + I]−1 + (A− I)
∫ 1
0
ds
d
dt
[s(A− I) + I]−1.
Applying (28) to the second term on the right hand side yields
d
dt
logA =
dA
dt
∫ 1
0
ds[s(A− I) + I]−1 + (A− I)
∫ 1
0
ds[s(A− I) + I]−1sdA
dt
[s(A− I) + I]−1,
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Algorithm 3 Amplitude estimation
Input: Density matrix ρ, unitary operator U : C2
n → C2n , qubit registers |0〉 ⊗ |0〉⊗n.
Output: An ǫ˜ close estimate of Tr [Uρ].
1. Initialize two registers of appropriate sizes to the state |0〉A |0〉, where A is a unitary transfor-
mation which prepares the input state, i.e., |ψ〉 = A |0〉.
2. Apply the quantumFourier transformQFTN : |x〉 → 1√N
∑N−1
y=0 e
2πixy/N |y〉 for 0 ≤ x < N ,
to the first register.
3. Apply ΛN (Q) to the second register, i.e., let ΛN (U) : |j〉 |y〉 → |j〉 (U j |y〉) for 0 ≤ j < N ,
then we apply ΛN(Q) where Q := −AS0A†St is the Grover’s operator.
4. Apply QFT†N to the first register.
5. Return a˜ = sin2(π θ˜N ).
which can be rewritten as
d
dt
logA =
∫ 1
0
ds[s(A− I) + I][s(A− I) + I]−1 dA
dt
[s(A− I) + I]−1 (33)
+(A− I)
∫ 1
0
ds[s(A− I) + I]−1sdA
dt
[s(A− I) + I]−1, (34)
by adding the identity I = [s(A − I) + I][s(A − I) + I]−1 in the first integral and reordering
commuting terms (i.e., s). Notice that we can hence just substract the first two terms in the integral
which yields (9) as desired.
4.2 Amplitude estimation
In the following we describe the established amplitude estimation algorithm [42]:
Algorithm 3 describes the amplitude estimation algorithm. The output is an ǫ-close estimate of the
target amplitude. Note that in step (3), S0 changes the sign of the amplitude if and only if the state
is the zero state |0〉, and St is the sign-flip operator for the target state, i.e., if |x〉 is the desired
outcome, then St := I − 2 |x〉 〈x|.
The algorithm can be summarized as the unitary transformation(
(QFT† ⊗ I)ΛN (Q)(QFTN ⊗ I)
)
applied to the state |0〉A |0〉, followed by a measurement of the first register and classical post-
processing returns an estimate θ˜ of the amplitude of the desired outcome such that |θ − θ˜| ≤ ǫ with
probability at least 8/π2. The result is summarized in the following theorem, which states a slightly
more general version.
Theorem 10 (Amplitude Estimation [42]). For any positive integer k, the Amplitude Estimation
Algorithm returns an estimate a˜ (0 ≤ a˜ ≤ 1) such that
|a˜− a| ≤ 2πk
√
a(1− a)
N
+ k2
π2
N2
with probability at least 8π2 ≈ 0.81 for k = 1 and with probability greater than 1− 12(k−1) for k ≥ 2.
If a = 0 then a˜ = 0 with certainty, and and if a = 1 andN is even, then a˜ = 1 with certainty.
Notice that the amplitude θ can hence be recovered via the relation θ = arcsin
√
θa as described
above which incurs an ǫ-error for θ (c.f., Lemma 7, [42]).
4.3 The Hadamard test
Here we present an easy subroutine to evaluate the trace of products of unitary operators U with a
density matrix ρ, which is known as the Hadamard test.
Note that this procedure can easily be adapted to be used for ρ being some Gibbs distribution. We
then would use a Gibbs state preparation routine in step (2). For example for the evaluation of the
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Algorithm 4 Variational gradient estimation - term 2
Input: Density matrix ρ, unitary operator U : C2
n → C2n , qubit registers |0〉 ⊗ |0〉⊗n.
Output: An ǫ˜ close estimate of Tr [Uρ].
1. Prepare the first qubits |+〉 state and initialize the second register to 0.
2. Use an appropriate subroutine to prepare the density matrix ρ on the second register to obtain
the state |+〉 〈+| ⊗ ρ.
3. Apply a controlled operation |0〉 〈0| ⊗ I2n + |1〉 〈1| ⊗ U , followed by a Hadamard gate.
4. Perform amplitude estimation on the |0〉 state, via the reflector P := −2 |0〉 〈0| + I , and
operatorG := (2ρ− I) (P ⊗ I).
5. Measure now the phase estimation register which returns an ǫ˜-estimate of the probability
1
2 (1 + Re [Tr [Uρ]]) of the Hadamard test to return 0.
6. Repeat the procedure for an additional controled application of exp(iπ/2) in step (3) to recover
also the imaginary part of the result.
7. Return the real and imaginary part of the probability estimates.
gradient of the variational bound, we require this subroutine to evaluate U = ∂θH for ρ being the
Gibbs distribution corresponding to the HamiltonianH .
4.4 Deferred proofs
First for convenience, we formally define quantum Boltzmann machines below.
Definition 11. A quantum Boltzmann machine to be a quantum mechanical system that acts on
a tensor product of Hilbert spaces Hv ⊗ Hh ∈ C2n that correspond to the visible and hidden
subsystems of the Boltzmann machine. It further has a Hamiltonian of the form H ∈ C2n×2n
such that ‖H − diag(H)‖ > 0. The quantum Boltzmann machine takes these parameters and then
outputs a state of the form Trh
(
e−H
Tr(e−H )
)
.
Given this definition, we are then able to discuss the gradient of the relative entropy between the
output of a quantum Boltzmann machines and the input data that it is trained with.
4.4.1 Derivation of the variational bound
Proof of Lemma 2. Recall that we assume that the HamiltonianH takes the form
H :=
∑
k
θkvk ⊗ hk,
where vk and hk are operators acting on the visible and hidden units respectively and we can assume
hk = dk to be diagonal in the chosen basis. Under the assumption that [hi, hj ] = 0, ∀i, j, c.f. the
assumptions in (9), there exists a basis {|h〉} for the hidden subspace such that hk |h〉 = Eh,k |h〉.
With these assumptions we can hence reformulate the logarithm as
logTrh
[
e−H
]
= log
∑
v,v′,h
〈v, h| e−
∑
k θkvk⊗hk |v′, h〉 |v〉 〈v′|
 (35)
= log
∑
v,v′,h
〈v| e−
∑
k Eh,kθkvk |v′〉 |v〉 〈v′|
 (36)
= log
(∑
h
e−
∑
k Eh,kθkvk
)
, (37)
where it is important to note that vk are operators and we hence just used the matrix representation
of these in the last step. In order to further simplify this expression, first note that each term in the
sum is a positive semi-definite operator. In particularly, note that the matrix logarithm is operator
concave and operator monotone, and hence by Jensen’s inequality, for any sequence of non-negative
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number {αi} :
∑
i αi = 1 we have that
log
(∑N
i=1 αiUi∑
j αj
)
≥
∑N
i=1 αi log (Ui)∑
j αj
.
and since we are optimizingTr [ρ log ρ]−Tr [ρ logσv] we hence obtain for arbitrary choice of {αi}i
under the above constraints,
Tr
[
ρ log
(
N∑
h=1
e−
∑
k Eh,kθkvk
)]
= Tr
[
ρ log
(
N∑
h=1
αh
e−
∑
k Eh,kθkvk/αh∑
h′ αh′
)]
≥ −Tr
[
ρ
∑
h αh
∑
k Eh,kθkvk +
∑
h αh logαh∑
h′ αh′
]
. (38)
Hence, the variational bound on the objective function for any {αi}i is
Oρ(H) =Tr [ρ log ρ]− Tr [ρ log σv]
≤ Tr [ρ log ρ] + Tr
[
ρ
∑
h αh
∑
k Eh,kθkvk +
∑
h αh logαh∑
h′ αh′
]
+ logZ =: S˜ (39)
4.4.2 Gradient estimation
For the following result we will rely on a variational bound in order to train the quantum Boltzmann
machine weights for a HamiltonianH of the form given in (10). We begin by proving Lemma 3 in
the main work, which will give us an upper bound for the gradient of the relative entropy.
Proof of Lemma 3. We first derive the gradient of the normalization term (Z) in the relative entropy,
which can be trivially evaluated using Duhamels formula to obtain
∂
∂θp
logTr
[
e−H
]
= −Tr
[
∂H
∂θp
e−H
Z
]
= −Tr [σ∂θpH] .
Note that we can easily evaluate this term by first preparing the Gibbs state σGibbs := e
−H/Z and
then evaluating the expectation value of the operator ∂θpH w.r.t. the Gibbs state, using amplitude
estimation for the Hadamard test. If TGibbs is the query complexity for the Gibbs state preparation,
the query complexity of the whole algorithm including the phase estimation step is then given by
O(TGibbs/ǫ˜) for an ǫ˜-accurate estimate of phase estimation. Taking into account the desired accuracy
and the error propagation will hence straight forward give the computational complexity to evaluate
this part.
We now proceed with the gradient evaluations for the model term. Using the variational bound on
the objective function for any {αi}i, given in eq. 39, we obtain the gradient
∂S˜
∂θp
= −Tr
[
∂H
∂θp
e−H
Z
]
+Tr
[
∂
∂θp
ρ
∑
h
αh
∑
k
Eh,kθkvk
]
+
∂
∂θp
∑
h
αh logαh (40)
= −Tr
[
∂H
∂θp
e−H
Z
]
+
∂
∂θp
(∑
h
αhTr
[
ρ
∑
k
Eh,kθkvk
]
+
∑
h
αh logαh
)
(41)
where the first term results from the partition sum. The latter term can be seen as a new effective
Hamiltonian, while the latter term is the entropy. The latter term hence resembles the free energy
F (h) = E(h) − TS(h), where E(h) is the mean energy of the effective system with energies
E(h) := Tr [ρ
∑
k Eh,kθkvk], T the temperature and S(h) the Shannon entropy of the αh distri-
bution. We now want to choose these αh terms to minimize this variational upper bound. It is
well-established in statistical physics, see for example [43], that the distribution which maximizes
the free energy is the Boltzmann (or Gibbs) distribution, i.e.,
αh =
e−Tr[ρH˜h]∑
h e
−Tr[ρH˜h]
,
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where H˜h :=
∑
k Eh,kθkvk is a new effective Hamiltonian on the visible units, and the {αi} are
given by the corresponding Gibbs distribution for the visible units.
Therefore, our gradients can be taken with respect to this distribution and the bound above, where
Tr
[
ρH˜h
]
is the mean energy of the the effective visible system w.r.t. the data-distribution. For the
derivative of the energy term we obtain
∂
∂θp
∑
h
αhTr
[
ρ
∑
k
Eh,kθkvk
]
= (42)
=
∑
h
(
αh (Eh′ [Tr [ρEh′,pvp]]− Tr [ρEh,pvp]) Tr
[
ρH˜h
]
+ αhTr [ρEh,pvp]
)
(43)
= Eh
[
(Eh′ [Tr [ρEh′,pvp]]− Tr [ρEh,pvp]) Tr
[
ρH˜h
]
+Tr [ρEh,pvp]
]
, (44)
while the entropy term yields
∂
∂θp
∑
h
αh logαh =
∑
h
αh
(
[Tr [ρEh,pvp]− Eh′ [Tr [ρEh′,pvp]]] Tr
[
ρH˜h
]
− Tr [ρEh,pvp]
)
+
∑
h
αh (Tr [ρEh,p]− Eh′ [Tr [ρEh′,pvp]]) log Tr
[
e−H˜h
]
+ Eh′ [Tr [ρEh′,pvp]] . (45)
This can be further simplified to∑
h
αh (Tr [ρEh,pvp]− Eh′ [Tr [ρEh′,pvp]]) Tr
[
ρH˜h
]
(46)
=Eh
[
(Tr [ρEh,pvp]− Eh′ [Tr [ρEh′,pvp]]) Tr
[
ρH˜h
]]
. (47)
Te resulting gradient for the variational bound for the visible terms is hence given by
∂S˜
∂θp
= Eh [Tr [ρEh,pvp]]− Tr
[
∂H
∂θp
e−H
Z
]
(48)
Notably, if we consider no interactions between the visible and the hidden layer, then indeed the
gradient above reduces recovers the gradient for the visible Boltzmann machine, which was treated
in [9], resulting in the gradient
Tr
[
ρ∂θpH
]− Tr [e−H
Z
∂θpH
]
,
under our assumption on the form ofH , ∂θpH = vp.
4.4.3 Operationalizing the gradient based training
From Lemma 3, we know that the derivative of the relative entropy w.r.t. any parameter θp can be
stated as
∂S˜
∂θp
= Eh [Eh,p] Tr [ρvp]− Tr
[
∂H
∂θp
e−H
Z
]
. (49)
Since evaluating the latter part is, as mentioned above, straight forward, we give here an algorithm
for evaluating the first part.
Now note that we can evaluate each termTr [ρvk] individually for all k ∈ [D], i.e., allD dimensions
of the gradient via the Hadamard test for vk, assuming vk is unitary. More generally, for non-unitary
vk we could evaluate this term using a linear combination of unitary operations. Therefore, the
remaining task is to evaluate the terms Eh [Eh,p] in (49), which reduces to sampling according to
the distribution {αh}.
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For this we need to be able to create a Gibbs distribution for the effective Hamiltonian H˜h =∑
k θkTr [ρvk]hk which contains onlyD terms and can hence be evaluated efficiently as long as D
is small, which we can generally assume to be true. In order to sample according to the distribution
{αh}, we first evaluate the factors θkTr [ρvk] in the sum over k via the Hadamard test, and then use
these in order to implement the Gibbs distribution exp (−H˜h)/Z˜ for the Hamiltonian
H˜h =
∑
k
θkTr [ρvk]hk.
In order to do so, we adapt the results of [33] in order to prepare the corresponding Gibbs state
(although alternative methods can also be used [44, 38, 39]).
Theorem 12 (Gibbs state preparation [33]). Suppose that I  H and we are given K ∈ R+ such
that ‖H‖ ≤ 2K , and let H ∈ CN×N be a d-sparse Hamiltonian, and we know a lower bound
z ≤ Z = Tr [e−H]. If ǫ ∈ (0, 1/3), then we can prepare a purified Gibbs state |γ〉AB such that∥∥∥∥TrB [|γ〉 〈γ|AB]− e−HZ
∥∥∥∥ ≤ ǫ (50)
using
O˜
(√
N
z
Kd log
(
K
ǫ
)
log
(
1
ǫ
))
(51)
queries, and
O˜
(√
N
z
Kd log
(
K
ǫ
)
log
(
1
ǫ
)[
log(N) + log5/2
(
K
ǫ
)])
(52)
gates.
Note that by using the above algorithm with H˜sim/2, the preparation of the purified Gibbs state will
leave us in the state
|ψ〉Gibbs :=
∑
h
e−Eh/2√
Z
|h〉A |φh〉B , (53)
where |φj〉B are mutually orthogonal trash states, which can typically be chosen to be |h〉, i.e., a
copy of the first register, which is irrelevant for our computation, and |h〉A are the eigenstates of H˜ .
Tracing out the second register will hence leave us in the corresponding Gibbs state
σh :=
∑
h
e−Eh
Z
|h〉 〈h|A ,
and we can hence now use the Hadamard test with input hk and σh, i.e., the operators on the hidden
units and the Gibbs state, and estimate the expectation value Eh [Eh,k]. We provide such a method
below.
Proof of Theorem 4. Conceptually, we perform the following steps, starting with Gibbs state prepa-
ration followed by a Hadamard test coupled with amplitude estimation to obtain estimates of the
probability of a 0 measurement. The proof follows straight from the algorithm described in 1.
From this we see that the runtime constitutes the query complexity of preparing the Gibbs state
T VGibbs = O˜
(√
2n
Z
‖H(θ)‖ d
ǫ
log
(‖H(θ)‖
ǫ˜
)
log
(
1
ǫ˜
))
,
where 2n is the dimension of the Hamiltonian, as given in Theorem 4 and combining it with the query
complexity of the amplitude estimation procedure, i.e., 1/ǫ. However, in order to obtain a final error
of ǫ, we will also need to account for the error in the Gibbs state preparation. For this, note that we es-
timate terms of the form TrAB
[
〈ψ|Gibbs (hk ⊗ I) |ψ〉VGibbs
]
= TrAB
[
(hk ⊗ I) |ψ〉VGibbs 〈ψ|VGibbs
]
.
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We can hence estimate the error w.r.t. the true Gibbs state σGibbs as
TrAB
[
(hk ⊗ I) |ψ〉VGibbs 〈ψ|VGibbs
]
− TrA [hkσGibbs]
= TrA
[
hkTrB
[
|ψ〉VGibbs 〈ψ|VGibbs
]
− hkσGibbs
]
≤
∑
i
σi(hk)
∥∥∥TrB [|ψ〉VGibbs 〈ψ|VGibbs]− σGibbs∥∥∥
≤ ǫ˜
∑
i
σi(hk). (54)
For the final error being less then ǫ, the precision we use in the phase estimation procedure, we hence
need to set ǫ˜ = ǫ/(2
∑
i σi(hk)) ≤ 2−n−1ǫ, reminding that hk is unitary, and similarly precision
ǫ/2 for the amplitude estimation, which yields the query complexity of
O
(√
Nh
zh
‖H(θ)‖ d
ǫ
(
n2 + n log
(‖H(θ)‖
ǫ
)
+ n log
(
1
ǫ
)
+ log
(‖H(θ)‖
ǫ
)
log
(
1
ǫ
)))
,
∈ O˜
(√
Nh
zh
(
n2‖θ‖1d
ǫ
))
. (55)
where we denote with A the hidden subsystem with dimensionality 2nh ≤ 2N , on which we want
to prepare the Gibbs state and with B the subsystem for the trash state.
Similarly, for the evaluation of the second part in (49) requires the Gibbs state preparation for H ,
the Hadamard test and phase estimation. Similar as above we meed to take into account the error.
Letting the purified version of the Gibbs state for H be given by |ψ〉Gibbs, which we obtain using
Theorem 12, and σGibbs be the perfect state, then the error is given by
TrAB [(vk ⊗ hk ⊗ I) |ψ〉Gibbs 〈ψ|Gibbs]− TrA [(vk ⊗ hk)σGibbs]
= TrA
[
(vk ⊗ hk)TrB
[
|ψ〉VGibbs 〈ψ|VGibbs
]
− (vk ⊗ hk)σGibbs
]
≤
∑
i
σi(vk ⊗ hk)
∥∥∥TrB [|ψ〉VGibbs 〈ψ|VGibbs]− hkσGibbs∥∥∥
≤ ǫ˜
∑
i
σi(vk ⊗ hk), (56)
where in this case A is the subsystem of the visible and hidden subspace andB the trash system. We
hence upper bound the error similar as above and introducing ξ := max[N/z,Nh/zh] we can find a
uniform bound on the query complexity for evaluating a single entry of theD-dimensional gradient
is in
O˜
(√
ζ
(
n2‖θ‖1d
ǫ
))
,
thus we attain the claimed query complexity by repeating this procedure for each of the D compo-
nents of the estimated gradient vector S.
Note that we also need to evaluate the termsTr [ρvk] to precision ǫˆ ≤ ǫ, which though only incurs an
additive cost of D/ǫ to the total query complexity, since this step is required to be performed once.
Note that |Eh(hp)| ≤ 1 because hp is assumed to be unitary. To complete the proof we only need to
take the success probability of the amplitude estimation process into account. For completeness we
state the algorithm in the appendix and here refer only to Theorem 10, from which we have that the
procedure succeeds with probability at least 8/π2. In order to have a failure probability of the final
algorithm of less than 1/3, we need to repeat the procedure for all d dimensions of the gradient and
take the median. We can bound the number of repetitions in the following way.
Let nf be the number of instances of the gradient estimate such that the error is larger than ǫ and ns
be the number of instances with an error ≤ ǫ for one dimension of the gradient, and the result that
we take is the median of the estimates, where we take n = ns + nf samples. The algorithm gives a
wrong answer for each dimension if ns ≤
⌊
n
2
⌋
, since then the median is a sample such that the error
is not bound by ǫ. Let p = 8/π2 be the success probability to draw a positive sample, as is the case
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of the amplitude estimation procedure. Since each instance of the phase estimation algorithm will
independently return an estimate, the total failure probability is given by the union bound, i.e.,
Prfail ≤ D · Pr
[
ns ≤
⌊n
2
⌋]
≤ D · e− n2p (p− 12 )
2
≤ 1
3
, (57)
which follows from the Chernoff inequality for a binomial variable with p > 1/2, which is given
in our case. Therefore, by taking n ≥ 2p(p−1/2)2 log(3D) = 16(8−π2/2)2 log(3D) = O(log(3D)), we
achieve a total failure probability of at most 1/3.
This is sufficient to demonstrate the validity of the algorithm if
Tr
[
ρH˜h
]
(58)
is known exactly. This is difficult to do because the probability distribution αh is not usually known
apriori. As a result, we assume that the distribution will be learned empirically and to do so we will
need to draw samples from the purified Gibbs states used as input. This sampling procedure will
incur errors. To take such errors into account assume that we can obtain estimates Th of 58 with
precision δt, i.e., ∣∣∣Th − Tr [ρH˜h]∣∣∣ ≤ δt. (59)
Under this assumption we can now bound the distance |αh− α˜h| in the following way. Observe that
|αh − α˜h| =
∣∣∣∣∣ e−Tr[ρH˜h]∑
h e
−Tr[ρH˜h]
− Th∑
h Th
∣∣∣∣∣
≤
∣∣∣∣∣ e−Tr[ρH˜h]∑
h e
−Tr[ρH˜h]
− Th∑
h e
−Tr[ρH˜h]
∣∣∣∣∣+
∣∣∣∣∣ Th∑
h e
−Tr[ρH˜h]
− Th∑
h Th
∣∣∣∣∣ , (60)
and we hence need to bound the following two quantities in order to bound the error. First, we need
a bound on ∣∣∣e−Tr[ρH˜h] − e−Th ∣∣∣ . (61)
For this, let f(s) := Th (1− s) + Tr
[
ρH˜h
]
s, such that eq. 61 can be rewritten as∣∣∣e−f(1) − e−f(0)∣∣∣ = ∣∣∣∣∫ 1
0
d
ds
e−f(s)ds
∣∣∣∣
=
∣∣∣∣∫ 1
0
f˙(s)e−f(s)ds
∣∣∣∣
=
∣∣∣∣∫ 1
0
(
Tr
[
ρH˜h
]
− Th
)
e−f(s)ds
∣∣∣∣
≤ δe−mins f(s)
≤ δe−Tr[ρHh]+δ (62)
and assuming δ ≤ log(2), this reduces to∣∣∣e−f(1) − e−f(0)∣∣∣ ≤ 2δe−Tr[ρH˜h]. (63)
Second, we need the fact that∣∣∣∣∣∑
h
e−Tr[ρH˜h] −
∑
h
Th
∣∣∣∣∣ ≤ 2δ∑
h
e−Tr[ρH˜h]. (64)
Using this, eq. 60 can be upper bound by
2δe−Tr[ρH˜h]∑
h e
−Tr[ρH˜h]
+ |Th|
∣∣∣∣∣ 1∑
h e
−Tr[ρH˜h]
− 1
(1− 2δ)∑h e−Tr[ρH˜h]
∣∣∣∣∣
≤ 2δe
−Tr[ρH˜h]∑
h e
−Tr[ρH˜h]
+
4δ|Th|∑
h e
−Tr[ρH˜h]
, (65)
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where we used that δ ≤ 1/4. Note that
4δ|Th| ≤ 4δ
(
e−Tr[ρH˜h] + 2δe−Tr[ρH˜h]
)
= e−Tr[ρH˜h]
(
4δ + 8δ2
)
≤ e−Tr[ρH˜h](4δ + 2δ)
≤ 6δe−Tr[ρH˜h], (66)
which leads to a final error of
|αh − α˜h| ≤ 8δ e
−Tr[ρH˜h]∑
h e
−Tr[ρH˜h]
. (67)
With this we can now bound the error in the expectation w.r.t. the faulty distribution for some
function f(h) to be ∣∣∣Eh(f(h))− E˜h(f(h))∣∣∣ ≤ 8δ∑
h
f(h)e−Tr[ρH˜h]∑
h e
−Tr[ρH˜h]
≤ 8δmax
h
f(h). (68)
We can hence use this in order to estimate the error introduced in the first term of eq. 49 through
errors in the distribution {αh} as∣∣∣Eh[Eh,p]Tr [ρvp]− E˜[Eh,pTr [ρvp]]∣∣∣ ≤ 8δmax
h
|Eh,pTr [ρvp]|
≤ 8δmax
h,p
|Eh,p|, (69)
where we used in the last step the unitarity of vk and the Von-Neumann trace inequality. For an final
error of ǫ, we hence choose δt = ǫ/[16maxh,p |Eh,p|] to ensure that this sampling error incurrs at
most half the error budget of ǫ. Thus we ensure δ ≤ 1/4 if ǫ ≤ 4maxh,p |Eh,p|.
We can improve the query complexity of estimating the above expectation by values by using am-
plitude amplification, sice we obtain the measurement via a Hadamard test. For this case we require
only O(maxh,p |Eh,p|/ǫ) samples in order to achieve the desired accuracy from the sampling. Not-
ing that we might not be able to even access H˜h without any error, we can deduce that the error of
the individual terms of H˜h for an ǫ-error in the final estimate must be bounded by δtv ‖θ‖1, where
with abuse of notation, δt now denotes the error in the estimates of Eh,k. Even taking this into
account, the evaluation of this contribution is however dominated by the second term, and hence can
be neglected in the analysis.
4.4.4 Approach 2: Training With Higher Order Divided Differences And Function
Approximations
In this section we develop a scheme to train a quantum Boltzmann machine using divided difference
estimates for the relative entropy error. generate differentiation formulas by differentiating an in-
terpolant. The idea for this is straightforward: First we construct an interpolating polynomial from
the data. Second, an approximation of the derivative at tany point can be then obtained by a direct
differentiation of the interpolant. We assume in the following that we can simulate and evaluate
Tr [ρ log σv]. As this is generally non-trivial, and the error is typically large, we propose in the
next section a different more specialised approach which, however, still allows us to train arbitrary
models with the relative entropy objective.
In order to proof the error of the gradient estimation via interpolation, we first need to establish error
bounds on the interpolating polynomial which can be obtained via the remainder of the Lagrange
interpolation polynomial. The gradient error for our objective can then be obtained by as a combina-
tion of this error with a bound on the n+1-st order derivative of the objective. We start by bounding
the error in the polynomial approximation.
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Lemma 13. Let f(θ) be the n + 1 times differentiable function for which we want to approx-
imate the gradient and let pn(θ) be the degree n Lagrange interpolation polynomial for points
{θ1, θ2, . . . , θk, . . . , θn}. The gradient evaluated at point θk is then given by the interpolation poly-
nomial
∂p(θk)
∂θ
=
n∑
j=0
f(θj)L′n,j(θk), (70)
where L′n,j is the derivative of the Lagrange interpolation polynomials Lµ,j(θ) :=
∏µ
k=0
k 6=j
θ−θk
θj−θk ,
and the error is given by
∣∣∣∣∂f(θk)∂θ − ∂pn(θk)∂θ
∣∣∣∣ ≤ 1(n+ 1)!
∣∣∣∣∣∣∣∣f
(n+1)(ξ(θk))
n∏
j=0
j 6=k
(θj − θk)
∣∣∣∣∣∣∣∣ , (71)
where ξ(θk) is a constant depending on the point θk at which we evaluated the gradient, and f
(i)
denotes the i-th derivative of f .
Note that θ is a point within the set of points at which we evaluate.
Proof. Recall that the error for the degree n Lagrange interpolation polynomial is given by
f(θ)− pn(θ) ≤ 1
(n+ 1)!
f (n+1)(ξθ)w(θ), (72)
where w(θ) :=
n∏
j=1
(θ − θj). We want to estimate the gradient of this, and hence need to evaluate
∂f(θ)
∂θ
− ∂pn(θ)
∂θ
≤ lim
∆→0
(
1
(n+1)!f
(n+1)(ξθ+∆)w(θ +∆)− 1(n+1)!f (n+1)(ξθ)w(θ)
∆
)
. (73)
Now, since we do not necessarily want to estimate the gradient at an arbitrary point θ but indeed
have the freedom to choose the point, we can set θ to be one of the points at which we evaluate the
function f(θ), i.e., θ ∈ {θi}ni=1. Let this choice be given by θk, arbitrarily chosen. Then we see that
the latter term vanishes since w(θk) = 0. Therefore we have
∂f(θk)
∂θ
− ∂pn(θk)
∂θ
≤ lim
∆→0
(
1
(n+1)!f
(n+1)(ξθk+∆)w(θk +∆)
∆
)
, (74)
and noting that w(θk) contains one term (θk +∆− θk) = ∆ achieves the claimed result.
We will perform a number of approximation steps in order to obtain a form which can be simulated
on a quantum computer more efficiently, and only then resolve to divided differences at this “lower
level". In detail we will perform the following steps. As described in the body of the paper, we
perform the following steps in order to obtain the gradient.
1. Approximate the logarithm via a Fourier-like approximation
log σv → logK,M σv, (75)
which yields a Fourier-like series
∑
m cm exp (imπσv).
2. Evaluate the gradient of Tr
[
∂
∂θρ logK,M (σv)
]
, yielding terms of the form∫ 1
0
dse(ismπσv)
∂σv
∂θ
e(i(1−s)mπσv). (76)
3. Each term in this expansion can be evaluated separately via a sampling procedure, i.e.,∫ 1
0
dse(ismπσv)
∂σv
∂θ
e(i(1−s)mπσv) ≈ Es
[
e(ismπσv)
∂σv
∂θ
e(i(1−s)mπσv)
]
. (77)
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4. Apply a divided difference scheme to approximate the gradient ∂σv∂θ .
5. Use the Fourier series approach to aproximate the density operator σv by the series of itself,
i.e., σv ≈ F (σv) :=
∑
m′ cm′ exp (imπm
′σv).
6. Evaluate these terms conveniently via sample based Hamiltonian simulation and the
Hadamard test.
In the following we will give concrete bounds on the error introduced by the approximations and
details of the implementation. The final result is then stated in Theorem 5. We first bound the error
in the approximation of the logarithm and then use Lemma 37 of [33] to obtain a Fouries series
approximation which is close to log(z). The Taylor series of
log(x) =
∞∑
k=1
(−1)k+1 (x − 1)
k
k
=
K1∑
k=1
(−1)k+1 (x− 1)
k
k
+RK1+1(x− 1),
for x ∈ (0, 1) and where RK+1(z) = f
K1+1(c)
K! (z − c)K1z is the Cauchy remainder of the Taylor
series, for−1 < z < 0. The error can hence be bounded as
|RK1+1(z)| =
∣∣∣∣(−1)K1 zK1+1(1 − α)K1(1 + αz)K1+1
∣∣∣∣ ,
where we evaluated the derivatives of the logarithm and 0 ≤ α ≤ 1 is a parameter. Using that
1 + αz ≥ 1 + z (since z ≤ 0) and hence 0 ≤ 1−α1+αz ≤ 1, we obtain the error bound
|RK1+1(z)| ≤
|z|K1+1
1 + z
(78)
Reversing to the variable x the error bound for the Taylor series, and assuming that 0 < δl < z and
0 < |1 − z| ≤ δu < 1, which is justified if we are dealing with sufficiently mixed states, then the
approximation error is given by
|RK1+1(z)| ≤
(δl)
K1+1
δu
!≤ ǫ1. (79)
Hence in order to achieve the desired error ǫ1 we need
K1 ≥
log
(
(ǫ1δu)
−1)
log ((δl)−1)
.
We hence can choseK1 such that the error in the approximation of the Taylor series is ≤ ǫ1/4. This
implies we can make use of Lemma 37 of [33], and therefore obtain a Fourier series approximation
for the logarithm. We will restate this Lemma here for completeness:
Lemma 14 (Lemma 37, [33]). Let f : R → C and δ, ǫ ∈ (0, 1), and T (f) := ∑Kk=0 akxk be a
polynomial such that |f(x)− T (f)| ≤ ǫ/4 for all x ∈ [−1 + δ, 1− δ]. Then ∃c ∈ C2M+1 :∣∣∣∣∣f(x)−
M∑
m=−M
cme
ipim
2 x
∣∣∣∣∣ ≤ ǫ (80)
for all x ∈ [−1 + δ, 1 − δ], where M = max
(
2
⌈
ln
(
4‖a‖1
ǫ
)
1
δ
⌉
, 0
)
and ‖c‖1 ≤ ‖a‖1. Moreover,
c can be efficiently calculated on a classical computer in time poly(K,M, log(1/ǫ)).
In order to apply this lemma to our case, we restrict the approximation rate to the range (δl, δu),
where 0 < δl ≤ δu < 1. Therefore we obtain over this range a approximation of the following form.
Corollary 15. Let f : R → C be defined as f(x) = log(x), δ, ǫ1 ∈ (0, 1), and logK(1 − x) :=∑K1
k=1
(−1)k−1
k x
k such that ak :=
(−1)k−1
k and ‖a‖1 =
∑K1
k=1
1
k withK1 ≥
log(4(ǫ1δu1 )−1)
log((δl)−1)
such that
|log(x) − logK(x)| ≤ ǫ1/4 for all x ∈ [δl, δu]. Then ∃c ∈ C2M+1 :∣∣∣∣∣f(x)−
M1∑
m=−M1
cme
ipim
2
x
∣∣∣∣∣ ≤ ǫ1 (81)
for all x ∈ [δl, δu], where M1 = max
(
2
⌈
ln
(
4‖a‖1
ǫ1
)
1
1−δu
⌉
, 0
)
and ‖c‖1 ≤ ‖a‖1. Moreover, c
can be efficiently calculated on a classical computer in time poly(K1,M1, log(1/ǫ1)).
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Proof. The proof follows straight forward by combining Lemma 14 with the approximation of the
logarithm and the range over which we want to approximate the function.
In the following we denote with logK,M (x) :=
∑M1
m=−M1 cme
ipim
2 x, where we keep theK-subscript
to denote that classical computation of this approximation is poly(K)-dependent. We can now
express the gradient of the objective via this approximation as
Tr
[
∂
∂θ
ρ logK,M σv
]
≈
M1∑
m=−M1
icmmπ
2
∫ 1
0
ds Tr
[
ρe
ispim
2 σv
∂σv
∂θ
e
i(1−s)pim
2 σv
]
. (82)
where we can evaluate each term in the sum individually and then classically post process the results,
i.e., sum these up. In particular the latter can be evaluated as the expectation value over s, i.e.,∫ 1
0
ds Tr
[
ρe
ispim
2 σv
∂σv
∂θ
e
i(1−s)pim
2 σv
]
= Es∈[0,1]
[
Tr
[
ρe
ispim
2 σv
∂σv
∂θ
e
i(1−s)pim
2 σv
]]
, (83)
which we can evaluate separately on a quantum device. In the following we hence need to device a
method to evaluate this expectation value.
First, we will expand the gradient using a divided difference formula such that ∂σv∂θ is approximated
by the Lagrange interpolation polynomial of degree µ− 1, i.e.,
∂σv
∂θ
(θ) ≈
µ∑
j=0
σv(θj)L′µ,j(θ),
where
Lµ,j(θ) :=
µ∏
k=0
k 6=j
θ − θk
θj − θk .
Note that the order µ is free to chose, and will guarantee a different error in the solution of the
gradient estimate as described prior in Lemma 13. Using this in the gradient estimation, we obtain
a polynomial of the form (evaluated at θj , i.e., the chosen points)
M1∑
m=−M1
icmmπ
2
µ∑
j=0
L′µ,j(θj)Es∈[0,1]
[
Tr
[
ρe
ispim
2 σvσv(θj)e
i(1−s)pim
2 σv
]]
, (84)
where each term again can be evaluated separately, and efficiently combined via classical post pro-
cessing. Note that the error in the Lagrange interpolation polynomial decreases exponentially fast,
and therefore the number of terms we use is sufficiently small to do so. Next, we need to deploy
a method to evaluate the above expressions. In order to do so, we implement σv as a Fourier se-
ries of itself, i.e., σv = arcsin(sin(σvπ/2)/(π/2)), which we will then approximate similar to the
approach taken in Lemma 14. With this we obtain the following result.
Lemma 16. Let δ, ǫ2 ∈ (0, 1), and x˜ :=
∑M2
m′=−M2 c˜m′e
iπm′x/2 with K2 ≥ log(4/ǫ2)log(δ−1u ) and M2 ≥⌈
log
(
4
ǫ2
)√
(2 log δ−1u )−1
⌉
and x ∈ [δl, δu]. Then ∃c˜ ∈ C2M+1 :
|x− x˜| ≤ ǫ2 (85)
for all x ∈ [δl, δu], and ‖c‖1 ≤ 1. Moreover, c˜ can be efficiently calculated on a classical computer
in time poly(K2,M2, log(1/ǫ2)).
Proof. Invoking the technique used in [33], we expand
arcsin(z) =
K2∑
k′=0
2−2k
′
(
2k′
k′
)
z2k
′+1
2k′ + 1
+RK2+1(z),
wher RK2+1 is the remainder as before. For 0 < z ≤ δu ≤ 1/2, remainder can be bound by
|RK2+1| ≤ |δu|
K2+1
1/2
!≤ ǫ2/2, which gives the bound
K2 ≥ log(4/ǫ2)
log(δ−1u )
.
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We then approximate
sinl(x) =
(
i
2
)l l∑
m′=0
(−1)m′
(
l
m′
)
eix(2m
′−l) (86)
by
sinl(x) ≈
(
i
2
)l ⌊l/2⌋+M2∑
m′=⌈l/2⌉−M2
(−1)m′
(
l
m′
)
eix(2m
′−l), (87)
which induces an error of ǫ2/2 for the choice
M2 ≥
⌈
log
(
4
ǫ2
)√
(2 log δ−1u )−1
⌉
.
This can be seen by using Chernoff’s inequality for sums of binomial coefficients, i.e.,
l∑
m′=⌈l/2+M2⌉
2−l
(
l
m′
)
≤ e−
2M22
l ,
and chosingM appropriately. Finally, defining f(z) := arcsin(sin(zπ/2)/(π/2)), as well as f˜1 :=∑K2
k′=0 bk′ sin
2k′+1(zπ/2) and
f˜2(z) :=
K2∑
k′=0
bk′
(
i
2
)l ⌊l/2⌋+M2∑
m′=⌈l/2⌉−M2
(−1)m′
(
l
m′
)
eix(2m
′−l), (88)
and observing that ∥∥∥f − f˜2∥∥∥∞ ≤
∥∥∥f − f˜1∥∥∥∞ +
∥∥∥f˜1 − f˜2∥∥∥∞ ,
yields the final error of ǫ2 for the approximation z ≈ z˜ =
∑
m′ c˜m′e
iπm′z/2.
Note that this immediately leads to an ǫ2 error in the spectral norm for the approximation∥∥∥∥∥σv −
M2∑
m′=−M2
c˜m′e
iπm′σv/2
∥∥∥∥∥
2
≤ ǫ2, (89)
where σv is the reduced density matrix.
Since our final goal is to estimate Tr [∂θρ log σv], with a variety of σv(θj) using the divided differ-
ence approach, we also need to bound the error in this estimate which we introduce with the above
approximations. Bounding the derivative with respect to the remainder can be done by using the
truncated series expansion and bounding the gradient of the remainder. This yields the following
result.
Lemma 17. For the of the parameters M1,M2,K1, L, µ,∆, s given in eq. (123-130), and ρ, σv
being two density matrices, we can estimate the gradient of the relative entropy such that∣∣∂θTr [ρ log σv]− ∂θTr [ρ logK1,M1 σ˜v]∣∣ ≤ ǫ, (90)
where the function ∂θTr
[
ρ logK1,M1 σ˜v
]
evaluated at θ is defined as
Re
 M1∑
m=−M1
M2∑
m′=−M2
icmc˜m′mπ
2
µ∑
j=0
L′µ,j(θ)Es∈[0,1]
[
Tr
[
ρe
ispim
2 σve
ipim′
2 σv(θj)e
i(1−s)pim
2 σv
]]
(91)
The gradient can hence be approximated to error ǫ with O(poly(M1,M2,K1, L, s,∆, µ)) computa-
tion on a classical computer and using only the Hadamard test, Gibbs state preparation and LCU
on a quantum device.
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Notably the expression in (91) can now be evaluated with a quantum-classical hybrid device by
evaluating each term in the trace separately via a Hadamard test and, since the number of terms is
only polynomial, and then evaluating the whole sum efficiently on a classical device.
Proof. For the proof we perform the following steps. Let σi(ρ) be the singular values of ρ, which are
equivalently the eigenvalues since ρ is Hermitian. Then observe that the gradient can be separated
in different terms, i.e., let logsK1,M1 σv be the approximation as given in (91) for a finite sample of
the expectation values Es, then we have∣∣∂θTr [ρ log σv]− ∂θTr [ρ logsK1,M1 σ˜v]∣∣ ≤
≤
∑
i
σi(ρ) ·
∥∥∂θ[log σv − logsK1,M1 σ˜v]∥∥
≤
∑
i
σi(ρ) ·
(∥∥∂θ[log σv − logK1,M1 σv]∥∥
+
∥∥∂θ[logK1,M1 σv − logK1,M1 σ˜v]∥∥+ ∥∥∂θ[logK1,M1 σ˜v − logsK1,M1 σ˜v]∥∥) (92)
where the second step follows from the Von-Neumann trace inequality and the terms are (1) the
error in approximating the logarithm, (2) the error introduced by the divided difference and the
approximation of σv as a Fourier-like series, and (3) is the finite sampling approximation error. We
can now bound the different term separately, and start with the first part which is in general harder to
estimate. We partition the bound in three terms, corresponding to the three different approximations
taken above.∥∥∂θ[log σv − logK1,M1 σv]∥∥ ≤
≤
∥∥∥∥∥∂θ
∞∑
k=K1+1
(−1)k
k
σkv
∥∥∥∥∥+
∥∥∥∥∥∂θ
K1∑
k=1
(−1)k
k
∞∑
l=L
b
(k)
l sin
l(σvπ/2)
∥∥∥∥∥
+
∥∥∥∥∥∥∂θ
K1∑
k=1
(−1)k
k
∞∑
l=L
b
(k)
l
(
i
2
)l ∑
m∈[0,⌈l/2⌉−M1]∪[⌊l/2⌋+M1,l]
(−1)mei(2m−l)σvπ/2
∥∥∥∥∥∥
The first term can be bound in the following way:
≤
∞∑
k=K1+1
‖σv‖k−1 = ‖σv‖
K1
1− ‖σv‖ , (93)
and, assuming ‖σv‖ < 1, we hence can set
K1 ≥ log((1− ‖σv‖)ǫ/9)/ log(‖σv‖) (94)
appropriately in order to achieve an ǫ/9 error. The second term can be bound by assuming that
‖σvπ‖ < 1, and chosing
L ≥ log
(
ǫ
9πK‖ ∂σv∂θ ‖
)
log(‖σv‖π) ,
which we derive by observing that
≤
K∑
k=1
1
k
∞∑
l=L
b
(k)
l l
∥∥sinl−1(σvπ/2)∥∥ · ∥∥∥∥π2 ∂σv∂θ
∥∥∥∥ (95)
<
K∑
k=1
1
k
∞∑
l=L+1
b
(k)
l π ‖σvπ‖l−1 ·
∥∥∥∥∂σv∂θ
∥∥∥∥ (96)
≤
K∑
k=1
1
k
π ‖σvπ‖L ·
∥∥∥∥∂σv∂θ
∥∥∥∥ , (97)
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where we used in the second step that l < 2l. Finally, the last term can be bound similarly, which
yields
≤
K∑
k=1
1
k
L∑
l=1
b
(k)
l e
−2(M1)2/l · l · π
2
∥∥∥∥∂σv∂θ
∥∥∥∥ (98)
≤
K∑
k=1
L
k
L∑
l=1
b
(k)
l e
−2(M1)2/L π
2
∥∥∥∥∂σv∂θ
∥∥∥∥ (99)
≤
K∑
k=1
L
k
e−2(M1)
2/L π
2
∥∥∥∥∂σv∂θ
∥∥∥∥ ≤ KLπ2 e−2(M1)2/L
∥∥∥∥∂σv∂θ
∥∥∥∥ , (100)
and we can hence chose
M1 ≥
√√√√L log(9 ∥∥∂σv∂θ ∥∥K1Lπ
2ǫ
)
in order to decrease the error to ǫ/3 for the first term in (92).
For the second term, first note that with the notation we chose,
∥∥∂θ[logK1,M1 σv − logK1,M1 σ˜v]∥∥ is
the difference between the log-approximation where the gradient of σv is still exact, i.e., (82), and
the version where we approximate the gradient via divided differences and the linear combination
of unitaries, given in (91). Recall that the first level approximation was given by
M1∑
m=−M1
icmmπ
2
∫ 1
0
ds Tr
[
ρe
ispim
2 σv
∂σv
∂θ
e
i(1−s)pim
2 σv
]
,
where we went from the expectation value formulation back to the integral formulation to avoid
consideration of potential errors due to sampling.
Bounding the difference hence yields one term from the divided difference approximation of the gra-
dient and an error from the Fourier series, which we can both bound separately. Denoting ∂p˜(θk)/∂θ
as the divided difference and the LCU approximation of the Fourier series2, and with ∂p(θk)/∂θ the
divided difference without approximation via the Fourier series, we hence have∥∥∂θ[logK1,M1 σv − logK1,M1 σ˜v]∥∥ ≤ (101)
≤
∣∣∣∣∣
M1∑
m=−M1
icmmπ
2
∫ 1
0
ds Tr
[
ρe
ispim
2 σv
(
∂σv
∂θ
− ∂p˜(θk)
∂θ
)
e
i(1−s)pim
2 σv
]∣∣∣∣∣ (102)
≤ M1π ‖a‖1
2
∫ 1
0
ds
∑
i
σi(ρ)
∥∥∥∥∂σv∂θ − ∂p˜(θk)∂θ
∥∥∥∥ (103)
≤ M1π ‖a‖1
2
∫ 1
0
ds
∑
i
σi(ρ)
(∥∥∥∥∂σv∂θ − ∂p(θk)∂θ
∥∥∥∥+ ∥∥∥∥∂p(θk)∂θ − ∂p˜(θk)∂θ
∥∥∥∥) (104)
≤ M1 ‖a‖1 π
2
∫ 1
0
ds
∑
i
σi(ρ)
∥∥∥∥∂µ+1σv∂θµ+1
∥∥∥∥( ∆µ− 1
)µ
maxk(µ− k)!
(µ+ 1)!
+
µ∑
j=0
|L′µ,j(θj)| ‖σv − σ˜v‖

(105)
≤ M1 ‖a‖1 π
2
(∥∥∥∥∂µ+1σv∂θµ+1
∥∥∥∥( ∆µ− 1
)µ
µ!
(µ+ 1)!
+ µ
∥∥L′µ,j(θj)∥∥∞ ǫ2
)
, (106)
where ‖a‖1 =
∑K1
k=1 1/k, and we used in the last step the results of Lemma 16. Under appropriate
assumptions on the grid-spacing for the divided difference scheme ∆ and the number of evaluated
points µ as well as a bound on the µ + 1-st derivative of σv w.r.t. θ, we can hence also bound this
error. In order to do so, we need to analyze the µ + 1-st derivative of σv = Trh
[
e−H
]
/Z with
2which effectively means that we approximate the coefficients of the interpolation polynomial
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Z = Tr
[
e−H
]
. For this we have∥∥∥∥∂µ+1σv∂θµ+1
∥∥∥∥ ≤ µ+1∑
p=1
(
µ+ 1
p
)∥∥∥∥∥∂pTrh
[
e−H
]
∂θp
∥∥∥∥∥
∥∥∥∥∂µ+1−pZ−1∂θµ+1−p
∥∥∥∥
≤ 2µ+1max
p
∥∥∥∥∥∂pTrh
[
e−H
]
∂θp
∥∥∥∥∥
∥∥∥∥∂µ+1−pZ−1∂θµ+1−p
∥∥∥∥ (107)
We have that ∥∥∥∥∥∂pTrh
[
e−H
]
∂θp
∥∥∥∥∥ ≤ dim(Hh)
∥∥∥∥∂qe−H∂θq
∥∥∥∥ (108)
where dim(Hh) = 2
nh . In order to bound this, we take advantage of the infinitesimal expansion of
the exponent, i.e.,∥∥∥∥∂qe−H∂θq
∥∥∥∥ =
∥∥∥∥∥∥ ∂
q
∂θq
lim
r→∞
r∏
j=1
e−H/r
∥∥∥∥∥∥
=
∥∥∥∥∥∥ limr→∞
∂qe−H/r
∂θq
r∏
j=2
e−H/r +
∂q−1e−H/r
∂θq−1
∂e−H/r
∂θ
r∏
j=3
e−H/r + . . .

∥∥∥∥∥∥
≤ lim
r→∞
(∥∥∥∥∂H/r∂θ
∥∥∥∥q · rq +O(1r
))∥∥e−H∥∥ = ∥∥∥∥∂H∂θ
∥∥∥∥q ∥∥e−H∥∥ , (109)
where the last step follows from the fact that we have rq terms and that we used that the error
introduced by the commutations above will be of O(1/r). Observing that ∂θiH = ∂θi
∑
j θjHj =
Hi and assuming that λmax is the largest singular eigenvalue of H , we can hence bound this by
λqmax
∥∥e−H∥∥.
∥∥∥∥∥∂pTrh
[
e−H
]
∂θp
∥∥∥∥∥ ≤ dim(Hh)
∥∥∥∥∂qe−H∂θq
∥∥∥∥
≤ λpmaxdim(Hh)
∥∥Trh [e−H]∥∥ , (110)
∥∥∥∥∂µ+1−pZ−1∂θµ+1−p
∥∥∥∥ ≤ (µ+ 1− p)!|λmax|µ+1−pZµ+2−p Tr [e−H]
≤
(
µ+ 1− p
eZ
)µ+1−p
e
Z
|λmax|µ+1−pTr
[
e−H
]
=
(
µ+ 1− p
eZ
)µ+1−p
e|λmax|µ+1−p (111)
We can therefore find a bound for (107) as∥∥∥∥∂µ+1σv∂θµ+1
∥∥∥∥ ≤ e2µ+1+nhλµ+1max ∥∥Trh [e−H]∥∥maxp
(
µ+ 1− p
eZ
)µ+1−p
. (112)
Plugging this result into the bound from above yields∥∥∂θ[logK1,M1 σv − logK1,M1 σ˜v]∥∥
≤ M1 ‖a‖1 π
2
(
e2µ+1+nhλµ+1max
∥∥Trh [e−H]∥∥max
p
(
µ+ 1− p
eZ
)µ+1−p(
∆
µ− 1
)µ
1
µ+ 1
)
+
M1 ‖a‖1 π
2
(
µ
∥∥L′µ,j(θj)∥∥∞ ǫ2) , (113)
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Note that under the reasonable assumption that 2 ≤ µ≪ Z , the maximum is achieved for p = µ+1,
and we hence obtain the upper bound
M1 ‖a‖1 π
2
(
2nhe(2|λmax|)µ+1
∥∥Trh [e−H]∥∥( ∆
µ− 1
)µ
1
µ+ 1
+ µ
∥∥L′µ,j(θj)∥∥∞ ǫ2
)
≤ M1 ‖a‖1 π
2
(
2nhe(2|λmax|)µ+1
∥∥Trh [e−H]∥∥( ∆
µ− 1
)µ
+ µ
∥∥L′µ,j(θj)∥∥∞ ǫ2
)
, (114)
and we can hence obtain a bound on µ, the grid point number, in order to achieve an error of ǫ/6 > 0
for the former term, which is given by
µ ≥ (|λmax|∆) exp
W
 log
(
2nh
6M1‖a‖1e2|λmax|π‖Trh[e−H ]‖
ǫ
)
2λmax∆

 , (115)
whereW is the Lambert function, also known as product-log function, which generally grows slower
than the logarithm in the asymptotic limit. Note that µ can hence be lower bounded by
µ ≥ nh + log
(
6M1 ‖a‖1 e2|λmax|π
∥∥Trh [e−H]∥∥
ǫ
)
:= nh + log
(
M1Λ
ǫ
)
. (116)
For convenience, let us choose ǫ such that nh + log(M1Λ/ǫ) is an integer. We do this simply to
avoid having to keep track of ceiling or floor functions in the following discussion where we will
choose µ = nh + log(M1Λ/ǫ).
For the second part, we will bound the derivative of the Lagrangian interpolation polynomial. First,
note that L′µ,j(θ) =
∑µ
l=0;l 6=j
(∏
k=0;k 6=j,l
θ−θk
θj−θk
)
1
θj−θl for a chosen discretization of the space
such that θk − θj = (k − j)∆/µ can be bound by using a central difference formula, such that we
use an uneven number of points (i.e. we take µ = 2κ+ 1 for positive integer κ) and chose the point
m at which we evaluate the gradient as the central point of the mesh. Note that in this case he have
that for µ ≥ 5 and θm being the parameters at the midpoint of the stencil∥∥L′µ,j∥∥∞ ≤∑
l 6=j
∏
k 6=j,l
|θm − θk|
|θj − θk|
1
|θl − θj | ≤
(κ!)2
(κ!)2
µ
∆
∑
l 6=j
1
|l − j|
≤ 2µ
∆
κ∑
l=1
1
l
≤ 2µ
∆
(
1 +
∫ κ−1
1
1
ℓ
dℓ
)
=
2µ
∆
(1 + log((µ− 3)/2)) ≤ 5µ
∆
log(µ/2), (117)
where the last inequality follows from the fact that µ ≥ 5 and 1 + ln(5/2) < (5/2) ln(5/2). Now,
plugging in the µ from (128), we find that this error is bound by
∥∥L′µ,j∥∥∞ ≤ 5nh + 5 log
(
M1Λ
ǫ
)
∆
log(nh/2 + log
(
M1Λ
ǫ
)
/2) = O˜
(
nh + log
(
M1Λ
ǫ
)
∆
)
, (118)
If we want an upper bound of ǫ/6 for the second term of the error in (114), we hence require
ǫ2 ≤ ǫ
15M1 ‖a‖1 πµ
∥∥L′µ,j(θj)∥∥∞
≤ ǫ∆
15M1‖a‖1π (nh + log(M1Λ/ǫ))2 log((nh/2) + log(M1Λ/ǫ)/2)
≤ ǫ∆
15M1‖a‖1πµ2 log((µ− 1)/2) (119)
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We hence obtain that the approximation error due to the divided differences and Fourier series
approximation of σv is bounded by ǫ/3 for the above choice of ǫ2 and µ. This bounds the second
term in (106) by ǫ/3.
Finally, we need to take into account the error
∥∥∂θ[logK1,M1 σ˜v − logsK1,M1 σ˜v]∥∥ which we intro-
duce through the sampling process, i.e., through the finite sample estimate of Es[·] here indicated
with the superscript s over the logarithm. Note that this error can be bound straight forward by (91).
We only need to bound the error introduced via the finite amount of samples we take, which is a
well-known procedure. The concrete bounds for the sample error when estimating the expectation
value are stated in the following lemma.
Lemma 18. Let σm be the sample standard deviation of the random variable
E˜s∈[0,1]
[
Tr
[
ρe
ispim
2 σve
ipim′
2 σv(θj)e
i(1−s)pim
2 σv
]]
, (120)
such that the sample standard deviation is given by σk =
σm√
k
. Then with probability at least 1− δs,
we can obtain an estimate which is within ǫsσm of the mean by taking k =
4
ǫ2s
samples for each
sample estimate and taking the median of O(log(1/δs)) such samples.
Proof. From Chebyshev’s inequality taking k = 4ǫ2s
samples implies that with probability of at
least p = 3/4 each of the mean estimates is within 2σk = ǫsσm from the true mean. Therefore,
using standard techniques, we take the median of O(log(1/δs)) such estimates which gives us with
probability 1 − δs an estimate of the mean with error at most ǫsσm, which implies that we need to
repeat the procedureO
(
1
ǫ2s
log
(
1
δs
))
times.
We can then bound the error of the sampling step in the final estimate, denoting with ǫs the sample
error, as
M1∑
m=−M1
M2∑
m′=−M2
∣∣∣∣ icmcm′mπ2
∣∣∣∣ µ∑
j=0
|L′µ,j(θ)|ǫsσm
≤ 5 ‖a‖1M1ǫsσmπµ
2 log
(
µ
2
)
∆
≤ ǫ
3
, (121)
We hence find that for
ǫs ≤ ǫ∆
15 ‖a‖1M1σmπµ2 log
(
µ
2
)
≤ ǫ∆
15M1‖a‖1σmπ (nh + log(M1Λ/ǫ))2 log((nn/2) + log(M1Λ/ǫ)/2)
≤ ǫ∆
15M1‖a‖1σmπµ2 log(µ/2) (122)
also the last term in (92) can be bounded by ǫ/3, which together results in an overall error of ǫ for
the various approximation steps, which concludes the proof.
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Notably all quantities which occure in our bounds are only polynomial in the number of the qubits.
The lower bounds for the choice of parameters are summarized in the following.
M1 ≥
√√√√L log(9 ∥∥∂σv∂θ ∥∥K1Lπ
2ǫ
)
(123)
M2 ≥
⌈
log
(
4
ǫ2
)√
(2 log δ−1u )−1
⌉
(124)
K1 ≥ log((1 − ‖σv‖)ǫ/9)/ log(‖σv‖) (125)
K2 ≥ log(4/ǫ2)
log(δ−1u )
(126)
L ≥
log
(
ǫ
9πK1‖ ∂σv∂θ ‖
)
log(‖σv‖π) (127)
µ ≥ nh + log
(
6M1 ‖a‖1 e2|λmax|π
∥∥Trh [e−H]∥∥
ǫ
)
:= nh + log(M1Λ/ǫ) (128)
ǫ2 ≤ ǫ∆
15M1‖a‖1π (nh + log(M1Λ/ǫ))2 log((nh/2) + log(M1Λ/ǫ)/2)
≤ ǫ∆
15M1‖a‖1πµ2 log((µ− 1)/2) (129)
ǫs ≤ ǫ∆
15M1‖a‖1σmπ (nh + log(M1Λ/ǫ))2 log((nn/2) + log(M1Λ/ǫ)/2)
≤ ǫ∆
15M1‖a‖1σmπµ2 log(µ/2) (130)
4.5 Operationalising
In the following we will make use of two established subroutines, namely sample based Hamiltonian
simulation (aka the LMR protocol) [34], as well as the Hadamard test, in order to evaluate the
gradient approximation as defined in (91). In order to hence derive the query complexity for this
algorithm, we only need to multiply the cost of the number of factors we need to evaluate with the
query complexity of these routines. For this we will rely on the following result.
Theorem 19 (Sample based Hamiltonian simulation [35]). Let 0 ≤ ǫh ≤ 1/6 be an error parameter
and let ρ be a density for which we can obtain multiple copies through queries to a oracle Oρ. We
can then simulate the time evolution e−iρt up to error ǫh in trace norm as long as ǫh/t ≤ 1/(6π)
with Θ(t2/ǫh) copies of ρ and hence queries to Oρ.
We in particularly need to evaluate terms of the form
Tr
[
ρe
ispim
2 σve
ipim′
2 σv(θj)e
i(1−s)pim
2 σv
]
(131)
Note that we can simulate every term in the trace (except ρ) via the sample based Hamiltonian
simulation approach to error ǫh in trace norm. This will introduce a additional error which we need
to take into account for the analysis. Let U˜i, i ∈ {1, 2, 3} be the unitaries such that
∥∥∥Ui − U˜i∥∥∥∗ ≤ ǫh
where the Ui are corresponding to the factors in (131), i.e., U1 := e
ispim
2 σv , U2 := e
ipim′
2 σv(θj), and
U3 := e
i(1−s)pim
2 σv . We can then bound the error as follows. First note that
∥∥∥U˜i∥∥∥ ≤ ∥∥∥U˜i − Ui∥∥∥ +
‖Ui‖ ≤ 1 + ǫh, using Theorem 19 and the fact that the spectral norm is upper bounded by the trace
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norm.
Tr [ρU1U2U3]− Tr
[
ρU˜1U˜2U˜3
]
≤
= Tr
[
ρU1U2U3 − ρU˜1U˜2U˜3
]
≤
∥∥∥U1U2U3 − U˜1U˜2U˜3∥∥∥
≤
∥∥∥U1 − U˜1∥∥∥ ∥∥∥U˜2∥∥∥ ∥∥∥U˜3∥∥∥+ ∥∥∥U2 − U˜2∥∥∥ U˜3 + ∥∥∥U3 − U˜3∥∥∥
≤
∥∥∥U1 − U˜1∥∥∥∗ (1 + ǫh)2 +
∥∥∥U2 − U˜2∥∥∥∗ (1 + ǫh) +
∥∥∥U3 − U˜3∥∥∥∗
≤ ǫh(1 + ǫh)2 + ǫh(1 + ǫh) + ǫh = O(ǫh), (132)
neglecting higher orders of ǫh, and where in the first step we applied the Von-Neumann trace in-
equality and the fact that ρ is Hermitian, and in the last step we used the results of Theorem 19.
We hence require O((max{M1,M2}π)2/ǫh) queries to the oracles for σv for the evaluation of
each term in the multi sum in (91). Note that the Hadamard test has a query cost of O(1). In
order to hence achieve an overall error of ǫ in the gradient estimation we require the error intro-
duced by the sample based Hamiltonian simulation also to be of O(ǫ). In order to do so we require
ǫh ≤ O( ǫ∆5‖a‖1M1πµ2 log(µ/2) ), similar to the sample based error which yield the query complexity
of
O
(
max{M1,M2}2 ‖a‖1M1π3µ2 log(µ/2)
ǫ∆
)
(133)
Adjusting the constants gives then the required bound of ǫ of the total error and the query complexity
for the algorithm to the Gibbs state preparation procedure is consequentially given by the number of
terms in (91) times the query complexity for the individual term, yielding
O
(
M21M2max{M1,M2}2 ‖a‖1 σmπ3µ3 log
(
µ
2
)
ǫ ǫ2s∆
)
, (134)
and classical precomputation polynomial in M1,M2,K1, L, s,∆, µ, where the different quantities
are defines in eq. (123-130).
Taking into account the query complexity of the individual steps then results in Theorem 5. We
proceed by proving this theorem next.
Proof of Theorem 5. The runtime follows straight forward by using the bounds derived in (133) and
Lemma 17, and by using the bounds for the parameters M1,M2,K1, L, µ,∆, s given in eq. (123-
130). For the success probability for estimating the whole gradient with dimensionality d, we can
now again make use of the boosting scheme used in (57) to be
O˜
d ‖a‖
3
1 σ
3
mµ
5 log3(µ/2)polylog
(‖ ∂σv∂θ ‖
ǫ ,
n2h‖a‖1σm
ǫ∆
)
ǫ3∆3
log (d)
 , (135)
where µ = nh + log(M1Λ/ǫ).
Next we need to take into account the errors from the Gibbs state preparation given in Lemma 19.
For this note that the error between the perfect Hamiltonian simulation of σv and the sample based
Hamiltonian simulation with an erroneous density matrix denoted by U˜ , i.e., including the error
from the Gibbs state preparation procedure, is given by∥∥∥U˜ − e−iσvt∥∥∥ ≤ ∥∥∥U˜ − e−iσ˜vt∥∥∥+ ∥∥e−iσ˜vt − e−iσvt∥∥
≤ ǫh + ǫGt (136)
where ǫh is the error of the sample based Hamiltonian simulation, which holds since the trace norm
is an upper bound for the spectral norm, and ‖σv − σ˜v‖ ≤ ǫG is the error for the Gibbs state
preparation from Theorem 12 for a d-sparse Hamiltonian, for a cost
O˜
(√
N
z
‖H‖ d log
(‖H‖
ǫG
)
log
(
1
ǫG
))
.
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From (132) we know that the error ǫh propagates nearly linear, and hence it suffices for us to take
ǫG ≤ ǫh/t where t = O(max{M1,M2}) and adjust the constants ǫh ← ǫh/2 in order to achieve
the same precision ǫ in the final result. We hence require
O˜
(√
N
z
‖H(θ)‖ log
(‖H(θ)‖max{M1,M2}
ǫh
)
log
(
max{M1,M2}
ǫh
))
(137)
and using the ǫh from before we hence find that this s bound by
O˜
(√
N
z
‖H(θ)‖ log
(‖H(θ)‖n2h
ǫ∆
)
log
(
n2h
ǫ∆
))
(138)
query complexity to the oracle ofH for the Gibbs state preparation.
The procedure succeeds with probability at least 1 − δs for a single repetition for each entry of the
gradient. In order to have a failure probability of the final algorithm of less than 1/3, we need to
repeat the procedure for allD dimensions of the gradient and take for each the median over a number
of samples. Let nf be as previously the number of instances of the one component of the gradient
such that the error is larger than ǫsσm and ns be the number of instances with an error≤ ǫsσm , and
the result that we take is the median of the estimates, where we take n = ns + nf samples. The
algorithm gives a wrong answer for each dimension if ns ≤
⌊
n
2
⌋
, since then the median is a sample
such that the error is larger than ǫsσm. Let p = 1− δs be the success probability to draw a positive
sample, as is the case of our algorithm. Since each instance of (recall that each sample here consists
of a number of samples itself) from the algorithm will independently return an estimate for the entry
of the gradient, the total failure probability is bounded by the union bound, i.e.,
Prfail ≤ D · Pr
[
ns ≤
⌊n
2
⌋]
≤ D · e− n2(1−δs) ((1−δs)− 12 )
2
≤ 1
3
, (139)
which follows from the Chernoff inequality for a binomial variable with 1 − δs > 1/2, which is
given in our case for a proper choice of δs < 1/2. Therefore, by taking n ≥ 2−2δs(1/2−δs)2 log(3D) =
O(log(3D)), we achieve a total failure probability of at least 1/3 for a constant, fixed δs. Note that
this hence results in an multiplicative factor of O(log(D)) in the query complexity of (25).
The total query complexity to the oracle Oρ for a purified density matrix of the data ρ and the
Hamiltonian oracle OH is then given by
O˜

√
N
z
d log (d) ‖H(θ)‖ ‖a‖31 σ3mµ5 log3(µ/2)polylog
(‖ ∂σv∂θ ‖
ǫ ,
n2h‖a‖1σm
ǫ∆ , ‖H(θ)‖
)
ǫ3∆3
 ,
(140)
which reduces to
O˜
(√
N
z
D ‖H(θ)‖ dµ5α
ǫ3
)
, (141)
hiding the logarithmic factors in the O˜ notation.
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