

















of civil  infrastructure. Hence, crack diagnosis  is of great  importance  in concrete research. On the 























which  further accelerates  the crack development and growth. Accordingly,  timely and 
accurate identification of significant cracks on the structure surface is of great importance 








































































































































































principal  component  analysis  is  introduced  to  select optimal  components  to  stand  for 
whole feature information. Based on selected principal components, the SVM classifiers 
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different  from  traditional methods  using  single  pixel  similarity. Therefore,  image de‐
noising using patch information is capable of better keeping the edges, textures and other 
features of  image as  seen  in Figure 3. Suppose  there  is a noisy  image denoted by  𝑣
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𝑣 𝑎 |𝑎 ∈ 𝐴 , where A denotes the coordinate domain of image. For any pixel a in the im‐
age, the estimated value of this pixel using NLM can be calculated by: 
𝑁𝐿𝑀 𝑣 𝑖 𝑤𝑓 𝑎, 𝑏 𝑣 𝑏
∈
  (1)
where the weighting function 𝑤𝑓 𝑎, 𝑏   relies on  the similarity degree between pixels a 




ean distance  𝑑𝑔 𝑎, 𝑏 , shown as: 
































𝐺 𝑓 𝑖 1, 𝑗 1 2𝑓 𝑖, 𝑗 1 𝑓 𝑖 1, 𝑗 1 𝑓 𝑖 1, 𝑗 1 2𝑓 𝑖, 𝑗 1 𝑓 𝑖 1, 𝑗 1       (5)
𝐺 𝑓 𝑖 1, 𝑗 1 2𝑓 𝑖 1, 𝑗 𝑓 𝑖 1, 𝑗 1 𝑓 𝑖 1, 𝑗 1 2𝑓 𝑖 1, 𝑗 𝑓 𝑖 1, 𝑗 1       (6)
The gradient value of pixel point (i,j) can be calculated by: 
𝑀 𝑖, 𝑗 |𝐺 | 𝐺   (7)
The crack edges  in  the  image can be determined according  to  this gradient value. 















𝑀 𝑖, 𝑗 |4𝑓 𝑖, 𝑗 𝑓 𝑖, 𝑗 1 𝑓 𝑖 1, 𝑗 𝑓 𝑖 1, 𝑗 𝑓 𝑖, 𝑗 1 | (9) 

















𝐺𝑎 𝑥 ,𝑦 , 𝜃,𝜔
1
2𝜋𝜎
𝑒 ∙ 𝑒 𝑒
𝑥 𝑥 ∙ cos 𝜃 𝑦 ∙ sin 𝜃
𝑦 𝑥 ∙ sin 𝜃 𝑦 ∙ cos 𝜃






f(x,y)  is  the  image  of  concrete  crack,  the  convolutional  operation  between  f(x,y)  and 
𝐺𝑎 𝑥 , 𝑦 ,𝜃,𝜔   can be expressed by the following equation: 
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where  𝜌  denotes the inner scale, which determines the width of kernel.  1/√2𝜋𝜌  denotes 
the normalization  factor. The second‐order partial derivatives of  𝐺 𝑧 , 𝑧 ;𝜌   can be ex‐
pressed by: 
𝐺 𝑧 , 𝑧 ;𝜌
𝑧 𝜌
2𝜋𝜌
𝑒     (14) 









𝑆𝐹 𝑧 , 𝑧 ;𝜌,𝛼 sin 𝛼 𝐺 𝑧 , 𝑧 ;𝜌 2 sin 𝛼 cos 𝛼 𝐺 𝑧 , 𝑧 ;𝜌 cos 𝛼 𝐺 𝑧 , 𝑧 ;𝜌   (17)
where α denotes the directional angle of filter. Based on Equation (17), the responses of 
pixel point (z1, z2) in image Q can be calculated by the following equation: 







max 𝐼 𝐼 ,     𝑖𝑓 𝐼  𝐼



























































𝐻 𝑦 𝐼 𝑥, 𝑦  (20) 
𝑉 𝑥 𝐼 𝑥,𝑦   (21) 
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served variables and obtain  the most  important  information via  transforming multiple 
variables  into a  few components  [45]. The principle of PCA  is summarized as  follows. 


















   (24) 











where 𝑚 𝑚   and 𝑚 1. 
(3) Calculate the eigenvalue and eigenvector of M. According to the eigen equation 
|𝑀 𝜆𝐸| 0 ,  the  eigenvalue  𝜆  and  eigenvector  𝑈 𝑈 ,𝑈 , … ,𝑈 , 𝑗 1, 2, … ,𝑝  
can be obtained, where  𝜆 𝜆 ⋯ 𝜆 0. The extracted principal components (PCs) 
can be represented by  𝑌 𝑋∗𝑈 , that is: 
𝑦 𝑥∗ 𝑈 𝑥∗ 𝑈 ⋯ 𝑥∗ 𝑈  𝑘 1, 2, … ,𝑛; 𝑝 1, 2, … ,𝑛  (26) 
(4) Determine the number of PCs. The individual and accumulated contributions of 
PCs can be expressed by: 














The  first 15 PCs  can achieve more  than 95%  contributions of all  the  IPs. Even  though 











































tion problem: one against rest  (OAR) and one against one  (OAO). The  fundamental of 
these two strategies is to transform a multi‐classification problem into multiple binary‐
classification problems. The corresponding classifier is also called “sub‐classifier”. For an 
















classifiers  for  concrete  surface  crack  identification. Hence,  four  (𝐶 4)  sub‐classifiers 
should  be  developed  for  the OAR  strategy,  i.e., without  crack–rest  (MWAR),  longitudinal 
crack–rest (MLAR), transverse crack–rest (MTAR) and oblique crack–rest (MOAR) sub‐classifiers, 
while  six  (𝐶 6)  sub‐classifiers need  to be  trained  for  the OAO strategy,  i.e., without 
crack–longitudinal crack (MWAL), without crack–transverse crack (MWAT), without crack–oblique 
crack  (MWAO),  longitudinal  crack–transverse  crack  (MLAT),  longitudinal  crack–oblique  crack 
(MLAO) and transverse crack–oblique crack (MTAO) sub‐classifiers. For the training and valida‐





















𝑓 𝑥 𝑠𝑔𝑛 𝑦 𝛼∗𝐾 𝑥 ∙ 𝑥 𝑏∗  (30) 



















𝑁𝑜. 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
𝑁𝑜. 𝑜𝑓 𝑎𝑙𝑙 𝑡ℎ𝑒 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
100% 
















𝑤𝐹 𝑐 𝑢𝑏 𝑙𝑏 𝑐 𝑙𝑏 , 𝑐 0.5
𝑤𝐹 𝑐 𝑢𝑏 𝑙𝑏 𝑐 𝑙𝑏 , 𝑐 0.5 
𝑐 2𝑒  




𝑋 𝑋 ,𝑚 2  (33) 
where 𝑋   denotes the location of the leader;  𝐹   denotes the food location; w denotes the 
weighting  factor;  𝑢𝑏   and  𝑙𝑏   are upper and  lower  search boundaries;  𝑐   and  𝑐   are 













Load the training data 
Set algorithm parameters of 
ESSA 
Set CIN=1 and calculate the 
fitness of each salp
Judge whether m=1?
Update the location of 
salp using Eq. (32)
Update the location of 
salp using Eq. (33)
Calculate the fitness of salp, and compare 
and record the optimal results
Is stopping criterion satisfied?
























𝑤 𝑤 𝑤 ∙ 𝑒   (34) 
where  𝛼   and  𝛼   are two parameters to tune the shape of the S‐curve. A comparison be‐
tween S‐curve‐based decreasing weight with different combinations of  𝛼   and  𝛼   and 





(𝛼   = 10,  𝛼   = 4) shows the symmetric property in the range of [0, 1], which is adopted in 
this study. 
Remote Sens. 2021, 13, 240  16  of  28 
 
 















































































C  σ2  SVs No.  C  σ2  SVs No.  C  σ2  SVs No. 
MWAR  25.3911  79.8106  505  30.2135  0.2559  498  1.9902  85.7784  521 
MLAR  5.4842  57.3824  306  1.9840  97.8153  271  2.3052  69.1795  476 
MTAR  25.0793  51.1725  301  10.5019  0.0912  427  3.5103  92.5891  485 
MOAR  18.5487  0.0799  507  12.7073  0.1084  539  24.0412  83.3633  532 
MWAL  0.0018  16.4698  220  3.7792  28.3671  190  3.5207  87.1086  374 
MWAT  0.0128  11.7490  219  0.0037  17.7484  301  0.0266  18.0180  377 
MWAO  11.1964  0.1023  338  10.5028  41.7353  365  3.8674  51.9793  310 
MLAT  11.4818  0.1968  116  0.0333  26.2126  128  0.0096  4.5761  281 
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MLAO  4.3603  0.1035  244  8.0094  0.1311  221  1.3153  68.0660  356 
MTAO  3.5237  28.9697  234  3.4303  0.1235  315  7.1692  0.0069  359 
Name 
Steerable Filter  Homogeneity Filter 
C  σ2  SVs No.  C  σ2  SVs No. 
MWAR  1.9902  85.7784  498  63.5571  0.0419  467 
MLAR  5.9189  0.0766  282  58.8796  0.0175  348 
MTAR  1.7310  90.3048  284  48.1518  0.0313  338 
MOAR  0.1686  48.7646  532  2.9007  40.8119  514 
MWAL  0.0469  23.1160  212  44.9682  0.2361  245 
MWAT  1.2778  22.2166  201  0.0436  17.1164  227 
MWAO  8.8152  41.9496  370  11.8126  1.7492  278 
MLAT  12.4427  0.0042  84  0.3491  28.6068  126 
MLAO  0.4228  32.4184  225  0.8602  34.0804  273 
























𝑚 𝑉 0,     𝑉 Ø
𝑚 𝑉 𝑚 ⨁𝑚 ⨁⋯⨁𝑚 ∙
1
1 𝐶𝑃
𝑚 𝑉 ⋯𝑚 ∙ 𝑉 ∙
⋂⋯⋂ ∙
,   𝑉 Ø     






𝑚 𝑉 max 𝑚 𝑉 ,𝑉 ⊂ 2 ,𝑉 𝑉
𝑚 𝑉 𝑚 𝑉 𝜏
𝑚 𝑉 𝑚 Θ
𝑚 Θ 𝜏
         (37) 
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Vi is the fusion result. In Equation (37),  𝜏   and  𝜏   are the pre‐set thresholds that can 
guarantee  the  identification accuracy. 𝛩  represents all  the possible condition combina‐
tions, and its probability assignment corresponds to the uncertainty of the final result. To 
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ing samples. The probability assignments of  the other  three sub‐classifiers  (longitudinal 
crack‐rest, transverse crack‐rest and oblique crack‐rest) for this image without a crack are pro‐
vided  in Tables 3–5. Like  the without crack‐rest sub‐classifier,  these  three sub‐classifiers 











oblique  crack‐rest,  the  assignment  values  of  rest  proposition V1∪V3∪V4, V1∪V2∪V4  and 
V1∪V2∪V3 are ascended to 0.9931, 0.9682 and 0.8939, respectively. The assignments of un‐






















the  real condition of  image. However,  similar  to OAR‐based sub‐classifiers,  the OAO‐
based SVM sub‐classifiers have the same problem of hard decision making, because of 







































accuracy of both  training and  testing  imagery data.  In  this  investigation, each  filtering 
method is removed from the proposed framework in turn, and the diagnostic model with 
the rest filtering methods is then trained for performance evaluation. The results of abla‐











PA  V1  V2  V3  V4  V1∪V2  V1∪V3  V1∪V4  V2∪V3  V2∪V4  V3∪V4  V1∪V2∪V3  V1∪V2∪V4  V1∪V3∪V4  V2∪V3∪V4  Θ 
m1,1  0.4410  0  0  0  0  0  0  0  0  0  0  0  0  0.0324  0.5266 
m1,2  0.3752  0  0  0  0  0  0  0  0  0  0  0  0  0.1055  0.5193 
m1,3  0.1766  0  0  0  0  0  0  0  0  0  0  0  0  0.2802  0.5433 
m1,4  0.3662  0  0  0  0  0  0  0  0  0  0  0  0  0.1145  0.5193 
m1,5  0.4673  0  0  0  0  0  0  0  0  0  0  0  0  0.0457  0.4870 
Table 3. Probability assignments of longitudinal crack‐rest sub‐classifier for an image without a crack. 
PA  V1  V2  V3  V4  V1∪V2  V1∪V3  V1∪V4  V2∪V3  V2∪V4  V3∪V4  V1∪V2∪V3  V1∪V2∪V4  V1∪V3∪V4  V2∪V3∪V4  Θ 
m2,1  0  0.0001  0  0  0  0  0  0  0  0  0  0  0.6809  0  0.3191 
m2,2  0  0.0446  0  0  0  0  0  0  0  0  0  0  0.6729  0  0.2826 
m2,3  0  0.0027  0  0  0  0  0  0  0  0  0  0  0.5009  0  0.4964 
m2,4  0  0.0120  0  0  0  0  0  0  0  0  0  0  0.6940  0  0.2941 
m2,5  0  0.0320  0  0  0  0  0  0  0  0  0  0  0.6051  0  0.3629 
Table 4. Probability assignments of transverse crack‐rest sub‐classifier for an image without a crack. 
PA  V1  V2  V3  V4  V1∪V2  V1∪V3  V1∪V4  V2∪V3  V2∪V4  V3∪V4  V1∪V2∪V3  V1∪V2∪V4  V1∪V3∪V4  V2∪V3∪V4  Θ 
m3,1  0  0  0.0130  0  0  0  0  0  0  0  0  0.6731  0  0  0.3139 
m3,2  0  0  0.0066  0  0  0  0  0  0  0  0  0.5481  0  0  0.4453 
m3,3  0  0  0.4224  0  0  0  0  0  0  0  0  0.0719  0  0  0.5057 
m3,4  0  0  0.0389  0  0  0  0  0  0  0  0  0.6649  0  0  0.2961 
m3,5  0  0  0.0222  0  0  0  0  0  0  0  0  0.6254  0  0  0.3525 
Table 5. Probability assignments of oblique crack‐rest sub‐classifier for an image without a crack. 
PA  V1  V2  V3  V4  V1∪V2  V1∪V3  V1∪V4  V2∪V3  V2∪V4  V3∪V4  V1∪V2∪V3  V1∪V2∪V4  V1∪V3∪V4  V2∪V3∪V4  Θ 
m4,1  0  0  0  0.0912  0  0  0  0  0  0  0.3801  0  0  0  0.5287 
m4,2  0  0  0  0.0760  0  0  0  0  0  0  0.3619  0  0  0  0.5620 
m4,3  0  0  0  0.0416  0  0  0  0  0  0  0.4037  0  0  0  0.5547 
m4,4  0  0  0  0.0781  0  0  0  0  0  0  0.3671  0  0  0  0.5547 
m4,5  0  0  0  0.0094  0  0  0  0  0  0  0.4546  0  0  0  0.5360 




PA  V1  V2  V3  V4  V1∪V2  V1∪V3  V1∪V4  V2∪V3  V2∪V4  V3∪V4  V1∪V2∪V3  V1∪V2∪V4  V1∪V3∪V4  V2∪V3∪V4  Θ 
m1  0.8343  0  0  0  0  0  0  0  0  0  0  0  0  0.1016  0.0641 
m2  0  0.0017  0  0  0  0  0  0  0  0  0  0  0.9931  0  0.0052 
m3  0  0  0.0181  0  0  0  0  0  0  0  0  0.9682  0  0  0.0136 
m4  0  0  0  0.0422  0  0  0  0  0  0  0.8939  0  0  0  0.0639 
Table 7. The result of second‐level fusion for an image of without a crack based on OAR classifiers. 
PA  V1  V2  V3  V4  V1∪V2  V1∪V3  V1∪V4  V2∪V3  V2∪V4  V3∪V4  V1∪V2∪V3  V1∪V2∪V4  V1∪V3∪V4  V2∪V3∪V4  Θ 
m  0.9732  0.0008  0.0047  0.0152  0.0003  0.0009  0.0046  0  0  0.0001  0  0  0.0001  0  0 
Table 8. The result of second‐level fusion for an image of a longitudinal crack based on OAR classifiers. 
PA  V1  V2  V3  V4  V1∪V2  V1∪V3  V1∪V4  V2∪V3  V2∪V4  V3∪V4  V1∪V2∪V3  V1∪V2∪V4  V1∪V3∪V4  V2∪V3∪V4  Θ 
m  0.0084  0.9721  0.0009  0.0162  0.0007  0  0.0004  0.0001  0.0010  0.0001  0  0.0001  0  0  0 
Table 9. The result of second‐level fusion for an image of a transverse crack based on OAR classifiers. 
PA  V1  V2  V3  V4  V1∪V2  V1∪V3  V1∪V4  V2∪V3  V2∪V4  V3∪V4  V1∪V2∪V3  V1∪V2∪V4  V1∪V3∪V4  V2∪V3∪V4  Θ 
m  0.0070  0.0001  0.9752  0.0150  0  0.0009  0.0003  0.0001  0  0.0014  0  0  0.0001  0  0 
Table 10. The result of second‐level fusion for an image of an oblique crack based on OAR classifiers. 
PA  V1  V2  V3  V4  V1∪V2  V1∪V3  V1∪V4  V2∪V3  V2∪V4  V3∪V4  V1∪V2∪V3  V1∪V2∪V4  V1∪V3∪V4  V2∪V3∪V4  Θ 
m  0.0797  0.0022  0.0063  0.9014  0.0001  0.0002  0.0084  0  0.0005  0.0010  0  0  0.0001  0  0 
Table 11. Probability assignments of without crack‐longitudinal crack sub‐classifier for an image of transverse crack. 
PA  V1  V2  V3  V4  V1∪V2  V1∪V3  V1∪V4  V2∪V3  V2∪V4  V3∪V4  V1∪V2∪V3  V1∪V2∪V4  V1∪V3∪V4  V2∪V3∪V4  Θ 
m’1,1  0.5370  0.0037  0  0  0  0  0  0  0  0  0  0  0  0  0.4593 
m’1,2  0.5959  0.0075  0  0  0  0  0  0  0  0  0  0  0  0  0.3967 
m’1,3  0.2140  0.0053  0  0  0  0  0  0  0  0  0  0  0  0  0.7808 
m’1,4  0.5573  0.0001  0  0  0  0  0  0  0  0  0  0  0  0  0.4426 
m’1,5  0.4882  0.0003  0  0  0  0  0  0  0  0  0  0  0  0  0.5115 




PA  V1  V2  V3  V4  V1∪V2  V1∪V3  V1∪V4  V2∪V3  V2∪V4  V3∪V4  V1∪V2∪V3  V1∪V2∪V4  V1∪V3∪V4  V2∪V3∪V4  Θ 
m’2,1  0.0185  0  0.5243  0  0  0  0  0  0  0  0  0  0  0  0.4572 
m’2,2  0.0792  0  0.2925  0  0  0  0  0  0  0  0  0  0  0  0.6284 
m’2,3  0.0091  0  0.2038  0  0  0  0  0  0  0  0  0  0  0  0.7871 
m’2,4  0.0241  0  0.5563  0  0  0  0  0  0  0  0  0  0  0  0.4196 
m’2,5  0.0062  0  0.5199  0  0  0  0  0  0  0  0  0  0  0  0.4739 
Table 13. Probability assignments of without crack‐oblique crack sub‐classifier for an image of a transverse crack. 
PA  V1  V2  V3  V4  V1∪V2  V1∪V3  V1∪V4  V2∪V3  V2∪V4  V3∪V4  V1∪V2∪V3  V1∪V2∪V4  V1∪V3∪V4  V2∪V3∪V4  Θ 
m’3,1  0.0630  0  0  0.2314  0  0  0  0  0  0  0  0  0  0  0.7056 
m’3,2  0.0930  0  0  0.1450  0  0  0  0  0  0  0  0  0  0  0.7620 
m’3,3  0.1045  0  0  0.2483  0  0  0  0  0  0  0  0  0  0  0.6472 
m’3,4  0.0630  0  0  0.1646  0  0  0  0  0  0  0  0  0  0  0.7724 
m’3,5  0.2170  0  0  0.2026  0  0  0  0  0  0  0  0  0  0  0.5804 
Table 14. Probability assignments of longitudinal crack‐transverse crack sub‐classifier for an image of a transverse crack. 
PA  V1  V2  V3  V4  V1∪V2  V1∪V3  V1∪V4  V2∪V3  V2∪V4  V3∪V4  V1∪V2∪V3  V1∪V2∪V4  V1∪V3∪V4  V2∪V3∪V4  Θ 
m’4,1  0  0.0050  0.7529  0  0  0  0  0  0  0  0  0  0  0  0.2422 
m’4,2  0  0.0075  0.7253  0  0  0  0  0  0  0  0  0  0  0  0.2672 
m’4,3  0  0.0000  0.4134  0  0  0  0  0  0  0  0  0  0  0  0.5866 
m’4,4  0  0.0033  0.8213  0  0  0  0  0  0  0  0  0  0  0  0.1754 
m’4,5  0  0.0000  0.7370  0  0  0  0  0  0  0  0  0  0  0  0.2630 
Table 15. Probability assignments of longitudinal crack‐oblique crack sub‐classifier for an image of a transverse crack. 
PA  V1  V2  V3  V4  V1∪V2  V1∪V3  V1∪V4  V2∪V3  V2∪V4  V3∪V4  V1∪V2∪V3  V1∪V2∪V4  V1∪V3∪V4  V2∪V3∪V4  Θ 
m’5,1  0  0.0024  0  0.4882  0  0  0  0  0  0  0  0  0  0  0.5094 
m’5,2  0  0.0041  0  0.5345  0  0  0  0  0  0  0  0  0  0  0.4614 
m’5,3  0  0.0012  0  0.2556  0  0  0  0  0  0  0  0  0  0  0.7432 
m’5,4  0  0.0000  0  0.5303  0  0  0  0  0  0  0  0  0  0  0.4697 
m’5,5  0  0.0000  0  0.4301  0  0  0  0  0  0  0  0  0  0  0.5699 




PA  V1  V2  V3  V4  V1∪V2  V1∪V3  V1∪V4  V2∪V3  V2∪V4  V3∪V4  V1∪V2∪V3  V1∪V2∪V4  V1∪V3∪V4  V2∪V3∪V4  Θ 
m’6,1  0  0  0.4418  0.0697  0  0  0  0  0  0  0  0  0  0  0.4885 
m’6,2  0  0  0.2431  0.0993  0  0  0  0  0  0  0  0  0  0  0.6576 
m’6,3  0  0  0.1944  0.0562  0  0  0  0  0  0  0  0  0  0  0.7495 
m’6,4  0  0  0.4165  0.0845  0  0  0  0  0  0  0  0  0  0  0.4990 
m’6,5  0  0  0.4144  0.0178  0  0  0  0  0  0  0  0  0  0  0.5678 
Table 17. The result of first‐level combination for an image of a transverse crack based on OAO classifiers. 
PA  V1  V2  V3  V4  V1∪V2  V1∪V3  V1∪V4  V2∪V3  V2∪V4  V3∪V4  V1∪V2∪V3  V1∪V2∪V4  V1∪V3∪V4  V2∪V3∪V4  Θ 
m’1  0.9661  0.0011  0  0  0  0  0  0  0  0  0  0  0  0  0.0327 
m’2  0.0138  0  0.9352  0  0  0  0  0  0  0  0  0  0  0  0.0511 
m’3  0.2366  0  0  0.5502  0  0  0  0  0  0  0  0  0  0  0.2133 
m’4  0  0.0001  0.9981  0  0  0  0  0  0  0  0  0  0  0  0.0018 
m’5  0  0.0007  0  0.9522  0  0  0  0  0  0  0  0  0  0  0.0471 
m’6  0  0  0.8468  0.0634  0  0  0  0  0  0  0  0  0  0  0.0899 
Table 18. The result of second‐level fusion for an image of a transverse crack based on OAO classifiers. 
PA  V1  V2  V3  V4  V1∪V2  V1∪V3  V1∪V4  V2∪V3  V2∪V4  V3∪V4  V1∪V2∪V3  V1∪V2∪V4  V1∪V3∪V4  V2∪V3∪V4  Θ 
m’  0.0007  0.0000  0.9981  0.0012  0  0  0  0  0  0  0  0  0  0  0 
Table 19. The result of second‐level fusion for an image of without a crack based on OAO classifiers. 
PA  V1  V2  V3  V4  V1∪V2  V1∪V3  V1∪V4  V2∪V3  V2∪V4  V3∪V4  V1∪V2∪V3  V1∪V2∪V4  V1∪V3∪V4  V2∪V3∪V4  Θ 
m’  0.7706  0.0172  0.1507  0.0612  0  0  0  0  0  0  0  0  0  0  0.0004 
Table 20. The result of second‐level fusion for an image of a longitudinal crack based on OAO classifiers. 
PA  V1  V2  V3  V4  V1∪V2  V1∪V3  V1∪V4  V2∪V3  V2∪V4  V3∪V4  V1∪V2∪V3  V1∪V2∪V4  V1∪V3∪V4  V2∪V3∪V4  Θ 
m’  0  1  0  0  0  0  0  0  0  0  0  0  0  0  0 
  




PA  V1  V2  V3  V4  V1∪V2  V1∪V3  V1∪V4  V2∪V3  V2∪V4  V3∪V4  V1∪V2∪V3  V1∪V2∪V4  V1∪V3∪V4  V2∪V3∪V4  Θ 
m’  0.1606  0.0869  0.0364  0.7154  0  0  0  0  0  0  0  0  0  0  0.0006 
Table 22. Diagnosis accuracy comparison between proposed methods and independent SVMs with single‐type of features. 
Model  Proposed (OAR)  Proposed (OAO)  Sobel‐SVM  LoG‐SVM  Gabor‐SVM  Steerable‐SVM  Homogeneity‐SVM 
Accuracy  96.25%  94.58%  88.33%  90.83%  87.08%  92.08%  85.83% 
Table 23. Result of ablation study of the proposed method with different combinations of filtering techniques. 
Model  Sobel  LoG  Gabor  Steerable  Homogeneity 
Accuracy 
Training Data  Testing Data 
OAR‐SVM‐DS  √  √  √  √  ×  98.65%  95.42% 
OAR‐SVM‐DS  √  √  √  ×  √  94.17%  91.25% 
OAR‐SVM‐DS  √  √  ×  √  √  97.08%  94.17% 
OAR‐SVM‐DS  √  ×  √  √  √  95.42%  93.33% 
OAR‐SVM‐DS  ×  √  √  √  √  95.73%  92.50% 
OAO‐SVM‐DS  √  √  √  √  ×  96.25%  93.75% 
OAO‐SVM‐DS  √  √  √  ×  √  93.54%  89.58% 
OAO‐SVM‐DS  √  √  ×  √  √  95.63%  92.92% 
OAO‐SVM‐DS  √  ×  √  √  √  93.23%  90.83% 
OAO‐SVM‐DS  ×  √  √  √  √  94.69%  91.67% 
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