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Abstract

Retinal Ganglion Cells (RGCs) are the sole cells through which visual information is
transmitted from the eye to the brain. As such, RGC dysfunction has a dramatic effect
on vision and perception. Retinal neurodegenerative diseases, such as glaucoma, are
one of the leading causes of blindness worldwide. The study of these diseases requires
well-characterized models in order to swiftly and effectively develop diagnostic tools and
therapeutics. This dissertation aims to characterize specific properties of the visual
system of the Brown-Norway rat. First, visual processing was evaluated in awake, freely
moving rats. Contrast sensitivities of Brown-Norway rats were characterized by
discrimination-driven behavior and by the optomotor reflex. Contrast sensitivities were
examined at a range of spatial and temporal frequencies. The peak contrast, spatial,
and temporal sensitivities characterized by the optomotor reflex were markedly lower
than those characterized by the discrimination-driven task but match neurons of the
superior colliculus. Second, the temporal filtering of the receptive field (RF) center and
surround of RGC cell types was characterized by in vivo extracellular recording. RGCs
were found to exhibit nonlinear properties similar to cell types found in other species,
and different RGC cell types exhibited different temporal filtering properties. Receptive
field center properties were compared to surround properties and surround stimulation
caused RGCs to fire at higher temporal frequencies than center-optimized stimulation.
Lastly, the flash, flicker, and pattern electroretinograms (ERG) were compared to the
vi

activity of RGCs in order to identify non-invasive measures to quantify RGC health and
activity. RGCs were found to fire synchronously with oscillatory potentials of the flash
ERG- a phenomenon that has not been described before. Previous studies have
demonstrated that the temporal frequency response of the flicker ERG can distinguish
between the On- and Off- retinal pathways in primates and in mice, but this distinction
was found to not extend to the rat. Alternatively, a reversing pattern stimulus generated
frequency-dependent differences in On- and Off-type RGCs.

vii

Chapter 1: Background
1.1 Introduction
‘The Potato Eaters,’ by Vincent Van Gogh, depicts the harsh reality of 19th century
peasants. He communicated humility, tenacity, and poverty not with descriptions of their
finances or anecdotes about their life, but with earth tones and dark composition.
Recently, medical historians have interpreted the Dutch painter’s unique style as an
aspect of the delusions the artist suffered (Lee 1981, Blumer 2002, Niels Arnold 2004,
Turkheimer, Fagerholm et al. 2020). Whether or not his depictions of cypress trees, wheat
fields, and stars were hallucinogenic or merely a stylistic choice, Van Gogh captured the
creativity of a modern audience, if not a contemporary one. Except for our visually
impaired friends and family, humans experience the world through a largely visual filter.
Certainly, Van Gough’s ability to tap into our emotions depends on a multitude of
processes throughout the brain, but our access to the Van Gogh’s paintings and the entire
visual world is mediated by the retina, and by Retinal Ganglion Cells (RGCs).
RGCs are the endpoint of an information cascade starting with photoreceptors,
moving through bipolar cells, and mediated by retinal interneurons (Masland 2001). RGCs
are the only neurons in the retina that transmit information to the central nervous system,
synapsing on neurons in the Lateral Geniculate Nucleus (LGN) and Superior Colliculus
(SC) (Perry, Oehler et al. 1984, Hofbauer and Dräger 1985). RGCs make up a relatively
small population of cells in the retina, and as such loss of RGCs have a dramatic effect
on vision (Kerrigan–Baumrind, Quigley et al. 2000, Mead and Tomarev 2016). Diseases
1

in which RGCs are vulnerable to deterioration and cell death, such as glaucoma and
diabetic retinopathy, are some of the leading causes of blindness across the globe (Tham,
Li et al. 2014, Lechner, O'Leary et al. 2017).
1.2 Animal Models
References to ganglion cells appear as early as the first half of the 19th century but
were not readily identifiable until the invention of the ophthalmoscope later that century
or the use of Golgi staining in the mid-20th century, when their function was also becoming
apparent (Travers and Delafield 1825, Polyak 1949, Patton 2008). For several decades,
RGC research proceeded in a wide range of species, but most impactfully the cat and
non-human primates (Shapley and Victor 1979, Enroth-Cugell and Freeman 1987,
Benardete and Kaplan 1999). As such, characteristics of the retina are based on- and
reference- these species. However, rodents have served as the preferred biomedical
research animals because of their anatomical, physiological, and genetic similarity to
humans, short gestation times, rapid development to adulthood, short lifespan, and
relatively large numbers of offspring, with much of the attention on mouse models.
However, rat behavior mimics that seen in humans better than mouse behavior does
(Bryda 2013). Furthermore, for RGC research, rats have an advantage over their murine
cousins in their size, with larger and more accessible retinae and optic nerves. Rodent
models of retinal diseases have advanced our understanding of these diseases quickly
but have frequently neglected to consider the differences between rodents and the
species in which our foundational knowledge of the retina was established.
Rodent models of vision have utility beyond studying the diseases that directly
affect the retina. Due to the nature of the eye, retinal neurons make readily accessible
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circuits that reflect the complexity of cerebral circuits (Demb and Singer 2015).
Furthermore, responses of these neurons are highly reproducible, making them an
excellent model of central nervous system activity (Kuffler 1953, Roska and Werblin 2001,
Baccus 2007).
1.3 Visual Processing
RGCs are the only neurons in the retina that transmit information to the central
nervous system, mainly synapsing on neurons in the Lateral Geniculate Nucleus (LGN)
and Superior Colliculus (SC) (Perry, Oehler et al. 1984, Hofbauer and Dräger 1985). A
population of intrinsically photosensitive RGCs also project to the Suprachiasmatic
Nucleus, which is responsible for entraining the circadian clock, while still more RGCs
project to the pretectum, which modulates pupil size (Hattar 2002, McDougal and Gamlin
2010). The LGN projects to many areas of the visual cortex and is itself an area of
information processing (Ozaki and Kaplan 2006). Like the LGN, the SC functions to
integrate sensory inputs. In reference to vision, the SC integrates information on
movement and orientation, in particular initiating saccades (Isa and Hall 2009). The SC
also sends fibers, in part, to areas of the Accessory Optic System, which is responsible
for the optomotor nystagmus (Simpson 1984). 80% of RGCs innervate the LGN in
primates, but only a small fraction of RGCs innervate the nucleus in rodents. Rather,
upwards of 96% of rodent RGCs project to the SC (Thuen, Singstad et al. 2005). This
indicates that where an object is located is more encoded for in the rat rather than what
that object is.

3

Figure 1 Illustration of the retina
PR: Photoreptor; BC: Bipolar Cell; AC: Amacrine Cell; GC: Ganglion Cell. (A) The retina is composed of
several layers each containing a diverse group of cells. The photoreceptor layer consists of rods and
cones that hyperpolarize when stimulated by photons. The outer plexiform layer is where photoreceptors
and HCs synapse onto BCs. The inner nuclear layer houses the cell bodies of BCs, HCs, and ACs. The
inner plexiform layer is where BCs and ACs synapse onto GCs. The ganglion cell layer houses the soma
of GCs. (B) illustrates how rods transmit light signals through AII ACs to the cone BC pathway.

1.4 Organization of the retina
RGCs are the endpoint of an information cascade starting with photoreceptors,
moving through bipolar cells, and mediated by retinal interneurons (Masland 2001). In the
mammalian retina, there are two types of photoreceptors, rods and cones, which express
the light-sensitive opsins rhodopsin or photopsin, respectively. While there are multiple
subtypes of cones- expressing spectrally distinct opsins- there is only one type of rod,
which has low spectral tuning but high photopic sensitivity, enabling scotopic, albeit
achromatic, vision. Cones, on the other hand, have high spectral tuning but low photopic
sensitivity, giving rise to in-color vision under photopic conditions (Jacobs 1993). Notably,
many mammals, including rats, are dichromats and do not ‘see’ red.
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Cones synapse onto cone bipolar cells, of which there are several types, but for
simplicity’s sake will be characterized into four subtypes: On- Sustained, On- Transient,
Off- Sustained, and Off- Transient. Photoreception causes the termination of glutamate
release from photoreceptors, which alternatively depolarize or hyperpolarize Off- and Onbipolar cells, respectively (Connaughton 2005). Similarly, different glutamate receptors
on Sustained and Transient bipolar cells lead to their particular phenotypes (Devries
2000). Rods synapse onto a certain type of amacrine cell, which in turn transmit the output
of rods to rod bipolar cells.
Bipolar cells synapse onto ganglion cells, which display even more diversity than
bipolar cells. We are primarily concerned with, as described in humans, magnocellular
and parvocellular RGCs, which are homologues of alpha, or Y, and beta, or X, cells in the
cat. Beta cells are characterized by small dendritic fields and linear summation of light
and offer high spatial resolution, while alpha cells are characterized by larger dendritic
fields and nonlinear summation of light- increased firing rate when the spatial frequency
of the stimulus is increased. Reflecting the activity of bipolar cells, these ganglion cells
can also be On or Off, Sustained or Transient. Other RGC types exist, such as sluggish,
On-Off cells, directionally sensitive cells, and intrinsically photosensitive RGCs, but these
cell types were rarely encountered in these experiments.
The retina also expresses two types of interneurons that mediate the activity of
other retinal neurons. Horizontal cells function to inhibit an excited photoreceptor and
surrounding cells, meaning that ganglion cells directly excited by the excited
photoreceptor are excited, but neighboring ganglion cells are inhibited. This gives rise to
the classic center-surround receptive fields of ganglion cells (Hack and Peichl 1999).
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Amacrine cells, on the other hand, synapse onto the terminals of bipolar cells and
postsynaptic dendrites of retinal ganglion cells and have been shown to inhibit some
classes of RGCs but disinhibit others (Manu and Baccus 2011). However, this is a
simplistic view of amacrine cells; they are the most diverse class of retinal neurons with
specific functions (Macneil and Masland 1998). Amacrine cells appear to help amplify
appropriate visual information or diminish unwanted visual information, such as retinal
inputs during a saccade, on an almost case-by-case basis.
1.5 RGC morphology
RGCs have a variety of dendritic arbors leading to a multitude of functions, but the
most well established are described here. Alpha and beta RGCs are traditionally
organized into two opponent receptive fields (RFs): a smaller ‘center’ excitatory RF and
a concentric, slower ‘surround’ inhibitory RF. As previously stated, alpha or Y-like
ganglion cells have wide dendritic fields, produce a Brisk Transient or Sustained response
to stimulus onset, and generally display frequency doubling when presented with an
alternating light and dark stimulus where both the light and dark phases of stimulus fall
on the RF center at the same time (high spatial frequencies, the phenomenon is referred
to as nonlinear light summation). Beta, or X-like ganglion cells, are rare in rodents despite
being the main vehicle of acute vision in primates. These cells tend to have small dendritic
fields, have Brisk Sustained responses to light, and display linear light summation. Both
of these cell types can depolarize in response to increase in luminance (On) or depolarize
in response to a decrease in luminance (Off) (Sanes and Masland 2015).
In 2001, research into RGCs took dramatic departure from how it had been
previously conducted when E. J. Chichilnisky introduced white noise analysis. This
6

method uses a checkerboard stimulus in which each check randomly alternates between
various luminance levels so that the mean luminance of the entire stimulus remains stable
but luminance increases or decreases of individual checks stimulate portions of RGC
receptive fields (RFs) (Chichilnisky 2001). This allows researchers to map spatial
properties of RGCs. Moreover, combined with multi-electrode recording, it allowed for
rapid analysis of multiple RGCs at once. Notably, this work was done in primates and has
since been employed in a variety of species, including rats. To our knowledge, white noise
analysis has not been used to characterize the temporal properties of RGCs despite
motion detection being a defining feature of alpha cells, especially in the rat, in which the
majority of RGCs project to the SC and may be primarily involved in motion detection
(Sanes and Masland 2015).
1.6 Electroretinograms
The electroretinogram (ERG) is an electrophysiological technique that records the
summed activity of neurons in the retina. The traditional Ganzfeld flash ERG produces a
waveform that begins with the negative a-wave- attributed to photoreceptors (Baylor,
Nunn et al. 1984)- followed the positive b-wave- attributed to bipolar cells (Stockton and
Slaughter 1989)- followed by a slow negative potential called the photopic negative
response (PhNR). The full-field ERG is most used in clinical practice to evaluate the
health of the retina, but because RGCs comprise a small portion of retinal neurons, they
contribute little to most ERG paradigms (Riggs 1986, Creel 2019). Because of its relative
ease, a substantial amount of research has been conducted trying to obtain information
about RGCs from the full-field ERG. Under the classic Ganzfeld flash paradigm, light
intensities just above the behavioral threshold elicit the Scotopic Threshold Response
7

(STR), and is attributed to RGCs (Bui and Fortune 2004). Ultimately, we want to leverage
our understanding of RGC physiology and the ERG into early and accurate detection of
disease in humans.
RGC dysfunction can be elucidated by examining the electrophysical waveform in
patients experiencing retinal disease or models under the influence of drugs or induced
disease that affect one or more types of RGCs, and in response to different visual stimuli.
Two of these drugs are APB and PDA, which block the activity of the On- and Offpathway, respectively. This is useful for evaluating the progression of disease as
evidence suggests that Off-type RGCs are more susceptible to damage than ON-type
RGCs (Chen, Zhao et al. 2015). One alternative to the flash ERG stimulus is the pattern
ERG (PERG) stimulus, which employs a monitor to display a checkerboard or alternating
bar pattern to the eye. The pattern stimulus minimizes the contribution of bipolar cells to
the ERG, thus allowing RGCs to comprise most of the waveform. Another alternative to
the flash ERG is the flicker ERG, which similarly presents light over the entire visual field,
but presents a flickering stimulus of variable temporal frequency over an extended period.
Evidence suggests that the On- and Off- pathway contribute to the flicker ERG at different
frequencies (Kondo and Sieving 2002, Tanimoto, Sothilingam et al. 2015). These studies
examine the ERG under drug and disease models known to affect RGC activity but lack
direct recording from RGCs. In this dissertation we compare the activity of On- and Offtype RGCs at the frequencies assumed to induce differences in the pattern and flicker
ERG, as well as differences between the activity of RGCs and the simultaneously
collected ERGs.
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1.7 Gaps in knowledge
The experiments described in this dissertation establish normal visual perception
properties of the Brown-Norway rat for the use as a model of human vision. Previous
studies have examined the spatial properties of functional vision of rat strains at a single
luminance level. This dissertation goes beyond previous examinations of other strains by
measuring the temporal properties of Brown-Norway rat functional vision and their RGCs
in addition to their spatial properties. Many labs have investigated ganglion cell
contributions to the ERG, but to our knowledge none have recorded RGC spike activity
simultaneously with the ERG until now. Simultaneous recording of RGCs and the ERG
allows us to establish a temporal relationship between RGC firing and ERG components
and reveals novel ways the ERG may be used to evaluate RGC health and function.
1.8 Summary of Results
The contrast sensitivity function (CSF) is a useful measure of the functional vision
of an animal (Thurman, Davey et al. 2016). CSFs of Brown-Norway rats were collected
by visual psychophysical- and reflex-driven behavior. CSFs became more lowpass and
systematically decreased in contrast sensitivity and spatiotemporal acuity as mean
luminance decreased. Photopic contrast sensitivity and acuity when measured by reflexdriven behavior, the optomotor reflex, were markedly lower than that of grating detection
psychophysics as well as the optomotor findings of other rat species reported in previous
studies.
Separately, the spatiotemporal properties of RGCs of Brown-Norway rats were
assessed by single-unit electrophysiology. Alpha cell homologues were identified and
could be On- or Off-type and Brisk Sustained (BS) or Brisk Transient (BT). Frequency
9

doubling, a property that differentiates alpha and beta cells, was observed in these rats
but did not produce the bimodal distribution in population found in cats (Enroth-Cugell
and Freeman 1987). RF center dynamics were characterized by achromatic drifting
gratings with spatial frequencies tuned to stimulate the RF center maximally and surround
minimally, and by white noise presented over the RF center (Kaplan and Shapley 1986,
Chichilnisky 2001). RF surround dynamics were characterized by drifting gratings at a
low spatial frequency, and by white noise presented over the visual field. Surround
dynamics were further characterized by a series of spot sizes, annuli, and rings.
Differences in cell types were driven by their BS or BT classification. BS cells had
significantly smaller peak responses to spots presented over their receptive field center
and were significantly more lowpass than BT cells. White noise analysis predictions
correlated well to RGC tuning curves, but the correlation weakened further from the
frequency that produces a peak response. RF surround tuning curves resulted in lower
responsivity than RF center tuning curves. However, at high temporal frequencies,
surround tuning curves resulted in response resonance that was not present in center
tuning curves. The Spike-Trigged Averages (STAs) of spots, annuli, and rings reveal that
stimulation beyond the classical surround results in excitation of the cell.
In a subpopulation of animals, the ERG was collected simultaneously with RGC
activity during several stimulus paradigms. Eyes were stimulated with 5ms Ganzfeld
flashes of increasing light intensity (0.018 – 1800 cd/ms/s). At higher intensities, On-type
RGCs responded 52.5±5.4 ms after stimulus onset and Off-type cells typically responded
with more variance at 132.8±47.4 ms after stimulus onset; both begin firing before the
PhNR. On-type RGCs cluster into spike volleys that correlate strongly to Oscillatory
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Potentials (OPs). Spikes began to cluster into volleys at the same light intensity as OPs
began to become apparent. Spike volley times were 0.5±2.2 ms from peak OP times and
the correlation coefficient of volley and OP latency was 0.981. Eyes were also stimulated
with alternating achromatic bars. The PERG revealed differences between On- and Offtype RGCs at high temporal frequencies. At 24Hz, On-type RGCs fire at the stimulus
frequency (F1) more strongly than Off-type RGCs. On-type RGCs also fire more at twice
the stimulus frequency (F2) than Off-type cells at 24Hz. Conversely, at 2Hz, Off-type
RGCs fire at the stimulus frequency more strongly than On-type RGCs. Similar analysis
of the flicker ERG did not yield any differences between On- and Off-type RGCs but did
reveal that RGCs respond to this stimulus at temporal frequencies above the frequency
at which the summed activity of the retina falls below the level of noise in the system.
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Chapter 2: Spatiotemporal contrast sensitivity of Brown-Norway rats
This work has been previously published in Neuroscience, see (Johnson, Gregorich et al.
2020)
2.1 Introduction
Researchers employ a variety of animal models to investigate the neural basis of
visual behavior and disorders of the visual system. The choice of model is driven by a
combination of factors, including size, accessibility, experimental method, and the
principles of replacement, reduction, and refinement. Although primate models have the
greatest translational relevance, rodent models can provide technical advantages that
make them a popular subject of study. It may be debated whether rodents are a suitable
model for human vision since they have relatively poor eyesight and a tiny visual cortex
that performs multiple sensory functions (Baker 2013). Nevertheless, modern scientific
advances in genetic engineering, electrophysiological recording, optical imaging, and
disease induction techniques have led to an explosion of research on mouse and rat
visual systems in the past two decades (Leinonen and Tanila 2018). The work has
revealed that rats are excellent for visual psychophysics as the animals can learn to
perform many complex discrimination tasks (Abbott 2010, Reinagel 2015, Zoccolan 2015)
and even steer a motorized car (Crawford, Knouse et al. 2020). Mice can also learn
complex visual tasks (Horner, Heath et al. 2013, Oomen, Hvoslef-Eide et al. 2013, Aoki,
Tsubota et al. 2017, Yu, Hira et al. 2018), but generally take longer to train, perform less
reliably, and cannot master some of the same tasks (Whishaw 1995, Prusky, West et al.
12

2000, Douglas, Neve et al. 2006, Cressant, Besson et al. 2007, Oomen, Hvoslef-Eide et
al. 2013).
Numerous vision tests have been developed to evaluate what and how well
rodents can see (Zoccolan and Di Filippo 2018). The first was the jump test, in which
animals discriminate high-contrast patterns by jumping from a small elevated stand
through one of two adjacent doors (Lashley 1930). Others are the poke and press tests,
in which animal discriminate between a visual target and equiluminant non-targets by
poking their nose through a hole or by pressing a lever or touchscreen (Birch and Jacobs
1979, Legg 1984, Keller, Strasburger et al. 2000, Morton, Skillings et al. 2006, Bussey,
Padain et al. 2008). Considerable training time is required for rodents to learn these tasks,
so the water test was introduced, which forces animals to find a submerged platform in
one arm of a Y-shaped water tank (Prusky, West et al. 2000, Prusky, Harker et al. 2002,
Douglas, Neve et al. 2006). Rats quickly associate a visual target with platform location
in order to find rest, but the location of target detection is unknown since the animal is
swimming around. The visual target in these tests has traditionally been a grating pattern
displayed on an oscilloscope or computer monitor, enabling detailed measurement of rat
contrast sensitivity and acuity (Birch and Jacobs 1979, Legg 1984, Seymoure and
Juraska 1997, Keller, Strasburger et al. 2000, Prusky, West et al. 2000, Prusky, Harker
et al. 2002). Abstract shapes and scenes have also been employed that show rodents
can perform fairly advanced visual computations such as invariant object recognition,
perceptual grouping, and collinear feature discrimination (Kurylo, Van Nest et al. 1997,
Simpson and Gaffan 1999, Bussey, Padain et al. 2008, Zoccolan, Oertelt et al. 2009,
Meier and Reinagel 2013). Tests that do not require operant conditioning are generally
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employed to evaluate rodent vision in disease models. The most popular is the optomotor
test, which bypasses the need for behavioral training by evoking eye- and head-tracking
movements with widefield cylindrically rotating patterns (McGill, Douglas et al. 2004,
Douglas, Alam et al. 2005). The visual reflexes are driven by subcortical circuits of the
accessory optic system (Simpson 1984). There is evidence the circuits can contribute to
target selection and decision making but differ in acuity from the primary visual cortical
pathways that mediate perceptual discrimination tasks (Li, Sun et al. 2015, Wolf, Lintz et
al. 2015, Crapse, Lau et al. 2018).
This study had five objectives. First was to fully characterize the spatiotemporal
range of rat vision. Prior work has primarily reported on spatial aspects of contrast
sensitivity, while temporal aspects have received scant attention. Second was to assess
rat vision over a wide luminance range. Prior work was mostly conducted at a single
photopic light level. Scotopic measurements are needed, especially since the animal is
nocturnal. Third was to model the contrast sensitivity function of rats. Prior work has
provided empirical estimates of peak contrast sensitivity and spatial resolution limit, which
are informative quantities but insufficient to quantitatively describe the visibility of any
given stimulus to the animal. Fourth was to investigate Brown-Norway rats. This strain is
frequently used in glaucoma research, and its visual abilities may differ from those of the
more documented Long-Evans and albino strains. In addition, we have long studied the
electrophysiological properties of retinal ganglion cells in Brown-Norway rats (Freeman,
Heine et al. 2008, Freeman, G et al. 2010, Heine and Passaglia 2011) which allows for
functional comparisons with their spatiotemporal response characteristics. And fifth was
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to evaluate the spatial and temporal acuity of the primary and accessory visual systems
via task- and reflex-driven behaviors.
2.2 Materials and Methods
2.2.1 Experimental Preparation
Experiments were carried out in accordance with the recommendations of NIH
Guide for the Care and Use of Laboratory Animals and with approval from the USF
Institutional Animal Care and Use Committee. Male retired-breeder Brown-Norway rats
(300-400g, 6 months – 3 years old) were purchased commercially (Envigo Inc.,
Indianapolis, IN) and individually housed under a 12-hour light/12-hour dark cycle in a
temperature-controlled room (21°C). Animals had ad libitum access to water and
restricted access to food to motivate learning and behavior. All experiments were
performed during the subjective day (6AM – 6PM), with animal training sessions in the
morning and testing sessions in the afternoon.
2.2.2 Visual Psychophysics
Figure 2A illustrates the rat visual psychophysics setup, which is a variation of the
jump test. Animals were placed inside an acrylic box (50 cm x 40 cm x 46 cm) on a narrow
(15 cm x 40 cm) ledge in front of two platforms (20 cm x 20 cm) separated by a vertical
divider (width: 1 cm). The ledge and landing platforms were elevated 15 cm to discourage
animals from exploring the box and separated by a 6-cm gap so that animals could only
reach the platforms by jumping. All surfaces were opaque except for the wall behind the
platforms, which was transparent. A CRT monitor (36 cm x 27 cm, 120 Hz non-interlaced)
abutted the transparent wall and displayed a solid gray image or a vertical sinewave
grating pattern of the same mean gray-level (𝐿𝐿) behind each platform. The monitor
15

Figure 2 Assessing rat vision
(A) Animals were trained to jump from a narrow ledge onto one of two landing platforms behind which a
vertical sinewave grating pattern was displayed in order to receive a food reward. The grating drifted at
optimal temporal frequency for spatial acuity measurements and reversed contrast at optimal spatial
frequency for temporal acuity measurements. Animals naturally adopted the position of facing a thin
partition that bisected the screen and separated the two landing platforms, which fixed viewing distance.
(B) Percentage of trials that a naïve rat correctly identified a maximum contrast grating across training
sessions. Vision testing began when correct performance exceeded 90% (dashed line). (C) Contrast
threshold data of a trained animal across trials in a single testing session. Contrast was raised or lowered
each trial using an adaptive one-up-two-down staircase method. The method ended after five contrast
reversals (circles) and pre-reversal contrast values (white arrowheads) were averaged to estimate
threshold for the grating stimulus (black arrowhead). (D) Modeling contrast sensitivity functions. Reversal
data were converted to contrast sensitivity via numerical inversion and regressed against grating
frequency by a truncated log-parabola model (line), yielding five parameters (Speak, fpeak, fbw, flimit, αLF).
Filled and unfilled symbols respectively plot contrast sensitivity measurement of panel C and example
data for other grating frequencies.

(Dragonflat D99, Sceptre Inc, Industry, CA) was calibrated with a photometer (UDT
Instruments, Baltimore, MD) to give linear output for gratings from 0.01 to 1 in Michelsen
contrast ([𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 − 𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 ]/[𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 + 𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 ]). Mean display luminance was 37 cd/m2, which lies

in the photopic range of rat (Dodt and Echte 1961). On the sound of a beep, which
indicated the start of a trial, animals had 20 s to jump from the ledge onto one of the
landing platforms. They received a food reward (rat chow or honey-nut oat

cereal by hand) for crossing to the platform that corresponded to the grating pattern before
trial end, which was announced by a noise chirp. Animals naturally adopted the forwardleaning center position illustrated in the figure, translating to a viewing distance of 25 cm.
At this distance each half of the screen spanned a 48o x 36o region of visual space.
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Animals were manually returned to the ledge after each trial, and the side of grating
presentation was randomized across trials.
Rats required training to perform the visual task. The training process began by
measuring ad libitum body weight and daily food intake (DFI) over a one-week period.
Thereafter animals received 80-90% of their average DFI as food rewards during daily
training or testing sessions, with any remainder of the DFI allotment deposited in their
cages afterward. Ad libitum access to food was restored if body weight dipped below 85%
of its initial value. The ledge was placed next to the landing platforms at the start of training
so that there was no gap to inhibit animal crossings and desired behaviors were guided
by hand and liberally rewarded. Gap distance and reward criteria were gradually
increased across training sessions until animals performed the task on their own with 90%
accuracy for a maximum contrast drifting grating and gap. Figure 2B plots the learning
curve of one animal, which exceeded the 90% performance criterion after 18 days.
The visual task presented a two-alternative unforced choice with three possible
outcomes on each trial. Animals could either: go to the correct platform, go to the incorrect
platform, or do nothing. Contrast detection thresholds were determined from the
behavioral decisions of trained animals using an adaptive 1-up-2-down staircase
paradigm. The paradigm started with grating contrast of 1 and decreased contrast by 50%
after every two correct responses in a row and increased contrast by 50% after every
incorrect response. A decrease-to-increase in contrast was defined as a reversal and the
paradigm stopped after 5 reversals. Contrast was unchanged if no platform was selected
in the allotted time, and five no-choice trials in a row were treated as an incorrect response
since the animal did not successfully perform the visual discrimination for whatever
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reason. This produced a reversal, which allowed the paradigm to continue or end. The
contrast values immediately prior to the reversals were then averaged to estimate
threshold for a given stimulus. Figure 2C plots behavioral data of a trained rat for a 0.4cpd drifting grating. It took 52 trials for the paradigm to estimate contrast threshold for this
stimulus, which equates to ~20 minutes.
Contrast thresholds were measured daily under scotopic or photopic illumination
conditions for rats. Trained animals were transferred in the morning to a dark room and
dark adapted for scotopic measurements at least 3 hours prior to afternoon test sessions.
Room lights remained off during testing, while the monitor screen was covered with a
bank of neutral density filters (sheets 209, 210, 211, 298, 299, Lee Filters, Burbank, CA)
that collectively attenuated mean light output by 2, 4, 6, or 8 log units. Animals came light
adapted to room illumination (27 cd/m2) for photopic measurements. Spatial acuity data
were collected for 0.01 to 3 cycles/degree (cpd) drifting gratings, and temporal acuity data
were collected for 0.01 to 60 Hz contrast-reversing gratings. Temporal frequency (tf) and
spatial frequency (sf) were respectively fixed at 6 Hz and 0.2-cpd to maximize grating
visibility based on initial testing. Up to four grating parameters were tested each session
at one mean light level.
2.2.3 Optomotor Responses
Rat vision was also assessed by evoking optomotor responses (OMRs) with a
commercial optomotry system (CerebralMechanics Inc, Medicine Hat, Canada). Animals
were placed on a small, elevated platform at the center of a closed chamber (39 cm x 39
cm x 32.5 cm) walled on four sides by LCD computer monitors. The monitors (27 cm x 33
cm) displayed a vertical grating pattern of varying sf or tf rotating about a virtual cylindrical
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drum centered on the animal’s head (Douglas, Alam et al. 2005). The grating randomly
rotated leftward or rightward on each trial, and contrast was adjusted until a threshold
was reached where head-tracking movements were no longer detected by the
experimenter who was blind to rotation direction. Head movements were observed from
above with a video camera mounted atop the chamber, and tracking was defined as a
repeated smooth movement and reorientation of the head in a given direction within 5 s
of stimulus presentation. Contrast thresholds were measured for gratings of varying sf or
tf at the mean luminance of the optomotry system (53 cd/m2), which was in the photopic
range of rats.
2.2.4 Data Analysis
Contrast threshold data were numerically inverted to contrast sensitivity, combined
for each grating stimulus across all test sessions from a given animal, removed of outliers
that deviated more than two-fold from the median, and averaged. Contrast sensitivity data
have a non-normal distribution, so they were logarithmically transformed and averaged
across animals for purposes of presentation of group data. The resulting contrast
sensitivity function (CSF) was regressed against grating sf or tf using a truncated logparabola equation 𝑆𝑆(𝑓𝑓), given by:

𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ∙ (1 − 𝛼𝛼𝐿𝐿𝐿𝐿 ), 𝑓𝑓 < 𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑎𝑎𝑎𝑎𝑎𝑎 𝑆𝑆(𝑓𝑓) < 𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ∙ (1 − 𝛼𝛼𝐿𝐿𝐿𝐿 )
2

log10 (𝑓𝑓)−log10 �𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 �
𝑆𝑆(𝑓𝑓) = �
−�
�
𝑓𝑓𝑏𝑏𝑏𝑏
, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ𝑒𝑒𝑒𝑒𝑒𝑒
𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ∙ 10

[1]

This equation was selected because it has been shown to fit the CSFs of human subjects
(Watson and Ahumada 2005, Thurman, Davey et al. 2016, Zheng, Wang et al. 2018) and
its parameters are straightforward to interpret. 𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 is the maximum contrast sensitivity,

𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 is the frequency at which contrast sensitivity is maximal, 𝑓𝑓𝑏𝑏𝑏𝑏 is the frequency
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bandwidth, and 𝛼𝛼𝐿𝐿𝐿𝐿 is the fractional reduction in peak contrast sensitivity at low frequency.
Parameter values were estimated in MATLAB (Mathworks Inc, Natick, MA) using a builtin nonlinear regression algorithm (nlinfit). Regression results were then used to determine
the frequency resolution limit 𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 given by 𝑆𝑆(𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ) = 1. Figure 1D illustrates the five

parameters extracted from CSFs. Parameter distributions were analyzed with SigmaPlot
(Systat Inc, San Jose, CA) software for statistical significance a one-way repeated
measure ANOVA and Student’s t-tests at α-level of 0.05.
2.3 Results
Contrast sensitivity data were collected from a total of 7 adult rats via the grating
detection task and 8 adult rats via the optomotor reflex. Subsets of the former group were
used for light- and dark-adapted spatial and temporal frequency measurements. There
was no animal overlap between the two groups. Animals took between 19 and 27 days
to learn the visual task. No animal training was needed for OMRs.
2.3.1 Psychophysical Measurements of Spatial Contrast Sensitivity
Figure 3A plots the CSF of a light-adapted rat for sf gratings drifting at optimal tf.
The CSF exhibits a spatial bandpass characteristic under photopic illumination, which
was fit by a truncated log-parabola model to summarize key features of the sf data. 𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

averaged 51.5 ± 10.3 across animals (n = 5), meaning that the minimum grating contrast
that rats could detect at optimal spatiotemporal frequency is ~2%. 𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 was 0.15 ± 0.04
cpd and 𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 , which estimates the highest sf that rats can discriminate, was 1.7 ± 0.3

cpd. The sf range of photopic vision was also fairly narrow as 𝑓𝑓𝑏𝑏𝑏𝑏 was 0.87 ± 0.10 cpd.

The narrow bandwidth can be attributed to a marked drop in contrast sensitivity at low sf.
𝛼𝛼𝐿𝐿𝐿𝐿 was 81 ± 9%, which amounts to more than a 5-fold reduction in peak sensitivity.
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Figure 3 Spatial vision under photopic illumination
(A) Contrast sensitivity function of a light-adapted rat measured via the grating detection task with
sinewave gratings of variable spatial frequency drifting at6 Hz. Solid line is a fit of a truncated logparabola model (Speak = 52, fpeak = 0.15 cpd, fbw = 0.85 cpd, flimit = 2.05 cpd, αLF = 0.87) to the data.
Dashed lines are model fits of all other animals tested. (B) Log-average contrast sensitivity function of 5
light-adapted rats. Error bars are standard error.

Figure 3B plots the average log spatial CSF of light-adapted rats. A log scale is used to
normalize contrast sensitivity measurements and communicate CSF variability across
experiments.
Figure 4A plots the CSFs of a dark-adapted rat for drifting sf gratings of different
mean luminance. Animals performed the visual task at chance level when the display
luminance was attenuated by 8 log units (not shown), indicating that they were unable to
see the grating. Just above the threshold for vision, which is around 6 log units of
attenuation, rat contrast sensitivity is poor and the spatial CSF exhibits a fairly lowpass
characteristic. Further increases in display luminance from -4 to 0 log units cause a
marked enhancement in contrast sensitivity and a progressive transition of the spatial
CSF to the bandpass characteristic observed under photopic illumination. Figure 4B plots
the average log spatial CSF of dark-adapted rats from which complete datasets were
collected for all mean luminance conditions (n = 3). It can be seen in the group average
that the high sf cutoff increased systematically with display luminance as well. Figure 4C
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Figure 4 Spatial vision under varying luminance levels
(A) Spatial contrast sensitivity functions of a dark-adapted rat measured via the grating detection task for
6-Hz drifting gratings attenuated in mean luminance by 0 to 6 log units. Solid lines are fits of the truncated
log-parabola model to the 0 log (Speak = 61, fpeak = 0.16 cpd, fbw = 0.65 cpd, flimit = 1.17 cpd, αLF = 0.93), 2
log (Speak = 36, fpeak = 0.14 cpd, fbw = 0.78 cpd, flimit = 1.32 cpd, αLF = 0.85), 4 log (Speak = 21, fpeak = 0.11
cpd, fbw = 0.79 cpd, flimit = 0.93 cpd, αLF = 0.72), and 6 log (Speak = 3, fpeak = 0.06 cpd, fbw = 1.66 cpd, flimit =
0.89 cpd, αLF = 0.33) data. (B) Log-average contrast sensitivity functions of three dark-adapted rats. Error
bars are standard error. (C) Average values of model parameters across mean luminance levels for the
three dark-adapted rats. Error bars are standard deviation. Circles indicate values of individual rats.

summarizes the analysis of log-parabola fits to spatial CSFs of these animals. 𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

scaled with mean light level by a factor of ~1.4 per log unit (F = 60.5; p < 0.001; R2= 0.95).
No significant change in 𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 or 𝑓𝑓𝑏𝑏𝑏𝑏 was detected except the -6 log unit condition (p <
0.05 for 0 vs. -6 LU for both parameters) despite the change in sf tuning. The lowpass-to-

bandpass transition was best captured by 𝛼𝛼𝐿𝐿𝐿𝐿 , which roughly doubled over the

luminance range tested (F = 6.4; p = 0.03; R2 = 0.71). A small increase in 𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 was also

noted in moving from scotopic to photopic display luminance (F = 5.2; p = 0.04; R2 = 0.60),
amounting to 0.06 cpd per log unit.
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Figure 5 Temporal vision under photopic illumination
(A) Contrast sensitivity function of a light-adapted rat measured via the grating detection task with 0.2-cpd
sinewave gratings reversing contrast at variable frequency. Solid line is a fit of a truncated log-parabola
model (Speak = 34, fpeak = 3.5 Hz, fbw = 1.4 Hz, flimit = 186 Hz, αLF = 0.41) to the data. Dashed lines are
model fits of all other animals tested. (B) Log-average contrast sensitivity function of three light-adapted
rats. Error bars are standard error.

2.3.2 Psychophysical Measurements of Temporal Contrast Sensitivity
Figure 5A plots the CSF of a light-adapted rat for gratings reversing contrast at
different tf. The temporal CSF exhibits a weak bandpass characteristic under photopic
illumination that was similarly fit by the truncated log-parabola model. 𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 averaged 43.0

± 8.6 across animals (n = 3), which was not significantly different from that measured

independently from sf data (p = 0.30). 𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 was 2.6 ± 0.8 Hz, 𝑓𝑓𝑏𝑏𝑏𝑏 was 1.5 ± 0.1 Hz, and
𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 was 198 ± 33 Hz. This estimate of the highest tf that rats can discriminate is

constrained in accuracy by the frame rate of the display monitor, which limited data
collection to tf below 60 Hz. 𝛼𝛼𝐿𝐿𝐿𝐿 was 38 ± 8%, reflecting the small reduction in contrast
sensitivity at low tf. Figure 5B plot the average log temporal CSF to summarize tf data
from light-adapted rats.
Figure 6A plots the CSFs of a dark-adapted rat for reversing tf gratings of different
mean luminance. The temporal CSF exhibits a relatively lowpass characteristic at 6 log
units of attenuation and progressive transitions a more bandpass characteristic as display
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Figure 6 Temporal vision under varying luminance levels
(A) Temporal contrast sensitivity functions of a dark-adapted rat measured via the grating detection task
for 0.2-cpd reversing gratings attenuated in mean luminance by 0–6 log units. Solid lines are fits of the
truncated log-parabola model to the 0 log (Speak = 54, fpeak = 1.0 Hz, fbw = 1.5 Hz, flimit = 104 Hz, αLF =
0.56), 2 log (Speak = 30, fpeak = 1.2 Hz, fbw = 1.3 Hz, flimit = 44 Hz, αLF = 0.49), 4 log (Speak = 13, fpeak = 1.5
Hz, fbw = 1.3 Hz, flimit = 37 Hz, αLF = 0.34), and 6 log (Speak = 8, fpeak = 0.6 Hz, fbw = 1.4 Hz, flimit = 12 Hz, αLF
= 0.25) data. (B) Log-average contrast sensitivity functions of four dark-adapted rats. Error bars are
standard error. (C) Average values of model parameters across mean luminance levels for the 4 darkadapted rats. Error bars are standard deviation. Circles indicate values of individual rats.

luminance is increased. Figure 6B plots the average log temporal CSF of dark-adapted
rats from which complete datasets were collected for all mean luminance conditions (n =
4). It can be seen in the group average that the high tf cutoff increased systematically with
display luminance, while the slope of the high tf rolloff was fairly constant. This differs
from the high sf rolloff of the spatial CSF, which increased in slope with luminance. Figure
6C summarizes the analysis of log-parabola fits to CSFs of these animals. 𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 scaled

by a factor of ~1.4 per log unit, as might be expected from the spatial CSF data (F = 30.4;
p < 0.001; R2 = 0.74). In fact, the 𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 of the temporal CSF was indistinguishable from
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the 𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 of the spatial CSF at each mean light level (0 LU: p = 0.41; -2 LU: p = 0.05; -4
LU: p = 0.30; -6 LU: p = 0.41) though those data were collected from different animals.

No significant change in 𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 (F = 3.8; p = 0.05; R2 = 0.02) or 𝑓𝑓𝑏𝑏𝑏𝑏 (F = 4.3; p = 0.38; R2

= 0.01) was detected; whereas, 𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 scaled with light level by the same factor as 𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

of ~1.4 per log unit (F = 19.7; p < 0.001; R2 = 0.66). The lowpass-to-bandpass transition
was again captured by 𝛼𝛼𝐿𝐿𝐿𝐿 , which approximately doubled for the luminance range tested

(F = 9.2; p < 0.01; R2 = 0.58).

2.3.3 Optomotor Measurements of Contrast Sensitivity
Figures 7A and 7B respectively plot the spatial CSF of a light-adapted rat and logaverage spatial CSF of a group of rats (n = 7) as measured via the OMR. It can be seen
that the CSF exhibits a spatial bandpass characteristic under photopic illumination, but
contrast sensitivity and high sf cutoff are much reduced from that measured via the grating
detection task. Fits of the truncated log-parabola model yield 𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 of 6.1 ± 1.1, 𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 of

0.13 ± 0.02 cpd, 𝑓𝑓𝑏𝑏𝑏𝑏 of 0.59 ± 0.13 cpd, 𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 of 0.42 ± 0.07 cpd, and 𝛼𝛼𝐿𝐿𝐿𝐿 of 71 ± 8%. The

reductions in 𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 , 𝑓𝑓𝑏𝑏𝑏𝑏 , and 𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 were statistically significant (p < 0.05 for all). Figures
7C and 7D respectively plot the temporal CSF of a light-adapted rat and log-average

temporal CSF of a group of rats (n = 8) as measured via the OMR. The CSF exhibits a
more temporal bandpass characteristic than that measured via the grating detection task,
with contrast sensitivity and high tf cutoff again much reduced. Fits of the truncated logparabola model yield 𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 of 6.6 ± 0.9, 𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 of 1.9 ± 0.3 Hz, 𝑓𝑓𝑏𝑏𝑏𝑏 of 0.8 ± 0.1 Hz, 𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 of

10 ± 1 Hz, and 𝛼𝛼𝐿𝐿𝐿𝐿 of 45 ± 27%. The reductions in 𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 , 𝑓𝑓𝑏𝑏𝑏𝑏 , and 𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 were statistically

significant (p < 0.05 for all). CSFs were not measured at different luminance levels from
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Figure 7 Comparison of task- and reflex-driven measures of vision
(A) Spatial contrast sensitivity function of oculomotor responses of a light-adapted rat for 2-Hz drifting
gratings. Solid black line is a fit of a truncated log-parabola model (Speak = 6, fpeak = 0.12 cpd, fbw = 0.63
cpd, flimit = 0.43 cpd, αLF = 0.68) to the data. Solid gray lines are model fits of all other animals tested.
Black and gray dashed lines plot the fit of the average spatial acuity data in Figure 3A and the 95%
confidence interval, respectively. (B) Log-average spatial contrast sensitivity function of oculomotor
responses of seven light-adapted rats. Error bars are standard error. Black and gray dashed lines plot the
log-average spatial acuity data in Figure 3B and the 95% confidence interval. (C) Temporal contrast
sensitivity function of oculomotor responses of a light-adapted rat for 0.2-cpd drifting gratings. Solid black
line is a fit of a truncated log-parabola model (Speak = 7, fpeak = 1.7 Hz, fbw = 0.9 Hz, flimit = 10.2 Hz, αLF =
0.57) to the data. Solid gray lines are model fits of all other animals tested. Black and gray dashed lines
plot the fit of the average temporal acuity data in Figure 5A and the 95% confidence interval. (D) Logaverage temporal contrast sensitivity function of oculomotor responses of 8 light-adapted rats. Error bars
are standard error. Black and gray dashed lines plot the log-average temporal acuity data in Figure 5B
and the 95% confidence interval.

dark-adapted rats, as done with the grating detection task, because the photopic contrast
sensitivity of OMRs was too low.
2.4 Discussion
This study used a modified version of the visual jump test to quantitatively
characterize the spatiotemporal frequency range of vision of Brown-Norway rats from
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scotopic to photopic light level. The luminance dependence of rat vision is qualitatively
similar to that of humans and other higher mammals (Smith 1973, De Valois, Morgan et
al. 1974, Pasternak and Merigan 1981); in that, spatial and temporal CSFs exhibit a
bandpass characteristic at high mean luminance and transition to a lowpass characteristic
at low mean luminance. The changes in CSF shape are accompanied by analogous
decreases in contrast sensitivity, spatial acuity, and temporal acuity. Spatial CSFs were
thus well fit by a truncated log-parabola model used to describe spatial contrast detection
by humans (Watson and Ahumada 2005, Thurman, Davey et al. 2016, Zheng, Wang et
al. 2018). The model was found to equally fit temporal CSFs of rats. Model results indicate
the decreases in contrast sensitivity and spatiotemporal acuity scale roughly linearly with
log light attenuation. CSFs were also measured using OMRs, which do not require
learning or cognitive processing. Contrast sensitivity and spatiotemporal acuity were
several-fold less for this visually evoked behavior.
2.4.1 Relation to Prior Behavioral Work on Rats
The ability of rats to detect spatial grating patterns has been investigated by
several groups. None examined temporal grating detection. Most of these studies
described spatial vision solely in terms of the highest spatial frequency that animals could
resolve, which is consistently around 0.5 cpd for albino rats and 1 cpd for pigmented rats
under photopic illumination (Birch and Jacobs 1979, Legg 1984, Keller, Strasburger et al.
2000, Prusky, West et al. 2000, Prusky, Harker et al. 2002, McGill, Douglas et al. 2004,
Douglas, Alam et al. 2005, Crijns and Op De Beeck 2019). One study noted that the
Fisher-Norway strain had markedly higher spatial acuity of ~1.6 cpd, although Fisher-344
rats are albino, and suggested it may have been inherited from crossing with Brown27

Table 1 Summary of CSF parameters across behavioral studies of different rat strains
strain

luminance

albino

3.4 cd/m
3.4 cd/m2
5 cd/m2
51 cd/m2
36 cd/m2
43 cd/m2
37 cd/m2
37x10-2 cd/m2
37x10-4 cd/m2
37x10-6 cd/m2
2

Long
Evans

Brown
Norway

𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 (cpd)

𝑓𝑓𝑏𝑏𝑏𝑏 (cpd)

𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 (cpd)

Spatial Contrast Sensitivity

12.4
20.8
12.6
6.1
36.4
23.7
54.4 ± 8.6
38.0 ± 4.4
19.1 ± 3.8
8.0 ± 4.8

0.05
0.13
0.13
0.15
0.20
0.19
0.17 ± 0.05
0.17 ± 0.02
0.18 ± 0.06
0.08 ± 0.04

1.07
0.97
0.63
0.78
0.53
0.58
0.77 ± 0.16
0.68 ± 0.09
0.71 ± 0.08
1.24 ± 0.40

0.6
1.15
0.60
0.74
0.91
0.92
1.6 ± 0.3
1.2 ± 0.1
1.1 ± 0.1
0.9 ± 0.2

𝛼𝛼𝐿𝐿𝐿𝐿 (%)
67
75
93
87
85 ± 9
81 ± 9
53 ± 19
47 ± 14

# rats
2
2
6
7
4
6
5
3
3
3

[9]
[9]
[10]
[11]
[26]
[27]

Temporal Contrast Sensitivity
37 cd/m2
50.3 ± 10.7
1.7 ± 1.1
1.6 ± 0.1
166 ± 44
55 ± 12
5
-2
2
37x10
cd/m
27.5
±
4.6
1.4
±
0.3
1.5
±
0.2
58
±
17
54
±
8
4
Brown
-4
2
Norway 37x10 cd/m
16.8 ± 3.7
1.3 ± 0.4
1.4 ± 0.1
39 ± 4
43 ± 9
4
37x10-6 cd/m2
7.2 ± 1.7
0.6 ± 0.3
1.5 ± 0.2
16 ± 10
29 ± 13
4
Dashes indicate the parameter cannot be estimated because grating frequencies below 𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 were not
tested. Brown-Norway data of this study were combined for light-adapted and 0-LU dark-adapted
experiments since the display luminance in both cases is 37 cd/m2.

Norway rats (Prusky, Harker et al. 2002). Our results confirm the Brown-Norway strain
has superior spatial acuity. Because temporal acuity was not characterized for these
species, a comparison could not be made. A few studies provided a more complete
description of spatial vision by including CSFs, and the published data were fit by the
truncated log-parabola model. Table 1 summarizes model fits to CSF measurements from
different rat strains. In addition to better acuity, Brown-Norway rats have greater contrast
sensitivity than Long-Evans and albino rats. Other aspects of spatial vision like peak
frequency and low frequency attenuation are comparable
Vision assessment via OMRs underestimates the ability of rats to discriminate a
visual stimulus. This was noted by a previous study and attributed to the involvement of
purely subcortical circuits in eye- and head-tracking behaviors (Douglas, Alam et al.
2005). A common finding with Long-Evans rats has been that OMR spatial acuity is down
around 0.5 cpd (Douglas, Alam et al. 2005, McGill, Prusky et al. 2007, Segura, Arines et
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al. 2018). This was also the case for Brown-Norway rats. There are no reports on the
temporal acuity of rat OMRs but it was markedly less as well, averaging 10 Hz compared
to over 100 Hz for the grating detection task. The tf limit of OMRs could reflect motor
limitations of the head-tracking system (Kretschmer, Tariq et al. 2017), but spatial and
temporal CSFs both match closely in peak, bandwidth, and cutoff frequency those of
superior colliculus neurons (Prévost, Lepore et al. 2007). In addition to lower acuity,
OMRs of Brown-Norway rats had poor sensitivity. The contrast of an optimal sf and tf
grating had to exceed 10 to 15% for the observer to detect head-tracking movements.
This is much greater than the contrast thresholds of 1.5 to 3% reported for Long-Evans
rats (Douglas, Alam et al. 2005, Cuenca, Fernández-Sánchez et al. 2014, Segura, Arines
et al. 2018). It is also greater than the 5% typically reported for mice (Douglas, Alam et
al. 2005, Prusky, Alam et al. 2006, Guzik-Kornacka, Van Der Bourg et al. 2016, Grillo,
Montgomery et al. 2018). The poor contrast sensitivity cannot be attributed to observer
bias because thresholds were consistent across animals even though the data were
collected by multiple naïve and blinded observers. It is presumably related to rat strain or
their retired-breeder age.
2.4.2 Relation to Neural Measures of Rat Contrast Sensitivity
The grating detection experiment was designed to facilitate comparison of
psychophysical CSFs with neurophysiological CSFs recorded in the lab from optic nerve
fibers in vivo (Freeman, Heine et al. 2008, Freeman, G et al. 2010, Heine and Passaglia
2011). Aside from the rat being anesthetized, the animal model and stimulus presentation
are the same and an algorithm systematically modifies contrast to find the threshold for
evoking a criterion modulation of spike firing rate. The inverse of this threshold, referred
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to as neural responsivity, averages 120 and 200 spikes/sec/unit-contrast at optimal
photopic spatiotemporal frequency for X- and Y-like rat ganglion cells, respectively (Heine
and Passaglia 2011). Spike discharge noise is expected to limit the smallest detectable
signal to a modulated rate around 4 spikes/sec (Freeman, Heine et al. 2008, Heine and
Passaglia 2011), so cell responsivity suggests a peak contrast sensitivity of ~50 for
Brown-Norway rats. The suggestion is in line with psychophysical measurements though
it neglects multicellular processes like cortical integration that might be expected to boost
signal-to-noise ratio and raise contrast sensitivity further. Visual acuity, on the other hand,
is poorly predicted by the receptive field properties of X- and Y-like cells. The highest sf
and tf that the cells can communicate is around 0.33 cpd (Heine and Passaglia 2011) and
26 Hz (Johnson 2019), both of which are well below what the animal can resolve.
There are several possible explanations for the marked disparity in neural and
perceptual acuity. One is that rats may use edge effects to accomplish the detection task
when the grating itself is not visible since display edges can produce a flicker percept in
humans (Campbell, Carpenter et al. 1969). Another is that the rat visual system may
construct a higher resolution image from the coincident activity of a mosaic of ganglion
cells with overlapping receptive fields (Meister 1996). It is more likely that there exists a
population of high acuity cells in rats which optic nerve electrodes cannot access. More
than 25 functional types of ganglion cell have been identified in the mouse retina using in
vitro recording techniques (Sanes and Masland 2015). X- and Y-like cells appear to
belong to the same morphological class known as alpha ganglion cell given their centersurround organization and similar receptive field sizes (Stone and Pinto 1993, Heine and
Passaglia 2011) and evidence of both sustained and transient varieties of alpha cell in
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mice (Pang, Gao et al. 2003), and alpha cells have larger receptive fields than other cell
types in mice (Zhang, Kim et al. 2012, Jacoby and Schwartz 2017) other mammals (Troy
and Shou 2002). Consistent with the idea some cells in rat visual cortex can respond out
to 1.2 cpd in sf and 55 Hz in tf (Girman, Sauvé et al. 1999).
The spatiotemporal acuity of X- and Y-like cells align well, on the other hand, with
that of the OMR. OMR circuitry relies on different retinal output pathways than the primary
one through the lateral geniculate nucleus since visual cortical lesions have no effect on
rodent head tracking (Harvey, De'Sperati et al. 1997, Douglas, Alam et al. 2005). In further
support of this idea, rats with lateral geniculate lesions were unable to detect gratings
above 0.7 cpd (Dean 1981), which approximates the sf limit of OMRs, and cortical
inactivation impaired mouse performance on a forced-choice task involving grating
detection (Treviño, Fregoso et al. 2018). Moreover, the superior colliculus is a major
target of retinal projections in the accessory optic pathway (Simpson 1984) and neurons
in the rat superior colliculus also respond best to sf around 0.02 cpd with a sf limit of 0.40.8 cpd (Prévost et al., 2007). X- and Y-like cells thereby appear to serve subcortical
circuits that mediate image stabilization via eye and head movements.
Therefore, another explanation for the relatively poor sensitivity and acuity of the
OMR is that it accurately measures the contrast sensitivity of the neural circuits that drive
the OMR, and that this circuit is physiologically separate from the circuit that the rat uses
to detect grating patterns in task-driven behavior. The neural origins of these circuits may
exist in the retina- as two populations of RGCs with different receptive field sizes and
sensitivities- or cortical- with the brain constructing a high-resolution image from a
singular population of RGCs. Alternatively, the two behaviors measure the same visual
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perception properties, and the OMR is simply less sensitive than the visual jump test. If
this is the case, the OMR is not suitable for experiments that require granular
measurements of function vision. However, the OMR is still advantageous to the jump
test in that it requires neither training nor food restrictions and may be implemented when
rapidity is essential.
2.4.3 Study Limitations
An important limitation to the interpretation of visual behavior studies is animal
movements. Grating sf depends on the viewing distance at the unknown time and location
of rat detection. While it was well prescribed by the jumping and landing platform design,
the head was not in the same spot on every trial for the entire trial duration. The distance
that animals leaned forward is estimated to vary up to 1.5 cm from the standard position,
which would impart a 5% error of sf values. The perceived TF of drifting gratings is also
altered by eye, head, or body rotation. Rats could thereby have improved detection of a
non-optimal sf by aliasing the grating to a tf that is more visible to the animal. This may
have impacted the shape of spatial CSFs but was mitigated for temporal CSFs using
contrast-reversing gratings. Another limitation is the frame rate of the display, which was
insufficient to probe very high tf. Temporal acuity estimates involved considerable model
extrapolation and are thereby least reliable of reported parameters. There is no
assessment method that can completely eliminate these limitations and other technical
or interpretational considerations may arise in altering or restricting movements (Zoccolan
and Di Filippo 2018). The approach used here represents a compromise since the rat’s
self-selection of a standard viewpoint approximates the positional certainty of methods
that constrain the head with a nose cone or affix the head to a rigid apparatus while
32

offering the more natural and easily trainable behavior of methods like the visual water
test.
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Chapter 3: Temporal Receptive Field Center & Surround Properties
3.1 Introduction
The ability of the rat to detect the movement of predators in its surrounding is
critical to its survival. Little is known about the visual pathways the rat uses to fulfill this
task. Most of what is known about the temporal response properties of the rat retina
comes from the electroretinogram. These provide a convenient and noninvasive means
of examining the gross electrophysiological properties of the retina. However, the
electroretinogram reflects the summed activity of the outer and inner retinal cells and
therefore do not provide the resolution necessary for studying the response dynamics of
individual cells (Krishna, Alexander et al. 2002). Since retinal ganglion cell (RGC) types
are believed to form distinct visual pathways, an understanding of their behavior is
necessary.
Y cells in the cat and parasol cells in the primate are thought to form the neural
substrates for motion detection (Cleland and Levick 1974, Shapley 1986, Kaplan and
Benardete 2001). This belief system stems from their relatively poor spatial acuity and
distinct temporal response properties. Alpha cell homologues have been identified in a
wide range of mammals occupying a diverse range of ecological niches (Peichl 1991,
Sanes and Masland 2015). A common assumption is that the response dynamics of alpha
and beta cell homologues will display the homologues response properties seen in the
cat. How well this assumption extends across species is currently still unknown. The rat
and the cat have taken separate evolutionary paths since they diverged from a common
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ancestor 94 million years ago (Pontius, Mullikin et al. 2007). Prior studies in the rat
suggest a wide range of physiological types and/or functions (Powers and Green 1978,
Friedman and Green 1982). The study of RGC physiology in the rat will provide
information on the important functional characteristics being conserved across species.
This knowledge should provide new insights into the functional roles of the various
mammalian visual pathways.
Differences in cat and rat RGC physiology have been identified by morphological
and physiological analysis. Only around 10% of the ganglion cells that project to the cat
LGN are alpha, or Y, cells and comprise only 4-7% of RGCs in the cat retina, whereas Ylike cells make up 80% of projections to the rat LGN (Boycott and Wässle 1974, Leventhal
1982, Thuen, Singstad et al. 2005). Rather, beta, or X, cells make up the majority of the
RGC population in cats. In both species, alpha cells are defined by having large dendritic
fields, but the physiology of rodent alpha cells is poorly defined, despite being conserved
across species (Peichl 1991). Even less is known about X-like cells in rodents (Sanes
and Masland 2015). In the previous chapter, we demonstrated that rats could identify
high-spatial frequency, which relies on the activity of X-like cells, as well as have a
separate population of cells that have lower spatial acuity- likely Y-like cells (Johnson,
Gregorich et al. 2020). The physiology of these two cell types should be of particular
interest to those who study visual neurodegenerative diseases such as glaucoma, as loss
of a cell type before another could lead to progressive loss of visual functions (Gupta and
Yücel 2007, Della Santina and Ou 2017).
Here we employ visual stimuli commonly used in the characterization of temporal
response properties in several species. The stimuli consisted of flickering spots and

35

sinusoidal luminous gratings optimized for center receptive field (RF), the surround RF,
or both. Cells consistently responded in a sustained or transient manner to center stimuli.
Wide-field stimulation resulted in more complex response dynamics with enhanced
sensitivity to high stimulus frequencies. Full field stimuli are frequently used during ERG
recordings. They are also commonly used to study RGC physiology in vitro. The choice
of these stimuli will aid in the cross-species comparison of RGC response properties.
White noise analysis, a process in which the receptive fields of RGCs are
stimulated checkered patterns of random luminance changes, has been used as an
efficient method for probing the spatial properties of rodent RGCs (Chichilnisky 2001). It
has therefore been used in conjunction with multielectrode recordings to characterize a
wide swath of cells at once. However, it is unclear whether white noise analysis will be
effective for characterizing the temporal properties of RGCs. Therefore, this paper will
aim to characterize the responses of rat RGCs to white noise over the receptive field
center and surround.
3.2 Materials and Methods
3.2.1 Experimental Procedures
Experiments were carried out in accordance with the recommendations of NIH
Guide for the Care and Use of Laboratory Animals and with approval from the USF
Institutional Animal Care and Use Committee. All experiments were conducted in healthy
male retired-breeder Brown-Norway rats (300-400g, 6 months – 2 years old). Animals
were purchased commercially (Envigo Inc., Indianapolis, IN) and individually housed
under a 12-hour light/12-hour dark cycle in a temperature-controlled room (21°C).
Animals had ad libitum access to water and food. Anesthesia was induced by isoflurane,
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then intraperitoneal injection of ketamine hydrochlorine (75mg/kg) and xylazine (7mg/kg).
A cannula was inserted into the femoral vein for intravenous drug delivery and a cannula
was placed in the trachea for mechanical ventilation. Dexamethasone (1mg) was injected
IP to reduce edema of the brain.
The head was fixed in a stereotaxic apparatus. Temperature was monitored and
maintained at ~37°C throughout the experiment. Heart rate and ECG waveform were
monitored throughout the experiment. The rat’s eyes were instilled with drops of
cyclopentolate, which was reapplied every 12 hours. The eyes were fitted with 1mm
artificial pupils/contact lenses and kept moist with artificial murine tears. A sagittal incision
was made between the rat’s eyes and ears and the skin moved aside. The skull was
cleaned, and a craniotomy was performed at Bregma. After surgical procedures, the
animal was maintained at an anesthetic plane for the remainder of the experiment via an
intravenous infusion of ketamine hydrochloride (60 mg/kg/hr), xylazine (1.5 mg/kg/hr),
and gallamine triethiodide (40 mg/kg/hr) supplemented with dextrose.
Spike discharges of RGC axons were recorded with a tungsten-in-glass electrode
(tip length 30-50 um) in the optic chiasm or tract. The electrode was lowered into the brain
through a metal guide needle positioned near Bregma.
3.2.2 Visual Stimulations
Visual stimuli were displayed on a CRT monitor (Multiscan 17se, 40.4 X 30.2 cm,
Sony, New York, NY). The frame rate was set to 100 Hz (non-interlaced) and the mean
luminance Lmean was set to 30 cd/m2s. The monitor was positioned 16.5 cm from the eye
along a 200° semicircle. The RF center was determined to be the size of a sinusoidal spot
that produced the greatest first-harmonic (F1) response. RGCs were classified into
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physiological types based on their responses to luminance increments and decrements
and linearity of spatial summation to contrast-reversing gratings of high spatial frequency.
The temporal response properties of RGCs were quantified using achromatic spots and
sinusoidal drifting grating patterns, where pattern contrast was defined as (Lmax –
Lmin)/(Lmax + Lmin). The patterns were presented in a simulated three-dimensional space
by correcting for planar distortions that become significant at close display distances
(Heine and Passaglia 2011). Spot size and grating spatial frequency were optimized to
excite the RF center maximally and the surround minimally in some experiments, excite
both the center and the surround, or solely excite the surround or segments of the
surround in other experiments. Spots were modulated in time with a pseudorandom
binary noisy sequence (PRBS, or white noise) in some experiments and sinusoidal
grating in others. The PRBS stimulus randomly alternated each frame between black and
white (100% contrast) for a minimum of 180 s. Gratings were presented in 15 s epochs
for drift frequencies above 1 Hz and in 5-period epochs for lower frequencies. Grating
contrast was adjusted across epochs to yield responses within the linear (F1) amplitude
range or rat RGCs (5-10 impulses per second, ips). F1 and F2 response amplitude was
calculated by applying the Fast Fourier Transform (Matlab, The Mathworks) to
peristimulus time histograms (PSTHs). PSTHs were constructed by binning the stimulus
period into 64 buckets and counting the number of spikes per bucket over all periods of
a given epoch. F1 amplitudes were then divided by grating contrast to give a measure of
cell responsivity, and the average responsivity for three epochs was determined as a
function of drift frequency.
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White noise analysis was performed as described by Chichilnisky. Responses from
PRBS stimulation were cross correlated with the stimulus to generate an impulse
response, then convolved with the pseudo-random sequence to yield a linear prediction.
The predicted firing rates were binned and plotted against the firing rates of the recorded
spike train to generate the static nonlinearity. The linear prediction was modified by the
static nonlinearity to yield the linear-nonlinear model.
3.2.3 Data Analysis
Spot response dynamics were quantified in terms of a transient/sustained index
(TSI), which was specified by the equation (Sagdullaev and McCall 2005):
[1]

𝑇𝑇𝑇𝑇𝑇𝑇 = 1 − (𝑆𝑆𝑆𝑆 − 𝑀𝑀𝑀𝑀)/(𝑃𝑃𝑃𝑃 − 𝑀𝑀𝑀𝑀),

where PR is the peak firing rate elicited by the preferred luminance step, SR is the
average firing rate over 0.5 – 0.7 s after stimulus onset, and MR is the maintained
background rate. Cell responsivity was plotted as a function of temporal frequency to yield
temporal tuning curves and fit to several reported models of RGC response dynamics,
including a ‘difference of exponentials’ , ‘difference of Gaussians’ , ‘double exponential,’
and ‘lowpass-highpass cascade’ model (Derrington and Lennie 1984, Victor 1987,
Mukherjee and Kaplan 1995, Lu and Petry 2003). R-squared values were obtained for
each using the least squares approach (Matlab, The Mathworks), and the cascade model
was found to provide the best fit (R-squared value = 0.92 ± 0.08, n = 121). It is given by:
1

𝑛𝑛

𝛼𝛼

𝑅𝑅(𝑓𝑓) = 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 �1+𝑖𝑖2𝜋𝜋𝑓𝑓𝑓𝑓 � �1 − 1+𝑖𝑖2𝜋𝜋𝑓𝑓𝑓𝑓 �,
1

2

[2]

where Rmax is the maximum unattenuated responsivity (ips), 𝜏𝜏1 is the lowpass-filter time

constant (s), n is the number of lowpass filters in the cascade, α is an attenuation factor
between 0–1 that determines the amount of highpass filtering, 𝜏𝜏2 is the highpass-filter
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time constant (s), and 𝑓𝑓 is temporal frequency (Hz). Note that Rmax is greater than the

measured peak responsivity for ⍺ < 0. The dynamical parameters of the lowpass-filter
cascade can be combined by the relation:
𝑇𝑇1 =

22𝑛𝑛−1 ((𝑛𝑛−1)!)2
𝜏𝜏1 ,
(2𝑛𝑛−2)!

[3]

where T1 describes the effective duration of the cascade (Wong et al., 1980). Significance
of mean parameter estimates of different RGC types was assessed with MATLAB using
Student t-tests for pairwise comparisons and one-way ANOVA and Tukey-Kramer test for
multi-type comparisons.
Impulse response dynamics were quantified in terms of a biphasicity index (BI)
given by the equation:
𝐵𝐵𝐵𝐵 = 1 − |(𝑃𝑃𝑃𝑃 + 𝑇𝑇𝑇𝑇)/(𝑃𝑃𝑃𝑃 − 𝑇𝑇𝑇𝑇)|,

[4]

where TA is trough amplitude and PA is peak amplitude of the impulse response.
Data was analyzed in SigmaPlot 12.5 (Systat Software, San Jose, CA). Data is
expressed as mean ± SD. Statistical difference was assessed with two way ANOVA.
Tukey post hoc tests were used to evaluate differences when the ANOVA results
indicated a significant interaction.
3.3 Results
3.3.1 RGC Characterization
142 Cells were classified according to their response to static stimuli over their
receptive field center and their response to reversing sinusoidal gratings (Figure 8). All
cells presented here displayed a Brisk response- an immediate burst of action potentials
within 50ms of stimulus onset. 59% of all cells recorded responded to an increase in
luminance (On-cells), while the remainder responded to a decrease in luminance (Off40

Figure 8 RGC classification
RGCs were classified according to their response to luminance steps and to reversing sinusoidal grating.
Cells responded to either increases (On) or decreases (Off) in luminance. Cells exhibited either a Brisk
Sustained (BS) or Transient (BT) response to a preferred luminance step, as defined by a TSI of 0.8.
Some cells exhibited a frequency doubling response (Y-like) to high spatial frequencies, those that did not
were classified as X-like, as defined by a F2:F1 ratio greater or lower than 1, respectively. Chart displays
cells’ TSI against their F2:F1 ratio and the histogram of each parameter. Neither parameter depended on
the other.

cells). 92% of all On-cells and a 35% of Off-cells displayed a Brisk Sustained (BS)
response to static stimuli- having a TSI below 0.8 as described in Methods. The remaining
cells returned to a spontaneous level of activity shortly after the onset of the stimulushaving a TSI above 0.8- and were classified as Brisk Transient (BT). 60% of cells
displayed a frequency-doubled response, as defined by a F2:F1 ratio > 1, to sinusoidal
reversing gratings with high spatial frequencies, reflecting the behavior of Y-like cells. The
rest of the cells did not display any frequency doubling and were classified as X-like cells.
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The distribution of On-, Off-, BS, BT, X-, and Y-like cells are shown in Figure 8. As can
be seen here, the median F2:F1 ratio of Y-cells is low relative to that of cats and primates
(Kaplan and Shapley 1986, Enroth-Cugell and Freeman 1987, Peichl 1991). The broad
range of F2:F1 indices and clustering around 1 made some cells difficult to classify;
therefore, cells are presented as either On or Off, BS or BT. Figure 9 displays the
responsivity of each cell to drifting gratings of a range of temporal frequencies.
3.3.2 Temporal Receptive Field Center Properties
The responses of cells to a drifting sinusoidal grating across a range of temporal
frequencies was analyzed, as has previously been done with spatial frequency (Heine &
Passaglia, 2011). The responsivity of all cells is displayed in Figure 9. Responsivity varied
between cells, so cells were fit onto a common frequency mesh and normalized (Figure
10). Cells were then fit with a highpass-lowpass cascade model according to eq 2, which
provided quantitative data on four key parameters: maximum responsivity (Rmax), lowpass
attenuation (α), duration of the lowpass cascade (T1), and time constant of the highpass
filter (τ2). BS and BT cells whose receptive field centers were tested at supramaximal
spatial frequencies and temporal frequencies between 0.1 and 40Hz displayed two
distinct tuning curve profiles. BS cells, the majority of which were On-cells, were
characteristically lowpass, having a significantly lower α (BS: 0.771, BT: 0.935, p < 0.05),
indicating less change between low and high frequencies, and lower τ2 (BS: 0.534, BT:
1.253, p < 0.05), indicating less highpass filtering. Rmax and T1 were not significantly
different groups. On-cell were preferentially BS and Off cells were preferentially BT, and
the differences between groups does not depend on luminance preference.
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Figure 9 RGC temporal tuning curves
(A) The tuning curves of every ON BS cell examined this way. (B) The same for ON BT cells. This cell
type was extremely rare. (C) Tuning curves of OFF BS cells. (D) Tuning curves of OFF BT cells.

Cells were also characterized using white noise analysis. Spots over the RF center
randomly alternated between 0 and 100% contrast luminance steps so that a range of
temporal frequencies were recapitulated in each presentation. Stimulus parameters
preceding each spike in the record were averaged to produce the Spike-Triggered
Average (STA, Figure 11A-D), which in it of itself provides a function of the cell’s temporal
properties, effectively a temporal filter of the cell. For example, an On-cells excitation by
an increase in luminance is reflected in positive values and its inhibition in negative
values. BT cells are significantly more biphasic than BS cells, indicating more inhibition
during the frames preceding that which excited the cell (Figure 11I, p<0.05). The STA
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Figure 10 Highpass lowpass cascade model fits

(A - D) display example tuning curves and the model fits from an ON BS, ON BT, OFF BS, and OFF BT cell,
respectively. (E) displays Rmax, or the maximum responsivity of the model fit, of the four cell types. There
were no significant differences between cell types. (F) displays α, the amount of highpass filtering that
occurs, which showed significant differences between transient cells and sustained cells, but not
between On- and Off-type cells. (G) displays T1, a measure of lowpass filtering, which was not
significantly different between cell types. (H) displays τ2, the time constant of the highpass filter and
another measure of highpass filtering, which also showed significant differences between BS and BT
cells. These differences also did not depend on the luminance preference of the cells.

was modified by a non-linear function of the responsivity of the cell at each temporal
frequency (Figure 11 insets) in order to produce a prediction of how the cell responds at
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Figure 11 Spike-Triggered Averages
Spike-Triggered Averages (STAsP were constructed from the stimulus parameters preceding each spike
in the record. (A – D) display the STAs and static nonlinearities of example ON BS, ON BT, OFF BS, and
OFF BT cells when their receptive field centers were stimulated with white noise. (E – H) display the
STAs and static nonlinearities of those same cells when a large portion of the visual field was stimulated.
(I) shows the Biphasicity of each cell type stimulated with both center-optimized and wide-field white
noise. Transient cells are more biphasic than sustained cells and this did not depend on luminance
preference. ON BS cells were the only cell type that had significantly greater biphasicity when a larger
area was stimulated.

any temporal frequency. The average of each cell type’s prediction is shown in Figure 12,
alongside the normalized average (actual) responsivity of each cell type as determined
by temporal tuning to drifting gratings. Response predictions generally fall within the
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Figure 12 Linear-nonlinear predictions
STAs were convolved with the stimulus, then predicted firing rate adjusted according to the static
nonlinearity. (A – D) show the resulting predicted frequency response functions (blue ± CI) along side the
average tuning curve generated with drifting gratings (black ± CI). Pearson’s correlation was performed
comparing the two response functions, and they were found to have high correlation.

confidence interval of the tuning curves, but increasingly fall below the tuning curves at
temporal frequencies further away from the maximal response. The R2 of white noise
prediction vs. tuning curse was above 0.75 for all cell types.
3.3.3 Temporal Receptive Field Surround Properties
52 cells were also tested over a range of temporal frequencies at very low spatial
frequencies, effectively stimulating both the receptive field center and receptive field
surround. Under these conditions, the responsivity of cells was lower than they were when
the RF center was optimally stimulated, over the same temporal frequencies. This follows
the conventional paradigm where the RF surround is antagonistic to the RF center and
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Figure 13 High frequency resonance

Temporal tuning curves were also constructed with very low spatial frequencies. (A – D) display these
wide-field tuning curves along side the center-optimized tuning curve of the same cell. When stimulated
at low spatial frequencies, cells exhibited an additional curve at high temporal frequencies. (E) This
resonance increased the cut off frequency of RGCs.

diminishes the response of the latter. This is evident in examples of each cell type in
Figure 13. However, resonant peaks that extends to higher temporal frequencies are also
evident in these examples. This resonance was present in most cells for which both the
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RF center and surround were examined (35/43). The resonance produced higher cut-off
frequencies across all groups (Figure 12E, p<0.05). The physiological cause of this
resonance is unknown, but theories are presented in the discussion.
The RF surround of cells were also characterized by white noise analysis. Instead
of presenting the PRBS over the RF center, it was presented over the entire monitor,
capturing both the RF center and surround. Furthermore, various areas beyond the RF
center were stimulated with the PRBS to better characterize the RF surround and to
understand the resonance at high temporal frequencies. Cells were stimulated with annuli
that had an inner diameter just larger than RF center, or 20, 60, 100, or 140° beyond the
center of the cell’s RF. Cells were also stimulated with rings between these various radii.
The conventional center-surround arrangement should result in a purely antagonistic
response (the STA consisting of a peak in the opposite direction of the preferred
luminance of the cell with no biphasisity) to any of these stimuli. This was rarely observed,
however. Rather, annuli most often resulted in biphasic responses. Rings close to the
cell’s RF center, such as between the RF center and 20°, were generally the only stimuli
that resulted in purely antagonistic response, while stimulation beyond those radii
produced biphasic responses. Occasionally, rings with an inner diameter 60° or more
resulted in purely excitatory responses.
3.4 Discussion
3.4.1 Model Fits of Receptive Field Properties
Despite variability in the responsivity of cells captured in this study, the higphpasslowpass cascade model fit the response tuning curves of retinal ganglion cells when the
receptive field center was stimulated with drifting grating spots. The model captures key
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Figure 14 Disinhibitory surround
(A) represents the proposed disinhibitory surround model. This model is based on the temporal filters of
different surround stimulation. (B) When just the center is stimulated, a cell has the typical excitatory
response. (C) Likewise, when a large portion of the visual field is stimulated, the temporal filter is
complex, indicating excitation from the RF center and inhibition from the RF surround. (D) However, when
the visual field outside the center is stimulated, the temporal filter remains complex. (E) Stimulating a
small range outside the RF center, the temporal filter displays the expected surround inhibition. (F) The
disinhibition is most evident outside of the range in (E), where the filter suggests both excitation and
inhibition from the surround.

differences in cell types, namely the bandpass properties of Brisk Transient cells vs the
lowpass properties of Brisk Sustained cells. BT cells act as low frequency filters in the
retina, thereby enhancing high temporal frequency stimuli such as fast-moving predators
in the rat’s natural environment.
3.4.2 RGC Disinhibition
High frequency resonance in a cell’s response when large portions of the visual
field are stimulated achieves a similar enhancement of fast environmental objects. As this
enhancement does not appear to present itself in cats or non-human primates, it may be
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a feature of a retina with fewer neurons with larger receptive fields, or of evolutionary
advantageous to prey animals such as the rat. Certainly, cells that respond to large visual
stimuli, such as the shadows of predatory birds, moving at high speed could act as a
warning of potential danger. How this high frequency resonance manifests remains a
mystery. Based on experiments where either the proximal or distal RF surround are
stimulated, RGCs are excited, inhibited, or disinhibited by light-driven activity far from
their RF center. This activity appears to come from distal parts of the retina, and
consequently would be mediated by distal retinal circuitry. Response modulation by
amacrine cells is a potential source of this phenomenon. It has been shown that amacrine
cells disinhibit RGCs, while others inhibit RGCs (Roska, Nemeth et al. 1998, Ölveczky,
Baccus et al. 2003, Baccus, Olveczky et al. 2008, Manookin, Beaudoin et al. 2008, Manu
and Baccus 2011). Over 20 amacrine cell types have been morphologically identified,
making these cells the most diverse class of neurons in the retina, but the function of all
of these cell types is poorly understood (Macneil and Masland 1998, Masland 2001).
Furthermore, certain amacrine cell morphologies make afferent synaptic terminals far
from efferent dendrites (Grünert and Wässle 1990, Kalloniatis, Marc et al. 1996,
Manookin, Puller et al. 2015). Interestingly, these ‘wide field’ amacrine cells synapse onto
primate parasol cells, homologues of alpha cells and responsible for motion detection
(Patterson, Bordt et al. 2020). These properties positions amacrine cells as the only
retinal neuron capable of the far-reaching effect on RGC firing observed in these
experiments.
This high-frequency resonance may explain why in previous experiments we found
that a difference-of-Gaussians model, which is usually sufficient to describe RGC
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organization, failed to accurately model rat RGC RF properties (Heine and Passaglia
2011).
3.4.3 White Noise Analysis for Temporal RF Properties
While white noise analysis is commonly used to characterize the spatial properties of
RGCs, it has not been validated for temporal properties. Moreover, some concerns
exists whether the stimuli used accurately characterizes the responses of RGCs. White
noise analysis assumes the cell’s response is linear, but RGC responses are not linear
as contrast increases (Shapley 1986, Sagdullaev and McCall 2005, Yan, Laboulaye et
al. 2020). Thus, it is expected that a stimulus at 100% contrast does not produce a
response that scales linearly with a response at 10% contrast, especially at temporal
frequencies that produce maximal responses from RGCs. In this regard, high contrast
stimuli may produce response that alias to neighboring temporal frequencies in the
PRBS. Because the mean luminance over the receptive field is 50% of max luminance
when examining spatial frequencies by PRBS, stimuli may not produce non-linear
responses under this paradigm. However, the mean luminance on any given frame
when examining temporal frequencies was either 0 or 100% of max luminance. We
believe that future experiments aiming to characterize the temporal RF properties of
RGCs, by single or multi-electrode recording, should adjust the contrast of the stimulus
in proportion to RGC’s typical responsivity. For example, at stimulus parameters that
reproduce frequencies close to cell’s peak responsivity, the contrast would be reduced
to a contrast that falls within cell’s linear range, while the contrast would remain at 100%
at very low and very high temporal frequencies. This would improve the accuracy of
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white noise analysis in relation to the temporal properties of RGCs, thus increasing a
researcher’s repertoire in characterizing RGC function and dysfunction.
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Chapter 4: Assessing Retinal Ganglion Cells with the Electroretinogram
4.1 Introduction
Glaucoma is one of the leading causes of blindness worldwide (Tham, Li et al.
2014). While high intraocular pressure is a major risk factor for developing glaucoma, it
is not necessary to cause the disease, nor does every patient with high intraocular
pressure experience glaucoma. Rather, glaucoma is a heterogeneous group of retinal
neurodegenerative diseases characterized by loss of Retinal Ganglion Cells (RGCs).
Loss of RGCs leads to progressive blindness, contrast, and color impairment (Gupta and
Yücel 2007, Schuster, Erb et al. 2020). Likewise, loss of RGCs is a feature of both
Alzheimer’s and Parkinson’s disease, making the retina not only an important marker of
cerebral health but also a target of therapeutic investigations (Carelli, La Morgia et al.
2017, Mancino, Martucci et al. 2018). Thus, accurate measurements of RGC health are
ideal diagnostic tools for retinal neurodegenerative diseases.
The retina is composed of several layers, with the nerve fiber layer being the most
immediate to the vitreous, followed by the ganglion cell layer, home of the RGC soma,
and the inner plexiform layer, where RGC dendrites make their synapses. On- and Offganglion cell pre-synaptic dendrites stratify differentially in the inner plexiform layer; it is
here that the vulnerability to glaucoma of Off cells become apparent. Off- cells show
decreased dendritic field size and complexity, as well as cell death, after periods of
prolonged intraocular pressure elevation (Feng, Zhao et al. 2013, Ou, Jo et al. 2016, Della
Santina and Ou 2017, Christensen, Lu et al. 2019, Vanderwall, Lu et al. 2020).
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Glaucomatous damage is also location specific, with the location, depth, and/or width of
retinal nerve fiber layer thinning varying with disease insult (Hood 2017).
There is significant research and therapeutic interest in assessing the health and
function of RGCs with fast, easy to administer, non-invasive techniques. Perhaps even
more pertinent is the need for these techniques to assess the progression of retinal
neurodegenerative diseases, and thus any technique that can distinguish between
activities and functional status of On- and Off- RGCs would be uniquely valuable.
The electroretinogram, recorded with an electrode placed on or near the eye, is a
non-invasive and rapid measure of the summed activity of all retinal neurons. The
Ganzfeld full-field flash ERG is the most common tool to assess retinal physiology in the
clinic. Flashes of light are presented to the eye to produce light-dependent potential
changes from the retina. Low intensity flashes produce a small positive component
followed by a small negative component called the Scotopic Threshold Response (STR).
Higher intensity flashes produce a complex waveform that consists of the following
components (Figure 15). First, a negative component, the a-wave, is attributed to
photoreceptor activity, although it has also been attributed to Off pathway activity in mice
(Shirato, Maeda et al. 2008). The a-wave is followed by the b-wave, a large positive
component attributed to On- bipolar cells. A slow negative component called the Photopic
Negative Response (PhNR) follows the b-wave. The PhNR originates from ganglion cells
in primates, but the origin in rats is debated, and may arise from amacrine cells
(Viswanathan, Frishman et al. 1999, Mojumder, Sherry et al. 2008). Finally, the flash ERG
consists of Oscillatory Potentials (OPs) coinciding with the b-wave. OPs originate from
amacrine cells, and possibly ganglion cells (Wachtmeister 1998). Bui and Fortune (2004)
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Figure 15 Example ERG paradigms

(A) The ERG was recorded from a Brown Norway rat and exemplifies the various components of a
healthy Ganzfeld flash ERG. It consists of the a-wave, dependent of rod and cone photoreceptors, the bwave, dependent on cone bipolar cells, oscillatory potentials, dependent on amacrine cells and perhaps
ganglion cells, and the photopic negative response, dependent on ganglion cells and perhaps amacrine
cells. (B) An example PERG, which displays the P1 and N2 peaks in the rat. Figure taken from Holder
(2001). (C) An ERG recorded from a Brown-Norway rat shows a typical response to a 4Hz full-field
flickering stimulus. The flicker ERG shows many similarities to the single flash ERG, including an a-wave,
b-wave, and oscillatory potentials (OPs).

determined that, in the Brown-Norway rat, the STR and the light-adapted ERG depend
on ganglion cell currents, but the dark-adapted ERG does not. Others have demonstrated
a reduction in PhNR amplitude with loss of RGCs and analysis of the PhNR is used to
assess RGC health in humans with retinal diseases (Li, Barnes et al. 2005, Machida 2012,
Karanjia, Berezovsky et al. 2017, Prencipe, Perossini et al. 2020).
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The flash ERG is not the only stimulus paradigm that can be used to measure RGC
activity. The pattern ERG (PERG), first described by Riggs et al in 1964, utilizes
alternating checkerboard or bars pattern to minimize the contribution of photoreceptors
and bipolar cells to the resulting waveform while maintaining a non-linear response that
is dependent on RGCs. (Riggs 1986, Holder 2001, Porciatti, Saleh et al. 2007, Bach and
Hoffmann 2008). The two components of the PERG, an initial positive potential (P1) and
a subsequent negative potential (N2), appear to be driven by On- and Off- ganglion cells,
respectively (Miura, Wang et al. 2009, Luo and Frishman 2011). Growing evidence
suggests that the On- and Off- pathways contribute to the flicker ERG to varying degrees
at different frequencies and different light intensities. The flicker ERG consists of
sinusoidal or square wave stimulus projected on the inner surface of an integrating sphere
(Ganzfeld dome). Multiple groups have shown that ablating either the On- pathway or Offpathway causes changes in the frequency response curves of primates and mice, and
indicate that the On- pathway is preferentially stimulated by frequencies between 6 – 32
Hz in primates and 5 – 15 in mice, while the Off pathway is preferentially stimulated by
frequencies above 32 and 15 Hz, in primates and mice, respectively (Kondo and Sieving
2002, Khan, Kondo et al. 2005, Tanimoto, Sothilingam et al. 2015, Tanimoto, Akula et al.
2016). Harazny, Scholz et al. (2009) found that the amplitude of the flicker ERG is reduced
in a mouse model of spontaneous glaucoma (DBA/J2 mice) at 12 – 24 Hz. It is
encouraging to find that the flicker ERG is potentially useful in diagnosing
neurodegenerative diseases such as glaucoma, and as the pathology in DBA/J2 mice
mainly affects RGCs, flicker ERG should be useful in assessing the health of RGCs. After
all, the PERG of DBA/J2 mice is also reduced (Porciatti, Saleh et al. 2007, Saleh,
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Nagaraju et al. 2007). However, while flicker ERG amplitudes were eliminated in DBA/J2
mice after the age of pathological onset, they were also reduced before onset.
Furthermore, flicker ERG is consistently attributed to cone bipolar cells, indicating that
there may be uncharacterized bipolar cell deficits in the DBA/J2 mice not associated with
increased IOP. Still, the potential of an RGC contribution to the flicker ERG, especially if
can be used to differentiate On- and Off- RGC function, is worth investigating.
The temporal frequency-dependent responses of the On- and Off- pathways
suggest that the output of those pathways, On- and Off- RGC firing, also depends on the
frequency of the flickering stimulus. It is likely that On- and Off- RGC contributions to the
PERG are also dependent on the temporal frequency of that stimulus. In this study, we
characterize the responses of individual RGCs to the flash, flicker, and pattern ERG
paradigms and investigate how different RGC subtypes may contribute to ERG potentials.
4.2 Materials and Methods
4.2.1 Animal Preparation
Experiments were carried out in accordance with the recommendations of the NIH
Guide for the Care and Use of Laboratory Animals and was approved by USF’s
Institutional Animal Care and Use Committee. All experiments were conducted in healthy
male retired-breeder Brown Norway rats (300-400g, 6 months – 2 years old). Animals
were purchased commercially (Envigo Inc., Indianapolis, IN) and individually housed
under a 12-hour light/12-hour dark cycle in a temperature-controlled room (21°C).
Animals had ad libitum access to water and food.
Anesthesia was induced by isoflurane and IP injection of ketamine hydrochorine
(75mg/kg) and xylazine (7mg/kg). A cannula was placed into the animal’s right femoral
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vein for constant drug infusion, and a cannula was placed in the animal’s trachea for
mechanical ventilation once paralyzed. The animal was kept at anesthetic plane with a
mixture of ketamine hydrochloride (60mg/kg/hr) and xylazine (1.5mg/kg/hr). Once
anesthetic plane was established, the animal was paralyzed with a bolus of gallamine
triethiodide, which was added to the drug infusion at 40mg/kg/hr. Dexamethasone (1mg)
was injected IM to reduce edema of the brain. Temperature was maintained at 37°C and
heart rate was monitored throughout the experiment. The animal’s eyes were dilated with
drops of cyclopentolate, which were reapplied every 12 hours. Eyes were fitted with 1mm
artificial pupils and kept moist with artificial murine tears. The animal’s bladder was
expressed every hour. In three animals, tetrodotoxin (TTX) was injected into the vitreal
chamber of the eye. 6µM TTX was loaded into a glass capillary tube connected to a
Hamilton syringe by polyethylene tubing. The glass capillary tube was inserted posterior
to the limbus of the eye, and 2.5µL TTX solution was injected into the eye. The
concentration of TTX was estimated assuming that the average vitreous chamber volume
was 40µL, as has previously been done (Bui and Fortune 2004).
The head was fixed in a stereotaxic apparatus. A sagittal incision was made
between the animal’s eyes and ears, and the skin moved aside. A craniotomy was
performed at Bregma. Spike discharges of RGC axons were recorded with a tungsten-inglass electrode (tip length 30-50µm) in the optic chiasm or tract. The electrode was
lowered into the brain through the metal guide needle near bregma, which also acted as
a reference electrode for the RGC spike recordings.
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Table 2 Summary of responses to a reversing pattern stimulus

amplitude
F1
F2
amplitude
F1
F2
amplitude
F1
F2

amplitude
F1
F2
amplitude
F1
F2
Amplitude
F1
F2

Temporal Frequency Response to PERG stimulation
2Hz
4Hz
6Hz
8Hz
10Hz
12Hz
PERG Response
2.1
4.5
4.9
4.3
3.8
3.9
9.9·10-1
2.2
2.2
2.0
1.7
1.8
-1
-1
-1
-1
-1
2.3·10
2.7·10
4.9·10
4.0·10
4.5·10
4.0·10-1
On-type RGC Response
4.9
6.0
5.3
3.6
3.3
2.7
2.2
2.7
1.7
1.1*
9.9*
9.1
6.4·10-1* 9.4·10-1
1.4·10-1
9.6·10-1
9.0·10-1
6.7·10-1
Off-type RGC Response
6.4
6.7
7.8
9.4
6.5
3.4
2.5
3.1
3.1
4.2*
2.6*
1.5
1.3*
1.0
1.9
1.9
1.5
7.0·10-1
Spatial Frequency Response to PERG stimulation
0.03cpd 0.06cpd 0.12cpd 0.24cpd 0.36cpd
PERG Response
4.5
3.0
1.8
1.3
1.1
2.2
1.4
8.0·10-1
5.8·10-1
4.1·10-1
2.7·10-1
2.7·10-1
2.6·10-1
2.1·10-1
2.2·10-1
On-type RGC Response
6.0
4.4
1.1
9.8·10-1
6.9·10-1
-1
-1
2.7
2.0
3.9·10
3.3·10
2.1·10-1
-1
-1
-1
-1
9.4·10
5.3·10
2.6·10
2.4·10
1.9·10-1
Off-type RGC Response
6.7
5.3
2.6
1.3
5.2·10-1
3.1
2.5
1.0
5.3·10-1
2.2·10-1
-1
-1
-1
1.0
7.2·10
5.5·10
2.2·10
8.7·10-2

15Hz

20Hz

2.6
1.2
2.7·10-1

1.8
7.3·10-1
3.5·10-1

2.0
6.5
5.0·10-1

1.2
3.8*
3.2·10-1*

1.6
6.6·10-1
3.2·10-1

1.2
3.9·10-1*
3.2·10-1*

Amplitude is averages of Voltage (µV) for PERG responses and firing rate (ips) for RGCs. F1 and F2 are
Fourier amplitudes at the first and second harmonic frequency. Asterisks indicate significant differences.

ERGs were recorded with gold ring electrodes placed on either eye. Reference electrodes
were placed in the ipsilateral cheek. ERGs were amplified 10,000x, filtered between 0.1
– 1000 Hz, and digitized at 10,000Hz. ERGs were visualized on an oscilloscope and
recorded in Labview software (National Instruments, Austin, TX).
Following TTX injection, ERGs were collected immediately, 30 minutes, and 1 hour after
injection.

59

4.2.2 Visual Stimulations
Visual stimuli were displayed on a CRT monitor (Multiscan 17se, 40.4 X 30.2 cm,
Sony, New York, NY). The frame rate was set to 100Hz (non-interlaced) and the mean
luminance was set to 30 cd·s/m2. The monitor was positioned 16.5cm from the eye
along a 200° semicircle. The RF center was determined to be the size of a sinusoidal
spot that produced the greatest first harmonic (F1) response. Spot sizes were optimized
to excite the RF center maximally and the surround minimally. F1 and F2 response
amplitude was calculated by applying a Fourier Transform as previously described
(Freeman, Heine et al. 2008). RGCs were classified into physiological types based on
their responses to luminance increments and decrements and linearity of spatial
summation to contrast-reversing gratings of high spatial frequency. Pattern ERGs
(PERG) stimuli consisted of vertical reversing alternate 0 and 100% contrast bars with
either a series of spatial frequencies or temporal frequencies as illustrated in Table 2.
600 cycles of the pattern stimulus were presented per trial, and each stimulus was
presented for three trials. The patterns were presented in a simulated three-dimentional
space by correcting for planar distortions that become significant at close display
distances (Heine and Passaglia 2011).
Alternatively, for flash ERG recording, visual stimuli consisted of brief flashes of
light over an opaque dome placed in from the animal’s eye. Light intensity was calibrated
according to a UDT photometer (UDT instruments, San Diego, CA).
Ganzfeld flash ERGs were produced by 5ms flashes using a series of increasing
intensities (0.018, 0.18, 1.8, 18, 180, and 1800 cd·s/m2) with an interstimulus interval
of5s. Each stimulus was presented 100 (.018, 0.18), 50 (1.8, 18) or 25 trials (180, 1800).
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Table 3 Summary of response to a flickering stimulus
1Hz
Amplitude 1.2·102
F1
4.1·10-1
F2
1.0·10-1
F1
F2

1.4·10-1
5.7·10-2

F1
F2

2.1·10-1
2.2·10-1

Temporal Frequency Response to flicker stimulation
2Hz
4Hz
6Hz
10Hz
12Hz
24Hz
Flicker ERG Response
1.1·102 9.5·101 8.1·101 5.0·101 3.1·101 5.5
4.5·10-1 3.6·10-1 3.7·10-1 2.0·10-1 1.2·10-1 3.2·10-2
1.2·10-1 9.9·10-2 4.7·10-2 1.4·10-2 1.2·10-2 7.1·10-3
On-type RGC Response
1.8·10-1 2.1·10-1 2.2·10-1 1.6·10-1 1.3·10-1 1.7·10-1
7.8·10-2 7.9·10-2 6.9·10-2 1.1·10-1 1.2·10-1 9.2·10-2
Off-type RGC Response
-1
2.3·10
2.1·10-1 2.2·10-1 1.9·10-1 1.5·10-1 1.5·10-1
-1
1.3·10
9.3·10-2 7. ·10-2 8.3·10-2 1.2·10-1 9.4·10-2

48Hz

64Hz

5.8
7.7·10-3
9.4

5.1
7.3·10-3
8.1·10-3

4.1·10-2
1.3·10-2

9.7·10-3
1.7·10-2

2.8·10-2
1.4·10-2

7.0·10-3
2.0·10-2

Amplitude is average Voltage (µV). F1 and F2 are Fourier amplitudes at the first and second harmonic
frequency. Flicker ERG amplitudes fell below the level of noise at 24 Hz. On- and Off- RGC F2 amplitudes
were significantly different at 1Hz

Preliminary recordings showed that 5 s was a long enough interval to not affect the ERG
at 1800 cd·s/m2. An inverse of the Ganzfeld flash (“dark flash”) was achieved by
terminating a maintained 18 cd·s/m2 light presentation for 5 ms over a light adapted eye.
Flicker ERGs stimuli consisted of 2s flickering stimuli at 180 cd·s/m2 with a series of
temporal frequencies (1Hz – 64Hz). Each stimulus was presented for 25 trials.
4.2.3 Data Analysis
Spot response dynamics were quantified in terms of a transient/sustained index
(TSI), which was specified by the equation (Sagdullaev and McCall 2005):
𝑇𝑇𝑇𝑇𝑇𝑇 = 1 − (𝑆𝑆𝑆𝑆 − 𝑀𝑀𝑀𝑀)/(𝑃𝑃𝑃𝑃 − 𝑀𝑀𝑀𝑀),

[1]

where PR is the peak firing rate elicited by the preferred luminance step, SR is the
average firing rate over 0.5 – 0.7 s after stimulus onset, and MR is the maintained
background rate.
Latency between RGC spike generation in the retina and recording in the optic
chiasm was calculated based on a conduction velocity of 8.29 m/s and an approximate
distance between the optic nerve head and chiasm of 11 mm (Fukuda 1977). The
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conduction delay, 1.3 ms, was subtracted from the record of RGC potentials. RGC spike
histograms were constructed by binning the recording period into 50ms buckets and
counting the number of spikes per bucket over all trials, then the histogram of each trial
was averaged.
ERG waveforms of each trial were averaged. A preliminary analysis showed that
OPs and spike volleys were optimally extracted in terms of amplitude with bandpass filter
between 60 – 120 Hz. This bandwidth was used in all subsequent recordings. F1 and F2
amplitudes were calculated by applying the Fast Fourier Transform to spike histograms
and ERG waveforms. F1 and F2 amplitudes of the PERG were small, positive values that
were non-normally distributed, so those values were normalized to the crossover
frequency (4Hz, 0.03cpd) and transformed logarithmically to fit a normal distribution. Data
were analyzed in SigmaPlot 12.5 (Systat Software, San Jose, CA). Data are expressed
as mean ± SD. Statistical difference was assessed with one or two-way ANOVA. Tukey
post hoc tests were used to evaluate differences when the ANOVA results indicated a
significant interaction. Pearson’s product moment correlation was used to measure the
strength of the association between two variables.
4.3 Results
4.3.1 Ganzfeld flash ERG + RGC spike trains
Ganzfeld flash Electroretinograms (ERGs) were recorded simultaneously with 29
individual On-type Retinal Ganglion Cells (RGCs) spike train recordings in response to
flash ERG stimuli at a range of intensities. The ERG waveform became apparent at 0.18
cd·s/m2 as a positive deflection in potential that started 70 ms after stimulus onset and
returned back to baseline without an overshoot (negative deflection below the isoelectric
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Figure 16 ERG and On- RGC response to light intensity series

(A) Flash ERG responses to 5ms pulses of light with varying intensity (0.018 – 1800cd·s/m2) and (B)
RGC spike histogram in response to the same stimuli. Horizontal scale bars are 100 ms and vertical scale
bars are 50 µV and 1 ips. As intensity increases, not only does RGC activity increase, but spikes begin to
cluster into spike ‘volleys’ and fire synchronously with OPs. (C) the ERG (black) and spike histogram
(blue) in response to 1800cd·s/m2 stimulation were filtered and normalized to extract OPs and spike
volleys. Dashed lines intersect the peaks and represent OP and volley times. Latency between OP and
volleys were 0.9, 0.3, 0.2, and 0.9 ms.
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baseline) as illustrated in Figure 16 A. Simultaneously, On- RGCs fire at a higher-thanbackground rate 50-100 ms after stimulus onset (Figure 16 B; the spike rate counted over
50 – 100 ms was significantly higher than the spike rate over 1 – 50 or 50 – 100 ms, p <
0.05). As light intensity increased, so did the amplitude of the ERG waveform and the
RGC spike rate. Furthermore, the ERG takes on the characteristics of well-established
flash ERG with the presence of an a-wave, b-wave, Photopic Negative Response (PhNR),
and Oscillatory Potentials (OPs). At 18 cd·s/m2 and higher, On- RGC spikes cluster into
spike volleys (Figure 16 B). A bandpass filter with passband frequencies 60 and 120 Hz
was applied to the ERG to isolate OPs. The same filter was applied to RGC spike
histograms to isolate spike clusters (Figure 16 C). Pearson’s product moment correlation
reveals that spike volleys of On-type RGCs correlate to each OP of the ERG when
the retina was stimulated with 180 or 1800 cd·s/m2 (Figure 17 A-B, R2 = 0.967 or 0.985,
p < 0.05). Latency between spike volleys and OPs was found to be less 10ms, on average
(Figure 17 C-D) This analysis indicates that, while OP times or volley times may vary
between cells, they occur at similar times.
Additionally, the responses of 16 individual Off-type RGCs were recorded in
response to increasing intensity flash stimuli. Off- cells fired at a higher-than-background
100-150 ms after stimulus onset. Off-type RGC did cluster into volleys, but not
consistently like On-type RGCs, and when Off- cell spikes did cluster into volleys, it was
after the timepoint OPs were readily apparent in the record. It has been shown that the
Off pathway contributes little to the flash ERG, so a novel paradigm was developed to
measure the activity of the Off pathway (Shirato, Maeda et al. 2008), which we called the
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Figure 17 OPs correlate to spike volleys

(A) And (B) plot OP peak times against On-type RGC volley times for 180 and 1800 cd·s/m2, respectively.
Different colors represent OP1 (orange), 2 (green), 3 (blue), and 4 (pink). Linear regression shows a
linear trend in both OP times and RGC volley times and Pearson’s correlation suggests a strong link
between the two phenomena. Notably, OPs varied in time relative to contemporaneous OPs in other
records, but the corresponding volley tended to vary in the same manner. (C) and (D) display the latency
between OPs and spike volleys, which are not significantly different from each other and less than 10 ms
on average. Box and whispers represent the median, 10th, 25th, 75th, and 90th percentiles. Dots represent
outliers. Dashed lines intersect 0 ms.

Decrease in Intensity Potential (DIP) was recorded 13 time simultaneously with individual
Off-type RGCs. DIP stimuli produced a weak negative potential that is likely cessation of
activity by On- bipolar cells. However, the DIP does correspond with the firing of Offganglion cells (Figure 18). The DIP cause one of the 13 Off-type cell’s to cluster into
volleys, but was otherwise unseen.
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Figure 18 Decrease in Intensity Pulse
An example of a response of the retina to a brief cessation of moderately intense light (18cd·s/m2) was
referred to as the DIP, shown in blue. The time of the a-wave during the typical flash ERG is indicated by
the red line, indicating that this potential is likely not photoreceptors hyperpolarizing. Off-type RGCs
(black trace) fire during the DIP, similar to On-type RGCs firing during the b-wave of the flash ERG. The
RGC spikes did not cluster into volleys. It is believed that the DIP is bipolar cells hyperpolarizing.

Tetrodotoxin (TTX), an inhibitor of voltage-gated Na+ channels, was injected into
one eye each of three animals, and the ERG post-injection compared to the ERG preinjection. TTX did eliminate the activity of RGCs and the PhNR but did not entirely
eliminate OPs (Figure 19). However, OPs were reduced 1 hour after injection
(53.8±42.3%, p<0.05). Furthermore, the a-wave was delayed 4.6±3.9 ms and the b-wave
were delayed 8.9±5.7 ms. The PhNR was delayed 121.9±15.4 ms. In one animal, the
ERG was taken two and three hours after TTX injection, which showed a progressive
reduction in OP amplitude and progressive delay in b-wave onset (Figure 19, orange and
red traces).
4.3.2 Flicker ERG + RGC spike trains
Flicker ERGs were simultaneously collected with 17 individual On- and 12
individual Off-type RGCs recordings in response to a series of flickering stimuli.
Frequency response functions were generated by plotting F1 and F2 amplitudes against
the temporal frequencies of the stimuli (Figure 20). F1 amplitudes of flicker ERG are
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Figure 19 The effect of TTX on the ERG

(A) The flash ERG was recorded to prior and 1, 2, and 3 hours after injection of 6µM TTX (blue,
green, orange, and red traces, respectively). OPs were nearly, but not completely, eliminated,
the b-wave was diminished and delayed, and the PhNR was severely diminished and delayed.
This is in line with prior work, in particular (Bui and Fortune 2004). (B) The Fourier analysis of the
waveforms in (A), showing the reduction in amplitude at the OP frequency. TTX injection was
repeated twice in other rats, with varying effects on the b-wave, but consistently reducing OPs.
While reduced, OPs are, in part, not dependent on NaV channels or spiking activity.

maximal at 1 – 6 Hz, indicating that the generators of flicker ERG are saturated below
6Hz. The F1 response function of the flicker ERG fell with a linear slope from 6Hz to 36Hz,
where it appears to reach the critical fusion flicker frequency- the frequency at which a
response becomes steady (Figure 20A). A two-way ANOVA was conducted to examine
differences between the On- and Off-type RGC responses. The F1 components of Ontype RGCs did not differ from the F1 of the Off-type RGCs, regardless of stimulus
frequency. The frequency response functions of both cell types exhibit lowpass
characteristics with a passband frequency around 24Hz (Figure 20B). The response
function of the flicker ERG, while also lowpass, exhibits a passband frequency between
6-10Hz (Figure 20A).
The F2 frequency response function of the flicker ERG was similar to the F1
response function (Figure 20 A). The presence of the F2 response indicates that the
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Figure 20 flicker ERG frequency response
(A) The flicker ERG response functions agree with past investigation of the rat. The flicker ERG did
exhibit a second harmonic component, suggesting some non-linear contribution to it. (B) A flickering
stimulus at varying temporal frequencies did not elicit differences from On- and Off- type RGCs, as would
be expected if these stimuli elicited differences from the On- and Off- bipolar pathway. (C) However, a
flickering stimulus at 1Hz did elicit a larger F2 response from Off-type cells compared to On-type cells.

generators of the flicker ERG exhibit some non-linear responses to flickering stimuli, albeit
at a lower amplitude than the F1 response. That is, they generate a depolarizing current
to an increase as well as a decrease in luminance.
The F2 frequency responses of RGCs were also lowpass with a passband
frequency of 24Hz but did reveal a significant difference between On- and Off-type RGCs.
At 1Hz, Off-type RGCs produced a significantly greater F2 amplitude than On-type RGCs
(Figure 20 C).
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It has been suggested that the On- and Off- pathway contributions dominate the
flicker ERG at low and high frequencies, respectively (Qian, Shah et al. 2008, Tanimoto,
Akula et al. 2016). Recording directly from On- and Off- RGCs revealed a significant
difference between the frequency response functions of the two RGC subtypes, with Off
type RGCs having a greater F2 amplitude at 1 Hz, but not at frequencies above ~15 Hz,
as the studies Tanimoto et al. would suggest.
4.3.3 PERG + RGC spike trains
ERGs were collected simultaneously with 11 On- and 12 Off-type RGCs in
response to a pattern stimulus shown to elicit the pattern ERG (PERG) in rodents
(Porciatti 2007). Unlike the Ganzfeld flash and flicker ERG paradigms, the PERG reduces
bipolar cell contributions to the ERG by cancelling out the potentials of On- and Offbipolar cells, but also allow the stimulus to be modulated in a spatially dependent manner.
RGCs generate non-linear activity, usually at twice the fundamental frequency (F2), which
is not cancelled out by the pattern stimulus (Baker and Hess 1984). RGCs are maximally
excited by pattern elements whose dimensions match their receptive field centers and
PERGs show maximal amplitudes at spatial frequencies that approximate the average
RGC receptive field (Stone and Pinto 1993, Porciatti 2007). Our research has established
that the average RGC of Brown-Norway rats’ maximal response was generated by
reversing gratings with a spatial frequency of 0.03cpd, and this frequency proved to
produce the largest PERG amplitudes in the current study (Heine and Passaglia 2011).
2 – 4 Hz maximally excites the average RGC of the Brown-Norway rat, but 6Hz generated
the largest F1 PERG amplitudes (Figure 21A).
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Figure 21 PERG frequency response
(A) And (B) show the F1 components of the PERG over temporal and spatial frequencies, respectively.
(C) and (D) show the F2 components of those responses. The F2 were expected to be the primary
component of the PERG, but appear to contribute little to the paradigm in Brown-Norway rats. (E) and (F)
The PERGs did, however, match the response of RGCs. (G) and (H) RGCs exhibited frequency doubling,
as expected. On- and Off-type RGCs did display different preferences for temporal frequencies,
suggesting that these stimuli can be used to distinguish between them and monitor the progression of
disease.
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Table 4 Summary of PERG correlations
On- RGC F1
On- RGC F2
Off- RGCs F1
Spatial Frequency Response Correlation
PERG F1 0.983 (p < 0.05)
0.822 (p = 0.09)
PERG F2
0.487 (p = 0.41)
Temporal Frequency Response Correlation
PERG F1 0.519 (p = 0.19)
0.695 (p = 0.06)
PERG F2
0.213 (p = 0.61)

Off- RGC F2
0.644 (p = 0.24)
-0.06 (p = 0.88)

The F1 of the PERG spatial frequency response function was significantly correlated with the frequency
response function of On-type RGCs. No other significant correlations were observed

PERGs were collected at a range of spatial frequencies at 4Hz and a range of
temporal frequencies at 0.03cpd and the On- and Off-type RGC frequency response
functions characterized. Surprisingly, the PERG waveforms showed very little modulation
at the F2 frequency while having a relatively strong F1 component. Over one reversal,
the PERG responses largely resemble sine waves with a wavelength equal to the
fundamental frequency of the stimulus at 0.03 – 0.12 cpd, and at 2 – 15 Hz. In the spatial
domain, 0.03cpd produced the largest PERG amplitudes, and amplitudes fell
logarithmically as spatial frequency increased. The F2 component of the PERG did not
significantly change as spatial frequency increased. In the temporal domain, 6Hz
produced the largest PERG amplitudes, and the frequency response function has
bandpass characteristics between 4 and 12Hz. The F2 component also increased to a
maximum at 6Hz, but thereafter fell only marginally as temporal frequency increased. The
F1 spatial frequency response function of On-type RGCs was similar to that of the PERG,
even being significantly correlated (Figure 21 B, F; R2 = 0.983, p < 0.05). The spatial
frequency response of Off-type RGCs was more complex. F1 amplitudes at 0.03 and
0.06cpd were comparable, fell dramatically at 0.12cpd, but rose to 25% of its maximal
amplitude as spatial frequency rose to 0.360cpd. Unlike the PERG, both cell types
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displayed an F2 component. For both cell types, F2 amplitudes fell as spatial frequency
increased, and were significantly different from each other at 0.06cpd.
The temporal frequency response functions of On- and Off-type RGCs differed
from that of the PERG. Both cell types were fairly lowpass with maxima at 4Hz. However,
On-type RGC F1 amplitudes fell faster, and more, as temporal frequency increased, being
significantly lower than Off-type RGC F1 amplitudes at 8, 10, and 20Hz. F1 amplitudes of
Off-type RGCs tended to increase or decrease with F1 amplitudes of the PERG, but did
not reach significance (R2 = 0.695, p = 0.055). F1 amplitudes of On-type RGCs predicted
the amplitudes of the PERG less well (R2 = 0.519, p = 0.188). Like the spatial domain,
RGC activity did display an F2 component. The F2 amplitudes were also lowpass, but
On-type cells with stronger filtering, with significantly smaller F2 amplitude at 20Hz. Ontype RGCs were also more bandpass than Off-type cells, with significantly smaller F2
amplitudes at 1Hz. Despite showing some response at the second harmonic, the F2
frequency response of the PERG was not predicted by either On- or Off- RGCs (On: R2
= 0.213, p = 0.612; Off: R2 = -0.065, p = 0.878).
4.4 Discussion
4.4.1 RGC Activity During the Flash ERG
In this chapter we investigate the physiological activity of individual Retinal
Ganglion Cells (RGCs) during the use of ERG techniques that can be used to measure
the progression of retinal neurodegenerative diseases. Several studies have investigated
RGC contribution to ERG paradigms in a variety of species by ablating RGC activity
through pharmacological agents, genetic mutants, or optic nerve transection
(Viswanathan, Frishman et al. 1999, Kondo and Sieving 2002, Bui and Fortune 2004, Li,
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Barnes et al. 2005, Porciatti, Saleh et al. 2007, Mojumder, Sherry et al. 2008, Harazny,
Scholz et al. 2009, Miura, Wang et al. 2009, Luo and Frishman 2011, Karanjia,
Berezovsky et al. 2017, Jnawali, Lin et al. 2021). We confirmed some of these studies’
results in a subset of experiments by injecting TTX into the eye, suggesting that NaV
channel potentials contribute to the amplitude of Oscillatory Potentials (OPs), the b-wave,
and the Photopic Negative Response (PhNR), and the latency of each component.
Recording the ERG simultaneously with RGC spiking potentials in the optic chiasm, we
found that On-type RGCs fire around the peak time of the b-wave, Off-type RGCs fire on
average 50ms after this, and that both cell types return to a background firing rate by
250ms after stimulus onset. A novel and interesting finding was that On-type RGCs fire
synchronously with OPs. OPs are directly related to amacrine cell activity, sensitive to
disruption of inhibitory neurotransmitters, and thus are associated with feedback circuits
in the inner retina (Wachtmeister 1998, Frishman 2013). One explanation for the
correlation between OPs and RGC spike volleys is that OP generators are involved in a
feedback circuit between inhibitory amacrine cells and RGCs. OPs are diminished after
the injection of the sodium channel blocker TTX, as demonstrated by Bui and Fortune
(2004) as well as here, and recent evidence suggests that the first OP depends on intact
RGCs (Jnawali, Lin et al. 2021). On the other hand, TTX may reduce OP amplitude
because amacrine cells possess both spiking and non-spiking properties. Furthermore,
OPs were not eliminated by TTX, suggesting that, in part, OPs are not dependent on NaV
channels or spiking activity. Were OPs dependent on the activity of RGCs, as would be
the case with a feedback mechanism that involves ganglion cells, the flash ERG would
provide a convenient measure of RGCs. As the flash ERG is ubiquitously used in
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clinical practice, this would have immediate and substantial applicability if it holds valid
for higher mammals, including humans.
We believe that the observed rhythmic firing of RGCs in vivo during the flash ERG
is novel, but rhythmic firing of RGCs have been observed in rodents. rd-1/rd-1 mice exhibit
spontaneous rod photoreceptor degeneration while the inner retina is preserved and
several labs have observed RGCs display rhythmic resting spike activity after
degeneration of photoreceptors (Kenyon, Moore et al. 2003, Margolis and Detwiler 2011).
Hyperpolarization of AII amacrine cells in rd-1/rd-1 mice causes the rhythmic firing in
RGCs (Choi, Zhang et al. 2014).
4.4.2 RGC Activity During the Flicker ERG
Summed retinal activity and RGC spike trains were also simultaneously recorded
in response to flickering stimuli. F1 and F2 amplitudes were used to generate frequency
response functions for the flicker ERG as well as alpha On- and Off-type RGCs. The
flicker ERG, like the flash ERG, is primarily a function of cone bipolar cells. However, the
PhNR of the light-adapted flash ERG depends, in part, on ganglion cell activity (Karanjia,
Berezovsky et al. 2017). Furthermore, the b-wave of the light-adapted ERG is diminished
in rats after optic nerve transection or TTX application, indicating that the photopic b-wave
is in part dependent on intact RGCs. (Bui and Fortune 2004). We hypothesize that, being
similar in form to the b-wave and generated from similar stimuli, the light-adapted flicker
ERG is most likely also dependent, in part, on RGCs. Moreover, because growing
evidence suggests that On- and Off- channels can be distinguished in the flicker ERG,
On- and Off-type RGCs should also be distinguishable in response to a flickering stimulus
(Kong, Della Santina et al. 2020). F1 Frequency response functions of Brown-Norway
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rats resemble that of Long-Evans rats, and to a degree, that of C57BL/6 mice (Qian, Shah
et al. 2008, Tanimoto, Akula et al. 2016, Deramus and Kraft 2018). RGC frequency
responses did not reflect the pathway-specific activity that Kondo and Sieving (2002) and
Tanimoto, Sothilingam et al. (2015) found in their studies. The F1 amplitudes of On-type
RGCs did not significantly differ from Off-type RGCs, which indicates that Brown-Norway
rats do not exhibit the same kind of frequency-dependent activity as mice or non-human
primates in these previous studies, or differences between On- and Off- bipolar cells do
not translate to differences between On- and Off- ganglion cells, or there is a
methodological problem with one of our studies. More work is needed to clarify these
possibilities.
The flicker ERG does exhibit a F2 frequency. This F2 activity is strongest at low
frequencies and begins to decline at lower frequencies than the F1 component of the
flicker ERG. In primates, the F2 frequency response to a 32Hz squarewave stimulus, was
approximately 1 log unit lower than the fundamental frequency and was insensitive to
chemical ablation of either the On- or Off-pathway, suggesting that the Off- pathway does
not contribute harmonic content at this frequency (Kondo and Sieving 2002). This
correlates to frequencies above 6Hz in the rat, where the F2 component has already
begun to decline. At lower frequencies, the F2 amplitude increases to be 26% of the F1
component, and this non-linear relationship between the F1 and F2 components suggests
that the Off- pathway may contribute relatively more harmonic content at lower
frequencies. It is worth noting that the groups that investigate the frequency response of
the flicker ERG in non-human primates and in mice did not report the F2 amplitude at
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other frequencies or in the mouse, so it is difficult to find evidence that corroborates or
disputes this hypothesis.
The fundamental component of On- and Off-type RGCs do not differ across
temporal frequencies, but the second harmonic does (Figure 20A-B). At 1Hz, the lowest
frequency tested, Off-type RGCs display a greater F2 component than On-type RGCs.
Using genetic knockouts of photoreceptors and Off- bipolar cells, Tanimoto, Sothilingam
et al. (2015) determined that 5Hz the flicker ERG was dominated by photoreceptor activity
in mice, or at least not driven by the cone-driven Off- pathway. Assuming this
determination holds for the rat, then the F2 component of the flicker ERG should not, and
does not, reflect the larger F2 of the Off-type RGC. The cause of the F2 difference
between On- and Off-type RGCs is potentially due to the lower mean firing rate of Offtype cells (Freeman, Heine et al. 2008). The firing rates of ganglion cells are constrained
to positive values, and a RGC spike waveform becomes clipped during its unpreferred
stimulus phase. This distortion is greater for cells with lower mean firing rates, and results
in a greater second harmonic frequency. Furthermore, this distortion decreases as the
period of the stimulus decreases until the instantaneous firing rate no longer reaches 0
spikes/second.
4.4.3 RGC Activity During the PERG
The ERG was also recorded simultaneously with RGCs in response to a pattern
stimulus and frequency response functions generated from the F1 and F2 amplitudes of
the PERG, On-, and Off-type RGCs. PERGs were small signals requiring sensitive
electrodes, sufficient noise reduction, and long recording times in order to isolate the
signal. We were able to record PERGs that correlate to RGC activity at or close to the
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spatiotemporal properties that maximally excite RGCs (Table 4). The positive component
of the human PERG (P50) temporally corresponded to the On-type RGC firing and the
negative component (N95) corresponded to Off-type RGC firing, but PERGs recorded
here did not possess the frequency doubled waveform seen in humans (Baker and Hess
1984). Rather, we saw PERGs that resembled a sinusoid with a period that was the same
as the stimulus period. Kittlerová and Valoušková (2000) also saw PERG responses in
the hooded rat that correspond to the fundamental frequency. It is possible that the spatial
frequency used to generate the PERG at different temporal frequencies, which maximally
excites the RF center of RGCs recorded by our lab, was not high enough to generate
bipolar cell potentials that cancel each other out. Alternatively, the rat PERG may be
driven by On-type ganglion cells; it is significantly correlated to On-type RGC firing (0.983,
p < 0.05). The question arises, then: do RGCs drive the PERG observed in this study?
This will be elucidated in future experiments, where the RGC activity will be ablated
chemically or by optic nerve transection. If the PERG response is dependent on RGCs, it
should be eliminated by TTX application or transection, but bipolar cell activity is left intact
(Bui and Fortune 2004). Currently, this appears to be a weakness of the rat as a model
of human retinal function.
We did find that the PERG stimulus produces frequency-dependent significant
differences between On- and Off-type RGCs. F1 amplitudes of Off-type RGCs were
significantly greater that those of On-type RGCs at 8 and 10 Hz. Both F1 and F2
amplitudes of Off- cells were significantly higher than On- RGCs at 20Hz. This is
potentially in line with evidence that high frequency responses are driven by the Offpathway as the amplitude of the response falls nearly to its lowest at higher frequencies.
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The F2 amplitude of Off-type RGCs is also greater than that of On-type RGCs at 2 Hz
and 20Hz. This is potentially for the same reason the F2 amplitude of Off- cells’ response
to flicker stimulation is larger than On- cells.
The F2 amplitude of Off- RGCs at 20Hz increases from 15Hz, as does the F2 amplitude
of the PERG. Overall, this evidence suggests that, given that an ERG paradigm can
directly record RGC activity, On- and Off-type RGCs can be distinguished from one
another. As Off-type RGCs are more vulnerable to shrinking of their dendritic fields and
autophagy, the PERG might be able to assess the progression off retinal
neurodegenerative diseases (Chen, Zhao et al. 2015, El-Danaf and Huberman 2015, Ou,
Jo et al. 2016). This will be further explored by ablating Off-type ganglion cell activity with
the Off- pathway blocker PDA to see if the PERG amplitudes at 8 and 10Hz diminish.
4.4.4 Study Limitations
The limiting factor of these experiments is finding and recording from individual
ganglion cells for extended periods of time. This excludes exhaustive testing of ERG
paradigms, especially the PERG frequency response function, which itself takes one hour
or more to record. The PERG output was harmonic frequencies with amplitudes close to
zero, but not negative, and were dependent on electrode sensitivity, leading to nonnormal distributions. These factors limit the precision of the data.
Another limit of this study is the applicability of the Decrease in Intensity Potential
(DIP). The negative pulse may not have been long enough, or the background light
intensity too low, to generate OPs. Furthermore, the DIP is rarely used in the clinic and in
research, and as such not much is known on how it affects retina physiology. It is unclear,
even, if the DIP is fully equivalent to the flash stimulus.
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The aim of this study was to characterize differences between retinal pathways in
healthy, normal animals, so that the loss of those retinal pathways could be readily
identified in disease. Therefore, we did not ablate retinal pathways, but these are the next
steps in verifying any differences in the frequency responses of the pathways.
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Chapter 5: Conclusions and Future Work
In summary, we have characterized visual behavior in the BN rats with a
discrimination-oriented task and with the OMR. While the spatial contrast sensitivity
provided by the discrimination-oriented task was similar, if not greater, in the BN rat than
in hooded or albino rats, spatial contrast sensitivity provided by optomotry was markedly
lower than that of the discrimination task (Table 1, Figure 7). Contrast sensitivities were
also characterized at multiple luminance intensities, showing a luminance-dependent
change in spatiotemporal filtering properties (Figures 4 and 6). We also characterized the
temporal properties of BN rat RGC center and surround receptive fields. We found that
RGC temporal filtering properties depend on their TSI, or the speed at which their
response to luminance steps returns to baseline (Figure 10). Temporal tuning curves
generated from RGC responses to drifting sinusoidal gratings shared high correlation with
the predicted frequency response curves generated by white noise analysis (Figure 12).
When center receptive field temporal properties were compared to surround receptive
field properties, an interesting phenomenon was observed. Surround stimulation provided
higher responsivity and more complex impulse response functions than center-optimized
stimulation (Figures 13 and 14). Finally, we characterized RGC responses to three ERG
paradigms: the Ganzfeld flash ERG, flicker ERG, and PERG. When the retina was
stimulated with brief flashes of light, RGC spiking activity clusters into spike volleys.
Moreover, these spike volleys are temporally linked to OPs of the ERG (Figures 16 and
17). When stimulated with a flickering stimulus, RGCs exhibit lowpass filter properties,
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but do not show frequency-dependent responses that would be expected based on
evidence by Kondo and Sieving (2002) and Tanimoto, Sothilingam et al. (2015). However,
flicker ERG does generate an F2 component, which is evidence of a non-linear
component to the paradigm (Figure 20). Lastly, when the retina is stimulated with an
alternating bars pattern, ganglion cells respond strongly at the fundamental frequency of
the stimulus with a weaker second harmonic frequency response. The pattern stimulus
did elicit frequency-dependent responses from On- and Off- RGCs, indicating that the
PERG frequency response function can be used to distinguish between On- and Offcells. The addition of these studies to the body of literature will advance the use of the
BN rat as a model of human vision and retinal neurodegenerative disease.
5.1 Relation of Retinal Ganglion Cell electrophysiology to behavior
The spatial sensitivity of RGCs recorded in Chapter 3 is more comparable to that
of the OMR than task-driven behavior. This indicates that the cells observed by singleunit electrophysiology project to the SC and consequently belong to the subcortical
network that drives the OMR. Furthermore, previous studies have reported that SC cells
have similar spatial properties to the RGCs observed (Prévost, Lepore et al. 2007, Li, Sun
et al. 2015). Mammalian alpha cell homologues have larger receptive fields than other
cell types and project most of their fibers to the SC with only a fraction of fibers projecting
to the LGN (Peichl 1991, Sanes and Masland 2015). In this dissertation and previously,
our lab has found that rat RGCs express a range of response summation more
monomodal than cat RGCs and that ‘X- and Y-like RGCs’ have similar RF sizes. This
indicates that with fewer RGCs than the cat, rat RGCs ‘share’ the responsibilities of spatial
acuity (alpha-like) and motion detection (beta-like). Notably, the reported OMR is limited
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by the observers ability to recognize ‘tracking’ and may be lower than the sensitivity of
SC cells.
5.2 Potential mechanism for disinhibition
High temporal resonance when RGCs are stimulated with low spatial frequency or
large field stimuli could indicate that distal excitation of retinal neurons disinhibits the
observed RGC. While RGCs do not make synaptic connections with other RGCs, they do
make connections with interneurons such as amacrine cells. Amacrine cells have a
variety of morphologies that indicate a wide range of functionalities but are shown to
mediate the activity of RGCs and bipolar cells (Chen, Smith et al. 2020). Certain amacrine
cell types, such as the starburst amacrine cell, possess large dendritic fields and synapse
on RGCs both near and far from their soma (Lin and Masland 2006, Patterson, Bordt et
al. 2020). It has been shown that amacrine cells disinhibit RGCs (Kenyon, Many &
Baccus). Thus, the activity of distal RGCs could disinhibit proximal RGC through the
activity of amacrine cells.
5.3 Potential mechanisms for OP spike volley correlation
The most parsimonious explanation for the correlation between Oscillatory
Potentials and RGC spike volleys is that OPs are the potentials produced by RGCs firing;
that is, OPs are the activity of RGCs. However, a mountain of evidence contradicts this
theory. Several studies ablate RGCs and continue to observe OPs in the ERG. OPs are
attributed to the activity of interneurons, specifically amacrine cells, for review, see
(Wachtmeister 1998). As opposed to arising in the ganglion cell layer, OPs arise from the
inner nuclear layer of the retina (Ogden 1973).
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On the other hand, we and others (Bui and Fortune, Arai, 2004) have shown a
reduction in OP amplitude after the injection of TTX solution, which inhibits sodium
channel-mediated spiking, or optic nerve crush (Arai, Yamada et al. 2004, Bui and
Fortune 2004). Notably, TTX also affects spiking amacrine cell types (Velte and Miller ,
Heflin and Cook 2007, Reifler, Chervenak et al. 2015). Arai, Yamada et al. (2004) also
showed that a GABAA antagonist also ablates OPs, further indicating they are driven by
amacrine cells.
A possible explanation for this correlation is, then, that OPs depend on the activity
of RGCs, and/or that spike clustering depends on the activity of the OP generators. The
mechanical relationship between the two is hypothesized to be a feedback inhibition loop
in which RGC activity (beyond a certain threshold) excites OP generators, which in turn
inhibit RGCs. This would lead to oscillatory inhibition of RGCs until excitatory
neurotransmitter release from bipolar cells diminishes below the threshold and fits what
we observe in vivo. Furthermore, amacrine cells do form disinhibitory circuits with RGCs
(Manu and Baccus 2011, Chen, Smith et al. 2020).
RGC spike volleys have been observed in frog (Ishikani, 1999) and cat
(Neuenschwander and Singer, 1996), and in mouse retina lacking photoreceptors
(Trenholm, 2012) (Neuenschwander and Singer 1996, Ishikane, Kawana et al. 1999,
Trenholm, Borowska et al. 2012). These studies observe that oscillatory responses of
ganglion cells become synchronized over long distances (20° of visual angle) in response
to a variety of stimuli. Likewise, certain stimuli shape synchronous oscillatory activity in
cortical neurons even when those neurons do not share receptive fields (Eckhorn, Bauer
et al. 1988, Bytautiene and Baranauskas 2017, Neupane, Guitton et al. 2017). These
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propose a second hypothesis, that OPs and rhythmic RGC firing are involved in
synchronizing outputs to the CNS.
It is important to note that while rhythmic firing of RGCs during flash
electroretinography and potential disinhibition when RGCs are stimulated with low spatial
frequency, high temporal frequency drifting gratings are both hypothesized to involve
amacrine cells, we by no means are implying that the same mechanism underlies the two
phenomena. Rhythmic firing in response to the flash ERG stimulus has a frequency
around 75 Hz while the grating response is much lower, between 15 – 30 Hz. Rhythmic
firing was observed as low as 18 cd·s/m2. The maximum luminance of the monitor was
80 cd·s/m2 and would have caused a strong F1 response at 75 Hz at, which was not
observed.
5.4 Future Work
Following the characterization of RGC center and surround receptive fields, we will
build a conceptual model of RGC disinhibition. Currently the accepted organizational
model of RGC receptive fields is a difference of gaussians, where a positive-going curve
represents the excitatory center, and a subtractive curve represents the inhibitory
surround. This model is insufficient for describing the greater responsivity of RGCs when
stimulated at low spatial frequencies nor the greater biphasicity of RGC impulse response
functions when large annuli are presented over the visual field.
The current studies investigate the spatiotemporal filtering properties of healthy
BN rats with the aim of developing techniques to monitor the progression of retinal
neurodegenerative diseases. The next step, then, is to confirm our finding in animals with
ganglion cell dysfunction. This will be achieved through pharmacological means, such as
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the use of TTX, and by optic nerve transection. Furthermore, we will use 2-amino-4phosphonobutyric acid (APB) and cis-2,3-piperidinedicarboxylic acid (PDA) to chemically
ablate the On- and Off- pathway, respectively. This will provide a model of type-specific
dysfunction that will confirm our findings that the PERG exhibits variable dependence on
On- or Off- RGCs at different frequencies as well as allow us to recapitulate the
experiments of Tanimoto, Sothilingam et al. (2015) in rats.
Another avenue that we could pursue is to fully characterize the DIP ERG. The
clinical significance of the DIP is unknown, nor is it known if it is equivalent to the flash
ERG. In the present study, the pulse may not have lasted long enough, or the background
light intensity may have been too low, to generate a depolarizing current in Off- bipolar
cells or to generate OPs, if they would occur at all. While the clinical significance of the
DIP may be small but establishing that Off-type RGCs correlate to OPs would advance
our knowledge of the phenomenon. Establishing that Off-type RGCs do not correlate to
OPs would also be valuable, would benefit identifying the possible generators of OPs,
and would help elucidate the function of the OP generator-RGC circuit.
5.5 Relevance to the study of visual neuroscience
We have established that the BN rat is a valuable rodent model of human vision
by characterizing both the behavior of the animal and the spatiotemporal properties of its
RGCs. We have also examined the role of different ERG paradigms in monitoring the
health and function of RGCs, specifically showing that ganglion cells might be accessible
through the PERG or the OPs of the flash ERG. Finally, we have demonstrated two novel
phenomena: greater responsivity and apparent temporal sensitivity of RGCs when
stimulated with low spatial frequency light, and that RGC spike volleys correlate to OPs.
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The former challenges the classic organizational model of RGC receptive fields. The latter
represents a mechanism of visual processing, and a method to assess RGC health.
The contrast sensitivity of rats is qualitatively similar to humans, but rats are much less
sensitive than humans. For example, the peak contrast sensitivity of humans is 144.5 ±
1.66 with a spatial frequency resolution limit of 3.78 cycles/degree. The rat had a peak
sensitivity of 54.4 ± 8.6 with a frequency resolution limit of 1.6 ± 0.3 cycles/degree.
(Thurman, Davey et al. 2016).
The two best characterized RGCs in the human retina are the magnocellular and
parvocellular cell. We did not observe two separate homologues of these cell types in the
Brown-Norway rat. The most commonly observed cell type in the rat was the alpha cell,
which is most analogous to the magnocellular cell, but had either X- or Y-like and either
Brisk Sustained or Transient properties, thus having properties of both cell types. Little is
known about parvocellular homologues in rodents (Sanes and Masland 2015). However,
we do expect a second class of ganglion cells with higher spatiotemporal acuity and
sensitivity than those we recorded to exist in the rat retina This is one of the largest
disadvantages of the rat that we observed. Although rat RGCs may have similar functions
to human RGCs, an animal model of the human retina would ideally have corresponding
cell types to all human ganglion cells. A recent investigation characterized the
spatiotemporal properties of human parvo- and magnocellular ganglion cells ex vivo in
response to natural scenes and reported their spatial and temporal response functions
(Soto, Hsiang et al. 2020). The temporal frequency limit was approximately 25 – 30 Hz
(see Figure 4A), which is comparable to the primate, cat, and our investigation of the rat
(Shapley and Victor 1979, Kaplan and Benardete 2001).
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The gross features of the ERG are conserved across humans and rats. For a
review of human Ganzfeld flash ERGs, please see Perlman (2001). Likewise, see
(McAnany, Chen et al. 2019) and Holder (2001) for reviews of flicker and pattern ERGs,
respectively. We did not observe the PERG waveform in the Brown-Norway rat that
Holder and others have observed in humans. This is a limitation of the rat, or is a limitation
of the stimulus parameters used. Stimulus parameters in these experiments were
modelled after Porciatti (2007), who generated a PERG in the mouse that had a similar
waveform to the human PERG. It is therefore assumed that rodents are cable of
producing a PERG that is comparable to the human PERG. Of particular interest is
whether or not the PERG observed in these experiments arises from the ganglion cells,
and future studies will answer this quandary. If we find that the PERG is indeed a product
of RGCs, then we can conclude that the rat PERG is a reasonable model of the human
PERG despite these differences.
Overall, we find that the Brown-Norway rat is a valuable model of human vision
despite several differences between the two species. In particular, the ability of the two
species to discriminate visual stimuli is reasonably close: a rat’s peak sensitivity is around
2% contrast while a human’s is 0.5%. Moreover, Brown-Norway rats appear to have
higher contrast sensitivities than other rat strains. The spatiotemporal properties of RGCs
are conserved across species, despite the rat potentially having fewer cell types that
share functions that humans and more developed mammals have delegated to different
cell types. Finally, we and several other labs have found the rat ERG to be comparable
to human ERGs, and we will strive to adapt these ERG paradigms to further mimic the
human equivalent.
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Appendix 1: “The Potato Eaters”

Vincent van Gogh (1853-1890), Nuenen, April-May 1885
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Appendix 2: Permissions

“The Potato Eaters” faithful photographic reproduction and credits screenshot were
taken from the Van Gogh Museum’s website:
https://www.vangoghmuseum.nl/en/collection/s0005v1962
“The Potato Eaters” is in the public domain in its country of origin and other countries
and areas where the copyright term is the author’s life plus 100 years or fewer
The Netherlands abides by the Act of September 23, 1912, a policy of the World
Intellectual Property Organization (WIPO). For information of works in the public
domain, see: https://www.wipo.int/copyright/en/
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