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Abstract
The goals of this thesis were to (1) study methodologies for radiomics data analysis,
and (2) apply such methods to identify biomarkers of disease-free survival in head
and neck cancers.
Procedures for radiomics feature extraction and feature exploration in biomarker
discovery were implemented with the PythonTM programming language. The code is
available at https://github.com/gsel9/biorad.
In a retrospective study of disease-free survival as response to radiotherapy, ra-
diomics features were extracted from PET/CT images of 198 head and neck cancers
patients. A total of 513 features were obtained by combining the radiomics features
with clinical factors and PET parameters. Combinations of seven feature selection
and 10 classification algorithms were evaluated in terms of their ability to predict
patient treatment response. By using a combination of MultiSURF feature selec-
tion and Extreme Gradient Boosting classification, subgroup analyses ofHPV negative
oropharyngeal (HPV unrelated) cancers gave 76.4 ± 13.2 % area under the Receiver
Operating Characteristic curve (AUC). This performance was superior to the baseline
of 54 % for disease-free survival outcomes in the patient subgroup.
Four features were identified as prognostic of disease-free survival in the HPV unre-
lated cohort. Among these were two CT features capturing intratumour heterogene-
ity. Another feature described tumour shape and was, contrary to the CT features,
significantly correlated with the tumour volume. The fourth feature was themedian
CT intensity. Determining the prognostic value of these features in an independent
cohort will elucidate the relevance of tumour volume and intratumour heterogene-
ity in treatment of HPV unrelated head and neck cancer.
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Chapter 1
Introduction
Over 9.5 million people died from cancer in 2018 [1]. Head and neck cancers ac-
counted for more than 300,000 deaths, as the seventh most common type of cancer
worldwide [2].
Treatment selection in head and neck cancers relies primarily on the location and
stage of the primary tumour at diagnosis [3]. One of the conventional treatments
for head and neck cancers is radiotherapy [4]. Radiotherapy involves using ionising
radiation to destroy or damage cancer cells and is a significant contribution to cancer
treatment [5].
However, radiation damage to healthy tissue may considerably reduce the life qual-
ity of patients. High-precision techniques, such as intensity modulated radiation
therapy (IMRT), adapts the radiation doses to avoid critical organs while conforming
to the tumour [5]. Techniques, such as IMRT, have been used to reduce complica-
tions and side effects compared to conventional therapy.
Still, different treatment outcomeshave beenobserved despite patients having seem-
ingly identical disease characteristics [4]. To further adapt radiotherapy treatment
to each patient, Caudell et al. (2017) suggested to replace fractionation and empir-
ical dosing by precision medicine tools, such as genomics and radiomics [4].
Genomic approaches to molecular tumour characterisation typically require inva-
sive tissue extraction [6]. However, methods such as biopsy are prone to sampling
errors. These errors occur due to the spatial differences in the tumour, which is
referred to as intratumour heterogeneity [7]. Intratumour heterogeneity describes
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genomic differences between clusters of cells within the same tumour [8], and is one
of the main challenges for precision medicine, according to Caudell et al. (2017).
Medical imaging technology, on the other hand, enables non-invasive visualisation
of patient biology and internal structures [9]. For instance, a 18F-fluorodeoxyglucose
Positron Emission Tomography/Computed Tomography (PET/CT) scanner combines
the PET and CT technologies to image biological function and anatomy [10]. With
human cancers exhibiting phenotypic differences, medical imaging can be used to
characterise intratumour heterogeneity [11].
1.1 Motivation
Radiomics is a field of medical study where quantification of disease characteristics
is based on radiographic phenotyping [12]. The term radiomics was first used by
Gillies et al. (2010) [13] to describe gene expression in terms of image descriptors.
In radiomics, medical images are transformed into high-dimensional descriptors, or
features, assumed to encapsulate the underlying cancer pathophysiology [14], [15].
These features does not only quantify intratumour heterogeneity but also the shape
and size of the tumour, as well as image intensity characteristics [16].
Studies have demonstrated the potential of radiomics features to predict clinical
outcomes across different types of tumours andmodalities [14], [17], [18], [19]. Thus,
these features may be used as objective indicators of medical state, referred to as
biomarkers [20]. Derivation of disease-specific biomarkers can contribute to elu-
cidate the relevance of intratumour heterogeneity in treatment of head and neck
cancers. Moreover, such biomarkers can be used to adapt therapies to individuals or
subgroups of patients.
1.2 Subjects and Goals
The initial goal of this thesis was to develop methods for radiomics data analysis.
These methodologies were to include radiomics feature extraction, and assessment
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of the prognostic value of such features given a clinical outcome.
The second goal of this thesis was to identify potential biomarkers for prediction of
disease-free survival [21] as a response to radiotherapy in head and neck cancers.
1.3 Method
In previous radiomics studies, biomarkers have been determined by using a predic-
tive model to infer the relevance of features with respect to a clinical outcome [14],
[17], [22]. According to the No Free Lunch theorems [23], no single algorithm will
be superior in all applications. Therefore, several algorithms should be compared in
terms of their ability to predict patient treatment response.
In general, the steps in biomarker discovery comprised:
1. A data-driven approach to identify the classification model superior in pre-
dicting disease-free survival.
2. Inference on the relevancy of each feature, based on the selected model, to
identify predictors as potential biomarkers.
Note that this thesis was not dedicated only to the study of radiomics features but
also included clinical factors and PET parameters.
Preparation of an independent test set was not completed during this thesis. Exter-
nal validation of results is therefore left to future studies.
1.4 Organisation
This thesis is structured according to the IMRaD format, which is an acronym of
Introduction, Method, Results, and Discussion [24].
Relevant definitions and notation are described in the introduction to each chapter.
Chapter 2 outlines the theory behind the experiments described in Chapter 3. Chap-
ter 2 aims to elaborate on themethodology leading up to classification experiments.
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These experiments are described in Chapter 3 and the results are given in Chapter
4. Experimental results that were not included in Chapter 4 are given in Appendix
B. A discussion of the experimental framework, results and observations is given in
Chapter 5. Suggestions to future work in radiomics are given in the last two sections
of Chapter 5. Chapter 6 is structured such that conclusions for each of the two thesis
goals are given in separate sections.
All codematerial produced in this thesis is publicly available via the GitHub c© online
hosting service [25].
4
Chapter 2
Theory
The notation used in this chapter is as follows. Scalars, such as b ∈ R, are not given
in bold typeface. A feature of n elements is denoted x ∈ Rn. The number of elements
in x is expressed as |x|. A feature norm is defined as
‖x‖ ≡
√
x21 + · · ·+ x2n
A set of p features organised into a feature matrix is indicated by X ∈ Rn×p. Column
j of this matrix refers to feature x(j), while row i refers to an observation, or sample,
xi.
In a classification setting, each observation in X belongs to a class c ∈ Ω, which is
also expressed as y ∈ Ω. Moreover, each element yi ∈ y corresponds to exactly one
observation xi ∈ x.
The mean and variance of a set of elements are indicated by µ(·) and σ(·), respec-
tively.
Given a learning algorithm, λ(·, ·), and a parameter configuration, φ, a model is rep-
resented as λ(φ, ·). That is, a model is given as a particular configuration of a learn-
ing algorithm. Note that these parameters, termed hyperparameters, are not learned
during model training, but specified before training the model. Model predictions,
yˆ, are obtained by applying a trained model to observations.
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2.1 Statistical Significance Tests
Statistical significance tests are used to assess the probability of making false as-
sumptions about the data. Assumptions can, for instance, be made about the dis-
tribution of samples or the relationship between features. These statistical tests
can be separated into two classes referred to as parametric and non-parametric. The
parametric tests are based on assumptions about the distribution of the data, while
non-parametric tests does not require any such condition [26].
2.1.1 Wilcoxon Signed-Rank Test
TheWilcoxon Signed-Rank (WSR) [27] test evaluates if the difference between paired
samples are likely to follow a normal probability distribution [28]. This test consti-
tutes a non-parametric alternative to the paired t-test [26]. The main difference be-
tween theWSR and t-test is that the latter compares the means of samples, whereas
WSR considers the ordering of the data [26].
Given two features, x(j) and x(l), theWSR null hypothesis states that themean ranks
of the x(j) and x(l) populations differ [27]. The test statistic,W , is calculated from a
reduced set of nr paired samples where all samples satisfying
√(
x
(j)
i − x(l)i
)2
= 0
have been excluded. Then,W , is calculated as
W =
nr∑
i=1
z
(
x
(j)
i − x(l)i
)
· rank
(√(
x
(j)
i − x(l)i
)2)
where z(·) is the sign function.
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2.1.2 Shapiro-Wilk W-Test
The Shapiro-Wilk (SW) test evaluates if a sample is normally distributed by consid-
ering the skewness and the kurtosis of the data [29].
The SW test statistic,W , is given as [29]
W =
(
∑n
i=1 aix
′
i)
2∑n
i=1 (xi − µ(x))2
where x′i denotes the ith smallest element of x, or the ith order statistic. The coeffi-
cients ai ∈ a are given as
a =
mTC−1
‖C−1m‖
with m as the expected order statistics obtained by sampling from a standard nor-
mal distribution. Moreover, C denotes the co-variance matrix of the normal order
statistics.
2.1.3 D’Agostino’s K-Squared Test
Similar to the Shapiro-Wilk test, the D’Agostino’s K2 (K2) test is also based on skew-
ness and kurtosis to determine if a sample originates from a normally distributed
population [30].
Let k and s denote the kurtosis and skewness of feature x. The K2 statistic is given
as [30]
K2 = Z1(s) + Z2(k)
where Z1 and Z2 are the transformed versions of the skewness and kurtosis, respec-
tively. Details on these transformations are available in the literature [30].
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2.2 Measures of Feature Correlation
Correlation metrics describe the relationship between features. If two features are
highly correlated then these features represent the same information, which renders
one of them redundant.
2.2.1 Intraclass Correlation Coefficient
The Intraclass Correlation Coefficient (ICC) describes the relationship between fea-
tures in a group [31]. A two-way mixed effects ICC score for a single measurement
is given by [32]
ICC =
MSR −MSE
MSR + (k − 1)MSE (2.1)
whereMSR indicates themean square of rows, MSE is themean square error and k is
the number of features in the group. The MSR and MSE quantities can be obtained
from a two-way Analysis of Variance [33]. The ICC score ranges from zero to one,
where perfect correlation between the group members is indicated by an ICC equal
to one [31].
2.2.2 Spearman’s Rank Correlation Coefficient
The Spearman’s Rank Correlation coefficient (SCC) measures statistical dependence
between two features by comparing their ranks [34]. The SCC captures allmonotonic
relationships.
Let xr = rank x and yr = rank y denote the order statistics of two features x and y,
respectively. The SCC, ρ, is calculated from [34]
ρ =
C(xr,yr)
σ(xr)σ(yr)
8
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where C is the co-variance matrix, and σ is the standard deviation. The SCC ranges
fromnegative to positive one, whereas both endpoints represent perfect correlation.
Hence, SCC equal to zero signifies no correlation.
2.3 Clustering
Clustering is referred to as unsupervised learningmethods that determines groups, or
clusters, based on sample characteristics [35]. Clustering is an approach to express
underlying patterns in data.
2.3.1 K-Means
The K-means algorithm partitions n samples into K clusters based on the squared
Euclidean distance between these data points [36]. In each cluster, the distance be-
tween samples are measured relative to a set of cluster centers, termed centroids.
The K-means objective is to minimise the within-cluster sum of squares given as
arg min
S
K∑
k=1
∑
x∈Sk
‖x− x̂k‖2 (2.2)
for a feature x, andS = {Sk}Kk=1 as theK clusters with centroids {x̂k}Kk=1. In practice,
K-means approximates this objective over a budget of iterations. Initially, samples
are randomly selected from the data to serve as centroids. However, at iteration t,
centroid x̂(t−1)k of cluster S
(t−1)
k is updated according to
x̂
(t)
k =
1∣∣∣S(t−1)k ∣∣∣
∑
xi∈S(t−1)k
xi
TheK-means algorithmconvergeswhen the centroid at step t is equal to the centroid
at step t− 1.
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K-Means++
An alternative approach to initialise centroids, other than the random selection of
samples, was introduced by Arthur and Vassilvitskii (2007) [37]. Arthur and Vas-
silvitskii (2007) named this the K-Means++ algorithm, which has shown to be an
improvement considering cluster quality and convergence [37]. In K-Means++, only
the first centroid, x̂1, is selected uniformly at random from the data. The following
K − 1 centroids are selected from the remaining samples with probability.
P (x̂k = xi | C) = d(xi, x̂)
2∑n
i=1 d(xi, x̂)
2
where d(xi, x̂) represents the shortest Euclidean distance from a sample, xi, to any
of the already selected centroids, x̂ = (x̂1, · · · , x̂k−1). Once all the K centroids have
been selected, the algorithm proceeds according to K-means, as described in the
previous section [37].
Cluster Distortion
The quality of the clusters obtained with K-means [36] or K-means++ [37] can be
quantified in terms of the Sum of Squared Errors (SSE). The SSE is also refereed to as
cluster distortion [36], and is given as
SSE =
K∑
k=1
n∑
i=1
‖xi − x̂k‖ (2.3)
The value ofK giving the smallest SEE corresponds to the optimal number of clus-
ters.
2.3.2 Spectral Co-Clustering
The Spectral Co-Clustering algorithm [38] belongs to the category of biclustering al-
gorithms [39]. Biclustering involves simultaneous clustering of rows and columns
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by dividing the original data into subsets of samples and features [39]. These sub-
sets are referred to as a biclusters. The Spectral Co-Clustering algorithm assumes
that each row and column of the original data matrix belongs to exactly one such
bicluster [38].
Initially, the data is processed to give a matrix X̂ with constant row and column
sums. This processing is performed over t iterations according to
X̂t+1 = R
−1/2
t X̂tM
−1/2
t
where R and M are diagonal matrices. The diagonal elements of R and M are given
as
R
(i)
i =
p∑
j=1
X̂
(j)
i
M
(j)
j =
n∑
i=1
X̂
(j)
i
That is, entry (i, i) in R holds the sum across all p columns, at row i of X̂. Moreover,
M holds the sum across all n rows of column j in X̂ in each diagonal entry (j, j).
After pre-processing, the Singular Value Decomposition [40] gives
X̂ = USVT
where subsets,U′ andV′, of l vectors fromU andV represents the bicluster row and
column partitions. ForK number of biclusters to detect, the size of these subsets is
determined by
l = dlog2Ke+ 1
A matrix Z is constructed according to
Z =
R−1/2U′
M−1/2V′

By a K-means++ clustering of Z, the biclusters are obtained from the resulting row
and column partitions [38].
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2.3.3 Measuring the Quality of a Bicluster
Biclustering algorithms were originally applied to gene expression data [41]. Con-
sequently, measures to quantify the quality of clusters were developed based on be-
havioural patterns in gene expression. Two types of such patterns are scaling and
shifting. Scaling describes a multiplicative relation between samples, while shifting
describes an additive relation. The Transposed Virtual Error is a metric that detects
both shifting and scaling patterns [41].
Let B ∈ Rn×m be a bicluster with n rows and m columns. Each entry in B at row i
and column j is indicated by bi, j. The Transposed Virtual Error metric includes a
quantity referred to as Virtual Condition given as [41]
ρj =
∑
i∈n bi,j
n
The Virtual Condition value, ρj, represents the mean of column j in a bicluster.
Thereby, the Transposed Virtual Error is calculated for a bicluster as
1
nm
n∑
i=1
m∑
j=1
√
(bi,j − ρj)2 (2.4)
In Equation 2.3.3, the values in a bicluster are compared to the Virtual Condition
of that bicluster. That is, the quality of the cluster is represented as the distance
between cluster members and the Virtual Condition.
2.4 Feature Selection
Feature selectionmethods seek a subset of features under the assumption that amongst
the original features is irrelevant or redundant information [42], [43]. Feature selec-
tion may contribute to reducing over-fitting and improve the performance of pre-
dictive models [43].
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Given a criterion J(·) to measure feature relevance with respect to some objective.
A subset, X˜ ⊂ X, of the most relevant features according to J can be selected by
[43], [44]
X˜ = arg max
X′⊂X
J (X ′)
Feature selection algorithms can be categorised as (1) embedded, (2) filter or (3)
wrapper methods. Filter methods are described in the following sections. Embed-
ded feature selection is performed inherently by mechanisms of some algorithm.
For instance, regularisation of the algorithm optimisation objective [45]. Wrappers
use a specific model to select features according to the performance of the model.
Thus, wrapper methods are more prone to over-fitting and more computationally
expensive compared to embedded and filter methods.
2.4.1 Univariate Filter Methods
Univariate methods consider only the relationship between individual features, and
are typically computationally efficient even inhigh-dimensional problems [44]. How-
ever, these methods are incapable of capturing information from multiple interact-
ing features.
Chi-Squared
The Chi-Squared, or χ2, method uses the χ2 statistic to rank features [46], [17].
Let |x|denote the cardinality of featurexwithn samples belonging to distinct classes,
Ω. The χ2 score function, J(·), for feature selection is given as [17]
J(x) =
|x|∑
i=1
∑
c∈Ω
(ni,c − µi,c)2
µi,c
for ni,c as the number of samples equal to value i and belonging to class c. Moreover,
µi,c =
ni · nc
n
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where ni is the number of samples of value i, while nc the number of samples in class
c.
Mutual Information
The Mutual Information (MI) from information theory can be used in feature selec-
tion to quantify the dependence between two features [47]. Independent features
correspond to zero MI, but as features are more related, the MI increases [48].
Let xc represent the observations in feature x that belongs to class c. For each sam-
ple, xi, the quantity Ii is calculated as [47]
Ii = ψ(n)− ψ(xc) + ψ(k)− ψ(mi,k) (2.5)
where mi,k is the k nearest neighbours to xi selected from xc. In Equation 2.5, ψ(·)
represents the digamma function defined as the logarithmic derivative of the gamma
function [49]
ψ(n) =
d
dn
log Γ(n)
The MI score is estimated by averaging Ii across all observations [47]
J(x,y) =
1
n
n∑
i=1
Ii
The number of neighbours parameter, k, can be optimised to each problem.
Wilcoxon Rank Sum
TheWilcoxon Rank Sum (WRS) method compares the medians of ranked features to
determine their resemblance [50], [51]. In a classification problem, theWRS scoring
function for feature selection can be formulated as [17]
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J(x) = (n− 1)
∑
c∈Ω nc(µ(xr,c)− µ(xr))2∑
c∈Ω
∑nc
i=1(xr,i,c − µ(xr))2
where nc is the number of samples belonging to class c ∈ Ω, and xr,i,c is the rank of
sample xi of class c. The average rank of samples in class c is indicated by µ(xr,c),
while µ(xr) is the average rank of all samples.
Fisher Score
Feature selection by Fisher Score determines a subset of features that maximises
the distance between classes while minimising the distance between samples of the
same class [52].
The Fisher Score criterion function is given as [52]
J(x) =
∑
c∈Ω nc(µ(xc)− µ(x))2∑
c∈Ω ncσ(xc)
2
Note the similarity between this method and the Wilcoxon Rank Sum approach de-
scribed in the previous section.
2.4.2 Multivariate Filter Methods
Contrary to univariate filter methods, multivariate algorithms can detect predictive
information from interacting features [53]. The Relief -based algorithms is a family
of such multivariate filter methods.
ReliefF
TheReliefF algorithm represents the relevancy to somedependent featurey in terms
of weights assigned to each feature. A weight of -1 indicates the least relevant fea-
ture, while a weight equal to 1 implies the opposite.
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Two sets,M andH, are defined from theK nearest neighbours of a selected sample,
xi [53]. ReliefF calculates the distance between two features, x(j) and x(l), using the
Manhattan metric
d
(
x(1),x(2)
)
=
n∑
i=1
√(
x
(j)
i − x(l)i )
)2
All elements inH belong to the same class as xi, whileM is the set complementary
toH. That is,
M = {xk | yk 6= yi}Kk=1
H = {xk | yk = yi}Kk=1
The choice ofK can be optimised, but is restricted to the smallest class
K ≤ min
c∈Ω
{|c|}
A feature weight, w, is calculated according to
w(t+1) := wt +
1
n ·K
n∑
i=1
K∑
k=1
d (x,xi, Hk)− d (x,xk,Mk) (2.6)
where
d(x,xi, I) =
|xi − I|
max x−min x
represents the difference between all samples in x and a selected sample. The vari-
able I is a placeholder for samples from eitherM orH.
According to Equation 2.6, if xi belongs to the same class as the samples in M , xi
is assumed to be informative of y and w is increased [53]. On the contrary, w is
decreased to signify thatxi is not considered predictive ofy. SinceH andM contains
the sameK number of elements, ReliefF inherently corrects for class imbalance.
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TheMultiSURF algorithm is based on the principles of ReliefF but with the number
of neighbors,K, determined by the algorithm [54]
K = Ti − σ(x)
2
where Ti is the average Manhattan distance between a sample and all other sam-
ples. That is, MultiSURF considers all the observations within a distance of Ti from
a selected sample rather thanK selected samples. TheH andM sets defined as de-
scribed for ReliefF in the previous section, but the MultiSURF feature weight update
is given by
w := w +
1
n
n∑
i=1
K∑
k=1
d (x,xi, Hk)
|H| −
d (x,xi,Mk)
|M |
where division by K is replaced by division with the number of elements, |·|, in the
H orM sets.
2.5 Classification
Classification algorithms seek to construct a discriminative function that organises
observations into distinct groups [55]. Contrary to clustering, classification is a
supervised learning method that utilises examples of sample memberships to cat-
egorise observations.
2.5.1 Quadratic Discriminant Analysis
The Quadratic Discriminant Analysis (QDA) classification algorithm aims to max-
imise separability between classes under the assumption that samples are normally
distributed [56]. The Bayes theorem [57] is used to model the probability of an ob-
servation belonging to a particular class
17
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P (yi = c | x) ∝ P (x | yi = c)P (y)
Class priors are estimated from training data as the proportion of samples in each
class [56]. Moreover, the probability distribution of samples belonging to a particu-
lar class, P (x | y = c), is also assumed to be normal. Observations are assigned to
the class that maximises the quadratic discriminative function
1
2
log |Cc| − 1
2
(x− µ(xc))TC−1c (x− µ(xc)) + log
nc
n
where Cc is the co-variance matrix of class c. Thus, QDA calculates one co-variance
matrix for each class, which enables construction of both linear and quadratic deci-
sion surfaces.
Shrinkage
Shrinkage can be used to regularise the QDAmodel by using a penalised estimate for
the co-variance matrix of the form [58]
C(α) = αC + (1− α)σ2
The α parameter ranges between zero and one and can be used to adjust the degree
of regularisation. In high-dimensional problems, shrinkage relaxes the correlation
between features [59].
2.5.2 Support Vector Machine
The Support VectorMachine (SVM) constructs anN-dimensional hyper-plane to achieve
maximal separation of samples according to some objective, such as classification
[60]. In a classification problem, the optimal hyper-plane offers maximum separa-
bility between classes.
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A linear hyper-plane is obtained from samples satisfying
{
x : wTx− b = 0}
for which the parameters w and b are determined by the learning algorithm. The
Support Vector Classification (SVC) optimisation problem can be expressed as
min
w,b,ξ
{
1
2
wTw + β
n∑
i=1
ξi
}
subject to
yi(wTφ(xi) + b) ≥ 1− ξiξi ≥ 0
The non-negative variables ξ are referred to as slack variables allowing samples to
violate the decision boundary. The degree of decision boundary violation is con-
trolled by the parameter β. The dual formulation of the SVC problem is given by
min
β
{
n∑
i=1
βi − 1
2
n∑
i,j=1
βiyiβjyjK(xi,xj)
}
subject to
0 ≤ βi ≤ βU∑
i yiβi = 0
The dual formulation is derived by using Lagrange coefficients [61], β. Solving the
SVC dual optimisation problem involves computation of feature dot products, which
opens for application of the kernel trick [62]. The kernel trick involves implicitly
mapping features to a higher dimensional space
K(xi,xj) = φ(xi)
Tφ(xj)
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by to a kernel function φ(·). Table 2.1 lists a selection of kernel functions [63].
Table 2.1: Kernel functions for the Support Vector Classification algorithm [63]. Pa-
rameters: The intercept, r, of the sigmoid and polynomial kernel of degree d, and
the positive scaling parameter γ.
Name Kernel
Linear x · xT
Polynomial
(
γ(x · xT ) + r)d
Radial Basis exp
(
−γ ∥∥x− xT∥∥2)
Sigmoid tanh
(
γ(x · xT ) + r)
The β parameter from the dual SVC optimisation problem and the choice of kernel
function can be optimised [60].
2.5.3 Logistic Regression
Logistic Regression is a linear classification model that assigns probabilities to dif-
ferent classes according to the logistic function [64].
The Logistic Regression optimisation objective depends on the choice of regularisa-
tion term. With L1 regularisation, the optimisation becomes [64]
min
w,b
{
1
2
wTw + β
n∑
i=1
log exp (−yi (xi ·w + b) + 1)
}
while for L2 regularisation, the objective is
min
w,b
{
‖w‖+ α
n∑
i=1
log exp (−yi (xi ·w + b) + 1)
}
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The α parameter controls the regularisation strength, which depends on the prob-
lem. Sparse solutions can be obtained with L1 regularisation, which is an example
of embedded feature selection.
2.5.4 Ridge Classification
Ridge classification corresponds to a regularisedOrdinary Least Squares (OLS) prob-
lem [65].
The OLS problem can be formulated as [66]
min
w
{‖x ·w − y‖2}
for which the weights, w, of the Ridge regression model are obtained by [65]
min
w
{‖x ·w − y‖2 + β ‖w‖2}
The parameter β controls the amount of regularisation imposed on the problem. In-
creasing β corresponds to enforce generality in the model, which enables the model
to handle co-linearity.
TheRidgemodel can beused for binary classificationwhere the predictions are given
by [67]
ŷ =
0 if x ·w ≤ 01 if x ·w > 0
which is equivalent to a linear decision surface.
2.5.5 K-Nearest Neighbors
The K-Nearest Neighbors (KNN) algorithm is an example of a lazy learner. Instead of
learning a discriminative function, the algorithm memorises the training data [68].
Classification is performed by comparing samples to the K most similar observa-
tions from the memorised training data and assigning the dominant class label to
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this sample. In order to determine theK closest training observations to a new sam-
ple, the algorithm applies a distance function. Examples of such distance functions
are given in Table 2.2.
Table 2.2: Functions to quantify the distance between samples in x and xk. The p
parameter is arbitrary.
Name Distance Metric
Euclidean
√∑n
i=1(xi − xk)2
Manhattan
∑n
i=1
√
(xi − xk)2
Chebyshev max
{√
(xi − xk)2
}n
i=1
Minkowski
(∑n
i=1
√
(xi − xk)2p
)1/p
The KNN algorithm calculates the distances between an observation xi and all the
memorised observations x. The K observations closest to xi [68], and a prediction
is made by a majority vote
ŷ = mode {xk}Kk=1
That is, the dominant class among the K neighbours of a sample xi is assigned to
the sample. The parameter K and choice of distance function can be optimised for
each problem.
2.5.6 Decision Tree
A Decision Tree infers a set of decision rules by recursive partitioning of features.
Each decision rule is learned from the data based on ametric quantifying the quality
of a partitioning. In classification trees, the leaves represent the class labels, while
regression trees hold continuous values in the tree leaves [69].
Let
{
Q(m)(·)}M
m=1
represent a set of feature queries performed at each node m in a
tree ofM nodes. Moreover, at each node, conditionals
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q(x, τm) = x
(j) ≤ τm
are imposed on a feature by some threshold τm to evaluate candidate splits [69].
These queries partitions the data into subsets, Q(m)L (q) and Q
(m)
R (q), given by
Q
(m)
L (q) = {(xi,yi) | xi ≤ τm}di=1
Q
(m)
R (q) = Q \QL(q)
To select a split from amongst all the candidate splits, each split is evaluated in
terms of an information gain criterion given by Equation 2.7
I(Q(m), q) = I(Q(m), q)− nL
n
H(Q
(m+1)
L (q))−
nR
n
H(Q
(m+1)
R (q)) (2.7)
where nL and nR is the number of samples in the nodes L and R resulting from a
split operation, andH(·) is a measure of impurity. The Decision Tree objective is to
maximise the information gain at each tree node
q̂ = arg max
q
I(Q, q)
and the choice of impurity function depends on whether the problem concerns clas-
sification or regression. Table 2.3 shows impurity measures for classification and
regression problems [69].
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Table 2.3: Decision tree impurity measures. Parameters: the proportion of class c
at nodem over a region Rm in the tree with nm observations, pm,c.
Objective Impurity H
Classification
Gini
∑
k pm,c · (1− pm,c)
Entropy −∑k pm,c log pm,c
Misclassification 1−max pm,c
Regression
Mean Squared Error 1
nm
∑
i∈nm (yi − µ(ym))2
Mean Absolute Error 1
nm
∑
i∈nm
√
(yi − µ(ym))2
The recursive partitioning of the data into subsets proceeds until each node contains
a specific number of samples, or the recursion has reached a given depth [69]. De-
termining these constraints contributes to regularising the tree against over-fitting.
Moreover, Decision Trees performs embedded feature selection by evaluating and
splitting a subset of features.
2.5.7 Bootstrap Aggregation
Bootstrap Aggregation (bagging) combines multiple versions of a base model in par-
allel to improve the robustness over a single model. Each base model is built from
a bootstrap sample of training data. Majority voting is used to produce a prediction
and contributes to reducing the variance in the model [70].
Random Forest
The Random Forest algorithm combines Decision Trees as base models [71]. These
base models are typically referred to as weak learners, which refers to a model with
learning capacity similar to random guessing. Each split in a Decision Tree is typi-
cally performed with a random subset of features at each node, although this is not
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strictly necessary. Performing splits with random feature subset can potentially in-
crease bias, but also reduce the variance. Predictions are obtained from a majority
vote
ŷ = mode {bm(x)}Mm=1
over allM trees in the model.
Alternatives for selecting the size of the feature subset from p original features could
be log p or√p [67].
Extremely Randomised Trees
The Extremely Randomised Trees (ET) algorithm is based on the same principles as
the Random Forest algorithm, but the optimal Decision Tree threshold, τm, is ran-
domly selected at each split [72]. That is, the ET algorithm imposes random con-
ditionals on a random subset of features at each node a Decision Tree base model.
Random selection of conditional thresholds may contribute to reducing variance at
the expense of increased bias.
2.5.8 Boosting
Contrary to bagging, boosting combines basemodels sequentially [70]. That is, each
base model, {Gi(·, ·)}Mi=10, are combined to form an ensemble
f(x) =
M∑
m=1
βGm(x, θ)
A set of weights β is used to regularise the contribution of each model, and to em-
phasise the models with the strongest predictive performance.
The model ensemble is built over M boosting rounds where model number m is
selected according to [73]
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Gm(x) = Gm−1(x)− γm
n∑
i=1
∇GL(yi, Gm−1(xi)) (2.8)
which describes the Gradient Boosting procedure. Themodel selected in each boost-
ing round is determined by minimisation of a criterion, L(·, ·). The γm parameter,
known as learning rate, is derived from
γm = argmin
γ
n∑
i=1
L
(
yi, Gm−1(xi)− γ ∂L(yi, Gm−1(xi))
∂Gm−1(xi)
)
and represents the step length in the negative direction of the gradient in Equation
2.8 towards the minimum of L [74], [73]. Boosting may contribute to reduce both
bias and variance compared the performance of a single base model [75].
A Gradient Boosting Decision Tree (GBDT) is an ensemble model consisting of Clas-
sification and Regression Trees (CART) base models [73]. A CART model differs from
a DT in that the CART model holds prediction scores, instead of decision values, in
each leaf. Moreover, models are trained sequentially in the GBDT scheme from the
residuals of previous boosting rounds.
Extreme Gradient Boosting
The Extreme Gradient Boosting refers to a particular implementation of the GBDT
algorithm based on CART models [76]. Compared to the gradient boosting optimi-
sation objective, given by Equation 2.8, the Extreme Gradient Boosting objective
also includes a regularisation term which gives
Gm(x) = Gm−1(x)− γm
n∑
i=1
∇GL(yi, Gm−1(xi)) +
m∑
j=1
R(Gj)
in boosting round m. The regularisation term, R(Gj) penalises the complexity of
the tree base model according to
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R(Gj) = γT +
1
2
λ
T∑
t=1
w2t
where the γ and λ coefficients are arbitrary parameters, andw are the weights in the
leaves of the tree model.
TheExtremeGradient Boosting also performs feature sub-sampling andweight scal-
ing to prevent over-fitting, in addition to regularisation of the model [76]. Feature
sub-sampling selects a subset of features when splitting samples at each tree node,
analogous to Random Forest and Extremely Randomised Trees. Weight scaling ad-
justs the weights in the CARTmodel leaves in each step of the boosting. Similarly to
the learning rate parameter, scaling reduces the influence of individual base models
and leaves space for future trees to improve the model.
Light Gradient Boosting Machine
The Light Gradient Boosting Machine (LGBM) algorithm is, similar to the XGB al-
gorithm, also based on the GBDT procedure [77], [78]. The LGBM extends GBDT
with a Gradient-based One-Side Sampling (GOSS) procedure and an Exclusive Fea-
ture Bundling (EFB) procedure to improve computational efficiency and embedded
feature selection.
In LGBM, a new candidate model for the ensemble is constructed from a subset of
samples rather than the complete training set [77], [78]. This sample subset is se-
lected by the GOSSmethod according to the nv largest gradients,∇GL(yi, Gm−1(xi)),
given in Equation 2.8. Moreover, a random subset of ns samples, independent of
gradient magnitude, are combined with the initial subset. The GOSS procedure as-
sumes that sample gradients are proportional to the contribution of each sample to
the information gain, given in Equation 2.7. A constant
1− nv
ns
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is used to adjust for changes in the sample distribution after sub-sampling observa-
tions to calculate the information gain [77], [78].
The EFB method performs feature down-sampling, or bundling [79]. More specifi-
cally, the EBF algorithm combines features with similar values into one single fea-
ture. A threshold is used to determine feature similarity. The computational effi-
ciency and potential feature redundancy can be reduced by merging features that
have been grouped together [77], [78].
2.6 Model-Based Estimation of Feature Relevance
Estimation of feature relevance, or feature importance, may improve the under-
standing of the model behaviour. Some methods of feature importance quantifi-
cation, such as gain and split count, have been shown to be inconsistent [80]. Incon-
sistency means that a highly ranked feature may be perceived as more important
than features receiving a lower rank.
2.6.1 Shapley Additive Explanations
The Shapley Additive Explanations (SHAP)method was proposed by Lundberg, Erion,
and Lee (2018) as a consolidatedmeasure of feature importance. Thismethod builds
on Shapley values from game theory, which has been used to quantify the contribu-
tion of each participant in collaborative games [81].
Let the expected prediction, Eŷ, of a model, λ(φ, ·), trained on a subset of features,
X˜ ⊂ X, be defined as
Eŷ
(
X˜
)
≡ E
{
λ(φ,X) | X˜
}
where X represents the original set of p features. An algorithm for estimation of Eŷ
is outlined in the paper by Lundberg, Erion, and Lee (2018) [81]. The SHAP feature
importance measure, νj, for a feature x(j) is calculated by
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νj =
∑
X˜⊆X\{x(j)}
∣∣∣X˜∣∣∣!(p− ∣∣∣X˜∣∣∣− 1)!
p!
(
Eŷ
(
X˜ ∪ {x(j)})− Eŷ (X˜)) (2.9)
In Equation 2.9, the difference in expectedmodel predictions from including and ex-
cluding a featurex(j) is calculated. Note that the order ofwhich features are included
in X˜ may affect the importance estimates. Therefore, all possible permutations of
the feature subset are evaluated. The final feature importance estimate is then av-
eraged across the importance estimate of each permutation. Hence, a SHAP value
represents the average feature contribution to a model prediction.
2.7 Comparing Prediction Models
Hyperparameter configurations affect the ability of a model to learn patterns [82].
According to the No Free Lunch theorems [23] should the performance of different
models be compared in order to select the optimal one for a problem.
2.7.1 Model Selection
Model selection refers to the task of selecting a model by evaluating different com-
binations of hyperparameters. Given an optimisation criterion, L(·, ·), the optimal
model λ(φ˜, ·) is selected according to
λ(φ˜,x) = arg min
φ∈Φ
L(y, λ(φ,x))
The function L(·, ·) is used to quantify the model performance for different param-
eter configurations φ ∈ Φ [83].
Bayesian approaches tomodel selection [84] have demonstrate superior performance
compared to techniques such as randomsearch [85], and evolutionary [86] and gradient-
based methods [87].
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Sequential Model-Based Optimisation
TheBayesianprotocol formodel selection is formalised through the SequentialModel-
Based Optimisation (SMBO) algorithm. The SMBO algorithm constructs a surrogate
model,M, to predict the behaviour of a target algorithm, λ. By modelling λ, a com-
putationally more efficient model, namelyM, can be used to select configurations
for λwithout requiring explicit evaluation of λ. Algorithm 1 outlines the SMBO pro-
tocol [88], [86].
Algorithm 1 Sequential Model-Based Optimisation
Input: Learning algorithm, λ, hyperparameter domainΦ, training set, x, ground
truth, y.
Output: A hyperparameter configuration, φ˜.
1: procedure SMBO(λ, Φ, x, y)
2: for t ∈ T do
3: φ(∗)t ← argmax
φ∈Φ
{A(φ,Mt−1)}
4: Lt ← L
(
y, λ
(
φ
(∗)
t ,x
))
5: Dt ← Dt−1 ∪ (φ(∗)t ,Lt)
6: Mt ←Mt−1(D)
7: φ˜← arg mint∈T Lt
8: return φ˜
In Algorithm 1, an acquisition function, A(·), is used to select hyperparameter con-
figurations for the surrogate model. Over a budget of T iterations, the surrogate
determines a candidate configuration, φ(∗)t , that is given to the target algorithm, λ.
The predictions of the model, λ(φ(∗)t , ·), is compared to the ground truths, y, using
an optimisation criterion, L. This quantified model performance, Lt, is added to
the historical set along with the evaluated configuration, D := D ∪ (φ(∗)t ,Lt). The
historical set is used to improve the predictions of the surrogate model [88].
Surrogate models that can be used with SMBO includes Gaussian process [89], Ran-
dom Forest [88] or the Tree-Structured Parzen estimator [90].
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The Sequential Model-based Algorithm Configuration (SMAC) protocol selects param-
eter configurations using a Random Forest (RF) of regression trees as surrogate. The
RF model builds a set of B regression trees using T bootstrap samples from the his-
torical set,D. A randomly selected subset, φq ⊂ φ, of parameters is used to evaluate
node splits. The number of parameters in each subset used to consider a split is
calculated as
q = d|φ| · re (2.10)
for a constant r [88]. Using a RF as surrogatemodel opens for conditional constraints
to be imposed on the hyperparameter space. Consider, for instance, the kernel func-
tion of an SVCmodel. Optimising the degree of a polynomial kernel is only relevant
if the kernel has been selected to be a polynomial in the first place. Such conditional
constraints are not supported with Gaussian process surrogates [84].
The Acquisition Function
In SMAC, the Expected Improvement (EI) criterion is used in hyperparameter acquisi-
tion [91], [88]. The EI defines a balance between exploring new areas in the parame-
ter space and exploiting areas that are already known to be favorable configurations.
Let Lt denote the highest performance obtained by the surrogate model at step t
given by
Lt =Mt(φt,Dt)
Moreover, let u(φ) be a function defined as
u(φ) ≡ max {0,Lt−1 − Lt}
Recall that the surrogate objective is to minimise L. The situation where u(φ) is
greater than zero corresponds to an improvement upon the previous configuration
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φt−1, since configuration φt leads to a reduction in Lt compared to Lt−1. On the
contrary, no improvement has been made if u(φ) equals zero.
The EI acquisition function is given as the expectation of u(φ) according to
EI(φ) = E [u(φt) | φt−1,Dt−1] =
∫ Lt−1
∞
(Lt−1 − Lt)P (Lt | φt−1;Dt−1)dφ (2.11)
Hence, parameter candidates are selected by which are expected to maximise the
improvement upon Lt−1.
The Predictive Distributions
The EI assumes that the predictive distribution of the surrogate model, P (L | φ;D),
for a configuration, φ, is Gaussian [91]
P (L | φ;D) ∼ N (φ | µ;σ2)
An advantage of using a Gaussian predictive distribution is that it gives a closed-
form expression for Equation 2.11.
A Gaussian predictive distribution is also assumed for the RF surrogate [88]. From
the predictions, b(x), of the individual regression trees, the empirical mean, µ̂, and
variance, σ̂2, given by
µ̂ =
1
|B|
∑
b∈B
b(x)
σ̂2 =
1
|B| − 1
∑
b∈B
(b(x)− µ̂)2
is calculated to condition the predictive distribution of the surrogate according to
P (L | φ;D) ∼ N (L | µ̂; σ̂2)
That is, the prior distribution for the EI and SMAC protocol is defined as a Gaussian
distribution.
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2.7.2 Stratified K-Fold Cross Validation
Random partitioning procedures create artificial training and validation data from
the original training set that can be used to assess the average model performance.
Stratified K-fold cross-validation (CV) is one approach to perform such random par-
titioning [92].
The K-fold CV protocol partitions a data set,D = {(Xj,yj)}nj=1, whereX ∈ Rn×p and
y ∈ Rn, intoK equally sized subsets,
D =
{
Dk ∈ R nK×(p+1)
}K
k=1
These training and validation sets are created by selecting one subset to be the val-
idation set,DV = Dk, while theK−1 other subsets are combined into a training set
DT = D \DV . Each subset is selected once as the validation set. The CV estimate,
LCV, is given as the average model performance over theK validation sets
LCV = 1
K
K∑
k=1
L(yk, ŷk)
where y is the ground truth, and ŷ represents the model prediction. In a classifi-
cation problem, stratification ensures that the proportion of classes in the original
data set is reflected in each fold.
2.7.3 General Model Performance Estimation
The generalmodel performance is a fundamental concept in statistical learning the-
ory and refers to the difference between themodel training and validation error [93].
Carrying out both model selection and evaluation using the same CV fold gives op-
timistically biased estimates. However, a nested CV protocol can be used to assess
the general performance, or error, of a model [94], [95].
From the training, DT , and validation, DV , partitions of K-fold CV, the nested CV
scheme creates a second set of validation and training partitions usingDT [94], [95].
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These data subsets are used in (1) model selection, and (2) performance estimation.
Algorithm 2 outlines the nested CV protocol.
Algorithm 2 Model Performance Estimation
Input: Learning algorithm λ, optimisation criterion, L, model selection proto-
col, SMBO, hyperparameter domain Φ, data set,D.
Output: The general model error estimate, pi.
1: procedure NestedKFoldCV(λ, SMBO, L, Φ,D,M′)
2: pi ← ∅
3: for k ∈ [1, K] do . Outer cross validation loop.
4: DV ← Dk
5: DT ← D \DV
6: φ˜← SMBO(λ,Φ, DT ) . Inner cross validation loop.
7: λ← λ
(
φ˜, DT
)
. Train model.
8: pik ← L
(
yV , λ
(
φ˜, DV
))
9: return pi = 1
K
∑
k pik
Algorithm 2 begins with creating training and test sets in the outer CV loop, and as-
sumes that CVmodel selection is included in the SMBO procedure. That is, for each
configuration proposed by SMBO, the performance of the model given this configu-
ration is a CV estimate. However, any model selection procedure may be used with
Algorithm 2.
2.7.4 A Non-Parametric Confidence Interval
To obtain a confidence interval (CI) around a model performance estimate, some
methods require that these performance estimates are normally distributed. How-
ever, the bootstrap method described by Wang (2001) is a non-parametric approach
to construction of CI estimates [96].
Assuming a set of model scores, L = (L1, · · · ,LT ), has been obtained from T ex-
periments. Let B = (B1, · · · , BK) represent K bootstrap samples, each of T scores,
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sampled from L. Let µB and σB denote the mean and standard deviation of B given
by
µB =
1
K
K∑
k=1
µ(Bk)
σB =
√∑T
t=1 (Lt − µ(L))
T − 1
Thus, a CI estimate with (1− α) confidence level is given by
µB ± Zα/2σB
where Zα/2 denotes the upper α/2 quantile of the standard normal distribution [96].
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Chapter 3
Materials and Methods
The two goals of this thesis were (1) to study methods for radiomics data analysis,
and (2) exploration of features to identify biomarkers of disease-free survival in head
and neck cancers. It was hypothesised that a model superior in classifying patient
treatment outcomes would have recognised the prognostic value of each feature.
By investigating which features were utilised by this model, potential biomarkers
could be identified.
This chapter use the notation and definitions from Chapter 2, in addition to the fol-
lowing. An image is represented as a stack of A ∈ RL×C slices. Each slice represents
is matrix of size L × C with intensity values. Thus, each image represents a three-
dimensional volume, I ∈ RA×L×C , which is also referred to as a stack. An element of
this image volume is referred to as a voxel.
Radiomics feature extraction is indicated by application functions, Fi : R3 7→ R, to
an image, I, which results in scalar values. These values represent different proper-
ties of the image, such as the average image intensity.
Abbreviations of radiomics texture feature categories are given in table 3.1.
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Table 3.1: Abbreviations of radiomics texture feature categories.
Abbreviations
GLCM Gray Level Co-occurrence Matrix GLSZM Gray Level Size Zone Matrix
NGTDM Neighbouring Gray Tone Difference Matrix GLRLM Gray Level Run Length Matrix
GLDM Gray Level Dependence Matrix
3.1 Software
All procedures for data analysis were implemented using the PythonTM [97] program-
ming language, version 3.6.2., and made publicly available via the GitHub c© web-
based hosting service. The scripts were combined into a package named biorad, and
can be accessed from https://github.com/gsel9/biorad [25].
Themain protocols included in biorad concerns (1) radiomics feature extraction, de-
scribed in Section 3.4, and (2) model comparison experiments, described in Section
3.8. The location of the files containing the code for these procedures, relative to
the main folder of the package, is illustrated in Figure 3.1.
Note that Figure 3.1 does not include all the contents of biorad, but highlights the
relevant files for radiomics feature extraction, and classification experiments.
Thematerial for carrying out radiomics feature extraction is located in feature_extraction.py.
This material builds on the PyRadiomics [16] package that was used to calculate the
radiomics features. An application of feature extraction functionality can be found
in the Jupyter Notebook [98] named, feature_extraction.ipynb. Examples on how to
configure the feature extraction procedure is given in parameter_files. More informa-
tion on the feature extraction settings is given in the PyRadiomics documentation
[99].
The material required to perform a model comparison experiment is located in the
experiments folder. A setup for experiments is available in main.py. Moreover, an
explanation of the contents in this file is given in Appendix D. The algorithms folder
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biorad
feature_extraction
feature_extraction.py
feature_extraction.ipynb
parameter_files
experiments
comparison_schemes.py
model_comparison.py
main.py
algorithms
Figure 3.1: The biorad [25] package folder tree.
contains the implementations of the classification and feature selection algorithms
used in this thesis.
3.2 Hardware
Radiomics feature extraction, described in Section 3.4, was performed with a Mac-
Book Pro (13-inch, 2015) with a 1.6 GHz Intel R© Core i5 processor and 8 GBmemory.
Classification experiments, described in Section 3.8, were carried out with a Lenovo
ThinkStation P720 with 20 x 2.20 GHz Intel R© Xeon R© processor and 129 GBmemory.
3.3 The Data Set
The data set used in this thesis included clinical factors, PET parameters and pre-
treatment 18F-fluorodeoxyglucose Positron Emission Tomography/Computed Tomog-
raphy (PET/CT) images of 198 head and neck cancer patients. These cancer patients
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received radiotherapy at the Oslo University Hospital between January 2007 and De-
cember 2013. Further details on the patient cohort and the image acquisition pro-
cedure are available in Moan et al. (2019) [100].
3.3.1 Images
The images had been obtained with a Siemens Biograph 16 PET/CT scanner, as de-
scribed by Moan et al. (2019) [100]. All CT images were contrast-enhanced to make
the tumour more visible. The PET images had been filtered after reconstruction
with a Gaussian kernel using a Full Width at Half Maximum [101] of 3.5 mm. Im-
age sizes ranged from 341 × 341 × 341 mm3 to 682 × 682 × 396 mm3. Isotropic
voxels of 1 mm3 had been obtained from co-registration of the PET and CT images
onto a common image frame. The original PET and CT spatial resolutions were 3 ×
3 × 2 mm3 and 1 × 1 × 2 mm3, respectively. The CT images contained Hounsfield
units [102] shifted by -1024, while PET images contained standardised uptake values
(SUVs) [103].
Supplementing each PET/CT was a binary mask image that included only the region
of the tumour volume (ROI). Figure 3.2 illustrates how this binary image was used
in segmentation of the ROI.
Figure 3.2: Segmentation of the tumour region in a PET slice, I, by element-wise
multiplication with a binary image,M.
IM
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As illustrated in Figure 3.2, the ROI of each CT and PET was segmented by multiply-
ing each image with the corresponding mask image.
3.3.2 Clinical Factors
A summary of the patient tumour and pre-treatment characteristics, referred to as
clinical factors, are given in Table 3.2.
41
Materials and Methods
Table 3.2: Themedian, minimum andmaximum values of selected tumour and pre-
treatment characteristics of the patient cohort.
Factor Description
Total number of patients 198
Age (years) 60, (40, 80)(1)
Gender Male 50 (25 %)
Female 148 (74 %)
Tumour stage T1/T2 96 (48 %)
T3/T4 102 (52 %)
Tumour site Oral cavity 17 (9 %)
Oropharynx 144 (73 %)
Hypopharynx 16 (8 %)
Larynx 21 (10 %)
Tumour volume (cm3) 14.7, (0.800, 285)(1)
HPV status Positive 83 (42 %)
Negative 18 (9 %)
Unknown 97 (49 %)
(1): median, (minimum, maximum)
All the clinical factors included in the data set are summarised in Table A.1 in Ap-
pendix A.
42
3.3.3 PET Parameters
The PET parameters had been obtained from the ROI of each PET image as described
by Moan et al. (2019) [100]. Among these parameters were only SUV peak, [104],
metabolic tumor volume (MTV) [105] and total lesion glycolysis (TLG) [100] used in this
thesis. The SUV peak was defined as the highest mean SUV within a 1 cm3 spherical
subregion of the ROI. Calculation of MTV had been performed based on the voxels
in the ROI corresponding to an intensity greater or equal to 41 % of the SUV peak.
The TLG was calculated according to [100]
TLG = MTV · µ (SUVMTV)
where µ (SUVMTV) denotes the mean SUV of the voxels used to calculate MTV.
The tumour volume and maximum SUV were also available PET parameters, but
these were not used due to the resemblance with radiomics features. That is, fea-
tures in the radiomics shape and first-order categories, described in Section 3.4, in-
cluded both tumour volume and maximum SUV.
3.3.4 Patient Treatment Response
The studied clinical endpoint, namely disease-free survival [21], was described by
an indicator function
yi =
0 if disease-free survival1 otherwise (3.1)
where yi denotes the treatment response of patient i. Among the 198 patients con-
stituted disease-free survival about 68 % of the outcomes.
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3.4 Radiomics Feature Extraction
Figure 3.3 illustrates the protocol used in this thesis to extract radiomics features
from PET and CT images of the 198 patients with head and neck cancers.
PET/CT
Cropping and intensity 
discretisation
Radiomics feature 
extraction
First-Order
Shape
Texture
Figure 3.3: The main steps in extraction of radiomics feature from PET and CT im-
ages.
The steps in Figure 3.3 represent
1. segmentation of the image ROI (Section 3.3.1)
2. discretisation of image intensities into a fixed number of bins (Section 3.4.1)
3. and calculation of radiomics features, includingROI shape characteristics, first-
order statistics and image textures (Section 3.4).
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3.4.1 Image Discretisation
Discretisation of the image intensities can be used to optimise image texture fea-
tures [106], [107]. Different discretisation schemes produce different images, which
in turn give rise to different sets of features. Moreover, binning of image intensities
has shown to be contributing to increase feature stability and reduce noise [108].
Figure 3.4 illustrates the effect of image intensity discretisation using 32 and 128
intensity bins.
(a) 32 bins. (b) 128 bins.
Figure 3.4: Discretisation of PET intensities using 32 and 128 intensity bins.
Figure 3.4 illustrates how courser image textures are obtained by using a smaller
number of intensities. Thereby, different texture characteristics can be obtained.
Images were discretised only before calculation of first-order and texture features.
Binning of intensity values was performed for each image according to Equation 3.2
[108]
Ib,k =
⌊
Ik −min I
w
⌋
+ 1 (3.2)
where min I is the minimum intensity of an image stack, Ik is an image voxel and w
represents the intensity bin width. Application of Equation 3.2 produces an image,
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Ib,k, with b intensities. A recommended approach to discretisation is to use a fixed
width, w [108]. Contrary to a fixed bin count, a fixed bin width has been shown to
improve the reproducibility and comparability of PET features [109]. A bin width,
wb, corresponding to b intensity bins was calculated with
wb =
max I −min I
b
where max I is the maximum intensity in the image. Given n stacks, I1, · · · , In, the
bin widths were averaged to obtain comparable intensity distributions between the
images according to
w =
1
b · n
n∑
i=1
(max I i −min I i) (3.3)
where w is the average bin width over n stacks used to discretise the PET and CT
images. Three bins widths, corresponding to 32, 64 and 128 intensity bins, were
used in this thesis.
3.4.2 Calculation of Radiomics Features
Radiomics features corresponding to the definitions in Appendix E were extracted
from the PET and CT images discretised into 32, 64 and 128 bins. Table 3.3 shows
the total number of features in each category that were calculated from each set of
images.
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Table 3.3: The number of radiomics features extracted in this thesis according to
feature category. Abbreviations are defined in Table 3.1.
Texture
Shape First-Order GLCM GLRLM GLDM NGTDM GLSZM
14 18 24 16 14 5 16
In total: 107
As shown in Table 3.3, the texture category includes sub-categories of 75 features
in total.
Shape Features
Radiomics shape features describe the three-dimensional rendering and voxel ge-
ometry of the ROI [108]. Moreover, these features are independent of intensity val-
ues [16].
In this thesis, the shape features were calculated from the binary mask images de-
scribed in Section 3.3.1. Thus, these features were independent of the PET and CT
images.
First-Order Statistics
First-order features represent the distributionof image intensities [108]. These histogram-
based features describe properties such as symmetry and dispersion of intensities
and depend on the number of bins used to create the histogram [16].
Six sets of first-order features were extracted in this thesis. Each set of features was
derived from either PET or CT, discretised into 32, 64 or 128 bins.
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Texture Features
Image texture features describe the spatial relationship between image intensities.
These features can be used to quantify intratumour heterogeneity. Different de-
scriptivematrices are typically used to study different aspects of image texture [108],
[16], [110].
In this thesis, six sets of each texture feature sub-category were extracted. These
feature sets were derived from PET and CT discretised into 32, 64 or 128 bins.
A Z-scoring [45] of the CT intensities was carried out before calculation of texture
features. The Z-scoring was performed according to
Iz =
I− µ (I)
σ (I)
(3.4)
where Iz is the transformed image stack, and µ (I) and σ (I) is the average and stan-
dard deviation of the stack, respectively. By Z-scoring the CT images, the intensity
resolutions become comparable across different tumours, which is a recommended
approach to image texture analysis [19], [111]. On the contrary, the PET images
were not Z-scored in order to preserve the intensity variations assumed to maintain
a direct relationship with the tumour biology.
Gray Level Co-occurrence Matrix
An entry in the Gray Level Co-occurrence Matrix (GLCM) represents the number of
times a combination of two intensities occurred within a distance δ, and along an
angle θ [16]. That is, the GLCM quantifies the frequency of co-occurring combina-
tions of intensities in a particular direction for a given distance.
During feature extraction, δ was equal as the default configuration in PyRadiomics
[112]. This choice of δ corresponded to 26 voxels in each three-dimensional neigh-
bourhood.
Gray Level Size Zone Matrix
The GLSZM counts the number of intensity zones in an image. A zone refers to the
number of connected voxels with the same intensity value [113]. Two voxels are
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defined as connected if the spatial distance between these two voxels equals one
[16]. Note that intensity discretisation may be a pre-requisite to calculate features
such as GLSZM in order to obtain any zones.
Gray Level Run Length Matrix
A GLRLM quantifies the number of consecutively connected voxels with the same
intensity [114]. Such a sequence of voxels with the same intensity is referred to as a
run. Similar to GLSZM features, intensity discretisation may be required to identify
any voxel runs. Each entry (i, j) of the GLRLM represents the number of times the
intensity i occurred with length j in a direction θ of the image [16]. The GLRLM
features that were calculated for different angles was combined by averaging over
all angles.
Neighbouring Gray Tone Difference Matrix
The NGTDM describes the difference between the intensity of a voxel and the av-
erage intensity in a neighbourhood of voxels. The NGTDM matrix holds the sum of
absolute differences for each image intensity value.
Gray Level Dependence Matrix
A GLDM quantifies dependencies between image intensities [108]. The dependency
between intensities are defined as the number of connected voxels within a distance
δ that depend on a centre voxel with intensity i [16]. A voxel with intensity j, neigh-
bouring a voxel with intensity i, is considered dependent on i if√
(i− j)2 ≤ α
for some threshold value α.
In this thesis, αwas equal to zero. This setting wasmotivate by the size of the small-
est tumour, which is given in Table 3.2. The δ was arbitrarily selected as one, which
was the default configuration in PyRadiomics [112]. Following from this choice of δ,
each voxel neighbourhood comprised 26 voxels in three dimensions.
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3.4.3 Feature Post-Processing
After the extraction of radiomics features, those features that appeared to be invari-
ant of image intensity discretisationwere grouped according to their definitions and
replaced by the group average.
Let F (Ib) be a feature extracted from an image, I, discretised into b intensities.
Thereby, a group of features was defined as
G ≡ {F (I32), F (I64), F (I128)}
Each group included three versions of a feature extracted from images discretised
into 32, 64 and 128 intensity levels. An accumulated variance was calculated ac-
cording to
τ ≡ 1
2
∑
F∈G
(F − µ (G))2 (3.5)
where µ (G) ∈ Rn represents the mean across the features in a group
µ (G) =
1
|G|
∑
F∈G
F
The value τ , calculated with Equation 3.5, was compared to an arbitrary selected
threshold of 10−15 according to
G :=
µ (G) if τ ≤ 10−15G if τ > 10−15 (3.6)
Equation 3.6 was used to settle if the features in G should be replaced by their aver-
age in order to reduce the redundancy. If τ was less than the pre-defined threshold
of 10−15, the features in G were replaced by the average across the group members.
Note that the variance between the features in a group could also have be determined
with the Intraclass Correlation Coefficient [32], described in Section 5.4.1.
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3.4.4 Removing Image Artefacts
An additional set of images was created from the set by removing CT slices, and PET
and CT images that contained streaks from dental fillings and bone structures inside
the tumour region. Both phenomena are referred to as artefacts. Figure 3.5 shows
an example of such artefacts found in CT slices.
(a) A bone structure. (b) Streaks.
Figure 3.5: Examples of artefacts found in the tumour region of two CT slices.
In a head and neck cancer study of CT artefacts, Ger et al. (2018) proposed to remove
only the slices influenced by artefacts from the CT images, instead of excluding the
complete stack from the data set [115]. Ger et al. (2018) found that up to 50 % of the
original ROI could be removedbefore image features changed significantly according
to a pairwise t-test [51].
Detecting and Removing Artefacts
To detect artefacts in CT slices, the intensity values in each slice was compared to a
predefined range of intensities. This rangewas assumed to cover only the intensities
that were not found in artefacts. Thus, the goal of this range was not to capture only
true ROI intensities, but to exclude intensities that could originate from artefacts.
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The range, ζ, was defined as 100 intensities from the median, I˜, of the ROI. That is,
ζ ≡
[
I˜ − 100, I˜ + 100
]
The width of 200 intensities was arbitrarily selected after studying the distributions
of a random selection of slices. Each image slice, I(a, L, C), was evaluated according
to an indicator function
I(I(a, L, C)) =
0 if Ik ∈ ζ1 if Ik /∈ ζ (3.7)
where Ik is the intensity of voxel k in slice I(a, L, C). The function I was used to in-
dicate anomalies in the tumour region of a slice, in which case the slice was visually
inspected. If more than 50 % of the ROI in a CT stack was considered influenced by
artefacts, the patient was removed from the data set.
Artefact Corrected Radiomics Features
Radiomics features were extracted from the PET and CT images subjected to artefact
correction, according to the procedures described in Section 3.4.2. Shape features
were calculated from the original binary mask, and were therefore not affected by
removal of slices.
Assessment of Feature Stability Towards Slice Removal
The distribution of the artefact-corrected features relative to a normal probability
distribution [28] was evaluated in terms of the Shapiro-Wilk [29] and D’Agostino’s K2
[30] tests, described in Sections 2.1.2 and 2.1.3. A Bonferroni correction [116] was
preformed to adjust for multiple testing effects, as recommended by Parmar et al.
(2018).
TheWilcoxon Signed-Rank test [27], described in Section 2.1.1, was used to compare
the feature distributions before and after removing artefacts.
52
3.5. The Feature Matrices
All tests were performed with a 95 % level of confidence.
3.5 The Feature Matrices
A feature matrix, named the standard feature matrix, was constructed by concate-
nating clinical factors, PET parameters and radiomics features extracted from the
image data containing artefacts. The standard feature matrix included 513 features
and 198 patients.
By combining radiomics features extracted from artefact filtered images with PET
parameters and clinical factors, the artefact corrected featurematrixwas constructed.
This matrix included only 187 patients after removal of image stacks.
Moreover, the clinical feature matrix contained only clinical factors for each of the
198 patients.
All categorical featureswere dummyencoded [45], followed by aZ-score transforma-
tion as given by Equation 3.4. Carrying out a Z-scoring of dummy encoded features
was motivated by Tibshirani (1997) [118].
3.6 Addressing Intra-Feature Correlations
In study by Hassan et al. (2018) [119], correlations between CT texture features and
the number of image intensity values was demonstrated. This association is referred
to in this thesis as intra-feature correlations. Hassan et al. (2018) proposed modifi-
cations of feature definitions to relax the dependency between texture features and
image discretisation.
Recall from Section 3.4.3 that a feature group was defined as
G ≡ {F (I32), F (I64), F (I128)}
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where F (I) is a feature extracted from an image, I, discretised into 32, 64 and 128
intensity levels. LetH : Rn 7→ Rn represent the operation of adjusting the definition
of a feature according to the modifications proposed by Hassan et al. (2018) [119].
These modifications are given in Table 3.4.
Table 3.4: Adjustments to radiomics texture feature proposed by Hassan et al.
(2018). The original feature definition is denotedF , whileNg is the number of image
intensity bins. Abbreviations are given in Table 3.1.
Feature Name Adjusted Definition
GLCM DifferenceEntropy F/ logN2g
GLCM JointEntropy F/ logN2g
GLCM SumEntropy F/ logN2g
GLCM Contrast F/N2g
GLCM DifferenceVariance F/N2g
GLCM SumAverage F/Ng
GLCM DifferenceAverage F/Ng
GLRLM GrayLevelNonUniformity F ·Ng
GLRLM HighGrayLevelRunEmphasis F/N2g
GLRLM ShortRunHighGrayLevelEmphasis F/N2g
NGTDM Contrast F/Ng
NGTDM Complexity F/N3g
NGTDM Strength F/N2g
Modifying features using the definitions given in Table 3.4 produces a new set of
features, G′, where
F ′ = H(F )
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3.7. Searching for Latent Patterns
is the adjusted version of F included in G′.
Using the standard and artefact corrected feature matrices, defined in Section 3.5,
the features given in Table 3.4 were adjusted accordingly. The Intraclass Correlation
Coefficient (ICC) from Section 5.4.1 was calculated for all groups of features [31].
Then, each feature group was evaluated after
G :=

µ (G) if ICC (G) ≥ 0.8
µ (G′) if ICC (G′) ≥ 0.8
G otherwise
(3.8)
to remove intra-correlated features. In equation 3.8, µ (G) , µ (G′) ∈ Rn represents
the mean across the features in a group. Note that the original features were only
retained if the ICC score was strictly less than 0.8. This threshold was adopted from
Hassan et al. (2018) [119].
3.7 Searching for Latent Patterns
A Spectral Co-Clustering, described in Section 2.3.2, was performed with the stan-
dard feature matrix from Section 3.5. The goal of this clustering experiment was
to assess the ability of the features to group the patients according to clinical end-
point. All features were Z-scored according to Equation 3.4. One to eight number of
biclusters were evaluated to determine the optimal number of clusters in terms of
the Transposed Virtual Error [41], defined in Section 2.3.3.
3.8 Model Comparison Experiments
Experiments were carried out to estimate the general ability of supervised mod-
els to classify disease-free survival in the head and neck cancers cohort. The goal
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with these experiments was to identify onemodel with superior performance of pre-
dicting patient treatment response. This model would then be used to search for
biomarkers.
3.8.1 Measuring Model Performance
The predictive performance of a model was measured based on the area under the
Receiver Operating Characteristics curve (AUC) [120]. This curve can be used to quan-
tify the performance of a binary classification model, and has been previously used
in radiomics [117], [18], [121], [19], [122].
In this thesis, the AUC score was weighted by the proportion of outcomes in each
category. This weighting scheme was used to account for imbalanced distributions
of patient treatment outcomes. The weighted AUC score, denoted wAUC, was cal-
culated according to
wAUC =
w0AUC(ŷ0,y0) + w1AUC(ŷ1,y1)
w0 + w1
(3.9)
where ŷ0 and ŷ1 are the predicted treatment outcomes. Moreover, the weights, w0
and w1 were calculated according to
w0 =
|c0|
|c0|+ |c1|
w1 =
|c1|
|c0|+ |c1|
using the number of outcomes in each category, |c|. The wAUC score ranges from
zero to one, where wAUC equal to one indicates that all predictions are correct.
Confidence intervals of the wAUC scores were calculated with the bootstrapmethod
described in Section 2.7.4.
To assess whether a model had gained statistical power, the wAUC score for each
model was compared to the no information rate defined as
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ν =
max {|c0| , |c1|}
n
(3.10)
in a cohort of n patients.
3.8.2 Hyperparameter Optimisation
The SMAC framework [88], described in Section 2.7.1, was used to select hyperpa-
rameter configurations using the default surrogate model. This random forest sur-
rogate consisted of ten regression trees. Each node in a regression tree was split
with a parameter subset of size given by Equation 2.10 for r equal to 5/6. Ten data
samples were required to perform a split at each node.
The averagemodel performance was obtained for hyperparameter configuration us-
ing the stratified K-fold cross-validation (CV) scheme outlined in Algorithm 3. The
SMAC budget for evaluating the objective function, T in Algorithm 1, was set to
80 evaluations. This means that a budget of 80 parameter configurations was used
regardless of the number of hyperparameters each model associated.
Algorithm 3 Hyperparameter Optimisation Objective
Input: Learning algorithm, λ, hyperparameter configuration, φ, ground truth,
y, feature matrix,X.
Output: The average loss, pi, of cross-validated model performance.
1: procedure ObjectiveCV(λ, φ, y,X)
2: pi ← ∅
3: for k ∈ [1, K] do
4: XV ←Xk, yV ← yk
5: λ← λ(φ,XV ) . Train model
6: XT ←X \XV , yT ← y \ yV
7: pik ← wAUC(yV , λ(φ,XV ))
8: return pi = 1
K
∑
k pik
Model performance estimates, {pik}Kk=1, were obtained for each iteration in Algo-
rithm 3. Each performance estimate was produced by training and evaluating a
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learning algorithm λ, given a hyperparameter configuration, φ, training, XT , and
validation, XV , sets. All hyperparameter domains, Φ, were modeled as uniform
probability distribution, since thiswas the only option in SMAC, version 0.10.0 [123].
The generalmodel performance wasmeasured in terms of the wAUC, given by Equa-
tion 3.9, averaged over allK validation folds
pi =
1
K
K∑
k=1
pik =
1
K
K∑
k=1
wAUCk
The model maximising pi was selected as optimal.
3.8.3 Classification Experiments
Predictive models were constructed from combinations of seven feature selection
and 10 classification algorithms. The feature selection and classification algorithms
used in this thesis are described in Sections 2.4 and 2.5. Feature selection, λFS, and
classification, λCLF , was jointly performed to reduce bias and over-fitting [124]. That
is, each model, λ(φ, ·), was given as
λ(φ, ·) = λCLF (φCLF , λFS(φFS, ·))
where
φ = φCLF ∪ φFS
is the set of hyperparameters for both algorithms.
Due to the computational complexity associated with wrapper methods, this thesis
was limited to filter and embedded feature selection methods [43]. Note that em-
bedded feature selection was performed by tree-based and regularised classification
models.
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To ensure that features contained only positive values when performing χ2 feature
selection, each feature, x, were shifted by
x := x+
√
(minx)2 + 1
prior to feature selection.
The nested stratified CV scheme in Algorithm 2 from Section 2.7.3 was used in com-
bination with Algorithms 1 and 3, from Sections 2.7.1 and 3.8.2, to estimate the
general performance of each candidate model. Algorithm 2 was used to evaluate
the hyperparameter configurations obtained with Algorithm 1. The general perfor-
mance of the model selected according to Algorithm 1 was obtained with Algorithm
2. The main protocol for performing S repeats of a model comparison experiment is
given in Algorithm 4.
Algorithm 4 Model Comparison Experiments
Input: Learning algorithm, λ, model selection protocol, SMBO, hyperparameter
domain, Φ, ground truth, y, feature matrix,X.
Output: Training and validation performances, and the optimal hyperparame-
ter configuration of each experimental repeat.
1: procedureModelComparison(λ, SMBO, Φ, y,X)
2: pi ← ∅
3: for s ∈ S do
4: pis ← NestedKFoldCV(λ, SMBO,wAUC,Φ,y,X)
5: return pi
Each experiment included 40 repeats of nested CV using different random seeds due
to the the stochastic nature of CV and SMAC. A component of the variance in model
error estimations has been found to stem from the partitioning of training and val-
idation folds [125]. It has therefore been recommended to repeat random splitting
protocols with different split configurations to include information on random vari-
ations [126].
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Experiments 1-2: Testing the Radiomics Hypothesis
Two classification experiments were performed to assess the prognostic value of
combining PET parameters and radiomics features with clinical factors to predict
disease-free survival. Previous studies have demonstrated increased ability to pre-
dict clinical outcomes by combining clinical factors with radiomics features, as op-
posed to analysing only clinical factors [18], [17], [22]. Experiment 1 included only
clinical factors, while Experiment 2was performedwith the standard featurematrix,
described in Section 3.5. Five folds were used in the nested CV scheme.
Experiment 3: Removing Image Artefacts
Having removed image artefacts as described in Section 3.4.4, the goal of Experi-
ment 3 was to study the effect of artefact correction on feature selection and model
performances. A classification experiment was performed with the artefact cor-
rected feature matrix from Section 3.5. The nested CV scheme was configured with
five folds.
Experiment 4: Removing Intra-Correlated Features
Subjecting the standard feature matrix, defined in Section 3.5, to a filtering and re-
moval of intra-correlated, described in Section 3.6, gave a subset of features. A clas-
sification experiment was performed including these features modified by Equation
3.8. Information leakage was avoided since ICC thresholding is an unsupervised op-
eration [93]. Moreover, note that ICC thresholding in was applied to all features
dependent on the number of image intensity bins, and not just the features shown
in Table 3.4. However, only the features in Table 3.4 were modified. A z-scoring was
performed of the resulting feature matrix, given by Equation 3.4, and five folds were
used in the nested CV scheme.
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Experiment 5: Removing Intra- and Inter-Correlated Features
Using the featurematrix obtained from removing intra-feature correlations, derived
in the previous section, the Spearman’s Rank Correlation (SCC) coefficient was cal-
culated for the remaining features [34]. For each pair of features that were corre-
lated by at least 0.95 SCC, one of the features in the correlated pair was arbitrarily
removed. The aim of the experiment was to evaluate the effect of removing both
intra- and inter-feature correlations on model performances. The threshold of 0.95
SCC was arbitrarily selected. Model comparisons experiments were configured with
5-fold nested stratified CV.
Preliminary Feature Relevance
The model corresponding to the highest wAUC score in the classification experi-
ment was used to rank features according to relevancy for predicting disease-free
survival. Information from all patients was used to retrain the model and infer fea-
ture importance. Themodel was configured with the average of the hyperparameter
configurations selected in the experiment. Features were initially ranked using the
feature selection algorithm, and a subset was selected, including the average num-
ber of features selected in the classification experiment. Furthermore, the subset
of features was ranked by using Shapley Additive Explanations (SHAP) values [81],
described in Section 2.6.1, and the selected classification model.
Experiments 6-9: HPV Subgroup Analyses
The patient cohort was divided into two subgroups referred to as (1) HPV related and
(2) HPV unrelated. This partitioning of patients was motivated by studies reporting
an association between HPV status and clinical outcomes [18], [127], [128], [129],
[130]. Furthermore, Moan et al. (2019) suggested that the relation between disease-
free survival, PET parameters and tumor volumewas stronger for the HPV unrelated
patients compared to the HPV related patients in this cohort [100].
The HPV related group included patients with positive HPV status and tumour lo-
cated in the oropharynx, while the HPV unrelated group consisted of patients with
either negative HPV status and a tumour in the oropharynx, or a primary tumour
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outside of oropharynx regardless of HPV status. A total of 149 patients were eligi-
ble for analysis since HPV status could not be obtained for 49 patients. Table 3.5
summarises the patient characteristics of the HPV related and unrelated cohorts.
Table 3.5: Patient characteristics of the HPV related and unrelated cohorts.
Clinical Factor HPV Related HPV Unrelated
Total number of patients 82 67
PFS (%) 73 53
Age (years) 60, (40, 80)(1) 62, (43, 77)(1)
Tumour volume (cm3) 13.4, (0.826, 145)(1)
(1): median, (min, max)
A total of four experiments were performed including the two patient sub-cohorts
and features from the standard feature matrix. For each patient subgroup, Experi-
ments 6 and 8 included the standard feature matrix. Moreover, the features used in
Experiments 8 and 9 were subjected to removal of intra- and inter-feature correla-
tions, described in Sections 3.8.3 and 3.8.3. The number of folds in the CV procedure
was increased from five to 10 due to the reduced number of patients in each analysis
compared to previous experiments.
Biomarker Identification
The model corresponding to the highest wAUC score was used to rank features ac-
cording to relevancy for predicting disease-free survival. Feature importance to
treatment response was quantified with SHAP values, described in Section 2.6.1,
and the selected classification model. The model was configured with the average
of the hyperparameter configurations selected in the experiment. Features were ini-
tially ranked using the feature selection algorithm, and a subset of 26 features was
selected. Furthermore, this feature subset was ranked by using SHAP values [81],
described in Section 2.6.1, and the selected classification model. Only the patients
from the HPV unrelated cohort was used.
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A learning curve was constructed to investigate the 10-fold stratified CV training
and validation performance of the selectedmodel for different training set sizes [45].
The learning curve was used to evaluate the number of CV folds, as well as a selected
hyperparameter configuration.
Experiment 10: Reassessment of the Radiomics Hypothesis
The classification experiment was performed to assess the prognostic value of the
clinical factors for disease-free survival in the HPV unrelated cohort. The experi-
ment included the clinical factors from the clinical feature matrix described in Sec-
tion 3.5, and 5-fold nested stratified CV.
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Chapter 4
Results
For clarity, the abbreviations of classification models discussed in this chapter are
given in Table 4.1.
Table 4.1: Abbreviations of classification algorithms.
Abbreviations
KNN K-Nearest Neighbours LR Logistic Regression
LGBM Light Gradient Boosting Machine RF Random Forest
ET Extremely Randomised Trees QDA Quadratic Discriminant Analysis
DT Decision Tree Ridge Ridge Classifier
SVC C-Support Vector Classifier XGB Extreme Gradient Boosting
Furthermore, abbreviations of radiomics texture feature categories are given in Ta-
ble 4.2.
Table 4.2: Abbreviations of radiomics texture feature categories.
Abbreviations
GLCM Gray Level Co-occurrence Matrix GLSZM Gray Level Size Zone Matrix
NGTDM Neighbouring Gray Tone Difference Matrix GLRLM Gray Level Run Length Matrix
GLDM Gray Level Dependence Matrix
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Results
4.1 Data Set Exploration
Thedata set included contrast enhancedpre-treatment 18F-fluorodeoxyglucose Positron
Emission Tomography/Computed Tomography (PET/CT) images of 198 head and neck
cancer patients. Moreover, the data set also included PET parameters and clinical
factors for each patient, defined in Section 3.3.
4.1.1 Exploring the Image Data
The PET and CT images were explored by examining the distribution of intensities.
Figure 4.1 shows the maximum, mean, median and minimum intensities in each of
the PET and CT image stacks.
Figure 4.1 illustrates more variation in the maximum intensity of the PET and CT
stacks compares to theminimum,mean andmedian intensities. Moreover, themax-
imum CT intensities in Figure 4.1 b) appears to be divided into two groups. Com-
pared to CT, the distribution of maximum PET intensities in Figure 4.1 a) is more
randomly distributed.
Assuming two clusters, the K-means++ algorithm, described in Section 2.3.1, was
applied to the Euclidean distances between the maximum CT intensities in Figure
4.1 b). The algorithm found that the intensities could be divided into two groups by a
horisontal line from intensity value 3279. Distortions from the clustering, described
in Section 2.3.1, for the evaluated number of clusters are shown in Figure 4.2.
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Exploring the Image Data
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Figure 4.1: The maximum, mean, median and minimum statistics calculated from
the intensities of a) PET stacks and b) CT stacks for each patient.
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Figure 4.2: Cluster distortions obtained by K-means++ clustering, for one to 20 tar-
get clusters of the CT maximum intensities. Smaller distortion indicates a higher
quality of clusters.
The largest reduction of cluster distortion in Figure 4.2 occurred for two clusters,
which indicates the presence of two clusters.
Figure 4.3 shows the maximum, mean, median and minimum intensities calculated
from only the tumour volume (ROI) of the PET and CT image stacks.
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Figure 4.3: The maximum, mean, median and minimum statistics calculated from
the tumour volume of a) PET stacks and b) CT stacks for each patient.
Apart from the minimum intensity, Figure 4.3 a) shows more variation in the PET
intensity statistics across patients compared to the CT intensities in Figure 4.3 b).
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Note the stability in the CT median intensity, used in Section 3.4.4, for image arte-
fact correction, compared to the mean. Figure 4.3 b) shows four CT stacks with in-
tensities exceeding 3279, which was the threshold determined with K-means++ to
separate the maximum intensities in Figure 4.1 b). However, visual inspection of a
random selection of CT images from each of these clusters did not reveal any par-
ticular differences.
4.1.2 The Standard Feature Matrix
The distributions of the radiomics features in the standard feature matrix from Sec-
tion 3.5, were explored with scatter plots given in Appendix A, Figure A.1. Despite
some extreme feature values, the shape, first-order and texture features appeared to
be relatively randomly distributed across patients. Extreme observations among the
shape features, shown in Figure A.1 a), were found to stem from the tumour volume.
4.1.3 Spectral Co-Clustering of Features
Spectral Co-clustering was performed in an unsupervised approach to discriminate
between clinical endpoints using the standard feature matrix. Recall from Section
2.3.2 that this algorithm simultaneously clusters rows and columns by grouping to-
gether observations with similar values.
From one to eight clusters were evaluated in terms of the Transposed Virtual Error,
defined in Section 2.3.3, to quantify the cluster quality. Three clusters were found
to be optimal by giving the lowest Transposed Virtual Error, as shown in Figure 4.4.
Figure 4.4 shows that the Transposed Virtual Error increased after attempting more
than three clusters. However, using one, two or three clusters gave similar results,
which indicates that the algorithmdid not recognise differences in clinical outcomes
based on the standard features.
A re-arrangement of the feature matrix, in Figure 4.5, illustrates the three detected
clusters inside bounding boxes along the main diagonal.
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Figure 4.4: The Transposed Virtual Error scores (vertical axis) from Spectral Co-
clustering of the standard featurematrix using one to eight target clusters (horison-
tal axis). A score indicates higher cluster quality.
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Figure 4.5: Spectral Co-clustering of the standard feature matrix with 513 features
(columns) and 198 patients (rows). Red bounding boxes enclose each detected clus-
ter. The colour bar indicates the magnitude of each feature value.
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Figure 4.5 illustrates the shape of each of the detected cluster, representing the size
of the feature and patient subsets. The top left-most cluster consisted of 44 patients
and 146 features, the middle cluster held 67 patients and 205 features, while the
lower right-most cluster included 162 features and the remaining 87 patients.
The distribution of features by category in each of the clusters shown in Figure 4.5
is given in Figure 4.6. Note that the upper left-most cluster in Figure 4.5 is counted
as cluster number one, while the lower right-most cluster is referred to as cluster
number three.
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Figure 4.6: The distribution of features in each detected cluster grouped by feature
category. Clusters are numbered from left to right along the horisontal axis of Figure
4.5.
Figure 4.6 shows that cluster 2, the middle cluster in Figure 4.5, was assigned all
of the PET parameters and that cluster 3 contained the majority of clinical factors.
Cluster 2 also included the most shape features compared to cluster 1 and 3. Thus,
Figure 4.6 indicates that PET parameters, shape features and clinical factors were
distinguishable by the Spectral Co-clustering algorithm.
The distribution of clinical outcomes in the detected clusters are shown in Figure 4.7
where cluster indicators corresponds to Figure 4.6. Combining the information in
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4.2. Learning to Predict Disease-Free Survival
Figure 4.6 and Figure 4.7 illustrates the distribution of feature categories and clinical
endpoints in each cluster shown in Figure 4.5.
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Figure 4.7: The distribution of clinical endpoints in detected clusters. Clusters are
numbered from top to bottom along the vertical axis of Figure 4.5.
In Figure 4.7, each detected cluster contains both categories of treatment outcomes.
Cluster 1 and 3 included 62 % and 67 % cases of disease-free survival, while this out-
come constituted 75 % of cluster 2. Thus, the Spectral Co-clustering algorithm did
not discriminate between clinical outcomes by using information from the standard
feature matrix.
4.2 Learning to Predict Disease-Free Survival
A total of 10 model comparison experiments, described in Section 3.8.3, were per-
formed to identify the model with the superior ability to classify disease-free sur-
vival as response to radiotherapy. The average run time for a classification exper-
iment was approximately 42 hours. A weighted area under the Receiver Operating
Characteristic curve (wAUC), outlined in Section 3.8.1, was used to measure the per-
formance of each model.
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4.2.1 Validation of the Radiomics Hypothesis
Experiments 1 and 2, described in Section 3.8.3, were performed to evaluate the
effect of combining clinical factors with PET parameters and radiomics features on
model performances.
The results of classifying treatment outcomes using the clinical and standard feature
matrices, defined in Section 3.5, are shown in Figure 4.8. The no information rate,
introduced in Section 3.8.1, was 67 % disease-free survival in Experiments 1 and 2.
Abbreviations to classification algorithms are given in Table 4.1.
Figure 4.8 a) shows that models combining ReliefF or MultiSURF feature selection
with either Logistic Regression (LR) or Ridge Classification gave the highest scores of
approximately 59 %wAUCwhen only clinical factors were used. When PET parame-
ters and radiomics features were also included, the combination of Fisher Score Light
Gradient Boosting Machine (LGBM) model gave the highest wAUC score of about 67
% (Figure 4.8 b). Moreover, LGBM showed superior performance without prior fea-
ture selection, as well as in combination with Chi Square orMutual Information. The
standard deviation of the wAUC scores for each model in Figure 4.8 ranged between
4 % and 8 % wAUC, which indicates relatively stable models.
4.2.2 An Attempt to Handle Image Artefacts
A total of 11 CT image stacks were found to contain bone structure and streak arte-
facts, described in Section 3.4.4, in at least 50% of the ROI. These PET and CT stacks
were removed from the data set, reducing the cohort from 198 to 187 patients. Only
slices were removed from the remaining CT stacks that were less influenced by such
artefacts, while all slices were retained in the PET images. Figure 4.9 shows the
percentage of the ROI removed from each CT stack.
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a) Only clinical factors.
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b) Clinical factors, PET parameters and radiomics features.
Figure 4.8: Average wAUC (%) from including a) only clinical factors, and b) the
standard feature matrix to classify disease-free survival with combinations of fea-
ture selection (vertical axis) and classification (horisontal axis) algorithms. The
colour bar shows that a higher score corresponds to more correct classifications.
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Figure 4.9: The relative proportion of the ROI (vertical axis) in CT stacks (horisontal
axis) removed due bone and streak artefacts.
The largest reduction in the ROI shown in Figure 4.9 amounted to 42 %, while 24 %
was removed on average from the 26 CT images with identified artefacts.
Changes in Radiomics Features After Artefact Removal
TheWilcoxon Signed-Rank test (WSR) was used with a 95 % confidence level to com-
pare the distributions of PET andCT features before and after removal of image arte-
facts, as described in Section 3.4.4. Table 4.3 summarises the WSR test outcomes.
Recall that the original image masks were used to calculate shape features, and that
artefact correction only affected first-order and texture features.
The relative proportion of PET and CT features that were considered insignificantly
changed by removal of image artefacts according to the Wilcoxon Signed-Rank test
with a 95 % level of confidence.
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Table 4.3: The relative proportion of PET and CT features that were not significantly
affected by removal of image artefacts according to the Wilcoxon Signed-Rank test
using a 95 % confidence level.
Features
Imaging Modality First-Order (%) Texture (%)
PET 94 70
CT 84 76
Table 4.3 shows that texture features were more influenced by the removal of image
artefacts compared to first-order features. Still, at least 70 % of the texture features
were likely to originate from the same distribution before and after slice removal
according to the WSR test.
Classifying Disease-Free Survival using Artefact Corrected Features
Results from classifying treatment outcomes using the artefact corrected featurema-
trix, described in Section 3.8.3, are shown in Figure 4.10. The artefact corrected
feature matrix, defined in Section 3.5, included radiomics features extracted from
artefact corrected images, PET parameters and clinical factors. The no information
rate in this cohort of 187 patients was 68 % disease-free survival. Abbreviations to
classification algorithms are given in Table 4.1.
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Figure 4.10: Average wAUC (%) from including the artefact corrected feature ma-
trix to classify disease-free survival with combinations of feature selection (vertical
axis) and classification (horisontal axis) algorithms. The colour bar shows that a
higher score corresponds to more correct classifications.
Almost 68 % wAUC was achieved by combining Fisher Score feature selection with
Support Vector Classification (SVC), which is the highest score shown in Figure 4.10.
Fisher Score combined with Logistic Regression (LR) or Ridge Classification gave
about 65 % wAUC. The highest performance obtained with LGBM, also in combi-
nation with Fisher Score, was close to 67 % wAUC. The standard deviations of the
wAUC scores in Figure 4.10 ranged from 4 % to 8 % wAUC as indications of model
stability.
Feature Selection Before and After Artefact Removal
Figure 4.11 shows which features were the most often selected in each category be-
fore and after removal of artefacts. The selection rate represents the number of times
a feature was selected relative to the total number of feature selection operations.
Thus, a feature selected on each occasion during a classification experiment receives
a selection rate equal to one. Recall that feature definitions are available in Ap-
pendix E.
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a) No artefact removal.
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b) Artefact removal.
Figure 4.11: The most selected features (vertical axis) in classification experiments
with a) the standard feature matrix, and b) the artefact corrected feature matrix. A
higher selection rate (horisontal axis) signifies increased feature selection. Abbre-
viations: Total Lesion Glycolysis (TLG), Gray Level Non-Uniformity (GLNU), Eastern
Cooperative Oncology Group (ECOG), Informational Measure of Correlation 1 (Imc1).
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Although not being directly affected by slice removal, Figure 4.11 shows that Ma-
jor Axis Length was the most selected feature before and after artefact correction.
Major Axis Length, defined in Appendix E, Section E.2, describes the longest axis
in the shape of the ROI. Removing artefacts replaced PET Informational Measure of
Correlation 1 (Imc1) CTGray Level Non-Uniformity (GLNU) with PET and CT Busyness
as the most selected texture features. Busyness, Lmc1 and GLNU features quantify
characteristics of intratumor heterogeneity [16].
The 10 most selected features before and after the removal of artefacts, regardless
of category, is shown in Figure 4.12. Abbreviations to texture feature categories are
given in Table 4.2.
Figure 4.12 conveys that shape was the dominant category in classification exper-
iments. Furthermore, selection of PET Zone Variance, describing the variance over
regions of voxels with the same intensity, increased after artefact correction. The
Flatness shape feature describes the ratio between the longest and shortest axis of
the ROI shape and appeared to be unaffected by changes to the image data. The
average selection rate for the 503 features included in the standard and artefact cor-
rected feature matrices, but not in Figure 4.12, was approximately 0.35.
The Spearman’s Rank Correlation Coefficient (SCC) [34], described in Section 2.2.2,
between the features in Figure 4.12 and the ROI size is given in Figure 4.13. That
is, Figure 4.12 illustrates the association between the 10 most selected features and
the size of the tumour volume.
Apart from Flatness and Sphericity, all shape features were correlated by at least 0.8
SCC with ROI, according to Figure 4.13. Sphericity measures the roundness of the
ROI relative to a circle. Notice the different degrees of correlation between the ROI,
and PET and CT Busyness.
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a) No artefact removal.
0.00 0.20 0.40 0.60 0.80
Selection rate
Major Axis Length
Maximum 2D Diameter Column
Least Axis Length
Maximum 2D Diameter Row
Maximum 3D Diameter
Maximum 2D Diameter Slice
PET Busyness 32bins
CT Busyness 32bins
Flatness
PET Zone Variance 128bins Feature Categories:
Shape Texture
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Figure 4.12: The 10 most selected features (vertical axis) in classification exper-
iments with a) the standard feature matrix, and b) the artefact corrected feature
matrix. A higher selection rate (horisontal axis) signifies increased feature selec-
tion. Abbreviations: Gray Level Non-Uniformity (GLNU), Informational Measure of
Correlation 1 (Imc1).
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Figure 4.13: The Spearman’s Rank Correlation Coefficient (SCC) between the 10 most
selected features in classification experiments with the standard and artefact cor-
rected feature matrices and the ROI size. Abbreviations: Gray Level Non-Uniformity
(GLNU), Informational Measure of Correlation 1 (Imc1).
4.2.3 Investigating Feature Redundancy
Classification experiments, described in Section 3.8.3, were performed to investi-
gate redundancy among clinical factors, PET parameters and radiomics features. Re-
dundancy is referred to in this thesis as repeated feature information, measured in
terms of intra- and inter-feature correlations.
Adjustments to Reduce Intra-Feature Correlations
Recall from Section 3.8.3 that radiomics features were modified after Hassan et al.
(2018) [119] to reduce their dependency on the number of image intensity bins. This
dependency, referred to as intra-feature correlation, was measured using the Intra-
class Correlation Coefficient (ICC) [31]. The ICC was calculated for groups of features
extracted fromdifferently discretised images using the same feature definition. This
procedure was applied to features from the standard and artifact corrected feature
matrices. A higher ICC score after feature modification implies that the correlation
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Adjustments to Reduce Intra-Feature Correlations
between the image discretisation level and the feature was reduced. Abbreviations
to texture feature categories are given in Table 4.2.
Figure 4.14 shows that adjustments to features, given in Table 3.1, increased the ICC
for all PET and CT texture features. Thus, by modifying these features, information
on image discretisation was incorporated to relax the association between features
and the level of discretisation.
The ICC scores of features extracted from artefact-filtered images are shown in Fig-
ure 4.15. In Figure 4.15, the ICC score exceeds 0.8 for all features prior to modifica-
tions. Thereby, these features appeared to have become invariant to image discreti-
sation after artefact correction. Moreover, adjustments to these features decreased
the ICC,meaning that the correlation between the features and the number of image
intensity bins increased.
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a) PET texture features.
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Figure 4.14: The Intraclass Correlation Coefficient (vertical axis) of a) PET and b)
CT texture features (horisontal axis) extracted from the original images discretised
at 32, 64 and 128 bins. The Original and Modified labels refers to the original and
adjusted feature definitions, to account for image discretisation levels.
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a) PET texture features.
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Figure 4.15: The Intraclass Correlation Coefficient (vertical axis) of a) PET and b)
CT texture features (horisontal axis) extracted from the artifact corrected images
discretised at 32, 64 and 128 bins. The Original and Modified labels refers to the
original and adjusted feature definitions, to account for image discretisation levels.
[119] and described in Section 3.8.3.
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Replacing the features in a group corresponding of least 0.8 ICC by their average,
as outlined in Section 3.6, reduced the number of features in the standard feature
matrix from 513 to 341. Results from classifying disease-free survival using this
subset of 341 features, described in Section 3.8.3, are given in Appendix B.1, Figure
B.1. Omitting feature selection with the Light Gradient Boosting Machine classifier
gave the highest wAUC score close to 67 %, while Fisher Score feature selection and
the Support Vector Classifier (SVC) gave approximately 65%wAUC. The lowest score
of about 55 % wAUC was obtained with Wilcoxon Rank Sum feature selection and
Logistic Regression.
Removal of Intra- and Inter-Correlated Features
Further reduction of feature redundancy was carried out based on the subset of 341
features retained after removal of intra-feature correlations, described in the pre-
vious section. The SCC was used to quantify inter-feature correlations. In a pair of
features correlated by at least 0.95 SCC was one of the features arbitrarily selected
and removed. Performing this operation removed 188 features to produce a feature
matrix of 152 features.
Figure 4.16 shows a) the SCC calculated between the 513 original features, and b)
the SCC for the 152 features retained after removal of intra- and inter-feature cor-
relations.
Originally, 115 features in the standard feature matrix were correlated by at least
0.95 SCC, as shown in Figure 4.16 a). Clinical factors, described in Section 3.3.2,
were correlated by less than 0.25 SCC, while PET parameters, defined in Section
3.3.3, were removed during SCC thresholding, which is given in Figure 4.16 b).
The relationship with the features correlated to the PET parameters are illustrated
in Figure 4.17.
Figure 4.17 illustrates the relationship between the features determined to be the
most correlated to PET parameters. In addition, Figure 4.17 b) and c) shows obser-
vations deviating from the majority.
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Figure 4.16: The Spearman’s RankCorrelation Coefficient of a) the 513 in the standard
featurematrix, and b) 152 features retained after removal of intra- and inter-feature
correlations. Abbreviations to feature categories are given in Table 4.2.
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Figure 4.17: The relationship between PET parameters (vertical axis) and radiomics
features (horisontal axis). Abbreviations: Spearman’s Rank Correlation Coefficient
(SCC).
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Classifying Disease-Free Survival Using Redundancy Filtered Features
The mean wAUC scores from classifying disease-free survival using the standard
feature matrix subjected to filtering and removal of intra- and inter-correlated fea-
tures, as described in Section 3.8.3, is given in Figure 4.18. The no information rate
in Experiment 5 was 67 % disease-free survival. Abbreviations to classification al-
gorithms are given in Table 4.1.
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Figure 4.18: Average wAUC (%) from including features retained after removal of
intra- and inter-feature correlations to classify disease-free survival with combi-
nations of feature selection (vertical axis) and classification (horisontal axis) algo-
rithms. The colour bar shows that a higher score corresponds to more correct clas-
sifications.
The highest score in Figure 4.18, exceeding 68 % wAUC, was achieved with Fisher
score feature selection and the Light Gradient Boosting Machine (LGBM). Note that
superior performance was also obtained with LGBM either in combination with Chi-
Square orMutual Information feature selection or by omitting feature selection. Re-
liefF and K-Nearest Neighbours (KNN) gave the lowest score of about 58 % wAUC.
Combining Fisher score with Logistic Regression (LR), Ridge Classification or Sup-
port Vector Classifier (SVC) gave approximately 65%wAUC. The standard deviations
of the wAUC scores in Figure 4.18 ranged from 13 % to 19 % wAUC.
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4.2.4 Preliminary Estimates of Feature Relevance
The Fisher Score and LGBM algorithms were used to rank the subset of 152 fea-
tures retained after removing intra- and inter-correlated features from the standard
feature matrix. These two algorithms were selected based on their superior perfor-
mance, illustrated by Figure 4.18. The procedures are described in Section 3.8.3.
The Fisher Score algorithmwas configured to select 19 features, as the average num-
ber of selected features in the classification experiment. The average hyperparam-
eter configuration selected for LGBM is given in Appendix B.2, Table B.1. Table B.1
shows that the average LGBM model included 101 tree base estimators, with an av-
erage depth of 165 levels, which illustrates the complexity of the model.
The features corresponding to the 19 highest Fisher scores, determined by the Fisher
Score algorithm, is given in Figure 4.19 a). Moreover, Figure 4.19 b) shows the SCCs
between these features and the ROI. Abbreviations to texture feature categories are
given in Table 4.2.
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a) Fisher scores (horisontal axis).
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Figure 4.19: The a) 19 features (vertical axis) determined by Fisher scores (horison-
tal axis) as the most relevant for classifying disease-free survival, and b) the SCC
(horisontal axis) between these features (vertical axis) and the ROI. A higher Fisher
score indicates higher relevance towards disease-free survival.
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Primarily shape features, such as the Major Axis Length and Sphericity, have been
assigned the highest ranks in Figure 4.19 a). Moreover, CT Busyness and PET Gray
Level Non-Uniformity are the highest ranked texture features. Figure 4.19 a) also
shows that first-order features were not recognised by Fisher Score as particularly
prognostic of clinical endpoints. However, only Sphericity was less correlated to ROI
size than 0.8 SCC, according to Figure 4.19 b).
The 19 features shown in Figure 4.19 were ranked using the LGBM classifier and
Shapley Additive Explanations (SHAP) values [81], described in Section 2.6.1. A SHAP
value represents the average contribution of a feature to the predictions of a model.
Only the three of the 19 features ranked by Fisher Score associated non-zero mean
absolute SHAP values. The SHAP values for these features are shown in Figure 4.20.
Note that a higher SHAP values signify greater feature relevance, while a SHAP value
of zero indicates that a feature does not affect model predictions.
0.00 0.14 0.29 0.43 0.57 0.72
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Figure 4.20: The relevancy of features (vertical axis) towards disease-free survival
in terms of Shapley Additive Explanations (SHAP) values (horisontal axis). A higher
mean absolute SHAP value indicates greater relevance.
According to Figure 4.20, the Major Axis Length and Sphericity shape features were
the most relevant to the predictions of the LGBM model.
4.2.5 Classification of HPV Subgroups
The patient cohort was divided into two subgroups referred to as HPV related and
HPV unrelated, as described in Section 3.8.3.
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Classifying the HPV Related Cohort
Figure B.2 in Appendix B.3 shows the results from classifying treatment outcomes in
the HPV related cohort. The highest wAUC score in both classification experiments,
including the standard feature matrix and the features retained after correlation fil-
tering and removal, was 70 % wAUC. A combination of Wilcoxon Rank Sum feature
selection algorithm and Decision Tree (DT) classification achieved this score with
features from the standard feature matrix. The HPV related cohort no information
rate was 73 % disease-free survival.
Classifying the HPV Unrelated Cohort
Results from classifying disease-free survival in theHPVunrelated cohort are shown
in Figure 4.21. The no information rate in the HPV unrelated cohort was 54 %
disease-free survival. Abbreviations to classification algorithms are given in Table
4.1.
Using the standard feature matrix, the highest performance in Figure 4.21 a) of 75.5
± 15.1 % wAUC was obtained using Ridge Classification without prior feature selec-
tion. Furthermore, combining MultiSURF feature selection with Extreme Gradient
Boosting (XGB) classification gave the highest score in Figure 4.21 b) of 76.4 ± 13.2
% wAUC. This score was achieved with the subset of features retained after removal
of intra- and inter-correlated features from the standard feature matrix, described
in Section 3.8.3. The standard deviation of the wAUC scores in Figure 4.21 ranged
between 13 and 19 % wAUC in both experiments.
Training and Validation Performances
Figure 4.22 shows the training and validation performance of the MultiSURF and
XGB model.
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a) The standard feature matrix.
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b) Removal of intra- and inter-correlated features.
Figure 4.21: Average wAUC (%) from including a) the standard feature matrix, and
b) features retained after removal of intra- and inter-feature correlations to classify
disease-free survival in the HPV unrelated cohort with combinations of feature se-
lection (vertical axis) and classification (horisontal axis) algorithms. The colour bar
shows that a higher score corresponds to more correct classifications.
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Training and Validation Performances
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Figure 4.22: Average training and validation wAUC (vertical axis) of the combined
MultiSURF and XGB model for each repeat (horisontal axis) of classifying disease-
free survival in the HPV unrelated cohort. Shaded areas represent the standard de-
viation of the wAUC.
The largest difference between training and validation performance in Figure 4.22
was approximately 10 % wAUC. Moreover, the validation performance is consis-
tently lower then the training performance.
The Ridge classification model without prior feature selection achieved the second-
highest score in classification experiments. Figure 4.23 shows the training and val-
idation performance of the Ridge model from classifying the HPV related cohort
using the standard feature matrix.
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Figure 4.23: Average training and validation wAUC (vertical axis) of the Ridge Clas-
sificationmodel for each repeat (horisontal axis) of classifying disease-free survival
in the HPV unrelated cohort. Shaded areas represent the standard deviation of the
wAUC.
Figure 4.23 shows that the Ridge model was maximally over-fitted in each repeat of
the classification experiment.
4.2.6 Reassessment of the Radiomics Hypothesis
The wAUC scores from classifying the HPV unrelated cohort using only clinical fac-
tors, as described in Section 3.8.3, are shown in Figure 4.24.
MultiSURF Feature selection and a Support Vector Classifier (SVC) achieved 64 %
wAUC as the highest score in Figure 4.24. This result was inferior to highest wAUC
score in Figure 4.21 where also PET parameters and radiomics features were in-
cluded. Standard deviations of the wAUC scores in Figure 4.24 ranged from 5 %
to 19 % wAUC.
Figure 4.24 shows the selection rate of the 13 clinical factors included in analyses of
the original (Section 4.2.1) and the HPV unrelated (Section 4.2.5) cohorts.
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4.3. Selecting a Model for Inference on Feature Relevance
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Figure 4.24: Average wAUC (%) from including only clinical factors to classify
disease-free survival in the HPV unrelated cohort with combinations of feature se-
lection (vertical axis) and classification (horisontal axis) algorithms. The colour bar
shows that a higher score corresponds to more correct classifications.
Dividing the original cohort intoHPV subgroups increased selection of tumour Stage,
and T- and N-Stage, as shown in Figure 4.25. Moreover, the most selected feature
shifted from ECOG to patient gender.
4.3 Selecting a Model for Inference on Feature
Relevance
The model combining MultiSURF feature selection and XGB classification achieved
the overall highest score from classifying treatment outcomes the HPV unrelated
cohort, described in Section 4.2.5. A 95 % confidence interval of (70.5 %, 77.0 %)
wAUC was calculated for the performance of this model using the bootstrap method
from Section 2.7.4. The bootstrap method was used since the wAUC scores were
normally distributed according to the Shapiro and theK2 tests using a 95 % level of
confidence.
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a) Original cohort.
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Figure 4.25: The selection rate (horisontal axis) of clinical factors (vertical axis)
when classifying disease-free survival using a) the original cohort of 198 patients,
and b) the 67 patients in the HPV unrelated cohort. A selection rate indicates that a
feature is selectedmore often. Abbreviations: International Classification of Diseases
(ICD), Charlson Comorbidity Index (Charlson).
98
Selecting a Model for Inference on Feature Relevance
Table 4.4: Descriptive statistics of the hyperparameter configurations selected for
the combined MultiSURF and XGBmodel in the HPV unrelated classification exper-
iment. Abbreviation: standard deviation (STD).
Hyperparameter Minimum Mean STD Maximum
Selected features 6 26 10 47
Learning rate 0.0110 19.0 16.0 47.0
Max tree depth 30 230 160 480
Min leaf samples 2 4 1 5
Number of trees 16 120 53 190
α-regularisation 4.20 5.90 1.20 7.90
λ-regularisation 0.00 47.0 33.0 99.0
A summary of the hyperparameter configurations selected for the combined Mul-
tiSURF and XGB model in the HPV unrelated classification experiment, is given in
Table 4.4.
The learning curve for the MultiSURF and XGB model, using the average hyperpa-
rameter configuration in Table 4.4, is shown in Figure 4.26. The learning curve il-
lustrates the model wAUC scores for a sequentially increasing number of training
samples. Figure 4.26 only includes scores obtained from using at least 60 % of the
training data since this amount of observations was required for the model to gain
any statistical power.
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Figure 4.26: The wAUC scores (vertical axis) of the combined MultiSURF and XGB
model for an increasing number of training samples (horisontal axis). Shaded areas
represent the standard deviation of the wAUC scores.
Both the training and validation performance shown in Figure 4.26 increases suc-
cessively with the size of the training until the performance stablises around 85 %
of the training set. However, only the standard deviation of the training wAUC score
decreases. The smallest training error was obtained using the full training set.
4.4 Potential Biomarkers
The subset of features obtained by removing intra- and inter-correlated features
from the standard feature matrix was ranked, using the MultiSURF and XGB algo-
rithms, according to relevance for classifying the HPV unrelated cohort. The proce-
dure is outlined in Section 3.8.3.
Preliminary estimates of feature importancewas obtainedwithMultiSURF for the 26
most prognostic features to disease-free survival. This number of features, given in
Table 4.4, was the average configuration selected forMultiSURFduring classification
of the HPV unrelated cohort. Each feature was assigned a weight by MultiSURF, as
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Figure 4.27: The categorical distribution of the 26 features determined by the Mul-
tiSURF algorithm as the prognostic to disease-free survival in the HPV unrelated
cohort.
described in Section 2.4.2, to represent the relevance of the feature towards disease-
free survival. The distribution of the selected features grouped according category
is illustrated in Figure 4.27.
Figure 4.27 shows that the majority of the 26 features selected by MultiSURF origi-
nated from the CT texture category, followed by CT first-order and clinical factors.
The PET first-order features constitutes the smallest category in Figure 4.27.
The weights of the 26 features selected by MultiSURF are shown in Figure 4.28.
Larger weights signify higher relevance of disease-free survival. Abbreviations to
texture feature categories are given in Table 4.2.
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Figure 4.28: The 26 features (vertical axis) with the highest MultiSURF weights (ho-
risontal axis) that quantifies feature relevance for classifying disease-free survival
in the HPV unrelated cohort.
Figure 4.28 shows that Major Axis Length, median CT intensity, and the CT texture
features Dependence Variance (Dependence Var) and Large Dependence High Gray
Level Emphasis (LDHGLE) were the four highest ranked features according to Multi-
SURFweights. Note that the clinical factors T Stage, Tumour Stage (Stage) and ECOG
were also selected.
The SCCs between the ROI size and the features show in Figure 4.28 are given in
Figure 4.29.
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Figure 4.29: The SCC (horisontal axis) between the ROI and the 26 features (vertical
axis) selected by MultiSURF as the most prognostic of disease-free survival.
Note that PET Energy corresponds to the highest SCC in Figure 4.29, as the feature
strongest correlated to ROI, followed by Major Axis Length. Both 64 bins CT LD-
HGLE and 32 bins CT Dependence Variance associates less than 0.6 SCC, and are
less correlated with ROI compared to to 128 bins CT Dependence Variance.
The feature relevance of disease-free survival using XGB was estimated by calcula-
tion of SHAP values, which is described in Section 3.8.3, based on the 26 features
selected by MultiSURF. The SHAP values represent the average contribution of fea-
tures to a model prediction. Four of the 26 ranked by MultiSURF were associated
with a non-zero mean absolute SHAP value, as shown in Figure 4.30.
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Figure 4.30: The relevancy of features (vertical axis) towards disease-free survival
in terms of Shapley Additive Explanations (SHAP) values (horisontal axis). A higher
mean absolute SHAP value indicates greater relevance.
Observe that the four features in Figure 4.30 corresponds to the four highest ranked
features in Figure 4.28. Moreover, the SHAP value for Major Axis Length is more
than three times as high as for the three other features.
The distribution of the features in Figure 4.30 are available in Appendix C, Figure
C.1. Moreover, scatter plots illustrates the relationships between pairs features in-
cluded in Figure C.2.
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Chapter 5
Discussion
5.1 The Model Comparison Protocol
Motivated by theNoFree Lunch theorems [23], an emphasised topic in this thesis was
to reduce the bias in estimated classification error of the compared models. Studies
on schemes to assess model performance have found that the nested stratified K-
Fold cross-validation (CV) gave the least biased estimates [131], [92], [95], [94].
5.1.1 Nested Stratified K-Fold Cross-Validation
Despite the small bias, a drawbackwith the nestedCVapproach is the computational
complexity of nested iterations [132]. Given C number of hyperparameter config-
urations to evaluate, the CV procedure trains C · K models. A nested CV scheme,
however, trainsC ·K models as part of model selection as well as onemodel for each
of theK validation folds in the outer loop. Thereby, the running time for the nested
CV protocol depends quadratically on the choice of K which should be be selected
in according to the study objective [133].
Five or 10 folds are typical choices ofK [93]. A 5-fold nested CV scheme produces 25
models which requires less computational time compared to the 100models trained
during 10-fold nested CV. On the other hand, the effect of incrementingK has been
shown to reduce the bias in model performance estimates, since more observations
are assigned to the training fold [126], [125].
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In this thesis, classification of the complete cohort of 198 patients (Experiments
1-5, Section 3.8.3) were performed with five folds to reduce the computational com-
plexity of experiments. Moreover, the number of folds was increased to 10 in HPV
subgroup analyses (Section 3.8.3) to account for fewer observations. The smallest
number of patients included in a classification experiment were 67 patients. With
this number of observations, 5- and 10-fold CV would produce training sets of ap-
proximately 54 and 60 patients, respectively. In a nested protocol, these sets are
divided once more into training sets of 44 and 54 patients. Note that even though
10-fold CV produces a larger training set than 5-fold CV, the size of the validation
set is proportionately diminished. Reduced size of the validation set may poten-
tially increase the variability in model performance estimates. Moreover, although
bias reductionmay generally be referred to as themain objective inmodel selection,
variance reduction has shown to be essential to reduce model over-fitting [95]. Fur-
thermore, reducing the size of the validation set could hinder sample stratification
[92].
5.1.2 Stratified Sampling
Aproperty of stratification, as used in this thesis, is the reflection of the original dis-
tribution of clinical outcomes in each CV fold [92]. A further property is that strat-
ification provides coverage for all subgroups in each fold. In their study on the im-
pact of class distribution on classification trees, Provost andWeiss (2011) found that
stratification of outcomes contributed to reducingmodel over-fitting [134]. This im-
proved ability of the model to generalise was caused by preventing over- or under-
representation of categories [134]. Nevertheless, stratification has, to the knowl-
edge of the author, not been previously used in radiomics.
5.1.3 Hyperparameter Optimisation
The configuration of an algorithm affects the ability of the model to recognise pat-
terns [82]. This makes hyperparameter optimisation a central part of model selec-
tion. However, as pointed out by Parmar et al. (2015) [17], manual optimisationmay
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require a certain level of experience with the algorithm. Automated procedures,
such as Sequential Model-based Algorithm Configuration (SMAC) [88], can be used to
eliminate potential bias related to manual optimisation.
However, since SMAC uses a Random Forest (RF) [71] as surrogate model, the out-
come can be sensitive to the parameters of this model. [88]. No attempts were made
in this thesis to optimise the surrogate model, and the default configurations were
used in all classification experiments. Previous studies have reported the superi-
ority of SMAC to optimise hyperparameters of algorithms such as Support Vector
Machines [135], Logistic Regression [84] and deep neural networks [136] without op-
timisation of the surrogate model. As for the eligibility of different surrogate mod-
els, Eggensperger et al. (2014) [136] concluded that surrogates based on RF outper-
formed the Tree Parzen Estimator [90] and the Gaussian process [135].
Furthermore, Hutter, Hoos, and Leyton-Brown (2011) describe the challenge of rep-
resenting the surrogate surface [88]. That is, similarly to high-dimensional feature
spaces, an exponentially increasing number of samples is required to represent the
surrogate surface once the hyperparameter space increases in dimensionality. The
number of hyperparameters optimised in classification experiments in this thesis
varied from two to eight and over a fixed number of 80 combination evaluations
(Section 3.8.2). This means that for some models with fewer parameters, a more
thorough hyperparameter search could be conducted. For instance, given a model
with two hyperparameters, 40 configurations could be suggested. However, if the al-
gorithm associated eight hyperparameters, only 10 configurations were evaluated.
5.2 The Radiomics Hypothesis
Studies have demonstrated thatmedical images capture informationondisease char-
acteristics, which is hypothesised in radiomics [18], [17], [22]. Moreover, studies
have also shown that combining radiomics features with clinical factors increase
the ability of models to predict clinical outcomes [19], [137].
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Classification experiments were performed to assess the prognostic value of com-
bining clinical factorswithPETparameters and radiomics features to predict disease-
free survival (Section 3.8.3). Results, in termsofwAUCscores (Section 3.8.1), showed
thatmodel performances improved by combining these three sets of features (Figure
4.8). This means that the predictive performance of classification models improved
by combining clinical factors with PET parameters and radiomics features. However,
this thesis did not investigate the amount of predictive information included in each
set of features. That is, the contribution from clinical factors, PET parameters and
radiomics features to model performances separately was not quantified.
A combination Fisher Score feature selection and Light Gradient Boosting Machine
(LGBM) classification achieved the superior performance in these experiments. The
LGBMmodel appeared to be relatively robust to feature selection since Fisher Score,
Chi-Square andMutual Information combinedwith LGBMall gavewAUC scores of ap-
proximately 67 %. Omitting feature selection also gave 67 % wAUC, suggesting that
LGBM performed internal selection of features, which is a property of tree-based
models [69]. Furthermore, the Exclusive Feature Bundling (EFB) procedure (Section
2.5.8) combines features with similar values to create features that were not origi-
nally included in the data set [77]. As a consequence of EFB, feature redundancy is
reduced.
Both LGBM and the Extreme Gradient Boosting (XGB) builds on the Gradient Boost-
ing Decision Tree algorithm (Section 2.5.8). Still, the highest wAUC score achieved
with XGB classification was about 64 % wAUC in combination with Fisher Score fea-
ture selection. As opposed to XGB, LGBM builds the tree ensemble from subsets of
training data using the Gradient-based One-Side Sampling (GOSS) procedure (Sec-
tion 2.5.8). The GOSS procedure can render LGBMmore robust to sample noise and
superior to XGB in some problems.
5.3 The Impact of Image Artefact Correction
Bone structures and streak artefacts were identified in approximately 14 % of the
CT image stacks (Section 4.2.2). The procedure performed to remove these artefacts
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was based on the guidelines proposed by Ger et al. (2018) [115].
5.3.1 Feature Stability Towards Removal of Images and Slices
In Ger et al. (2018), the authors used the pairwise t-test [26] to assess the impact of
CT slice removal on feature stability. However, statistical tests indicated that the dif-
ference between features calculated in this thesis from original and artefact-filtered
images could not be assumed normally distributed (Section 3.4.4). Therefore, the
Wilcoxon Signed-Rank test (WSR) [27] was used as an alternative to the t-test to com-
pare features extracted from original and artefact-filtered images.
The WSR test showed that at least 76 % of the CT texture features extracted before
and after removal of image slices were likely to originate from the same distribution
(Table 4.3). This result supports Ger et al. (2018), where the impact of removing CT
slices was also considered statistically insignificant for 76 % of the features [115].
According to theWSR test,more texture features thenfirst-order featureswere changed
by artefact correction. This outcomemaybe explained forCT features by the changes
to the spatial arrangement of voxels in the ROI caused by the removal of slices. How-
ever, excluding 11 image stacks alone rendered 30 % of the PET texture features
significantly different from their original distributions. This means that removing
stacks had a greater impact on PET texture features compared to CT, although CT
features were also affected by the removal of slices. Still, the effect of only removing
image stacks was not studied for CT features. Therefore, whether or not CT features
were only affected by the removal of stacks, or if removal of slices also altered the
feature distributions, was not established.
5.3.2 Model Performances with Artefact Corrected Features
Results from classifying patients before and after image artefact correction suggests
that the effect of removing artefacts was negligible in terms of model performances.
Both classification experiments based on the standard and artefact corrected feature
109
Discussion
matrices (Section 3.5) gave approximately 67 % wAUC as the highest scores. A sim-
ilar observation was reported by Leijenaar et al. (2018) when predicting HPV status
from radiomics features [138]. Leijenaar et al. (2018) [138] found that theAUC scores
obtained from including and excluding CT artefacts were not significantly different
according to DeLong’s test [139].
5.3.3 Changes in Feature Selection From Removing Artefacts
The two most selected texture features prior to artefact removal were 32 bins PET
Informal Measure of Correlation 1 (Imc1) and 64 bins CT Gray Level Non-Uniformity
(GLNU) (Figure 4.12). According to the definitions of these features (Appendix E,
Section E), Imc1 compares the probability distributions between two intensity val-
ues using mutual information, while GLNUmeasures the variability in image inten-
sity values [16]. Contrary to Imc1, GLNU may be sensitive to removal of CT slices,
while also being affected by the removal of image stacks. However, missing CT slices
also had an impact on the 32 bins PET and CT Busyness features, which became the
most selected texture features after artefact correction. Busyness quantifies the rate
of change in image intensities within a neighbourhood of voxels [16] and has been
recognised as prognostic of clinical endpoints in lung cancer [140], [141].
Figure 4.13 shows that CT Busyness and GLNU were correlated with the ROI size,
which indicates that these features primarily described tumour volume. Sphericity,
on the other hand, was not considered to be associated with the ROI. Recall that
artefact correction had only a direct effect on first-order and texture features (Sec-
tion 3.4.4). Still, Sphericity was not among the 10 most selected features after the
correction (Figure 4.12). Sphericity quantifies the ROI roundness relative to a sphere
[16], and was included in a radiomics signature proposed by Aerts et al. (2014) [14].
Artefact correction was not found to increase the selection of first-order features
(Figure 4.12), although these features were identified as the most stable towards
artefact removal (Table 4.3). These observations indicate that characteristics of the
ROI intensity distribution were not recognised as prognostic of treatment outcomes
in this data set.
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5.4. Exploiting Feature Redundancy
A general explanation for why some features were no longer selected as often after
artefact correction as before could be that the selection of other features increased.
If Busyness were selected more often, these features may have surpassed Imc1 and
GLNU among the 10 most selected features (Figure 4.12).
5.4 Exploiting Feature Redundancy
Due to a large number of features typically studied in radiomics, the curse of dimen-
sionality [142] is a frequently encountered challenge. For instance, Wu et al. (2016)
found that almost 75 % of the 440 studied radiomics features were significantly cor-
related [122]. By removing the correlated features, the dimensionality of radiomics
data sets can be reduced without significant loss of information.
5.4.1 Modifying Intra-Correlated Features
This thesis successfully applied themethodology proposed byHassan et al. (2018) to
PET and CT features extracted from images containing artefacts. By adjusting the
feature definitions, the dependency between CT texture features and the number
of image intensity bins was reduced. Recall that the level of image discretisation
is determined by the number of intensity bins. Although Hassan et al. (2018) only
modified features extracted from lung cancer CT images, this thesis demonstrated
the applicability of the proposed modifications to both PET and CT features in head
and neck cancer.
This thesis adopted the Intraclass Correlation Coefficient (ICC) [31] (Section ) used by
Hassan et al. (2018) to quantify intra-feature correlation [119]. Considering the ICC
scores obtained prior to feature adjustments (Figure 4.14), the features studied in
this thesis appeared to be relatively stable towards varying image discretisations. It
was found that approximately half of the texture features in Figure 4.14 associated
ICC scores exceeding 0.5. According to Hassan et al. (2018), features of about 0.5
ICC were considered as stable [119]. One possible explanation for feature stability
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observed in this thesis could be that images were only discretised into 32, 64 and
128 bins, while, Hassan et al. (2018) [119] used 8, 16, 32, 64 and 128 of bins.
All the features extracted from artefact corrected images were determined to be in-
variant to image discretisation, with ICC scores surpassing 0.9 before modification
(Figure 4.15). Furthermore, modifying these features increased the correlation im-
age discretisation level. The only difference between obtaining features dependent
and independent to image discretisation was correction of image artefacts. This
implies that image textures, differentiating between features extracted from differ-
ently discretised images, were destroyed with the correction operation. However,
this thesis did not further investigate these results.
Modifying the features extracted from images containing artefacts reduced their de-
pendency to the number of image intensity bins for all but CT GLNU (Figure 4.14).
Contrary to features from artefact corrected images, these features appeared to cap-
ture texture variations across image discretisations. Similar to Hassan et al. (2018)
[119], all modified features associated at least 0.9 ICC. However, an increase in de-
pendency between intensity discretisation andCTGLNUwas not reported byHassan
et al. (2018) although their definition of GLNU was the same as in this thesis (Ap-
pendix E, Section E.7).
5.4.2 The Relationship Between PET Parameters and
Radiomics Features.
Removal of inter-correlated features was carried out by excluding one of the features
in a correlated pair from the data set (Section 3.8.3). A threshold of 0.95 Spearman’s
Rank Correlation (SCC) [34] was used to quantify the degree of correlation. However,
since the feature selected for removal was arbitrary, the procedure may had led to
suboptimal results.
For instance, all the PET parameters included in this thesis (Section 3.3.3) were re-
moved. There parameters have been recognised by Moan et al. (2019) as prognostic
of disease-free survival in HPVunrelated cancers. The SCC between feature pairs re-
vealed that the SUVpeak, Total LesionGlycolysis (TLG) andMetabolic TumourVolume,
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described in Section 3.3.3, were correlated with the 128 bins PET GLSZM High Gray
Level Zone Emphasis (HGLZE), PET first-order Energy and voxel volume radiomics fea-
tures, respectively. This indicates that information similar towhat is captured by the
PET parameters were also described by these radiomics features. The PET Energy
feature, correlated to TLG and ROI (Figure 4.17), has also shown to be correlated to
clinical outcomes in lung cancer [14].
The PET parameters SUV max and SUV mean have been found to correlate with ag-
gressive tumour behaviour and poor prognosis [143], [144]. However, these param-
eters are incapable of describing the heterogeneous distribution of PET intensities
[145], [14]. On the contrary, PET HGLZE (Appendix E, Section E.4) captures such
information by considering the distribution of neighbouring voxels with the same
intensity [16].
A drawback of this study was not to account for correlations between radiomics fea-
tures and the ROI. An association between features and the number of voxels in each
ROI was demonstrated by Hassan et al. (2018) [119]. The authors proposed adjust-
ments to feature definitions to relax such correlations, but such corrections were
not performed in this thesis. Adjusting feature definitions to account for varying
ROI sizes could have contributed to reducing the correlation between features.
5.4.3 Model Performances After Removal of Correlated
Features
Removal of intra-correlated features from the standard feature matrix (Sectino 3.5)
by thresholding reduced the number of features from 513 to 341 (Section 3.8.3). Yet,
the same maximum wAUC score was obtained in classification experiments using
either the subset of 341 features, or the 513 features in the standard feature matrix.
This result demonstrates that removal of 172 did not lead to a significant loss of
predictive information related to clinical outcomes.
Removing both intra- and inter-feature correlations (Section 3.8.3) gave a subset
of 152 features. Compared to using the standard feature matrix (Figure 4.8 b)), the
classification performance was improved for 80 % of the models (Figure 4.18). The
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highest performance obtained when classifying patients after removal of intra- and
inter-feature correlations was 68 % wAUC, and, although classification was not sig-
nificantly improved, this result demonstrates the amount of redundancy among the
features extracted in this thesis.
5.5 Preliminary Feature Relevance
Ranking of features after removal of intra- and inter-correlations from the standard
feature matrix using Fisher Score (Section 3.8.3) showed that theMajor Axis Length
shape feature was considered as the most prognostic of disease-free survival. This
feature measures the longest axis in the ROI and was the most selected in classi-
fication experiments based on the standard and artefact corrected feature matri-
ces (Figure 4.12). These results indicate that Major Axis Length was predictive of
disease-free survival, as well as robust towards the removal of image stacks (Sec-
tion 3.4.4).
Further,MajorAxis Length, Sphericity andCTBusynesswere the only features found
to be relevant to LGBM predictions (Figure 4.20). However, both MAL and CT Busy-
nesswere strongly correlatedwithROI, implying that these featureswere potentially
only relaying information on ROI size. Sphericity, on the other hand, was not corre-
lated to ROI size but appeared to be sensitive to the removal of image stacks (Figure
4.11).
5.6 HPV Subgroup Analyses
Rather than predictingHPV status, which has been the goal of previous studies[146],
[18], [147], HPV status was used in this thesis to study subgroups of patients. Recall
from Section 3.8.3 that the original patient cohort was divided into two subgroups
referred to as HPV related and HPV unrelated.
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5.6.1 Classifying the HPV Unrelated Cohort
Using Ridge Classificationmodel without prior feature selection gave in 75.5 ± 15.1
wAUC with the standard feature matrix. However, comparing the training and val-
idation scores revealed that this model was severely over-fitted. Over-fitting has
been described by Parmar et al. (2018) as a common pitfall in biomarker identifi-
cation [117]. According to Figure 4.23, the model appeared to have memorised all
the variations in the training data, which could negatively impact the model when
applied to independent test data.
Classifying the HPV unrelated cohort after removing intra- and inter-feature cor-
relations from the standard feature matrix gave 76.4 ± 13.2 wAUC as the highest
score. This result points to a strong association between disease-free survival and
patients not related to HPV, as was also recognised for this cohort by Moan et al.
(2019) [100]. The wAUC score was obtained by using MultiSURF feature selection
with Extreme Gradient Boosting (XGB), as the overall highest in classification exper-
iments. The no information rate (Section 3.8.1) in experiments with the HPV un-
related cohort, which represents the majority outcome, was 55 % wAUC. Thereby,
the combined MultiSURF and XGB model had gained statistical power to predict
treatment outcomes from the features available after filtering and thresholding to
remove redundancy.
The ReliefF feature selection algorithm, which resembles MultiSURF, has shown su-
perior performance in radiomics [122]. Although ReliefF appears inferior to Multi-
SURF, the combination of ReliefF and XGB gave almost 72 % wAUC. Recall that Re-
liefF and MultiSURF are both multivariate filter methods capable of detecting pairs
interacting of features (Sections 2.4.2 and 2.4.2). One of the main differences be-
tween these algorithms is the definition of the parameterK, which is related to the
selection of observations that are used to estimate the relevancy of features (Section
2.4.2). In MultiSURF, this parameter is incorporated into the algorithm, while K is
a hyperparameter in ReliefF.
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5.6.2 Classifying the HPV Related Cohort
The highest performance in classification of the HPV related cohort, of about 69 %
wAUC, was obtained with Wilcoxon Rank Sum feature selection (Section 2.4.1) and
Decision Tree classification. Contrary to classifyingHPVunrelated cancers, the high-
est performance in this subgroup was achieved by using the all available features.
The Wilcoxon Rank Sum algorithm has been reported as superior together with the
Random Forest classifier in a radiomics lung cancer study [17]. In their study, Par-
mar et al. (2015) achieved 66%AUC fromclassification of patient survival [17]. How-
ever, the described superior performance of theWilcoxon Rank Summethodwas not
recognised in this thesis. Contrary toMultiSURF,Wilcoxon Rank Sum is a univariate
filter method incapable of capturing feature interactions.
The no information rate in the HPV related classification experiment was 73 % and
neither of the models achieved a wAUC score surpassing that threshold. This over-
representation of only one treatment outcome could have led to model over-fitting
(Section 5.1.2). An empirical study by Provost and Weiss (2011) demonstrated that
the AUC metric was affected by class imbalance [134], although the purpose of the
weighting schemedescribed in Section 3.8.1was to account for such class imbalance.
5.7 The Variance in Model Performance Estimates
An increased variation inwAUC scores was observed by comparing results from clas-
sifying the HPV unrelated cohort (Section 4.2.5) to results from classifying the com-
plete cohort (Section 4.2.5). The reduced cohort size, as well as the increased num-
ber of CV folds from five to 10, are possible explanations for this variability. Still,
the relatively small differences between training and validation scores in Figure 4.22
indicate that the general performance of MultiSURF and XGB was well captured, de-
spite such fluctuations. Moreover, a standard deviation of less than 15 % in valida-
tion scores indicates that 40 repeats of the nested CV procedure sufficed to capture
random variations in wAUC scores.
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5.8. Selecting a Model to Infer Feature Relevance
5.8 Selecting a Model to Infer Feature Relevance
The MultiSURF and Extreme Gradient Boosting (XGB) algorithms were selected to
estimate feature relevance of disease-free survival in head and neck cancer. These
algorithms achieved thehighest performance in classification experiments fromclas-
sifying the HPV unrelated cohort (Section 4.24). However, results from previous
experiments shows that this model was only superior in the HPV unrelated experi-
ment. By dividing the cohort into subgroups to classify HPV unrelated cancers, the
model achieving the highestwAUC scores shifted froma combination of Fisher Score
and LGBM to MultiSURF and XGB. An explanation for this could be that more com-
plex feature relations became apparent in the HPV subgroup, which was not recog-
nised by the univariate Fisher Score algorithm. Note, however, that both MultiSURF
and Fisher Score considers the spatial distance between samples to determine the
importance of features.
Again, the main differences between LGBM and XGB are the Gradient-based One-
Side Sampling (GOSS) and Exclusive Feature Bundling (EFB) (Section 2.5.8), as previ-
ously described. Since the LGBM ensemble is built from subset of observations with
GOSS, LGBM can handle sample noise, but is also prone to loss of information since
only a subset is used to train eachmodel. Further, a drawback of combining features
with EFB is that features are prevented from interacting with each other to produce
relevant information.
Another limitation of this study was not to record multiple performance metrics to
obtain a broader view of model performances. For instance, if the studied outcome
is underrepresented, the precision and recallmetrics can be used to obtained proba-
bility estimates of correctly classifying the minority class. Combining these metrics
with the harmonic mean gives the F-score [148] as another alternative to measure
model performance.
5.8.1 Choosing Hyperparameters
Model over-fitting can, to some degree, be relaxed through hyperparameter opti-
misation by imposing generalisation on the model [149]. Comparing the training
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and validation performance of Ridge Classification in the HPV unrelated experi-
ment (Figure 4.21 a)), the SMAC protocol could not prevent the model from over-
fitting by increasing the regularising. On the contrary, the relatively small difference
between the training and validation performance of the combined MultiSURF and
XGBmodel (Figure 4.22) indicates that SMAC selected appropriate hyperparameters
for this model. Since the model included both feature selection and classification,
SMAC proved capable to handle joint optimisation of two connected algorithms.
The selected hyperparameter combination for MultiSURF and XGB was the average
of the configurations recorded in the HPV unrelated classification experiment. Al-
ternative methods to determine a final configuration is to perform a CV on all the
training data, or to average configuration weighted by the number of times each
setting was selected during the experiment.
Note fromTable 4.4, that the average XGB ensemble consisted of 120 tree basemod-
els, each tree with an average depth of 230 levels. This illustrates the model com-
plexity, which deviates from what is typically associated with weak learners [73].
Still, the α and λ regularising coefficients (Section 2.5.8) may have compensated for
the model complexity by increasing the regularisation.
5.8.2 Interpretation of the Learning Curve
Observing a relatively close relationship between training and validation scores in
the learning curve in Figure 4.26 for the combined MultiSURF and XGB model im-
plies that the model was capable of generalising to the data. Lack of over-fitting
supports the hypothesis from the previous section that the strong regularisation of
XGB compensated for the complexity of the model. However, the standard devia-
tion of the validation scores in Figure 4.26 suggests that 10 CV folds led to signif-
icant variations in performance estimates. Such variations were also observed for
the model in the HPV unrelated classification experiment (Figure 4.22). Thus, less
than 10 folds should therefore have been used in classification epxeriments (Section
3.8.3) to reduce the variability model performance estimates.
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5.8.3 Ranking Features with MultiSURF
About 42 % of the 26 features selected by MultiSURF (Section 4.4) as the most prog-
nostic to disease-free survival originated from the CT texture category (Figure 4.27).
Moreover, 23 % originated from the CT first-order category. This means that CT fea-
tures were recognised as more predictive of clinical outcome, compared to PET. The
superiority of CT features could be explained by loss of information in PET images
due to post-reconstruction filtering (Section 3.3.1).
Among the features that MultiSURF selected were T Stage, Stage, Naxogin days and
Eastern Cooperative Oncology Group performance status. Recognising stage features
as related to clinical outcome coincides with the use of tumour stage for clinical
treatment selection in head and neck cancer [3]. The feature ranked highest of all
these 26 was the Major Axis Length shape feature, which was also recognised as the
most predictive of patients response to treatment in the original cohort (Section
5.5). Studies have indicated that benign tumours are more spherical thanmalignant
tumours [150], and shape features have shown the capacity to distinguish between
malignancy and treatment response [151].
The second and fourth highest ranked features were the 32 bins CTDependence Vari-
ance (DV), and the 64 bins CT Large Dependence High Gray Level Emphasis (LDHGLE).
The third highest ranked feature was the median image intensity. Thus, three of the
four highest ranked features originated from CT. Both the LDHGLE and DV features
measures intratumour heterogeneity which has demonstrated predictive value in
radiomics [14], [19]. Noting that the DV and LDHGLE features were determined to
be important in 32 and 64 bins images demonstrates that intratumour heterogeneity
is expressed at different intensity scales [14].
TheCTRun LengthNon-Uniformity (RLNUN) texture featurewas determined byAerts
et al. (2014) as themost prognostic both in head and neck and lung cancers. Accord-
ing toMultiSURF, this feature was the 10thmost important for disease-free survival.
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5.8.4 Biomarker Identification with Shapley Additive
Explanations
Both MultiSURF and SHAP values did rank the same four features as the most pre-
dictive of disease-free survival (Section 4.4). The consensus between thesemethods
could be interpreted in the direction that XGB may have adapted to the features se-
lected by MultiSURF and that this gave suboptimal results. However, experimental
results (Figure 4.21) showed that the XGB model performed poorer without prior
feature selection. This would most likely not have been the situation if MultiSURF
did not select features relevant to XGB.
Among the features selected using SHAP values was only Major Axis Length by defi-
nition dependent of the ROI (Appendix E, Section E.2). The CTmedian, Dependence
Variance and 64 bins LDHGLE, were all less than 0.5 SCC correlated to ROI size (Fig-
ure 4.29). This means that features with relatively weak associations to ROI size
were identified as relevant of patient treatment outcome.
5.9 A Software Ecosystem for Radiomics Research
Curated open-source software may serve as standard references for radiomics re-
searchers. An example of such is the PyRadiomics package [16]. To increase the
reliability in radiomics software, functionality can be developed to automatically
update the configuration files for PyRadiomics feature extraction [99]. This mech-
anism will relieve the user from manually maintaining these settings, which can
increase efficiency and reduce the potential for mistakes. Using material from the
feature_extraction folder (Section 3.1) in biorad [25], a Python decorator function
[152] can be written to automatically update the fields in these files. For instance, if
a function is used to calculate some parameters, the decorator will ensure that the
appropriate field in the configuration file is update each time a call is made to this
function.
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5.10. Suggested Topics to Progress Radiomics Research
Furthermore, the code used to perform classification experiments in this thesis can
be extended to include wrapper algorithms for feature selection and to record mul-
tiple performance metrics. The current implementations are located in the experi-
ments folder (Section 3.1) of the package, and relies heavily on the Scikit-Learn ap-
plication programming interface [153]. To increase the methodological transparency
in radiomics, procedures to perform such classification experiments should be read-
ily available.
An implementation of the Bootstrap Bias Corrected CV (BBC-CV) procedure, de-
scribed by Tsamardinos, Greasidou, and Borboudakis (2018) [154], can be used to
compare the performance of this method to the nested CV. Tsamardinos, Greasidou,
and Borboudakis (2018) proposed BBC-CV as an alternative to nested CV, claiming
that the protocol associated smaller variance and bias, in addition to being compu-
tationally more efficient [154]. Performing classification experiments to compare
these protocols will reveal which is the most computationally efficient and is the
least biased. The result will not only have applications to radiomics but to all prac-
titioners of model comparison experiments.
5.10 Suggested Topics to Progress Radiomics
Research
The prognostic value of the potential biomarkers identified in this thesis (Section
4.4) can be assessed using an independent HPV unrelated cohort. Quantification
of the predictive information in these features will contribute to elucidate the rel-
evance of tumour volume and intratumour heterogeneity in head and neck cancer
treatment.
Beam-hardening and streak artefacts, from bone and dental fillings, are common
in head and neck cancer imaging [115]. Therefore, the impact of such artefacts on
radiomics features should be studied to develop methods for correcting and eval-
uating the quality of the features. For instance, comparing the distributions of CT
features before and after the removal of only image stacks will reveal if this has an
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equally strong impact on CT features as was observed for PET features in this the-
sis (Section 5.3.1). Moreover, discarding image stacks if more than 50 % of the ROI
was influenced by artefacts is a threshold suggested by Ger et al. (2018) that was not
explored in this thesis.
Whether or not interactions between clinical factors, PETparameters, and radiomics
features contributed to increasing the performance of classification models was not
investigated in this thesis. Classification experiments with only radiomics features
or PET parameters would reveal the prognostic information exclusively contained in
these features. Moreover, multi-block methods, such as Sequential Orthogonalised
Partial Least Squares [155] or Response-Oriented Sequential Alternation [156], as well
as Group LASSO [118], can be used to study the prognostic information in feature
subsets with respect to clinical endpoints.
Feature redundancy facilitates an opportunity to reduce the curse of dimension-
ality [142]. Smaller sets can be obtained by removing correlated features from ra-
diomics analyses while monitoring the amount of predictive information retained
in the data. Derivation of additional adjustments to texture features, as proposed
by Hassan et al. (2018) [119], reduces the need for texture optimisation, which was
demonstrated in this thesis (Section 4.2.3).
This thesis only investigated the relationship between pairs of features. However,
Welch et al. (2019) recommend to consider multicollinearity in the analysis of ra-
diomics features [157]. One method to detect multicollinearity is by the condition
number test, which identifies the correlated variables instead of producing a score
value to quantify correlation [158].
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Chapter 6
Conclusion
Routine acquisition of medical images facilitates an opportunity for using image-
based personalised cancer treatment in clinical practice [4]. Imaging, contrary to
tissue biopsy, describes the entire tumour volume and reflects intratumour hetero-
geneity [6], [10].
Radiomics quantifies physiological tumour characteristics using image descriptors
[12]. These descriptors are capable of capturing the intratumour heterogeneity that
is hypothesised to have implications for cancer therapeutics and biomarker discov-
ery [8].
6.1 Software for Radiomics Data Analysis
The initial goal of this thesis was to implement methodologies for radiomics data
analysis using the PythonTM [97] programming language. Procedures for radiomics
feature extraction and classification of clinical outcomeswere based on open-source
libraries, such as PyRadiomics [16] and Scikit-Learn [67]. Moreover, recommenda-
tions from the Image Biomarker Standardisation Initiative [108] were followed. The
code material for all implemented protocols is publicly available via the GitHub c©
web-based hosting service as a package named biorad [25]. Development of open-
source software may contribute to increase the methodological transparency and
reliability of results in radiomics research.
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6.2 Searching for Potential Biomarkers
The second goal of this thesis was to explore clinical factors, PET parameters and
radiomics features from PET and CT in search of biomarkers prognostic of disease-
free survival. In a cohort of 198 head and neck cancer patients, disease-free survival
was the studied clinical outcome of radiotherapy treatment.
Removal of image stacks and CT slices to account for bone structures and streak
artefacts indicated loss of textural information in the artefact corrected images. In
order to elucidate these results, further testing of the guidelines proposed by Ger
et al. (2018) [115] is encouraged.
Studies of intra- and inter-feature correlations identified 361 of the 513 original fea-
tures as redundant. This result demonstrates the need for feature refinement to re-
move superfluous information in radiomics. Modification of radiomics texture fea-
tures, after Hassan et al. (2018) [119], successfully reduced the correlation between
the adjusted features and the levels of image discretisation. Modification of feature
definitions can contribute to reducing the need for image texture optimisation.
Dividing the patients into two subgroups by relation to HPV gave 76.4 ± 13.2 %
AUC as the highest performance in classification experiments, using a combination
of MultiSURF feature selection and Extreme Gradient Boosting to classify the HPV
unrelated patients. The HPV related cohort included 53 % cases of disease-free sur-
vival, which demonstrates the potential for identification of prognostic factors in
patient subgroup.
Four featureswere identified as potentially prognostic of disease-free survival. Among
these were two CT features quantifying characteristics of intratumour heterogene-
ity, and the CT median intensity. One feature quantified tumour shape characteris-
tics and was, contrary to the CT features, significantly correlated with tumour vol-
ume. This shape feature was also considered the most reliable indicator of disease-
free survival. The fourth feature was the CT median intensity. Determining the
prognostic value of disease-free survival in these features, using an independent
HPV unrelated cohort, will elucidate the relevance of tumour volume and intratu-
mour heterogeneity in treatment of head and neck cancers.
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Appendix A
Feature Exploration
A.1 Clinical Factors
Table A.1 summarizes the characteristics of the 198 patients included in the data
set.
Table A.1: A summary of pre-treatment and tumor characteristics referred to as
clinical factors of the patient cohort.
Factor Description
Total number of patients 198
Age (years) 60 (40, 80)(1)
Gender Male 50 (25 %)
Female 148 (74 %)
Tumour stage T1/T2 96.0 (48 %
T3/T4 102 (52 %)
Pack years 22 (0, 128)*
Naxogin (days) 39 (0, 45)*
Cisplatin (treatments) 0 44 (22 %)
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Table A.1: A summary of pre-treatment and tumor characteristics referred to as
clinical factors of the patient cohort.
Factor Description
1-3 19 (10 %)
4-6 135 (68)
Stage 0 1 (0 %)
I 2 (1 %)
II 17 (8 %)
III 39 (19 %)
IV 138 (69 %)
Degree of spread N0 121 (61 %)
N1 47 (24)
N2 23 (12 %)
N3
Tumour site Oral cavity 17.0 (9 %)
Oropharynx 144 (73 %)
Hypopharynx 16.0 (8 %)
Larynx 21.0 (10 %)
Tumour volume (cm 3) 14.7 (0.800, 285)(1)
HPV status Positive 83 (42 %)
Negative 18 (9 %)
Unknown 97 (49 %)
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Table A.1: A summary of pre-treatment and tumor characteristics referred to as
clinical factors of the patient cohort.
Factor Description
ICD-10 C01 34 (17 %)
C02 8 (4.04 %)
C03 1 (0 %)
C04 3 (1 %)
C05 4 (2 %)
C06 1 (0 %)
C09 74 (37 %)
C10 36 (18 %)
C12 6 (3 %)
C13 10 (5 %)
C32 21 (11 %)
Histology 0 138 (70 %)
1 50 (26 %)
2 9 (5 %)
3 1 (0 %)
ECOG performance status 0 128 (65 %)
1 65 (33 %)
2 5 (2 %)
Charlson Comorbidity Index 0 130 (66 %)
149
Feature Exploration
Table A.1: A summary of pre-treatment and tumor characteristics referred to as
clinical factors of the patient cohort.
Factor Description
1 45 (23 %)
2 15 (8 %)
3 4 (2 %)
4 3 (2 %)
5 1 (0 %)
(1): median, (minimum, maximum)
A.2 The Distribution of Radiomics Features
Figure A.1 shows the distribution of shape, PET and CT radiomics features per pa-
tient. Each distinct colour in Figure A.1 represents a different feature. However,
the aim with Figure A.1, is to visualise the distributions of feature values to identify
observations deviating from the mean behavior.
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Figure A.1: Scatter plots of radiomics feature values (vertical axis) for each of the
198 patients (horizontal axis). Each color label represents a different feature.
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Appendix B
Classification Experiments
B.1 Removing Intra-Feature Correlations
Figure B.1 shows the result of classifying disease-free survival after removal of intra-
correlated features (Experiment 4, Section 3.8.3). The no information rate (Section
3.10) in the classified cohort was 67 % disease-free survival.
DT ET KNN LGBM LR QDA RF Ridge SVC XGB
Classification algorithm
Chi-Square
No Feature
Selection
Fisher Score
MultiSURF
Mutual
Information
ReliefF
Wilcoxon
Rank Sum
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m
65.3 63.8 61.5 66.8 62.1 63.4 65.5 63.2 64.6 63.6
61.4 61.1 58.1 66.9 59.8 56.7 59.4 59.1 61.2 60.1
64.8 65.1 63.4 66.8 64.6 64.7 65.8 65.2 65.3 63.6
59.6 61.0 56.7 59.6 61.7 61.5 63.0 62.1 60.8 58.0
62.3 63.2 61.9 65.2 62.4 64.0 64.4 65.0 63.6 61.0
59.1 61.4 55.8 58.0 61.6 61.4 62.8 63.6 61.8 59.3
60.4 58.8 56.1 58.3 55.4 56.4 59.4 57.8 58.8 57.3
wAUC (%)
52.39
55.89
59.39
62.89
66.38
69.88
Figure B.1: Average wAUC (%) from including features retained after removal of
intra-feature correlations (Section 3.8.3) to classify disease-free survival with com-
binations of feature selection (vertical axis) and classification (horizontal axis) al-
gorithms. The wAUC (%) score was averaged over 40 repeated experiments. The
colour bar shows that a higher score corresponds to more correct classifications.
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B.2 Removing Both Intra- and Inter-Feature
Correlations
Table B.1 shows the average hyperparameter configuration selected for the model
combining Fisher Score feature selection and LGBM classification in Experiment 5
(Section 3.8.3). This classification experiment included the standard feature matrix
(Section 3.5) subjected to filtering and removal intra- and inter-correlated features,
as described in Sections 3.8.3 and 3.8.3.
Table B.1: Themeanhyper-parameter configuration for themodel combining Fisher
Score feature selection and LGBM classification calculated from configurations se-
lected in the classification experiment based on the standard feature matrix sub-
jected to filtering and removal intra- and inter-correlated features (Experiment 5,
Section 3.8.3)
Hyper-Parameter Mean
Learning Rate 8.50
Maximum tree depth 165
Minimum samples in leaves 4
Number of trees 101
α-regularization 11.2
λ-regularization 49.3
B.3 Classifying Disease-Free Survival in the HPV
Related Cohort
Figure B.2 shows the results of classifying patients in the HPV related cohort (Exper-
iments 8%9, Section 3.8.3). The no information rate in theHPV related experiments
was 73 % disease-free survival.
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a) The standard feature matrix.
DT ET KNN LGBM LR QDA RF Ridge SVC XGB
Classification algorithm
Chi-Square
No Feature
Selection
Fisher Score
MultiSURF
Mutual
Information
ReliefF
Wilcoxon
Rank Sum
Fe
at
ur
e 
se
le
ct
io
n 
al
go
ri
th
m
65.3 58.7 53.9 66.2 64.1 54.5 59.3 61.0 64.2 54.8
60.3 54.6 52.8 64.7 53.8 55.5 54.9 55.0 65.2 53.8
67.9 64.9 58.3 66.1 64.3 58.5 66.2 65.0 65.9 55.9
64.0 63.2 53.7 62.8 66.2 58.4 61.7 66.6 67.6 56.7
57.1 56.6 55.5 63.1 61.6 59.3 57.3 58.0 59.4 52.4
57.6 55.0 51.9 60.6 62.0 55.2 55.8 62.8 60.7 54.8
61.7 56.8 53.5 52.2 63.9 59.1 53.6 59.6 63.9 56.2
wAUC (%)
48.92
53.32
57.73
62.13
66.53
70.94
b) Removal of intra- and inter-correlated features.
Figure B.2: Average wAUC (%) from including (a) standard features, and (b) features
from removal of intra- and inter-correlations (Section 3.8.3) to classify disease-free
survival in the HPV related cohort with combinations of feature selection (vertical
axis) and classification (horizontal axis) algorithms. The colour bar shows that a
higher score corresponds to more correct classifications.
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Appendix C
Potential Biomarkers
Figure C.1 shows the distribution of each feature selected as potential biomarkers
grouped and hued according to clinical endpoints in the HPV unrelated cohort.
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a) CT Dependence Variance. b) CT Median.
a) CT LDHGLE 64 bins. b) Major Axis Length.
Figure C.1: The distribution of features selected as potential biomarkers grouped
according to clinical endpoint for patients in the HPV unrelated cohort. Purple his-
tograms signifies disease-free survival, whereas yellow represents alternative out-
comes. Abbreviation: Large Dependence Low Gray Level Emphasis (LDHGLE).
FigureC.2 shows the relationships between the features selected as potential biomark-
ers grouped according to clinical endpoints in the HPV unrelated cohort.
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Figure C.2: The relationships between features selected as potential biomarkers
grouped according to clinical endpoints in the HPV unrelated cohort. Purple data
points signifies disease-free survival, whereas yellow data points represents alter-
native outcomes. Abbreviation: Large Dependence Low Gray Level Emphasis (LD-
HGLE).
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Appendix D
Performing a Classification
Experiment
The code used to perform model comparison simulations in this thesis is available
from the https://github.com/gsel9/biorad in a folder named bioard [25].
Scripts including the relevant code for such experiments are contained in the exper-
iments folder. An experimental setup is available in the main.py file. The file com-
parison_schemes.py contains an implementation of nested stratified cross-validation
(CV) [94] with SMAC [136] hyper-parameter optimization. Parallel execution of clas-
sification experimentwasmanagedwith the joblib package [159]. The following code
sections illustrate a model comparison experiment.
Code Section D.1 shows a declaration of experimental parameters.
1 MAX_EVALS = 80 # The number ( in teger ) of ob j ec t i ve eva luat ions with SMAC.
2 CV = 10 # The number of fo ld s in the nested cross−va l i da t ion protocol .
3 NUM_REPS = 40 # The number of experimental repeats .
Code Section D.1: Configure experiment parameters.
In Code Section D.1, the parameter MAX_EVALS specifies the upper number of ob-
jective function evaluations performed by SMAC. This parameter corresponds to the
variable T in Algorithm 1. Moreover, NUM_REPS specifies the number of random
seed values to sample, shown in Code Listing D.2.
1 import numpy as np
2
3 # To ensure r ep roduc i b i l i t y of randomly generated numbers .
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4 np . random . seed ( seed =0)
5 random_states = np . random . choice (1000 , s i ze =NUM_REPS)
Code Section D.2: Collect random seed values.
The the NUM_REPS parameter use to sample random seed values, as shown in Code
Listing D.2, also corresponds to the number of times the nested CV procedure is
repeated.
Code Section D.3 illustrates an example of how the objective for the classification
experiment can be defined.
1 from sklearn . metr ics import roc_auc_score
2
3 def balanced_roc_auc ( y_true , y_pred ) :
4 " " " Ca lcu late the weighted AUC optimizat ion metric . " " "
5 return roc_auc_score ( y_true , y_pred , average= ’ weighted ’ )
Code Section D.3: Optmisation objective.
Note that the function in Code SectionD.3 accepts two arguments. These arguments
corresponds to the ground truths and the predicted values. Moreover, the function
in Code Section D.3 specifies the method for quantifying the performance of models
in a classification experiment.
Further, the algorithms currently implemented in biorad [25] are based on the scikit-
learn API [67]. These algorithms combines each scikit-learn implementation with
a hyper-parameter domain, included in the SMAC package [88]. To prepare a set of
models, consisting of combination of feature selection and classification algorithms,
Code Section D.4 illustrates the required format.
1 from algorithms import f e a tu r e _ s e l e c t i on
2 from algorithms import c l a s s i f i c a t i o n
3
4 # Ins t an t i a t e c l a s s i f i c a t i o n algorithms .
5 est imators = [
6 c l a s s i f i c a t i o n . Quadrat icDiscr iminantEst imator ( ) ,
7 c l a s s i f i c a t i o n . SVCEstimator ( ) ,
8 ]
9
10 # Ins t an t i a t e fea ture se l e c t i on algorithms .
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11 s e l e c t o r s = [
12 f e a tu r e _ s e l e c t i on . WilcoxonSelection ( ) ,
13 f e a tu r e _ s e l e c t i on . MultiSURFSelection ( ) ,
14 ]
Code Section D.4: Configure experiment models.
As shown in Code Section D.4, classification and feature selection algorithms are
imported and organized separately in two lists. A function that combines these al-
gorithms into a format that is compatible with a scikit-learn Pipeline object is avail-
able in the main.py file.
A call to the function shown in Code Listing D.5 executes the model comparison
experiment.
1 from model_comparison import model_comparison_fn
2
3 model_comparison_fn (
4 experiments=prep_p ipe l ine ( est imators , s e l e c t o r s ) ,
5 pa th _ f i n a l _ r e s u l t s = ’ resul ts_exper iment1 . csv ’ ,
6 output_d i r = ’ parameter_search ’ ,
7 random_states=random_states ,
8 score_func=balanced_roc_auc ,
9 max_evals=MAX_EVALS,
10 cv=CV,
11 X=X,
12 y=y
13 )
Code Section D.5: Simulation example.
The first parameter, experiments, given to the function in Code Listing D.5 is the
function included in main.py that handles the formatting of the classification and
feature selection algorithms from Code Listing D.4. Furthermore, path_final_results
and output_dir are references to the experimental results and a folder containing the
outputs produced by SMAC. The random_states, score_func andmax_evals parameters
are defined in Code Listings D.2, D.3 and D.1, respectively. The data matrix, X ∈
Rn×p, containing n observations and p features have to be in the format of a NumPy
[160] array. Moreover, the vector of ground truths, y ∈ Rn, is required to be of the
same format.
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A folder is created once the experimented is initiated to store temporary results.
If the experiment is aborted, the experiment can be continued from the last store
temporary results. Once the experiment is complete, the folder with the temporary
results is removed, and the results are contained in a single file.
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Definitions of Radiomics Features
The following feature definitions are derived from the PyRadiomics, version 2.1.2,
PythonTM package [16], [97].
The tumor volume is referred to as the ROI.
E.1 First-Order Features
Let
• X be a set of Np voxels contained in the ROI ,
• P (i) denote a histogram of Ng unique intensity values,
• and p(i) = P (i)/Np be the histogram scaled by the number voxels in the ROI
Table E.1: Definitions of extracted the first-order features.
Description Definition
Energy: ∑Np
i=1(X(i) + c)
2Measures themagnitude of image inten-
sities. The arbitrary constant c ∈ R pre-
vents negative intensities.
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Total Energy:
V ·∑Npi=1(X(i) + c)2Scales the Energy feature value by the
voxel volume in mm3.
Entropy:
−∑Npi=1 p(i) log2(p(i) + )Quantifies randomness in image val-ues. An arbitrary small parameter  ∈
R prevents log 0.
Minimum:
min(X)
The global image minimum intensity.
10th Percentile:
The 10th percentile of image intensity values.
90th Percentile:
The 90th percentile of image intensity values.
Maximum:
max(X)
The global image maximum intensity.
Mean:
1
Np
∑Np
i=1X(i)
The average image value.
Median:
The image median value.
Interquartile Range:
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The difference between the 75th and 25th
percentiles.
Range:
max(X)−min(X)
The difference between the maximum
and minimum intensity values.
Mean Absolute Deviation:
1
Np
∑Np
i=1 |X(i)−X|
The mean distance between image val-
ues and the image mean, X¯.
Robust Mean Absolute Deviation:
1
N10−90
∑N10−90
i=1 |X10−90(i)−X10−90|The mean distance between image val-
ues and the intensities ranging from the
1010 to the 90th percentiles.
Root Mean Squared: √
1
Np
∑Np
i=1(X(i) + c)
2
The square–root of averaged squared
image values as a measure of image
valuemagnitude. The arbitrary constant
c ∈ R prevents negative intensities.
Skewness: 1
Np
∑Np
i=1(X(i)−X)3
(
√
1
Np
∑Np
i=1(X(i)−X)2)3
Quantifies asymmetry in the inten-
sity distribution about the mean image
value.
Kurtosis:
1
Np
∑Np
i=1(X(i)−X)4
(
√
1
Np
∑Np
i=1(X(i)−X)2)2
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Et mål på hvor spiss distribusjonen av
intensitetsverdier er. Høye kurtosis-
verdier tilsier at distribusjonen er kon-
sentrert mer rundt "halene" til et his-
togram enn rundt X¯.
Uniformity:
∑Ng
i=1 p(i)
2
Quantifies the sumof the squares of each
intensity value representing homogene-
ity of the image array. Greater unifor-
mity implies a greater homogeneity of
intensity values.
E.2 Shape Features
Consider a trianglemesh with vertices positioned midway on edges between voxels.
Each triangle is defined by three adjacent vertices, and share edges by exactly one
other triangle.
• Nv be the number of voxels in the ROI,
• Nf represent the number of triangles defining the mesh,
• V be the mesh volume measured in mm3,
• and A be the mesh surface area measured in mm2.
Table E.2: Definitions of extracted shape features.
Feature Ligning
Mesh Volume:
∑Nf
i=1
VXi ·(VYi×VZi)
6
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Volume calculated with a triangle
mesh, where each face, i, in the mesh
is defined by the vertices VXi VYi VZi.
Voxel Volume:
∑Nv
i=1 Vi
Volume calculated as the number of
voxels in the ROI multiplied by the
size of each voxel, Vi.
Surface Area:
1
2
∑Nf
i=1 |VZiVYi × VZiVXi|Calculates the ROI surface area using
a triangle mesh.
Surface Area to Volume Ratio:
A
V
Scales the surface area, A, by the ROI
mesh volume, V .
Sphericity:
3√
3piV 2
A
Measures the roundness of the ROI
shape relative to a sphere.
Maximum Three-Dimensional Diameter:
The largest pairwise Euclidean dis-
tance between ROI surface mesh ver-
tices.
Maximum Two-Dimensional Diameter:
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The largest pairwise Euclidean dis-
tance between ROI surface mesh ver-
tices along the axial, coronal or sagit-
tal plans.
Major Axis Length:
4
√
λMThe length of the largest axis de-
rived from Principal Component Anal-
ysis. applied to the ROI coordinates.
Minor Axis Length:
4
√
λm
The length of the second-largest
axis derived from Principal Compo-
nent Analysis. applied to the ROI
coordinates.
Least Axis Length:
4
√
λlThe length of the smallest axis de-
rived from Principal Component Anal-
ysis. applied to the ROI coordinates.
Elongation: √
λm
λM
The ratio between the two largest
principal components derived from
the ROI coordinates.
Flatness √
λl
λM
The ratio between the smallest and
the largest principal components de-
rived from the ROI coordinates.
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E.3 Gray Level Co-Occurrence Matrix Features
Let
•  ∈ R be an arbitrary small number,
• P(i,j) denote the Gray Level Co-Occurrence Matrix (GLCM) with a neighbour-
hood radius δ along an angle θ,
• p(i, j) = p(i, j)/∑P (i, j) be the GLCM scaled by the number of elements in
the GLCM,
• Ng be the number of image intensity values,
• px(i) =
∑Ng
j=1 p(i, j) and py(j) =
∑Ng
j=1 p(i, j) represent the marginal row and
column probabilities, respectively,
• µx and µy be the mean value px, and py, with σx and σy as the corresponding
standard deviations,
• px+y(k) =
∑Ng
i=1 sum
Ng
j=1p(i, j) for i+ j = k | k ∈ [2, 2Ng],
• px−y(k) =
∑Ng
i=1
∑Ng
j=1 p(i, j) for |i− j| = k | k ∈ [0, Ng − 1],
• HX = −∑Ngi=1 px(i) log2 (px(i) + ) as the px entropy,
• HY = −∑Ngj=1 py(j) log2 (py(j) + ) as the py entropy,
• HXY = −∑Ngi=1∑Ngj=1 p(i, j) log2 (p(i, j) + ) as the p(i,j) antropy
• HXY 1 = −∑Ngi=1∑Ngj=1 p(i, j) log2 (px(i)py(j) + ).
• HXY 2 = −∑Ngi=1∑Ngj=1 px(i)py(j) log2 (px(i)py(j) + ).
Table E.3: Definitions of extracted Gray Level Co-Occurrence Matrix features.
Description Definition
Autocorrelation: ∑Ng
i=1
∑Ng
j=1 p(i, j)ij
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Quantifies the texture fineness and
coarseness of magnitude.
Joint Average: ∑Ng
i=1
∑Ng
j=1 p(i, j)iThe mean value of the distribution of
i.
Cluster Prominence:
∑Ng
i=1
∑Ng
j=1(i+ j − µx − µy)4p(i, j)
Measures the skewness and asymme-
try of the GLCM. Greater asymmetry
about the mean is signified by higher
feature value.
Cluster Shade: ∑Ng
i=1
∑Ng
j=1(i+ j − µx − µy)3p(i, j)Quantifies the skewness and unifor-
mity of the GLCM.
Cluster Tendency: ∑Ng
i=1
∑Ng
j=1(i+ j − µx − µy)2p(i, j)Measures voxel regions with similar
intensities.
Contrast:
∑Ng
i=1
∑Ng
j=1(i− j)2p(i, j)
Measure neighborhood intensity vari-
ations, favoring values away from the
GLCM diagonal. Higher values signi-
fies disparity in a neighborhood of in-
tensities.
Correlation: ∑Ng
i=1
∑Ng
j=1 p(i,j)−µxµy
σx(i)σy(j)
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The linear dependency between im-
age values and the GLCM voexls.
Difference Average: ∑Ng−1
k=0 kpx−y(k)The relation between pairs of similar
intensities and occurrences of pairs
with different intensities.
Difference Entropy: ∑Ng−1
k=0 px−ylog2(px−y(k) + Quantifies randomness in differences
between neighborhood intensity val-
ues.
Difference Variance:
∑Ng−1
k=0 (k −DA)2px−y
Heterogeneity emphasizing pairs of
differing intensity values deviating
from the mean intensity.
Joint Energy:
∑Ng
i=1
∑Ng
j=1(p(i, j))
2
Quantifies homogeneous image pat-
terns. Increased energy implies a
more pairs of neighbouring intensi-
ties at higher values.
Joint Entropy:
−∑Ngi=1∑Ngj=1(p(i, j))log2(p(i, j) + )Measures variability in neighboring
intensity values.
Informal Measure of Correlation 1:
HXY−HXY 1
max{HX,HY }
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An estimate of the correlation be-
tween the probability distributions of
i and j based on mutual information
to quantify texture complexity.
Informal Measure of Correlation 2:
√
1− e−2(HXY 2−HXY )An alternative measure of texture
complexity.
Inverse Difference Moment ∑Ng
i=1
∑Ng
j=1
p(i,j)
1+|i−j|2Measures the local intensity homo-
geneity.
Maximal Correlation Coefficient: ∑Ng
k=0
p(i,k)p(j,k)
px(i)py(k)Quantifies the the complexity of im-
age texture.
Inverse Difference: ∑Ng−1
k=0
px−y(k)
1+kAn alternative measure for local im-
age homogeneity.
Inverse Difference Normalized:
∑Ng−1
k=0
px−y(k)
1+ kNg
An alternative measure of the local
homogeneity that normalizes the dif-
ference between the neighboring in-
tensity values by dividing by the total
number of discrete intensity values.
Inverse Variance: ∑Ng−1
k=1
px−y(k)
k2
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A homogeneity excluding the GLCM
diagonal.
Maximun Probability:
max(p(i, j))The number of occurrences of the
most predominant pair of neighbor-
ing image values.
Sum Entropy: ∑2Ng
k=2 px+y log2(px+y(k) + )The sum of neighborhood intensity
differences.
Sum of Squares:
∑Ng
i=1
∑Ng
j=1(i− µx)2p(i, j)
Measures the distribution of neigh-
bouring intensity pairs about the
mean intensity in the GLCM.
E.4 Gray Level Size Zone Matrix Features
Let
• Ng denote the number of discrete image intensities,
• Ns denote the number discrete image zone sizes,
• Np be the number image voxels,
• Nz =
∑Ng
i=1
∑Ns
j=1 P (i, j) subject to 1 ≤ Nz ≤ Np,
• P (i, j) represent a GLSZM,
• and p(i, j) = P (i, j)/Nz is a scaled GLSZM.
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Table E.4: Definitions of extracted Gray Level Size Zone Matrix features.
Description Definition
Small Area Emphasis ∑Ng
i=1
∑Ns
j=1
P (i,j)
j2
NZ
Measures the distribution of small
size zones. A greater value is indica-
tive of more finer textures.
Large Area Emphasis ∑Ng
i=1
∑Ns
j=1 P (i,j)j
2
NZ
Measures the distribution of large
area size zones. Larger values indi-
cates coarser textures.
Gray Level Non–Uniformity
∑Ng
i=1(
∑Ns
j=1 P (i,j))
2
Nz
The variability of image intensity val-
ues in the image. Smaller values
points to greater similarity in inten-
sities.
Gray Level Non–Uniformity Nor-
malized
∑Ng
i=1(
∑Ns
j=1 P (i,j))
2
N2zScaled Gray Level Non–Uniformity.
Size–Zone Non–Uniformity
∑Ns
j=1
(∑Ng
i=1 P (i,j)
)2
Nz
Size zone volume variability in the
image. A lower value indicates homo-
geneity in size zone volumes.
Size–Zone Non–Uniformity Nor-
malized
∑Ns
j=1
(∑Ng
i=1 P (i,j)
)2
N2z
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Scaled Size–Zone Non–Uniformity.
Zone Percentage
Nz
Np
A measure image texture coarseness
of the texture as the ratio of number
of zones and number of voxels in the
ROI.
Gray Level Variance
Ng∑
i=1
Ns∑
j=1
p(i, j)(i− µ)2
The variance in zone intensities.
Zone Variance
Ng∑
i=1
Ns∑
j=1
p(i, j)(j − µ)2
The variance in zone size volumes.
Zone Entropy
−
Ng∑
i=1
Ns∑
j=1
p(i, j) log2(p(i, j) + )
The randomness in the distribution of
zone sizes and gray levels. More het-
erogeneneity in texture patterns are
signified by higher values.
Low Gray Level Zone Emphasis
∑Ng
i=1
∑Ns
j=1
P (i,j)
i2
Nz
Measures the distribution of lower in-
tensity size zones. Higher values in-
dicates more of lower intensity values
and size zones in the image.
High Gray Level Zone Emphasis
∑Ng
i=1
∑Ns
j=1 P (i,j)i
2
Nz
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The distribution of the higher intensi-
ties. Larger proportions of higher in-
tensity values and size zones are indi-
cated by higher values.
Small Area Low Gray Level Empha-
sis ∑Ng
i=1
∑Ns
j=1
P (i,j)
i2j2
Nz
The joint distribution of smaller size
zones with lower intensities propor-
tion of the image.
Small Area High Gray Level Em-
phasis ∑Ng
i=1
∑Ns
j=1
P (i,j)i2
j2
Nz
The joint distribution of smaller size
zones with higher intensity values
proportion of the image.
Large Area Low Gray Level Empha-
sis ∑Ng
i=1
∑Ns
j=1
P (i,j)j2
i2
Nz
The joint distribution of larger size
zoneswith lower intensity values pro-
portion of the image.
Large Area High Gray Level Em-
phasis ∑Ng
i=1
∑Ns
j=1 P (i,j)i
2j2
Nz
The joint distribution of larger size
zones with higher intensity values
proportion of the image.
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E.5 Gray Level Run Length Matrix Features
Let
• Ng be the number of image intensities,
• Nr denote the number of discrete image run lengths,
• Np be the number of image voxels,
• Nz(θ) =
∑Ng
i=1
∑Nr
j=1 P (i, j|θ) be the number of image runs along the angle θ,
subject to 1 ≤ Nz(θ) ≤ Np,
• P (i, j|θ is the GLRLM in direction θ,
• and p(i, j|θ) = P (i,j|θ).
Nz(θ))
as the scaled GLRLM matrix.
Table E.5: Definitions of extracted Gray Level Run Length Matrix features.
Description Definition
Short Run Emphasis ∑Ng
i=1
∑Nr
j=1
P (i,j|θ)
j2
Nr(θ)
Measures the distribution of short run
lengths. A higher value points to finer
textures structural textures.
Long Run Emphasis
∑Ng
i=1
∑Nr
j=1 P (i,j|θ)j2
Nr(θ)
Measures the distribution of long run
lengths. A higher value indicates to
coarse structural textures.
Gray Level Non–Uniformity
∑Ng
i=1(
∑Nr
j=1 P (i,j|θ))
2
Nr(θ)
The similarity of intensity values.
Lower values correlates with a higher
similarity in image values.
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Gray Level Non–Uniformity Nor-
malized (GLNN)
∑Ng
i=1(
∑Nr
j=1 P (i,j|θ))
2
Nr(θ)2Scaled Gray Level Non–Uniformity.
Run Length Non–Uniformity
∑Nr
j=1
(∑Ng
i=1 P (i,j|θ)
)2
Nr(θ)
The similarity of image run lengths.
Lower values describes indicates
more similarity among image run
lengths.
Run Length Non-Uniformity Nor-
malized
∑Nr
j=1
(∑Ng
i=1 P (i,j|θ)
)2
Nz(θ)2Scaled Run Length Non–Uniformity.
Run Percentage
Nr(θ)
Np
Quantifies texture coarseness as the
ratio of number of runs and number
of voxels in the ROI.
Gray Level Variance
Ng∑
i=1
Nr∑
j=1
p(i, j|θ)(i− µ)2The intensity variance in image runs.
Run Variance
Ng∑
i=1
Nr∑
j=1
p(i, j|θ)(j − µ)2
The variance in runs over image run
lengths.
Run Entropy
−
Ng∑
i=1
Nr∑
j=1
p(i, j|θ) log2(p(i, j|θ) + )
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Randomness in the joint run lengths
and intensity distribution. More
randomness indicates more homoge-
neous texture patterns.
Low Gray Level Run Emphasis
∑Ng
i=1
∑Nr
j=1
P (i,j|θ)
i2
Nr(θ)
The distribution of low intensity val-
ues. A lager concentration of low in-
tensity is indicated by a higher value.
High Gray Level Run Emphasis
∑Ng
i=1
∑Nr
j=1 P (i,j|θ)i2
Nr(θ)
The distribution of the higher intensi-
ties. Larger concentrations of higher
intensity values are represented by a
higher value.
Short Run Low Gray Level Empha-
sis ∑Ng
i=1
∑Nr
j=1
P (i,j|θ)
i2j2
Nr(θ)
Et mål på den felles distribusjo-
nen av korte rekker med lave inten-
sitetsverdier.
Short Run High Gray Level Empha-
sis ∑Ng
i=1
∑Nr
j=1
P (i,j|θ)i2
j2
Nr(θ)
The join distribution of shorter run
lengths with low intensities.
Long Run LowGray Level Emphasis ∑Ng
i=1
∑Nr
j=1
P (i,j|θ)j2
i2
Nr(θ)
The joint distribution of shorter run
lengths with higher intensities.
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Long Run High Gray Level Empha-
sis ∑Ng
i=1
∑Nr
j=1 P (i,j|θ)i2j2
Nr(θ)
The joint distribution of long run
lengths with high intensities.
E.6 Neighbouring Gray Tone Difference Matrix
Features
Let
• ni denote the number of voxels in the ROI with intensity equal to i,
• Np be the number of image voxels,
• pi = niNv be the probability of an intensity,
• the sum of absolute differences for intensity i, be
si =

∑
i |i− A¯i| if ni 6= 0
0 if ni = 0
• Ng represent the number intensities
• and Ng,p be the number of intensities with pi 6= 0.
Table E.6: Definitions of extracted Neighbouring Gray Tone Difference Matrix fea-
tures.
Description Definition
Coarseness:
1∑Ng
i=1 pisi
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The average difference between a
center voxel and neighbouring voxels
indicating spatial rate of change. A
higher value indicatesmore local uni-
form texture.
Contrast:
 1
Ng,p(Ng,p−1)
Ng∑
i=1
Ng∑
j=1
pipj(i− j)2
 1
Np
Ng∑
i=1
si

The spatial intensity change depen-
dent on the intensity dynamic range.
High contrasts indicate a high dy-
namic range and the spatial change
rate.
Busyness:
∑Ng
i=1 pisi∑Ng
i=1
∑Ng
j=1 |ipi−jpj |
Quantifies the change between a cen-
ter voxel and a neighbourhood. Rapid
changes of intensity between voxels
and a neighbourhood is indicates by
high values.
Complexity:
1
Np
Ng∑
i=1
Ng∑
j=1
|i− j|pisi + pjsj
pi + pj
Measures non-uniformity and rapid
intensity changes.
Strength: ∑Ng
i=1
∑Ng
j=1 (pi+pj)(i−j)2∑Ng
i=1 si
Strength measures slow intensity
changes, but more large coarse
differences in gray level intensities.
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E.7 Gray Level Dependence Matrix Features
Let
• Ng be the number of image intensities,
• Nd represent the number of discrete image dependency sizes,
• Nz =
∑Ng
i=1
∑Nd
j=1 P (i, j) be the number of image dependency zones,
• P (i, j) represent the dependency matrix
• and p(i, j) = P(i,j)
Nz
be the scaled dependency matrix.
Table E.7: Definitions of extracted Gray Level Dependence Matrix features.
Description Definition
Small Dependence Emphasis
∑Ng
i=1
∑Nd
j=1
P (i,j)
i2
Nz
Measures the small dependency dis-
tribution. A is indicative of less ho-
mogeneous textures.
Large Dependence Emphasis
∑Ng
i=1
∑Nd
j=1 P (i,j)j
2
Nz
Measures the distribution of large de-
pendencies. Greater values indicates
more homogeneous textures.
Gray Level Non-Uniformity
∑Ng
i=1
(∑Nd
j=1 P (i,j)
)2
Nz
The similarity of image intensity val-
ues. Lower values points tomore sim-
ilar intensities.
Dependence Non-Uniformity
∑Nd
j=1
(∑Ng
i=1 P (i,j)
)2
Nz
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Quantifies the overall similarity of de-
pendencies in the image. Homogene-
ity among image dependencies are in-
dicated with a lower value.
Dependence Non-Uniformity Nor-
malized
∑Nd
j=1
(∑Ng
i=1 P (i,j)
)2
N2zScaled Dependence Non-Uniformity
Gray Level Variance ∑Ng
i=1
∑Nd
j=1 p(i, j)(i− µ)2
The variance of image intensities.
Dependence Variance ∑Ng
i=1
∑Nd
j=1 p(i, j)(j − µ)2
The variance in image dependencies.
Dependence Entropy
−∑Ngi=1∑Ndj=1 p(i, j) log2(p(i, j) + )
The entropy of dependencies.
Low Gray Level Emphasis
∑Ng
i=1
∑Nd
j=1
P (i,j)
i2
Nz
Measures the distribution of low in-
tensity values. Low values indicates a
low concentration of low intensities.
High Gray Level Emphasis
∑Ng
i=1
∑Nd
j=1 P (i,j)i
2
Nz
Measures the distribution of high in-
tensity values. Low values indicates a
low concentration of high intensities.
Small Dependence Low Gray Level
Emphasis ∑Ng
i=1
∑Nd
j=1
P (i,j)
i2j2
Nz
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The joint distribution of small depen-
dencies and small image values.
Small Dependence High Gray Level
Emphasis (SDHGLE) ∑Ng
i=1
∑Nd
j=1
P (i,j)i2
j2
Nz
The joint distribution of small depen-
dencies and large image valiues.
Large Dependence Low Gray Level
Emphasis (LDLGLE) ∑Ng
i=1
∑Nd
j=1
P (i,j)j2
i2
Nz
The joint distribution of large depen-
dencies and small intensities.
Large Dependence High Gray Level
Emphasis (LDHGLE) ∑Ng
i=1
∑Nd
j=1 P (i,j)i
2j2
Nz
The joint distribution of large depen-
dencies and large intensities.
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