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Resumen
La construccio´n de wavelets es un problema interesante, por el hecho de que no existen
reglas cerradas que permitan su ca´lculo (exceptuando algunas como la de Haar), desde este
punto de vista, explorar la construccio´n de las wavelets es necesaria, pues ellas brindan el
fundamento de la construccio´n de muchos filtros digitales que son usados en la pra´ctica.
En el trabajo se explora la construccio´n de 4 tipos fundamentales de wavelets como filtros,
las cuales fueron construidas por Ingrid Doubechies y no tienen implementacio´n en R,
esas son: Doublets y su caso particular de la Wavelet de Haar, Symlets, Coiflets y Coiflets
generalizadas.
Palabras Clave. Filtro, sen˜al pura, funcio´n escala, wavelet, coeficientes escala, coefi-
cientes wavelet, factorizacio´n espectral, ana´lisis multiresolucio´n.
Abstract
Building wavelet is an interesting problem, because there are not closed rules that allow us
their computation (except some of them as the Haar’s wavelet), from this point of view, to
explore the construction of wavelets is necessary, because they give us the basis to construct
a lot of digital filters which are used in practice. This work explores the construction of
4 types of wavelets as filters, these wavelets were constructed by Ingrid Doubchies and
they are not implemented in R program, those are: Doublet and its particular case Haar’s
Wavelet, Symlets, Coiflets and generalized Coiflets.
Key Words. Filter, pure sign, scale function, wavelet, scale coefficients, wavelet coef-
ficients, spectral factorization, multiresolution analysis.
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Cap´ıtulo 1
Preliminares
1.1. Objetivos del trabajo.
El presente trabajo nacio´ con la idea de construir un paquete de R que emule los
resultados producidos por el paquete S-Wave para S-PLUS. Con esta idea en mente, se
inicia la primera fase de este fabuloso trabajo con los siguientes objetivos en mente:
1. Estudiar la teor´ıa que fundamenta la construccio´n de las wavelets.
2. Estudiar la relacio´n de la teor´ıa de los filtros con las wavelets.
3. Programar los algoritmos que permiten reproducir los coeficientes de 4 tipos de
wavelets ortogonales ba´sicas.
4. Programar una extensio´n que permita encontrar los coeficientes de las coiflets gene-
ralizadas.
1.2. Introduccio´n.
El ana´lisis de sen˜ales es un campo de amplia utilidad, pues a trave´s de e´l se puede
descomponer una sen˜al s cuyo dominio es el tiempo, en un conjunto de sen˜ales que la
componen, estudiando estas componentes es posible mejorar la sen˜al original escogiendo
con criterio aquellas componentes importantes (en algu´n sentido) de tal manera que la
informacio´n de intere´s se mantenga (generalmente lo que se busca es eliminar la basura o
1
2ruido de la sen˜al original, aunque a veces es importante identificar el comportamiento del
ruido).
Las sen˜ales en estudio son finitas en el tiempo, por lo tanto es razonable pensar que
su energ´ıa es finita, en tal caso tiene sentido pensar que s ∈ L2(R), es decir
∞∫
−∞
s2(t)dt <∞ (1.1)
Para cumplir con la descomposicio´n de s, se debe usar un conjunto de funciones {fn}n∈Z
apropiadas que formen una base de L2(R) de tal manera que s se pueda expresar [QUIAN02]
como
s(t) =
∑
n∈Z
fn(t) (1.2)
Puesto que L2 es un espacio vectorial de dimensio´n infinita [KREY78], se espera escoger
el conjunto {fn ∈ L2/n ∈ Z} de manera apropiada. Esta manera se halla bien estudiada
bajo el criterio del ana´lisis multiresolucio´n (MRA) ([DAUB92], Cap. 5), el cual permite
encontrar de manera ordenada un criterio de eleccio´n. La idea ba´sica es que se elige una
funcio´n escala a partir de la cual se an˜aden un nu´mero finito de funciones (wavelets)
capaces de captar el detalle de la funcio´n original de tal manera que la sen˜al original s
puede ser
s(t) = cJϕJ(t) +
J−1∑
i=1
ciψi(t) (1.3)
En esta relacio´n J se le conoce como el nivel de descomposicio´n de la sen˜al original s
de la cual poseemos una muestra de impulsos (observaciones) cuya longitud por facilidad
se espera que sea 2J , aunque se intenta resolver este problema da´ndole a la muestra un
tratamiento c´ıclico.
Como el intere´s del presente trabajo no es principalmente teo´rico, sino ma´s bien el de
mostrar de la manera ma´s sencilla posible el proceso de implementacio´n de rutinas de con-
struccio´n de wavelets y su uso en el ana´lisis y s´ıntesis de una sen˜al dada, los resultados usa-
dos sera´n remitidos a la bibliograf´ıa de la cual fueron obtenidos, la cual proporcionara´ con
3ma´s detalle el fundamento teo´rico para aquel lector interesado en el tema.
Cap´ıtulo 2
Filtros, Convoluciones y Wavelets
2.1. Filtros.
Filtro es un aparato a trave´s del cual se pretende hacer pasar un l´ıquido que se
pretende clarificar. en otras palabras, es un aparato que permite retener las impurezas.
La clase de filtros sobre las cuales se pretende discutir no se aleja de esta nocio´n, pues
lo que se entiende por filtro va a realizar exactamente la tarea de clarificar una sen˜al1.
Esta sen˜al se supondra´ muestreada en intervalos T de tiempos iguales (normalizados a
1)es decir:
s = {s(tk)/tk = k ∈ Z} (2.1)
Donde solamente para efectos teo´ricos se se toma k ∈ Z, pues en realidad se analiza s
solamente en un intervalo de tiempo finito, en tal caso k ∈ A ⊂ Z donde | A |= n.
Para definir un filtro se utilizara´ la transformada de Fourier discreta de la sen˜al definida
por:
ŝ(ω) =
∑
k∈Z
s(k)e−ikω (2.2)
Donde ω es la frecuencia y ŝ la transformada es perio´dica con periodo 2pi. Entenderemos
por bajas frecuencias a valores de ω cercanos (en valor absoluto) a 0, y por frecuencias
1Dentro del contexto se va entender sen˜al como una muestra de impulsos o simplemente un conjunto
de datos.
4
5altas cuando | ω |≈ pi. Una sen˜al sinusoidal pura viene definida como:
sω(k) = e−iωk para cada k (2.3)
Notar que si ω = 0 la sen˜al es constante y siempre igual a 1, es decir no posee ninguna clase
de vibracio´n, mientras que se | ω |= pi la sen˜al que se produce tiene la ma´xima frecuencia
posible y alterna sus valores entre 1 y −1. Ahora estamos listos para decir que´ es un filtro.
Si un sistema recibe una sen˜al pura y al responder, su repuesta es tambie´n pura, es
decir, su u´nico cambio esta´ dado en la fase y/o en la amplitud, el sistema se llama lineal
invariante en el tiempo. Un sistema como e´stos recibe una sen˜al sω(k) y devuelve una
sen˜al del tipo H(ω)sω(k), donde H(ω) es un factor que altera solamente altera la fase y/o
la amplitud. El factor H(ω) se lo conoce como respuesta de frecuencia y tambie´n se lo
escribe como H(eiω). A un sistema lineal invariante en el tiempo (LTI)2 se le da el nombre
de filtro. Para una discucio´n ma´s cuidadosa del significado de alteracio´n de fase consultar
[STRANG00].
Cuando se aplica un filtro H a una sen˜al s, algunas de las componentes de frecuencia
son reducidos. Cuando un filtro es de respuesta de impulso finita (FIR3) cada respuesta
z(k) no es ma´s que una combinacio´n lineal de un nu´mero finito de entradas o valores de la
sen˜al s. Un ejemplo sencillo tomado de [STRANG00] al respecto es el de la media mo´vil:
z(k) =
1
2
s(k) +
1
2
s(k − 1)
Un filtro como e´ste es invariante en el tiempo, pues basta ver que los coeficientes de la
combinacio´n lineal no cambian con el tiempo, tambie´n es causal porque no intervienen
valores futuros, es decir la muestra filtrada z(k) solamente depende de las muestras s(k) y
s(k− 1), no intervienen valores s(l) con l ≥ k+ 1. Pra´cticamente podr´ıamos decir que un
filtro causal es una especie de “media mo´vil ponderada”. Un filtro el cual de una manera
estricta promedia valores (combinacio´n lineal con coeficientes cuya suma es positiva e
igual a 1) de la sen˜al s es un filtro pasabajo, es decir las frecuencias mayormente bajas son
2Del ingle´s Linear Time Invariant.
3Del ingle´s Finite Impulse Response
6conservadas, por ejemplo si tengo la sen˜al pura s = (. . . , 1, 1, 1, 1, 1, . . .) el filtrado promedio
producira´ z = (. . . , 1, 1, 1, 1, 1, . . .), note que en este caso la frecuencia de s es 0 porque no
existe vibracio´n y es dejada pasar por nuestro filtro. Todo lo contrario sucede con la sen˜al
de frecuencia alta dada por s = (. . . ,−1, 1,−1, 1,−1, . . .), al ser filtrada por el promedio
produce z = (. . . , 0, 0, 0, 0, . . .), la cual tiene frecuencia nula, en conclusio´n la frecuencia
alta ω = pi fue parada. Si s es una sen˜al pura es claro que para la frecuencia ω ∈]0, pi[
se tiene que H(ω) = 12 +
1
2e
−iω de donde la amplitud espec´ıficamente es | H |= cos(ω2 ),
observe la figura 2.1. Para este caso es claro que las frecuencias cercanas a 0 mantienen
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Figura 2.1: Amplitud de la respuesta de Frecuencia.
la amplitud de la respuesta de frecuencia, el filtro es pasabanda, es decir se conservan
las frecuencias bajas. Por otro lado la amplitud de frecuencia de las altas es mermada e
incluso disminuida, lo que le da un comportamiento de parabanda (las frecuencias altas
no pasan). La fase para la respuesta de frecuencia H de la que se esta´ hablando es −ω2 y
depende linealmente de ω.Que la fase sea lineal depende exclusivamente de la simetr´ıa del
filtro [DAUB92], para el caso en particular, al revertir h(0) = 12 y h(1) =
1
2 alrededor de
1
2 no sufre ninguna alteracio´n.
Para dejar pasar frecuencias altas necesitamos un filtro que se basa en diferencias,
pongamos otro ejemplo, digamos que esta vez lo que se desea es que la respuesta mida la
diferencia entre la muestra actual y la anterior, en cierta manera lo que se desea es tener
7una medida de la variacio´n o de la vibracio´n de la sen˜al, entonces tomemeos:
z(k) =
1
2
s(k)− 1
2
s(k − 1)
Note que en este caso la sen˜al s = (. . . , 1, 1, 1, . . .) despue´s de ser filtrada produce la sen˜al
z = (. . . , 0, 0, 0, . . .), mientras que la sen˜al s = (. . . ,−1, 1,−1, 1, . . .) despue´s del filtrado
se reproduce exactamente. Observe que la suma de los coeficientes es 0, las frecuencias
altas se dejan pasar mientras que las bajas se detienen. Para s(k) = e−iωk la respuesta
de frecuencia H es ahora H(ω) = 12 − 12e−iω con amplitud | H |= | sin(ω2 )| la cual es 0
para ω = 0 y es 1 para ω = pi, adema´s su factor de fase es e
−iω
2 i, el factor imaginario
aparece por la antisimetr´ıa del filtro en uso (es decir al ser revertido y cambiadas de
signos las posiciones pares el filtro permanece intacto), lo que implica que en esta caso
tenemos una funcio´n de fase lineal pero con salto. En conclusio´n los filtros antisime´tricos
tambie´n producen fases lineales [DAUB92]. En corto, podemos decir que los filtro pasabajo
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Figura 2.2: Amplitud de la respuesta de Frecuencia filtro pasaalto.
preservan la suavidad de las sen˜ales, mientras que los pasaalto capturan la rugosidad o
vibracio´n de ellas.
En este punto se deber´ıa estar consiente de que un filtro causal de longitud K + 1
esta´ determinado por un conjunto de coeficientes {h(0), h(1), . . . , h(K)} el cual filtra una
8sen˜al discreta s en base de la combinacio´n lineal dada en la fo´rmula:
z(k) = h(0)s(k) + h(1)s(k − 1) + . . .+ h(K)s(k −K) (2.4)
La cual puede ser expresada de manera reducida como:
z(k) =
K∑
l=0
h(l)s(k − l) (2.5)
La relacio´n dada por (2.5) es una de las ma´s importantes operaciones que se realiza
en el proceso de filtrado y descomposicio´n de sen˜ales y se la conoce con el nombre de
convolucio´n discreta.
2.2. Convoluciones.
Para iniciar e´ste vistazo de lo que son las convoluciones, empezaremos mirando el
ejercicio siguiente. Supongamos que deseamos multiplicar el polinomio de segundo grado
p(x) = a + bx + cx2 con el polinomio de primer grado q(x) = v + wx, dos preguntas que
nos vienen casi enseguida a la mente son:
De que´ grado es el polinomio resultante?
Cua´les son los coeficientes de este polinomio?
Efectuando el ca´lculo de la manera esta´ndar obtendremos como resultado el polinomio de
grado 3:
av + awx+ bvx+ bwx2 + cvx2 + cwx3
Agrupando los te´rminos semejantes de manera adecuada nos queda el polinomio:
av + (aw + bv)x+ (bw + cv)x2 + cwx3
9lo cual no aporta nada a lo ya conocido, pero con un poco de cuidado podr´ıamos observar
que el polinomio se puede escribir como:
(0w + av) + (aw + bv)x+ (bw + cv)x2 + (0v + cw)x3
lo cual en te´rminos del producto interior bidimensional nos deja ver que:
 w
v
 •
 0
a
+
 w
v
 •
 a
b
x+
 w
v
 •
 b
c
x2 +
 w
v
 •
 c
0
x3
Lo cual, aunque no lo parezca nos recuerda el comportamiento dado para un filtro en la
fo´rmula (2.5). Para que sea aplicable tome h = (w, v) y s = (. . . , 0, c, b, a, 0, . . .) al aplicar
la idea de filtro causal, la sen˜al filtrada por los coeficientes de h ser´ıa z = (. . . , 0, vc, wc+
vb, wb+ va, wa, 0, . . .).
El ejercicio que se acaba de realizar es una de las motivaciones para definir lo que es
una convolucio´n discreta entre 2 vectores, de distintas longitudes. Digamos por ejemplo,
dados los vectores α = (w, v) y β(c, b, a) se define la convolucio´n de α y β como:
α ∗ β =

 w
v
 •
 c
0
 ,
 w
v
 •
 b
c
 ,
 w
v
 •
 a
b
 ,
 w
v
 •
 0
a

 (2.6)
donde α ∗β se lee α convolucionado con β. Al paso podemos hacer algunas observaciones.
Los coeficientes del polinomio p(x)q(x) es la convolucio´n de los coeficientes de p(x)
con los de q(x)
La longitud del vector α ∗ β es la longitud de α ma´s la longitud de β menos 1.
La idea se puede generalizar sin problemas para vectores de cualquier longitud,
digamos m y n, en tal caso la longitud de la convolucio´n ser´ıa m+ n− 1.
El tipo de convolucio´n que se acaba de explicar es lo que se conoce como convolucio´n no
c´ıclica y es ampliamente utilizada en la transformada de Fourier, para mayor detalle mire
el cap´ıtulo III en [GOSCHAN99].
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Otro tipo de convolucio´n que no aparece de manera natural en lo que va de este trabajo,
es la que se llama convolucio´n c´ıclica , en tal caso la idea es que or decir algo definimos
un valor de ciclo, digamos por ejemplo que x3 = 1, lo cual har´ıa que el grado ma´ximo de
los polinomios sea 2, en tal caso el resultado de la convolucio´n c´ıclica tendr´ıa exactamente
longitud 3 y los vectores a convolucionarse, todos tendr´ıan longitud 3. En [STRANG00C]
se puede encontrar un extenso tratado sobre este to´pico.
2.3. Wavelets.
Existe numerosos tratados sobre wavelets, uno muy interesante y comprensible es el
presentado en el cap´ıtulo V de [QUIAN02]. Para el caso se presentara´n solamente los
principales resultados antes de pasar a describir los algoritmos de ana´lisis de sen˜ales.
2.3.1. Ana´lisis Multiresolucio´n.
Como se hab´ıa manifestado, buscamos encontrar una descomposicio´n de una sen˜al s
de energ´ıa finita en el espacio L2, de tal manera que s pueda ser expresada como en (1.3).
Para ello se tomara´ como base el ana´lisis multiresolucio´n (MRA)4.
Para entender el ana´lisis multiresolucio´n, tomaremos una familia de subespacios vec-
toriales {Vm}m∈Z en L2, la cual mantiene una estructura anidada, es decir se cumple que
. . . ⊂ Vm−1 ⊂ Vm ⊂ Vm+1 . . ., tal que:
1.
l´ım
m→∞Vm = L
2((R)) (2.7)
2.
l´ım
m→−∞Vm = {0} (2.8)
3. La funcio´n φ(t) ∈ V0 es ortogonal a todas sus traslaciones φ0,n = φ(t− n), n ∈ Z, es
decir ∞∫
−∞
φ(t)φ∗0,n(t)dt = δ(n) (2.9)
4Del ingle´s Multiresolution Analysis
11
La funcio´n φ es llamada la funcio´n de escala. En este caso el asterisco denota la
conjugada de φ, porque en general φ puede ser compleja, aunque es de nuestro
intere´s trabajar con φ real. La funcio´n δ es la delta usual.
4. Si s(t) ∈ V0 entonces
s(t) =
∑
n∈Z
cnφ0,n(t) (2.10)
Es decir el conjunto {φ0,n}n∈Z es una base ortogonal de V0.
5. s(t) ∈ Vm si y so´lamente si s(2t) ∈ Vm+1, para todo m ∈ Z. Esta es una condicio´n
muy importante, y se la puede entender de varias maneras.
a) Toda funcio´n en Vm puede ser expresada con funciones con el doble de frecuencia
que se encuentran en Vm+1.
b) La resolucio´n de una funcio´n dada en Vm puede ser conseguida en base de
resoluciones ma´s altas de funciones en Vm+1
Como se manifiesta en [PFAF02] para que una sen˜al s ∈ L2(R) pueda ser expresada de
manera correcta, no podemos solamente encontrar un nivel de resolucio´nm asociado a Vm,
sino que tambie´n deseamos encontrar una manera de medir sus variaciones, es decir ser
capaces de mostrar informacio´n respecto de las frecuencias que la componen. Para lograr
este objetivo se procede de la siguiente manera:
Puesto que Vm ⊂ Vm+1, se puede encontrar un espacio vectorial Wm que sea el com-
plemento ortogonal de Vm con respecto de Vm+1, es decir que
Vm+1 = Vm ⊕Wm (2.11)
Donde usando de manera recurrente (2.11) se puede ver que
Vm+1 = V0 ⊕W0 ⊕W1 ⊕ . . .⊕Wm (2.12)
La interpretacio´n de la ecuacio´n (2.12) es que una funcio´n al nivel de resolucio´n m + 1
puede expresarse en base a la suma de una funcio´n con resolucio´n base, digamos 0, con
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funciones todas ortogonales que le permiten alcanzar el nivel de resolucio´n m + 1. Note
que la ecuacio´n (1.2) recoge claramente la idea.
Una funcio´n φ(t) ∈ L2(R) se considera una buena funcio´n de escala si es tal que a
partir de ella, todas las propiedades del ana´lisis multiresolucio´n se cumplen. Para generar
el subespacio vectorial a partir de ella Vm tomamos las funciones:
φm,k(t) = 2
m
2 φ (2mt− k) m, k ∈ Z (2.13)
De donde podemos decir [DAUB92] que:
Vm = spank∈Z{φm,k(t)} (2.14)
Observe que φ(t) = φ0,0(t) ∈ V0. De W0, que es el complemento ortogonal de V0 podemos
obtener una funcio´n ψ cuyo comportamiento es ide´ntico al de φ, es decir a que tomando
compresiones y traslaciones de ella, se puede [DAUB92] encontrar bases para los espacios
Wm con m ∈ Z. As´ı podemos definir:
ψm,k(t) = 2
m
2 ψ (2mt− k) (2.15)
y de la misma manera se obtiene que:
Wm = spank∈Z{Wm,k(t)} (2.16)
La ecuacio´n (1.2) se podr´ıa reescribir de la siguiente manera:
s(t) =
∑
n
cm0,nφm0,n(t) +
m−1∑
k=m0
∑
n
dk,nψk,n m > m0 (2.17)
m es el nivel de resolucio´n ma´s alto que puede alcanzar la funcio´n s y m0 es el nivel de
resolucio´n base.
En adelante nos referiremos a las funciones ψk,n como wavelets.
En base del producto interior de L2(R) y de acuerdo a las propiedades del MRA
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podemos enseguida concluir que, los coeficientes de las funciones escala y wavelets se
pueden calcular como sigue:
cm0,n = 〈s, φm0,n〉 y dk,n = 〈s, ψk,n〉 (2.18)
En este punto las preguntas respecto de que´ forman tienen las funciones escala y co´mo
calcularlas deben estar ya saltando a nuestra mente. Solamente se adelantara´ que en este
punto la teor´ıa de los filtros entra al juego y que se lo analizara´ en la siguiente seccio´n.
La manera de descomponer la sen˜al s tal como se la ha visto se conoce como descom-
posicio´n ortogonal. En general [GOSCHAN99] {φ(t − k), k ∈ Z} y {ψ(t − k), k ∈ Z} no
necesitan ser ortogonales a ellas mismas, es decir:
∞∫
−∞
φ(t)φ(t− l)dt 6= 0 (2.19)
∞∫
−∞
ψ(t)ψ(t− l)dt 6= 0 (2.20)
Relajando la con dicio´n de queWm sea ortogonal a Vm, se asume que la wavelet ψm,n ∈Wm
posee una funcio´n dual ψ˜m,n ∈ W˜m, la dualidad implica que se cumple la condicio´n de
biortogonalidad, digase: 〈
ψk,j , ψ˜m,l
〉
= δk,j · δm,l (2.21)
Aunque no se requiere que Wm ⊥ Vm, se necesita obligatoriamente que W˜m ⊥ Vm, caso
contrario la reconstruccio´n no sera´ factible y el efecto de redundancia sera´ inevitable
[GOSCHAN99]. De la misma manera se considera una funcio´n escala dual φ˜m,k, la cual
genera otro MRA en L2(R). El proceso de descomposicio´n que resulta de usar el MRA
“dual” es llamado descomposicio´n biortogonal, en tal caso la ecuacio´n (2.17) produce los
coeficientes:
cm0,n = 〈s, φ˜m0,n〉 y dk,n = 〈s, ψ˜k,n〉 (2.22)
Para el caso del presente trabajo, solamente tomaremos en cuenta la descomposicio´n ortog-
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onal, dedica´ndonos espec´ıficamente a 4 tipos de wavelets ba´sicos5, todas ellas ortogonales.
2.3.2. Relacio´n de las Wavelets con los filtros.
A partir de este punto se explicara´ la relacio´n que existe entre elMRA que da origen
a las wavelets con los filtros estudiados en la primera seccio´n. Para ello haremos algunas
observaciones, puesto que Vm y Wm estn´ en L2 podemos decir que tanto ‖ φ ‖L2 y ‖ ψ ‖L2
son finitas y por conveniencia las podemos normalizar a cualquier valor positivo, digamos
1. Lo que da como resultado que:
∞∫
−∞
φ(t)φ∗(t)dt = 1 (2.23)
∞∫
−∞
ψ(t)ψ∗(t)dt = 0 (2.24)
En base de (2.23)y (2.24) se puede establecer que las funciones φm,k y ψm,k con m, k ∈ Z
definidas en (2.13) y (2.15) tambie´n tienen norma 1. Adema´s se requiere [STRANG89] que
la funcio´n de escala posea energ´ıa finita digamos 1. De donde se puede concluir a partir
de:
φ(t) =
∑
k∈Z
ckφ(2t− k) (2.25)
que ∑
k∈Z
ck = 2 (2.26)
Lo cual asegura la unicidad de los coeficientes ck.
La ecuacio´n (2.25) se puede obtener de manera sencilla, comprendiendo que φ(t) ∈
V0 ⊂ V1. De la misma manera sucede con la wavelet ψ(t) ∈W0 ⊂ V1, lo cual se resume en
las relaciones:
φ(t) =
∑
k∈Z
h0[k]φ(2t− k) (2.27)
ψ(t) =
∑
k∈Z
h1[k]φ(2t− k) (2.28)
5Haar, Doublets, Symlets y Coiflets
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Hemos notado con h los coeficientes para empezar a recordar las notaciones introducidas
para los filtros. Se puede demostrar [DAUB92], que
∑
k∈Z
h1[k] = 0 (2.29)
como requerimiento, a partir de que
∞∫
−∞
ψ(t)dt = 0
Tomando la transformada de Fourier a ambos lados de las relaciones de escala (2.27) y
(2.28) se obtiene
φˆ(ω) = H0(z)φˆ(
ω
2
) (2.30)
ψˆ(ω) = H1(z)φˆ(
ω
2
) (2.31)
donde
H0(z) =
1
2
∑
k∈Z
h0[k]zk (2.32)
H1(z) =
1
2
∑
k∈Z
h1[k]zk (2.33)
con z = e−
iω
2 , en consecuencia zk = e−
ikω
2 de acuerdo con la ecuacio´n (2.3) es una sen˜al
pura.
Mientras que los dm,n son los coeficientes de las wavelets, en cambio los coeficientes
cm,n son los coeficientes de la aproximacio´n de la sen˜al s al nivel de escala m ([QUIAN02]).
A continuacio´n se dera´ base a la afirmacio´n anterior.
Utilizando la igualdad de Parseval6 y la primera igualdad de (2.18) para m, tenemos
que:
cm,n = 2
m
2
∞∫
−∞
s(t)φ∗(2mt− n)dt = 1
2pi
2−
m
2
∞∫
−∞
ŝ(ω)φ̂∗(2−mω)e−i2
−mωndω (2.34)
6Mire [QUIAN02] el cap´ıtulo II, pa´gina 41, fo´rmula 2.61
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Donde ŝ y φ̂ son las transformadas de Fourier de s y φ respectivamente. Por otro lado,
debido a que φ̂(0) =
∞∫
−∞
φ(t)dt = 1 la ecuacio´n (2.34) para un m lo suficientemente grande
nos dice que:
cm,n ≈ 12pi2
−m
2
∞∫
−∞
ŝ(ω)e−i2
−mωndω = 2−
m
2 s(2−mn) (2.35)
Este resultado, permite concluir sin pe´rdida de generalidad [QUIAN02] que:
cm,n ≡ s[n] ≡ s(t) |t=2−mn (2.36)
El error relacionado se puede encontrar en [X-GX92] y [X-GX94].
Aplicando la relacio´n (2.36) en el ca´lculo de los coeficientes cm−1,n y dm−1,n, se obtiene
que:
cm−1,n =
√
2
∑
k∈Z
h0[2n− k]cm,k (2.37)
dm−1,n =
√
2
∑
k∈Z
h1[2n− k]cm,k (2.38)
Debido a las caracter´ısticas de de h0 y h1 y de acuerdo a lo expuesto en la primera seccio´n
en cuanto a filtros, podemos afirmar que el modo de encontrar los coeficientes cm−1,n y
dm−1,n corresponden a un sistema que se lo puede calificar como filtro, donde esta´ por
dema´s decir que la convolucio´n esta´ presente. Es claro que h0 se comporta como un filtro
pasabajo y h1 como un filtro pasaalto.
En esta seccio´n se ha discutido tres temas ba´sicos para la descomposicio´n de sen˜ales:
filtros, convoluciones y wavelets. Los resultados presentados permiten encontrar los co-
eficientes de los filtros basados en caracter´ısticas deseadas. En la siguiente seccio´n se
discutira´ sobre los algoritmos de construccio´n de las wavelets y se mostrara´ algunos de los
resultados obtenidos en R. Las construcciones de los filtros esta´n basados en la teor´ıa pro-
porcionada por Ingrid Doubechies en [DAUB92], y una extensio´n hecha para las coiflets
en [WEIBOVEV98]. La mayor parte de los resultados se presentan en la secio´n corre-
spondinete.
Cap´ıtulo 3
Construccio´n de 4 tipos de
Wavelets famosas.
Entrar en la finura de la construccio´n de las wavelets no es un camino que se diga
sencillo, pero es excitante entender los criterios que permiten la construccio´n de estas
poderosas funciones.
Los 4 tipos de wavelets ba´sicos que discutiremos son:
1. Haar (Caso particular de las Doublets).
2. Doublets.
3. Symlets.
4. Coiflets y Coiflets generalizadas.
3.1. Doublets.
Para construir una funcio´n ψ que sea considerada una wavelet, podemos requerir que
el conjunto de sus traslaciones, dado por {ψ(x− l)/l ∈ Z forme una base de Riesz de W0,
y en ese caso (2.20) debe ser 0 para l 6= 0. Adema´s con el fin de conseguir regularidad de
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ψ, se puede exigir que:
∞∫
−∞
xlψ(x)dx = 0 l = 0, 1, . . . , L− 1 (3.1)
Lo que nos da una idea del grado de los polinomios que pueden ser dominados por la
funcio´n ψ, lo cual a su vez mide la rapidez con la que decae ψ hacia cero. La expresio´n
dada por (3.1) se conoce como momento de orden l de la wavelet ψ. Adema´s observe que
para l = 0 se garantiza que la energ´ıa total de ψ sea 0, con lo cual se asegura la obtencio´n
de un filtro pasaalto.
En el cap´ıtulo 5 de [DAUB92] esta´ demostrado que a partir de la ecuacio´n (2.32), bajo
una exigencia de ortonormalidad de la funcio´n φ0,n se tiene en te´rminos de ω que:
|H0(ω)|2 + |H0(ω + pi)|2 = 1 (3.2)
conH0 necesariamente continua. Observe adema´s que (3.2) es como una especie de relacio´n
fundamental como la de las funciones sin y cos, la cual expresada en te´rminos de la funcio´n
cos es:
| cos(ω)|2 + | cos(ω − pi
2
)|2 = 1 (3.3)
Se nota claramente que el cambio que posee el polinomio trigonome´trico H0 esta´ en la
traslacio´n con respecto de su ortogonal, aunque el hecho de poseer soporte compacto los
diferencia del sin y cos los cuales no poseen soporte compacto en R. Otra ventaja de H0
es que se vuelven trasladables.
Debido al intere´s de construir las funciones φ y ψ lo suficientemente regulares o al
menos razonablemente regulares, en [DAUB92] esta´ demostrado que H0 debe ser de la
siguiente forma:
H0(ξ) = (
1 + eiξ
2
)N`(ξ) (3.4)
Con ξ = −ω, para no olvidar la idea de sen˜al pura.
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De la identidades cos2 ( ξ2) = (
eiξ/2+e−iξ/2
2 )
2 y cos2 ( ξ2) =
1+cos(ξ)
2 el siguiente resultado:
|H0(ξ)|2 = ( cos2 ξ2)
NL(ξ) (3.5)
donde L(ξ) = |`(ξ)|2. es tamie´n un polinomio en cos(ξ) por lo cual puede expresarse en
te´rminos de un polinomio P ( sin2 ξ2) = L(ξ), de donde haciendo y = cos
2 ξ
2 , la expresio´n
(3.2) se convierte en:
(1− y)NP (y) + yNP (1− y) = 1 (3.6)
La cual tiene un u´nico polinomio P que es su solucio´n ([DAUB92], torema 6.1.1). De estos
resultados es factible comprobar que la construcio´n de H0 es factible, ya que la “ra´ız” de P
puede ser calculada en base de una construccio´n hecha por Riesz1 la cual se conoce como
factorizacio´n espectral. Tal factorizacio´n puede ser hecha tomando en cuenta que P (ξ) es
invariante bajo el cambio ξ → −ξ y por lo tanto, si P es de grado M entonces su “ra´ız
cuadrada” se puede calcular y es un polinomio de grado M de la forma:
p(x) =
M∑
m=0
ame
imξ (3.7)
La clave de la construccio´n esta´ en establecer el grado del polinomio p. Para que la relacio´n
(3.6) se cumpla, el grado debe ser M = N − 1.
Para que (3.5) se cumpla, se debe cumplir ([GOSCHAN99]) que:
P (y) = PN (y) + yNR(
1
2
− y) (3.8)
donde
PN (y) =
N−1∑
k=0
(
N − 1 + k
k
)
yk (3.9)
y R es un polinomio, escogido de tal manera que P (y) ≥ 0 para y ∈ [0, 1]. La eleccio´n
mas sencilla, se produce cuando R ≡ 0. Adema´s, para que (3.1) se cumpla, basta tomar
N = L.
1Ve´ase [DAUB92], pa´g. 172
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3.1.1. Wavelet Haar.
Es fa´cil de observar que para N = 1, los coeficientes de (2.32) cuya suma esta´ es-
tandarizada a 1 son h0[0] = 12 y h0[1] =
1
2 . La cual utilizando la secuencia de comandos:
z=swave(dbcoef(1),N=8) #Produce los valores de la Escala
z1=z[(round(z,8)/round(z[1],8))==1]/z[1]#Elige los valores distintos de 0
z2=z[(round(z,8)/round(z[1],8))!=1]/z[1]#Elige los valores 0
soporte1=seq(0,1,length=length(z1))
paso=soporte1[2]-soporte1[1]
soporte2=seq(from=1+paso,by=paso,length=length(z2))
plot(c(soporte1,soporte2),c(z1,z2),main=’Escala Haar’,xlab=’Soporte Haar.’,
ylab=’Intensidad’,col=4,type=’l’)
plot(z,main=’Escala Haar’,xlab=’Soporte producido por el algoritmo’,
ylab=’Intensidad’,col=4,type=’l’)
produce los gra´ficos mostrados en las figura 3.1.
El co´digo de las funciones swave y dbcoef as´ı como una explicacio´n de su funcionamiento
esta´ adjuntada a los resultados.
3.1.2. Generacio´n de doublets.
Para el caso de generar Doublets, la situacio´n es ma´s interesante pues el polinomio ` en
(3.4) debe ser construido, para el caso de acuerdo a las reglas de construccio´n del polinomio
p en (3.7) que es ra´ız cuadrada de P . Para empezar observe algunas particularidades:
El grado del polinomio H0 es 2N − 1, por lo que siempre existe un nu´mero de
coeficientes par de (2.32).
El polinomio sera´ construido bajo el criterio de tomar la fase, lo cual implica tomar
las ra´ıces de L dentro del c´ırculo unitario ([DAUB92]). Esto no implica simetr´ıa de
la escala, pues la distorsio´n resulta ser la menos lineal de las fases, un tratamiento
ma´s detallado del tema se encuentra en [MONLUC99] y [STRANG00].
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(b) Sin el soporte.
Figura 3.1: Funcio´n de escala Haar
El polinomio P produce 2N−2 ra´ıces complejas la mitad dentro del c´ırculo unitario,
pues se puede comprobar de manera sencilla que si eiξ es ra´ız de P , tambie´n lo son
su conjugada eiξ y su inverso e−iξ.
La construccio´n de los polinomios asegura que todos los coeficientes de (2.32) son
reales.
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En base de los puntos anotados anteriormente, se puede construir los coeficientes de `
primero construyendo los coeficientes de L en base de la fo´rmula dada en la ecuacio´n (3.9),
y utilizando el criterio dado en [GOSCHAN99], pa´g. 127. Luego de ello se eligen sus ra´ıces
dentro del c´ırculo unitario y mediante el algoritmo de construccio´n de un polinomio en
base de sus ra´ıces (aplicado en la funcio´n cpoly) obtenemos los coeficientes del polinomio `
que convolucionados con los coeficientes del primer factor del polinomio dado en (3.4), nos
permiten obtener los coeficientes de H0. La secuencia de comandos que permiten construir
estos coeficientes se muestran en los resultados.
Las siguientes l´ıneas calculan los coeficientes de una lafuncio´n escala de Doubechies
para N = 2.
> dbcoef(2)
[1] 0.34150635 0.59150635 0.15849365 -0.09150635
La siguiente secuencia de comandos permite obtener funcio´n escala de Doubchies para
N=2 cuyos gra´ficos son los obtenidos en 3.2
3.1.3. Generacio´n de Symlets.
Las generacio´n de los coeficientes de las Symlets se calculan de la misma manera que
para las doublets, pero con el criterio de obtener coeficientes que proporciones funciones
ma´s sime´tricas, pero como eso depende de la linealidad de la fase, se debe escoger las ra´ıces
del polinomio L como una configuracio´n que proporcione la fase, digamos “ma´s lineal”.
No se puede conseguir filtros que proporcionen wavelets completamente sime´tricas, sin
embargo, se puede tratar de conseguir la mayor simetr´ıa posible. Para ello, la fase de
L puede ser calculada en base del conocimiento de que L puede ser expresado como el
producto de factores del tipo (z − zj)(z − zj) cuando la ra´ız es compleja, y factores del
tipo (z − rl) cuando la ra´ız es real. Para cada uno de estos factores se puede calcular la
fase, de la siguiente manera de acuerdo a [DAUB92].
Tomamos zj = Rieiαj , la forma polar del complejo zi. Luego los factores de L pueden
ser expresados como:
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Figura 3.2: Funcio´n de escala Doubechies N=2
1. En el caso complejo:
(eiξ −Rjeiαj )(eiξ −Rjeiαj ) = eiξ(1− e−iξRjeiαj )(eiξ −Rjeiαj )
= eiξ(eiξ − 2Rj cos(αj) +R2je−iξ)
(3.10)
24
2. En el caso real:
(eiξ − rl) = eiξ/2(eiξ/2 − e−iξ/2rl) (3.11)
De lo anterior se puede concluir que las fases correspondientes son:
arc tg
(
(1−R2j ) sin(ξ)
(1 +R2j ) cos(ξ)− 2Rj cos(αj)
)
(3.12)
arc tg
(
rl + 1
rl − 1 tan
ξ
2
)
(3.13)
Solo se necesita estudiar la fase cuando ξ ∈ [0, φ],pues la fase es antisime´trica respecto de
φ. La funcio´n symcoef toma en cuenta este detalle para el ca´lculo de la fase. Adema´s, si
|zj | < 1 se tiene que |z−1j | > 1, ambas ra´ıces de L, sus fases tienen signo cambiado, por lo
que solamente hace falta estudiar las ra´ıces cuyo mo´dulo esta´ menor que 1.
Por u´ltimo, para elegir la configuracio´n de fases que se necesita, basta analizar todas
las posibles combinaciones de sumas y restas de las respectivas fases, y elegir la menor en
valor absoluto. Debido a el cambio de signo que se produce de acuerdo al mo´dulo de las
ra´ıces, los ca´lculos se reducen ampliamente, exactamente existen 2
N
2
−1 posibles elecciones,
de donde tienen sentido estos ca´lculos para valores de N ≥ 4.
Los coeficientes resultantes de aplicar la funcio´n symcoef para N = 4 son:
> symcoef(4)
[1] 0.02278517 -0.00891235 -0.07015881 0.21061727 0.56832912
0.35186953 [7] -0.02095548 -0.05357445
Con su suma estandarizada a 1.
La siguiente es una secuencia de comandos que reproducen los gra´ficos de la figura 3.3.
z=swave(symcoef(4)) #Produce los valores de la Escala
z2=z[(length(z)-2^10+1):length(z)]
z1=z[1:(length(z)-2^10)]
soporte1=seq(0,7,length=length(z1))
paso=soporte1[2]-soporte1[1]
soporte2=seq(from=7+paso,by=paso,length=length(z2))
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plot(c(soporte1,soporte2),c(z1,z2)/paso,main=’Escala Doubechies Symlet N=4’,
xlab=’Soporte Escala Doubechies Symlet N=4.’,
ylab=’Intensidad’,col=4,type=’l’)
plot(z,main=’Escala Doubechies Symlet N=2’,xlab=’Soporte producido por el algoritmo’,
ylab=’Intensidad’,col=4,type=’l’)
3.1.4. Generacio´n de Coiflets.
En el caso de la generacio´n de coeficientes para las escalas de las Doublets y las Symlets,
la relacio´n (3.1) impone momentos nulos solamente para la ondeleta ψ, pero que tal si se
exigen momentos un cierto nu´mero de momentos nulos tambie´n a la funcio´n escala, es
decir: ∞∫
−∞
xlφ(x)dx = 0 l = 1, 2, . . . , N − 1 (3.14)
Esta condicio´n permite aumentar la simetr´ıa de las ondeletas obtenidas.
Debido a (3.14)(mire [DAUB92]) H0 debe tomar la forma:
H0(ξ) = 1 +
(
sin2
ξ
e
)N [
−
N−1∑
k=0
(
N − 1 + k
k
)(
cos2
ξ
2
)k
+
(
cos2
ξ
2
)N
f(ξ)
]
(3.15)
Donde f es un filtro causal de grado impar.
Hasta este momento la idea se ha manejado de la misma manera que en la construccio´n
anterior, pero para el caso el filtro f tiene cierta dificultad para ser construido, as´ı que
tomaremos un camino alterno presentado en [WEIBOVEV98].
Definicio´n : Una wavelet se llama coiflet generalizada de orden l, si para algu´n t¯ ∈ R,
la wavelet ψt¯ y su funcio´n de escala φt¯ satisfacen:
∫
R
(t− t¯)pφt¯(t)dt = δp (3.16)
∫
R
(t− t¯)pψt¯(t)dt = 0 (3.17)
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(a) Con el soporte.
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(b) Sin el soporte.
Figura 3.3: Funcio´n de escala Doubechies Symlet N=4
para p = 0, 1, . . . , l − 1.
t¯ se llama el centro de masa de la funcio´n de escala φt¯. Cuando t¯ = 0, las coiflets son
las coiflets tradicionales construidas por Ingrid Doubechies. De acuerdo con (3.16) y (3.17)
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se tiene que los coeficientes de H0 deben satisfacer las condiciones siguientes:
∑
k∈Z
kpht¯(k) =
√
2t¯p (3.18)
∑
k∈Z
(−1)kkpht¯(k) = 0 (3.19)
En base de las relaciones precedentes, las coiflets y las coiflets generalizadas pueden ser
obtenidas resolviendo un sistema de ecuaciones no-lineales multivariado. Para ello se define
el vector:
ht¯ , [ht¯(−l), . . . , ht¯(Nl − l − 1)]T (3.20)
donde Nl = 3l y l es divisible para 2 (en otras palabras Nl es mu´ltiplo de 6).
Para encontrar los coeficientes de H0, definimos fl : RNl → RNl una funcio´n real
valuada, en la forma que se satisfacen los requerimientos [WEIBOVEV98]:
fl(ht¯) ,

∑
k h
2
t¯ (k)− 1∑
k ht¯(k)ht¯(k + 2)
...∑
k ht¯(k)ht¯(k +Nl − 2)∑
k kht¯(k)−
√
2t¯∑
k k
3ht¯(k)−
√
2t¯3
...∑
k k
Nl/3−1ht¯(k)−
√
2t¯Nl/3−1∑
k(−1)kht¯(k)∑
k(−1)kkht¯(k)
...∑
k(−1)kkl−1ht¯(k)

(3.21)
donde el ı´ndice k de las sumatorias va desde −l hasta Nl − l − 1, debido a que el soporte
es el intervalo [−l, Nl − l − 1].
Haciendo:
fl(ht¯) = 0Nl (3.22)
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Figura 3.4: Coiflet N=6
obtenemos un sistema de ecuaciones no lineales cuadrado, el cual se puede resolver uti-
lizando el me´todo de Newton generalizado, o el me´todo de la secante generalizada, en el
caso del lenguaje R, se utiliza la funcio´n nlm, para minimizar la norma al cuadrado de fl.
La siguiente secuencia de comandos proporciona el ca´lculo para Nl = 6 y t¯ = 0:
coif1j=nlm(optcoif,c(0,0,1,0,0,0))$estimate
z=swave(coif1j)
plot(z,main=’Escala Doubechies Coiflet N=6’,
xlab=’Soporte producido por el algoritmo’,
ylab=’Intensidad’,col=4,type=’l’)
coif1j
[1] -0.07273261 0.33789764 0.85257202 0.38486480 -0.07273261 -0.01565572
La escala obtenida a partir de los coeficientes encontrados es la mostrada en la figura
3.4. En la seccio´n de resultados se mostrara´ el co´digo de las funciones optcoif y concoif
que sirven para encontrar los coeficientes. Para puntos de partida para las iteraciones se
sugiere la lectura de [WEIBOVEV98].
Cap´ıtulo 4
Resultados.
4.1. Coeficientes y Gra´ficos de Doublets.
El comando dbcoef cuyo co´digo su muestra a continuacio´n recibe el nu´mero de mo-
mentos nulos de la doublet que se desea generar y crea en base a la factorizacio´n espectral
los coeficientes de la funcio´n de escala (si wave es FALSE).
#dbcoef crea el filtro que genera las doublets de cualquier tama~no par (hasta
#la capacidad del R).
#el algoritmo encuentra las raı´ces del polinomio que genera un banco de filtros
#de dos bandas para reconstruccio´n perfecta.
dbcoef=function(N=2,wave=FALSE){ #el valor de N puede ser cualquier
#valor entero positivo
N=round(N)
if (N<1){
#Se comprueba que el valor sea entero positivo
print(’Imposible encontrar coeficientes.’)
print(’Solo se aceptan valores enteros positivos mayores a 1.’)
}
#Se inicia el proceso para encontrar los filtros
else{
K=N
29
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a=1
p=1
qu=1
h_0=c(1,1)
#Generamos los coeficientes del polinomio
if(K!=1){
for(j in 1:(K-1)){
a=-a*0.25*(j+K-1)/j
h_0=c(0,h_0)+c(h_0,0)
p=c(0,-p)+c(p,0)
p=c(0,-p)+c(p,0)
qu=c(0,qu,0)+a*p
}
#ordenamos las raices del polinomio en orden ascendente de acuerdo a
#a la parte real primero y luego ponemos las partes imaginarias negativas
#primero.
qu=Conj(sort(polyroot(qu[length(qu):1])))
qut=qu[1:(K-1)]#Toma solo las raı´ces dentro del cı´rculo unitario
#Se calcula los coeficientes por convolucion
h_0=convolve(h_0,rev(Re(cpoly(qut))),type=’open’)
#Se normaliza a la raiz de 2
h_0=h_0/sum(h_0)
#Procedimiento si la fase es ma´xima
if(wave)
return(list(h0=h_0,h1=h_1))
else
return(h_0)
}
else
if(wave)
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return(list(h0=h_0/2,h1=c(h_0[1],-h_0[2])/2))
else
return(h_0/2)
}
}
Los coeficientes que se producen se muestran a continuacio´n para los valores de mo-
mentos nulos de la doublet N = 2, 3, 4, 5, 6.
> dbcoef(2)
[1] 0.34150635 0.59150635 0.15849365 -0.09150635
> dbcoef(3)
[1] 0.23523360 0.57055846 0.32518250 -0.09546721 -0.06041610 0.02490875
> dbcoef(4)
[1] 0.162901714 0.505472858 0.446100069 -0.019787513 -0.132253584
[6] 0.021808150 0.023251801 -0.007493495
> dbcoef(5)
[1] 0.113209491 0.426971771 0.512163472 0.097883481 -0.171328358
[6] -0.022800566 0.054851329 -0.004413400 -0.008895935 0.002358714
> dbcoef(6)
[1] 0.0788712160 0.3497519070 0.5311318799 0.2229156615 -0.1599932994
[6] -0.0917590320 0.0689440465 0.0194616049 -0.0223318742 0.0003916256
[11] 0.0033780312 -0.0007617669
Las funciones escala y doublets respectivas para estos valores se muestran en la figuras 4.1
y 4.2. [!h]
4.2. Coeficientes y gra´ficos Symlets.
El programa mostrado a continuacio´n calcula los coeficientes de la escala de las Symlets,
como ejemplo se muestra los ca´lculos para momentos nulos N = 4, 5, 6, 7. Note que no hace
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Figura 4.1: Escala de la Doublets. Momentos N=2,3,4,5,6
sentido los ca´lculos par N, 4.
###############################################################################
###############################################################################
#El siguiente programa calcula los coeficientes de las Symlets,
#basados en la eleccio´n de las raı´ces del polinomio m0 que proporciona
#la fase ma´s pro´xima a la fase lineal.
#el algoritmo esta´ basado en el ca´lculo del Cap. 8 del libro
#Ten lectures on wavelets de I. Daubechies (1992)y la ayuda abierta
#de MATHEMATICA para la construccio´n de wavelets.
symcoef=function(N=4){ #el valor de N puede ser cualquier valor entero positivo mayor que 3
N=round(N)
if (N<=3){
#Se comprueba que el valor sea entero positivo
print(’Imposible encontrar coeficientes.’)
print(’Solo se aceptan valores enteros positivos mayores a 3.’)
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Figura 4.2: Doublets. Momentos N=2,3,4,5,6
}
#Se inicia el proceso para encontrar los filtros
else{
K=N
a=1
p=1
qu=1
h_0=c(1,1)
#Generamos los coeficientes del polinomio que va a dar origen
#origen a los coeficientes, igual que en las Doublets
for(j in 1:(K-1)){
a=-a*0.25*(j+K-1)/j
h_0=c(0,h_0)+c(h_0,0)
p=c(0,-p)+c(p,0)
p=c(0,-p)+c(p,0)
34
qu=c(0,qu,0)+a*p
}
#ordenamos las raices del polinomio en orden ascendente de acuerdo a
#a la parte real primero y luego ponemos las partes imaginarias negativas
#primero.
qu=Conj(sort(polyroot(qu[length(qu):1])))
#A partir de este momento la construccio´n de la wavelet se base en la eleccio´n de las
#raı´ces que den la mejor aproximacio´n a una fase lineal que es lo que tiene que ver con
#la simetrı´a y asimetrı´a.
qut=qu[1:(K-1)]#Toma solamente las raices dentre del circulo unitario
#####################################################################
#####################################################################
#####################################################################
#Vamos a calcular de manera cuidadosa las ra’ices reales y las complejas.
irrc=numeric()
for(i in 1:(K-1)){
cer=sum(round(Conj(qut[i]),11)==round(qut[-i],11))
if(cer!=0)
irrc[i]=1
else
irrc[i]=0
}
qur=Re(qut[irrc==0])#escoge solamente las reales.
qui=qut[irrc==1]#escoge las imaginarias.
quc=qui[seq(2,length(qui),2)]#de las imaginarias toma la de imaginaria positiva
quc[Im(quc)<0]=Conj(quc[Im(quc)<0])
#Las siguientes sentencias crean la fases para cada raiz.
faser=function(rr,omega){#funcio´n para calcular la fase de las raı´ces reales
35
if(length(rr)==1)
return(atan((1+rr)/(1-rr)*tan(omega/2)))
#No retorna nada en el caso contrario
}
fasec=function(cc,omega){
mcc=Mod(cc)#Mo´dulo del complejo cc
acc=Arg(cc)#Argumento del complejo cc
return(atan(((1-mcc^2)*sin(omega))/((1+mcc^2)*cos(omega)-2*mcc*cos(acc))))
}
#ahora calculamos la desviacio´n de la fase
dfaser=function(rr,omega){
if(length(rr)==1)
return(faser(rr,omega)-omega/2)
#No retorna nada en el caso contrario
}
dfasec=function(cc,omega){
dfase=numeric()
confase=cos(omega)>=(2*Mod(cc)*cos(Arg(cc))/(1+Mod(cc)^2))
dfase[confase==TRUE]=fasec(cc,omega[confase==TRUE])-omega[confase==TRUE]
dfase[confase==FALSE]=fasec(cc,omega[confase==FALSE])-omega[confase==FALSE]+pi
return(dfase)
}
#Calculamos la desviacion de fase de todas las raices elegidas.
omega=seq(0,pi,length=200)
fases=matrix(ncol=200,nrow=length(qur)+length(quc))
for(i in 1:(length(qur)+length(quc))){
if(i<=length(qur))
fases[i,]=dfaser(qur[i],omega)
else
fases[i,]=dfasec(quc[i-length(qur)],omega)
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}
#Este rato se genera las combinaciones para saber que fases para elegir
#Matriz de unos y menos unos que permiten calcular todas las posibilidades
tam=length(qur)+length(quc)-1
combina=matrix(1,ncol=tam+1,nrow=2^tam)
for(i in 2:ncol(combina)){
for(j in seq(2,nrow(combina)/2^(tam-i+1),2))
combina[seq((j-1)*2^(tam-i+1)+1,j*2^(tam-i+1),1),i]=-1
}
##################################################################
#Identificamos la configarucion que produce la mayor fase lineal
totales=combina%*%fases
tam=numeric()
tam=rowSums(abs(totales))
maxconf=sort(tam,index.return=TRUE)$ix[1] #Identifica la posicion de la mejor configuracion
qut=c(qur,quc)
qut[combina[maxconf,]==-1]=1/qut[combina[maxconf,]==-1]
qui=Conj(qut[Im(qut)!=0])
qut=c(qut,qui)#Concatenamos todas las ra’ices.
h_0=convolve(h_0,rev(Re(cpoly(qut))),type=’open’)
return(h_0/sum(h_0))
#return(symlet=list(combina=combina,fases=fases,totales=combina%*%fases,qut=qut,qur=qur,quc=quc))
}
}
Los coeficientes obtenidos son:
> symcoef(4)
[1] 0.02278517 -0.00891235 -0.07015881 0.21061727 0.56832912 0.35186953
[7] -0.02095548 -0.05357445
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> symcoef(5)
[1] 0.01381608 -0.01492125 -0.12397568 0.01173946 0.44829082 0.51152648
[7] 0.14099535 -0.02767209 0.02087343 0.01932740
> symcoef(6)
[1] 0.010892350 0.002468306 -0.083431608 -0.034161561 0.347228986
[6] 0.556946392 0.238952186 -0.051362485 -0.014891876 0.031625281
[11] 0.001249961 -0.005515934
> symcoef(7)
[1] 0.007260697 0.002835671 -0.076231936 -0.099028353 0.204091970
[6] 0.542891355 0.379081301 0.012332830 -0.035039146 0.048007384
[11] 0.021577726 -0.008935216 -0.000740613 0.001896329
Los gra´ficos de las escalas y las correspondientes symlets son los mostrados en las figuras
4.3 y 4.4 respectivamente. [!h]
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Figura 4.3: Escala de la Doublets. Momentos N=2,3,4,5,6
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Figura 4.4: Doublets. Momentos N=2,3,4,5,6
4.3. Coiflets Generalizadas y gra´ficas.
El siguiente programa permite el ca´lculo de los coeficientes de la coiflets basados en
las caracter´ısticas de del filtro que se desea obtener. Primero se crean las condiciones y
luego se utiliza la funcio´n nlm para resolver el sistema de ecuaciones, el punto de arranque
esta´ basa do en [WEIBOVEV98].
#Este programa genera el conjunto de coeficientes de las coiflets
generalizadas #basados en la minimizacio´n de una funcio´n escalar
multivariada #utilizando la funcio´n ´nlm´ del R.
concoifg=function(x,tm=0){#Crea las condiciones de las coiflets
if(length(x)%%6!=0){
print(’La longitud del argumento debe ser multiplo de 6.’)
return(0)
} else{
N=length(x)
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L=N/6
n=0:(N-1)
m=(-2*L):(N-1-2*L)
y=numeric()
z=numeric()
#Condicion de la norma del filtro
y[1]=sum(x*x)-1
#Condicion de ortogonalidad con la doble traslaci’on.
z=convolve(x,x,type=’open’)[seq(2,length(x)-1,2)]
y=c(y,z)
alterna=rep(1,length(x))
alterna[seq(2,length(x),2)]=-1
z=numeric()
#Condiciones de Desvanecimiento.
#2L momentos nulos para la madre
for(k in 1:L)#El soporte del padre esta´ en n
z[k]=sum(m^(2*k-1)*x)-sqrt(2)*tm^(2*k-1)
y=c(y,z)
z=numeric()
#2l momentos nulos para el padre
for(k in 0:(2*L-1))#El soporte de la madre esta´ en m
z[k+1]=sum(m^k*alterna*x)
y=c(y,z)
return(round(y,12))
}
}
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La funcio´n a optimizar es:
#Esta es la fu nci’on que se va a minimizar para encontrar los
valores de las coiflets #Est’a basado en la funci’on cocoif.
optcoifg=function(x){
return(sum(concoifg(x,0)^2))
}
Para obtener los coeficientes de la coiflet con el primer momento nulos junto con su funcio´n
de escala, se hace:
> nlm(optcoifg,c(0,0,1,0,0,0))$estimate
[1] -0.07273261 0.33789764 0.85257202 0.38486480 -0.07273261 -0.01565572
La figura 4.5 nos muestra la coiflet que se obtiene
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Figura 4.5: Coiflet.
Cambiando el valor de t¯ para obtener las coiflets generalizadas a partir de la obtenida,
obtenemos los siguientes coeficientes de la escala.
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t¯ = 0,2
[1] -0.10388672 0.26997504 0.84414686 0.44996683 -0.03317617
-0.01285686
t¯ = 0,4
[1] -0.134864275 0.216101708 0.835391684 0.487003498 0.006556881
[6] 0.003980176
t¯ = 0,6
[1] -0.1702192 0.1807454 0.8353906 0.4870054 0.0419125 0.0393345
t¯ = 0,8
[1] -0.20996894 0.16400694 0.84420188 0.44980336 0.07287379 0.09329634
Los gra´ficos de las escalas y coiflets generalizadas correspondientes a los coeficientes
anteriores se muestran en la figura 4.6.
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Figura 4.6: Escalas y coiflets generalizadas con un momento nulo.
Cap´ıtulo 5
Conclusiones.
1. La construccio´n de wavelets, puede ser vista como la construccio´n de filtros para
los cuales decidimos sus caracter´ısticas, y en base de ellas construimos la wavelet
deseada.
2. El lenguaje de programacio´n de R es una potente herramienta nume´rica que ha
permitido explorar diferentes tipos de resultados en la construccio´n de los coeficientes
presentados en este trabajo.
3. La bu´squeda de wavelets ma´s sime´tricas incrementa la complejidad del ca´lculo nume´ri-
co, aunque la actual capacidad computacional de R permite hacerlos ra´pidamente.
4. Existen algoritmos nume´ricos, muy eficientes que permiten acelerar el ca´lculo de
la convolucio´n, como el de los polinomios de Galois, que no esta´n implementados
en R, la convolucio´n implementada en R esta´ basado en la transformada ra´pida de
Fourier, que aunque es buena, es superada por la convolucio´n hecha en base a la de
los polinomios de Galois, que es la que usa Matlab, e´ste es un buen trabajo todav´ıa
por implementar.
5. Durante el trabajo se encontro´ que existen algoritmos que usan te´cnicas alge´bricas
para resolver polinomios en varias variables, lo cual ser´ıa tambie´n u´til implementar
en R.
6. El paquete de R que se esta´ construyendo se llama cwavej, y el mismo incluye todas
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las funciones desarrolladas con sus respectivas ayudas, el cd adjunto incluye el archivo
zip del paquete que se instala de manera esta´ndar.
7. El trabajo continuara´ implementando algoritmos que permitan utilizar wavelet bio-
ortogonales, se mejorara´ la funcio´n de descomposicio´n para que presente automa´tica-
mente los ana´lisis en el dominio de partida, tambie´n se mejorara´ la misma para que
trabaje sin problemas con longitudes que no sean potencias de 2. Adema´s, se es-
pera mejorar el paquete para que muestre los espectros de las descomposiciones y
extender todos los resultados a 2 dimensiones para realizar ana´lisis de ima´gnes.
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