1. Introduction. In the theory of random signals and noise [1], [2] , [3] , [4] we encounter linear or nonlinear systems with forcing terms which are random processes. Such systems often may be described by sets of differential equations of the form > (1. where the functions/,-are deterministic and the forcing functions n,i(t) are random. Each function n,(£) is "white noise," with cross-correlations (1.2) Eni(t)m(t -t) = <r,;S(r).
The matrix (<r<y) is positive semi-definite, since Z X) X,Xy<r" = E [ [Z, \iiii(t)fdt è 0.
t } Jo i
In many cases of interest, however, the matrix <ri;-is not positive definite. For example, if
x + ux + sin x = n(t)
is described as a first-order system dxi -y-= -sin xi -iiXi + n{t), then the matrix (0-4,-) has the form <-> -(0 :)• Numerical methods for linear systems of the form (1.1) are given in [7] and [8] . These methods do not apply to nonlinear equations.
The purpose of this paper is to provide an analysis of the random error which occurs when the stochastic, nonlinear equations (1.1) are approximated by finitedifference equations. For Ai > 0 we approximate the random vector x(t) defined by (1.1) by the vector xin) defined by the difference equation (1. 3) x(n+1) = xM + Mf(x(n)) + g(n) (n = 0, 1, • • •), *W = £, where t = nM and where g(n) is a pseudo-random vector simulating a random Gaussian vector g with
The main result is the following: Suppose that the functions fi(x) have continuous, bounded derivatives up to the fourth order. Let R be any bounded region of m-dimensionalspace. Let ßiCÄCÄ2, where ft is a region whose boundary lies in R and where ft is a region which includes the boundary of R. Then we shall prove that, as Ai -> 0 with n = [t/At], (1.5) Pr {xM 6 ft} + O(M) g Pr \x(t) € ft ^ Pr {xM G ft} + O(M).
We shall also prove convergence in distribution.
The author hopes that this paper will stimulate research on more sophisticated difference methods for stochastic differential equations. The usual error-analyses made for Adams or Runge-Kutta methods do not apply to stochastic equations (1.1), since any sample of the white-noise process rii(t) with an > 0 is required to be everywhere unbounded, discontinuous, and nondifferentiable.
2. The Equivalent Markov Process. To many mathematicians the definition of white noise presented in current books and papers lacks rigor. Therefore, we shall define the differential equations (1.1) to be equivalent to the equations (2.1) for a continuous Markov process x<(£) with initial state x<(0) = & and with limit- For all í > 0 these limits are supposed to be attained uniformly in x. Under these conditions, as it is proved in [2] , the random vector x at time t > 0 has a probabilitydensity P(£ -> x, t) defined by the Fokker-Planck partial differential equation 3. The Approximate Probability Density. Corresponding to a fixed time-increment Ai > 0, we shall define an approximate probability-density Q(£ -> x, t) = Q(£ -* x, t; At). For 0 < t ^ At, we approximate the Fokker-Planck equation (2.2) by replacing/<(x) by the initial value/,(£)• We then write
We now use the analogue of the Chapman-Kolmogorov identity to define Q at later times t = nAt. For n = 1, 2, • • • we recursively define
or, equivalently, for n = 1, 2,
By (3.1) and (3.2), the function Q(r¡ -► x, At) is the probability density of an wi-dimensional random Gaussian variable x with mean values and second moments
Therefore, if we set i\ = x(n) and x = x(B+1) in (3.4), we see that
where g(n) is an m-dimensional random Gaussian variable which is independent of x(n) and which has the first and second moments
For later analysis we shall require an explicit form for Q(£ -► x, Ai). Let U be a real, unitary matrix which diagonalizes (a¡¡) :
where Xi è • • • à Xr > 0 are the positive eigenvalues of the semi-definite matrix (an). We assume r^l. For 0 < i g Ai set (3.9) z= tf(x-Ê-/(É)i).
The equations (3.1), (3.2) now give
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An integral of Q times a function ^ takes the form 4. The Related Difference Method. To use the difference equation (3.6) in practice, we must have some method of simulating samples from the m-dimensional Gaussian distribution with first and second moments given by (3.7). This numerical problem is discussed in [5] , [6] , and [8] . There is a slight complication if (<r,y) is not positive definite.
We desire to write (an) in the form If (4.4) is written in the form y = Sx, where <S is a matrix with r rows and m columns, the identity (4.3) shows that (atj) = S*S. Therefore, we may let T = S* to satisfy (4.1). We now set (4.5) gin) = VÄtTwin).
The components of the vector u/n) are required to simulate independent samples from the Gaussian distribution with zero mean and unit variance. This problem is solved by the technique of Box and Müller [5] . The factorization (4.1) produces the required moments (3.7).
5. Analysis of the Error. The true solution x(i) is a random vector with probability-density P(£ -* x, t). The approximate solution x(n) is a random vector with probability-density Q(£ -► x, nAi; Ai). It is too much to hope that Therefore, we must prove a weaker result. We will show that, for all sufficiently smooth statistics or testing functions 0(x), the expected value of the random number 4>(x(n) ) approaches the expected value of the random number </>(x(i) ) as Ai -» 0, where n = [t/At], with an.error which is 0(.Ai).
For any function <j>(x) with continuous derivatives up to order p, we define the number || <¡> \\p to equal the least upper bound, for all x, of the absolute values of the function (p and of all of its partial derivatives of order ^ p. We shall assume that In differential equations (1.1) of physical interest this assumption is not too unreasonable if the given functions/,(x) are redefined as smooth at any discontinuities and as bounded with bounded derivatives for very large, physically unrealizable, moduli of the state-vector x. Theorem. Suppose that ||/»(x) ||4 < °o (i = 1, • • • , m). For t > 0 let x(t) be the random vector defined by the stochastic differential equations (1.1). For At > 0 and n = [t/At] let x(n) be the random vector defined by the difference equations (1.3). Let || <t>(x) ||4 < oo. Then (5.4) E<t>(xM) = E<t>(x(t)) + 0(At) asAi-»0. ,
Before proving the theorem, let us show how the inequalities (1.5) follow from the theorem. Let ßiCßCÄ2, and let the boundaries of these regions have positive distances from each other. Let </>i(x) be defined as (5.5) <fo(x) = 1 in ft, <t>i(x) = 0 outside R.
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We now define linear operators A and B which map functions of x into functions off: From the estimate (5.28) and from the factorization (5.15) it is clear that we must examine the effect of the iterated transformation B' on the norm || ||4. Again let ^(x) be any function with || tp ||4 < ». We will show that there is a constant X which is independent of \p, of Ai, and of £ such that, for 0 < Ai ^ e independent of £ and of yp, At almost all pairs of points u < v the increment function Pr \u < x < v] is continuous [9] . We will first show that, at any pair of points of continuity of the increment function, we have Keeping e fixed and letting Ai -* 0 we find lim sup Pr {u < x(B) < v} ¿ Pr {u -e < x < v + e], A<-»0 lim inf Pr {u < x(n) < v} ^ Pr {u + e < x < v -e\.
Ai-*0
We now let e -> 0. Because of the continuity of the increment function at u < v, we conclude lim sup Pr {u < x(n) < v] ^ Pr {u < x < v\ ^ lim inf Pr {u < x(B) < v\.
A(-»0 Ai-»0
The required limit (5.41) follows.
Let o be a point of continuity of the distribution function F. Let an arbitrarily small number a > 0 be given. Choose u < a < v so that (5.42) Pr {u < x < v} ^ 1 -a and so that u < v and u < a are points of continuity of the increment function.
By the limit (5.41), there is a number 5 > 0 so small that 
