Anomaly detection for large scale cellular networks can be used by network operators to optimize network performance and enhance mobile user experience. This paper aims at detecting user anomalies from spatio-temporal cell phone activity data. We design an approach combining time series analysis and machine learning to extract the traffic patterns of areal units. This approach can cluster areal units with similar traffic patterns and segment a city into distinct groups. Then, in grouped-areas, we use a clustering technique to detect anomalous behaviors of the cellular network and verify the accuracy of the results using ground truth information collected from online sources. The results indicate that anomalies are associated with abruptly high or unexpected traffic demand at a specific location and time. In addition, we obtain anomaly-free data by removing anomalous data and train a decomposed traffic prediction model. It is observed that the prediction model trained with anomaly-free data can achieve lower normalized mean square error (NMSE), i.e., higher prediction accuracy, than the model trained with anomalous data.
can enjoy a superior experience and personalized services. The spatio-temporal information contained in the mobile data helps us to monitor network conditions and identify anomalous behaviors. The effective utilization of mobile data to detect anomalies requires Big data analysis. Unlike traditional data analysis approaches which rely only on sample data, Big Data analysis uses all available data; as a result, the extracted information is accurate and complete, and thus the optimal decisions are made.
Tremendous research efforts have been made to detect anomalies in cellular networks. Mainstream methods can be divided into three major categories: statistics-based, classification-based and clustering-based. The statisticsbased techniques have some drawbacks such as long training period for statistical inference. The classification-based techniques rely on the availability of labeled normal traffic datasets. In practice, it is very rare and expensive to obtain anomaly-free traffic instances. Clustering [4] is an unsupervised learning algorithm that does not require pre-labeled data to group similar data instances. In [5] and [6] , the authors used clustering techniques on Call Detail Records (CDRs) data to detect anomalies in some adjacent regions. Nevertheless, the existing clustering methods ignore the difference in traffic patterns (i.e., how the traffic varies with time) across various regions [7] , [8] . As we all know, even for two neighboring unit areas or the same functional regions, the variations in traffic activity might be different. For instance, the non-commercial area usually has lower traffic volumes than commercial area. Also, university in the suburbs has lower traffic volumes than that in downtown areas. If we put all the regions together rather than segment them into different traffic pattern groups, some anomalies that occur in one region with lower variation in traffic volumes may not be easy to identify.
In this study, we propose a traffic-pattern based anomaly detection method. We first segment a city into distinct groups by aggregating areal units with similar traffic patterns, and then detect abruptly high traffic demand within each group, which is identified as an anomaly. Our traffic-pattern based anomaly detection method can detect the missing anomalies which are ignored by existing methods. Furthermore, by using the data with removed anomalies, we can also improve the accuracy of traffic prediction. Our contributions and findings are summarized as follows.
1) We propose a traffic-pattern based anomaly detection method. First, the similarities of activity series dynamics among different geographical areas are captured and utilized to segment a city into distinct groups. Then, in each grouped-area, k-means clustering is exploited to detect anomalies. 2) We apply the developed method to real-world data set, i.e., the aggregate CDRs data from the city of Milan, Italy, and verify the effectiveness of our method using the ground truth data. 3) In order to show the superiority of our trafficpattern based method, we perform traffic prediction on anomaly-free data where the anomalies have been removed by traditional method and our method, respectively. Experimental results demonstrate that lower prediction error can be achieved with our traffic-pattern based anomaly detection method. This also proves the effectiveness of our method. The rest of this paper is organized as follows. Section II presents a brief introduction to the related work in literature. Section III describes datasets and data preprocessing. Section IV presents the identification of activity patterns and the detection of user activity anomalies based on the activity patterns. Then, the decomposed prediction model is introduced. In Section V, we validate the proposed anomaly detection method through ground truth data and discuss the impact of anomalous data and anomaly-free data on prediction performance. Finally, Section VI concludes the paper.
II. RELATED WORK
This section summarizes related studies from two aspects: anomaly detection and traffic prediction in cellular networks.
A. ANOMALY DETECTION
Anomaly detection is a method of searching for data items that do not match an expected behavior or pattern in a given dataset [9] . There have been a number of surveys on anomaly detection techniques developed in several domains of machine learning and statistics [10] , [11] . Network anomaly detection methods in the literature can be classified into three main categories: statistics-based, classificationbased, and clustering-based.
Statistics-based anomaly detection methods, which apply statistical models for anomaly detection, mainly include threshold-based methods [12] - [15] and principal component analysis (PCA) approach [16] - [20] . Threshold-based methods first select features, and then estimate features' distribution with suitable statistical model. Finally, a threshold is set to distinguish normal traffic activity from the abnormal one. In [12] , Simmross-Wattenberg et al. selected the traffic rate as the feature and used independent heavy tailed (α-stable) random variables to fit traffic rate. The main drawback of the threshold-based technique is that it needs prior knowledge about anomalous behaviors to set the appropriate threshold. Motivated by this, Lakhina et al. [16] devised an anomaly detection method where the traffic data is divided into two types of principle components (PCs) using PCA. The traffic data mapped to PCs in the higher dimensional subspace are anomalies, and the remaining data are normal behaviors of the network. In [17] , Ringberg et al. discussed the pros and cons of using PCA for traffic anomaly detection. Although the PCA method requires no priori knowledge and can report abrupt changes after a long monitoring time, the effectiveness of PCA anomaly detection technique is sensitive to the degree of cohesion of the traffic data.
There are several classification-based methods such as the rule-based method, decision tree, Bayesian network, neural network, and support vector machine (SVM) [9] , [21] - [23] .Classification-based methods utilize labeled training data to learn a classifier, and then employ the learned classifier to classifies a test instance as normal or anomalous. Although classification-based anomaly detection methods are popular because of their considerable flexibility and high detection probability, they require labeled training data that needs to be collected by significant human efforts.
Clustering techniques are widely used in anomaly detection [5] , [24] , [25] . Clustering does not require pre-labeled data to group similar data instances. Naboulsi et al. [25] proposed a framework that uses hierarchical clustering method to cluster mobile call profile into different categories and can identify abnormal traffic activities by comparing with normal one. However, they simply divided the 500 km 2 area into 10 parts, which may lead to loss of detail information in regions of interest and fail to find abnormal traffic activities as a result. In [5] , an area of 550 km 2 is divided into 100×100 square grids. By doing so, a lot of detailed information about regional functionality such as shopping mall, university, and hospital, is kept. The authors compared hierarchical clustering with the k-means clustering and found that k-means clustering approach typically has lower time complexity. The shortcoming of the existing clustering methods is that they ignore the difference in traffic patterns across various regions. If we put all regions together rather than segment them into different traffic pattern groups, some anomalies are not easy to be identified. In contrast to the aforementioned works, we in this paper present a novel approach to identify traffic patterns of areas and segment a city into distinct groups by aggregating areal units with similar traffic patterns. We then detect abnormal user behaviors or activity patterns in grouped-areas.
B. TRAFFIC PREDICTION
In traffic prediction, time series analysis methods are widely used, including Auto-regressive integrated moving average (ARIMA) and its variations [26] , [27] . In [27] , Wu et al. designed a wavelet-ARIMA based model for predicting the traffic demand of individuals. However, to obtain reliable forecasts, complicated time series analysis is needed to determine parameters involved in the ARIMA model. To overcome this difficulty, deep learning based approaches are also utilized in traffic prediction. The authors of [28] presented a hybrid deep learning model for spatial-temporal traffic prediction, in which spatial and temporal dependencies are modeled by autoencoders and Long Short-Term Memory units (LSTMs), respectively. Nevertheless, deep learning based models have the main problem of requiring a large amount of training data. To combat this barrier, we choose a decomposed model in this paper to predict traffic demand, taking into account the time-domain periodic pattern of users' traffic usage [29] . The decomposed model is composed of trend part, seasonality part, and residual variability part. Compared to the deep learning or ARIMA models, the decomposed model does not require the availability of large-scale data, while still preserving the high prediction accuracy. 
III. SYSTEM MODEL AND DATASET
The system is based on LTE-A cellular network [30] . The overall LTE-A architecture of network [6] is shown in Fig. 1 . The network consists of three layers: user equipment layer, access network layer and core network layer. The CDR data information is collected from the core network layer of the network. We utilize CDR data to analysis the behavior of the users in the network. In the following section, we introduce the dataset under investigation and describe the preprocessing operations applied on the dataset.
A. DATASET DESCRIPTION
The dataset was provided by Telecom Italia Mobile as a part of the Big Data Challenge competition. 1 The raw data consists of phone activity records from 11/04/2013 to 11/10/2013 with a temporal interval of 10 minutes over the whole city of Milan. The city of Milan, with an area of 550 km 2 , is divided into 100 × 100 square grids. The size of each grid square is about 0.235 × 0.235 km and these grid squares are also termed as squares or areal units. Partial squares of Milan are shown in Fig. 2 . In this dataset, each activity record consists of the following entries, as shown in Table 1 .
1) Square ID: The identification number of the squares. 
B. DATASET PREPROCESSING
According to the dataset release information, each activity value (SMS-in activity, SMS-out activity, Call-in activity, Call-out activity, and Internet activity ) corresponds to the level of interaction of all users in the square using the mobile phone network. To avoid data sparsity, we first sum the five activity values up to a single value that describes the total activity generated by users inside a square. Then we aggregate the data from 10-min interval to 1-hour interval. The preprocessed data is shown in Table 2 .
IV. TRAFFIC-PATTERN BASED ANOMALY DETECTION METHOD
In this section, the proposed traffic-pattern based anomaly detection method is described. In the following, we first give the definition of traffic pattern and reveal the necessity of traffic pattern identification. Then, we show details about how to identify traffic patterns of squares and segment the city into distinct groups according to the traffic patterns. Finally, we describe how to detect anomalies in each grouped-area clustered by our traffic-pattern identification method.
A. THE DEFINITION OF TRAFFIC PATTERN
In our paper, traffic pattern means the variation range of phone activity volumes in each square. Typically, a region where there are many shops may have a wide variation range of phone activity volumes. In contrast, the variation range in suburb areas might small because of sparse population.
It should be noted that, some squares with the same functionality (e.g., university) or some squares which are geographically close to each other may have different traffic patterns. Thus, it is not reasonable to identify traffic patterns only considering functionality or geographical adjacency. Fig. 3 (a) - Fig. 3 (c) show the activity time series of aggregate phone activity in small areal units in Milan, for the week of 11/04/2013-11/10/2013. As is shown in Fig. 3(a) , square 4861 and square 5674 have different traffic patterns despite the fact that both of these squares are universities. To be specific, the variation range of phone activity volumes in square 4861 is much wider than that in square 5674. In Fig. 3(b) , the traffic patterns of square 6057 and square 6058 significantly differ as well although these two squares are adjacent geographically. In Fig. 3(c) , squares 5355 and 5863 are neither close nor have the same functionality (5355 is a residential area, and 5863 is a commercial area). However, their traffic patterns are the same.
As is observed from Fig. 3 , different squares have different traffic patterns. Therefore, some anomalies may be missed if we put all the squares together and perform anomaly detection based on the entire dataset. Take Fig. 4 as an example, where the aggregated phone activity volumes within square 6058 and 6059 are shown for the week of 11/4/2013-11/10/2013. When performing anomaly detection, #1 and #2 should be considered as anomalies for square 6058 and 6059, respectively. However, the traditional anomaly detection methods which ignore the difference in traffic pattern across various squares can only identify the anomalies in square 6058. This motivates us that traffic pattern should be taken into account when detecting anomalies.
B. TRAFFIC PATTERN IDENTIFICATION
To identify the traffic patterns, a feature extraction procedure is first carried out. In this step, the phone activity series of each square is converted to a feature vector. Specifically, the 4-week period in November 2013 is divided into 672 time slots, where each slot is one hour period. Then, for any square j, the feature vector is a vector with 672 components, defined as x j = x j [1] , . . . , x j [672] T , where x j [p] stands for the total activity generated by all the individuals in square j within time slot p. Based on the feature vectors of all the squares, k-means clustering [31] is employed to identify the traffic patterns of squares. In our k-means clustering algorithm, the set of the phone activity feature vectors X = x 1 , x 2 , . . . , x 3,000 of 3,000 squares are taken as input, and the distance between any two squares is characterized by the Euclidean distance of their associated feature vectors. The average within-cluster sum of squares (WSS) is introduced to reflect the degree of cohesion within a group, which is defined as
In (1), k is the number of groups, N i is the number of squares within the i-th group, and S i is expressed as
where x i n is the feature vector of square n within i-th group, o i is the centroid of the i-th group, and · 2 is the Euclidean norm for vectors.
In order to determine the optimal number of groups k (i.e., the number of traffic-pattern categories), the Elbow method [32] is adopted. As per the Elbow method, the number of groups should be chosen such that adding another group does not decrease the average WSS significantly. Fig. 5 can be used to illustrate the idea of the Elbow method, where the horizontal axis represents the number of groups and the longitudinal axis represents average WSS. To detect the elbow more unambiguously, we compute the angles between consecutive segments and set the threshold value to 0.9π. When obtaining the first angle that is less than the threshold, the optimal group number is identified. In the example of Fig. 5 , the optimal group number k is 5. 
C. ANOMALY DETECTION
By using the aforementioned traffic pattern identification approach, a city is segmented into several distinct groupedareas. In each grouped area, k-means algorithm employs phone activity value in some time slots of users as objects to detect the anomalies. K-means is one of the simplest unsupervised clustering methods utilized to solve well-known clustering problems, especially for large datasets. First, the Davies-Bouldin index (DBI) [32] is adopted to determine the number of clusters when detecting anomalies in each grouped area. DBI is defined as
where N is the number of clusters, s i s j is the average distance from the centroid of cluster i(j) to all the objects within this cluster, and m i,j is the distance between two clusters i and j. Mathematically, s i and m i,j can be calculated as
and
respectively, where M i is the number of user-activity objects in cluster i, f i m represents the phone activity value in cluster i, and a i (a j ) is the centroid of the cluster.
The DBI is used because it measures both the separation among clusters and the cohesion within each cluster, which mathematically guarantees favorable clustering results. The optimal number of clusters N is chosen such that the DBI can be minimized. Here, the phone activities of all users at certain time plots within a grouped area is used as the input of the algorithm, and the Euclidean distance between the phone activity values is chosen as the sample distance metric. Third, the cluster with the fewest objects and the largest centroid is considered to contain anomalous activities.
D. TRAFFIC PREDICTION
In Fig. 6 , we randomly select a square and investigate how the aggregated phone activity in this square varies with time. Fig. 6(a) and (b) plot the traffic variation for one week (Nov.4 to Nov.10, 2013) and four weeks (Nov.4 to Dec.1, 2013), respectively. Both subplots indicate that the traffic exhibits a periodical characteristic on the scale of one day and one week, which is attributed to people's weekly work schedules. Fig. 6(c) shows the difference in traffic series dynamics for two continuous weeks, from which we can see that some random components do exist in the traffic series dynamics. Based on the above observations, it can be found that traffic data has trend, seasonal, and random components. Therefore, a decomposed model is used for traffic prediction. In the prediction model, the trend component is represented by a constant, Fourier series is adopted for modelling seasonality component, and the residual component is modeled as a random variable following normal distribution. Moreover, in order to verify the effectiveness of the proposed anomaly detection method, we remove the anomalies data from the dataset using our proposed anomaly detection method, and train the prediction model with the anomaly-free data.
The historical traffic usage of square i is defined as
where z i (t) represents the traffic generated by square i at time slot t. Here, the duration of each slot is 1 h. We aim at predicting z i (T + 1) with sequence Z i . Towards this target, the prediction algorithm is as follows.
Step 1: Decompose the historical traffic time series Z i into three components, using a classical time decomposition approach [33] , as
where m i (t), s i (t), and r i (t) stand for the general trend, the periodic pattern, and the stochastic component of z i (t), respectively.
Step 2: Simplify the trend component to be a constant as
The rationale behind this simplification is that our work focuses on the short-term traffic forecasting. In the short term, the trend in users' traffic demand does not vary significantly and thus can be approximated by a constant. In addition, the computational complexity can also be reduced by doing so.
Step 3: The seasonal component s i (t) is defined as
where s i,d (t) and s i,w (t) are the periodic patterns of one day and one week respectively. Using Fourier series with an order of N (N is a hyper-parameter. We determined it by its performance on validation dataset.), the periodic term s i (t) is approximated as
where L is the fundamental period. According to the experimental results, we adopt L = 1, N = 4 and L = 7, N = 3 respectively in (9) for s i,d (t) and s i,w (t). Step 4: Model the residual component r i (t) as a Gaussiandistributed random variable with mean 0 and variance 0.5, and obtain the decomposed model by substituting (7) and (8) into (6) . Then, use the L-BFGS (Limited-memory Broyden-Fletcher-Goldfarb-Shanno) algorithm to fit the model parameters a i,n and b i,n . Finally, predict z i (T + 1) with the fitted prediction model, as follows
where r i (T + 1) is a random variable following the same distribution as r i (T ).
V. EXPERIMENTAL RESULTS AND DISCUSSIONS
In this section, the performance of the proposed approach is evaluated by using the CDR dataset from real network Telecom Italia.
A. ANOMALY DETECTION RESULTS
First, with the activity pattern identification method developed in Sect. IV. A, we capture the similarities in activity series dynamics among different geographical areas and segment the city of Milan into distinct groups. Second, in each grouped-area, we utilize k-means clustering to detect activity anomalies. In Fig. 7 , the identified five grouped-areas with different traffic patterns are shown, where the squares belonging to different grouped-areas are marked with different colors. The percentage of squares classified into each grouped area is shown in Table 3 . We randomly select four different squares in each grouped area and detect user anomalies in these squares over a oneweek period (11/21/2013-11/27/2013 ). It will be shown that, most of the user activities are classified into what can be considered a typical cluster. However, a small amount of user activities that diverge from a typical behavior join in a minor cluster, and are considered as anomalous activities. The anomalies detected in the five grouped-areas through the k-means clustering method are presented in Fig. 8(a) -(e), respectively. We will investigate the squares and the time associated with the anomalies and validate them using the ground truth data collected on the Municipality of Milan's Open Data Website. 2 The anomaly detection results in each grouped area are summarized as follows.
Group #1: Fig. 8(a) demonstrates that user activities are grouped into four clusters in Group #1. It can be observed that most of the user activities belong to c1, c2, and c4, and only a few users which exhibit a higher activity level are clustered into c3. The squares and time associated with these anomalies are shown in Table 4 . According to the ground truth data, squares 5161 and 6064 are developed commercial/entertainment areas with the highest density of theaters, restaurants, cafe/tea bars, and shopping malls, which accounts for the result that the activity levels within these squares are much higher. Group #2: The k-means method classifies user activities into six distinct clusters, as shown in Fig. 8(b) , where c6 contains fewer users with a higher activity level. The squares and time associated with the anomalies are listed in Table 5 . Upon investigating the squares corresponding to the detected anomalies, we observe that square 4459 corresponds to Universita Bocconi, and the anomalies occurred on Tuesday at 12 PM. It is not surprising that thousands of individuals were texting, calling, and sharing multimedia content at noon of a weekday as the location was a university.
Group #3: Fig. 8(c) demonstrates that most of the user activities are classified into clusters c1, c3, and c4. In contrast, c2 contains fewer users with a higher activity level. According to the ground truth data, the squares within Group #3 are developed residential areas with an adequate number of services, such as restaurants, shopping malls, and cafe/tea bars. As is shown in Table 6 , the anomalies occurred in square 4853, where there is a large shopping mall. Moreover, the anomalies are observed between 10:00 and 12:00, which is as expected.
Group #4: In Fig. 8(d) , it can be seen that c1 contains the minimum number of users with the highest activity level. This is in contrast to most users in c2 and c3, which exhibit normal behaviors. As illustrated in Table 7 , c1 corresponds to square 6756. From the ground truth data we know that this area is a community garden. Group #5: Fig. 8 (e) demonstrates that user activities of Group #5 are grouped into three clusters. It can be seen that c1 contains the fewest users with the highest activity level, which is in contrast to the majority of users in c2 and c3. These anomalous activities occurred between 11 AM and 1 PM on a Saturday, as shown in Table 8 . Besides that, the square in which the anomalies occurred is near the San Siro stadium, where a large soccer match was held on that Saturday at 11 AM. Thousands of individuals were calling, texting, and sharing multimedia content, leading to a surge in traffic flow and unusual behavior of the network. In the above discussions, we compare the detected anomalies with the ground truth and find that our traffic-pattern based anomaly detection method can accurately identify anomalies. To fully demonstrate the effectiveness of the developed traffic pattern identification mechanism, we carry out an additional experiment where the anomaly detection is directly performed on the selected squares, without considering the difference in traffic patterns among various areas. Actually, this methodology is widely adopted in the existing literature such as [5] , [6] . In Fig. 9 , the anomaly detection results are shown for the area consisting of squares 4853, 5161, and 6756. As shown in Fig. 9(a) , the k-means method classifies user activities in selected squares (4853, 5161, 6756) with different traffic patterns into four distinct clusters c1∼c4, where c2 contains the smallest number of users with highest activity level. As a result, the activities in c2 are categorized into anomalies. In Fig. 9(b) , we perform anomaly detection on these three squares separately, and verify the identified anomalies against the ground truth data. By comparing the results in Fig. 9(a) and (b), it can be found that without considering the differences between the squares' traffic patterns, the existing clustering method can only identify the #1 anomalies, but cannot accurately detect abnormal behaviors in #2 and #3. In comparison, our anomaly detection technique successfully detects all of the abruptly high traffic, and these anomalous behaviors occurred are shown in Table 4 , 6, and 7. This fully demonstrates the effectiveness of the proposed traffic pattern identification and anomaly detection method.
B. TRAFFIC PREDICTION RESULTS
In this subsection, we evaluate the performance of the traffic prediction methods based on the phone activity data of 400 squares selected from five groups. All the squares' traffic data in a four-week period (11/01/2013-11/28/2013) are utilized as training data to find the parameters in the prediction model, and their traffic data in the following week (11/29/2013-12/05/2013) are used as test data to verify the performance of various prediction methods. In the experiment, ARIMA is chosen as the benchmark for performance comparison. In addition, we examine the influence of anomalous and anomaly-free data on the prediction accuracy by passing them through the predictor and observing the error difference. To measure the performance of the prediction methods, the Normalized Mean Square Error (NMSE) is adopted as performance metric. For square i, NMSE is defined as
whereẑ i,j and z i,j are the predicted traffic volumes and the actual traffic volumes of square i, respectively, z c i represents the average traffic volume of square i, and M represents the number of samples in testing set. Obviously, smaller NMSE indicates higher accuracy in prediction.
The cumulative distribution function (CDF) of NMSE over the test data is depicted in Fig. 10 , where both the decomposed model and the benchmark are considered. It can be seen that the decomposed model outperforms ARIMA significantly. In particular, when using the decomposed model, the achievable NMSEs over 77.5% of squares are less than 0.1. Comparably, only 39.6% of the squares can obtain the NMSEs of lower than 0.1 when adopting the ARIMA prediction model. In other words, the decomposed model achieves about 38% improvements compared with ARIMA.
The previous experiment results demonstrate that decomposed model is effective in predicting the traffic volumes. In what follows, the impact of anomalous data on the prediction performance will be discussed, and the effectiveness of the traffic-pattern-based anomaly detection method will be examined. First, a developed residential area with three types of traffic patterns is chosen for anomaly detection and traffic prediction, as shown in Fig. 11 . Both the anomaly detection methods considering traffic patterns and without considering traffic patterns are examined. Then, the detected anomalous data is replaced with the average activity from the same time slot on different days to remove anomalies from the dataset. Thus, we have three types of data: (1) anomalous data, (2) anomaly-fee data a : the dataset where the anomaly is detected using the traditional method and then removed, (3) anomaly-free data b : the data set where the anomaly is detected using the proposed method (i.e., traffic pattern based) and then removed. Table 9 presents the average NMSE achieved by the decomposed prediction model over the aforementioned three types of dataset. It can be seen that the model trained with anomaly-free data achieves higher prediction accuracy than that trained with anomalous data. Furthermore, the NMSE is lower when the prediction acts upon the anomaly-free data where the anomaly is detected using the proposed traffic pattern based method. This demonstrates that the proposed anomaly detection method can find anomalies more accurately.
VI. CONCLUSION
In this paper, we perform anomaly detection using CDR data from a cellular network by exploiting clustering technique. Our proposed method first identifies the traffic pattern of each square and then aggregates squares with similar traffic patterns. Based on the aggregation result, the city is segmented into distinct groups, and the anomaly is detected within each grouped area using the k-means approach. The user activities that are unusually high correspond to unexpected traffic and are thus categorized as anomalies. In addition to anomaly detection, we also predict the per-square traffic through a decomposed model, which improves the prediction accuracy twofold compared to ARIMA. Moreover, it is observed that the NMSE of the prediction using anomaly-free data is lower than that with anomalous data.
