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1Control Strategies for Microgrids with Distributed
Energy Storage Systems: An Overview
Thomas Morstyn, Student Member, IEEE, Branislav Hredzak, Senior Member, IEEE and
Vassilios G. Agelidis, Fellow, IEEE
Abstract—This paper presents an overview of the state of
the art control strategies specifically designed to coordinate
distributed energy storage systems in microgrids. Power networks
are undergoing a transition from the traditional model of
centralised generation towards a smart decentralised network
of renewable sources and energy storage systems, organised into
autonomous microgrids. Energy storage systems can provide a
range of services, particularly when distributed throughout the
power network. The introduction of distributed energy storage
represents a fundamental change for power networks, increasing
the network control problem dimensionality and adding long
time-scale dynamics associated with the storage systems’ state of
charge levels. Managing microgrids with many small distributed
energy storage systems requires new scalable control strategies
that are robust to power network and communication network
disturbances. The paper reviews the range of services distributed
energy storage systems can provide, and the control challenges
they introduce. The focus of the paper is a presentation of
the latest decentralised, centralised and distributed multi-agent
control strategies designed to coordinate distributed microgrid
energy storage systems. Finally, multi-agent control with agents
satisfying Wooldridge’s definition of intelligence is proposed as a
promising direction for future research.
Index Terms—Centralised control, decentralised control, dy-
namic optimal power flow, energy management system, energy
storage, hierarchical control, microgrid, multi-agent control,
smart grid, technology readiness level.
I. INTRODUCTION
POWER networks are undergoing a transition, from thetraditional model of centralised generation, towards a
smart decentralised network of distributed renewable sources
and energy storage (ES) systems [1]. This transition is being
driven by a confluence of trends:
1) The rapid adoption of intermittent renewable sources,
particularly photovoltaic (PV) and wind generation [2].
2) Reductions in the cost of ES due to technological devel-
opments and increased scales of production [3].
3) The extension of communications and processing infras-
tructure from the power network transmission level down
to the distribution level [4].
This future smart decentralised power network has the
potential to reduce pollution and to increase network efficiency
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Fig. 1. The traditional hierarchical microgrid control model for an AC
microgrid. The central tertiary control solves the microgrid optimal power flow
problem and supplies voltage angle and magnitude references to the secondary
control. The secondary control generates output power references, implement-
ing the optimal power flow schedule and restoring frequency/voltage offsets
introduced by the primary control. At each source, a local primary controller
generates references for the lower level power converter voltage/current
control to maintain the microgrid power balance.
and reliability. However, intermittent generation and bidirec-
tional power flows introduce challenges for network power
quality and stability [5].
The microgrid concept has been proposed as an organising
principle for managing information and power flows for net-
works with distributed sources [6]. A microgrid is a collocated
set of generation sources, loads and ES systems, that are
coordinated to achieve autonomous operation [7]. Since they
can operate autonomously, microgrids can be controlled as
dispatchable sources when connected to the main grid, and
can continue operation if islanded [8].
The traditional hierarchical microgrid control model has
three levels [9], [10], as shown in Fig. 1. The primary control
level is responsible for load sharing between the microgrid
sources, to maintain stability and autonomous operation (with
time-scales on the order of 10 to 100 milliseconds). The
most common primary control method is decentralised droop
control, which provides load sharing between sources without
requiring time-critical communication links [11]. However,
droop control introduces a trade-off between load sharing
accuracy and microgrid power quality, in the form of volt-
age/frequency offsets. The centralised secondary control level
operates on a slower time-scale (on the order of 1 to 10
seconds), restoring the voltage/frequency offsets introduced by
2LC
LC
LC
LC
LC
LC
(a) Decentralised
LC
LC
LC
LC
LC
LC
Central 
Controller
(b) Centralised
Agent
Agent
Agent
Agent
Agent
Agent
(c) Distributed Multi-Agent
Fig. 2. Control strategy architectures in an AC microgrid with distributed battery energy storage systems. LC : Local Controller.
the primary control. The secondary control level can also be
used to correct the primary control load sharing ratios. Finally,
the microgrid optimal power flow (OPF) problem is solved on
the tertiary control level, calculating optimal references for the
microgrid sources based on economic objectives [12]. Con-
straints on the OPF problem are introduced by the microgrid
power quality requirements and device operating limits. The
tertiary control level generally operates on a slow time-scale
based on a static power flow model (e.g. references updated
every 15 minutes). Note that sometimes an equivalent two level
microgrid control hierarchy is used instead, with microgrid
OPF included as a secondary level control function [13].
The introduction of distributed ES represents a fundamental
change for power networks, since the state of charge (SoC)
levels of the ES systems must be coordinated over long
time-scales. Increasingly, distributed ES systems are being
integrated with residential PV systems for energy shifting [14],
and with STATCOM at the distribution level for peak shaving
and power quality regulation [15]. Distributed ES systems are
also used in high-availability applications, such as datacentres
[16]. Facebook and Microsoft place batteries at the power
distribution unit level of their datacentres, while Google places
batteries at each server [17].
The traditional hierarchical microgrid control model does
not consider sources with ES capacity. The lack of appropriate
control and management strategies has been identified as a
limiting factor for integrating distributed ES systems into mi-
crogrids [13]. Control strategies for microgrids with distributed
ES systems can be broadly divided into three categories, based
on their architecture: (a) decentralised, (b) centralised and (c)
distributed multi-agent. Fig. 2 shows high-level diagrams of
these control strategy architectures for an AC microgrid.
Under a decentralised control strategy, each ES system
operates based only on local information. Decentralised con-
trol strategies for distributed ES systems have focused on
modifications to the primary microgrid droop control, based
on the ES systems’ SoC levels. However, due to the limited
information each ES system has access to, these control
strategies are unable to fully utilise the combined power and
energy capacities of the ES systems [18].
The centralised secondary control level can be used to adjust
the load sharing ratios of the ES systems based on estimates
of their SoC levels, efficiencies and/or power capacities. On
the tertiary control level, the microgrid dynamic OPF (DOPF)
problem can be solved, i.e. the problem of optimally coor-
dinating the output powers of distributed ES systems over
a given time horizon. However, the scalability of the DOPF
problem is of concern. In general, the DOPF problem is non-
convex, full power network information is required, including
renewable generation and load predictions, and the problem
dimension increases with each additional ES system [12]. Note
that sometimes the term ‘energy management system’ is used
instead of tertiary level DOPF strategy [19]. In this case,
the DOPF problem is referred to as the energy management
problem.
The processing and communications infrastructure required
for a central controller that monitors and independently con-
trols each ES system may be impractical for microgrids
with many small ES systems [20]. Also, data centralisation
introduces privacy and security concerns [21]. Managing mi-
crogrids with many small distributed ES systems requires new
scalable control strategies, that are robust to power network
and communication network disturbances.
This motivates the use of distributed multi-agent con-
trol [22]. Under a distributed multi-agent control strategy,
autonomous agents use local information and neighbour-
to-neighbour communication over a sparse communication
network to achieve cooperative objectives [23]. Distributed
multi-agent control provides improved performance compared
with decentralised control and has advantages in terms of
robustness, scalability and flexibility over centralised control.
Distributed multi-agent control strategies have been presented
for a range of microgrid applications including secondary level
voltage/frequency restoration [24]–[27] and tertiary level OPF
[28]–[33]. Reviews on multi-agent implementations of the
traditional hierarchical microgrid control model are presented
in [34]–[36].
Another limitation of the traditional hierarchical microgrid
control model is the lack of consideration for sources with
competing objectives. Game theory provides a mathematical
3framework for analysing the interactions between competitive
agents, and designing market mechanisms to promote cooper-
ative objectives. A review of applications for game theory in
microgrid control is presented in [37].
This paper presents an overview of the state of the art con-
trol strategies specifically designed to coordinate distributed
ES systems in microgrids. Section II reviews the range of
services distributed microgrid ES systems can provide, and
the control challenges they introduce. Sections III, IV and V
present the latest research on decentralised, centralised and
distributed multi-agent control strategies designed to coordi-
nate distributed microgrid ES systems. Section VI provides
comparative summaries of the control strategies. Section VII
proposes multi-agent control for distributed ES systems based
on agents satisfying Wooldridge’s definition of intelligence
[38] as a promising direction for future research. Section VIII
concludes the paper.
II. DISTRIBUTED MICROGRID ENERGY STORAGE
ES systems can provide a range of services, particularly
when distributed throughout the power network (e.g. at the
distribution level, collocated with loads) [39]. ES system
services can be broadly grouped into four categories:
1) Energy Shifting: Energy generated during periods of
excess supply can be stored and shifted to periods of high
demand. This can add significant value to intermittent
renewable sources.
2) Peak Shaving: Short-term load spikes can be supplied
by local ES systems, reducing the peak demand seen
at higher levels in the power network hierarchy. This
lowers the required capacity of generation/transmission
infrastructure and avoids peak power fees.
3) Power Quality Regulation: ES systems can be used
to address network power quality issues such as volt-
age/frequency offsets, harmonics, voltage unbalance and
low power factor.
4) Spinning Reserve: ES systems can provide backup power
in case of islanding, increasing availability.
Making effective use of ES systems is critical, due to
their relatively high cost of energy provisioned compared to
conventional generation sources, once charge/discharge losses
and depreciation due to lifetime degradation are taken into
account [40]. ES technologies have different characteristics,
making them suitable for particular services. Relevant charac-
teristics include charging/discharging efficiency, specific en-
ergy (kWh/kg), specific power (kW/kg), energy capacity cost
($/kWh), power capacity cost ($/kW), cycle life and self-
discharge rate [41].
The control strategy used to coordinate distributed micro-
grid ES systems determines the services they provide, their
lifetime and efficiency. For example, electrochemical battery
technologies (e.g. lead-acid, lithium ion) that are discharged
to low SoC will suffer greater lifetime degradation [42]. Also,
battery efficiency is reduced at high charge/discharge rates and
at lower SoC levels [43]. The placement of the ES systems
in the microgrid, relative to loads, also impacts on round trip
efficiency. This means that the control strategy has a direct
impact on the economic viability of the ES systems, and their
optimal placement and sizing.
III. DECENTRALISED CONTROL STRATEGIES
To achieve autonomous operation, the microgrid power
balance must be maintained at all times. Within the traditional
hierarchical microgrid control model, the primary control
level is responsible for this. The standard primary control
strategy is decentralised droop control, which provides load
sharing between sources interfaced with the microgrid through
power electronic converters, without time-critical communi-
cation links. Alternatively, a centralised active load sharing
strategy can be used, but generally this is only practical for
closely located sources, due to the high bandwidth control
loops required [44].
A. Traditional Droop Control
For AC microgrids with mainly reactive impedance, the
real power flows are dependent on the bus voltage angles,
while the reactive power flows are dependent on the bus
voltage magnitudes. This motivates the traditional f − P ,
V −Q droop control. The converters reduce their frequency in
proportion to their real output power, and their output voltage
in proportion to their reactive output power. This means that,
in steady-state, they share the real and reactive load in inverse
proportion to their droop coefficients. Low voltage microgrids
often have mainly resistive lines, in which case V −P , f −Q
droop control can be used. Also, virtual impedance can be
introduced to reduce the coupling between real and reactive
power flows [45]. For DC microgrids, V − I droop control is
commonly used. The droop coefficients are selected so that the
sources share the microgrid load in proportion to their power
capacities, within the allowed voltage/frequency limits of the
microgrid.
The standard droop control is unsuitable for distributed ES
systems, since it does not take their SoC levels into account.
Under a power capacity proportional load sharing strategy,
ES systems which begin with lower SoC are expected to
prematurely run out of energy. This is undesirable, since ES
systems which have run out of energy cannot contribute their
power capacity to the microgrid. For battery ES systems in
particular, operation at low SoC results in additional lifetime
degradation and low efficiency [43]. Even when the load is ac-
curately shared between ES systems with the same SoC, their
SoC levels are expected to diverge, since differences such as
manufacturing tolerances, remaining lifetime and temperature
will affect the ES systems’ charge/discharge efficiencies. Also,
in low voltage AC microgrids operating under V − P droop
control, and in DC microgrids operating under V − I droop
control, line voltage drops prevent exact load sharing.
B. State of Charge Weighted Droop Control
Decentralised SoC weighted droop control can be used to
ensure that none of the distributed ES systems prematurely run
out of energy [46]. ES systems with lower SoC increase their
droop coefficients, so that they provide a relatively smaller
4share of the microgrid load. The ES systems’ SoC levels will
converge as they all approach the maximum or minimum SoC
level. The rate of SoC balancing can be controlled by applying
an exponent to the value used to weight the ES system droop
coefficient [47], [48]. An alternative method is for the ES
systems to adjust the nominal microgrid voltage/frequency
based on their SoC levels [49], [50]. This has the advantage
of making the average ES system SoC observable from the
microgrid voltage/frequency offset.
SoC weighted droop control has two main limitations. First,
since ES systems with lower SoC do not use their full power
capacities, ES systems with high SoC may be overloaded
during high load conditions. Second, as all of the ES systems
reach a low SoC level, all of their droop coefficients are
increased, and voltage/frequency regulation in the microgrid
suffers. In [51], [52], fuzzy inference is used for a DC
microgrid so that the ES systems’ droop coefficients depend on
their SoC levels and output voltages. This reduces the impact
on voltage regulation when all of the ES systems have low
SoC.
The voltage/frequency offsets of a droop based control
strategy can be used to coordinate the operating modes of
the distributed battery ES systems. In [53], DC microgrid
voltage thresholds are used to coordinate transitions between
the power balance being maintained by the batteries during
normal operation, by renewable sources when the batteries
are full (using generation curtailment) and by the main grid
if the batteries are empty and there is insufficient renewable
generation to feed the load. A similar scheme is presented for
AC microgrids in [54]. Fuzzy inference can used to smooth the
microgrid mode transitions [55], [56]. In [57], high frequency
power line signalling is used to coordinate mode transitions
between DC microgrid battery ES systems. This increases the
maximum number of modes compared to methods relying on
steady-state voltage offset thresholds.
During grid connected operation, ES systems collocated
with intermittent renewable sources can be operated for peak
shaving to minimise the net power imported/exported [58].
This can be used to limit voltage fluctuations in feeders with
distributed renewable generation.
C. Droop Control for Heterogeneous Energy Storage Systems
ES technologies can be broadly divided into those suitable
for peak shaving and power quality regulation, versus those
suitable for energy shifting and spinning reserve. For example,
ultracapacitors have relatively low power cost ($/kW), high
specific power (kW/kg) and high cycle life, making them suit-
able for balancing high frequency load fluctuations required
to maintain the microgrid power quality. However, their high
energy cost ($/kWh) and low specific energy (kWh/kg) make
them unsuitable for supplying the low frequency bulk energy
requirement of the microgrid.
A range of control strategies for individual hybrid ES
systems (ES systems combining multiple storage technologies)
have been proposed [59]. The control strategy in [60] considers
a DC microgrid with distributed ultracapacitors and lead-acid
batteries. High-pass droop control is introduced for the ultraca-
pacitors, so that they supply the high frequency load, while the
lead-acid batteries operate under the traditional droop control
and supply the low frequency load. Each ultracapacitor has
an additional slow PI control loop to restore its voltage to a
desired reference, preventing it from running out of energy.
IV. CENTRALISED CONTROL STRATEGIES
A centralised control strategy can be used to individually
monitor and control microgrid ES systems. The technical
literature on centralised microgrid control strategies can be
divided between the secondary and tertiary control levels.
Control strategies with transient control objectives, such as
power quality regulation, are described as secondary, while
DOPF strategies based on renewable generation and load
predictions are described as tertiary.
A. Centralised Secondary Control
Under the traditional hierarchical microgrid control model,
the centralised secondary control level is introduced to im-
prove power quality by correcting voltage/frequency offsets
introduced by the primary droop control [9]. Secondary level
control strategies have also been proposed for voltage unbal-
ance correction [61], harmonic compensation and to improve
reactive power sharing [62].
This section presents secondary level control strategies
specifically designed to coordinate microgrid ES systems. By
taking into account the ES systems’ SoC levels and operating
characteristics, a range of different control objectives are
achieved, which are not possible with a decentralised control
strategy.
In [63], the standard centralised secondary control for
voltage/frequency restoration is added to the SoC weighted
droop control to regulate the microgrid power quality when
the ES systems reach low SoC. However, there is still the
potential for high SoC ES systems to be overloaded during
high load conditions.
A centralised control strategy for discharge rate balancing
between distributed AC microgrid ES systems is presented in
[64]. As long as the ES systems begin at the same SoC, they
will remain balanced, and none will prematurely run out of
energy or become overloaded. The strategy presented in [65]
allocates the microgrid load between ES systems to minimise
costs associated with battery depreciation, considering the
impact of the SoC level and charge/discharge rate on battery
lifetime.
In [66], a centralised secondary control strategy is intro-
duced for a DC microgrid with distributed lead-acid battery
ES systems coordinated by SoC weighted primary droop
control. The centralised secondary control imposes round-
robin constant voltage charging once the batteries reach a float
voltage, to minimise the number of charge/discharge cycles
and improve battery lifetime.
SoC balancing has been proposed as a means of fully util-
ising the combined power and energy capacities of distributed
microgrid ES systems. Under a SoC balancing control strategy,
the microgrid ES systems share the load, while using their ex-
cess power capacities to move towards a balanced SoC. Once
a balanced SoC is achieved, the combined power and energy
5capacities of the microgrid ES systems are available to bal-
ance generation/load fluctuations in the microgrid, improving
power quality regulation and increasing the spinning reserve
of the microgrid. SoC balancing is particularly desirable for
battery ES systems, since the maximum depth of discharge is
reduced, increasing efficiency and battery lifetime. Centralised
secondary level control strategies for SoC balancing between
microgrid ES systems are presented in [67]–[70].
Rule-based control can be introduced to coordinate ES
system operating modes [71]. In [72], [73], rule-based control
strategies are presented to coordinate vanadium redox flow
batteries and ultracapacitors collocated with a PV generation
plant. In [74], a rule-based control strategy is presented that
uses multi-agent system design to organise information flows
between distributed ES systems. This strategy includes a
central control agent, so it is not classified as a distributed
multi-agent control strategy.
B. Centralised AC Microgrid Tertiary Control
The power network OPF problem attempts to find an opti-
mal solution for distributed generation sources with constraints
introduced by network power quality requirements and device
operating limits [75]. The general AC microgrid OPF problem
is non-convex, due to the nonlinear relationship bus voltage
magnitudes and angles have with the real and reactive power
flows. This non-convexity makes the OPF problem compu-
tationally challenging and the solution methods available are
either approximate or heuristic, and not guaranteed to find a
globally optimal solution [76].
The complexity of the OPF problem is one of the motiva-
tions behind the microgrid concept, which collects generation
sources, loads and ES systems into dispatchable units, sim-
plifying the higher level power network optimisation. Within
a microgrid, the traditional hierarchical control model assigns
the OPF problem to the tertiary control level, which generates
references for the lower level primary and secondary control.
When a grid connection is available, the OPF problem can be
used to optimise the power flows between the microgrid and
the main grid (with objectives such as profit maximisation or
the provision of ancillary services). When islanded, a natural
objective is to minimise power consumption in the microgrid
while making full use of the available renewable generation.
To optimise the use of distributed ES systems, the DOPF
problem is introduced, which finds the optimal energy flows
between the ES systems over a time horizon, during which
predictions of the microgrid load and renewable generation are
available. The selection of the optimisation objective function
and constraints determines the services provided by the ES
systems. For example, if profit maximisation is chosen as
an objective, the ES systems shift energy so that power
is exported to the main grid when the price of energy is
predicted to be high. If constraints are imposed on the power
imported from the main grid, the ES systems will be used
for peak shaving. Constraints on the ES system SoC levels
prevent overcharging/undercharging, and can be used to ensure
additional energy is available as spinning reserve, in case the
microgrid becomes islanded.
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Fig. 3. Dynamic optimal power flow power network models.
Tertiary level control of distributed microgrid ES systems
can be implemented using receding horizon model predictive
control (MPC) [77]. During each sampling interval, the DOPF
problem is solved based on up to date SoC estimates and
predictions of the renewable generation and load. The power
references generated for the first interval of the time horizon
are sent to the lower level control and the time horizon recedes
by a step for the next sampling interval.
Microgrid DOPF strategies can broadly be divided into
four categories, based on the approximations used to simplify
the problem: (a) single/aggregated ES system, (b) ideal real
power transfer, (c) convex approximation or (d) non-convex
optimisation. Power network models fitting these categories
are shown in Fig. 3.
(a) The first group of DOPF strategies are designed for
microgrids with a single ES system, or microgrids with
aggregated ES capacity [78]–[83]. Power flows between the
microgrid and the main grid can be optimised, but power flows
between the ES systems are not considered. The DOPF strat-
egy presented in [83] includes the cost of battery depreciation
through a weighted Ah throughput model for lead-acid battery
lifetime degradation.
(b) The second group of DOPF strategies are based on an
ideal real power transfer model between the ES systems [84],
[85]. An equivalent assumption is that all of the ES systems
are connected to a common bus [86]. In these cases, the
microgrid power balance requirement simplifies to a linear
equality constraint, yielding a convex optimisation problem.
These strategies allow the relative SoC of distributed ES
6systems to be considered, but the network topology is not
taken into account. In [87], stochastic dynamic programming
is used to consider prediction uncertainty, as well as nonlinear
models for battery depreciation costs and charging/discharging
efficiency. Particle swarm optimisation is used in [88], [89] to
solve the DOPF problem for a microgrid with both battery
ES systems and thermal ES in the form of combined cooling,
heating and power units.
(c) The third group of DOPF strategies use convex ap-
proximations of the DOPF problem, since fast and robust
solvers are readily available for convex optimisation problems
[90]. In networks with high X/R ratios, the DC power flow
approximation can be used [91], [92]. The DC power flow
approximation assumes the line impedances are purely reactive
and the bus voltage angle differences are small. In this case, the
microgrid real power flows depend linearly on the bus voltage
angles. Line losses, bus voltage limits and reactive power flows
are not considered by the optimisation. The DOPF strategy in
[93] uses the convex OPF problem relaxation from [76], which
is exact under certain conditions and can be solved using
semidefinite programming. In [94], a branch flow method is
presented for convex relaxation of the OPF problem.
(d) Finally, the fourth group consists of strategies that use
a power network model that gives a non-convex optimisation
problem. In [95], mixed integer linear programming and non-
linear programming are combined to solve the DOPF problem
for a microgrid with distributed ES systems, accounting for
on/off decisions for distributed generation sources. Nonlinear
programming also allows unbalanced phases to be consid-
ered. This approach was extended in [96] with stochastic
optimisation to provide probabilistic feasibility guarantees. An
alternative approach is to use recursive dynamic programming
[12]. The range of SoC values allowed for each ES system is
quantised using a suitable step size, and backward recursion
is used to calculate the differential cost plus the minimum
cost-to-go for all possible SoC transitions (i.e. energy flows)
over the optimisation time horizon that satisfy the power
network constraints. The optimal set of energy flows are then
found using forward recursion. A globally optimal solution
is obtained, but the problem dimension increases with each
additional ES system, limiting scalability.
C. Centralised DC Microgrid Tertiary Control
DOPF strategies have also been developed for DC micro-
grids. Power flow optimisation is particularly important for
high voltage multi-terminal DC distribution used to connect
large offshore wind farms to the main grid [97]. Although
reactive power and bus voltage angles do not need to be
considered, the DC microgrid DOPF problem is still non-
convex, due to the quadratic relationship between the bus
voltages and the microgrid power flows.
DOPF strategies for DC microgrids can be divided into the
same four categories as the AC microgrid DOPF strategies.
(a) DOPF strategies for microgrids with a single ES system
are presented in [98]–[100].
(b) DOPF strategies for DC microgrids with multiple ES
systems connected at a common DC bus are presented in [101],
[102].
(c) & (d) In [103], the DC microgrid DOPF problem is for-
mulated as a non-convex quadratically constrained quadratic
program and a convex relaxation is presented which can be
solved using second-order cone programming. In [104], a
DC microgrid MPC strategy is presented based on a convex
quadratic programming formulation of the DOPF problem,
obtained from linear power flow approximations.
V. DISTRIBUTED MULTI-AGENT CONTROL STRATEGIES
The decentralised control strategies described in Section
III provide a scalable solution for coordinating many small
distributed microgrid ES systems, since they require only local
information. However, they are unable to fully utilise the
combined power and energy capacities of the ES systems.
This can be achieved with the centralised control strategies
in Section IV, but the processing and communication infras-
tructure required limits scalability [20], and data centralisation
introduces privacy and security concerns [21]. Distributed
multi-agent control provides an alternative to these two ex-
tremes. Distributed multi-agent control is a developing area of
control systems research, which considers systems controlled
by autonomous agents connected by a sparse communication
network [23].
Distributed multi-agent control strategies have been pro-
posed for both the secondary and tertiary control levels of
microgrids with distributed ES systems.
On the secondary level, each ES system acts as an au-
tonomous agent, sharing information with neighbouring ES
systems (e.g. SoC level, output power) to coordinate load
sharing and achieve cooperative objectives.
On the tertiary level, distributed multi-agent implementa-
tions of the DOPF problem allow cooperative autonomous
agents with limited power network information to agree on
a set of optimal microgrid energy flows by iteratively solving
limited size sub-problems in parallel and sharing their results
with their neighbours.
An alternative to a cooperative tertiary level strategy for
DOPF is a competitive tertiary level strategy. Under a com-
petitive strategy, autonomous agents attempt to maximise their
local utility, based on price information. Market mechanisms
can be used to promote cooperative objectives, such as main-
taining the microgrid power balance.
A. Distributed Multi-Agent Secondary Control
The distributed multi-agent secondary level control strate-
gies reviewed in this section draw on the theoretical framework
of cooperative consensus problems for networked dynamic
systems [105], [106]. Within this framework, the distributed
microgrid ES systems are modelled as dynamic systems,
sparsely interconnected by the microgrid power lines and
communication network information links. Distributed multi-
agent control design considers how information should be
exchanged and used by the agents so that they reach agreement
regarding quantities that depend on their collective states
(e.g. average consensus, leader-tracking) [107]. An extensive
literature has been developed for this, including methods for
scalable optimal controller/observer design [108], robustness
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Fig. 4. Distributed multi-agent dynamic optimal power flow communication architectures in an AC microgrid with distributed battery energy storage systems.
to communication network delays and topology changes [109]
and an internal model principle for zero steady-state error
reference tracking [110].
Distributed multi-agent control strategies for SoC balancing
between distributed microgrid ES systems have been presented
for AC microgrids [18], [111], [112] and DC microgrids
[113]–[116]. Based on local SoC information and neighbour-
to-neighbour communication, the distributed ES systems use
their excess power capacities to move towards a balanced
SoC. The lower level primary droop control ensures the
microgrid power balance is maintained in case of commu-
nication failures. Once a balanced SoC is reached, it is
maintained through accurate load sharing, naturally correct-
ing for the error normally introduced by the droop control.
Since voltage/frequency offsets are no longer required for
accurate steady-state load sharing, distributed controllers for
voltage/frequency restoration can be introduced [18], [115].
Distributed multi-agent SoC balancing with robustness to
communication delays is presented in [112].
Distributed multi-agent control strategies can coordinate ES
systems for different microgrid operating modes. In [117], a
multi-agent rule-based control strategy is presented to coordi-
nate ES systems agents which can be charging, discharging or
providing voltage regulation and circuit breaker agents which
can be on or off, to maintain continuity of supply to microgrid
segments. The team of agents associated with a segment are
completely connected, but inter-team communication is sparse.
In [115], a unified distributed multi-agent control strategy for
the different operating modes of a DC microgrid (operation
as a grid connected source, grid connected load and islanded)
is presented. This removes the need for bus voltage signalling
and mode detection mechanisms.
The DC microgrid multi-agent control strategy in [116]
provides coordination between distributed ultracapacitor ES
systems, used for peak shaving and power quality regulation,
and battery ES systems, which supply the low frequency
microgrid load during islanded operation. The control strategy
is based on two interconnected leader-tracking SoC consensus
networks, one between the ultracapacitor ES systems and the
other between the battery ES systems.
An alternative objective for multi-agent secondary control of
distributed microgrid ES systems is efficiency maximisation.
Under the control strategy presented in [118], distributed ES
systems cooperatively adjust their output powers based on an
equal incremental cost criterion to minimise charge/discharge
losses while remaining within their SoC limits and maintaining
the microgrid power balance.
B. Cooperative Multi-Agent Tertiary Control
Distributed MPC provides a scalable means of implement-
ing DOPF between distributed microgrid ES systems. A review
of distributed MPC approaches is given in [119]. The ap-
proaches are divided based on the type of control they provide:
regulation, tracking or economic optimisation. The ones that
provide economic optimisation are of interest for microgrid
DOPF. Within this group, the approaches vary in terms of
the communication architecture between the agents and the
information required by each agent. Distributed OPF methods
that do not consider ES systems are presented in [28]–[33].
Distributed multi-agent DOPF strategies can be separated,
according to their communication architecture, into three cat-
egories: (a) hierarchical, (b) topology based message passing
and (c) fully distributed. Within these categories, the strategies
are based on different approximations of the DOPF problem,
since distributed optimisation methods are mainly designed to
solve convex optimisation problems. Fig. 4 shows examples
of these architectures for an AC microgrid.
(a) Hierarchical multi-agent DOPF strategies are presented
in [120]–[122]. In [120], the microgrid DOPF problem is
iteratively solved by a central agent and autonomous dis-
tributed agents, each associated with a distributed generation
source, ES system or controllable load. The central agent
has information on the power network topology, while each
distributed agent has access to its local device’s objective
function and operating constraints. The central agent and
distributed agents solve parallel convex optimisation problems,
and converge to a solution based on price variables that are
iteratively updated. A similar approach is presented in [121]
with an ideal power transfer model between the ES systems.
The DOPF strategy presented in [122] has two tertiary control
8levels. A central agent solves the DOPF problems for a group
of interconnected microgrids, considering each microgrid as
a single dispatchable source with ES capacity. Lower level
microgrid agents then solve separate DOPF problems for their
local ES systems, with the goal of minimising losses while
meeting the power references scheduled by the higher level
central agent. Although the hierarchical multi-agent tertiary
level strategies require centralised communication, they are
distinguished from the centralised tertiary level strategies
from Section IV-B, since the processing infrastructure and
power network information is distributed between autonomous
agents.
(b) Multi-agent DOPF strategies using topology based mes-
sage passing are presented in [123]–[125]. These control
strategies introduce agents and a communication network
between them that mirrors the underlying power network
topology. The control strategy in [123] uses the DC power
flow approximation to obtain a convex DOPF problem. The
convex problem is divided between agents, each associated
with a power network component (e.g. transmission line,
generation source, ES system, load). The DOPF problem
is iteratively solved using alternating direction method of
multipliers (ADMM). Each iteration, distributed agents asso-
ciated with individual power network components solve local
optimisation problems. The component agents are connected
by net agents. The net agents update residual variables that
indicate the distance from convergence, which are used during
the next iteration. The DOPF strategy in [124] is based on dual
decomposition, and a different convex OPF approximation that
assumes all of microgrid lines have the same X/R ratio. Agents
are introduced for each generation source and ES system, and
the communication network between them matches the power
network topology. In [125], topology based message passing
DOPF is presented for interconnected microgrids. Each mi-
crogrid is modelled as a controllable source with ES capacity,
which can trade energy with neighbouring microgrids.
(c) The DOPF strategies presented in [126], [127] are fully
distributed, in the sense that any communication network
topology is acceptable, as long as a path is provided between
all of the agents. The DOPF strategy in [126] is based on an
ideal power transfer model between the ES systems, so the
power network topology is not considered. In [127] a convex
formulation of the AC microgrid DOPF problem is developed
from a d-q reference frame voltage-current model and linear
power flow approximations. This allows line losses and voltage
constraints to be explicitly considered. A fully distributed
communication architecture provides increased robustness and
flexibility compared with the hierarchical and topology based
message passing communication architectures, since there is
no central control agent and the communication/control layer
is decoupled from the power network topology.
C. Competitive Multi-Agent Tertiary Control
Tertiary level microgrid DOPF is relevant for coordinating
cooperative agents with ES systems to achieve collective goals,
such as minimising power consumption. However, microgrids
may also have competitive agents with ES systems. In this
case, each agent has its own objectives (e.g. supplying local
loads, maximising profit from selling energy).
A market based tertiary level control strategy can be used to
coordinate competitive microgrid ES systems. Market based
tertiary level strategies for microgrids with distributed ES
systems are presented in [128]–[130]. These control strategies
can be categorised as having a hierarchical distributed multi-
agent communication architecture, shown in Fig. 4(a), since
they include distributed autonomous agents, which communi-
cate with a central market agent. In [128], two market types
are considered, single-price auction and pay-as-bid auction.
Bidding strategies are analysed for a microgrid with two
agents. In [129], a reverse auction approach is presented,
allowing different sources to compete to supply loads on an
hour ahead basis. It is assumed that ES systems with higher
SoC levels are willing to provide energy at lower prices. In
[130], a power network is considered with multiple microgrid
agents (controlling generation sources) and consumer agents
(with local ES systems). The microgrid agents form coalitions
and set an energy price to maximise their profit. Then, each
consumer agent decides how much energy to buy, considering
the price of energy, their local load, ES system SoC and
predictions of the other agents’ loads.
Cooperative and competitive tertiary level control strategies
may operate together in the future smart decentralised grid.
For example, a market based tertiary level strategy may
be introduced to allow energy trading between households
with renewable generation and ES systems in a distribution
network. Rather than operating as individuals in the market,
households on the same feeder may decide to form a cooper-
ative microgrid, and use a tertiary level DOPF strategy so that
they operate together to share risk and increase their collective
utility.
VI. COMPARATIVE SUMMARIES
Table I presents a comparative summary of the primary level
control strategies from Section III and secondary level control
strategies from sections IV and V. The control strategies are
compared based on the following criteria:
1) Control Architecture: (D) Decentralised, (C) centralised
or (M) distributed multi-agent.
2) Microgrid Type: (AC) or (DC).
3) Voltage/Frequency Regulation: () Zero steady-state er-
ror, (F) offsets partially corrected using fuzzy inference
or (×) not corrected.
4) Combined Power Capacity Fully Utilised: () or (×).
5) Combined Energy Capacity Fully Utilised: () or (×).
6) Islanded Mode: () or (×).
7) Grid Connected Mode: () or (×).
8) Dedicated ES Charge Mode: () or (×).
9) Local ES used for Peak Shaving: () or (×).
10) High Frequency Load Assigned to Ultracapacitors: ()
or (×).
11) ES Cycle Life Optimised: () or (×).
12) ES Efficiency Optimised: () or (×).
13) Robust to Communication Delays: () Yes, (×) no or (-)
not applicable.
9TABLE I
COMPARATIVE SUMMARY:
PRIMARY AND SECONDARY LEVEL CONTROL STRATEGIES
Co
n
tr
o
lS
tr
at
eg
y
1)
Co
n
tr
o
lA
rc
hi
te
ct
u
re
2)
M
ic
ro
gr
id
Ty
pe
3)
Vo
lta
ge
/F
re
q.
R
eg
u
.
4)
Co
m
b.
Po
w
er
Ca
p.
U
til
.
5)
Co
m
b.
En
er
gy
Ca
p.
U
til
.
6)
Is
la
n
de
d
M
o
de
7)
G
rid
Co
n
n
ec
te
d
M
o
de
8)
D
ed
i.
ES
Ch
ar
ge
M
o
de
9)
Lo
ca
lE
S
Pe
ak
Sh
av
in
g
10
)H
F
Lo
ad
to
U
ltr
ac
ap
.
11
)E
S
Cy
cl
e
Li
fe
O
pt
im
.
12
)E
S
Ef
fic
ie
n
cy
O
pt
im
.
13
)C
o
m
m
.
D
el
ay
R
o
bu
st
14
)T
ec
h.
R
ea
di
n
es
s
Le
v
el
[46] D AC × ×   × × × × × × - 2
[47] D DC × ×   × × × × × × - 4
[48] D DC × ×   × × × × × × - 4
[49] D DC × ×    × × × × × - 3
[50] D DC × ×   × × × × × × - 4
[51] D DC F ×   ×  × × × × - 4
[52] D DC F ×   ×  × × × × - 4
[53] D DC × × ×    × × × × - 4
[54] D AC × × ×  ×  × × × × - 4
[55] D AC × ×   ×  × × × × - 4
[56] D AC × ×   ×  × × × × - 4
[57] D DC × × ×  ×  × × × × - 4
[58] D AC × × × ×  ×  × × × - 5
[60] D DC × × ×    ×  × × - 4
[63] C AC  ×   × × × × × × × 4
[64] C AC     × × × × × × × 4
[65] C AC × × × ×  × × ×  × × 3
[66] C DC × ×   ×  × × × × × 4
[67] C DC ×    × × × × × × × 4
[68] C DC ×    × × ×  × × × 4
[69] C AC     × × × × × × × 4
[70] C AC     × × × × × × × 4
[72] C DC × × × ×   ×  × × × 5
[73] C AC × × × ×   ×  × × × 5
[74] C AC × × ×  ×  × × × × × 2
[18] M AC     × × × × × × × 4
[111] M AC ×    × × × × × × × 4
[112] M AC ×    × × × × × ×  5
[113] M DC ×    × × × × × × × 4
[114] M DC ×    × × × × × × × 4
[115] M DC       × × × × × 5
[116] M DC      ×   × × × 5
[117] M AC  × ×    × × × × × 5
[118] M AC × × ×   × × × ×  × 5
14) Technology Readiness Level: (1) – (9).
Table II presents a comparative summary of the tertiary level
DOPF strategies from sections IV and V. The control strategies
are compared based on the following criteria:
1) Control Architecture: (C) Centralised, or distributed
multi-agent: (MH) hierarchical, (MT) topology based
message passing or (MF) fully distributed.
2) Microgrid Type: (AC), (DC) or (Hyb) hybrid AC/DC.
3) Power Network Model: (S) Single/aggregated ES system,
(I) ideal real power transfer, (C) convex approximation or
(N) non-convex optimisation.
4) ES SoC Model: (NL) Nonlinear (e.g. SoC and/or output
power dependent efficiency), (PL) piece-wise linear (i.e.
fixed charging and discharging efficiency) or (L) linear
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[78] C AC S L QP 10 2  ×  × × 3
[79] C AC S NL DP 10 144 × ×  ×  5
[80] C AC S L QP 10 24  ×  × × 4
[81] C AC S L LP 4 60  ×  × × 4
[82] C AC S PL MILP 60 24  ×  × × 3
[83] C AC S L GA 60 24   × ×  3
[84] C AC I PL MILP 60 24 × ×  × × 3
[85] C AC I PL LP 60 24  ×  × × 3
[86] C AC I PL MIQP 10 18  ×  ×  3
[87] C AC I NL DP 60 24 × ×    3
[88] C AC I PL PSO 5 12  ×  × × 5
[89] C AC I PL PSO 5 12  ×  × × 5
[91] C AC C L QP 60 24   × × × 3
[92] C AC C PL QP 60 24   × × × 3
[93] C AC C L SDP 60 24 ×  × × × 3
[95] C AC N PL MNLP 5 24   × × × 4
[96] C AC N PL MNLP 5 24   ×  × 4
[12] C AC N PL DP 6 720 × ×  × × 3
[98] C Hyb S NL MNLP 60 24 × ×  × × 2
[99] C DC S L MILP 20 36 ×  × × × 5
[100] C Hyb S L MILP 60 24 × ×  ×  3
[101] C DC I PL LP 60 24  ×   × 3
[102] C DC I PL LP 60 24 × ×  × × 4
[103] C DC C L SOCP 240 6 ×  × × × 3
[104] C DC C PL QP 1 15   × × × 5
[120] MH AC C L SOCP 60 24 ×   ×  4
[121] MH AC I L LP 30 48  ×  × × 3
[122] MH AC I L QP 15 4  ×  × × 2
[123] MT AC C L QP 15 96 ×  × × × 3
[124] MT AC C L QP 60 5 × ×  × × 3
[125] MT AC I L QP 60 50 × ×  × × 3
[126] MF AC I L QP 5 20   × × × 4
[127] MF AC C L QP 5 3   × × × 5
(i.e. no charge/discharge losses).
5) Optimisation Problem Type: (MILP) Mixed integer lin-
ear programming, (MIQP) mixed integer quadratic pro-
gramming, (MNLP) combined mixed integer linear and
nonlinear programming, (GA) genetic algorithm, (PSO)
particle swarm optimisation, (DP) dynamic programming,
(SDP) semidefinite programming, (SOCP) second-order
cone programming, (QP) quadratic programming or (LP)
linear programming.
6) Sampling Period (minutes)
7) Time Horizon (samples): The number of sampling inter-
vals over which the microgrid load and generation are
predicted, and the optimal energy flows calculated.
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8) Receding Horizon: () The DOPF strategy is imple-
mented using receding horizon MPC for real-time micro-
grid control or (×) the optimisation is performed offline
(e.g. for day-ahead scheduling).
9) Islanded Mode: () or (×).
10) Grid Connected Mode: () or (×).
11) Stochastic Optimisation: () or (×).
12) ES Cycle Life Optimised: () or (×).
13) Technology Readiness Level: (1) – (9).
Technology readiness levels are a standard means of assess-
ing the maturity of a technology [131]. Descriptions specific
to the renewable energy sector are provided in [132]. The
control strategies for distributed microgrid ES systems range
from level 2 to level 5, indicating the emerging nature of this
research area. Technology readiness level 6 requires a success-
ful demonstration in a relevant end-to-end environment, and
has not yet been achieved.
VII. FUTURE RESEARCH: FROM AUTONOMOUS AGENTS
TO INTELLIGENT AGENTS
Integrating distributed renewable generation sources and ES
systems into power networks, and organising them into au-
tonomous microgrids, can increase network reliability, flexibil-
ity and scalability [1]. A distributed multi-agent control strat-
egy is a natural extension of this transition, utilising localised
processing and communications infrastructure to extend the
benefits of a distributed system to the communication/control
layer [22].
The move towards a smart decentralised grid is part of a
broader technological movement towards systems controlled
by interconnected intelligent agents [4]. Intelligent agents have
been applied in a range of industries with complex network
control problems, including chemical processing, manufactur-
ing, information technology and medicine [133]. Intelligent
agents (as opposed to merely autonomous agents) are defined
by Wooldridge as having the following characteristics [38]:
1) Reactivity: Intelligent agents are able to perceive their
environment, and respond in a timely fashion to changes
that occur in it in order to satisfy their design objectives.
2) Proactiveness: Intelligent agents are able to exhibit goal-
directed behaviour by taking initiative in order to satisfy
their design objectives.
3) Social Ability: Intelligent agents are capable of interact-
ing with other agents (and possibly humans) in order to
satisfy their design objectives.
Social ability distinguishes a system controlled by dis-
tributed intelligent agents from a system controlled by a
centralised or decentralised strategy. The multi-agent con-
trol strategies presented in Section V use interconnected au-
tonomous agents, providing increased robustness, scalability
and flexibility over centralised control strategies. However,
these strategies lack the full range of characteristics desired
from intelligent agents. In particular:
• The agents are designed for a particular microgrid, with
limited ability to react to different operating environ-
ments.
Secondary 
Control
Primary 
Control
V & I 
Control
Intelligent Microgrid Agent
Microgrid
Tertiary 
Control
Neighbour 
Negotiation
Comm. 
Network
(Desires)
System 
Identification
(Beliefs)
(Intentions)
Local 
Objectives
Fig. 5. A block diagram of an intelligent microgrid agent within the proposed
framework, controlling a battery ES system. The power network information
available to the agent, including state estimates and predictions, are described
as its beliefs. The agent’s desires are its objectives and operating constraints.
The agent’s intentions are the references for the lower control levels, generated
by its tertiary level control strategy.
• The agents plan their actions using a given tertiary level
strategy, rather than proactively adjusting they strategy
based on the power network information, processing in-
frastructure and communications infrastructure available
to them.
• The agents operate based on predefined neighbour-to-
neighbour feedback loops, or compete in a market, with-
out the ability to negotiate based on shared objectives.
A high-level framework is proposed for the control of
microgrids with distributed ES systems, based on a network
of intelligent agents. The aim of the framework is to provide
a research path towards the development of a generally ap-
plicable control strategy for microgrids making up the future
smart decentralised grid.
Fig. 5 shows a block diagram for an intelligent microgrid
agent within the proposed framework. It is assumed that each
agent has a set of sensors providing limited observability of
the power network and controls a set of sources, ES systems
and/or loads. The primary, secondary and tertiary control
blocks are maintained, as well as the low-level converter
control. Additional blocks are added for system identification
and neighbour negotiation.
The proposed framework is based on the procedural rea-
soning system for implementing belief-desire-intention model
intelligent agents within dynamic environments [134]. In this
model, the power network information available to an agent,
including state estimates and predictions, are described as its
beliefs. The agent’s desires are its objectives and operating
constraints. The agent’s intentions are the references for the
lower control levels, generated by its tertiary level control
strategy.
The system identification block embodies the ability of the
intelligent agent to update its beliefs. This provides the first re-
quirement for reactivity, i.e. the ability of the agent to perceive
its environment. Future microgrid applications are expected to
include varying power network and communication network
topologies, sources and loads connecting/disconnecting from
the network and ES systems with varying characteristics
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due to operating conditions and lifetime degradation. System
identification is required for real-time ES system SoC and
lifetime estimation, renewable generation and load prediction
and power network identification. System identification has
been recognised as a key functionality for developing an intel-
ligent microgrid energy management system (i.e. an intelligent
tertiary level DOPF strategy) [135]. A desirable extension,
facilitated by interconnected intelligent agents, would be a
distributed implementation for microgrid system identification,
using local sensors and sparse communications, and without
data centralisation, which could introduce privacy concerns.
Social ability is provided by the neighbour negotiation
block. The existing distributed multi-agent microgrid con-
trol strategies are based on either predefined neighbour-to-
neighbour feedback loops between the agents, or competition
in a market. Intelligent agents use request based communica-
tion, rather than being directly controlled by their neighbours.
This allows the agents to balance their desire to be cooperative
against local objectives and constraints, which may not be
known by their neighbours, or may be in competition with
their neighbours’ objectives. In particular, small distributed ES
systems need to act collectively to provide substantial energy
shifting, peak shaving, power quality regulation and spinning
reserve to the main grid. If these services are appropriately
compensated, owners of small distributed ES systems may
be better off cooperating, and sharing the profits generated,
rather than competing individually. Neighbour-to-neighbour
negotiation provides a scalable means of achieving this.
Social ability also implies a fully distributed communication
architecture, as shown in Fig. 4(c) (instead of a hierarchical
or topology based message passing architecture), since the
agents should make use of the available communication paths
between them, rather than operating within fixed roles and
interrelations.
The tertiary control level is responsible for generating the
agent’s intentions. Proactiveness implies that this incorporates
the agent’s desires and beliefs. Tertiary level DOPF strategies
based on MPC partially fulfil this, generating optimal power
references using up to date ES system SoC estimates and
renewable generation and load predictions. However, the dis-
tributed multi-agent tertiary level DOPF strategies reviewed in
Section V-B vary significantly in terms of the approximations
applied to the problem, the information required by each
agent and the communication architecture between them. A
proactive agent should adapt its tertiary level strategy to make
the best use of its available information, communications and
processing infrastructure.
The secondary and primary control levels provide the
second requirement of reactivity, i.e. adjusting the agent’s
intended actions to respond in a timely fashion to changes in
its environment. The secondary control level operates between
sampling intervals of the tertiary control strategy, and adjusts
the agent’s intended actions in response to disturbances (e.g.
power network faults, prediction errors, communication fail-
ures) considering the agent’s constraints and the characteristics
of the devices it controls. Also, multi-agent SoC balancing
on the secondary control level could be used to aggregate
ES systems, simplifying the tertiary level DOPF problem. A
decentralised primary load sharing strategy is maintained, so
that the stability of the microgrid is not dependent on the
communication network and higher level control functions.
VIII. CONCLUSION
This paper has presented an overview of the state of the art
control strategies for microgrids with distributed ES systems.
The introduction of distributed ES systems has been identified
as a fundamental change for power networks, introducing
significant opportunities if scalable, flexible and robust control
strategies can be developed to fully utilise their potential.
The latest technical literature on decentralised and centralised
control strategies has been reviewed, as well as recent work on
distributed multi-agent control strategies, which offer a desir-
able middle ground between the two extremes. A technology
readiness level assessment of the control strategies has also
been presented. The next step towards industry translation is
a successful demonstration in a relevant end-to-end environ-
ment. Finally, a framework for multi-agent microgrid control,
based on interconnected intelligent agents, has been proposed.
This provides a promising direction for future research towards
a generally applicable control strategy suitable for microgrids
making up the future smart decentralised grid.
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