Introduction
Let K be a field of characteristic 0. We denote the differential operator ∂ ∂xi by ∂ i . The ring of differential operators with polynomial coefficient
   is denoted by D, and that with formal power series coefficient
   is denoted by D. Here x = (x 1 , · · · , x n ) and ∂ = (∂ 1 , · · · , ∂ n ). Division theorems are fundamental in several construction for D-modules. Castro gave a constructive division theorem in D, which gives unique quotients and remainder( [5] ). However, the division procedure needs infinite reductions. On the other hand, Granger, Oaku and Takayama gave a division algorithm for algebraic data in D ( [8] , [9] ), which is an analogous algorithm with the Mora division algorithm in the polynomial ring ( [10] ). We call this division the Mora division algorithm in D. The division algorithm stops in finite steps, but the remainder is not completely reduced. By using the division algorithm, we can get a Gröbner basis and solve the ideal membership problem for algebraic data in D.
The local b function of a polynomial f ∈ K[x] is the minimum degree monic polynomial b(s) ∈ K[s] which satisfies ∃P ∈ D[s] such that P f s+1 = b(s)f s .
Oaku gave algorithms computing the local b function of a given polynomial by using a Gröbner basis method in D ( [15] , [16] , [17] ). In this paper, we propose a new algorithm to compute the local b function. We use the Mora division algorithm in D and an approximate division algorithm in D, which gives an approximation of the remainder by Castro's division in D.
Division Theorem and Approximate Division Algorithm in the Ring of Power Series K[[x]]
There are several kinds of division theorem in K [[x] ]. Among them, we need a division theorem which gives unique quotients and unique remainder for our approximate division algorithm in D. We start with explaining this kind of division theorem. As to details about the division theorem including a history, we refer [7] . We define a monomial order < r on monomials in K [[x] ] by the following 1 × n matrix and a term order < as the tie-breaker.
In other words, we define the order < r as x α < r x β ⇔ −α 1 − · · · − α n < −β 1 − · · · − β n or (−α 1 − · · · − α n = −β 1 − · · · − β n and x α < x β )
Since the order is not a well order, ordinary division algorithm does not generally stop in finite steps. Let α(1), · · · , α(s) ∈ (Z ≥0 ) n . For (α(1), · · · , α(s)), we define a partition ∆ 1 , · · · , ∆ s , ∆ of (Z ≥0 ) n as
. We define the following notations.
LM <r (f ) : leading monomial of f with respect to < r LT <r (f ) : leading term of f with respect to < r LE <r (f ) : leading exponent of f with respect to < r Exps(f ) : set of exponents appearing in f
n with respect to (α(1), · · · , α(s)). Then, there exist quotients
] which satisfies the following conditions :
n with respect to (LE <r (g 1 ), · · · , LE <r (g s )). Then, there exist quotients
] which satisfies the following conditions.
We show a procedure to obtain q 1 , · · · , q s , r.
Here, the procedure mono-div(F, G) at the 3rd line returns q
This procedure generally does not stop in finite steps. Therefore this procedure is not an algorithm in a strict sence. If input f and g i are polynomials, we can give an algorithm which returns approximate quotients and approximate remainder which are correct up to given total degree N . Approximate algorithm of this kind has been discussed by several authors, for example, see [11] . After the manner of the approximate algorithm, we will give an algorithm which gives approximations of quotients and remainder by
which satisfies the following conditions.
Terms of q i whose total degree is smaller than N − |LE <r (g i )| agree with those of q i . Terms of r whose total degree is smaller than N agree with those of r. Here |α| is n i=1 α i , where α = (α 1 , · · · , α n ), and q i , r are quotients and remainder of
while (F = 0 and
return [q, r, F ] (Proof ) We denote variables F , g i , r, q ′ i , r ′ at the end of the execution of the k-th while-loop by
We will prove that the algorithm stops in finite steps. From (1) and (2), we get
From the definition of the monomial order < r , we get
Since the number of monomials which has the same total degree is finite, there exists k such that |LE <r (F (k) )| ≥ N . This is the condition which stops the while loop. Therefore the algorithm stops in finite steps. Next, we will prove that the returned q i , r satisfy the conditions of output. At the end of the execution of the k-th while-loop, it holds that
From these properties, we have
That is
So we get
total degree is smaller than |LE <r (F (k−1) )| − |LE <r (g i )| does not change, and terms of r (k) whose total degree is smaller than |LE <r (F (k−1) )| does not change.
Therefore q i , r satisfy the condition.
The output of the approximate division algorithm is
In this case, the quotients and the remainder by
Division Theorem and Approximate Division Algorithm in D[y]
Castro gave a constructive division procedure in D ( [5] ). His division procedure returns unique quotients and remainder. In this section, we give an algorithm which gives approximations of the quotients and the remainder by his division.
The approximate quotients and remainder are correct up to a given total degree. Let y be a parameter, and ξ be a commutative variable which stands for ∂. We define a monomial order < on D[y] by using the following 2 × (2n + 1) matrix and the tie-breaker < 1 .
And we define an other monomial order < r on D[y] by using the following 1 × (2n + 1) matrix and tie-breaker < 1 .
We define a weight vector e for monomials x α ξ β y γ as
If |β| + |γ| = |β ′ | + |γ ′ | (in other words, monomials have the same order with respect to the weight vector e), then it holds that
Here in e (P ) is the initial part of P with respect to the weight vector e. For example, when
We review Castro's division procedure in D[y]. Of course, since the monomial order < is not a well order, the procedure needs infinite reductions.
We show procedure for the division theorem.
r ← (total symbol of the part of R whose e-order is k) 5 :
[q
Here, ord e (R) is e-order of R, defined by ord e (R) = max {e · α | α ∈ Exps(R)} , and the total symbol of
]-division at the 5th line, it does not stop in finite steps. We suppose that inputs are algebraic data, in other words, inputs are elements in D. By replacing the
3), we can get approximations of the quotients and the remainder by D-division.
Terms of Q i whose total degree is smaller than N − |LE < (P i )| agree with those of Q i Terms of R whose total degree is smaller than N agree with those of R Here, Q i and R are the result of D-division(P, P 1 , · · · , P s ). 1 :
r ← (total symbol of the part of R whose e-order is k and whose total degree is smaller than Bound) 8 :
[
Bound ← Bound −M k 13 :
]-approximate-division stops in finite steps, the algorithm stops in finite steps. In the remainder of this section, we will prove the correctness of the algorithm.
We put
It follows from the definition that P − Q ∈ T (i) is equivalent to that P and Q are the same up to total degree i − 1. From the Leibnitz rule, we get the following property of the multiplication of approximate elements. 
Here, dot · means multiplication in the ring of differential operators.
(Proof ) We suppose that P ∈ T (i) ∩ D(m) and Q ∈ T (j). Then we have
To compute the multiplication P Q, we use the Leibnitz rule. We can get the following total symbol for P Q.
Here, ν ≤ β means ν i ≤ β i for all i.
We consider the minimum total degree of terms of P Q.
Since |α| + |β| ≥ i, |γ| + |δ| ≥ j and |ν| ≤ |β| ≤ ord e (P ) = m hold, the minimum total degree (3) is more than or equal to i + j − 2m. Therefore, we conclude P Q ∈ T (i + j − 2m).
Lemma 3.4. Let q i and r be the quotients and remainder of
(Proof ) It holds that
with respect to (LE <r (g 1 ), · · · , LE <r (g s )). From these properties, we get
From the definition of the monomial order < r , we have
and
and f be the part of f whose total degree is less than N , that is, f − f ∈ T (N ). Let q i and r be the quotients and
And let q i and r be the quotients and remainder of (Proof of Algorithm 3.2) We will compare steps in the for-loop in D-division with those in D-approximate division. We put
We suppose that R − R ∈ T (N ) in the (k − 1)-th step. Let us compare k-th steps in the for-loop in D-division and D-approximate-division. D-division r ← (total symbol of the part of R whose e-order is k)
D-approximate-division r ← (total symbol of the part of R whose e-order is k and total degree is less than N )
We will prove that R new −R new ∈ T (N −M k ) holds after these computations have been done.
It follows from Lemma 3.5 that
Remainders r and r are e-homogeneous elements of order k, and in e (P i ) is e-homogeneous element of order ord e (P i ). So, if q
are ehomogeneous elements of order k − ord e (P i )(≥ 0). And, if r ′ , r ′ = 0, then r ′ , r ′ are e-homogeneous elements of order k. Therefore, if
i have the same e-order k − ord e (P i ) and are the same up to total degree N − |LE < (P i )| − 1. In other words, it holds that
Therefore it holds that
The accuracy of approximation decreases by M k at each step of the for loop. To keep the accuracy, we beforehand add m0 i=0 M i to N .
Example 3.6. (Example of D-division and D-approximate-division)
Let n = 1. We put P = ∂ 2 , P 1 = (1+x)∂ +x. We compare D-division(P, P 1 ) and D-approximate-division(P, P 1 , 5).
At first, we show the procedure of D-division( P, P 1 ).
r ← (part of R whose e-order is 0) =
The output of D-division(P, P 1 ) is
The quotient is
and the remainder is
Next, we show the procedure of D-approximate-division (P, P 1 , 5).
Bound ← 5 + (0 + 1 + 3) = 9 r ← ( part of R whose e-order is 2 and total degree is less than 9) = ξ
Bound ← 9 − 3 = 6 r ← ( part of R whose e-order is 1 and total degree is less than 6) = −ξ
Bound ← 6 − 1 = 5 r ← ( part of R whose e-order is 0 and total degree is less than 5)
The output of D-approximate-division(P, P 1 , 5) is
The correct part of the remainder is
And this part is the same with the part of the remainder of D-division
Computation of the Local b Function by the Approximate Division Algorithm in D[s]
We will apply the approximate division algorithm in D (Algorithm 3.2) to obtain the local b function of a polynomial. In the sequel, we use the parameter variable s instead of y, and K denotes the field of complex numbers. 
Definition and Algorithm of the b Function
The local b function of f is s + 1, and
Oaku gave algorithms computing the global b function and the local b function for a given polynomial ( [15] , [16] , [17] ). A Gröbner basis method in D is used in these algorithm.
Noro gave an efficient algorithm computing the global b function( [13] ). In this algorithm, a Gröbner basis method in D, and modular method are used. Especially, to eliminate variables, normal forms with respect to a Gröbner basis are used.
In this paper, we propose an algorithm computing the local b function by utilizing an approximate normal form with respect to a Gröbner basis. Our algorithm is an analogous algorithm with Noro's algorithm. For this purpose, we review a Gröbner basis and a normal form in D and define an approximate normal form.
Gröbner Basis and Normal Form in D[s]
Although D[s] is a transcedental object, for ideals in D[s] generated by elements in D[s], we can compute a Gröbner basis in finite steps by either of the following algorithms.
• Lazard's method in D (using a homogenization)
• method using the Mora division algorithm in D ( [8] , [9] )
, the remainder of D-division(P, G) (Theorem 3.1) is uniquely determined. We call the remainder the normal form of P by G with respect to the monomial order <, and we denote it by NF(P, G, <).
We note that a normal form does not have a finite representation in general. . In this algorithm, we use approximate normal forms. We fix a Gröbner basis G of I.
We compute NF(s i , G, <) beforehand, and we compute the minimum l and coefficients a l , · · · , a 0 ∈ K, a l = 0 which satisfies
Then the polynomial a l s l + · · · + a 0 is a generator of the intersection. However we cannot generally compute normal forms in D[s] in finite steps. The normal form NF(s i , G, <) has infinite terms in general. Therefore we use an approximate normal form. . We define the approximate normal form of P by G up to total degree N as the remainder of Dapproximate-division(P, G, N ) (Algorithm 3.2). We denote it by NF(P, G, < , N ). By definition, NF(P, G, <) and NF(P, G, <, N ) are the same up to the total degree N − 1.
We suppose that
Since we use approximate normal forms, it is not always true that a l s l + a l−1 s l−1 + · · · + a 0 ∈ I. However we can solve an ideal membership problem for algebraic data in D[s] by utilizing the Mora division algorithm in D[s]. Therefore we need to apply the Mora division algorithm to the gotten candidate a l s l + · · · + a 0 in order to check if it is a member of I. We will explain an algorithm computing I ∩ K[s] by using these ideas. We suppose I ∩ K[s] = {0}. We put
where G is a Gröbner basis of I and N ∈ N. It holds that
. In summary, an algorithm to compute the generator is as follows:
Note that In (1) 
Algorithm Computing the Local b Function
We set N = 1 and will apply the Algorithm 4.8 to compute the intersectionz∂ z − 1 4 .
Steps of Algorithm 4.8 are 
Implementation and Timing Data
Our algorithm computing the local b function has been implemented by utilizing computer algebra system "Risa/Asir"( [19] ). The name of our package is "nk mora/local-b.rr". We show the timing data. Our algorithm computing the local b function consists of the following 3 parts.
( We denote this parts by (GB-a) and (GB-b). To perform the step (3), we use the Algorithm 4.8. We denote this part by (localb-nf).
We took some examples from [16] . • localb -total time of Oaku's algorithm computing the local b function ( [15] )
• deg -degree of the local b function
• machine -CPU : Athlon MP 1800+ (1533MHz) (2 CPU), Memory : 3GB, OS : FreeBSD 4.8
In the anterior half, Buchberger algorithm with Mora division (GB-a) is faster than Lazard homogenize method (GB-b). While, in the last half, (GB-b) is faster than (GB-a). From our experiments, in general, it seems that (GB-b) is faster than (GB-a).
In almost every case, Oaku's algorithm(localb) is faster than our algorithm(I and GB-* and localb-nf). The reason is that the computation of Gröbner basis and division in D is heavy. Especially, the computation of D-division is heavy.
