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Abstract
Multi-agent reinforcement learning has been successfully applied to a num-
ber of challenging problems. Despite these empirical successes, theoretical
understanding of different algorithms is lacking, primarily due to the curse of
dimensionality caused by the exponential growth of the state-action space with
the number of agents. We study a fundamental problem of multi-agent linear
quadratic regulator in a setting where the agents are partially exchangeable.
In this setting, we develop a hierarchical actor-critic algorithm, whose compu-
tational complexity is independent of the total number of agents, and prove its
global linear convergence to the optimal policy. As linear quadratic regulators
are often used to approximate general dynamic systems, this paper provided an
important step towards better understanding of general hierarchical mean-field
multi-agent reinforcement learning.
1 Introduction
Multi-agent reinforcement learning (MARL) (Bu et al., 2008) combined with deep neural
networks has recently been applied successfully to problems ranging from self-driving cars
(Shalev-Shwartz et al., 2016) and robotics (Yang and Gu, 2004) to E-sports (Vinyals et al.,
2019; OpenAI, 2018) and Go (Silver et al., 2016, 2017). Despite promising empirical results
in few specific domains, MARL remains challenging both in theory and practice as the state-
action space grows exponentially with the number of agents (Menda et al., 2019). This curse
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of dimensionality makes developing computationally tractable and statistically consistent
procedures difficult. When the agents are homogeneous, the curse of dimensionality can be
avoided by exploiting symmetries in the problem, which gives rise to mean-field multi-agent
reinforcement learning (Huang et al., 2012; Carmona et al., 2013; Fornasier and Solombrino,
2014). Mean-field algorithms rely on the assumption that the agents are exchangeable,
in which case the optimal policy that maximizes the expected total reward symmetrically
decomposes across agents. As a consequence, the optimal policy can be found by solving a
single-agent reinforcement learning problem while additionally accounting for the mass effect
induced by all other agents, which is summarized by a mean field. Through this reduction to a
single-agent reinforcement learning problem one can again obtain computationally tractable
procedures for which the statistical error does not grow exponentially with the number of
agents (Yang et al., 2018).
The assumption that the agents are exchangeable is often violated in practical problems,
such as real-time strategy gaming with different kinds of units (OpenAI, 2018; Vinyals et al.,
2019) and urban traffic control (UTC) with heterogeneous junctions (El-Tantawy and Abdulhai,
2012; Chu and Wang, 2017), which makes practical application of the mean-field algorithms
difficult. One approach to relaxing the exchangeability assumption is through the notion of
partial exchangeability (Arabneydi and Mahajan, 2016), which allows for exploitation of the
symmetry among possibly heterogeneous agents. The key to partial exchangeability is the
hierarchical structure of agents, which is often observed in practice. Within a subpopulation
of exchangeable agents, the symmetry is exploited as in mean-field multi-agent reinforce-
ment learning through decoupling, while the heterogeneity across different subpopulations
of agents is accounted for by tracking multiple mean fields. In particular, within each sub-
population of agents it suffices to solve a single-agent reinforcement learning problem. Due
to partial exchangeability, one can escape the curse of dimensionality, while allowing for the
heterogeneity among agents.
Our contribution is three-fold. First, we motivate hierarchical LQR model via decou-
pling the dynamics of agents in the system with the notion of partial exchangeability, thus
decomposing the multi-agent LQR control problem into computationally tractable control
problems on subpopulation systems. Second, we extend MARL approaches for hierarchical
LQR model by proposing hierarchical actor-critic algorithm that is model-free, with com-
putational complexity independent of the number of agents in each subpopulation, thus
breaking the curse of dimensionality. Third, we establish non-asymptotic global rate of con-
vergence of our algorithm for multi-agent LQR control problem, which is fundamental in
MARL and optimal control.
2
1.1 Related Work
We contribute to several strands of the literature, including development of actor-critic
algorithms, linear quadratic regulators, and mean-field multi-agent reinforcement learning.
Our algorithm belongs to the family of actor-critic algorithms. Konda and Tsitsiklis
(1999) proposed the first actor-critic algorithm, which was later extended to the natural
actor-critic algorithm (Peters and Schaal, 2008) using the natural policy gradient (Kakade,
2002). Convergence analysis of actor-critic and natural actor-critic algorithms with linear
function approximation was studied in Kakade (2002), Bhatnagar et al. (2009), Bhatnagar et al.
(2008), Castro and Meir (2010), and Bhatnagar (2010). Compared to the policy gradient
algorithm (Williams, 1992), the online (critic) update of the action-value function in an
actor-critic algorithm reduces the variance of the policy gradient and leads to faster con-
vergence, which was rigorously shown for linear quadratic regulator problem (Yang et al.,
2019). Due to its favorable properties, in this paper we develop a hierarchical natural actor-
critic algorithm for multi-agent linear quadratic regulator setting and establish linear global
convergence to the optimal policy.
We establish our theoretical results in the setting of linear quadratic regulator (LQR)
problem, which is a fundamental problem in reinforcement learning and control theory.
The policy in the LQR setting takes a linear form (Zhou et al., 1996; Anderson and Moore,
2007; Bertsekas, 2012) and a number of properties of reinforcement learning algorithms
were established in this setting (Bradtke, 1993; Recht, 2018; Tu and Recht, 2017, 2018;
Dean et al., 2018a,b; Simchowitz et al., 2018; Dean et al., 2017; Hardt et al., 2018). See
Recht (2019) for a recent review. We contribute to this literature by studying multi-agent
LQR problem with partial exchangeability. In particular, our convergence analysis is inspired
by the optimization landscape of LQR characterized by Fazel et al. (2018), where they show
the global convergence of policy gradient algorithm, and the global convergence analysis of
the natural actor-critic algorithm established in the single agent LQR problem (Yang et al.,
2019). Instead, we establish the global convergence of actor-critic algorithm for the multi-
agent LQR control problem, while at the same time still being computationally tractable.
We further contribute to the literature on MARL in the framework of Markov games
(Littman, 1994). A number of authors have tried to address the curse of dimensional-
ity in MARL. Wang and Sandholm (2003) and Arslan and Yu¨ksel (2016) assume that all
the rewards are identical among agents and, as a result, no interaction needs to be con-
sidered. Linear function approximation methods were studied in Lee et al. (2018) and
Zhang et al. (2018), while function approximation with deep neural networks was explored
in Foerster et al. (2016), Gupta et al. (2017), Lowe et al. (2017), Omidshafiei et al. (2017),
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and Foerster et al. (2017). These papers primarily focus on empirical performance of the al-
gorithms or establish asymptotic results, leaving the theoretical understanding and rigorous
convergence analysis for MARL largely open.
Model-based approaches to the mean-field approximation require knowledge of model pa-
rameters (see, for example, Elliott et al., 2013; Arabneydi and Mahajan, 2015, 2016; Li et al.,
2017), while model-free methods (Yang et al., 2017, 2018) only come with algorithms with
asymptotic analysis. In contrast, our method is model-free and comes with provable global
non-asymptotic convergence analysis. Mean-field MARL problem in a collaborative set-
ting, known as team games (Tan, 1993; Panait and Luke, 2005; Wang and Sandholm, 2003;
Claus and Boutilier, 1998), can be regarded as a centralized mean-field control problem
(Huang et al., 2012; Carmona et al., 2013; Fornasier and Solombrino, 2014) with infinitely
many homogeneous agents. Our work extends this model by allowing potential heterogeneity
among agents.
Our method relies on the notion of partial exchangeability (Arabneydi and Mahajan,
2016). A different notion with the same name was used to construct the joint state-action
statistic which can be combined with local state-action to predict the agent’s next state
(Nguyen et al., 2018). As such, it can be viewed as a generalization of homogeneity of all
agents. In contrast, partial exchangeability in our work only assume homogeneity within
each subpopulation, thus allowing for the heterogeneity across different subpopulations of
agents.
1.2 Notation
For a vector v, we use ‖v‖2 to denote its ℓ2-norm. For a matrix A, we denote by ‖A‖ and
‖A‖F its operator norm and Frobenius norm respectively. For a square matrix X , we use
σmin(X) and ρ(X) to denote its minimal singular value and spectral radius respectively. For
vectors x, y and z, we denote by vec(x, y, z) the vector obtained by stacking all the vectors,
i.e.
[
x⊤, y⊤, z⊤
]⊤
. We denote by rows(A,B,C) the matrix
[
A⊤, B⊤, C⊤
]⊤
for matrices A,
B and C with the same number of columns. Also, we denote by cols(A,B,C) the matrix
[A,B,C] for matrices A, B and C with the same number of rows. For a symmetric matrix
Z, we denote by svec(Z) the vectorization of the upper triangular submatrix of Z, with the
off-diagonal entries weighted by
√
2. Also, its inverse operation is denoted by smat(·).
4
2 Background
In this section we provide necessary background. In Section 2.1, we describe actor-critic
algorithm. Linear quadratic regulator is introduced in Section 2.2. Section 2.3 presents
multi-agent reinforcement learning.
2.1 Actor-Critic Algorithm
In reinforcement learning, a system is described by a Markov decision process {X ,U , c, T ,D0},
where starting with initial state x0 ∼ D0, at each time step, an agent interacts with the en-
vironment by selecting an action ut ∼ π(· | xt) ∈ U based on its current state xt ∈ X . Then
the environment gives feedback with cost c(xt, ut), and the agent moves to the next state by
the transition kernel xt+1 = T (xt, ut). The agent aims to find the policy that minimizes the
expected time-average cost
C(π) = lim sup
T→∞
T−1
T−1∑
t=0
Ex0∼D0,ut∼pi(·|xt) [c (xt, ut)] . (2.1)
Given any policy π, the action- and state-value functions are defined respectively as
Qpi(x, u) =
∑
t
Eut∼pi(·|xt) [c (xt, ut)− C(π) | x0 = x, u0 = u] ,
Vpi(x) = Eu∼pi(·|x) [Qpi(x, u)] .
In practice, the policy π is parameterized as πθ. We denote the corresponding cost and
action-value by C(θ) and Qθ, respectively. By the policy gradient theorem (Sutton et al.,
2009a), the gradient with respect to the parameter θ can be computed as
∇θC(θ) = Ex∼Dθ,u∼piθ(·|x) [∇θ log πθ(u | x) ·Qθ(x, u)] ,
where Dθ is the stationary distribution of the Markov chain {xt}t≥0 under policy πθ.
An actor-critic algorithm consists of a critic step that approximates the action-value
function Qθ with a parameterized function Q(·, ·, ω) by estimating the parameter ω, and an
actor step where the policy πθ is updated with a stochastic version of the policy gradient.
The natural actor-critic algorithm (Peters and Schaal, 2008) updates the policy with the
natural policy gradient [Iθ]−1∇θC(θ) (Kakade, 2002), where
Iθ = Ex∼Dθ,u∼piθ(·|x)
[∇ log πθ(u | x) · ∇ log πθ(u | x)⊤]
is the Fisher information of the policy πθ.
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2.2 Linear Quadratic Regulator
Linear Quadratic Regulator is a fundamental problem in optimal control. In reinforcement
learning, the LQR setting is used to develop theoretical understanding of different methods
and serves as a performance benchmark (Fazel et al., 2018; Tu and Recht, 2017; Hardt et al.,
2018). The state space is specified as X = Rd and action space as U = Rk. The transition
dynamics takes a linear form and the cost function takes a quadratic form, specified by
xt+1 = Axt +But + ǫt, c (xt, ut) = x
⊤
t Qxt + u
⊤
t Rut, (2.2)
where A, B, Q and R are matrices of proper dimensions, and noise ǫt ∼ N(0,Φ), with
Q,R,Φ ≻ 0.
The policy π∗ that minimizes C(π) in (2.1) is static and takes a linear form (Anderson and Moore,
2007) π∗(xt) = −K∗xt, where
K∗ =
(
R +B⊤P ∗B
)−1
B⊤P ∗A,
and P ∗ is the solution to a discrete algebraic Riccati equation (Zhou et al., 1996). In the
model-free setting, where reinforcement learning methods do not have access to model param-
eters, it is known that policy gradient (Fazel et al., 2018; Tu and Recht, 2018; Malik et al.,
2018) and actor-critic (Kakade, 2002) are guaranteed to find the optimal policy π∗.
2.3 Multi-Agent Reinforcement Learning
A multi-agent system with the set of agents N can be described by a Markov Decision
Process (MDP) characterized by the tuple (X , {U i}i∈N , T , {ci}i∈N ) (Littman, 1994), where
each agent in the system takes an individual action ui ∈ U i, observes its individual cost
ci : X ×U → R, and moves to the next state by the global transition kernel T : X ×U → X ,
with U =∏i U i denoting the joint action space.
We are interested in the team optimal control problem where the goal is to find a param-
eterized policy π = πθ : X × U → U that minimizes the global total expected time-average
cost of all agents, defined by
minimize
θ
C(θ) = lim sup
T→∞
T−1
T−1∑
t=0
E
[∑
i∈N
ci (xt,ut)
]
= lim sup
T→∞
T−1
T−1∑
t=0
E [cgt (xt,ut)] .
Here cgt (xt,ut) =
∑
i∈N ci (xt,ut) is the global total cost, while xt = (x
1
t , . . . , x
N
t ) = (x
i
t)i∈N
and ut = (u
1
t , . . . , u
N
t ) = (u
i
t)i∈N denote the joint state and action tuples, respectively. The
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corresponding action-value function is defined as
Qθ(x,u) =
∑
t
Eθ [cgt (xt,ut)− C(θ) | x0 = x,u0 = u]
and the state-value function is given by Vθ(x) = Eu∼piθ(·|x) [Qθ(x,u)]. The action- and state-
value functions are coupled across agents since the transition dynamics and costs depend
on the joint state and action of the entire system. As the number of agents increases,
it becomes infeasible to learn Qθ(·, ·) due to the coupling structure and the exponentially
increasing interactions.
3 Hierarchical Mean-Field Multi-Agent Reinforcement
Learning
We introduce Hierarchical Mean-Field Multi-Agent Reinforcement Learning as a way for ac-
counting for the heterogeneity of agents and dealing with the curse of dimensionality. We
partition the population of agents N into disjoint subpopulations N = ⊔Ll N l and approx-
imate interactions of agents by each agent interacting with mean-field effects of subpopula-
tions. In Section 3.1, we define system with partial exchangeability. Hierarchical Actor-Critic
Algorithm is introduced in Section 3.2 .
3.1 Partial Exchangeability
Consider a multi-agent dynamical system with agents N . The state, action, and noise spaces
for each agent are specified by X i = Rdi , U i = Rki, and W i = Rd. Let xt = vec
(
(xit)i∈N
)
,
ut = vec
(
(uit)i∈N
)
, and wt = vec
(
(wit)i∈N
)
denote respectively the global state, action, and
noise vectors of the whole system at time t. The system transition dynamics is given by
xt+1 = f (xt,ut,wt) . (3.1)
Let ct (xt,ut) denote the per-step cost at time t and σi,j denote the permutation transfor-
mation. For example, σ1,3((x1, x2, x3)) = (x3, x2, x1). We first give the definition of partial
exchangeability (Arabneydi and Mahajan, 2016).
Definition 3.1 (Exchangeable agents). A pair (i, j) of agents is called exchangeable if X i =
X j, U i = U j , and W i =Wj , that is, the dimensions of states, actions and disturbances are
the same, and, moreover, the dynamics and cost satisfy
f (σi,jxt, σi,jut, σi,jwt) =σi,j(f (xt,ut,wt)),
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c (σi,jxt, σi,jut) =c (xt,ut) ,
that is, exchanging agent i and j does not affect the dynamics and cost.
Definition 3.2 (Multi-agent system with partial exchangeability). A multi-agent system is
called a system with partial exchangeability if the agents N can be partitioned into L disjoint
exchangeable subpopulations N l, l ∈ L := {1, . . . , L}, such that each pair of agents in N l is
exchangeable.
Partial exchangeability assumes that agents in the system can be partitioned into sub-
populations and exchanging agents in the same subpopulation does not affect the system
dynamics and cost. This definition accounts for the heterogeneity among agents across sub-
populations and, thus, applies to a broader range of settings compared to vanilla mean-field
MARL methods, which assume homogeneous agents. With partial exchangeability, we can
define the mean-field of each subpopulation, which serves as a good summary of the infor-
mation of that subpopulation.
Definition 3.3 (Mean-fields of states and actions). The mean-field state and action of each
subpopulation are defined respectively as the empirical means
x¯lt :=
1
|N l|
∑
i∈N l
xit, u¯
l
t :=
1
|N l|
∑
i∈N l
uit, l ∈ L.
The global mean-field of the system are defined by stacking all the mean-field value vectors:
x¯t := vec
(
x¯1t , . . . , x¯
L
t
)
, u¯t := vec
(
u¯1t , . . . , u¯
L
t
)
. (3.2)
In Section 4 we show that in the LQR setting, partial exchangeability makes the global
mean-field values x¯t and u¯t sufficient to characterize the interactions of agents.
3.2 Hierarchical Actor-Critic Algorithm
In this section, we propose the hierarchical actor-critic algorithm. We start by utilizing
partial exchangeability to decompose the original optimal control problem in a multi-agent
system into optimal control problems of L+ 1 auxiliary systems: L for the subpopulations,
denoted as {Sl}l∈L, and one for the mean fields, denoted as S¯. The construction of auxiliary
systems relies on a coordinate transformation. We also need to define the cost function of
each auxiliary system. We specify them in the following definitions.
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Definition 3.4 (Coordinate transformation). For each agent i ∈ N l, we define the coordi-
nate transformation as
x˜it = x
i
t − x¯lt, u˜it = uit − u¯lt.
The coordinate of auxiliary system Sl is defined to be the tuples x˜lt = (x˜it)i∈N l and u˜lt =
(u˜it)i∈N l. For the mean-field auxiliary system S¯, the coordinate is given by the mean-field
values x¯t and u¯t defined in Definition 3.3.
Definition 3.5 (Cost functions). The global total cost of Sl is given by
c˜l = cgt(xt,ut)− cgt(x˘lt, u˘lt),
where x˘lt denotes the joint state obtained by replacing each individual state {xit}i∈N l in xt
with the mean-field states x¯lt, and u˘
l
t is defined similarly. With slight abuse of notation, x˘
l
t
and u˘lt are defined respectively by
x˘lt =
(
rep(x¯lt, |N l|), (xjt )j∈N−l
)
, u˘lt =
(
rep(u¯lt, |N l|), (ujt)j∈N−l
)
,
where we use rep(x¯lt, |N l|) to denote the tuple obtained by replicating the vector x¯lt |N l|
times and we denote by N−l all subpopulations other than N l. The cost of S¯ is given by
c¯ = cgt(x˘t, u˘t),
where x˘t is obtained by replacing all individual states in xt with their corresponding sub-
population mean-field states, and u˘t is defined similarly. In particular, x˘t and u˘t are defined
respectively by
x˘t =
(
rep(x¯lt, |N l|)
)
l∈L
, u˘t =
(
rep(u¯lt, |N l|)
)
l∈L
. (3.3)
We remark that the state-action pairs of the auxiliary systems are induced by the state-
action pairs of the original system through coordinate transformation, as is shown in Defini-
tion 3.4. The costs of the auxiliary systems are calculated with costs of the original system,
as is shown in Definition 3.5, and in Section 4.1 we show that they can be calculated directly
by matrix computation in the LQR setting. However, the policies are defined in the auxil-
iary systems. After choosing actions with the states and policies of the auxiliary systems,
we can recover the states and policies of the original system, and proceed with its transition
dynamics.
For the auxiliary system Sl, we assume that all agents share a common policy π˜θl due
to homogeneity within a subpopulation N l. Thus it reduces to a single-agent system with
state-action pairs {(x˜lt, u˜lt)}t≥0 induced by π˜θl and cost c˜l at time step t. Agents in Sl aim to
9
Algorithm 1 Hierarchical (Natural) Actor-Critic
Input: Number of iteration N , the partition {N l : l ∈ L := {1, . . . , L}}, stepsizes
{ηl : l ∈ L} and η¯.
Initialization: Initialize policies {π˜0l }l∈L and π¯0 for the auxiliary systems {Sl}l∈L and S¯
respectively.
for n = 0, . . . , N do
Critic step.
Initialize states x0 = (x
i
0)i∈N , do coordinate transformation to obtain initial states
{x˜l0}l∈L and x¯0 of auxiliary systems.
for t = 0, . . . , T do
Take actions {u˜lt}l∈L and u¯t in each auxiliary system respectively based on current
states {x˜lt}l∈L, x¯t and policies {π˜nl }l∈L, π¯n.
Recover original coordinates xt and ut. Calculate the costs c˜
l and c¯t based on the
original cost cgt. Observe the next state xt+1 = T (xt,ut).
Do coordinate transformation to obtain the next auxiliary states {x˜lt+1}l∈L and x¯t+1.
end for
Obtain estimators of the action-value functions {Q̂lpil}l∈L and ̂¯Qp¯i via a policy evaluation
algorithm in the auxiliary systems. For online algorithms, the estimation is implemented
during the simulation (for example, Algorithm 3 in §A).
Actor step.
Update the auxiliary policies by (natural) policy gradient decent with gradients esti-
mated by {Q̂lpil}l∈L and ̂¯Qp¯i and step sizes {ηl : l ∈ L} and η¯.
end for
Output: The final policies {π˜Nl }l∈L and π¯N .
search for a common optimal policy that minimizes the corresponding expected time-average
cost C˜ l. Similarly, S¯ is a single-agent system with state-action pairs {(x¯t, u¯t)}t≥0 induced by
current policy π¯θ¯ and cost c¯. The agent aims to search for an optimal policy that minimizes
the corresponding expected time-average cost C¯.
The resulting action-value functions {Q˜lθl}l∈L and Q¯θ¯ are still coupled since the costs
c˜l, c¯t and the dynamics depend on the joint state xt and action ut. We address this by
assuming that for each auxiliary system, the action-value function has either a decoupled
form or can be approximated by a decoupled function that only depends on the coordinates
of that auxiliary system. This assumption allows us to update policies separately. While we
are interested in methods for a general MDP setting, in this work we establish prove global
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linear convergence for our method in the context of LQR.
Algorithm 1 provides a summary of the hierarchical actor-critic algorithm. We are evalu-
ating and updating polices with actor-critic algorithm in the auxiliary systems, and observe
the dynamics transition ans costs in the origin system. We provide a rigorous justifica-
tion of this algorithm in the LQR setting in Section 4.1 and establish global convergence in
Section 4.3.
4 Main Results
In Section 4.1 we provide rigorous justification of Algorithm 1 in the LQR setting. The
hierarchical natural actor-critic algorithm for the LQR problem is specified in Section 4.2.
In Section 4.3 we establish the provable global convergence for hierarchical natural actor-
critic algorithm.
4.1 Decomposition of LQR with Partial Exchangeability
We focus on the multi-agent LQR optimal control problem defined as
minimize
K
C(K) = lim sup
T→∞
T−1
T−1∑
t=0
E
x0∼D0,ut∼piK(·|xt) [cgt (xt,ut)]
subject to xt+1 = Axt +But +wt, cgt (xt,ut) = x
⊤
t Qxt + u
⊤
t Rut, (4.1)
where xt = vec
(
(xit)i∈N
)
and ut = vec
(
(uit)i∈N
)
denote the global joint state and action
at time t of all agents. Recall that the optimal control takes a linear form and we use
the matrix K to parameterize the policy π such that ut = −Kxt + σzt, zt ∼ N(0, Id). In
addition to being of fundamental importance, the LQR problem is frequently used in practice
to approximate the original problem in (3.1).
We focus on the case where the system satisfies partial exchangeability with partition
N = ⊔Ll N l. We consider the information structure where each agent i can perfectly observe
its local state xit, action u
i
t, and the global mean-field state x¯t defined in (3.2). Furthermore,
each agent can recall its entire observation history perfectly. Such an information structure
is called mean-field sharing (Arabneydi and Mahajan, 2016).
We show that after the coordinate transformation, optimization problem (4.1) can be
decomposed into L + 1 control problems that correspond to the L + 1 auxiliary systems
{Sl}l∈L and S¯. This is established by proving that in the auxiliary systems, the dynamics,
costs and thus the action-value functions take decoupled forms. As a result, each of the
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control problems can be controlled separately with a linear policy. Finally, the observation
that minimizing the decoupled objectives separately for all auxiliary systems decreases the
global total expected time-average cost C(K) concludes validity of Algorithm 1 in the LQR
setting.
We first introduce Lemma 4.1, adapted from Arabneydi and Mahajan (2016), that ex-
presses the agent’s individual dynamic and cost with respect to the mean-field and individual
state-action pairs.
Lemma 4.1. Suppose the LQR problem specified in (4.1) satisfies partial exchangeability
with exchangeable partition N = {N l}l∈L:=[L]. There exist matrices Al, Bl, A¯l, B¯l, Q¯, R¯, Ql
and Rl explicitly defined by A, B, Q and R with dimensions independent of the number of
agents in each subpopulation, such that the individual dynamics and cost function in (4.1)
decompose as
xit+1 = Alx
i
t +Blu
i
t + A¯lx¯t + B¯lu¯t + w
i
t, (4.2)
c (xt,ut) = x¯
⊤
t Q¯x¯t + u¯
⊤
t R¯u¯t +
∑
l∈L
∑
i∈N l
[(
xit
)⊤
Qlx
i
t +
(
uit
)⊤
Rlu
i
t
]
. (4.3)
A proof is given in Section 5.1, where we also provide explicit definitions of Al, Bl, A¯, B¯,
Ql, Rl, Q¯, R¯, Q˘ and R˘.
Based on the matrices defined in Lemma 4.1, we further define the following matrices
that turn out to be useful in defining the auxiliary systems. Specifically, we define matrices
A¯ and B¯ as
A¯ := diag (A1, . . . , AL) + rows
(
A¯1, . . . , A¯L
)
,
B¯ := diag (B1, . . . , BL) + rows
(
B¯1, . . . , B¯L
)
,
and matrices Q˘ and R˘ as
Q˘ := diag
(|N 1| ·Q1, . . . , |N L| ·QL) , R˘ := diag (|N 1| · R1, . . . , |N L| · RL) .
The following standard assumption (Fazel et al., 2018; Arabneydi and Mahajan, 2016) en-
sures that the cost functions of the auxiliary systems are well-defined.
Assumption 4.2. Matrices {Ql}l∈L, {Rl}l∈L, (Q¯+Q˘) and (R¯+R˘) are positive semi-definite.
Now we are ready to give the dynamics and the cost functions of the auxiliary systems.
The following proposition tells us the dynamics and costs of the auxiliary systems take
decoupled forms. Note that we also apply coordinate transformation to the noise terms.
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Proposition 4.3 (Auxiliary systems with decoupled dynamics and costs). Suppose the
assumptions of Lemma 4.1 and Assumption 4.2 hold. After an application of the coordinate
transformation (3.4), the dynamics of the auxiliary systems Sl and S¯ induced by the original
dynamics in (4.1) can be written as
x˜it+1 = Alx˜
i
t +Blu˜
i
t + w˜
i
t, w˜
i
t ∼ N(0,Φl), (4.4)
x¯t+1 = A¯x¯t + B¯u¯t + w¯t, w¯t ∼ N(0, Φ¯). (4.5)
Furthermore, the global total costs of Sl and the cost of S¯, defined in Definition 3.5, only
depend on state-action pairs (x˜lt, u˜
l
t) and (x¯t, u¯t) respectively, and can be written as
c˜l(x˜lt, u˜
l
t) =
∑
i∈N l
[(
x˜it
)⊤
Qlx˜
i
t +
(
u˜it
)⊤
Rlu˜
i
t
]
, (4.6)
c¯ (x¯t, u¯t) = x¯
⊤
t
(
Q¯+ Q˘
)
x¯t + u¯
⊤
t
(
R¯ + R˘
)
u¯t. (4.7)
Moreover, the original global total cost function decomposes as
cgt (xt,ut) = c¯ (x¯t, u¯t) +
∑
l∈L
c˜l(x˜lt, u˜
l
t). (4.8)
Note that by Proposition 4.3, the original system decomposes into L+1 auxiliary systems:
L for each subpopulation {N l}l∈L, and one for the mean-field system. The auxiliary systems
have decoupled dynamics and costs, hence they can be controlled with separate policies.
Moreover, as is shown in (4.6), the individual cost (also denoted by c˜l(·, ·) with a slight
abuse of notation) in Sl takes the identical form
c˜l(x˜it, u˜
i
t) =
(
x˜it
)⊤
Qlx˜
i
t +
(
u˜it
)⊤
Rlu˜
i
t.
Therefore, their optimal policies are identical, which justifies usage of a common policy π˜l
in Algorithm 1.
We parameterize the policies of auxiliary systems by matrices Kl ∈ Rkl×dl and K¯ ∈ Rk×d.
By adding Gaussian noise to allow for exploration, the policies can be written as
u˜it = −Klx˜it + σl · z˜it, z˜it ∼ N (0, Idl) , i ∈ N l, l ∈ L,
u¯t = −K¯x¯t + σ¯ · z¯t, z¯t ∼ N (0, Id¯) ,
(4.9)
with the corresponding distributions denoted as πKl(· | x˜it) and πK¯(· | x¯t). Our next results
states that minimizing the original objective C(K) can be done separately with respect to
K¯ and Kl, l ∈ L.
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Proposition 4.4. The objective C(K) can be decomposed as C(K) = C¯(K¯)+
∑
l∈L C˜(K˜l),
where
C¯(K¯) := lim
T→∞
E
x¯0∼D¯0,u¯t∼piK¯(·|x¯t)
[
1
T
T−1∑
t=0
c¯ (x¯t, u¯t)
]
, (4.10)
C˜(Kl) := lim
T→∞
Ex˜i
0
∼D˜l
0
,u˜it∼piK˜l
(·|x˜it)
[
1
T
T−1∑
t=0
c˜l(x˜lt, u˜
l
t)
]
, i ∈ N l, l ∈ L. (4.11)
The result follows by direct computation and is given in Section 5.3. Note that C¯(K¯) and
C˜(Kl) are exact objectives of the optimal control problems defined in the auxiliary systems
and minimizing them separately yields the minimum of the original objective C(K). With
the decoupled dynamics and cost functions, as well as, the linearly parameterized policies
described above, the corresponding action-value functions {Q˜Kl}l∈L and Q¯K¯ indeed have
decoupled structures, which justifies Algorithm 1 in the LQR setting.
4.2 Hierarchical Natural Actor-Critic in LQR Setting
In this section we develop the hierarchical natural actor-critic algorithm for the LQR prob-
lem. With the action distribution defined in (4.9), the state dynamics defined by (4.4) take
respectively the forms
x˜it+1 = (Al − BlKl)x˜it + ε˜it, ε˜it ∼ N
(
0,Φlσl
)
, i ∈ N l, l ∈ L,
x¯t+1 = (A¯− B¯K¯)x¯t + ε¯t, ε¯t ∼ N
(
0, Φ¯σ¯
)
,
(4.12)
where Φlσl := Φl + σ
2
l · BlB⊤l and Φ¯σ¯ := Φ¯ + σ¯2 · B¯B¯⊤. Let {ΣKl}l∈L and ΣK¯ denote the
unique positive definite solutions to the Lyapunov equations
ΣKl = Φ
l
σl
+ (Al − BlKl)ΣKl(A− BKl)⊤,
ΣK¯ = Φ¯σ¯ + (A¯− B¯K¯)ΣK¯(A¯− B¯K¯)⊤.
Under the condition that ρ(Al−BlKl) < 1 and ρ(A¯−B¯K¯) < 1, the Markov chains introduced
by (4.12) have stationary distributions N (0,ΣKl) and N (0,ΣK¯), denoted by DKl and DK¯ .
The following lemma establishes functional forms of costs C˜(Kl) and C¯(K¯) as well as
their gradients.
Lemma 4.5. The ergodic costs are given by
C˜(Kl) = Tr
[(
Ql +K
⊤
l RlKl
)
ΣKl
]
+ σ2l · Tr(Rl)
= Tr
(
PKlΦ
l
σl
)
+ σ2l · Tr(Rl), (4.13)
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C¯(K¯) = Tr
[(
(Q¯+ Q˘) + K¯⊤(R¯ + R˘)K¯
)
ΣK¯
]
+ σ¯2 · Tr(R¯ + R˘)
= Tr
(
PK¯Φ¯σ¯
)
+ σ¯2 · Tr(R¯ + R˘), (4.14)
with gradients
∇KlC˜(Kl) = 2
[(
Rl +B
⊤
l PKlBl
)
Kl − B⊤l PKlAl
]
ΣKl = 2EKlΣKl, (4.15)
∇K¯C¯(K¯) = 2
[(
R¯ + R˘ +B⊤PK¯B
)
K¯ − B⊤PK¯A
]
ΣK¯ = 2EK¯ΣK¯ , (4.16)
where PKl and PK¯ are obtained as the solution to
PKl =
(
Ql +K
⊤
l RlKl
)
+ (Al − BlKl)⊤PKl(Al −BlKl),
PK¯ =
(
Q¯+ Q˘ + K¯⊤(R¯ + R˘)K¯
)
+ (A¯− B¯K¯)⊤PK¯(A¯− B¯K¯),
and EKl and EK¯ are defined as
EKl =
(
Rl +B
⊤
l PKlBl
)
Kl − B⊤l PKlAl,
EK¯ =
(
R¯ + R˘ + B¯⊤PK¯B¯
)
K¯ − B¯⊤PK¯A¯.
The lemma directly follows from Lemma C.1 applied to each LQR problem of the auxiliary
systems.
To see how natural policy gradient is related to EKl, observe that I(Kl) has block diagonal
structure with kl blocks of size dl × dl. Each block contains entries with coordinates of the
form (i, ·) × (i, ·), where i ∈ {1 . . . kl}. All of the blocks are identical to ΣKl. Hence, the
natural policy gradient algorithm updates the policy in the direction of
[I(Kl)]−1∇KlC(Kl) = ∇KC(Kl)Σ−1Kl = 2EKl.
Similarly, the natural gradient for mean-field system is 2EK¯ . In the critic step, the model-
free estimates {ÊKl}l∈L and ÊKl can be obtained with an online gradient-based temporal-
difference algorithm (Sutton et al., 2009b). In the actor step, the policies are updated with
{ÊKl}l∈L and ÊKl. Thus, we obtain the hierarchical natural actor critic algorithm for LQR
problem, as is summarized in Algorithm 2.
4.3 Global Convergence
In this section, we prove that the hierarchical natural actor critic algorithm, described in the
previous section, converges globally to the optimal policy at a linear rate for LQR problems.
We start by making some mild assumptions.
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Algorithm 2 Hierarchical Natural Actor-Critic for LQR Problem
Input: Number of iteration N , the partition {N l : l ∈ L := {1, . . . , L}}, stepsizes
{ηl : l ∈ L} and η¯.
Initialization: Initialize policies {πKl,0 : l ∈ L} and π¯K0 .
for n = 0, . . . , N do
Critic step. Simulate current policies {πKl,n}l∈L and π¯Kn following the same steps in
Algorithm 1. Update estimators {ÊKl,n : l ∈ L} and ÊK¯n via online GTD algorithm
(Algorithm 3 in §A) at each simulating iteration.
Actor step. Update the policy parameter by Kl,n+1 = Kl,n − ηl · ÊKl,n and K¯n+1 =
K¯n − η¯ · ÊK¯n .
end for
Output: The final policies {πKl,N : l ∈ L} and π¯KN .
Assumption 4.6. The initial policies {πKl,0 : l ∈ L} satisfy ρ (Al −BlKl,0) < 1 and π¯K0
satisfies ρ(A¯− B¯K¯0) < 1.
Assumption 4.7. The stepsizes are sufficiently small and satisfy
ηl ≤
[‖Rl‖+ σ−1min(Φl) · ‖Bl‖2 · C (Kl,0)]−1 , ∀l ∈ L,
η¯ ≤ [‖R¯‖+ σ−1min(Φ¯) · ‖B¯‖2 · C (K¯0)]−1 .
At iteration n, the algorithm produces the policy Kn for the multi-agent system with
{Kl,n}l∈L and K¯n. We denote by {K∗l }l∈L and K¯∗ the optimal policies for the subpopulations
and the mean-field agent respectively. They induce the optimal policy for the multi-agent
system, denoted by K∗. With this notation, We make the following assumption.
Assumption 4.8. The estimates of natural gradients given by the critic step satisfy∥∥∥ÊKl,n − EKl,n∥∥∥ ≤ δl,n and ∥∥∥ÊK¯n − EK¯n∥∥∥ ≤ δ¯n,
where {δl,n}l∈L and δ¯n are sufficiently small positive values satisfying
δl,n ≤ cl · ǫ · ηl · σmin(Φl) · σmin(R) ·
∥∥ΣK∗
l
∥∥−1 · 1/Λ(‖Kl,n‖, C(Kl,0)) · 1/(L+ 1),
δ¯n ≤ c¯ · ǫ · η¯ · σmin(Φ¯) · σmin(R) · ‖ΣK¯∗‖−1 · 1/Λ(‖K¯n‖, C(K¯0)) · 1/(L+ 1).
Here {cl}l∈L and c¯ are some constants, Λ(·, ·) is a polynomial, and ǫ is the error level we
want to achieve, that is, C (KN)− C (K∗) ≤ ǫ.
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Assumption 4.6 is a standard assumption for the model-free LQR problem (Fazel et al.,
2018; Malik et al., 2018; Tu and Recht, 2017). Assumptions 4.7 and 4.8 are technical as-
sumptions on the relative updating steps of the natural gradient decent in the actor step and
the GTD algorithm in the critic step (see Algorithm 3 proposed in appendix). In particular,
Assumption 4.8 states that the critic is updated at a faster pace than the actor. Under these
assumptions we can prove non-asymptotic convergence results in contrast to asymptotic re-
sults of classical actor-critic algorithms (Konda and Tsitsiklis, 2000; Bhatnagar et al., 2009;
Grondman et al., 2012). Note that Assumption 4.8 is rather weak and can be satisfied by
setting the number of iterations in GTD Algorithm 3 sufficiently large. See Theorem A.2 in
Appendix A. Now we are ready to present the main theorem.
Theorem 4.9 (Global convergence of hierarchical actor-critic algorithm). Suppose Assump-
tions 4.6 - 4.8 hold. Then {C (Kn)}n≥0 is a monotonously decreasing sequence. Moreover,
for any ǫ > 0, if N > 2M log {[C(K0)− C(K∗)] · (L+ 1)/ǫ} where constant M is defined as
M = max
{{‖ΣK∗
l
‖ · η−1l · σ−1min(Φl) · σ−1min(Rl)
}
l∈L
, ‖ΣK¯∗‖ · η¯−1 · σ−1min(Φ¯) · σ−1min(R¯)
}
,
then C (KN)− C (K∗) ≤ ǫ.
Theorem 4.9 establishes that Algorithm 2 converges globally to the optimal policy K∗ at
a linear rate. Moreover, note that our algorithm involves L + 1 decoupled optimal control
problems whose complexity does not depend on the number of agents in each subpopulation.
This feature and Theorem 4.9 together guarantee the computational efficiency of our algo-
rithm, allowing us to escape the curse of dimensionality. In the next subsection, we prove
our main result.
4.4 Proof of Theorem 4.9
By Propositions 4.3 and 4.4, the original LQR problem defined in (4.1) decomposes into
optimal control problems for each auxiliary system. Therefore, it is sufficient to prove the
global convergence for each auxiliary system. Note that, since agents in Sl share a common
policy πKl in the algorithm, the optimal control problem reduces to single agent case. In
particular, we need to prove the convergence theorem for a single agent LQR problem. In the
rest of this section, we no longer distinguish each LQR problem and remove all the notations
that indicate the subpopulations and the mean field. We first present the global convergence
result of the hierarchical natural actor-critic algorithm for the single agent LQR problem.
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Theorem 4.10 (Global convergence of actor-critic algorithm). Suppose Assumptions 4.6
- 4.8 hold. Then {C (Kn)}n≥0 is a monotonously decreasing sequence. Moreover, for any
ǫ > 0, if the iteration number N is large enough such that
N > 2 ‖ΣK∗‖ · η−1 · σ−1min(Φ) · σ−1min(R) · log {[C(K0)− C(K∗)] /ǫ} ,
we have C (KN)− C (K∗) ≤ ǫ.
We remark that by setting number of iterations in the GTD Algorithm 3 sufficiently large,
we can make δn sufficiently small so that Assumption 4.8 is satisfied. Using Theorem 4.10,
Theorem 4.9 directly follows with Propositions 4.3 and 4.4. In the reminder of the section,
we prove Theorem 4.10.
Our proof can be decomposed into three steps. In the first step, we study the geometry
of C(K) as a function of K. In general, natural gradient decent methods are not guaranteed
to converge to the global optimal due to non-convexity of the LQR optimization problem
(Fazel et al., 2018). However, we can establish the geometric condition called gradient dom-
ination in the LQR setting that allows us to prove convergence. In the second step, we show
that the policy is improved at a linear rate along the direction of the oracle natural policy
gradient at each iteration. In the third step, we show the policy updated with the estimated
natural policy gradient has cost close to that of the policy updated with the oracle natural
policy gradient, thus we can show linear convergence for it as well.
The following lemma establishes the gradient domination condition.
Lemma 4.11 (Gradient domination). LetK∗ be an optimal policy for agents inN . Suppose
K has finite cost in the sense that ρ(A− BK) < 1. Then it holds that
σmin(Φ) ·
∥∥R +B⊤PKB∥∥−1 · Tr (E⊤KEK) ≤ C(K)− C (K∗)
≤ 1/σmin(R) · ‖ΣK∗‖ · Tr
(
E⊤KEK
)
. (4.17)
Note that the upper bound in (4.17) takes the form 1/σmin(R) · ‖ΣK∗‖ · 〈EK , EK〉. There-
fore, updating policy K with the natural gradient EK in the actor step of Algorithm 2
minimizes the upper bound of the difference C(K)−C (K∗). Moreover, the natural gradient
will not vanish before reaching the optimum. The following lemma that shows the policy is
improved at a linear rate along the direction of the true natural policy gradient, provided
that the step size is small enough.
Lemma 4.12. Suppose Assumption 4.6 and 4.7 hold. Let {Kn} be the sequence induced by
the natural policy gradient algorithm started at the initial policyK0. LetK
′
n+1 = Kn−η·EKn
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be a single update along the direction of the true natural policy gradient. Then we have
C
(
K ′n+1
)− C (Kn) ≤ −η · σmin(Φ) · σmin(R) · ‖ΣK∗‖−1 · [C (Kn)− C (K∗)] (4.18)
and
C
(
K ′n+1
)− C (K∗) ≤ [1− η · σmin(Φ) · σmin(R) · ‖ΣK∗‖−1] · [C (Kn)− C (K∗)] . (4.19)
To draw a similar conclusion on the update Kt+1 = Kt − η · ÊKt, we need to link
the objectives C(K ′t+1) and C(Kt+1). The following lemma bounds the difference between
C (Kn+1) and C
(
K ′n+1
)
by problem parameters.
Lemma 4.13. Suppose Assumptions 4.6 - 4.8 hold. Furthermore, suppose C(Kn) < C(K0).
Let K ′n+1 = Kn−η ·EKn and Kn+1 = Kn−η · ÊKn be updates along the exact and estimated
natural policy gradient at time t. Then, for any fixed ǫ > 0, it holds that∣∣C (Kn+1)− C (K ′n+1)∣∣ ≤ ǫ/2 · η · σmin(Φ) · σmin(R) · ‖ΣK∗‖−1 . (4.20)
When C (Kn)− C (K∗) ≥ ǫ, combining (4.18) and (4.20), we have
C (Kn+1)− C (Kn) ≤ −ǫ/2 · η · σmin(Φ) · σmin(R) · ‖ΣK∗‖−1 < 0.
This shows that {C (Kn)}n≥0 is monotonically decreasing. Moreover, combining (4.19) with
(4.20), we further conclude that
C (Kn+1)− C (K∗) ≤
[
1− η/2 · σmin(Φ) · σmin(R) · ‖ΣK∗‖−1
]
[C (Kn)− C (K∗)] ,
which shows a linear convergence in terms of the policy parameter. By direct computation,
if the iteration number N is large enough such that
N > 2 ‖ΣK∗‖ · η−1 · σ−1min(Φ) · σ−1min(R) · log {[C(K0)− C(K∗)] /ǫ} ,
it holds that C (KN)− C (K∗) ≤ ǫ. This concludes the proof of Theorem 4.10.
5 Technical Proofs
In this section, we present the proofs of our technical results in Section 4. Proofs of the
supporting lemmas are deferred to Appendix C.
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5.1 Proof of Proposition 4.1
Recall the dynamics and cost function of the LQR problem specified in (4.1) are given as
xt+1 = Axt +But +wt, cgt (xt,ut) = x
⊤
t Qxt + u
⊤
t Rut, (5.1)
and satisfy the partial exchangeability with exchangeable partition N = {N l}l∈L:=[L].
In the following, let Ai,j denote the (i, j)-th block of A. Fix a subpopulation l ∈ L. For
agents i, j ∈ N l, the exchangeability in Definition 3.1 implies Ai,i = Aj,j and Bi,i = Bj,j,
denoted by al and bl, respectively. For i, j ∈ N l and n,m ∈ N k, l 6= k, we have Ai,n = Aj,m
and Bi,n = Bj,m, denoted by a¯l,k and b¯l,k, respectively. For i, j ∈ N l, we have Qi,i = Qj,j
and Ri,i = Rj,j, denoted by ql and rl, respectively. For i, j ∈ N l and n,m ∈ N k, l 6= k, we
have Qi,n = Qj,m and Ri,n = Rj,m, denoted by q¯l,k and p¯l,k, respectively. With this notation
we provide the explicit forms for Al, Bl, A¯l, B¯l, Ql, Rl, Q¯ and R¯.
First, we define Al and Bl as
Al := a
l − a¯l,l, Bl := blt − b¯l,l.
We also define A¯l, B¯l, Ql, and Rl as
A¯l := cols
(∣∣N 1∣∣ a¯l,1, . . . , ∣∣N L∣∣ a¯l,L) , B¯l := cols (∣∣N 1∣∣ b¯l,1, . . . , ∣∣N L∣∣ b¯l,L) ,
Ql :=
(
ql − q¯l,l) , Rl := (rl − r¯l,l) .
Finally, we define Q¯ and R¯ by specifying each block as
Q¯l,k :=
∣∣N k‖N l∣∣ q¯l,k R¯l,k := ∣∣N l∣∣ ∣∣N k∣∣ r¯l,k.
We remark that the dimensions of Al, Bl, A¯l, B¯l, Ql, Rl, Q¯ and R¯ do not depend on the
size of each subpopulation. Instead, they are determined by the subpopulations’ state- and
action-dimensions.
With the definitions above, we are ready to present the proof. The dynamics of agent i
of subpopulation k is
xit+1 = A
i·xt +B
i·ut + w
i
t,
where Ai· and Bi· denote respectively the rows corresponding to the i-th block of A and B.
By direct computation, we have
Ai·xt = A
i,ixit +
∑
j∈N l,j 6=i
Ai,jxjt +
∑
k∈L,k 6=l
∑
n∈N k
Ai,nxnt
= alxit + a
l,l
∑
j∈N l,j 6=i
xjt +
∑
k∈L,k 6=l
a¯l,k
∑
n∈N k
xnt
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= alxit + a
l,l
(∣∣N l∣∣ xlt − xit)+ ∑
k∈L,k 6=l
a¯l,k
∣∣N k∣∣ x¯kt
= Alx
i
t +
∑
k∈L
∣∣N k∣∣ a¯l,kx¯kt
= Alx
i
t + A¯lx¯t.
Similarly, we have
Bi·ut = Blu
i
t + B¯lu¯t.
Moreover, we have
x⊤t Qxt =
∑
l∈L
∑
k∈L
∑
i∈N l
∑
j∈N k
(
xit
)⊤
Qi,jxjt
=
∑
l∈L
∑
k∈L,k 6=l
∑
i∈N l
∑
j∈N k
(
xit
)⊤
q¯l,kxjt
+
∑
l∈L
∑
i∈N l
∑
j∈N l,j 6=i
(
xit
)⊤
q¯l,lxjt +
∑
l∈L
∑
i∈N l
(
xit
)⊤
qlxit
=
∑
l∈L
∑
k∈L,k 6=l
∣∣N l∣∣ ∣∣N k∣∣ (x¯lt)⊤ q¯l,kx¯kt +∑
l∈L
∑
i∈N l
∑
j∈N l
∣∣N l∣∣2 (x¯lt)⊤ q¯l,lx¯lt
−
∑
l∈L
∑
i∈N l
(
xit
)⊤
q¯l,lxit +
∑
l∈L
∑
i∈N l
(
xit
)⊤
qlxit
=
∑
l∈L
∑
k∈L
∣∣N l∣∣ ∣∣N k∣∣ (x¯lt)⊤ q¯l,kx¯kt +∑
l∈L
∑
i∈N l
(
xit
)⊤ (
ql − q¯l,l)xit
= x⊤t Q¯xt +
∑
l∈L
∑
i∈N l
(
xit
)⊤
Qlx
i
t,
Similarly, we have
u⊤t Rut = u
⊤
t R¯ut +
∑
l∈L
∑
i∈N l
(
uit
)⊤
Rlu
i
t.
Thus, we conclude the proof.
5.2 Proof of Proposition 4.3
From the coordinate transformation
x˜it = x
i
t − x¯lt, u˜it = uit − u¯lt, w˜it = wit − w¯lt,
we have that the subpopulation mean fields vanish in (4.2). Therefore, we have
x˜it+1 = Alx˜
i
t +Blu˜
i
t + w˜
i
t. (5.2)
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and
x˜it+1 + x¯
l
t = Alx˜
i
t + Alx¯
l
t +Blu˜
i
t +Blu¯
l
t + A¯lx¯t + B¯lu¯t + w˜
i
t + w¯
l
t. (5.3)
Combining (5.2) and (5.3), we have
x¯t+1 = A¯x¯t + B¯u¯t + w¯t, (5.4)
where
x¯t := vec
(
x¯1t , . . . , x¯
L
t
)
, u¯t := vec
(
u¯1t , . . . , u¯
L
t
)
, w¯t := vec
(
w¯1t , . . . , w¯
L
t
)
.
To prove the decomposition shown by (4.6), (4.7) and (4.8), observe that for any i ∈ N l and
l ∈ L, we have
N l∑
i=1
(
xi
)⊤
Qlx
i =
N l∑
i=1
[(
x˜i
)⊤
Qlx˜
i + |N l| · (x¯l)⊤Qlx¯l
]
.
Similar relationship holds for Rl as well. By direct computation, we conclude that
cgt (xt,ut) = x¯
⊤
t (Q¯ + Q˘)x¯t + u¯
⊤
t (R¯ + R˘)u¯t +
∑
l∈L
∑
i∈N l
[(
x˜it
)⊤
Qlx˜
i
t +
(
u˜it
)⊤
Rlu˜
i
t
]
. (5.5)
After replacing individual states {xit}i∈N l in xt with x¯lt, and similarly for actions, as is shown
in (3.5), we have
cgt(x˘
l
t, u˘
l
t) = x¯
⊤
t (Q¯+ Q˘)x¯t + u¯
⊤
t (R¯ + R˘)u¯t +
∑
k∈L,k 6=l
∑
i∈N k
[(
x˜it
)⊤
Qkx˜
i
t +
(
u˜it
)⊤
Rku˜
i
t
]
.
Therefore, we have
c˜l = cgt (xt,ut)− cgt(x˘lt, u˘lt) =
∑
i∈N l
[(
x˜it
)⊤
Qlx˜
i
t +
(
u˜it
)⊤
Rlu˜
i
t
]
(5.6)
and cl = cl(x˜lt, u˜
l
t) only depends on coordinates in Sl, which shows (4.6).
After replacing all individual states and actions with the corresponding mean fields, as
is shown in (3.3), the last term in (5.5) vanishes, and we have
c¯ = cgt(x˘t, u˘t) = x¯
⊤
t (Q¯ + Q˘)x¯t + u¯
⊤
t (R¯ + R˘)u¯t. (5.7)
Thus c¯ = c¯ (x¯t, u¯t) only depends on the mean-fields x¯t and u¯t. This shows (4.7). Finally,
(4.8) follows directly from (5.6) and (5.7).
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5.3 Proof of Proposition 4.4
By direct computation, we have
C(K) = lim
T→∞
E
x0∼D0,ut∼piK(·|xt)
[
1
T
T−1∑
t=0
cgt (xt,ut)
]
= lim
T→∞
E
x0∼D0,ut∼piK(·|xt)
[
1
T
T−1∑
t=0
c¯ (x¯t, u¯t) +
1
T
T−1∑
t=0
∑
l∈L
∑
i∈N l
c˜l
(
x˜it, u˜
i
t
)]
= lim
T→∞
Ex¯0∼D¯0,u¯t∼piK¯(·|x¯t)
[
1
T
T−1∑
t=0
c¯ (x¯t, u¯t)
]
+
∑
l∈L
∑
i∈N l
Ex˜i
0
∼D˜l
0
,u˜it∼piKl(·|x˜
i
t)
[
1
T
T−1∑
t=0
c˜l
(
x˜it, u˜
i
t
)]
.
=: C¯(K¯) +
∑
l∈L
C˜(Kl).
5.4 Proof of Lemma 4.11
Lemma C.1 shows that
C(K) = Tr (PKΦσ) + σ
2 · Tr(R) = Ex∼N(0,Φσ)
(
x⊤PKx
)
+ σ2 · Tr(R).
Let x∗ and u∗ denote the states and actions induced by K∗, respectively. Lemma C.2 then
gives us
C(K)− C(K∗) = −Ex∼N(0,Φσ)
∑
t≥0
AK,K∗ (x
∗
t )
≤ Tr
[
ΣK∗E
⊤
K
(
R +B⊤PKB
)−1
EK
]
. (5.8)
Since R +B⊤PKB  R, we have
Tr
[
ΣK∗E
⊤
K
(
R +B⊤PKB
)−1
EK
]
≤ ‖ΣK∗‖ · ‖(R +B⊤PKB)−1‖ · Tr
(
E⊤KEK
)
≤ ‖ΣK∗‖
σmin(R)
Tr
(
E⊤KEK
)
,
which completes the upper bound proof.
Next, we establish a lower bound. Since the policy K ′ := K − (R +B⊤PKB)−1EK
attains the equality in (5.8), we have
C(K)− C (K∗) ≥ C(K)− C (K ′)
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= −Ex∼N(0,Ψσ)
∑
t≥0
AK,K ′ (x
′
t)
= Tr
[
ΣK ′E
⊤
K
(
R +B⊤PKB
)−1
EK
]
≥ σmin(Φ) ·
∥∥R +B⊤PKB∥∥−1 · Tr (E⊤KEK) .
This completes the proof.
5.5 Proof of Lemma 4.12
We first make the induction assumption C(Kn) ≤ C(K0). Applying Lemma C.2 to policies
Kn and K
′
n+1 = Kn − η · EKn, we have
C
(
K ′n+1
)− C (Kn)
= −2η · Tr
(
ΣK ′n+1 · E⊤KnEKn
)
+ η2 · Tr
[
ΣK ′n+1 · E⊤Kn
(
R +B⊤PKnB
)
EKn
]
≤ −2η · Tr
(
ΣK ′n+1 · E⊤KnEKn
)
+ η2 · ∥∥R +B⊤PKnB∥∥ · Tr(ΣK ′n+1 ·E⊤KnEKn) . (5.9)
Note that we also have
Tr
[
ΣK ′n+1 · E⊤Kn
(
R +B⊤PKnB
)
EKn
]
≤ ∥∥R +B⊤PKnB∥∥ · Tr(ΣK ′n+1 · E⊤KnEKn) . (5.10)
Furthermore by Lemma C.4 and the induction assumption C(Kn) ≤ C(K0), we have∥∥R +B⊤PKnB∥∥ ≤ ‖R‖+ ‖B‖2 · ‖PKn‖ ≤ ‖R‖+ σ−1min(Φ) · ‖B‖2 · C (K0) .
Since the step size η satisfies η ≤ [‖R‖+ σ−1min(Φ) · ‖B‖2 · C (K0)]−1, combining (5.9) and
(5.10), we conclude
C
(
K ′n+1
)− C (Kn) ≤ −η · Tr(ΣK ′n+1 · E⊤KnEKn) ≤ −η · σmin(Φ) · Tr (E⊤KnEKn) , (5.11)
where we use the fact that ΣK ′n+1  Φ. Combining (5.11) and (4.17) in Lemma 4.11, we
conclude (4.18). Then (4.19) follows directly by adding C (Kn) − C (K∗) to both sides of
(4.18). Thus, we concludes the proof.
5.6 Proof of Lemma 4.13
We will use Lemma C.3 in the proof. We first show that its condition (C.15) holds, which is
equivalent to
4
(
1 +
∥∥A− BK ′n+1∥∥) · ‖B‖ · ‖ΣK ′n+1‖ · ∥∥Kn+1 −K ′n+1∥∥ ≤ σmin(Φ). (5.12)
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By direct computation, we have∥∥A− BK ′n+1∥∥ ≤ ‖A−BKn‖+ η · ‖B‖ · ‖EKn‖. (5.13)
In the following, we bound ‖EKn‖ and ‖ΣK ′n+1‖ with problem parameters. For ‖EKn‖, we
have
‖EKn‖ = ‖(R +B⊤PKnB)Kn − B⊤PKnA‖
≤ ‖R +B⊤PKnB‖ · ‖Kn‖+ ‖B⊤‖ · ‖PKn‖ · ‖A‖
≤
(
‖R‖+ ‖B‖2 · C(K0)
σmin(Φ)
)
· ‖Kn‖+ ‖B‖ · ‖A‖ · C(K0)
σmin(Φ)
, (5.14)
where in the last inequality we have used Lemma C.4 and the induction assumption. For
‖ΣK ′n+1‖, by Lemma C.4 again and the induction assumption again, we have
‖ΣK ′n+1‖ ≤
C(K ′n+1)
σmin(Q)
≤ C(K0)
σmin(Q)
. (5.15)
Furthermore, with Assumption 4.8, we can bound
∥∥Kn+1 −K ′n+1∥∥ as∥∥Kn+1 −K ′n+1∥∥ = η ∥∥∥ÊKn −EKn∥∥∥ ≤ η · δn. (5.16)
Combining (5.13), (5.14), (5.15) and (5.16), we conclude that
4
(
1 +
∥∥A−BK ′n+1∥∥) · ‖B‖ · ‖ΣK ′n+1‖ · ∥∥Kn+1 −K ′n+1∥∥ ≤ Λ1(‖Kn‖, C(K0)) · δn, (5.17)
where Λ1(·, ·) is a polynomial of ‖Kn‖ and C(K0). Here we regard A, B and K0 as fixed
parameters. Under the assumptions, δn satisfies
0 < δn ≤ σmin(Φ) · 1/Λ1(‖Kn‖, C(K0)), (5.18)
and, therefore, the condition (5.12) holds. Then by Lemma C.3, we have∥∥C(Kn+1)− C(K ′n+1)∥∥ ≤ 6 (‖Φ‖ ·+σ2 · ‖B‖2) · σ−1min(Φ) · ∥∥∥ΣK ′n+1∥∥∥ · ‖K ′n+1‖ · ‖R‖
·(‖K ′n+1‖ · ‖B‖ · ‖A−BK ′n+1‖+ ‖K ′n+1‖ · ‖B‖+ 1) ·
∥∥Kn+1 −K ′n+1∥∥ .
(5.19)
Note that we can further bound ‖K ′n+1‖ by
‖K ′n+1‖ = ‖Kn − η ·EKn‖ ≤ ‖Kn‖+ η · ‖EKn‖. (5.20)
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Combining (5.13), (5.14), (5.16), (5.19) and (5.20), we conclude that∣∣C (Kn+1)− C (K ′n+1)∣∣ ≤ Λ2(‖Kn‖, C(K0)) · δn (5.21)
where Λ2(‖Kn‖, C(K0)) is a polynomial of ‖Kn‖ and C(K0). Again, here we regard A, B,
R, K0, Φ and σ
2 as fixed parameters. Under the assumptions on δn, we have
0 < δn ≤ ǫ/2 · η · σmin(Φ) · σmin(R) · ‖ΣK∗‖−1 · 1/Λ2(‖Kn‖, C(K0)), (5.22)
and, hence,
∣∣C (Kn+1)− C (K ′n+1)∣∣ ≤ ǫ/2 · η · σmin(Φ) · σmin(R) · ‖ΣK∗‖−1 . This concludes
the proof.
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A Policy Evaluation Algorithm
For completeness, we introduce a policy evaluation algorithm based on gradient-based tem-
poral difference learning (Algorithm 2 in Yang et al. (2019)) that can be implemented in
Algorithm 2.
In the LQR setting, the state- and action-value functions of policy πK take respectively
the forms
VK(x) =
∞∑
t=0
{E [c (xt, ut) |x0 = x]− C(K)} , QK(x, u) = c(x, u)− C(K) + Ex′ [VK (x′)] ,
(A.1)
where {(xt, ut)}t≥0 is the sequence of state-action pairs generated by policy πK with initial
state x0 = x. Here we use x
′ to denote the next state generated by (x, u), i.e. x′ =
Ax+Bu+ w, where the noise w ∼ N (0,Φ) for some positive definite matrix Φ.
The following lemma establishes functional forms of the state- and action-value functions.
Lemma A.1. The state and action value functions (A.1) are given respectively by
VK(x) = x
⊤PKx− tr (PKΣK) , (A.2)
QK(x, u) = ϕ(v)
⊤δ∗K − σ2 · Tr(R + PKBB⊤)− Tr (PKΣK) , (A.3)
where v = vec(x, u) and ϕ(v) = svec(vv⊤). The vector δ∗K is called value vector and is
related to matrices A, B, Q, R and matrix PK defined in Lemma C.1. Moreover, EK can be
recovered with δ∗K and K. The explicit form of δ
∗
K is given in the proof in §B.1.
By Lemma A.1, estimating action-value function QK(x, u) is equivalent to estimating δ
∗
K
and thus gives estimator of EK as we desired.
Lemma C.5 tells us that v = [x⊤, u⊤]⊤ ∼ N(0, Σ˘K) is a Markov chain. Hereafter we use
c(v) to denote c(x, u). Similar notations are also used for other functions.
Note that VK(x) = Eu∼piK(·|x) [QK(v)], which indicates that for any v ∈ Rd+k, we have
〈ϕ(v), δ∗K〉 = c(v)− C(K) + 〈E [ϕ (v′)] , δ∗K〉 , (A.4)
where v′ = vec (x′, u′) is the next state-action pair generated by v = vec(x, u). Denote the
expectation with respect to v ∼ N(0, Σ˘K) by Ev. We let
bk = (C(K) dK)
⊤, ΘK = Ev
{
ϕ(v) [ϕ(v)− ϕ (v′)]⊤
}
, and dK = Ev[c(v)ϕ(v)].
We also let γ∗K =
(
C(K), δ∗⊤K
)⊤
. It is shown in Yang et al. (2019) that (γ∗K , 0)
⊤ is the unique
saddle point to the minimax optimization problem:
min
γ∈XΓ
max
ξ∈XΞ
G(γ, ξ) =
[
γ1 − C(K)] · ξ1 + 〈γ1 · Ev[ϕ(v)] + ΘKγ2 − dK , ξ2〉− 1/2 · ‖ξ‖22, (A.5)
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Algorithm 3 Gradient-Based Temporal-Difference (Algorithm 2 in Yang et al. (2019))
Input: Current policy πK , number of iterations T , and step sizes {αt = α/
√
t}t∈{1,2,...,T}.
Initialization: Initialize γ0 ∈ XΓ and ξ0 ∈ XΞ. Sample the initial state-action pairs
x0 ∼ DK , u0 ∼ πK (·|x0), and construct v0. Observe the cost c0 and the next state x1.
for t = 1, 2, . . . , T do
Take action ut ∼ πK (·|xt) , set vt = vec(xt, ut), observe the cost ct and the next state
xt+1.
Update primal-dual parameters γt−1 and ξt−1 with gradient decent to obtain γt and ξt.
Project γt and ξt to XΓ and XΞ.
end for
Obtain γ̂ = (γ̂1, γ̂2) = (
∑T
t=1 αt · γt)/(
∑T
t=1 αt) and ξ̂ = (
∑T
t=1 αt · ξt)/(
∑T
t=1 αt).
Output: Estimators Ĉ = γ̂1 of cost C(K) and δ̂K = γ̂
2 of δ∗K .
where XΓ and XΞ are compact sets and γ = (γ1, γ2) and ξ = (ξ1, ξ2) are primal and dual
variables.
We solve (A.5) with stochastic gradient method, and return δ̂K = γ̂
2 as the estimator of
δ∗K . Algorithm 3 details the Gradient-Based Temporal Difference (GTD) Algorithm.
To present the theoretical result of the policy evaluation algorithm using GTD, we make
the following assumptions. First, we specify the compact sets XΓ and XΞ defined in (A.5) to
be
XΓ = {γ : 0 ≤ γ1 ≤ Γ1, ‖γ2‖2 ≤ Γ2}, (A.6)
XΞ = {ξ : 0 ≤ |ξ1| ≤ Ξ1 = C(K0), ‖ξ2‖2 ≤ Ξ2}, (A.7)
where Γ1 = C(K0), Γ
2 = ‖Q‖F+ ‖R‖F+
√
d/σmin(Φ) · (‖A‖2F+ ‖B‖2F) ·C(K0), Ξ1 = C(K0),
and Ξ2 = C · (1 + ‖K‖2F)2 ·Γ2 ·σ−2min(Q) · [C(K0)]2. Here C is a constant that does not depend
on K. Moreover, we set the step size in Algorithm 3 to be αt = α/
√
t.
Theorem A.2 (Policy evaluation algorithm using GTD). Let initial policy πK0 be stable
in the sense that ρ(A − BK0) < 1. Let XΓ and XΞ be compact sets specified in (A.6). For
any ρ ∈ (ρ(A − BK), 1), there exists sufficiently large iteration number T , so that with
probability at least 1− T−4, we have
‖δ̂K − δ∗K‖22 ≤ Λ
(
Γ2,Ξ2, C(K0), ‖K‖F,ΣK , σ−1min(Q)
) · log6 T
(1− ρ)τ ∗K2
√
T
, (A.8)
where Λ is a polynomial of Γ2, Ξ2, C(K0), ‖K‖F, ΣK and σ−1min(Q), and constant τ ∗K > 0
solely depends on ρ(A− BK), σ, and σmin(Φ).
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A.1 Proof Sketch of Theorem A.2
We will use Lemma D.3 to establish the result. We start by verifying the conditions of
Lemma D.3.
The following lemma shows that (γ∗K , 0) is the solution to the optimization problem (A.5).
Lemma A.3. It holds that γ∗K ∈ XΓ. Let ξ(γ) be the solution to the unconstrained problem
maxξG(γ, ξ). Then for any γ ∈ XΓ, we have ξ(γ) ∈ XΞ.
Proof. See §B.2 for a detailed proof.
For fixed values γ̂ ∈ Γ and ξ̂ ∈ Ξ, we let
Gγ̂· = max
ξ∈Ξ
G(γ̂, ξ), G·ξ̂ = minγ∈Γ
G(γ, ξ̂),
and the primal-dual gap with respect to γ̂ and ξ̂ is defined as Gγ̂·−G·ξ̂, which measures the
closeness between (γ̂, ξ̂) and the saddle point (δ∗K , 0). The rate of convergence of estimators
obtained by the primal-dual problem (A.5) is controlled by the primal-dual gap Gγ̂·−G·ξ̂ as
shown by the following lemma.
Lemma A.4. It holds that
τ ∗K
2
(
|γ1 − C(K)|2 + ‖δ̂K − δ∗K‖22
)
≤ Gγ̂· −G·ξ̂, (A.9)
where τ ∗K > 0 is a constant that depends only on ρ(A− BK), σ, and σmin(Φ).
Proof. See §B.3 for a detailed proof.
Next, we construct an upper bound on Gγ̂· −G·ξ̂. For technical reasons, it is convenient
to consider the case where ‖vt‖2 = ‖xt‖22 + ‖ut‖22 is bounded by some value that depends
on T , for 0 ≤ t ≤ T . This will guarantee better Lipschitz properties of G(γ, ξ) and thus
enable us to bound the primal-dual gap. We use the following lemma to characterize the tail
distribution of v.
Lemma A.5. Consider the event
A =
{
‖v‖22 − Tr
(
Σ˘K
)
≤ C ′ · log T · ‖Σ˘K‖
}
,
where v ∼ N(0, Σ˘K) and Σ˘K is defined in Lemma C.5. We have P(Ac) ≤ T−6 when C ′ is
large enough.
Proof. See §B.4 for a detailed proof.
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Hereafter we consider the optimization problem in (A.5) conditioned on event A defined
in Lemma A.5. Define the truncated feature vector by ϕ˜(v) = ϕ(v) · 1A. Let Θ˜K and d˜K be
defined as ΘK and dK , but with ϕ(v) and ϕ(v
′) replaced with ϕ˜(v) and ϕ˜(v′), respectively.
Consider the new optimization problem
min
γ∈XΓ
max
ξ∈XΞ
G˜(γ, ξ) =
[
γ1 − C(K)] · ξ1 + 〈γ1 · Ev[ϕ˜(v)] + Θ˜Kγ2 − d˜K , ξ2〉− 1/2 · ‖ξ‖22.
(A.10)
For sufficiently large T , the objectives in (A.5) and (A.10) are close.
Lemma A.6. When T is sufficiently large, it holds that
|G(γ, ξ)− G˜(γ, ξ)| ≤ 1
T
(A.11)
for any γ ∈ XΓ, ξ ∈ XΞ.
Proof. See §B.5 for a detailed proof.
A direct corollary is that the difference of primal-dual gaps between optimization prob-
lems (A.5) and (A.10) can be bounded as
|(Gγ̂· −G·ξ̂)− (G˜γ̂· − G˜·ξ̂)| ≤
2
T
. (A.12)
The objective function of the truncated optimization problem (A.10) has good properties
as characterized by the following lemma.
Lemma A.7. As a function of γ and ξ, the norm of ∇G˜(γ, ξ) can be bounded by
3(Γ2 + Ξ2) · (C ′ · log T + d+ k)2[σ2 + (1 + ‖K‖2F )‖ΣK‖]2 =: L1, (A.13)
for a sufficiently large C ′. Thus, G˜(γ, ξ) is Lipschitz for both γ and ξ with finite a constant
L1. Moreover, we have ∇2γγG˜(γ, ξ) = 0 and ∇2ξξG˜(γ, ξ) = −I, where I is the identity matrix
of proper dimension.
Proof. See §B.6 for a detailed proof.
Finally, Lemma C.5 shows that {vt}t≥0 is a geometrically β-mixing stochastic process
with a parameter ρ ∈ (ρ(A − BK), 1) and thus mixes rapidly. Therefore, we have verified
the conditions of Lemma D.3, which gives an upper bound on the primal-dual gap in (A.10).
We have the following result
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Lemma A.8. When T is sufficiently large, it holds with probability at least 1− T−5 that
G˜γ̂· − G˜·ξ̂ ≤ Λ3
log2 T + log(T 5)
log(1/ρ) · √T + Λ4
log6 T
(1− ρ)T , (A.14)
where Λ3 and Λ4 are polynomials of Γ
2, Ξ2, C(K0), ‖K‖F, ΣK , and σ−1min(Q).
Proof. See §B.7 for a detailed proof.
Recall that for the event At =
{
‖vt‖22 − Tr
(
Σ˘K
)
> C ′ · log T ·
∥∥∥Σ˘K∥∥∥}, we have P (A) ≤
T−6 for C1 large enough. Then the event
⋂T
t=1At holds with probability at least 1 − T−5.
Combining (A.14) and (A.12), it holds with probability at least 1 − 2T−5 > 1 − T−4 that
the primal-dual gap of the original optimization problem A.5 can be bounded as
Gγ̂· −G·ξ̂ ≤ Λ3
log2 T + log(T 5)
log(1/ρ) · √T + Λ4
log6 T
(1− ρ)T +
2
T
. (A.15)
This concludes the proof.
The formula above is dominated by the first term on the right-hand side. Combining
(A.15) and Lemma (A.9), we establish Theorem A.2.
B Technical Proofs of Lemmas in §A.1
B.1 Proof of Lemma A.1
Since the dynamic is linear, VK(x) has a quadratic form in x specified as
VK(x) =
∞∑
t=0
{E [c (xt, ut) |x0 = x]− C(K)}
=
∞∑
t=0
{
E
[
x⊤t
(
Q +K⊤RK
)
xt
]
+ σ2 · Tr(R)− C(K)} . (B.1)
By definition, we have Ex∼DK [VK(x)] = 0, so Vk(x) = x
⊤PKx − Ex∼DK
[
x⊤PKx
]
, for some
matrix PK ∈ Rd×d. We also have
VK(x) = Eu∼piK [c(x, u)]− C(K) + Ex′ [VK (x′)] , (B.2)
where x′ is the next state generated by (x, u). Therefore, we find that PK is a solution to
the equation
x⊤PKx = x
(
Q+K⊤RK
)
x+ x⊤(A− BK)⊤PK(A−BK)x (B.3)
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and the functional form of VK(x) follows from computing
Ex∼DK
[
x⊤PKx
]
= Tr
[
(Q+K⊤RK)ΣK
]
+ Tr
[
(A−BK)⊤PK(A−BK)ΣK
]
= Tr [PKΦσ] + Tr
[
PK(A− BK)ΣK(A−BK)⊤
]
= Tr (PKΣK) . (B.4)
Direct computation yields the functional form of QK(x, u):
QK(x, u) = c(x, u)− C(K) + Ex′ [VK (x′) |x]
= x⊤Qx+ u⊤Ru+ (Ax+Bu)⊤PK(Ax+Bu) + Tr (PKΦ)− C(K)− Tr (PKΣK)
= v⊤∆Kv − σ2 · Tr(R + PKBB⊤)− Tr (PKΣK) , (B.5)
where the last equation follows from (4.13), Φσ = Φ+σ
2 ·BB⊤, and the matrix ∆K is given
by
∆K =
(
∆11K ∆
12
K
∆21K ∆
22
K
)
=
(
Q+ A⊤PKA A
⊤PKB
B⊤PKA R +B
⊤PKB
)
. (B.6)
We define δ∗K = svec(∆K). Then ∆K can be recovered by ∆K = smat(δ
∗
K). We can check
that EK = ∆
22
KK −∆21K , thus estimating δ∗K is equivalent to estimating EK .
B.2 Proof of Lemma A.3
To prove γ∗K ∈ XΓ, we just need to show ‖δ∗K‖2 = ‖∆K‖F ≤ Γ2. Note that we have
∆K =
(
Q+ A⊤PKA A
⊤PKB
B⊤PKA R +B
⊤PKB
)
= diag(Q,R) + (A B)⊤ PK (A B) . (B.7)
We have ‖∆K‖F ≤ Γ2 ≤ ‖Q‖F+ ‖R‖F+(‖A‖2F+ ‖B‖2F) · ‖PK‖F. From Lemma C.4, we have
‖PK‖ ≤ C(K)/σmin(Φ). Therefore, it holds that
‖PK‖F ≤
√
d/σmin(Φ) · C(K) ≤
√
d/σmin(Φ) · C(K0).
Hence we conclude
‖∆K‖ ≤ Γ2 ≤ ‖Q‖F + ‖R‖F + (‖A‖2F + ‖B‖2F) · ‖PK‖F
≤ ‖Q‖F + ‖R‖F + (‖A‖2F + ‖B‖2F) ·
√
d/σmin(Φ) · C(K0), (B.8)
and thus we have γ∗K ∈ XΓ.
To prove the second statement, observe that ξ(γ) has components
ξ(γ)1 = γ1 − C(K),
ξ(γ)2 = γ1 · Ev[ϕ(v)] + ΘKγ2 − dK .
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We bound |γ1 − C(K)|, ‖γ1 · E(x,u)[ϕ(v)]‖2, ‖ΘKγ2‖2 and ‖dK‖2 separately. From the fact
that 0 ≤ γ1 ≤ Γ1 = C (K0), we have |γ1 − C(K)| ≤ C (K0) and 0 ≤ |ξ1| ≤ Ξ1. From
Lemma C.5, we have
‖γ1 · Ev[ϕ(x, u)]‖2 ≤ C(K0)‖Σ˘K‖F ≤ C(K0)
[
kσ2 + (d+ ‖K‖2F) · ‖ΣK‖
]
. (B.9)
From Lemma D.2, we have ‖ΘKγ2‖2 ≤ ‖ΘK‖‖γ2‖2 ≤ 4 (1 + ‖K‖2F)2 · ‖ΣK‖2 · Γ2. To bound
‖dK‖2, note that for any positive definite matrix Σ′, we can rewrite d⊤K svec(Σ′) by
d⊤K svec(Σ
′) = Ev{〈φ(v), smat[diag(Q,R)]〉 · 〈φ(v), smat(Γ)〉
= 2
〈
Σ˘K diag(Q,R)Σ˘K ,Γ
〉
·
〈
Σ˘K , diag(Q,R)
〉
·
〈
Σ˘K ,Γ
〉
, (B.10)
where the second equation follows from Lemma D.5 and Σ˘K is defined in Lemma C.5. Thus
we conclude ‖dK‖2 ≤ 3 (‖Q‖F + ‖R‖F) ·
∥∥∥Σ˘K∥∥∥2. Combining the bounds above and (5.14),
we conclude that∥∥ξ2∥∥
2
≤ C(K0)
[
kσ2 + (d+ ‖K‖2F) · ‖ΣK‖
]
+ 4
(
1 + ‖K‖2F
)2 · ‖ΣK‖2 · Γ2
+ 12 (‖Q‖F + ‖R‖F) ·
(
d+ ‖K‖2F
)2 · ‖ΣK‖2
≤ C · (1 + ‖K‖2F)2 · Γ2 · σ−2min(Q) · [C(K0)]2
(B.11)
for some constant C.
B.3 Proof of Lemma A.4
Note that the optimal value of the dual problem satisfies
Gγ̂· = max
ξ∈XΞ
G(γ̂, ξ) = ‖γ̂1 − C(K)‖2 + ∥∥γ̂1 · E(x,u)[ϕ(x, u)] + ΘK γ̂2 − dK∥∥22
= ‖ΩK γ̂ − bK‖22,
= ‖ΩK(γ̂ − γ∗K)‖22, (B.12)
where we define
ΩK =
(
1 0
Ev[ϕ(v)] ΘK
)
, γ∗K =
(
C(K), δ∗⊤K
)⊤
. (B.13)
The optimal value of the primal value satisfies
G·ξ̂ = minγ∈XΓ
G(γ, ξ̂) ≤ min
γ∈XΓ
Gγ̂· = min
γ∈XΓ
‖ΩK γ̂ − bK‖22 = 0. (B.14)
39
Therefore ‖ΩK(γ̂ − γ∗K)‖22 ≤ Gγ̂· −G·ξ̂. Moreover, by Lemma D.2, we have ‖ΩK‖ ≥ τ ∗K > 0
for some constant τ ∗K that only depends on ρ(A−BK), σ, and σmin(Φ). Hence we have
(τ ∗K)
2
(
|γ1 − C(K)|2 + ‖∆̂K −∆K‖2F
)
≤ τ ∗K‖γ̂ − (τ ∗K)2‖22 ≤ ‖ΩK(γ̂ − γ∗K)‖22 ≤ Gγ̂· −G·ξ̂.
(B.15)
B.4 Proof of Lemma A.5
Set s = C ′ · log T ·
∥∥∥Σ˘K∥∥∥ with C ′ sufficiently large so that s2 ·‖Σ˘K‖−2F ≥ s ·‖Σ˘K‖−1. Applying
Lemma D.1 to v ∼ N
(
0, Σ˘K
)
, we get
P
[
‖v‖22 − Tr(Σ˘K)| > s
]
≤ 2 · exp[−C ·min(s2 · ‖Σ˘K‖−2F , s · ‖Σ˘K‖−1)]
= 2 · exp[−C · ‖Σ˘K‖−1 · s]
= 2 · exp[−C · C ′ · log T ]. (B.16)
When C ′ is sufficiently large, we have P (Ac) ≤ T−6.
B.5 Proof of Lemma A.6
By direct computation, we have
G(γ, ξ)− G˜(γ, ξ) = [γ1 − Ev[c(v)]] · ξ1 − [γ1 − Ev[c(v) · 1A]] · ξ1
+
〈
γ1 · Ev[ϕ(v)] + ΘKγ2 − dK , ξ2
〉− 〈γ1 · Ev[ϕ˜(v)] + Θ˜Kγ2 − d˜K , ξ2〉
= Ev [c(v) · 1Ac ] · ξ1 −
〈
Ev
[
ϕ(v)ϕ(v′)⊤ 1A 1A′c
]
γ2, ξ2
〉
+
〈
Ev
[
γ1 · ϕ(v)1Ac +ϕ(v)[ϕ(v)− ϕ(v′)]⊤ 1Ac γ2 − c(v)ϕ(v)1Ac
]
, ξ2
〉
= Ev [c(v) · 1Ac ] · ξ1 −
〈
Ev
[
ϕ(v)ϕ(v′)⊤ 1A 1A′c
]
γ2, ξ2
〉
+
〈
Ev
[
ϕ(v)[γ1 − c(v) + ϕ(v)⊤γ2]1Ac −ϕ(v)ϕ(v′)⊤γ2 1Ac
]
, ξ2
〉
(B.17)
and
|G(γ, ξ)− G˜(γ, ξ)| ≤ |Ev [c(v) · 1Ac ]| · C (K0) +
∥∥Ev [ϕ(v)ϕ(v′)⊤ 1A 1A′c] γ2∥∥ · Ξ2
+
∥∥Ev [γ1 · ϕ(v)1Ac +ϕ(v)[ϕ(v)− ϕ(v′)]⊤ 1Ac γ2 − c(v)ϕ(v)1Ac]∥∥ · Ξ2.
(B.18)
We can bound each term on the right-hand side separately with(|Ev [c(v) · 1Ac ]| ≤ E [c2(v)]) 12 · P (Ac) 12 , (B.19)
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∥∥Ev [ϕ(v)ϕ(v′)⊤ 1A 1A′c] γ2∥∥ ≤ (Ev [‖ϕ(v)ϕ(v′)⊤‖22]) 12 · P (Ac) 12 , (B.20)
where
Ev
[‖ϕ(v)ϕ(v′)⊤γ2‖22] ≤ (E [|ϕ (v′)⊤ γ2|4] · E [‖ϕ(v)‖42]) 12 . (B.21)
Furthermore,∥∥Ev [ϕ(v)[γ1 − c(v) + ϕ(v)⊤γ2]1Ac −ϕ(v)ϕ(v′)⊤γ2 1Ac]∥∥
≤
(
Ev
[∥∥ϕ(v)[γ1 − c(v) + ϕ(v)⊤γ2]− ϕ(v)ϕ(v′)⊤γ2∥∥2]) 12 · P (Ac) 12 , (B.22)
where
Ev
[∥∥ϕ(v)[γ1 − c(v) + ϕ(v)⊤γ2]− ϕ(v)ϕ(v′)⊤γ2∥∥2]
≤ 2Ev
[∣∣γ1 − c(v) + ϕ(v)⊤γ2∣∣2 ‖ϕ(v)‖2 + ∥∥ϕ(v)ϕ(v′)⊤γ2∥∥2]
≤ 2 (Ev [|γ1 − c(v) + ϕ(v)⊤γ2|4] · Ev [‖ϕ(v)‖4]) 12 + 2(Ev [|ϕ (v′)⊤ γ2|4] · Ev [‖ϕ(v)‖42]) 12 .
(B.23)
Note that (B.21) and (B.23) can be bounded by the fourth moments of N
(
0, Σ˘K
)
. Since
P (Ac) ≤ T−6, when T is sufficiently large, it holds that |G(γ, ξ)− G˜(γ, ξ)| ≤ 1/T .
B.6 Proof of Lemma A.7
By direct computation, we have
∇γ1G (γ, ξ) = ξ1 + Ev[ϕ˜(v)⊤]ξ2, (B.24)
∇γ2G (γ, ξ) = Ev
[
ϕ˜(v)⊤ξ2 · [ϕ˜(v)− ϕ˜ (v′)]] , (B.25)
∇ξ1G (γ, ξ) = γ1 − Ev[c˜(v)]− ξ1, (B.26)
∇ξ2G (γ, ξ) = Ev
[
γ1ϕ˜(v) + ϕ˜(v)(ϕ˜(v)− ϕ˜(v′))⊤γ2 − c˜(v)ϕ˜(v)]− ξ2. (B.27)
By definition, we have the bound
‖ϕ˜(v)‖2 ≤ C ′ · log T · ‖Σ˘K‖+ Tr(Σ˘K)
≤ (C ′ · log T + d+ k)‖Σ˘K‖
≤ (C ′ · log T + d+ k)[σ2 + (1 + ‖K‖2F )‖ΣK‖], (B.28)
where the last inequality follows from (C.30). The same bound holds for ‖ϕ˜(v′)‖2.
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Combining (B.28) and definitions of XΓ and XΞ, by direct computation, we have
‖∇γG˜(γ, ξ)‖2 ≤ C(K0) + ‖ϕ˜(v)‖2 · ‖ξ2‖2 + ‖ϕ˜(v)‖2 · ‖ξ2‖2 · ‖ϕ˜(v) + ϕ˜(v′)‖2
≤ C(K0) + Ξ2 · (C ′ · log T + d+ k)[σ2 + (1 + ‖K‖2F )‖ΣK‖]
+ 2 · Ξ2 · (C ′ · log T + d+ k)2[σ2 + (1 + ‖K‖2F )‖ΣK‖]2. (B.29)
Similarly, we have
‖∇ξG˜(γ, ξ)‖2 ≤ 2C(K0) + C(K0)(C ′ · log T + d+ k)[σ2 + (1 + ‖K‖2F )‖ΣK‖]
+ 2 · Γ2 · (C ′ · log T + d+ k)2[σ2 + (1 + ‖K‖2F )‖ΣK‖]2·
+ C(K0)(C
′ · log T + d+ k)[σ2 + (1 + ‖K‖2F )‖ΣK‖] + Ξ2. (B.30)
Using that fact that
√
x+ y < x+ y when x > 0 and y > 0, we have
‖∇G˜(γ, ξ)‖2 ≤ ‖∇γG˜(γ, ξ)‖2 + ‖∇ξG˜(γ, ξ)‖2
≤ 3(Γ2 + Ξ2) · (C ′ · log T + d+ k)2[σ2 + (1 + ‖K‖2F )‖ΣK‖]2, (B.31)
where C1 is sufficiently large.
B.7 Proof of Lemma A.8
We can further specify L1, L2, D and Cζ . By Lemma A.7, we can set
L1 = 3(Γ
2 + Ξ2) · (C ′ · log T + d+ k)2[σ2 + (1 + ‖K‖2F )‖ΣK‖]2, L2 = 1. (B.32)
By (A.6), we can set D to be
D = (2C(K0)
2 + (Γ2)2 + (Ξ2)2)1/2. (B.33)
By Lemma C.5 and D.4, we can set
Cζ = Cρ,K˘ ·
[
Tr
(
Σ˘K
)
+ (d+ k) · (1− ρ)−2
]1/2
. (B.34)
Set δ = T−5 and note that log x < x+ 1 for ∀x > 0. We conclude that with probability
at least 1− T−5 the primal-dual gap conditioned on ⋂Tt=1At is bounded by
G˜γ̂· − G˜·ξ̂ ≤ Λ3
log2 T + log(T 5)
log(1/ρ) · √T + Λ4
log6 T
(1− ρ)T , (B.35)
when T is sufficiently large, where Λ3 and Λ4 are polynomials of Γ
2, Ξ2, C(K0), ‖K‖F, ΣK ,
and σ−1min(Q) .
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C Proof of Supporting Lemmas
In this section, we lay out the proofs of supporting lemmas.
Lemma C.1. Consider the LQR problem specified by
xt+1 = Axt +But + ǫt, c (xt, ut) = x
⊤
t Qxt + u
⊤
t Rut, (C.1)
where A, B, Q and R are matrices of proper dimensions, and noise ǫt ∼ N(0,Φ), with
matrices Q,R,Φ ≻ 0. Under policy πK satisfying ρ(A − BK) < 1, action ut is written as
−Kxt + σ · zt, where zt ∼ N (0, Id). By direct computation, the state dynamic is given by
xt+1 = (A− BK)xt + εt, εt ∼ N (0,Φσ) , (C.2)
where Φσ := Φ + σ
2 · BB⊤. We denote by ΣK the unique positive definite solution to the
Lyapunov equation
ΣK = Φσ + (A− BK)ΣK(A− BK)⊤, (C.3)
then (C.1) has stationary state distribution N(0; ΣK). We further denote by PK the unique
positive definite solution to the Bellman equation
PK =
(
Q+K⊤RK
)
+ (A− BK)⊤PK(A−BK). (C.4)
Then the corresponding time-average cost and its gradient under policy πK are given respec-
tively by
C(K) = Tr
[(
Q+K⊤RK
)
ΣK
]
+ σ2 · Tr(R) = Tr (PKΦσ) + σ2 · Tr(R), (C.5)
∇KC(K) = 2
[(
R +B⊤PKB
)
K −B⊤PKA
]
ΣK = 2EKΣK , (C.6)
where we define EK =
(
R +B⊤PKB
)
K − B⊤PKA.
Proof. For all t ≥ 0, we have
E [c (xt, ut) |xt] = x⊤t Qxt + Ezt∼N(0,Id)
[
(−Kxt + σ · zt)⊤R (−Kxt + σ · zt)
]
= x⊤t
(
Q+K⊤RK
)
xt + σ
2 · Tr(R). (C.7)
Then the time-average cost is given by
C(K) = Ex∼DK
[
x⊤
(
Q +K⊤RK
)
x
]
+ σ2 · Tr(R)
= Tr
[(
Q+K⊤RK
)
ΣK
]
+ σ2 · Tr(R), (C.8)
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where DK is the stationary distribution of the Markov chain{xt}t≥0.
To see why the second equation in (C.5) holds, consider operators TK and T ⊤K defined by
TK(X) =
∑
t≥0
(A−BK)tX [(A− BK)t]⊤ , T ⊤K (X) =∑
t≥0
[
(A−BK)t]⊤X(A− BK)t,
(C.9)
where X is a positive definite matrix of proper dimension. By direct computation, we have
Tr [X1 · TK (X2)] = Tr
[T ⊤K (X1) ·X2] for positive definite matrices X1 and X2. Then the
proof is concluded by observing that ΣK = TK (Φσ) and PK = T ⊤K (Q +K⊤RK).
Lemma C.2. Following the same notations in C.1, we consider the LQR problem specified
in (C.1). Let K and K ′ be stable policies that satisfy ρ(A−BK) < 1 and ρ (A−BK ′) < 1.
Let {x′t}t≥0 be the state sequence induced by x′t+1 = (A− BK ′)x′t with x′0 = x ∈ Rd. Then
we have
x⊤PK ′x− x⊤PKx =
∑
t≥0
AK,K ′ (x
′
t) , (C.10)
where we define the advantage as
AK,K ′(x) = 2x
⊤ (K ′ −K)⊤EKx+ x⊤ (K ′ −K)⊤
(
R +B⊤PKB
)
(K ′ −K) x.
Moreover, it holds that
AK,K ′(x) ≥ −Tr
[
xx⊤E⊤K
(
R +B⊤PKB
)−1
EK
]
. (C.11)
Proof. The inequality (C.11) follows by direct computation:
AK,K ′(x) = Tr
{
xx⊤
[
K ′ −K + (R +B⊤PKB)−1EK]⊤ (R +B⊤PKB)
[
K ′ −K + (R +B⊤PKB)−1EK]
}
− Tr
[
xx⊤E⊤K
(
R +B⊤PKB
)−1
EK
]
≥ −Tr
[
xx⊤E⊤K
(
R +B⊤PKB
)−1
EK
]
. (C.12)
To prove (C.10), note that PK ′ satisfies the equation
PK ′ =
(
Q+K ′⊤RK ′⊤
)
+ (A−BK ′⊤)⊤PK ′(A−BK ′⊤).
By direct computation, we have
x⊤PK ′x− x⊤PKx =
∑
t≥0
x⊤
[
(A− BK ′)t
]⊤ (
Q+K ′⊤RK ′
) [
(A− BK ′)t
]
x− x⊤PKx
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=
∑
t≥0
x′⊤t
(
Q+K ′⊤RK ′
)
x′t − x⊤PKx
=
∑
t≥0
[
x′⊤t
(
Q +K ′⊤RK ′
)
x′t + x
′⊤
t PKx
′
t − x′⊤t PKx′t
]− x′⊤0 PKx′0
=
∑
t≥0
[
x′⊤t
(
Q +K ′⊤RK ′
)
x′t + x
′⊤
t+1PKx
′
t+1 − x′⊤t PKx′t
]
. (C.13)
To see how the last line is related to the value
∑
t≥0AK,K ′ (x
′
t), we have
x⊤Qx+ (−K ′x)⊤R (−K ′x) + [(A− BK ′) x]⊤ PK [(A− BK ′)x]− x⊤PKx
= x⊤
[
Q + (K ′ −K +K)⊤R (K ′ −K +K)
]
x
+ x⊤ [A− BK − B (K ′ −K)]⊤ PK [A−BK −B (K ′ −K)] x− x⊤PKx
= 2x⊤ (K ′ −K)⊤ [(R +B⊤PKB)K − B⊤PKA] x
+ x⊤ (K ′ −K)⊤ (R +B⊤PKB) (K ′ −K) x. (C.14)
Recalling that EK =
(
R +B⊤PKB
)
K − B⊤PKA, we conclude (C.10).
Lemma C.3 (Perturbation of C(K)). Suppose K ′ is a perturbation of K and satisfies
‖K ′ −K‖ ≤ σmin(Φ)/4 · ‖ΣK‖−1 ‖B‖−1 · (‖A−BK‖+ 1)−1. (C.15)
Then it holds that
‖C(K ′)− C(K)‖ ≤ 6 (‖Φ‖ ·+σ2 · ‖B‖2) · σ−1min(Φ) · ‖ΣK‖ · ‖K‖ · ‖R‖
· (‖K‖ · ‖B‖ · ‖A− BK‖+ ‖K‖ · ‖B‖+ 1) · ‖K ′ −K‖ . (C.16)
Proof. This lemma is obtained by combining Lemmas 17 and 24 in Fazel et al. (2018). We
sketch the proof below. First we have the inequality
|C (K)− C (K ′)| = |Tr [(PK − PK ′) · Φσ]| ≤ ‖Φσ‖ · ‖PK − PK ′‖
≤ [‖Φ‖ ·+σ2 · ‖B‖2] · ‖PK − PK ′‖ . (C.17)
Under condition (C.15), by Lemma 24 in Fazel et al. (2018), we can bound ‖PK − PK ′‖
as
‖PK ′ − PK‖ ≤ 6 ‖TK‖ · ‖K‖ · ‖R‖ · ‖B‖ · ‖A− BK‖+ ‖K‖ · ‖B‖+ 1) · ‖K ′ −K‖ ,
(C.18)
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where the operator TK is defined in (C.9). By Lemma 17 in Fazel et al. (2018), we can
further bound ‖TK‖ as
‖TK‖ ≤ σ−1min(Φ) · ‖ΣK‖ . (C.19)
Combining (C.17), (C.18) and (C.19) completes the proof.
Lemma C.4. Let πK be a stable policy such that ρ(A−BK) < 1. Then it holds that
‖ΣK‖ ≤ C(K)/σmin(Q), ‖PK‖ ≤ C(K)/σmin(Φ). (C.20)
Proof. This follows from Lemma 4.5 and direct computation
C(K) ≥Tr [(Q+K⊤RK)ΣK] ≥ σmin(Q) · Tr (ΣK) ≥ σmin(Q) · ‖ΣK‖ , (C.21)
C(K) ≥Tr (PKΦσ) ≥ σmin (Φσ) · Tr (PK) ≥ σmin (Φσ) ‖PK‖ . (C.22)
Lemma C.5 (Characterization of v). Let v =
[
x⊤, u⊤
]⊤
be defined as in Lemma A.1. Then
{vt}t≥0 is a linear system with transition equation v′ = K˘v + ǫ˘, where
K˘ =
(
A B
−KA −KB
)
, ε˘ =
(
ǫ
−Kǫ+ σ · z
)
.
Moreover, v has stationary distribution N
(
0, Σ˘K
)
, where
Σ˘K =
(
ΣK −ΣKK⊤
−KΣK KΣKK⊤ + σ2 · Ik
)
(C.23)
with
‖Σ˘K‖F ≤ kσ2 + (d+ ‖K‖2F) · ‖ΣK‖, (C.24)
‖Σ˘K‖ ≤ σ2 + (1 + ‖K‖2F) · ‖ΣK‖. (C.25)
Furthermore, {vt}t≥0 is a geometrically β-mixing stochastic process with parameter ρ ∈
(ρ(A− BK), 1).
Proof. Let v′ =
[
x′⊤, u′⊤
]⊤
be the next states and actions. The transition is given by
x′ = Ax+Bu+ ǫ, (C.26)
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u′ = −Kx′ + σ · z = −KAx −KBu−Kǫ+ σ · z. (C.27)
Then v′ = K˘v + ǫ˘ and v has Gaussian distribution with covariance matrix
Φ˘K =
(
Φ −ΦK⊤
−KΦ KΦK⊤ + σ2 · Ik
)
. (C.28)
Moreover, note that
K˘ =
(
A B
−KA −KB
)
=
(
Id
−K
)(
A B
)
with the spectral norm bounded as ρ(K˘) = ρ(A− BK) < 1.
We can find the stationary distribution of v by solving the Lyapunov equation. By
direct computation, we can check that Σ˘K is the unique solution to the Lyapunov equation
Σ˘K = K˘Σ˘KK˘
⊤ + Φ˘K . Therefore, v has stationary distribution N(0, Σ˜K).
To bound ‖Σ˘K‖, note that we have
Σ˘K =
(
0 0
0 σ2Ik
)
+ (Id −K)⊤ ΣK (Id −K) .
By direct computation, we have
‖Σ˘K‖F ≤ kσ2 + (d+ ‖K‖2F) · ‖ΣK‖, (C.29)
‖Σ˘K‖ ≤ σ2 + (1 + ‖K‖2F) · ‖ΣK‖. (C.30)
Furthermore, since ρ(K˘) < 1, Lemma D.4 from (Tu and Recht, 2017) implies {vt}t≥0 is a
geometrically β-mixing stochastic process with parameter ρ ∈ (ρ(K˘), 1).
D Auxiliary Lemmas
Lemma D.1 (Hansen-Wright Inequality (Rudelson et al., 2013)). Let X = (X1, . . . , Xn) ∼
N(0, In) ∈ Rn and A ∈ Rn×n a fixed matrix. Then it holds that
P
{∣∣X⊤AX − EX⊤AX∣∣ > s} ≤ 2 exp [−Cmin (s2‖A‖−2F ‖, s‖A‖−1)] , (D.1)
where C is an absolute constant.
Proof. See Rudelson et al. (2013) for a detailed proof.
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Lemma D.2. Suppose ρ(A − BK) < 1. Let N(0, Σ˘K) be the stationary distribution of
v specified in Lemma C.5. Then ΘK = Ev
{
ϕ(v) [ϕ(v)− ϕ (v′)]⊤
}
is invertible and can be
written as
ΘK =
(
Σ˘K ⊗s Σ˘K
)
−
(
Σ˘KK˘
⊤
)
⊗s
(
Σ˘KK˘
⊤
)
=
(
Σ˘K ⊗s Σ˘K
)(
I − K˘⊤ ⊗s K˘⊤
)
, (D.2)
where we use A ⊗s B to denote the symmetric Kronecker product of matrices A and B.
Furthermore, we have ‖ΘK‖ ≤ 4 (1 + ‖K‖2F)2 · ‖ΣK‖2, and the matrix ΩK , defined in (B.13),
has the minimum singular value lower bounded by a constant τ ∗K > 0 that only depends on
ρ(A−BK), σ, and σmin(Φ).
Proof. See Lemma B.2 in Yang et al. (2019) for a detailed proof.
Lemma D.3 (Lemma 5.4 in Yang et al. (2019)). Consider the minimax stochastic opti-
mization problem with convex-concave objective function H(x, y) defined by
min
x∈Xx
max
y∈Xy
H(x, y) = Eζ∼piζ [Ψ(x, y; ζ)]. (D.3)
Assume Xx and Xy are convex, ‖x − x′‖2 ≤ D for all x, x′ ∈ Xx and ‖y − y′‖2 ≤ D for
all y, y′ ∈ Xy, when D > 0 is a constant. Moreover, assume the stationary distribution πζ
of ζ corresponds to a Markov chain that has a mixing coefficients satisfying β(k) ≤ Cζ · ρk
for some constant Cζ , where β(k) is the k-th mixing coefficient. In addition, we assume for
all ζ ∼ πζ , the objective function Ψ(x, y; ζ) is L1-Lipschitz in both x and y almost surely,
∇xΨ(x, y; ζ) is L2-Lipschitz in y for all x ∈ Xx, and ∇yΨ(x, y; ζ) is L2-Lipschitz in x for all
y ∈ Xy for some constant L1 and L2. Without loss of generality, we consider the case where
the constants D, L1, and L2 are all greater than 1.
Let PXx and PXy be the projection operators. Consider the Gradient-based TD (GTD)
algorithm with iterates
xt = PXx [xt−1 − αt∇xΨ (xt−1, yt−1; ζt−1)] , (D.4)
yt = PXy [yt−1 + αt · ∇yΨ (xt−1, yt−1; ζt−1)] , (D.5)
where step sizes αt = α/
√
t, for t ∈ [T ], that returns
x̂ =
∑T
t=1 αt · xt∑T
t=1 αt
, ŷ =
∑T
t=1 αt · yt∑T
t=1 αt
(D.6)
as the final output. Then there exists an absolute constantM > 0 such that for any δ ∈ (0, 1),
with probability at least 1− δ, the primal-dual gap can be bounded as
max
y∈Xy
G˜(x̂, y)− min
x∈Xx
G˜(x, ŷ) ≤ M · (D
2 + L21 + L1L2D)
log(1/ρ)
· log
2 T + log(1/δ)√
T
+
M · CζL1D
T
.
(D.7)
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Proof. See Yang et al. (2019) for a detailed proof.
Lemma D.4 (Proposition 3.1 in Tu and Recht (2017)). Let Xt+1 = AXt + ǫt be a linear
dynamic system, where noise ǫt has a Gaussian distribution, and A ∈ Rn×n has spectral
norm ρ(A) < 1. Denote the stationary distribution of {Xt}t≥0 by N(0,ΣA). For any integer
k ≥ 0, the k-th β-mixing coefficient is defined as
β(k) = sup
t≥0
Ex∼Dt
[∥∥PXk (·|X0 = x)− PN(0,ΣA)(·)∥∥TV] , (D.8)
where the expectation is taken with respect to the marginal distribution Dt of Xt. Then it
holds that for any k ≥ and ρ ∈ (ρ(A), 1),
β(k) ≤ Cρ,A ·
[
Tr (ΣA) + n · (1− ρ)−2
]1/2 · ρk, (D.9)
where Cρ,A is a constant that depends on ρ and A only. Therefore, {Xt}t≥0 is geometrically
β-mixing.
Proof. See Tu and Recht (2017) for a detailed proof.
Lemma D.5. Let x ∼ N(0, In), and let M , N be two symmetric matrices in Rn×n. It holds
that,
E
[
x⊤Mx · x⊤Nx] = 2Tr (MN) + Tr (M) · Tr (N) . (D.10)
Proof. See Nagar (1959) for a detailed proof.
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