technology that can support high data rate services for outdoor mass gathering night events while permitting energy harvesting. In this paper, a VLC system is considered where a transmitter sends data to multiple users with energy harvesting capabilities. This multi-user VLC scenario can be supported using time division multiple access (TDMA). The achievable rates using TDMA are expressed in terms of the allocated resources per user, represented by average optical intensity and time slots. This allocation is to be optimized in order to maximize the average spectral efficiency while meeting power and quality-of-service (QoS) constraints. Herein, QoS is defined as a worst-case guaranteed rate and a minimum harvested energy. To solve this optimization, the optimality conditions are first derived. Then, an efficient algorithm is developed based on the derived conditions, and its near-optimality is verified through several numerical evaluations. The obtained performance is also compared to lower-complexity algorithms, thus reflecting the performance-complexity trade-off of these algorithms.
I. INTRODUCTION
Recently, optical wireless communications (OWC) received a lot of research attention to mitigate the spectrum scarcity problem in wireless communications. OWC offers a high speed solution that can meet the exponential increase of wireless communications demand. It can be implemented in different forms such as free space optical (FSO) communications and visible light communications (VLC). FSO offers a high speed solution for different applications such as backhaul links. On the other hand, it may suffer from some impairments such as pointing errors, scattering, turbulence and terminal swing. VLC offers high speed data communication thanks to large modulation bandwidth of the light emitting diodes (LEDs) used recently for illumination [1] . VLC has several advantages over radio frequency (RF) communications, which encourages considering it for next generation wireless networks. For instance, VLC uses the wide visible light spectrum that extends from a wavelength of 380 nm to 750 nm. Additionally, VLC can benefit from existing infrastructure which makes it cheaper than setting up new RF networks. Furthermore, VLC offers indoor and outdoor service where illumination is required. Dependency on line-of-sight is one of the main challenges that prevents delivering the required service. In such cases, hybrid RF and VLC systems should be used to complement each other. Another serious challenge is the interference coming from ambient lights such as sunlight and other indoor light sources. Most research on VLC focused on indoor applications [2] , [3] .
Outdoor VLC has not received much attention except for vehicular applications [4] , [5] . In this paper, we shed light on one of the promising outdoor VLC applications, namely, serving mass gathering night events. A high degree of illumination is required to support such events, e.g., social or sports events.
Using VLC in such circumstances should be encouraged for many reasons. First, the absence of sunlight interference, which allows achieving a good performance. Additionally, the high illumination intensity requirement implies the availability of strong signal that is capable of serving a suitable number of users at high data rates. Moreover, using VLC in such scenarios reduces costs as there is no need to set up a new wireless network or use movable base stations, thereby reducing interference and sparing the RF spectrum. Furthermore, it makes (optical) energy harvesting more promising and viable thanks to the high illumination intensity requirement.
Motivated by this, we consider an outdoor VLC system with a powerful light source used to illuminate an area that accommodates a large number of users. The light source is also used for information transmission using VLC, and the users have the capability to harvest light energy. We study the problem of allocating the VLC system resources based on time division multiple access (TDMA) to maximize the spectral efficiency (SE) of the downlink while satisfying a quality-of-service (QoS) requirement. We assume that energy harvesting must fulfill a specific portion of the circuits energy consumption. We derive the optimality conditions for this allocation, and based thereon, we develop an iterative algorithm that allocates the average optical intensity and association time for each user. Then, we compare its performance with two simplified algorithms having different complexities in order to elaborate the spectral efficiency (SE) performance -complexity trade-off. Finally, we present extensive simulations that confirm our algorithm's capabilities compared with the optimal solution and show the average SE with respect to different system parameters.
II. SYSTEM MODEL Consider an outdoor VLC system consisting of a powerful transmitter serving users using dynamic TDMA with mod- 
where ≥ 0 is the current used to transmit a symbol to the -th user, ℎ represents the VLC channel gain between the transmitter and the -th receiver, and is a zero mean additive white Gaussian noise with variance 2 . The electrical to optical conversion efficiency is assumed to be one, and hence can also be interpreted as optical intensity.
The transmission frame interval duration seconds is divided between users such that user is allotted seconds during each transmission frame, where ∑ =1 = 1. Due to practical limitations, it is required that ≥ min ∀ . The average energy consumption at the transmitter per transmitted frame must satisfy ∑ =1 { 2 } = v , where v is the VLC transmitter energy consumption per transmission frame. In this work, we adopt the quasi-static channel model presented in [6] where the channel gain ℎ between the transmitter and receiver depends solely on the relative position of the receiver with respect to the transmitter, and is given by:
where = ln 2/ ln (cos ( a )) is the Lambertian order, a is the semi-angle at half-power of the light source emission pattern, PD is the effective photo-detector area, is the distance between the transmitter and user , is the angle between the incident light ray and the normal to the photo-detector plane, a is the field of view of the user's receiver, and rect( ) is the rectangular function defined as rect( ) = 1 if | | ≤ 1, and 0 otherwise. We assume perfect knowledge of ℎ ∀ at the transmitter.
The system QoS requirements are represented as a worstcase user rate requirement and an energy harvesting requirement per user. The former is given by wc, ≥ th for some th , where wc, is defined as the rate that can be guaranteed for user when given a fraction min of time, and located at the same distance from the transmitter as the worst user. The latter is given by h, ≥ cr , where h, is the amount of harvested energy by user , which can't be stored and must be used instantaneously to cover a portion of its circuitry energy consumption cr with cr being the power used by receiver circuitry (node is active for a fraction of time). Next, we discuss the SE maximization problem.
III. SPECTRAL EFFICIENCY OPTIMIZATION
In this section, we study the resource allocation problem of the downlink of a VLC system to maximize its global SE. We express the overall system SE using the achievable rate for VLC systems presented in [7] with ∼ Exponential(1/ ) as
where
) is the average current allocation vector, = ( 1 , 2 , . . . , ) is the time fraction allocation vector, is the -th user channel-to-noise ratio defined as = 2 ℎ 2 / 2 , and
. In order to account for the receiver energy harvesting requirements, we define h, as h,i = 0.75
2 , where V T is the thermal voltage (mVolt) and is the dark saturation current of the photo-detector. 1 Finally, according to the used achievable rate expression and the definition of wc, , we can write wc, = v min
, where min = min . Thus, we formulate the optimization problem as follows:
subject to C1 :
Note that C3 is equivalent to ≤ max, ∀ , where
Moreover, C5 can be mapped to a minimum average current allocation constraint:
is not a convex optimization problem due to non-concavity of its objective function in terms of the optimization parameters, and since the set defined by C1 is not a convex set. Therefore, we use the transformation of variables = 2 , to reformulate (P1) as follows:
where z = ( 1 , 2 , . . . , ) is the power allocation vector, and min = min 2 min . The objective function of (P1) is a concave function in both z, , because it is the perspective transform of ln (1 + ) which is a concave function in z [9] , and all the constraints are affine. Therefore, (P1) is a convex optimization problem. Consequently, the Karush-Kuhn-Tucker (KKT) conditions guarantee global optimality. The Lagrangian formulation of (P1) is given by:
The KKT conditions of (P1) can be summarized as:
The convexity of (P1) implies that strict complementary slackness applies [9] , such that = 0 if and only if (iff) > min and > 0 iff = min ∀ . Similarly, = 0 iff > min , > 0 iff = min , = 0 iff < max, , and > 0 iff = max, , ∀ .
We assume without loss of generality that 1 ≥ 2 ≥ ⋅ ⋅ ⋅ ≥ , then it follows that max,1 ≥ max,2 ≥ ⋅ ⋅ ⋅ ≥ max, . For any , we have many possibilities in terms of the active constraints for the Lagrange multipliers associated with inequalities ( , , ), resulting in numerous KKT stationarity conditions as shown in Table I . It can be noticed that only two users at most can satisfy the stationarity conditions represented by Case 1 in Table I , since the contrary leads to a contradiction.
To solve the KKT system of equations analytically without limiting the solutions to any structure, complexity will be exponential in terms of since we will need to try different combinations of Cases 1-6 for each user. In order to reduce the complexity, inspired by the positive monotonicity of the objective function in (cf. Appendix), we limit our space of solutions to ones having the following structure: . Using this solution structure, along with the fact that no more than one user can fall into Case 1 in Table I, Execute Algorithm I-a 6: else 7: Execute Algorithm I-b 8: end if Table I , leading to a contradiction in the KKT conditions. Here three cases should be considered: Table I in terms of , we get − ln ( )−1+ − = 0, ∀ ∈ 4 , which can be solved for to get
(the proof is omitted for lack of space), where 0 (.) is the Lambert function [10] . Then,
where ( ) ≜ min
where is obtained by solving
By substituting (10)-(13) in
= M , we get all the unknown primal variables in terms of and reduce the system of equations to the following equation:
It can be proved that the left-hand side of (14) is monotonically increasing in , and hence it admits a unique solution which can be found using the bisection method. By backward substitution, we can get all the unknown primal variables, and then the dual variables can be calculated. This is illustrated in lines 8-10, 17-23 in Algorithm I-a. (a.ii) For = + 1: We calculate , as
Then * , ∀ ∈ 2 and * , ∀ ∈ 4 are calculated from (8), (10) respectively. We have * = *
By substituting with (17) in
Now, all the primal unknown variables are calculated, the dual variables can be computed from (4), (5) In summary, Algorithm I proceeds through three composite stages. The first stage scans values of | ′ | where it is assumed to be one initially, but it is incremented by one after each failed iteration (KKT conditions were not satisfied). In the second stage, we look over all possible sets ′ with equal cardinality, for one which yields a feasible time allocation (lines 1-5 in Algorithms I-a and I-b). For every feasible set ′ , the third stage loops over the possible configurations for variables ( values), where the primal and dual variables are calculated, Algorithm I-a 1: for = : −1 :
4:
← max, , ∀ ≤ − 1 and ← min , ∀ ≥ + 1
5:
← − + 2
6:
while ≥ 1
7:
← min , ∀ > 8:
Solve (14) for then (13) for 10: Get and from (11) and (12), respectively 11:
Compute from (15), Then get from (16) Compute , , and using (4) and (5) 
IV. LOWER COMPLEXITY ALGORITHMS
Algorithm II: Algorithm I consists of three composite iterative stages where the worst case complexity of each is ( ), resulting in an overall complexity of ( 3 ) . In order to reduce the complexity, we can modify line 3 of Algorithm I, to have ≤ 1 instead of ≤ . This forces the solution to have | ′ | = 1, and guarantees finding a feasible solution at a complexity of ( 2 ) , since this reduces the first stage of Algorithm I to one iteration.
Algorithm III: By delving more towards the low-complexity extreme of the performance-complexity trade-off, we can find a solution with lower complexity by allocating the resources as shown in Algorithm III. In this algorithm, the time budget is poured such that all users at first are allocated the minimum amount of time min , then the remaining budget (1 − min ) is distributed iteratively such that users are allocated their time portions in descending order of channel gains, where in the -th 
while ≥ 1 7:
if z and are feasible and˜S E (z, ) ≥ max SE 11:
12:
end if
13:
Compute , , and using (4) and (5) iteration, user is allocated the minimum between the remaining time budget and the maximum time portion max, . Then, power is allocated uniformly among users. This way, the complexity of Algorithm III is ( ).
In the next section, we present a comparison between the three algorithms to observe the effect of reducing the computational complexity on the achieved SE performance.
V. SIMULATION RESULTS
The simulation setup considered consists of a VLC transmitter having 7.6 m clearance from ground, the normal to the transmitter surface is normal to the ground as well. The transmitter coverage is represented by a circle with radius of 38 m, within which we assume users are uniformly distributed. All the users' receivers are assumed to have horizontal orientation as the transmitter. The average SE results are calculated from 1000 realizations of users placed at random locations according to uniform distribution on the coverage circle surface. The simulation parameters given in Table II are used. In this section, we study the effect of changing some system parameters on the SE of Algorithm I and compare its performance with Algorithms II, III, and the interior point method algorithm (which is optimal for the considered problem due to its convexity). In the presented simulations, infeasible instances of the optimization problem are considered to have zero SE.
In the first simulation scenario, we study the SE performance versus number of users for different energy harvesting requirements . Fig. 2 shows that the system experiences a unimodal behavior for all algorithms. The reason behind that is the opposite effect of increasing on the rate and energy harvesting constraints; For very small number of users, the rate constraint becomes irrelevant as the feasibility space gets larger from the rate requirements perspective. However, as gets larger, the probability that the summation of maximum allowed time portions for users gets larger than one becomes lower. Consequently, the number of infeasible problem realizations gets larger and the average performance deteriorates. Moreover, for the feasible instances of the optimization problem as increases the transmitter gets higher degrees of freedom in resource allocation. On the other hand, the average SE decreases when exceeds some value, because the resource allocation problem becomes more vulnerable to infeasibility from users worst-case rate perspective; as the number of users increases the worst channel gain experienced by all users gets lower and consequently, minimum required average current to be allotted to each user gets larger, increasing infeasibility chances. It can be noticed from Fig. 2 that the performance gap between Algorithm I and the other lower complexity algorithms exhibits a unimodal behavior, due to high probability of problem infea- sibility for small and large number of users.
In the second simulation scenario, the simulation results shown in Fig. 3 show a monotonically increasing SE with the available power budget where at low values for M all the problem instances are infeasible. As M increases, more realizations of the optimization problem become feasible, and for the feasible instances the feasibility region gets larger, and hence, SE improves. Also, it can be observed that the gap between the optimal performance and Algorithm II performance exhibits a unimodal behavior as M increases. This is due to large proportion of infeasible problems for small M values, and the fact that power allocation becomes more significant for large values of M , which makes Algorithm I lose partially its superiority over Algorithm II in time allocation. The performance gap between Alogrithm I and Aglorithm III always increases, because Algorithm III uses equal power allocation which is clear for = 0.05 and can for other values of by considering higher values of M .
In both simulations, it was found that as the energy harvesting requirement gets tighter, the average SE degrades, and the performance gaps between the three algorithms diminish, because this makes the feasibility region shrink and results in an increasing number of infeasible cases with zero SE. Furthermore, the two simulations have shown that our proposed algorithm achieves a performance that coincides with the interior point algorithm, which is optimal for this problem. In addition, the simulations showed that there is a significant gain from optimization over using Algorithm III.
VI. CONCLUSION We have considered the joint time and power allocation problem for VLC system employing dynamic TDMA. We proposed a KKT-based algorithm to maximize the SE of this setup subject to power, minimum individual user rate constraint, and energy harvesting constraints. Also, we compared the performance of the proposed algorithm with the optimal solution and suggested two lower complexity algorithms and monitored the effect of reducing complexity on losses in SE performance of the system. The conducted simulations have shown significant gains for our proposed approach, whose performance matched the optimal solution, over the lowest-complexity algorithm.
VII. APPENDIX
In this appendix we prove the positive monotonicity of ( ; , ) = ln ( 1 + ) with respect to for 0 ≤ ≤ 1: Let us define ( ; , ) as
