Abstract. The paper studies the control of a class of discrete event processes, i.e., processes that are discrete, asynchronous and possibly nondeterministic. The controlled process is described as the generator of a formal language, while the controller, or supervisor, is constructed from a recognizer for a specified target language that incorporates the desired closed-loop system behavior. The existence problem for a supervisor is reduced to finding the largest controllable language contained in a given legal language. Two examples are provided.
1. Introduction. In this paper we study the control of a class of systems broadly known as discrete event processes. The principal features of such processes are that they are discrete, asynchronous and (possibly) nondeterministic. Typical instances include computer networks, flexible manufacturing systems, and the start-up and shut-down procedures of industrial plants.
While numerous practical examples are described in the literature on simulation (see especially Fishman [1978] and Zeigler [1984] ), there is at the present time apparently no unifying theory for the control of discrete event processes. Nor is it entirely clear what such a theory ought to encompass. Numerous approaches to the modeling of discrete event processes have appeared in the literature. A general sampling of these could include boolean models (Aveyard [1974] ); Petri nets (Peterson [1981] ); formal languages (Beauquier and Nivat [1980] , Park [1981] ); temporal logic (Pnueli [1979] , Hailpern and Owicki [1983] ); and port automata and flow networks (Milne and Milner 1979] , Steenstrup, Arbib and Manes 1981] ). All of this work is concerned, in one way or another, with the problem of how to achieve or verify the orderly flow of events; and to this end how to bring together ideas from logic, language and automaton theory. However, while control problems are implicit in much of the work just cited, control-theoretic ideas as such have found little application there. The variety of approaches reflects the diversity of areas in which discrete event processes play an important role. It also indicates that to date no dominant paradigm has emerged upon which a theory of control might be based. In this article we investigate a simple abstract model of a controlled discrete event process, our main objective being to determine qualitative structural features of the relevant basic control problems. Specifically we take the controlled process to be the generator of a formal language, and study how the recognizer of a specified (target) language may be employed as a controller. In this regard we found-suggestive the work of Shaw [1978] and Shields [1979] on flow expressions and path expressions respectively; while C. A. R. Hoare has recently brought to our attention certain points of similarity with his linguistic approach to concurrent processes in Hoare [1983, Chap. 2]. Nevertheless our definition of "controllable language," and our main results. (Theorems 7.1 and 10.1) on the existence and structure of controllers are believed to be quite new. Our approach is similar in spirit to some qualitative theories of multivariable control synthesis that have emerged over the last decade in the context of standard dynamic systems (for example, Wonham [1979] , Nijmeijer [1983] ). The present article is based on Ramadge [1983] , and is summarized in Ramadge and Wonham [1984] , while earlier versions appeared as Ramadge and Wonham [1982a, b] . The paper is organized as follows. In 2 we define the class of controlled processes and controllers (supervisors) of in.terest; and in 3 we discuss various associated formal languages. Sections 4 and 5 develop criteria for the existence of a supervisor for which the corresponding closed-loop controlled system satisfies given linguistic requirements; the main new idea here is that of a controllable language. Section 6 introduces the notion of a supervisor that is proper, namely nonblocking and nonrejecting. In 7 we pose two problems of supervisor synthesis" the Supervisory Marking Problem (SMP) and the Supervisory Control Problem (SCP). Each of these is then shown to be solvable in a minimally restrictive, or "optimal," fashion in the class of proper supervisors, the "optimality" depending on a semilattice property of the relevant classes of languages.
Section 8 defines a projection (or simplification) of supervisors. The latter, combined with some notions of reduction of languages and recognizers in 9, leads to our second main result in 10, the Quotient Structure Theorem. According to this, every efficiently constructed supervisor is structurally equivalent to a quotient (i.e., high-level, or lumped, model) of a recognizer of the desired closed-loop generated language. We conclude in 11 and 12 with two simple but practical illustrations.
2. Controlled discrete-event processes.
2.1. Generators. To establish notation we first recall various standard ideas from automaton and language theory (cf. Hopcroft and Ullman 1979] ). We define a generator to be a 5-tuple = (Q, E, 3, qo, Q,,) where Q is the set of states q, , is the alphabet or set of output symbols tr, :E x Q -Q is the transition function, qo Q is the initial state and Qm c Q is a subset of states to be called marker states. We always assume that E, but not necessarily Q or Qm, is finite. In general, is only a partial function (pfn), meaning that, for each fixed q Q, (tr, q) is defined only for some subset E(q)c E that depends on q. Formally 3 is equivalent to a directed graph with node set Q and an edge' labeled tr for each triple (tr, q, q') such that q'= (tr, q). Such an edge, or state transition, will be called an event.
We interpret 3 as a device that starts in qo and executes state transitions, i.e., generates a sequence of events, by following its graph. Events are considered to occur spontaneously (no auxiliary forcing mechanism is postulated), asynchronously (i.e., without reference to a clock) and instantaneously. An event is thought of as signaled (to an outside observer, say) by its label tr. c may be nondeterministic in the sense that more than one event may be available for selection at a given node of its graph; however, distinct events at a given node always carry distinct labels.
The terms generator and marker state are nonstandard, but better suited to our interpretation than, for example, "automaton" and "final state." Our "generator" is a special case of Harrison's "transition system" (Harrison 1965] ); it will play the role of "plant" in the sense of control theory.
Let E* denote the set of all finite strings s of elements of E, including the empty string, 1. 
I(E x Q).
The accessible component of , denoted by Ac(), is then defined to be Ac( ) Qac, , ac, qo, Q,).
A generator is accessible if Ac(). We say that is co-accessible if every string in L() can be completed to a string in L(), i.e., (w)w L( )(]s)s E* and ws L( ). If is both accessible and co-accessible it is said to be trim (Eilenberg [1974] ). It is well known (cf. Eilenberg [1974, 111.5 (or, x, q) -(sO(or, x), 6(b(x), or, q)). Thus (s c 6c)(r, x, q) is defined if[ 6(r, q) is defined, b(x)(r) 1, and sO(or, x) is defined.
This yields the generator (X x Q, y,, x , (Xo, qo), Xm X Q,,).
We define the supervised discrete event process (SDEP), denoted by 5e/, to be the accessible generator 4 (2.1) 5e/qg Ac(X x Q, y,, x 6, (Xo, qo), Xm X Qm).
From now on we shall assume that s x 6 has been extended to strings of 5:* in the way described in 2.1 for /5. Of course, so far there is nothing to guarantee that (X x Q) is anything more than the singleton {(Xo, qo)}, or that L(Sf/c) is any larger than the singleton { 1} consisting of the empty string alone.
In analogy to the case of itself, we wish to interpret the language L(Sf/q) generated by 5v/q as the set of all possible finite sequences of events that can occur when 5 is coupled to as just described. For this it is necessary to ensure that transitions of S are actually defined whenever they can occur in c and are enabled by 4. 
Let fgc be a CDEP constructed from a generator d. For simplicity we shall denote gc simply by its underlying generator .T he notation L(g) will henceforth denote the language generated by g if disabling control action were absent, i.e., all events tr e E were permanently enabled. Similarly we refer to Lm(d) as the uncontrolled (discrete-event) process language. Let 6e be a supervisor for , L(S/g) the language generated by 6e/ and Lm(/g) the language marked by /. Define the language controlled by 6f in (g to be (3.1)
In other words, L(6e/) consists of those (marked) strings of the uncontrolled process language that "survive" in the presence of supervision.
It is clear from the definitions that
and, if g is trim, 
x;= (Xo, Yo), X',, X x Y,, th'(x, y) (x).
Since the control action of 6eK is the same as that of 6e, it is clear that L(6fI/)= L, and obviously L(6fr/) K. Also, :'(cr, x, y) is defined just when :(cr, x) is defined, so that Sk is complete with respect to dc. lq
In this proof our construction merely installs a recognizer that acts as a marking device, either alone in part (i), or "in parallel" with the original supervisor 5e in part (ii). This does nothing to change the control action, but might be thought of as a means of recording when words in K have been completed. 5. Controllability. In this section we introduce a definition of controllability that will play a key role in characterizing those languages that can be generated by closed-loop structures Sf/cg with a given CDEP rg and a suitable choice of complete supervisor Let cg (Q, 5, , qo, Q,,) be a fixed CDEP. We assume that rg is trim, i.e., L(d)= L,, (d). Write E E-X, i.e., X, is the set of (labels of) events that cannot be disabled.
Let K c E*, L c E* be arbitrary languages. We say that K is
Recall that K is the language consisting of K together with all the prefixes (including the empty word) of words in K. Thus a sublanguage K of L is L-closed lit any prefix of K that is a word of L is also a word of K. On the basis of Theorem 6.1 and Proposition 7.1 we immediately obtain our first main result. (iv) Immediate from (ii) and (iii). 9. Efficient supervisor. In this section we give a simple abstract characterization of an "efficiently constructed" supervisor for a given nonempty, controllable and Lm(q3)-closed language K c E*. By Theorem 6.1(ii) we know that a proper supervisor 5e= (S, d) exists such that K Lm(//c)= Lc(ff/(), so that K L(,9/c). Furthermore, by the construction used in the proof of Proposition 5.1 ("if" statement Recall from automaton theory (for example, Harrison 1965] ) that an equivalence relation e on E* is a right-congruence if, whenever s, s' E* and s--s' (mode), then for all g*, st =-s't (mode). Now let {%" a A} be an arbitrary nonempty family of equivalence relations on g*. Their lattice-theoretic join, written (9.2) e sup {e" a A}, is defined as follows (cf. Szfisz [1963] )" s--s' (mod e) if there exists an integer k_-> 1, elements ao, , ak A, and strings Sl, , Sk E* such that s =-s (mod %0) S S 2 (mod %,) Sk-=-Sk (mod sg----s' (rood e). It is easy to check that if, in particular, the e are right-congruences, then so is e.
The lattice-theoretic ordering of equivalence relations on * is defined as follows: e _-< e if, for all s, s' *, s -= s' (mod e) implies s -= s' (mod e); e is said to be finer than e2 (or e is coarser than e). Then e in (9.2) is the finest equivalence relation on * that is coarser then each %, a A.
In and assume that S is K3-reduced and K3-trim. These propeies hold for the "efficient" supeisor of the previous section. Finally let go= (xo, , o, x, x) be a trim recognizer for K3. defined by setting S = S, and with b as tabulated in Fig. 11.4 Fig. 11.4 ; the result is displayed in Fig. 11 .5. By Proposition 8.1 As in Example 1, we shall not formalize these requirements or present the details of how the legal language Lg is derived from them, but merely display the result. The language Lg that incorporates requirements (i)-(iv) with the system constraints is generated as shown in Fig. 12 .4. The corresponding recognizer defines a supervisor such that L(/) Lg; the control pattterns are tabulated in Fig. 12 .6. It can be verified that b admits the quotient 5e displayed in Fig. 12.5 ; the required projection is also tabulated in Fig. 12.6 . The quotient represents a reduction from 12 states to 6. As will be shown in a future article, it can actually be obtained directly from two modular "subsupervisors," of which one is modeled on the buffer, and the other incorporates the logic of breakdown and repair.
13. Conclusion. In this article we have introduced a broad class of controlled discrete event processes together with some general concepts and results relating to their control or "supervision." Our main conclusion, the Quotient Structure Theorem, is similar in spirit to the Internal Model Principle of regulator theory; it may be roughly paraphrased by saying that "supervisors must be modeled on the task to be accomplished."
In future articles we shall discuss constructive methods for computing the supremal controllable (or closed controllable) sublanguage of a given language, as well as concrete methods for system specification and supervisor synthesis.
