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3.2 Izračun števila izgubljenih let v praksi . . . . . . . . . . . . . . . 16
4 Samovzorčenje 17
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V pričujočem magistrskem delu so uporabljene naslednje notacije in oznake:
Notacija
T čas do dogodka
Ti čas dogodka za i-to enoto
Ci čas krnjenja za i-to enoto
δi indikator krnjenja za i-to enoto
F (t) kumulativna porazdelitvena funkcija
S(t) krivulja preživetja
λ(t) funkcija tveganja
Fk(t) kumulativna funkcija pojavnosti za dogodek k
e(0, τ) povprečna življenjska doba, omejena s τ
L(0, τ) pričakovano število izgubljenih let pred časom τ
Tabela 1: Notacija in oznake
Natančneǰsi pomen oznak je pojasnjen v spremljajočem besedilu, kjer je
oznaka uporabljena.
xi
xii Notacija in oznake
Povzetek
V delu obravnavamo samovzorčenje v analizi preživetja. Za to vejo statistike
je značilno krnjenje, ki je posebna oblika nepopolnih podatkov. Natančno so
opisani štirje različni načini samovzorčenja v analizi preživetja, vključena pa je
tudi njihova prilagoditev za delo s sotveganji, kjer nas zanima več različnih vrst
dogodkov. Poleg klasične Kaplan-Meier metode samovzorčenje uporabimo tudi
pri analizi števila izgubljenih let.
Glavni rezultati dela so pridobljeni s pomočjo simulacij, ki so razdeljene na
tri sklope, in sicer simulacije na enostavnih podatkih, simulacije na podatkih
s sotveganji ter imitacijo resničnih podatkov in delo s populacijskimi tabelami.
Razultati nakazujejo, da sta enostavno in pogojno izmed obravnavanih najbolǰsa
načina samovzorčenja. Pokažemo tudi, zakaj je uporaba samovzorčenja koristna
v praksi. Samovzorčenje pri analizi števila izgubljenih let poleg variabilnosti na
vzorcu upošteva tudi variabilnost demografskih spremenljivk, ki se jih uporablja
pri delu s populacijskimi tabelami. Brez samovzorčenja so intervali zaupanja
pri majhnem številu dogodkov lahko zelo nenavadnih oblik, ki vsebinsko niso
smiselni, kar pa lahko v veliki meri odpravimo z uporabo te metode.





In this thesis the bootstrap method is introduced into broader field of survival
analysis. In this branch of statistics incomplete data is usually present which is
also called censored data. Four different bootstrap methods for survival analysis
are gathered and accurately described. Their adjustment for competing risks
where different types of events are analysed is also included. Furthermore, the
concept of the number of years lost for simple data and data with competing risks
is introduced.
Results were obtained by three sets of simulations: simulations of simple data,
simulations of data with competing risks and imitation of real data. Real data
requires working with population tables from which survival of the population
is calculated. Results suggest that the simple and the conditional bootstrap
are the best bootstrapping methods for censored data. We show why the use
of bootstrap is useful in practice. Bootstrapping number of life years lost also
takes the variability of the demographic variables into account in addition to the
variability of the sample. Demographic variables such as age, year and gender are
required when working with population tables. Without bootstrapping confidence
intervals can be oddly shaped, especially when there are only few events in the
sample. This drawback can be improved by using this resampling method.





Samovzorčenje je statistična metoda, ki jo je leta 1979 prvi opisal Bradley Efron
v članku Bootstrap Methods: Another Look at the Jackknife [1], spada pa v širšo
skupino metod ponovnega vzorčenja. Navdih zanjo je Efron dobil iz predhodnega
dela z metodo jackknife. Ta dokaj preprosta metoda se dandanes uporablja v
mnogih vejah statistike, matematike in drugje. Kljub temu pa je literature, ki
vpelje samovzorčenje v okvir analize preživetja, relativno malo. V nadaljevanju
dela želimo preučiti več različnih načinov samovzorčenja za uporabo na krnjenih
podatkih, ki so značilni za analizo preživetja. Zanima nas, kako se obnašajo pri
različnih pogojih (različni deleži krnjeni podatkov, funkcije tveganja, . . . ). Vse
načine samovzorčenja bomo prilagodili tudi za uporabo pri sotveganjih, kjer nas
zanimajo funkcije tveganja za več različnih dogodkov.
Poleg klasične cenilke Kaplan-Meier bomo izvedli tudi analizo števila izgublje-
nih let. Analiza števila izgubljenih let meri, koliko časa preučevane enote izgubijo
do nekega določenega trenutka ali v primerjavi s preživetjem celotne populacije
(npr. Koliko let življenja izgubijo bolniki s pljučnim rakom, če jih primerjamo s
celotno populacijo?). Tu bomo prav tako uporabili več načinov samovzorčenja.
Primerjali bomo teoretične intervale zaupanja s tistimi, ki bodo pridobljeni iz
simulacij.
Na koncu bomo najbolǰso metodo uporabili na simuliranem vzorcu, ki bo
čim bolj imitiral resnične podatke, pridobljene ob raziskavi preživetja določene
skupine ljudi. Taki podatki so v splošnem bolj kompleksni, saj vsebujejo spre-
menljivke, kot so datum rojstva, starost ob začetku raziskave, starost ob smrti
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oz. krnjenju, spol, itd. Na tej točki bomo uporabili tudi populacijske tabele, iz
katerih se razbere preživetje populacije. Iz tu izhaja tudi glavna motivacija za
to nalogo. Želimo primerjati teoretične intervale zaupanja ter intervale, ki jih
bomo pridobili s samovzorčenjem, za primer, kjer se število izgubljenih let za
vzorec pridobi s primerjavo preživetja na vzorcu in preživetja populacije. Teo-
retični intervali ne upoštevajo variabilnosti demografskih spremenljivk in imajo
lahko v primeru majhnega števila dogodkov precej nenavadne lastnosti, kar bi
želeli popraviti z samovzorčenjem.
2 Osnovna teoretična podlaga
2.1 Analiza preživetja
Analiza preživetja je veja statistike, ki analizira čas do nekega dogodka, ki nas za-
nima [2]. Primeri dogodkov so med drugimi ločitev, okvara, bolezen, najpogosteje
pa je dogodek smrt, od tod izvira tudi poimenovanje. Čas je pozitivna slučajna
spremenljivka, ki jo merimo v poljubni časovni skali. Enote opazovanja so lahko
ljudje, naprave, itd. Enotam praviloma sledimo znotraj nekega časovnega in-
tervala, v katerem zbiramo podatke za raziskavo. Jasne morajo biti definicije
dogodka, časa začetka, časovne skale in pogojev za vstop enote v raziskavo.
Glavna posebnost takih podatkov je, da v njih nastopa krnjenje, kar pomeni,
da je vrednost meritve ali opazovanja le delno znana. Posamezni enoti tekom raz-
iskave nehamo slediti, če se ji je dogodek že zgodil ali pa je bila ta enota krnjena,
kar pa lahko nastopi iz različnih razlogov. Vse enote, ki se jim dogodek še ni
zgodil, krnimo ob zaključku raziskave. Enoto lahko tudi izgubimo izpod nadzora
raziskave ali pa opazovanje prekine kakšen nepovezan dogodek. Takšno krnjenje
imenujemo desno krnjenje. Krnjenje mora biti neinformativno, kar pomeni, da
imajo enote v trenutku izpada iz raziskave enako tveganje za dogodek, kot tiste,
ki ostajajo pod nadzorom raziskave. Z drugimi besedami, krnjenje ne nosi nobene
informacije o tveganju za dogodek. Obstajajo tudi druge vrste krnjenja, ki pa
jih ne bomo obravnavali, dodatna literatura pa je dostopna v [3, stran 135-167]
in [4, poglavje 3].
Čas, ki je naša osrednja slučajna spremenljivka, označimo s T , njene vre-
7
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dnosti pa označimo s t. Vedno velja T > 0. Funkcija F (t) = P (T ≤ t)
je kumulativna porazdelitvena funkcija spremenljivke T , f(t) pa je njena go-
stota. Z S(t) označimo funkcijo oz. krivuljo preživetja, za katerega velja







P (t ≤ T < t+∆t|T ≥ t)
∆t
(2.2)





λ(u)du = − lnS(t). (2.3)
2.2 Metoda Kaplan-Meier
Metoda Kaplan-Meier je neparametrična metoda za ocenjevanje krivulje
preživetja [5]. Naj bodo t0 = 0 < t1 < t2 < · · · < tk < ∞ = tk+1 časi do-
godkov na vzorcu velikosti n. Velja k ≤ n. Naj bo di število dogodkov ob času
ti in ci število krnjenih enot v časovnem intervalu [ti, ti+1), kjer je i = 1, . . . , k.
Naj bo ni število enot, ki še nastopajo v podatkih tik pred časom ti. Številu
ni rečemo tudi število ogroženih ob času ti−. Ocena za tveganje, pridobljena z
metodo največjega verjetja, je enaka λ̂i =
di
ni









Dobimo padajočo stopničasto krivuljo, katere vrednost pade le v tistih časovnih








Alternativna cenilka krivulje preživetja je tako enaka
Ŝ(t) = e−Λ̂(t). (2.6)
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Varianco cenilke Kaplan-Meier ocenimo z Greenwoodovo formulo:






ki jo uporabimo pri izračunu intervala zaupanja. Izpeljemo jo s pomočjo metode
delta, ki varianco aproksimira z razvojem funkcije v Taylorjevo vrsto. Interval
zaupanja za stopnjo značilnosti α v točki t je tako enak
[Ŝ(t)− z1−α/2
√
var Ŝ(t), Ŝ(t) + z1−α/2
√
var Ŝ(t)], (2.8)
kjer zα označuje α-kvantil normalne porazdelitve.
Pomanjkljivost intervala (2.8) je ta, da lahko vsebuje vrednosti, ki so večje od 1
ali manǰse od 0, kar pa vsebinsko gledano ni smiselno. Alternativni način izračuna
intervalov zaupanja najprej izračuna interval zaupanja za log(− log Ŝ(t)). Meje
intervala v točki t izrazimo v obliki
c1 = log(− log Ŝ(t))− z1−α/2
√
var(log(− log Ŝ(t)))




kjer je varianca enaka







Dobljene meje nato transformiramo na prvotno skalo z izrazom (e−e
c1 , e−e
c2 ).
Tak interval sicer v splošnem ni simetričen, a vedno zavzame vrednosti znotraj
intervala (0, 1).
Najpogosteje pa se v praksi pojavlja interval zaupanja oblike
[elog Ŝ(t)−z1−α/2
√
var log Ŝ(t), elog Ŝ(t)+z1−α/2
√
var log Ŝ(t)], (2.11)
ki ga bomo tudi v tej nalogi uporabili za izračun intervalov zaupanja. To je
tudi privzeti način izračuna intervala zaupanja pri uporabi funkcije survfit v
programskem jeziku R.
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2.3 Sotveganja
Obravnavali smo obliko podatkov, kjer analiziramo le eno vrsto dogodka. V ne-
katerih primerih pa se enotam lahko zgodi le eden izmed več vrst medsebojno
izključujočih dogodkov. Na primer, analiziramo preživetje ljudi, kjer nas ne za-
nima le smrt v splošnem, temveč tudi vzrok smrti (rak, kardiovaskularne bolezni,
samomor, . . . ). Takim dogodkom rečemo sotveganja, njihovo skupno število pa
označimo s K. Na sliki 2.1 je predstavljen model s tremi dogodki K = 3.






Slika 2.1: Model s tremi dogodki, kjer je λi(t) funkcija tveganja za dogodek i,
i = 1, 2, 3.
Ker imamo pri sotveganjih opravka z več dogodki, je potrebno osnovne defi-
nicije in metode analize preživetja nekoliko prilagoditi. Na problem sotveganja
lahko gledamo tako, da s T1, T2, . . . , TK označimo čas do vsakega izmed K do-
godkov. Ker so dogodki medsebojno izključujoči, so končni podatki sestavljeni
iz časa do dogodka T = min{T1, T2, . . . , TK} in indikatorja δ ∈ {1, 2, . . . , K}, ki
označuje pripadajoči dogodek.
Verjetnost za dogodek k od času t opǐsemo s kumulativno funkcijo pojavnosti,
ki je oblike
Fk(t) = P (T ≤ t, δ = k). (2.12)
Velja limt→∞
∑K







Funkcija tveganja za dogodek k je intuitivna prilagoditev funkcije (2.2) za




P (t ≤ T < t+∆, δ = k|T ≥ t)
∆t
. (2.14)






Povezava med kumulativno funkcijo pojavnosti za dogodek k ob času t in funk-















Cenilko Nelson-Aalen smo že omenili pri oceni kumulativne funkcije tvega-
nja (2.5). Na podoben način zapǐsemo Nelson-Aalen cenilko kumulativne funkcije







kjer je dk, i število dogodkov k in ni število ogroženih ob času ti−. Celotno krivulja
preživetja ocenimo po formuli Ŝ(t) = e−
∑K
k=1 Λ̂k(t) , cenilko kumulativne funkcije







Dobimo naraščajočo stopničasto krivuljo, katere vrednost se spremeni le ob časih
pripadajočih dogodkov.
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3 Analiza števila izgubljenih let
Število izgubljenih let je tesno povezano s pričakovano življenjsko dobo, kar je
leta 2013 obravnaval Andersen [6]. Sledili bomo njegovi definiciji in interpretaciji
pričakovanega števila izgubljenih let, ki pa bo tudi eno izmed glavnih orodij pri
primerjavi preživetja vzorca in populacije v nadaljnjih razdelkih. Pogledali si
bomo tudi uporabo te metode v analizi sotveganj.




















kjer smo uporabili integracijo po delih, zvezo d
dt
S(t) = −f(t) ter robna pogoja
S(0) = 1 in S(∞) = 0. Če prvi člen zapǐsemo v obliki − t1
S(t)
in upoštevamo
izraz (2.1), hitro vidimo, da je zaradi hitreǰse rasti eksponentne funkcije limita
člena enaka 0, ko gre t → ∞. Z robnim pogojem S(∞) = 0 smo pravzaprav
predpostavili, da se dogodek, ki nas zanima, zagotovo zgodi, kar pa v splošnem
ni res. Če na primer merimo čas do poroke, obstaja pozitivna verjetnost, da se
nekaj oseb ne bo nikoli poročilo. Časovni interval izvajanja raziskave je pogosto
omejen, čas do dogodka pa je lahko zelo dolg. Povprečni čas do dogodka je zato
močno odvisen od desnega repa krivulje preživetja, ki pa je lahko zelo dolg in se
ga ne da dobro oceniti. Kot alternativno mero e(0,∞) se uporablja povprečno
13
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To je enako pričakovani vrednosti spremenljivke T ∧ τ , kjer operator ∧ označuje
manǰso izmed obeh vrednosti. Pričakovano vrednost e(0, τ) interpretiramo kot
povprečno število let življenja pred časom τ . Iz slednjega sledi, da razliko
L(0, τ) = τ − e(0, τ) (3.3)
interpretiramo kot pričakovano število izgubljenih let pred časom τ .
Cenilko e(0, τ) označimo z oznako ê(0, τ). Aproksimiramo jo z normalno po-











kjer je N(t) število dogodkov na intervalu [0, t] in Y (t) število ogroženih enot ob
času t−. Iz definicije (3.3) sledi, da je ocena variance L̂(0, τ) enaka (3.4). Bolj
natančna izpeljava je dostopna v [3, stran 279 - 281].
3.1 Analiza števila izgubljenih let v analizi sotveganj
Zgornje definicije je potrebno nekoliko prirediti za uporabo pri analizi sotveganj.
Iz izraza (2.13) sledi, da lahko pričakovano število izgubljenih let pred časom τ
zapǐsemo kot










Izraz razbijemo na več delov in za vsak k ∈ {1, 2, . . . , K} pričakovano število





Ta interpretacija izhaja iz dejstva, da je Lk(0, τ) enako pričakovani vrednosti
spremenljivke τ − (T (k) ∧ τ), kjer s T (k) označimo čas do dogodka k. Pričakovano
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vrednost spremenljivke T (k) ∧ τ , ki označuje manǰso izmed vrednosti T (k) in τ ,
izračunamo tako:


















V izračunu smo uporabili izraz (2.13), ki opisuje zvezo med S(t) in Fk(t). Iz
izpeljane enakosti neposredno sledi E(τ − T (k) ∧ τ) = Lk(0, τ), kar potrjuje, da
je naša interpretacija Lk(0, τ) kot pričakovano število izgubljenih let pred časom
τ za vrsto dogodka k pravilna.
Primer s sotveganji je prikazan na sliki 3.1, kjer zelena barva predstavlja
skupno pričakovano število izgubljenih let L(0, τ) pred časom τ . Z modro barvo
pa je osenčeno območje, ki predstavlja pričakovano število pridobljenih let pred







Slika 3.1: Primer števila izgubljenih in pridobljenih let pred časom τ na podatkih
z dvema možnima dogodkoma.
Porazdelitev L̂k(0, τ) aproksimiramo z normalno porazdelitvijo s pričakovano
vrednostjo Lk(0, τ) in varianco σ
2
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kjer je Nk(t) število dogodkov na intervalu [0, t], Y (t) število ogroženih enot ob
času t−, oznaka N−k(t) pa označuje razliko N − Nk(t). Izpeljava formule je
dostopna v [3, stran 279 - 281].
3.2 Izračun števila izgubljenih let v praksi
Število izgubljenih let se izračuna kot razlika med ploščinama kumulativnih po-
razdelitvenih funkcij na vzorcu in na populaciji. Za ocenjevanje kumulativne
porazdelitvene funkcije na vzorcu uporabimo cenilko Kaplan-Meier (2.4), v pri-
meru sotveganj pa cenilko kumulativne funkcije pojavnosti za dogodek k (2.18).
V obeh primerih sta dobljeni krivulji stopničasti. Preživetje na vzorcu bomo nato
primerjali s preživetjem populacije, ki pa je zvezna funkcija.
Zanima nas torej razlika ploščin zvezne in stopničaste funkcije. Pri zvezni
funkciji je izračun preprost, funkcijo le integriramo na primernem intervalu. V
praksi porazdelitve populacije ne poznamo, zato za izračun uporabimo popula-
cijske tabele. Preživetje populacije izračunamo le na omejenem številu časovnih
točk, nato pa uporabimo linearno interpolacijo med točkami in na podlagi do-
bljene krivulje, sestavljene iz linearnih odsekov, ocenimo ploščino pod kumula-
tivno porazdelitveno funkcijo na populaciji.
Ploščina pod stopničasto krivuljo pa se izračuna kot vsota vseh pravokotnikov
pod stopnicami, ki se pojavijo v tistih časovnih točkah, kjer se je zgodil dogodek.
Za izračun ploščine na nekem določenem časovnem intervalu seštejemo površino
tistih pravokotnikov, ki spadajo v ta interval. Za izračun pričakovanega števila
izgubljenih let pred časom τ naredimo le še razliko med obema ploščinama na
intervalu [0, τ ].
4 Samovzorčenje
Samovzorčenje je metoda, ki jo je prvič opisal Efron leta 1979 [1]. V statistiki po-
gosto želimo oceniti nek parameter θ iz neznane teoretične porazdelitve F . Naj bo
x = (x1, . . . , xn) vzorec velikosti n iz te porazdelitve in θ̂ = s(x) ocena parametra
θ na tem vzorcu. Točnost te ocene lahko ocenimo s pomočjo samovzorčenja.
Naj bo F̂ empirična porazdelitev, ki vsakemu elementu prvotnega vzorca
x pripǐse verjetnost 1
n
. Iz vzorca x nato s ponavljanjem vzorčimo vzorce
xb = (x
∗
1, . . . , x
∗
n) velikosti n, kjer je b = 1, . . . , B in B število želenih vzorcev
pri samovzorčenju. To pravzaprav pomeni, da je empirična porazdelitev F̂ na-
domestila teoretično porazdelitev F . Na vsakem vzorcu xb nato ocenimo želen
parameter. Dobimo B ocen θ̂b = s(xb), iz katerih nato dobimo končno oceno
parametra in pripadajoče intervale zaupanja.
Obstaja več načinov za izračun intervalov zaupanja, vendar za potrebe te
naloge zadostuje poznavanje percentilnega intervala zaupanja [7]. Kot je razvidno
iz poimenovanja, tu uporabimo percentile za izračun spodnje in zgornje meje
intervala. Naj bo Ĝ kumulativna porazdelitvena funkcija ocen θ̂∗. Definicija













kjer smo s θ̂∗(α) označili (100 · α)–ti percentil porazdelitve Ĝ. Ta način izračuna
intervala zaupanja uvrščamo med neparametrične metode, saj ne predpostavlja




4.1 Samovzorčenje v analizi preživetja
V analizi preživetja obstaja več različnih načinov samovzorčenja, saj je tudi oblika
podatkov nekoliko bolj zapletena zaradi prisotnosti krnjenja. Imamo torej dve
slučajni spremenljivki, in sicer čas do dogodka oziroma čas preživetja T 0 ter čas
krnjenja C. Podatke za vsako enoto i zapǐsemo v obliki urejenih parov (Ti, δi),
kjer je Ti čas in δi indikator krnjenja, za katera velja





1 Ti = T
0
i
0 Ti = Ci.
(4.2)
Z F 0 označimo porazdelitev časov preživetja T 0i , z G pa porazdelitev časov kr-
njenja Ci. Predpostavimo še, da so časi Ti strogo naraščajoči, torej T(1) < T(2) <
· · · < T(n). Tako se izognemo težavam pri indeksiranju, ki bi se pojavili, če bi
imeli v podatkih enote s ponavljajočimi se časovnimi vrednostmi. Če je čas zvezna
spremenljivka, ta predpostavka vedno drži, saj se dva dogodka ne moreta zgoditi
ob točno enakem času. Vendar pa je v praksi čas večinoma obravnavan kot dis-
kretna spremenljivka, saj ga merimo v izbrani skali, npr. v dnevih. Posledično
imamo lahko dva popolnoma enaka časa, pri katerih se je zgodil dogodek, čemur
rečemo tudi vez med časi dogodkov. To težavo rešimo tako, da časom prǐstejemo
zelo majhne naključne vrednosti, ki razbijejo vezi, a so hkrati tako majhne, da
imajo na končne rezultate zanemarljiv oziroma skoraj ničen vpliv.
Za posamezen vzorec pri samovzorčenju velja, da v povprečju vsebuje pri-
bližno 63,2 % elementov iz prvotnega vzorca. Zaradi oblike podatkov pri analizi
preživetja tako krivulje preživetja za veliko vzorcev pri samovzorčenju ne bodo de-
finirane na intervalu [0,max(Ti)], i = 1, 2, . . . , n, saj podatek z največjim časom ne
bo vsebovan v vzorcu. Posledično intervalov zaupanja praviloma ne moramo oce-
niti na celotnem intervalu [0,max(Ti)], temveč le na časovnem intervalu, kjer so
definirane vse krivulje preživetja na vseh vzorcih. To težavo obidemo tako, da za
vsak vzorec pri samovzorčenju, kjer imamo podatke oblike (T ∗i , δ
∗
i ), i = 1, 2, . . . , n,
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na časovnem intervalu [max(T ∗i ),max(Ti)] za vrednost krivulje preživetja nasta-
vimo Ŝb(max(T
∗
i )). Pri tem smo s T
∗ označili podatke iz vzorcev pri samov-
zorčenju. Za kumulativno porazdelitveno funkcijo velja F̂b(t) = 1 − Ŝb(t), ana-
logno pa naredimo tudi v primeru sotveganj, le da tam postopek ponovimo za
vsako vrsto dogodka posebej.
Najbolj enostaven in intuitiven način samovzorčenja vzorči kar iz množice pa-




izmed B vzorcev izračunamo cenilko Kaplan-Meier Ŝb, nato pa iz vrednosti Ŝb(Ti)
ocenimo percentilne intervale zaupanja pri vseh Ti. To pa seveda ni edini način
samovzorčenja. Nekateri načini vzorčijo le nekrnjene podatke, drugi vzorčijo s
pomočjo funkcije tveganja [8, 9]. Nekaj jih bomo obravnavali v naslednjih pod-
razdelkih. Programska koda za vse v nadaljevanju opisane metode samovzorčenja
je podana v dodatku. V dodatku A so vključene funkcije, ki so prilagojene za
delo na enostavnih podatkih, v dodatku B pa za delo na podatkih s sotveganji.
4.2 Enostavno vzorčenje
Enostavno vzorčenje je preprost in intuitiven način uporabe samovzorčenja na
krnjenih podatkih, ki jo je leta 1981 prvi opisal Efron [10]. Naj bo F̂ 0 empirična
porazdelitev časov preživetja T 0 in naj bo Ĝ empirična porazdelitev časov krnje-
nja C. Kaplan-Meier cenilki za krivulji 1− Ĝ(t) in 1− F̂ 0(t) izrazimo v obliki













Cenilka krivulje preživetja za T je produkt zgornjih cenilk. Velja izraz











Iz opisanega sledi, da lahko posamezen vzorec pridobimo tako, da neodvisno
generiramo čase dogodkov T 0∗i iz porazdelitve F̂
0(t) in čase krnjenja C∗i iz poraz-




i ), indikator dogodka δ
∗
i pa
nastavimo na 1, če je T ∗i enak T
0∗





Iz izraza (4.4) razberemo, da je T ∗i enak kateri izmed vrednosti Tj, j =
1, . . . , n, z verjetnostjo 1
n
. Če velja T ∗i = Tj, potem velja enakost tudi med
indikatorjema δ∗i = δj. To sledi iz dejstva, da porazdelitev F̂
0 pripǐse pozi-
tivno verjetnost oziroma težo le tistim enotam, kjer je indikator dogodka enak
1. Analogno porazdelitev Ĝ daje težo le krnjenim enotam. Težavo bi imeli
le v primeru, kjer bi obstajali časi dogodkov in časi krnjenja, ki so enaki,
čemur pa smo se izognili s predpostavko o strogo naraščajočih časih Ti. Če
torej upoštevamo vse opisane lastnosti, ugotovimo, da je opisani način samov-
zorčenja pravzaprav enak načinu vzorčenja, kjer vzorčimo s ponavljanjem iz enot
{(T1, δ1), (T2, δ2), . . . , (Tn, δn)}. Enote v generiranem vzorcu dobimo tako, da iz
množice indeksov {1, 2, . . . , n} vzorčimo s ponavljanjem vzorec velikosti n. Do-
bljena množica indeksov {i1, i2, . . . , in} nam nato pove, kateri elementi iz osnov-
nega vzorca nastopajo v generiranem. Ta način bomo uporabljali v nadaljevanju,
algoritem pa lahko opǐsemo tako:
1. Iz množice indeksov {1, 2, . . . , n} vzorči s ponavljanjem vzorec velikosti n,
kjer je n velikost osnovnega vzorca.
2. Par (Ti, δi) nastopa v generiranem vzorcu, če je indeks i element dobljene
množice indeksov. Pri tem se lahko zgodi, da posamezen par ne nastopa v
generiranem vzorcu ali pa se celo pojavi večkrat.
Pri uporabi enostavnega vzorčenja pri analizi sotveganj je potrebno
upoštevati, da je porazdelitev F̂ 0 v resnici seštevek kumulativnih funkcij po-
javnosti F̂k, k = 1, 2, . . . , K. Najprej generiramo T
0∗
i ∼ F̂ 0 in C∗i ∼ Ĝ, nato pa
nastavimo indikator dogodka δ∗i na k ∈ {1, 2, . . . , K}, če je T ∗i enak T 0∗i , oziroma
na 0, če je T ∗i enak C
∗
i . Vrednost k mora biti enaka kot pripadajoča vrednost δi
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za čas T 0i .
4.3 Pogojno vzorčenje
Pogojno vzorčenje izhaja iz predpostavke, da je čas krnjenja Ci nepovezan s časi
dogodkov T 0i , zato nam poznavanje časov krnjenja ne pove ničesar o porazdelitvi
časov preživetja F 0. Vzorčenje bi torej moralo upoštevati vzorec krnjenja. Na
vzorcu oblike (4.2) so znani časi krnjenja le tisti, kjer je vrednost δi enaka 0.
Za ostale enote, pri katerih poznamo čas dogodka, pa predpostavimo, da je čas
dogodka spodnja meja časa krnjenja in velja Ci > Ti. Pogojno vzorčenje opǐsemo
s sledečim algoritmom:
Za i = 1, 2, . . . , n:
1. generiraj T 0∗i iz porazdelitve F̂
0;
2. če je δi = 0, čas krnjenja C
∗
i nastavi na Ci;
3. če je δi = 1, čas krnjenja C
∗
i generiraj iz porazdelitve
Ĝ(t)−Ĝ(Ti)
1−Ĝ(Ti)
, kjer je Ĝ(t)
empirična porazdelitev časov krnjenja Ci;




i ) ter ustrezen δ
∗
i ∈ {0, 1}.
Kot je vidno iz algoritma, pogojno vzorčenje generira čase dogodkov na enak
način kot enostavno vzorčenje. Razlika je le pri generiranju časov krnjenja, pri
čemer je algoritem napisan tako, da čim bolje ohranja obliko krnjenja, ki jo
poznamo iz prvotnega vzorca. Če je enota krnjena v prvotnem vzorcu, se ji
pri samovzorčenju vedno pripǐse enak čas krnjenja. Če pa enota ni krnjena v
prvotnem vzorcu, potem čas krnjenja generiramo iz porazdelitve Ĝ(t)−Ĝ(Ti)
1−Ĝ(Ti)
, ki je
empirična porazdelitev Ci pogojno na Ci > Ti. Drugače povedano, generirani
časi krnjenja za enote, ki se jim je v prvotnem vzorcu zgodil dogodek, so strogo
večji od pripadajočega časa dogodka, hkrati pa upoštevajo porazdelitev krnjenja
na prvotnem vzorcu.
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V primeru sotveganj je postopek samovzorčenja zelo podoben, razlikuje se le




i . Če pa
velja obratno, potem je potrebno δ∗i nastaviti na tisto vrednost k ∈ {1, 2, . . . , K},
ki ustreza porazdelitvi, iz katere je bil generiran čas dogodka T 0∗i .
Pogojno vzorčenje je zelo podobno enostavnemu vzorčenju, razlikuje se le pri
generiranju časov krnjenja, kjer se upošteva znanje o časih krnjenja iz osnovnega
vzorca. Iz povedanega tako sklepamo, da bosta metodi na podatkih delovali
podobno in bosta dajali primerljive rezultate. S simulacijami pa bomo poskušali
odgovoriti na vprašanje, katera metoda je bolj primerna za podatke z veliko
krnjenja in katera za podatke z manj krnjenja.
4.4 Vzorčenje s pomočjo funkcije tveganja
Vzorčenje s pomočjo funkcije tveganja ne vzorči iz množice enot, temveč se osre-
dotoča na funkcijo tveganja. Ta metoda se precej razlikuje od ostalih metod, saj
vzorči neposredno z uporabo Neelson-Aalen cenilke (2.5). Osrednja ideja je, da
se število dogodkov ob dejanskih časih dogodkov generira iz binomske porazdeli-
tve, kjer je število poskusov enako številu ogroženih posameznikov, povprečje pa
je enako dejanskemu številu dogodkov ob tistem času. Z drugimi besedami, ob




). Kjer je di enak 0, bo tudi generirano število dogodkov enako 0, kar
pomeni, da se bodo krnjeni časi v dobljenem vzorcu ujemali s tistimi v prvotnem
vzorcu. Če z d∗i iznačimo število dogodkov na generiram vzorcu ob času ti in z n
∗
i






Postopek vzorčenje s pomočjo funkcije tveganja opǐsemo v štirih točkah:
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i enaka nič, ponovi prvi korak.
3. Vsak čas dogodka Ti se tolikokrat pojavi v generiranem vzorcu, kot je pri-
padajoča vrednost d∗i .
4. Časi krnjenja v generiranem vzorcu so enaki kot v prvotnem vzorcu.
V primeru analize sotveganj število dogodkov generiramo za vsako vrsto do-
godka posebej. Za vsak k ∈ {1, 2, . . . , K} ostale dogodke {1, 2, . . . , K} \ k na-
stavimo na 0 in jih obravnavamo enako kot krnjene enote ter sledimo zgornjemu
postopku. Podatke potem enostavno združimo. Indikatorji krnjenja oziroma do-
godkov se bodo v novem vzorcu ujemali s tistimi iz prvotnega vzorca za vsako
časovno vrednost, le število dogodkov vsake vrste ob posameznih časih je lahko
drugačno.
Pri vseh ostalih načinih samovzorčenja je število enot v generiranem vzorcu
enako številu enot v prvotnem vzorcu, pri vzorčenju s pomočjo funkcije tveganja
pa ta lastnost ne velja. To nima pomembnega vpliva pri simulacijah, potrebno je
le preprečiti, da bi bila vsota vseh dogodkov na simuliranem vzorcu enaka 0.
4.5 Reid vzorčenje
Ta način vzorčenja je poimenovan po Nancy Reid, ki je prva opisala ta pristop k
samovzorčenju v analizi preživetja [11]. Leta 1986 je M. G. Akritas v članku [12]
primerjal asimptotsko obnašanje te metode in Efronovega enostavnega vzorčenja,
kjer je ugotovil, da rezultat Reid vzorčenja niso asimptotsko pravilni pasovi zau-
panja. Kljub slabim asimptotskim lastnostim pa želimo to metodo preizkusiti pri
analizi sotveganj. Ta metoda je relativno preprosta in računsko nezahtevna, kar
je dobrodošlo pri časovno zahtevnih operacijah, kot je na primer samovzorčenje.
Reid vzorčenje izhaja iz ideje, da časi krnjenja ne nosijo pomembne informacije
o času do dogodka. Ta metoda generira vzorec s ponavljanjem velikosti n iz
empirične porazdelitve F̂ 0, ki pa težo pripǐse le tistim enotam, kjer se je dogodek
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zgodil. Dobljeni vzorec tako ne vsebuje krnjenih podatkov. Z drugimi besedami,
ta metoda ponovno vzorči le tiste enote, katerim v prvotnem vzorcu pripada
indikator δi = 1. Število enot v dobljenem vzorcu ostane enako, le da ne vsebuje
krnjenih enot.
Pri analizi sotveganj, podobno kot pri enostavnem vzorčenju, vzorec generi-
ramo iz vsote kumulativnih funkcij pojavnosti, indikator dogodka na simuliranem
vzorcu pa se mora ujemati s pripadajočim indikatorjem iz prvotnega vzorca.
Očitno je, da slabe asimptotske lastnosti metode izhajajo iz odločitve, da se
krnjenim enotam pripǐse težo 0. Tako se izgubijo vse informacije, ki jih te enote
nosijo. A privlači nas preprostost te metode. Zanima nas tudi, če se na podatkih,
kjer je krnjenja malo, ta metoda obnaša bolje kot na podatkih z veliko krnjenja.
5 Simulacije
Namen simulacij je ugotoviti, katera izmed opisanih metod samovzorčenja je naj-
bolǰsa v analizi preživetja. Simulacije bomo izvedli v treh sklopih. V prvem sklopu
simuliramo enostavne podatke, kjer bomo analizirali čas le do ene vrste dogodka.
Tu želimo predvsem ugotoviti, katera metoda samovzorčenja vrne najbolǰse rezul-
tate pod različnimi pogoji. Preverili bomo njihovo obnašanje pri različnih deležih
krnjenih podatkov, obravnavali pa bomo tudi primer, kjer v vzorcu nastopa več
različnih skupin z različnimi funkcijami tveganja.
V drugem sklopu se bomo osredotočili na samovzorčenje v analizi sotveganj.
Zanima nas obnašanje metod na podatkih, kjer analiziramo čas do več vrst do-
godkov.
V tretjem sklopu pa želimo simulirati vzorec, ki bo čim bolj imitiral resnične
podatke pridobljene ob raziskavi preživetja določene skupine ljudi. Taki podatki
so v splošnem bolj kompleksni, saj vsebujejo spremenljivke, kot so datum rojstva,
starost ob začetku raziskave, starost ob smrti oz. krnjenju, spol, itd. Preživetje na
vzorcu bomo primerjali z dejanskim preživetjem populacije, ki ga bomo razbrali
iz populacijskih tabel. Primerjali bomo teoretične intervale zaupanja za število
izgubljenih let ter intervale, ki jih bomo pridobili s samovzorčenjem. Teoretični
intervali ne upoštevajo variabilnosti demografskih spremenljivk in imajo lahko




5.1 Simulacije na enostavnih podatkih
Pri simulacijah na enostavnih podatkih smo najprej simulirali vzorec (Ti, δi)
velikosti n = 100. Čase dogodkov smo simulirali iz eksponentne porazdelitve
Exp(0, 2), čase krnjenja pa iz zvezne enakomerne porazdelitve U(0, 10). Na tem
vzorcu smo nato uporabili vse štiri metode samovzorčenja s številom vzorcev
B = 1000. Za vsak simuliran vzorec smo izračunali cenilko kumulativne poraz-
delitvene funkcije za čas do dogodka, s pomočjo teh cenilk pa smo nato ocenili
percentilni interval zaupanja za vsako od metod po formuli (4.1) v dveh časovnih
točkah (t1 = 4 in t2 = 8). Iz opisanih parametrov izračunamo, da se do točke
t1 = 4 dogodek ali krnjenje zgodi približno 55 % enotam iz vzorca, do točke t2 = 8
pa 80 % enotam. Točka t2 = 8 leži v skrajnem desnem robu intervala, na katerem
smo analizirali preživetje in število izgubljenih let, tam pa je število dogodkov
običajno majhno, intervali zaupanja pa široki.
Za vsako metodo samovzorčenja smo preverili, kolikokrat se teoretična kri-
vulja preživetja nahaja znotraj vsakega intervala. Povzetek vseh parametrov pri
simulacijah na enostavnih podatkih je predstavljen v tabeli 5.1.
Simulacija I. II. III.
Velikost vzorca n = 100 n = 100 n = 100
Št. vzorcev samovzorčenja B = 1000 B = 1000 B = 1000
Porazdelitev krnjenja U(0, 10) U(0, 10) U(0, 25)
Porazdelitev dogodkov Exp(0, 2) Mešano Exp(0, 2)
Tabela 5.1: Parametri pri simulacijah na enostavnih podatkih.
Na vzorcu smo izračunali tudi število izgubljenih let, kjer smo za populacijo
izbrali eksponentno porazdelitev Exp(0, 1). Ta izbira nima pomembnega vpliva
na rezultate, saj ne vpliva na širino intervalov zaupanja. Če z Fp(t) označimo po-
pulacijsko kumulativno funkcijo preživetja in z Fv(t) kumulativno porazdelitveno
funkcijo na vzorcu, potem je teoretično število izgubljenih let ob času t′ enako
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∫ t′
0






(1− e−0,1·u)du = −10e−0,1·t + 5e−0,2·t + 5. (5.1)
Teoretično vrednost smo v dveh točkah primerjali z intervali zaupanja, ki smo jih
pridobili s samovzorčenjem.
Na sliki 5.1 vidimo rezultate samovzorčenja na primeru enega samega vzorca
za vse štiri obravnavane metode samovzorčenja. S črno barvo sta izrisani kumu-
lativna porazdelitvena funkcija in število izgubljenih let z intervali zaupanja na
vzorcu. Z vijolično barvo sta označeni pripadajoči teoretični krivulji in z rdečo
porazdelitev populacije. Z zeleno barvo pa so označeni rezultati samovzorčenja.
Razvidno je, da so rezultati enostavnega in pogojnega vzorčenja zelo podobni, obe
metodi tudi dobro opǐseta teoretični krivulji. Vzorčenje z uporabo funkcije tve-
ganja vrne zelo ozke intervale zaupanja, intervali, pridobljeni z Reid vzorčenjem,
pa se tekom časa vedno bolj oddaljujejo od teoretične krivulje.
Naredili smo 1000 ponovitev celotnega postopka. V tabeli 5.2 so predstavljeni
deleži intervalov zaupanja, ki vsebujejo teoretično vrednost. Vključeni so tudi
teoretični intervali zaupanja, pridobljeni brez samovzorčenja. Teoretični intervali
zaupanja so za kumulativno porazdelitveno funkcijo izračunani po formuli (2.11),
za število izgubljenih let pa po formuli (3.4). Ker smo izbrali stopnjo značilnosti
α = 0, 05, želimo, da so vse dobljene vrednosti čim bližje 0,95. V povprečju je
bilo nekoliko manj kot polovico krnjenih podatkov.
Teoretično Enostavno Pogojno S tveganjem Reid
Točka 4 8 4 8 4 8 4 8 4 8
Kum. porazd. 0,959 0,944 0,963 0,949 0,959 0,947 0,897 0,723 0,439 0,112
Št. izgub. let 0,939 0,951 0,950 0,954 0,945 0,950 0,899 0,793 0,561 0,260
Tabela 5.2: Rezultati simulacij na enostavnih podatkih s povprečno 43,5 % kr-
njenih podatkov.
Opazimo, da sta se daleč najbolje odrezala enostavno in pogojno vzorčenje.
Vrednosti so pri obeh metodah zelo blizu 0,95. Najslabše rezultate pa smo dobili
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Slika 5.1: Primer simulacij na enem vzorcu. Črna barva označuje kumulativno
porazdelitveno funkcijo in število izgubljenih let s teoretičnimi intervali zaupa-
nja na vzorcu, vijolična barva označuje pripadajoči teoretični krivulji in rdeča
porazdelitev populacije. Z zeleno barvo so označeni rezultati samovzorčenja.
pri Reid vzorčenju, kot smo tudi pričakovali. Pri vzorčenju s pomočjo funkcije
tveganja in Reid vzorčenju je opazna tudi velika razlika med vrednostmi pri obeh
časovnih točkah, iz česar sklepamo, da je ocena krivulj tekom časa vedno manj
točna. Enako velja tudi za ostali dve metodi pri kumulativni porazdelitveni funk-
ciji, vendar je tu padec veliko manǰsi, medtem ko pri številu izgubljenih let velja
ravno obratno. Vrednosti pri teoretičnih intervalih so zadovoljivo blizu 0, 95. Po-
kritost ne sme pasti izven intervala (0, 936, 0, 964), ki je 95 % interval zaupanja
za študijo s 1000 ponovitvami pri stopnji značilnosti 0, 05.
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V tabeli 5.3 so predstavljeni rezultati simulacije, kjer smo predpostavili, da
je populacija sestavljena iz treh različnih skupin, od katerih ima vsaka drugačno
tveganje. Prva skupina predstavlja 20 % populacije in ima konstantno funkcijo
tveganja λ1(t) = 0, 3, druga skupina predstavlja 60 % populacije s funkcijo tve-
ganja λ1(t) = 0, 2, preostalih 20 % pa ima funkcijo tveganja λ3(t) = 0, 1. Imamo
torej drugačno teoretično kumulativno porazdelitveno funkcijo in število izgublje-
nih let, ostali parametri pa so enaki kot v prvem primeru. Zopet je v povprečju
krnjenih nekoliko manj kot pol enot.
Teoretično Enostavno Pogojno S tveganjem Reid
Točka 4 8 4 8 4 8 4 8 4 8
Kum. porazd. 0,945 0,953 0,937 0,926 0,935 0,922 0,860 0,675 0,422 0,109
Št. izgub. let 0,944 0,960 0,949 0,934 0,949 0,949 0,891 0,768 0,527 0,242
Tabela 5.3: Rezultati simulacij na enostavnih podatkih s povprečno 45,0 % kr-
njenih podatkov in tremi različnimi skupinami z različnimi funkcijami tveganja.
V primerjavi s tabelo 5.2 so vrednosti nekoliko padle pri vseh metodah. Naj-
bolje sta se zopet odrezali enostavna in pogojna metoda, pri katerih so dobljene
vrednosti le malo nižje od 0,95. V časovni točki t2 = 8 so vrednosti pri enostavni
in pogojni metodi relativno nizke, kar je rezultat v povprečju zelo majhnega
števila dogodkov v desnem repu.
Zadnja simulacija, preden bomo obravnavali samovzorčenje v analizi sotve-
ganj, je zelo podobna prvi, le da so časi krnjenja generirani iz zvezne enakomerne
porazdelitve U(0, 25), kar pomeni manǰsi delež krnjenih podatkov. Rezultati so
predstavljeni v tabeli 5.4.
Takoj opazimo, da se je Reid vzorčenje obneslo veliko bolje kot v preǰsnjih
primerih, kar smo tudi pričakovali, saj ta metoda vzorči le enote z dogodki. Ker
je krnjen le majhen delež vzorca, je tako enot, ki jih Reid metoda ne upošteva,
malo, posledično pa je njena ocena krivulje preživetja bolj točna. Pri ostalih
metodah so se vrednosti tudi nekoliko povǐsale, še vedno pa so pri enostavnem in
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Teoretično Enostavno Pogojno S tveganjem Reid
Točka 4 8 4 8 4 8 4 8 4 8
Kum. porazd. 0,944 0,944 0,946 0,941 0,942 0,937 0,912 0,845 0,895 0,829
Št. izgub. let 0,941 0,944 0,949 0,945 0,945 0,942 0,926 0,884 0,913 0,886
Tabela 5.4: Rezultati simulacij na enostavnih podatkih s povprečno 19,9 % kr-
njenih podatkov.
pogojnem vzorčenju vrednosti najbližje 0,95.
5.2 Rezultati simulacij na podatkih s sotveganji
Simulacija podatkov, kjer želimo analizirati čas do več vrst dogodkov, poteka
nekoliko drugače kot pri enostavnih podatkih. Najprej določimo število različnih
dogodkov K. Za potrebe te naloge bo zadostovalo K = 3. Vsakemu dogodku
pripǐsemo tudi funkcijo tveganja, v našem primeru bodo to kar konstante λ1 =
0, 2, λ2 = 0, 25 in λ3 = 0, 3. Časi krnjenja se bodo porazdeljevali po zvezni
enakomerni porazdelitvi U(0, 4), velikost vzorca pa bo enaka n = 300. Strnjen
seznam parametrov je viden tudi v tabeli 5.5.
Simulacija I. II.
Velikost vzorca n = 300 n = 300
Št. vzorcev samovzorčenja B = 1000 B = 1000
Porazdelitev krnjenja U(0, 4) U(0, 2)
Funkcije tveganja λ1 = 0, 2, λ2 = 0, 25, λ3 = 0, 3 λ1 = 0, 2, λ2 = 0, 25, λ3 = 0, 3
Tabela 5.5: Parametri pri simulacijah na podatkih s sotveganji.
Podatke s sotveganji z vnaprej določenimi funkcijami tveganja generiramo po
naslednjem algoritmu [5]:
1. Za vsak i, i = 1, 2, . . . , n, generiramo čas do dogodka T 0i s funkcijo tveganja
λ(t) = λ1(t) + λ2(t) + λ3(t).
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2. Za vsak i, i = 1, 2, . . . , n, generiramo vrsto dogodka δ0i ∈ {1, 2, 3}, kjer




λ1(T 0i ) + λ2(T
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3. Za vsak i, i = 1, 2, . . . , n, generiramo čas krnjenja Ci iz porazdelitve U(0, 4).
4. Za vsak i, i = 1, 2, . . . , n, definiramo





δ0i Ti = T
0
i
0 Ti = Ci.
(5.2)
Generiramo 1000 takih vzorcev. Na vsakem vzorcu nato uporabimo vse štiri
metode samovzorčenja s številom vzorcev B = 1000. Za vsak simuliran vzorec
izračunamo cenilke kumulativnih funkcij pojavnosti F̂1, F̂2 in F̂3, s pomočjo teh
cenilk pa smo nato ocenili percentilni interval zaupanja za vsako od metod po
formuli (4.1) v eni časovni točki t1 = 1. Do te točke se zgodi dogodek ali krnjenje
približno 53 % enot. Za vsako metodo samovzorčenja preverimo, kolikokrat se
teoretična krivulja preživetja nahaja znotraj obeh intervalov. Teoretične kumu-



























Na vzorcu izračunamo tudi število izgubljenih let, kjer za celotno kumula-
tivno porazdelitveno funkcijo populacije izberemo 1 − e−0,15t in predpostavimo,
da ima vsak dogodek enako verjetnost, da se zgodi. Posamezen dogodek ima





e−0,15t. Ta izbira nima
pomembnega vpliva na rezultate, saj ne vpliva na širino intervalov zaupanja. Te-
oretične krivulje, ki opisujejo število izgubljenih let, lahko izračunamo po enakem
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obrazcu kot zgoraj, le da tu ločeno naredimo izračune za vsako vrsto dogodka.
Teoretično vrednost smo v eni točki primerjali z intervali zaupanja, ki smo jih
pridobili s samovzorčenjem.
Na sliki 5.2 vidimo rezultate samovzorčenja na primeru enega samega vzorca
za vse štiri obravnavane metode samovzorčenja. S črno barvo so predstavljene
kumulativne funkcije pojavnosti in število izgubljenih let z intervali zaupanja na
vzorcu. Z vijolično barvo sta označeni pripadajoči teoretični krivulji in z rdečo
porazdelitev populacije. Z roza, modro in zeleno barvo pa so izrisani rezultati
samovzorčenja. Glavni kazalec, ki ocenjuje primernost metode, je vsebovanost
vijoličnih krivulj znotraj intervalov zaupanja, pridobljenih s samovzorčenjem. Če
sodimo le po grafu, enostavna in pogojna metoda dobro opǐseta teoretični krivulji,
tega pa ne moremo reči za ostali metodi. Vzorčenje z uporabo funkcije tveganja
vrne zelo ozke intervale, rezultati Reid vzorčenja pa v nekaterih točkah precej
odstopajo od teoretičnih krivulj.
Rezultati 1000 ponovitev samovzorčenja so vidni v tabeli 5.6. Za vsak dogo-
dek smo preverili, kolikokrat sta vrednost teoretične kumulativne porazdelitvene
funkcije in število izgubljenih let v točki 1 vsebovana v dobljenih intervalih zaupa-
nja. Rezultati morajo biti čim bližje vrednsti 0,95, saj smo za stopnjo značilnosti
izbrali α = 0, 05. Med enostavno in pogojno metodo so razlike minimalne, obe
vrneta dobre rezultate. Pri ostalih dveh metodah pa so rezultati slabši.
Celoten postopek smo ponovili še za primer, kjer smo čase krnjenja generi-
rali iz porazdelitve U(0, 2), kar pomeni več krnjenja kot v preǰsnjem primeru.
Rezultati so predstavljeni v tabeli 5.7. Večji delež krnjenih enot na enostavno
in pogojno metodo nima velikega vpliva, pri Reid metodi pa opazimo še slabše
rezultate. Presenetljivo je, da so se vrednosti pri metodi s tveganjem občutno
povečale. Glede na rezultate tabel 5.2 in 5.4 sklepamo, da to ni posledica večjega
deleža krnjenja, saj bi potem morali tudi pri enostavnih podatkih dobiti podobne
rezultate. Zaradi spremenjene porazdelitve časov krnjenja se tokrat dogodki po-
javljajo le na časovnem intervalu (0, 2), kar pomeni, da je kontrolna točka bližje
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Slika 5.2: Primer simulacij v analizi sotveganj na enem vzorcu. S črno barvo so
izrisane kumulativne funkcije pojavnosti in število izgubljenih let s teoretičnimi
intervali zaupanja na vzorcu, z vijolično barvo pripadajoči teoretični krivulji in
z rdečo porazdelitev populacije. Ostale barvne krivulje označujejo rezultate sa-
movzorčenja.
desnemu robu definicijskega območja. Kot je opazno tudi na Sliki 5.2, metoda
s tveganjem se na začetnem časovnem intervalu slabše prilega teoretičnim krivu-
ljam. Proti koncu definicijskega območja je prileganje lepše, ker je v povprečju
število dogodkov enako kot na vzorcu, kar sledi iz postopka vzorčenja.
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Teoretično Enostavno Pogojno S tveganjem Reid
Časovna točka 1 1 1 1 1
Kum. porazd. 1 0,954 0,957 0,959 0,797 0,658
Kum. porazd. 2 0,961 0,957 0,954 0,776 0,596
Kum. porazd. 3 0,969 0,949 0,949 0,719 0,549
Št. izgub. let 1 0,890 0,943 0,943 0,787 0,660
Št. izgub. let 2 0,909 0,954 0,954 0,749 0,609
Št. izgub. let 3 0,917 0,947 0,951 0,713 0,579
Tabela 5.6: Rezultati simulacij na podatkih s povprečno 31,8 % krnjenih podat-
kov, 18,1 % dogodkov 1, 22,8 % dogodkov 2 in 27,3 % dogodkov 3.
Teoretično Enostavno Pogojno S tveganjem Reid
Časovna točka 1 1 1 1 1
Kum. porazd. 1 0,952 0,954 0,952 0,885 0,219
Kum. porazd. 2 0,937 0,944 0,948 0,844 0,179
Kum. porazd. 3 0,962 0,948 0,940 0,846 0,106
Št. izgub. let 1 0,885 0,948 0,956 0,852 0,267
Št. izgub. let 2 0,908 0,944 0,948 0,837 0,188
Št. izgub. let 3 0,915 0,944 0,950 0,815 0,137
Tabela 5.7: Rezultati simulacij na podatkih s povprečno 51,7 % krnjenih podat-
kov, 12,9 % dogodkov 1, 16,1 % dogodkov 2 in 19,3 % dogodkov 3.
Kot smo omenili, so rezultati enostavnega in pogojnega vzorčenja zelo po-
dobni. Razlike so minimalne, čeprav so rezultati pogojnega vzorčenja nekoliko
bolǰsi. Vendar pa so odstopanja tako majhna, da v praksi ne bi opazili razlike.
V prid enostavni metodi odtehta tudi kompleksnost pogojne metode, ki je na
resničnih podatkih še bolj izrazita.
Pri obeh simulacijah smo opazili tudi slabo pokritost teoretičnih intervalov za-
upanja za število izgubljenih let. Kjer je dogodkov na vzorcu veliko, so teoretični
intervali malenkost ožji kot intervali, pridobljeni s samovzorčenjem. Ta majhna
razlika v širini ima velik vpliv na pokritost. To je vidno tudi na sliki 5.2, hkrati
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pa je vidno tudi hitro širjenje teoretičnih intervalov s časom, kar je posledica
majhnega števila dogodkov na skrajnem desnem repu.
Z namenom, da bi bolje razumeli obnašanje teoretičnih intervalov zaupanja
za število izgubljenih let, smo naredili še dodatno simulacijo, kjer smo preverili
pokritost teoretičnih intervalov v treh točkah tA = 1, tB = 2 in tC = 3, 5. Do prve
točke se dogodek ali krnjenje zgodi približno 53 %, do druge 78 % in do tretje
80 % enot. Ostali parametri so enaki kot v prvi simulaciji, velikost vzorca je
n = 300, funkcije tveganja so enake konstantam λ1 = 0, 2, λ2 = 0, 25 in λ3 = 0, 3,
časi krnjenja pa so porazdeljeni po enakomerni porazdelitvi U(0, 4). Generirali
smo 1000 takih vzorcev. Izračunali smo, kolikokrat se teoretične vrednosti v
obeh točkah za kumulativne funkcije pojavnosti in število izgubljenih let nahajajo
znotraj teoretičnih intervalov zaupanja. Rezultati so predstavljeni v tabeli 5.8
Časovna točka 1 2 3,5
Kum. porazd. 1 0,954 0,938 0,942
Kum. porazd. 2 0,961 0,955 0,953
Kum. porazd. 3 0,969 0,975 0,970
Št. izgubljenih let 1 0,890 0,869 0,946
Št. izgubljenih let 2 0,909 0,899 0,974
Št. izgubljenih let 3 0,917 0,910 0,985
Tabela 5.8: Rezultati simulacij za preverjanje pokritja teoretičnih intervalov za-
upanja v točkah 1, 2 in 3, 5.
Simulacija je dodatno potrdila našo domnevo o obnašanju teoretičnih inter-
valov zaupanja. Predvsem to velja pri številu izgubljenih let, kjer je pokritost na
območju z veliko dogodki slaba, v desnem repu pa so dobljene vrednosti previ-
soke. Vidimo, da je pokritost slabša v točki 2 kot v točki 1, saj je na tem območju
večja gostota dogodkov. Čim pa je dogodkov manj, začne širina in s tem tudi
pokritost hitro naraščati. Vse opisane lastnosti opazimo tudi na sliki 5.2.
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5.3 Imitacija resničnih pogojev
S simulacijami pridobljeno znanje želimo sedaj preizkusiti še na podatkih, ki
imajo obliko podobno podatkom, ki bi jih pridobili, če bi izvedli analizo na re-
sničnih ljudeh. Intervale zaupanja bomo ocenili s samovzorčenjem, kjer bomo
uporabili enostavno vzorčenje.
Simuliran vzorec sestavlja 50 enot, za katere imamo naslednje podatke:
• Leto: Leto, v katerem je posameznik vstopil v raziskavo, možne vrednosti
so od 1930 do 2000.
• Starost: Starost posameznika ob vstopu v raziskavo v dnevih, v našem
primeru je nastavljena na 7300 dni (približno 20 let).
• Spol: Spol posameznika.
• Smrt: Starost posameznika ob smrti ali krnjenju v dnevih, možne vrednosti
so od 7300 do 36500 dni (od približno 20 do 100 let).
• Vzrok: Vzrok smrti, vrednosti 1 in 2 zaznamujeta različne vzroke smrti, 0
pa pomeni krnjenje.
Čas smrti smo generirali tako, da smo starost razdelili v osem starostnih skupin
(20–30, 30–40, itd.), vsaki starostni skupini pa smo pripisali tveganje za dogodek.
Želeli smo, da je tveganje v srednjih letih nekoliko manǰse kot v populaciji, pri
starosti 80 let in več pa večje. Čase krnjenja smo generirali iz enakomerne poraz-
delitve na intervalu od 20 do 100 let, različnima vzrokoma smrti pa smo pripisali
enako verjetnost, da se zgodita.
Preživetje na vzorcu želimo primerjati s preživetjem na populaciji, ki ga prido-
bimo z uporabo populacijske tabele. V tem primeru bomo uporabili populacijsko
tabelo za slovensko populacijo slopop iz paketa relsurv v programskem jeziku R.
Tabela vsebuje tveganja za smrt za vsak dan življenja glede na tri demografske
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spremenljivke: koledarsko leto, starost in spol posameznika. Za vsakega posame-
znika se izračuna kumulativna porazdelitvena funkcija, preživetje na populaciji
pa je potem povprečje teh funkcij po starosti. Preživetje vzorca, na katerem
bomo v nadaljevanju izračunali tudi število izgubljenih (oziroma pridobljenih)
let, vidimo na sliki 5.3. Prva slika upošteva celoten vzorec, druga pa se omejuje
































Slika 5.3: Kumulativni porazdelitveni funkciji za populacijo (rdeča krivulja) in
vzorec (črna krivulja).
le na dogodek, ki smo ga označili s številom 1. Ker je populacijska krivulja nad
vzorčno, bomo tu namesto število izgubljenih let obravnavali število pridobljenih
let. To sta ravno nasprotni vrednosti, zato je izračun skoraj popolnoma enak.
Število pridobljenih let je enako površini, ki jo omejujeta obe krivulji.
Izračunamo število pridobljenih let ter pripadajoče intervale zaupanja, kjer
varianco v vsaki točki ocenimo s formulama (3.4) in (3.8). Rezultate vidimo na
sliki 5.4. Takoj opazimo, da so intervali zaupanja precej nenavadnih oblik. Na
začetku imata oba intervala širino nič. Časovna točka, v kateri intervala nimata
več širine nič, sovpada s tisto točko, kjer se pojavi prvi dogodek. Pri celotnem
vzorcu je ta točka nekoliko pred časom t = 50, pri dogodku 1 pa nekoliko pred
časom t = 60. Formuli (3.4) in (3.8) sta enaki nič, če v podatkih na intervalu [0, t]
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ni dogodkov. Časovna točka, v kateri intervala nimata več širine nič, sovpada s
tisto točko, kjer se pojavi prvi dogodek. Formuli (3.4) in (3.8) sta enaki nič, če v
podatkih na intervalu [0, t] ni dogodkov.










































Slika 5.4: Število pridobljenih let na vzorcu.
Ocena variance pred prvim dogodkom je torej enaka nič, kar pa ne pomeni,
da je dejanska variabilnost nična. Za oceno intervalov zaupanja želimo uporabiti
samovzorčenje, saj ta metoda upošteva tudi variabilnost demografskih spremen-
ljivk. Na vsakem vzorcem, ki ga bomo generirali, bodo demografske značilnosti
enot nekoliko drugačne, kar posledično povzroči nekoliko drugačno oceno popu-
lacijske krivulje.
Pri samovzorčenju uporabimo enostavno metodo, saj je pri simulacijah vračala
zelo dobre rezultate, hkrati pa je občutno enostavneǰsa od pogojnega vzorčenja.
Odločimo se za B = 1000 vzorcev. Rezultati so predstavljeni na sliki 5.5. Zelena
barva označuje rezultate samovzorčenja. Dobljeni intervali zaupanja so zadovo-
ljivi, brez dvoma lepše opǐsejo število pridobljenih let in upoštevajo tudi variabil-
nost na začetnem intervalu, ki izhaja iz demografskih spremenljivk.
V časovnih točki t = 50 smo podobno kot pri preǰsnjih simulacijah preverili,
kolikšen je delež intervalov zaupanja, ki vsebujejo pravo vrednost, izračunano
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Slika 5.5: Rezultati samovzorčenja na vzorcu.
na vzorcu. Pravo vrednost smo dobili iz preživetja na vzorcu. Točko t = 50
smo izbrali zato, ker smo blizu te točke opazili prvi dogodek. Pri simulacijah se
bo seveda čas prvega dogodka spreminjal, a vseeno lahko naredimo primerjavo
med teoretičnimi intervali ter intervali zaupanja, pridobljenimi s samovzorčenjem.
Analizo smo izvedli le za število pridobljenih let, kjer smo naredili 1000 ponovitev
samovzorčenja po B = 500 vzorcev. Rezultati so vidni v tabeli 5.9.
Samovzorčenje Teoretično
Časovna točka 50 50
Celoten vzorec 0,955 0,711
Dogodek 1 0,955 0,447
Tabela 5.9: Rezultati simulacij na podatkih s povprečno 42,9 % krnjenih podat-
kov.
Več kot očitno je, da samovzorčenje ogromno pripomore k deležu pravih vre-
dnosti znotraj intervalov zaupanja. Teoretični intervali so vsebovali le približno
71 % pravih vrednosti na celotnem vzorcu in le slabo polovico pri dogodku 1. Pri
samovzorčenju so dobljene vrednosti blizu 0,95. S simulacijami smo še dodatno
potrdili domnevo, da so teoretični intervali neustrezni na območju, kjer dogodkov
40 Simulacije
ni oziroma jih je zelo malo. V takem primeru pristop s samovzorčenjem znatno
izbolǰsa rezultate.
6 Zaključek
Iz rezultatov simulacij zaključimo, da sta izmed obravnavanih dve metodi samov-
zorčenja ustrezni za uporabo na enostavnih podatkih ter podatkih s sotveganji.
To sta enostavna in pogojna metoda. Intervali zaupanja, pridobljeni z omenje-
nima metodama, so pri vseh simulacijah vsebovali približno 95 % teoretičnih
vrednosti pri stopnji značilnosti α = 0.05, kar je bila tudi želena vrednost. Lepo
sta se obnašali tako pri podatkih z veliko krnjenja kot z manj krnjenja. Enako
velja tudi pri izračunu intervalov za število izgubljenih let.
Nekoliko slabše lastnosti smo opazili pri krnjenju z uporabo funkcije tveganja,
kjer so bili rezultati vedno precej pod vrednostjo 0,95. Povečani delež krnjenih
podatkov je te rezultate še poslabšal. Slabe rezultate smo opazili tudi pri Reid
metodi, ki je ustrezne vrednosti vračala le v primeru, ko je bilo krnjenja izjemno
malo, drugače pa so intervali zaupanja vsebovali krepko manj kot želenih 95 %
teoretičnih vrednosti.
Predvsem pri podatkih s sotveganji smo opazili, da je pokritost teoretičnih
intervalov zaupanja za število izgubljenih let precej pod ciljno vrednostjo. Kjer
je dogodkov veliko, so teoretični intervali ožji kot intervali, ki smo jih pridobili z
uporabo samovzorčenja, hkrati pa se hitro širijo na tistem delu, kjer je dogodkov
že manj. Opisano lijakasto obliko smo popravili s samovzorčenjem, kjer smo
dosegli tudi bolǰso pokritost, ki je bližje vrednosti 0,95.
Enostavno metodo samovzorčenja smo nato prenesli še na praktičen primer.
Uporabili smo jo na podatkih takšne oblike, kot bi bili podatki, če bi analizo izva-
jali na resničnih ljudeh. V primeru, ko je dogodkov na vzorcu malo, so lahko teo-
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retični intervali zelo nenavadnih oblik, kar smo želeli popraviti s samovzorčenjem.
Metoda se je izkazala za dobro iztočnico pri obravnavi tega problema, saj so bili
dobljeni intervali zaupanja primerneǰsi in so veliko lepše opisali dejansko stanje v
populaciji. Delež pravih vrednosti znotraj teoretičnih intervalov je precej nizek,
kar smo z uporabo samovzorčenja močno izbolǰsali.
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A Programska koda za delo na
enostavnih podatkih
cl = makeCluster(8)
SimpleBOOT = function(data,R = 1000,method = "p",alpha = 0.05, pop.rate = 0.1){
n = dim(data)[1]
SimpleF = function(i){
ind = sort(sample(1:n,replace = TRUE))
newdata = data[ind,]
sur = survfit(Surv(newdata$time,newdata$status) ~ 1)
return(summary(sur,times = data$time,extend = TRUE)$surv)
}
clusterExport(cl, list("n", "data","survfit","Surv"), envir = environment())
res = t(parSapply(cl, 1:R, SimpleF))
return(res)
}
CondBOOT = function(data,R = 1000,method = "p",alpha = 0.05, pop.rate = 0.1){
n = dim(data)[1]
KM = survfit(Surv(data$time, data$status) ~ 1, type = "kaplan-meier", conf.type = "p")
KMc = survfit(Surv(data$time, 1-data$status) ~ 1, type = "kaplan-meier", conf.type = "p")





if (survival[n] > 0L) {
survival <- c(survival, 0)
times1 <- c(times1, Inf)
}
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48 Programska koda za delo na enostavnih podatkih
probs1 <- diff(-c(1, survival))
ttemp1 = matrix(NA,R,n)
for (i in seq_len(n)) {
if (data$status[i] = = 0) ttemp1[,i] <- times1[i]
else {
pri <- probs1[times1 > times1[i]]
ti <- times1[times1 > times1[i]]
if (length(ti) = = 1L) ttemp1[,i] <- ti







if (survival[n] > 0L) {
survival <- c(survival, 0)
times2 <- c(times2, Inf)
}
probs2 <- diff(-c(1, survival))
ttemp2 = matrix(sample(times2,size = n*R,prob = probs2,replace = TRUE),R,n)
ttempm = pmin(ttemp1,ttemp2)
ctempm = (ttemp2< = ttemp1)*1
CondF = function(i){
newdata = data.frame(time = ttempm[i,],status = ctempm[i,])
sur = survfit(Surv(newdata$time,newdata$status)~1)
return(summary(sur,times = data$time,extend = TRUE)$surv)
}
clusterExport(cl, list("n", "data","ttempm","ctempm","survfit","Surv"), envir = environment())
res = t(parSapply(cl, 1:R, CondF))
return(res)
}





n.ev <- rbinom(n, n:1, status/n:1)
while (sum(n.ev) = = 0)
n.ev <- rbinom(n, n:1, status/n:1)
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times2 <- rep(times, n.ev)
temp <- rbind(cbind(times2,1),as.matrix(data[(status = = 0), ]))
oi <- order(temp[, 1L], 1-temp[, 2L])
newdata <- temp[oi, ]
sur = survfit(Surv(newdata[,1],newdata[,2])~1)
return(summary(sur,times = times,extend = TRUE)$surv)
}
clusterExport(cl, list("n", "status","times","data","survfit","Surv"), envir = environment())
res = t(parSapply(cl, 1:R, WeirdF))
return(res)
}
ReidBOOT = function(data,R = 1000,method = "p",alpha = 0.05, pop.rate = 0.1){
n = dim(data)[1]







survival <- c(1, survival)
probs <- -diff(survival)
ReidF = function(i){
newdata = data.frame(time = sample(times,size = n,prob = probs,replace = TRUE),status = rep(1,n))
newdata = newdata[order(newdata$time),]
sur = survfit(Surv(newdata$time,newdata$status)~1)
sur2 = summary(sur,times = times,extend = TRUE)$surv
return(sur2)
}
clusterExport(cl, list("n", "probs","times","survfit","Surv"), envir = environment())
res = t(parSapply(cl, 1:R, ReidF))
return(res)
}
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return(c(tryCatch(cit["1 1",], error=function(err) NA),tryCatch(cit["1 2",],
error=function(err) NA),tryCatch(cit["1 3",], error=function(err) NA)))
}








KM=survfit(Surv(data$time, data$status>0) ~ 1, type="kaplan-meier", conf.type="p")
KMc=survfit(Surv(data$time, data$status==0) ~ 1, type="kaplan-meier", conf.type="p")
times1=times2=data$time
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survival=summary(KMc,time=data$time)$surv
if (survival[length(survival)] > 0) {
survival <- c(survival, rep(survival[length(survival)],n-length(survival)),0)
times1 <- c(times1, Inf)
}
probs1 <- diff(-c(1, survival))
ttemp1=matrix(NA,R,n)
for (i in seq_len(n)) {
if (data$status[i] == 0) ttemp1[,i] <- times1[i]
else {
pri <- probs1[times1 > times1[i]]
ti <- times1[times1 > times1[i]]
if (length(ti) == 1L) ttemp1[,i] <- ti





if (survival[length(survival)] > 0) {
survival <- c(survival, rep(survival[length(survival)],n-length(survival)),0)
status1 <- c(status1, 0)
times2 <- c(times2, Inf)
}
























return(c(tryCatch(cit["1 1",], error=function(err) NA),tryCatch(cit["1 2",],
error=function(err) NA),tryCatch(cit["1 3",], error=function(err) NA)))
}








KM1=survfit(Surv(data$time, data$status==1) ~ 1, type="kaplan-meier", conf.type="p")
KM2=survfit(Surv(data$time, data$status==2) ~ 1, type="kaplan-meier", conf.type="p")
KM3=survfit(Surv(data$time, data$status==3) ~ 1, type="kaplan-meier", conf.type="p")
WeirdF2=function(i){
n.ev1 <- rbinom(n, KM1$n.risk, KM1$n.event/KM1$n.risk)
n.ev2 <- rbinom(n, KM2$n.risk, KM2$n.event/KM2$n.risk)
n.ev3 <- rbinom(n, KM3$n.risk, KM3$n.event/KM3$n.risk)
while (sum(c(n.ev1,n.ev2,n.ev3)) == 0) {
n.ev1 <- rbinom(n, KM1$n.risk, KM1$n.event/KM1$n.risk)
n.ev2 <- rbinom(n, KM2$n.risk, KM2$n.event/KM2$n.risk)
































return(c(tryCatch(cit["1 1",], error=function(err) NA),tryCatch(cit["1 2",],
error=function(err) NA),tryCatch(cit["1 3",], error=function(err) NA)))
}








KM=survfit(Surv(data$time, data$status>0) ~ 1, type="kaplan-meier", conf.type="p")
survival=summary(KM,time=data$time)$surv

















return(c(tryCatch(cit["1 1",], error=function(err) NA),tryCatch(cit["1 2",],
error=function(err) NA),tryCatch(cit["1 3",], error=function(err) NA)))
}
clusterExport(cl, list("n", "data","cuminc","timepoints","ttemp", "ctemp"), envir=environment())
resm=t(parSapply(cl, 1:R, ReidF2))
res=list(res1=resm[,1:n],res2=resm[,(n+1):(2*n)],res3=resm[,(2*n+1):(3*n)])
res=rapply(res, na.omit, how="replace")
return(res)
}
