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Summary 
The describing function method is a more convenient procedure in the investigation of 
non linear feedback control systems. An important condition to use this method is the 
determination of the describing function of nonlinearity in question. This paper deals with some 
hysteresis type nonlinearities which are usually encountered in many hydraulic servosystems, 
and gives a set of suitable approximating formulae in form of very strongly convergent series. 
Introduction 
Brief summary of describing function method 
In the investigation of the nonlinear control systems, for the sake of 
simplicity, one frequently used to apply several various linearized procedures, 
when possible. Each of them may possess its advantage or disadvantage. 
Therefore, if the main goal of this investigation is the statement of the system 
stability, or of the limit cycle occurrence in the system, it is sufficient to use the 
describing function method. For the sake of lucidity a brief summary of this 
method is given. It is assumed that the system satisfies the applicable condition 
of this method which has been described in [lJ, [2J, [3J and [4J, then in output 
of the linear part a permanent sinusoidal signal is existing affecting the input of 
the nonlinearity. It is important to remember that in consequence of nature of 
the nonlinear systems in the engineering domain the linear part behave as a 
high out-off low-pass filter. Therefore the method gives a relatively faithful 
picture about the system behaviour. The investigation of the stability and of the 
limit cycle is not very difficult. For estimating the stability or the limit cycle of 
the system the conditions are in one side that one has to know the transfer 
function Y(s) of the linear part and in the other side the describing function F(B) 
5* 
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of the non linearity (where s is the variable of Laplace transforms and B is the 
amplitude of the mentioned sinusoidal signal). In other words we can have the 
Nyquist plot Y(jw) (where j =.j=l and w is the fundamental frequency) and 
the chart of the F- l(B) in the plane of complex variable (the Gaussian plane). 
From the intersection of these curves and their course the important 
consequences may be given without worth-while difficulties. (see Fig. I) 
Im 
Re 
Fig. 2 
It is obvious that for solving the above problem the first step is to possess 
the describing function. This paper is concerned with an approximation 
method for determining the several double-value nonlinearities in some 
hydraulic servosystems and gives a set of mathematical formulae of respective 
describing functions. 
The shape of some main hysteresis 
nonlinearities in hydraulic servosystems 
In Fig. 2 we can see the plot of these nonlinearities which express the 
relation between their input- and output signals (Xb and Xk respectively) [5J, 
[6]. Here we shall deal with the three first cases only (i.e. the a), b) and c) 
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(because the describing function of d) case [lJ and e) case (from the author*) are 
derived exactly. The approximation is only related to drawing near the plot of 
the characteristics Xk(Xb) by means of the pieces of sinosoidal curve line and 
straight. 
* Since the nonlinearity is double value function, its describing function is a complex 
variable function and it depends upon the amplitude B of the input signal (the sinusoidal signal) 
and may be written in the following form 
C(B)ei<PIB) 
F(B)=---
B 
(I) 
where C = (A i + Bf) I i2 is the module, and ip = arc tg ( ~: ) is the argument of the describing 
function. Obviously, these quantities depend upon the independent variable B. The expressions 
of A I and BI are: 
(I1) 
? { N - N (x ) [ ( )2J1 /2 [ (x )J l i 2 BI = -; B 2 2 I .; 1- B +(Nlh-N2r) 1- .; -
+B I 3 -.!. 1_ + N +N (x)[ ( )2J1 /2 
2 B B 
+(Nlh-N3q{I-(-~ )]/2 -B( NI ;N3 ) a,csin (-~ )} (Ill) 
where NI, N 2, and N 3 express the slope of the straight piece as shown in the figure and h, r, q are 
intersections of the straight with the axis Xb respectively. 
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The basis of the approximation and 
the describing function of the mentioned nonlinearities 
The basis of the approximation 
Looking the shape of the plots in Fig. 2a, band c it can be stated that its 
course seems to consist of the sinusoidal and straight pieces, therefore it will 
give a result with higher accuracy, and convenient calculation in numerical 
computer use. First, the mathematical formula of the sinusoidal curve is 
unknown, more exactly we do not know its parameters and therefore we must 
P, (x, .Y, ) 
Fiq.3 
determine these parameters now. From experimental data at least 3 points, 
namely two extreme points and such a point which is in the x axis if we describe 
it in formula as follows, (see the Fig. 3) 
y= N( sin x+a)+h (1) 
where N, a and b are the unknown parameters, namely N is the sinusoidal curve 
amplitude, a and h are the displacements in direction of x and y axes, 
respectively, in such coordinate system where the expression of the sinusoidal 
function is described in canonic form. 
Remember that, the choosing of these 3 points is totally arbitrary, but if 
these 3 points are placed very near to each other, the accuracy considerably 
decreases. In addition, let the point P3(X 3' Y3) (see Fig. 3) be extremum point, i.e. 
where the tangent of the curve is horizontal. Using the following symbols 
sina=S, cosa=C, sinx I =Sl' sinx2=s2' sinx3=s3 
and 
COSXI=C I , COSX 2 =C2, cOSX3 =C3 
the nonlinear algebraic equation system is given as follows 
sINe +cINS +h= YI 
(1.a) 
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slNC +c1NS +b=O 
s3NC+C3NS+b=Y3 
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(2) 
for three unknowns N, C and b. The solving of Eq. (2) in this form is hard 
enough. However, with a convenient variable transformation, namely 
NC=X; NS= Y and b=Z 
C2 +S2 =1 and X 2 +y2 =N2 
(3.a) 
(3.b) 
the equation can easily be solved and in the form of vector equation Eq. (2) may 
be written 
AR=Y (4) 
where 
a 3-dimension matrix 
the unknown column vector, and 
[Vj, 0, J'3Y 
called as right hand side column vector. The condition of the nontrivial 
solution of Eq, (4) is 
det A:fO. (5) 
It is convenient to remark in such case, when (but not usually) it does not 
exist due to "unlucky" choosing of the above three points with experiment, we 
can use the other P2 point which has a Yl :f0. This is done till condition (5) is 
satisfied. 
After determination of N, a and b parameters we may come to the point, 
i.e., to the determination of the mentioned describing function. 
Del erminal ion qf I he descrihin{f .limel ion 
Descrihing fimctioll of the case 1.a of' Fiq. 2 (see Fig. 4) 
From the Fig. 4 the output signal is consisting of the following parts: 
for the part 1: 
for the part 2: 
for the part 3: 
for the part 4: 
xdt) = N sin (B sin w/ + a) - h; 
xdt)=Nsin(B+a) h; 
xk(t) = N sin (B sin wl a) + h; n 
n 
-'Y.<(I)I <-
'- - 2 
xdt)=N sin (B-a)+h; n 3 - ::;: (J)I::;: 2n 2 
(6) 
B-H 
where 'Y.=arcsin-
B
-. (It is evident that H itself is equal to IX 31-lx11· 
Fig. 4 
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It is well known that in general the describing function can be written as 
follows: 
1 1 1 1 '1 . (B ) F(B,w)= S[A1(B,w)+B1(B,w)] 1-·eN! .w (7) 
where A I (B, (1)) and B I (B, co) are the Fourier coefficients of the first harmonic of 
output signal of the nonlinearity, namely 
and 
as well as 
rr 
A I(B, co) = ~ f Xk(l) cos wl d col 
o 
rr 
BI(B, (1))= ~ f xk(t) sin w( d wl 
o 
AI(B,w) 
q;dB, w)=arc tg BI(B, w) 
(8) 
(9) 
In our case it is noteworthy that A 1 and B I are only depending upon the 
amplitude B of the input signal, and the coefficient 
-rr 
is zero due to central symmetry of the nonlinearity, therefore in the following 
we shall omit it from our calculations, and-for the sake of simplicity-
magnitude B will not appear in every expression of A I and B I either. 
1. Determination of A I' From (8) we have 
rr rr/2 
Al = ~ f xk(t) cos w( d w( = ~ f [N sin (B sin w( + a)-b] cos w( d w/ + 
o 0 
+ ~ f [N sin (B+a)-b] cos wt d wt+ 
rr/2 
rr 
+ ~ f [Nsin(Bsinw(-a)+b]cosw(dwl (10) 
rr-2 
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Considering that the N sin (B sin wt) cos wt, and N cos (B sin wt) cos wt 
functions have no finite simple primitive functions, the problem will be solved 
in form of the convenient series, which are very strongly convergent, therefore 
in the engineering domain it is satisfactory to use some first terms without a 
great inaccuracy. For this purpose we expand the expression N sin (B sin wt 
+a), and get 
N sin (B sin wt + a)= NC sin (B sin wt)+ NS cos (B sin wt) (11) 
Expanding the sin (B sin wt) and cos (B sin wt) in Taylor's series, the 
relation (11) may be written as follows: 
xk(t)=NC f (_lr(BSinwt)2n+l +NS f (_It(Bsinwt)2n -b; 
n=O (2n+1)! n=O (2n)! 
re 
-ex<t< -
- - 2 
xk(t) = NC f (-It (B sin wt)2n+ 1 -NS f (-It (B sin wt)2n +b; 
n=O (2n+l)! n=O (2n)! 
re 
re-ex <wt < 3-
- - 2 (12) 
It is worth remarking that the above series are absolutely convergent 
series. This fact is very important, because in this case the summation and the 
integration is inverted to each other. Therefore 
,,/2 
A
j
= re2 f [NC f (_l)n(Bsinwt)2n+l -NS f (_l)n{Bsinwt)211 
n=O (2n+ I)! n=O (2n)! 
o 
-bJ cos wt d wt 
+ ~ f [Nsin{B+a)-bJcoswtdwt+ (13) 
,,/2 
" ~ f [ N C f (_ 1 ) n (B sin wt)2n + 1 + N S f (_ 1 ) n (B sin wt)2n n=O (2n+l)! n=O (2n)! 
+bJ cos wt d wt 
Using the following designations: 
and 
as well as 
where 
and 
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J1=J11+JI2+JI3 
J 3=J31 +J32 +J33 
"-7 
J?=~ f [Nsin(B+a)-b] cos cotd cot 
- n 
rt/2 
,,/2 
2 f CL n (B sin cotfn + 1 
J 11 =- NC L (-1) (? 1)1 cos cot d cot = 
n n=O _11+ . 
o 
"/2 
2 x B2n + 1 f . ? ' 
- NC L (-It (2 )1 sm-n.,-1 cot cos cot d cot 
n n=O 11+1. 
o 
1</2 
2 f CL. (B sin cot)2n 
J 12=- NS L (-It (2 )1 cos cot d cot 
n n=O 11 . 
o 
,,/2 
2 CL B
2n f NS '\'" (l)n sin2n cot cos cot d cot 
- L, - . (2 )1 n n=O 11 . 
o 
~2 ~2 
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(14) 
(15) 
(16) 
(17) 
J I3 =- ~ f bcoscotdcot=- ~ b f coscotdcot (18) 
o 0 
After integration of the relations (16HI8), we have 
2 00 B2n+ 1 
J 11 = - NC L (-It [sin2n+ lcot] 0/2 = 
n n=O (2n+2)! 
2 00 B2n + 1 
- N C L (- l)n (2 2)1 ' 
n n=O 11+ . 
(19) 
2 00 B2n 2 00 B2n 
J 12 = - NS L (_I)n [sin 2n+ lcot] 0/2 = - NS L (_1)n (20) 
n n = 0 (2n + 1)! n n = 0 (211 + 1)! 
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and 
2. 2 J 13= - b[SIn wt]~/2 = --b 
7T 7T 
(21) 
from which 
2 {OC B2n + I OC B2n} 
J I = -; Ne n~o (-It (2n+2)! +NS n~o (-It (2n+ I)! -b 
J 2 = ~[Nsin(B+a)-b] [sinwt]~/27= 
7T 
(22) 
2 [N . (B ) b] x I + X 3 
- - SIn +a-
7T B 
(23) 
regarding 
. ( XI +x3 ) (X = arc SIn 1 - B . 
If X3 = B (which is the general case), then 
(23.a) 
Similarly, the determination of J 3 is easily carried out, the only difference 
is the limit of integration. The result is as follows: 
2 oc B2n + I 
J =-NC"(-l)n [sin2(n+l)wt]" 
31 7T nf-O (2n+2)! "-7 
= - NC L (_l)n 1- 1 3 2 oc B2n +1 ( x +x )2(n+l) 
7T n=O (2n+2)! B (24) 
(24.a) 
2 co B2n 
J 32 = - - NS L (_l)n [sin2n+ 1 wt]~_i% = 
7T n = 0 (2n + 1)! 
~NSf(-1t B2n (1_ X1 - x3 )2n+l 
7T n = 0 (2n + 1)! B (25) 
if X3 = B, then 
and 
with x3=B: 
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J 32 =--NSI(-lt ---.!. 
2 O'J B2n (X )2n + I 
1T. n = 0 (2n + I)! B 
J =_~b(1_XI+X3) 
33 1'C B 
2 b Xl J 33 = - -1T. B 
Now, from the relations (24), (25) and (26) J 3 may be written 
J 3=- -NCI(-lt 1- I 3 + 2 { O'J B
2n
+
1 ( X +x )2(n+l) 
1T. n=O (2n+2)! B 
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(25.a) 
(26) 
(26.a) 
+NS f (-It B2n (1- Xl +X3 )2n+ I -b(l- Xl +X3)} (27) 
n=O (2n+1)! BB' 
In the sense of Al = J I + J 2 + J 3' and after some conversions and reductions we 
get the formula as follows: 
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Now we may deal with the determination of B I , namely 
1</2 
B I = ~f [NC f (_1t(Bsinwt)2n+l_ + 
1[ n = 0 (2n + 1)! 
o 
er; (B sin wt)2n 
NS nf.
o 
(-It (2n)1 -b]sin wt d wt+ 
1<-et 
+ ~ f [Nsin(B+a)-b]sinwtdwt+ 
1</2 
rr 
+ 2 f [NC I (-It (B sin wt)2n-'-1 
1[ n=O (2n+1)! 
er; (B sin 0Jt)2n 
-NS
n
f.
o
(-l t (2n)! +b]sinwtdwt= 
/ 1 +12 +1 3 . (30) 
From it the first integral (or the first term of B I ): 
1</2 
2 f :re (B sin wt)2n+ I . 
1 I = N C I (- 1 t 2 )' SIll wt d 0Jt + 
1[ n=O ( n+1. 
o 
rr/2 
2 f ~ (B sin wt)2n 
- N S I (- 1 t 2 )' sin wt d wt -
1[ n=O (n. 
o 
rr/2 
- ~ f b sin wt d wt = 1 11 + 122 + 133 
o 
(30.a) 
where 111 ,1 12 , and 113 is the first, the second and the third term of the 1 I in form 
(30.a), respectively. After integrations, we have the result: 
2 :re n B2n + I 
1,,= NC I I (_1)n+1 {,uk(n)[sin2(n-k)+lwtcoswt] 
1[ n=Ok=O (2n+1)! 
- ,un(n)[wt]}O/2 (31) 
2 :re n B2n 
112 = NS I I (_l)n+I--{vk(n)sin2(n-k)wtcoswt}~/2 (32) 
1[ n=O k=O (211)! 
and 
IInTU/E,IS S(}SU,\I·jIIlTlhS IS 1I),IlRA1'UC SloR I 'OsnT/cll 
2 ni2 113 = b[cos wtJo 
re 
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(33) 
where flk(n) and vk(n) are coefficients, which depend upon posItIve integer 
variables nand k, and may be calculated by means of the expressions: 
k - I n [2(n-i)+ IJ 
flk(n) = _i_=-;-~ ____ _ k ::; n; i = 1, 2, 3 ... (34) 
n 2(n-i+1) 
i=O 
k I n 2(n-l) 
i=O 
---- k ::; n; i = I, 2, 3 ... (35) k 
n[2(n-i)+lJ 
i=O 
with the conventional definitions as follows: 
-I -I 
n [2(n-i)+ IJ:::= n 2(n-i):::= 1 (36) 
i=O i=O 
consequently 
(37) 
are independent of k. 
Substituting the integral limits to the relations (31), (32) and (33), and after 
the convenient simplification we have: 
2 -x B2n + I re 
III = -- NC ~ (-I)" (2 + 1)' fln(Il)-2 
re n-O n. 
(31.a) 
2x B2n 
112 = - NS I (_l)n -2 )' vn(n) 
re n=O ( n. (32.a) 
2 
113= - b 
re 
(33.a) 
ana therefore 
2 Cf. B2n + I re 2 Cf., B21! 2 
I,=-NC I (-I)n(2 1),fln(n)2 +-NS I (-1)n(2 ),vn(n)--b 
re n=O n+. re n=O n. re 
(38) 
The integral 12 is easily determined, result of which is: 
12 = ~ [NSin(B+a)-bJ{I-[I-(I- XI;X3 rI/2} (39) 
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Similarly, the terms of the integral 13 can be written without any special 
difficulty. Namely 
1t 
13= ~ f [NC f (_I)n(Bsinwt)2n+1 
7r n=O (2n + I)! 
ex (B sin wt)2n . 
N S L (- l)n 2 ' + b] SIn wt d wt = 
n=O ( n). 
131 + 132 + 133 (40) 
where, similarly to the (31) 
rr 
1 - NC '" ( 1)" sin 2(n+ll wt dwt= ? x B
211
+
1 f 
31 = L. - (? I)' 7r n=O _n + . 
rr-:z 
? XJ n B2n + 1 
~NC L L (_1)n+1 , {Pk(n)[sin2(n-kl+1 wtcoswt]-
7r II=Ok=O (2n+ 1). 
Jlll(n)[wt]}~-:z (41 ) 
1! 
? ~ B2n f - n . 211 + 1 132 =- -NS L (-1) (-2)' SIn wtdwt= 
7r n=O n. 
rr-:z 
? '10 11 B2n 
- NS L L (-1)n+I--fv(n)sin2(k+llwtcoSW[\rr (42) 
7r n=Ok=O (2n)! l k Jrr-:z 
and 
rr 
133= ~ f bsinwtdwt= - ~ h[cos(V[]~_:z (43) 
rr-:z 
Substituting the integral limits and carrying out simplifications, the results are 
[ ( 
"( +"( )2J1 /2 ("( + 
. 1 - 1 - ~B~ - Jln(n) arc sin 1 -' B )} (41.a) 
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[ ( X +X )2J1
/2 
. 1- 1- 1 B 3 +vn(n)} (42.a) 
(43.a) 
and ultimately: 
1
3
=- I I (_1)n+l __ I_Xl X3 1- I_Xl X3 2 00 n B2n {( + )2(n-k)[ ( + )2J1/2 
IT n=O k= 1 (2n)! B B 
B (Xl+X3) ()] 
. [NC--Jlk(n)' 1- +NSVk n -
2n+ 1 B 
2 { (1 X1+X3)2J112} + -; b 1 - [1 - - ---'-B---'- (44) 
After this, as known above Bl is the summation of I 1,12 and 13, and with 
the convenient conversions and reductions it may be formed as follows 
Bl = - I I (_1)n+ 1 -- 1- Xl X3 1- 1- Xl X3 2 00 n B2n {( + )2(n-k)[ ( +) J112 
IT n=O k= I (2n)! B B 
2 00 B2n{ B [IT (Xl+X3)J} +-; n~o(-I)n(2n)! NC 2n + 1 Jln(n) 2+ arc sin 1- B + 
+ ~ [N sin (B-a)-b] 
IT 
(45) 
Thus, the determination of describing function comes to an end and its 
final form can be written easily from its definition: 
1 1. Al 
F(B) = ~A i + Bi)2 . eJ3rct~ 
B 
6 Periodlca Polytechnica M. 30lL 
(46) 
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oot 
Fig. 5 
Describing Junction oJ the case 1.b. oJ the Fig. 2 (see Fig. 5) 
From Fig. 5 we can write 
for part 2: xk=N sin (B-e-a)+b, 
for part 3: xk=Nsin(xb+a)-b, 
In time domain: 
for case 1: 
xk(t)=Nsin(Bsinwt-a)+b; O~wt~iX 
for case 2: 
11: 
a- - <xb<a 2 - - (47) 
a~xb~11:-a (48) 
-B+e~Xb~B-e (49) 
(47.a) 
xk(t)=N sin (B-e-a)+b=const.; iX~wt~11:-iX (48.a) 
and for case 3: 
xk(t)=N sin (B sin wt+a)-b; 11:-iX~wt~11:. (49.a) 
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In series form they are 
ex; n (B sin wt)2n + 1 
Xk(t)=NCn~o(-1) (2n+1)! 
_ N C f (- 1 t (B sin ~t)2n + b 
n=O (2n). 
Xk(t) = N sin (B -e-a)+ b 
xk(t)=NC f (_1t(Bsinwt)2n+l + 
n=O (2n + 1)! 
+NS f (_1)n(Bsin~t)2n -b 
n=O (2n). 
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(47.b) 
(4S.b) 
(49.b) 
respectively. After this we may determine the Fourier coefficients of the first 
harmonic: 
IZ 
Al=~f[NC f (_1)n(Bsinwt)2n+l -NS f (_1)"(Bsinwt)2n + 
n n=O (2n + 1)! n=O (2n)! 
o 
"-IZ 
+b] cos wt d wt+ ~ f [N sin (B-e-a)+b] cos wt d wt+ 
IZ 
" 2 f <Xl n (B sin wtfn+ 1 <Xl n (B sin wt)2n 
+ -; [Ne n~o (-1) (2n+ I)! +NS n~o (-1) (2n)! 
- b] cos wt d wt . (50) 
The integration technique is similar to the previous case but we can take a 
special regard when the integrands are substituted into the integral ex-
pressions, and therefore the result is 
Al=i[NS f (_1)"+1 B2n_(B-e)2n+l+ b(B-e)] (51) 
n n = 0 (2n + I)! B' 
6* 
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The coefficient Bl may be expressed in the following form 
'" BI=~f[NC f (_It(Bsinwt)2~+1 -NS f (_It(BSin~t)2n + 
n n=O (2n+ 1). n=O (2n). 
o 
+b]sinwtdwt+ ~ f [Nsin(B-e-a)+b]sinwtdwt+ 
-b] sin wt d wt. (52) 
With a little complicated integrations and conversions we get the following 
results 
4 7~ n n B2n (B_e)2(n-k l B,=-I I (-I) ?! -
n n=O k=O (_n). B 
4 :r B
2n 
[ B (B -e)] + I (_I)n_, NSvn(n)+NC-?-I J1n(n)arcsin -B + 
n n=O (211). _11 + 
4 { [ 'B-e)2]} + n N sin (B-e-a)+b 1-( ~ (53) 
where flk(l1) and Vk(11) are also determined by means of the relations (34) and (35) 
(k=O, 1,2, ... 11, and n=O, 1,2, ... n) 
If e = 0, i.e. there is no prolongation or horizontal straight piece, denoting 
the saturation of the nonlinearity output signal (i.e. the saturation of the 
characteristics Xk(Xb)), then 
4 ex ,B2n 
A, = - [NS I (_1)n.,.' (? 1 )' + b] 
n n= 0 _11 + . 
( 51.a) 
and 
4 7. B2n [ B n] 
B,= I (_I)n_(?), NSvn(n)+NC-?-I J1n(11)-2 + n n = 0 _n . _11 + 
4 [ . +- Nsm(B-a)] (53.a) 
n 
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Describing function of the case 1.e of the Fig. 2 (see Fig. 6) 
From Fig. 6 it can be written that 
. B-e 
"=arc SIll and 
f B ' 
( e) B-2 h-
'Y.=arc sin 2 
B 
wt 
wl 
Fiy,6 
Similarly to that done in the above case, in the present case for the output signal 
of the nonlinearity in the [0, nJ interval the following relations can be formed: 
Xk(t) = N sin (B sin wt - h); ° ::;; wt ::;; i~ 
xk(t)=N sin (B-h-e)=cons t; i ::;; wt ::;; n - t' (54.a) 
Xk(t) = N sin (B sin WC + h); 
Now, by means of the customary procedure the Fourier coefficients A 1 and B 1 
can be determined without difficulties. Namely, also in the form of convenient 
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series: 
2 f'{ x. (Bsinwt)2n+1 "1) (Bs' t)2n} 
AI= NCh I (-It -NSh I (-It mw . 
IT n=O (2n+l)! n=O (2n)! 
o 
2 f . cos wt d wt = IT N(B-h-e) cos wt d wt+ 
'l 
. cos wt d wt (54) 
where Ch = cos hand Sh = sin h. After calculating the definite integrals in the 
expression (54), The result is 
_ -=- _ n __ Ne -NS -),. B2n {( B-e )2n t-I( B-e ) 
A 1 - IT n~o( I) (211+ I)! B h2(n+l) h 
B-)(h-~) B-2(h-:') 
[ 
- ) ]2n + I [ 2]} 
- ----8---- NCh 2(n + 1) - NSh -
2. (2h) 
- IT Nsm(B-h-e)' B . (55) 
I f there is no prolongated piece of the characteristics Xk(Xb) (see Fig. 6), i.e. 
e=O, then 
) 1 B2n { B [ (B_2h)2n+l] 
A 1= ~ n~o ( - It (2n + I)! N Ch 2(n + 1) 1 - -B- / + 
2h (B-h )2n+ I [( B-2h )2n+ I]} 
+NCh2(1l+1)\--S -NSh 1+ -B- -
2. (2h) 
- Nsm(B-h)' -
IT B . (55.a) 
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With a similar procedure the B I magnitude may be written as follows 
IT 
rr-.2 
'sinwtdwt+ ~ f N(B-h-e)sinwtdwt+ 
"I 
+~ f {Ne
h 
f (_lr(BSinwt)2~+1 +NS
h 
f (_lr(BSinwt)2n}. 
J[ n=O + I). n=O 
. sin wt d wt . (56) 
Carrying out the necessary steps of calculation the next formula will be 
obtained 
2 x. n 
BI = L L ( 
J[ II=Ok=O 
. B-2( h- ~)-
+arc sIn -----ET---- J + 2NS"I' II(Il)} + 
2 _ ~ ,- B-e - 1-
{[ (
B-2(h+ -le)')'JI'? [( )7JI7} 
+;Nsin(B-h-e) 1- B + 1 B- . 
(57) 
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( B-2h )2(n-k[ (B-2h )2J 1/2} 2 ro B2n . -- 1- -- +- L (-It--· B B re n = 0 2n + 1 
? [ (B-2h)2J 1/2 + ~ N sin(B-h) 1- ,-B- . (57.a) 
Conclusions 
Practically, the approximation is completed, and the concrete cal-
culations of the three describing functions in question are just mechanical 
matters by means offormulae (7) and (9). Therefore, it is not worthy to deal with 
them. As far as the engineering practice and inaccuracy due to the resolving in 
series form are concerned it is necessary to make some remarks. 
It is obvious, that every formulae, derived above, are a little complicated, 
on this account in reality we shall only use the first few terms of them knowing 
that these series are very strongly convergent. The inaccuracy, in fact, is the 
residue series, which may easily be estimated, because it is the sign of alternative 
series and absolutely convergent, therefore the maximal error is not greater 
than the absolute magnitude of the first term of the residue series. If in practice 
we use only the first three (i.e. n = 3) terms of the series of A 1 and B l' then the 
order of error is already some percentages due to the factorial of211 and (2n + 1), 
and in such a case 2n! = 6! = 720 and (211 + I)! = 7! = 5040. In addition the 
numerator magnitude in the series is always smaller than unit. 
Illustrative examples 
For presentation of preceding method in the following we shall calculate 
some examples, namely we shall deal with the determination of the nonlinearity 
parameters and the describing function of case c) (see Fig. 6). 
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Example 1. 
If in a testing the following data are received 
Xl = -1.372; YI=-2 
x 2= 0.2; Y2= 0 
X3= 1.772; Y3= 2 
By application of the relation (La) and the Eq. (4) we have 
A =f -0.9800666 0.1986693 
: J l 0.1986693 0.9800666 0.9800666 -0.1986693 
jiT =[-2 0 2J 
It is evident that 
Det A= -2#0 
So, the method of Cramer can be used and the results are 
x = 1.96013315568 
Y = -0.39733866159 
2=0 
from which the parameters of interest are 
a= -0.2; b=O; N =2. 
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(Here it must be stated that the so-called testing data are taken down by the 
author with purpose for controlling, therefore the received values are real or 
integer.) 
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Example 2. 
Describing function of case c) with e = 0: In this case we shall use the 
expression (55.a) and (57.a). If n = 3 then 
B =-N - C -+S 1- ~~ +- 1- ~-2 ({ (B ) [ (B 2h)2Jl!2 B2 [ (B 2h)2J1 /2 
1 n , h 2 h B 2! B 
[( B 1)(B-2h)2 B 2J B4[ (B-2h)2J1
/2 Ch 12 +Sh3 ~B- +Ch 8 +Sh3 4! 1- ~B~ 
B6 [ _ (B-2h)2J1 /2 [( . ~ !) (B-2h)6 
+ 6! 1 B Ch 56 +Sh 7 B + 
1 [n (B-2h)J B2 { B [n . (B-2h) + TCh B '2 +arcsin ~B- +2Sh-"2 Chg '2 +arcsm ~B-
4} B4 { B [n . (B-2h)J 16} B6 +Sh 3 + 4! Ch 16 '2 +arcsm -B- +ShTS -6f 
{ 5B [n (B-2h)J 32} [(B-2h)2J1 /2) Ch 128 '2 +arcsin ~B- +Sh 35 +sin (B-h) 1- -B- . 
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With a convenient computer program we received the following numerical and 
graphical results (see the table 1 and Fig. 7). After this the next step of the 
investigation ofa system of interest may be carried out with the same procedure 
presented in [1]. Therefore, it is not dealt here, because the determination of the 
describing function of nonlinearity in question comes to an end. 
Table 1 
H,IB MOD'N(B)/N ARGU M· N(B)=(<p') 
0.059851 1.140653 -D.02573 
0.112943 1.119944 -D.19447 
0.160359 1.078643 -D.63763 
0.202963 1.018513 -1.49751 
0.241453 0.939837 -2.96216 
0.276396 0.842636 -5.32940 
0.308261 0.727660 -9.14614 
0.337439 0.597956 -15.5513 
0.364255 0.462843 -27.1791 
[N(B)] 
1 ~ ~ -N-
10 o· 
I 
I 
L15· 
I 
I 
I, 
0.5 L30• , 
r-45• 
I 
I 
0 01 0.2 03 hIS 
Fig. 7 
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