ABSTRACT In this paper, a novel array structure exploiting coprime arrays is proposed which can be very proficient to determine the number of consecutive lags in proportion with the number of array elements. The proposed method comprises novel array structure by configuring three subarrays positioned in alignment with some prescribed values. By increasing array elements in third subarray while keeping other subarrays fixed, explicit number of consecutive lags could be obtained proportionately. The proposed method offers maximization of consecutive lags in remarkable number by calculating the fourth order difference co-array unifying interpolation. The forth order difference co-array is achieved by exploiting the second order difference co-array twice. The consideration of third subarray in addition with two coprime subarrays leads to a novel array structure which can significantly enhance degrees of freedom. An effective interpolation technique nuclear norm minimization is considered to fill the holes subsisting in the virtual co-array in order to exploit full virtual co-array length. This interpolation method uses convex framework which is trackable and very simple to implement yielding a freedom of fixing any predefined extra tuning parameter. The proposed method in this paper is named as VEFODCI which stands for virtual extension of coprime arrays by exploiting fourth order difference co-array with interpolation. The sparse Bayesian learning is used for direction of arrival (DOA) estimation exploiting the proposed novel array structure by imposing interpolation to fill the holes. The array geometry of sensor distributions proves that the proposed method is less susceptible from mutual coupling effect. The simulation results stipulate that the proposed method is performing DOA estimation accurately even in lower angular separation of sources by achieving larger number of consecutive lags than the state of the art.
I. INTRODUCTION
In recent years, direction of arrival (DOA) has developed substantially as an emergent branch in the field of signal processing. It is booming as a hotspot with wide application prospects in such fields as radio detection and ranging, communication, sonar, earthquake, seismology exploration, satellite, astronomy and biomedicine [1] - [4] . Sparse arrays are considered to be more effective [5] , 6] where co-array equivalence plays a crucial role in constructing suitable sparse structures [7] for DOA estimation. The array configurations should be exploited to get the advantages of detecting increased number of signals with highest possible resolution. So, the challenge exists in finding the different sets of locations with minimum repetitions to make array configurations cost effective, for a given cost. It is pre-requisite to maximize the array aperture dimensions while placing minimum sensors simultaneously achieving maximum higher resolution precisely diminishing the redundancy. To gain more degrees of freedom required for detection of more sources than sensors, there is a representative example of class of arrays called the minimum redundancy array (MRA) [8] which achieves the highest possible resolution with minimum redundancy among all possible layouts of the array sensors and whose co-arrays are uniform linear arrays (ULAs) with maximum possible aperture. However, this class of arrays needs an exhaustive searching program to determine the locations of the array elements. Moreover, there is no systematic approach or specified formula for designing an MRA with unknown sensors' distributions, especially when the number of array sensors is large enough. The exact location of elements in an MRA cannot be determined in closed form solution wherefore some tabulated results are getable for some explicit array elements [9] - [11] . Ensuring optimum design of sensor placement relies on computer simulations which executes complicated algorithms [10] , [11] in most cases. Moreover, the process of finding suitable covariance matrix corresponding to the longer array is very lengthy and clings to complicated iterative algorithm resulting only to a local optimum [12] , [13] convergence. In [14] , better DOA estimation was performed by suggesting the use of fourth-order cumulants (FOC) to intensively eliminate the Gaussian noise part. Significant increase in degrees of freedom (DOF) [15] - [17] can be achieved through the use of FOC having one weakness is that it is confined to non-Gaussian sources. Recently, assuming quasi stationary sources with the concept of Khatri-Rao (KR) product [18] is proposing identification of more number of sources without necessitating the computation of higher order statistics (HOS). Thus obtained DOF is larger than using the augmented array approach in [19] or by generating suitable positive definite Toeplitz matrices as used in [12] . In [20] , a virtual array was constructed to increase DOF using a MIMO radar.
Coprime array has recently been introduced with its salient properties which has been used in [21] - [23] . Spatial signals are being sampled in a sparse manner in coprime array which is considered as one of the useful properties to be used in efficient fashion. It has got appreciable recognition for its most distinguishing property of attaining significant enhancement in the DOF, accelerating high resolution DOA estimation effectively. Coprime array has become popular for its striking features of easiness and potency [22] - [24] to be deployed. A coprime array consists of two uniform linear subarrays where the number of elements for each subarray is a coprime pair. One of the subarrays comprises M sensors with N units of inter-element spacing, whereas the other subarray possesses N sensors with M units spacing between two consecutive elements while M and N are chosen to be coprime with each other. The two subarrays share the first sensor position at 0th location, therefore the corresponding array has M + N − 1 sensors. A virtual array with larger co-array lags can be constructed by deducing the difference co-array from a prototype coprime array (PCA) where there exists some ''holes'' [21] or some missing virtual array elements. To compensate this problem, Pal and Vaidyanathan [22] promoted conventional coprime array (CCA) configuration by using 2M +N −1 sensors. O(MN ) DOF can be achieved by facilitating coprime distribution of sensors, which is precisely larger than actual number of array elements. The enhanced DOF can be exploited for the estimation of DOAs of more sources than sensors [24] - [26] . The use of proportional frequencies have been observed to fill holes in the virtual array in [27] but these frequencies may be absent at the sources in some cases where additional frequencies are no longer needed. Some efforts were perceived to fill ''holes'' in the virtual array by using compressive sensing approach [28] and temporal signal coherence (TCP) in moving coprime arrays [29] .
Even in CCA there exists some holes, which interdicts the full co-array to be used for DOA estimation. The use of full co-array length can be assured as ULA by perceiving suitable methods of filling the holes by extracting all lags to be exploited for DOA estimation with enhanced DOF. Unfolded coprime array was used in [30] without removing the holes or without recovering the missing elements. Hence, it is very necessary to recover the missing virtual elements in order to exploit full co-array length where interpolation appears to be very prominent to elucidate the holes. By using suitable interpolation method larger number of consecutive lags can be achieved with higher DOF. Many researchers have been proposed different interpolation techniques particularly positive definite Toeplitz completion [13] , array interpolation [31] and sparse recovery which are successful to exploit all the information in the co-array. However, these techniques suffer from some individual downside especially they demand some inconvenient initiation of extra fine-tuned parameters which emerges to be burdensome. One possible solution was proposed to include full co-array information in [32] which addresses the use of convex sparse recovery programs like l 1 -minimization or Least Absolute Shrinkage and Selection Operator (LASSO) but it has a prerequisite of discretizing the parameter space into a dense grid which triggers to increase computational complexity. In [33] it is shown that Nuclear Norm Minimization (NNM) can settle the aforementioned issues successfully by using standard convex optimization approaches. The NNM could be represented as
where R is the unknown matrix to be recovered and R * is the nuclear norm of R, and is defined as the sum of its singular values. A : C m×n → C p is the mapping of R ∈ C m×n matrix to vector b ∈ C p×1 where vector b is given. The nuclear norm is very advantageous as a substitute of matrix rank which works in convex manner. NNM can be formulated as a semidefinite programming problem (SDP) and interior point solvers are used for matrix recovery.
In real-world applications signals that are nonstationary such as speech and audio, can be patterned as quasi-stationary signals (QSS), as it follows the property of staying stationary for a short period of time over its second-order statistics (SOS) with a variation from one local time frame to another [34] . The concept of KR product based on QSS has been exploited in [34] to extend array aperture validating subspace based approach for DOA estimation. Thereafter, one plausible attempt to reduce the complexity was found in [35] where estimation of signal parameters via rotational 46098 VOLUME 6, 2018 techniques (ESPRIT) was applied in KR subspace. Compared with subspace-based methods, the sparsity-based algorithms can provide benefits in more challenging scenarios such as low SNR, the limited snapshots and unknown-model order, etc. Sparse Bayesian learning (SBL) is one of the most popular approaches for the sparse signal recovery (SSR), which formulate the SSR problem from a Bayesian perspective. An off-grid sparse method called off-grid sparse Bayesian inference (OGSBI) was proposed in [36] within the framework of SBL which is adopted in this paper based on the off-grid model where the distance in a bounded interval is assumed to be uniformly distributed rather than Gaussian.
The main contribution of this work is to mitigate the challenge of increasing the array aperture lengths from a limited number of array elements to achieve the highest possible resolution by maximizing the number of consecutive lags resulting maximal DOF. In consequence, we are very tendentious to formalize a problem of finding the array configurations with a given number of elements comprising the lowest possible redundancy. In this paper, the proposed method approaches on the idea of estimating the DOAs from the outputs of a virtual array which consists with three subarrays. In [37] , we proposed a novel array structure which can exploit larger number of lags using coprime array with translocated and axis rotated compressed subarrays named as CATARCS. In this paper, the novel array structure is proposed by exploiting the fourth order difference co-array referred to the calculation of evaluating second order statistic twice by considering QSS signals which can be considered as an extended structure from CATARCS comprising three subarrays. A similar attempt was found in [38] named SAFE-CPA by exploiting the basic coprime arrays but they exploited only consecutive lags whether we have demonstrated the way to use all the available lags. Moreover, the calculated consecutive lags according to [38] is much lesser than our proposed method. The subarray 1 and subarray 2 of our method are designed as CATARCS in [37] . Hereafter, subarray 3 is formed with a definite starting position and specified inter-element spacing based on array configuration of first subarray and second subarray referring coprime numbers and compression factors. At first, difference co-array is deduced from the subarray 1 and the subarray 2 using second order statistic. Then, again another difference co-array is achieved with the outcome of the prior obtained difference co-array and third subarray. Thus, the operation of second order difference co-array is deduced twice heading for the final operation to fourth order difference co-array. After getting the lags from fourth order difference co-array, NNM interpolation is used to recover the low rank matrix by fulfilling the missing elements where discretization of parameters in to dense grid is no longer needed. The mentionable advantage of this work is that we can extend the third subarray to indefinite number of array elements according to requirements of total lags with some pre-specified inter-element spacings. The number of total lags is increased in proportion of array elements of third subarray agreeing a relationship with inter-element spacing.
The performances are compared with CATARCS structure proposed in [37] and the method in [38] .
The rest of the paper is arranged as follows: section II presents the signal model, section III is dedicated to proposed methodology. Section IV presents the simulation results and section V is for the conclusion.
Notations: We use lower-case (upper-case) bold characters to denote vectors (matrices). In particular, (·) * implies complex conjugation, whereas (·) T and (·) H respectively denote the transpose and conjugate transpose of a matrix or vector, vec(·) denotes the vectorization operator and diag(·) denotes a diagonal matrix and E[·] is the statistical expectation operator, and ⊗ denotes the Khatri-Rao and Kronecker product operations respectively.
II. SIGNAL MODEL
Consider a coprime array designed as shown in Figure 1 using two coprime numbers M and N and elements are aligned in such a way that one subarray contains 2M elements with inter-element spacing N λ/2 and another contains N elements with inter-element spacing M λ/2 sharing the same starting point from 0th position. The configuration of the conventional structure of coprime array which consists of 2M + N − 1 elements shown in Figure 1 . The array sensors are positioned at:
T as the order of the array sensors where p i ∈ S, i = 1, 2, · · · , 2M + N − 1 and the first sensor is assumed as the reference, i.e., p 1 = 0 FIGURE 1. Sensor positions for coprime array structure.
Let assuming
T far field zero means QSS impinge on the array; the signals received at the array elements can be expressed as:
where A is the array manifold matrix of the form
whose individual elements can be represented as:
where
denotes QSS vector and n(t) ∈ C (2M +N −1)×1 is the circular complex uncorrelated stationary spatial noise vector.
For F number of frames s(t) can be modeled as QSS (under a certain assumption that their second order statistics remain static over a small period of time L which is frame length) which satisfy wide-sense stationary (WSS) condition within a frame length L as: (5) where f = 1, 2, · · · , F is the frame index and SOS of QSS is time varying, only changes when larger than this frame length L.
Under the stationary assumption, the covariance matrix for each frame could be expressed as: (6) where R sf is the source sovariance matrix per frame, within each frame it can be represented as:
and R n is the noise convariance matrix for circular uncorrelated spatial noise. Hence, we can construct F number of local covariance matrices using equation (6) . Our objective is to estimate DOAs θ 1 , θ 2 , · · · , θ K from these local covariances matrices without knowing the information of spatial noise covariance R n and the local source covariance matrices.
III. PROPOSED METHODOLOGY
The section utilizes some insights on the conventional coprime array in constructing novel array structure proposed in this paper based on fourth order difference co-array. In this section, at first CCA [22] has been introduced, from which the new array structure will be exploited. This section will be elaborated in steps with a compilation of constructing the three subarrays as part of getting final novel array configuration proposed in this work. Hereafter, the methodology of exploiting the fourth order difference co-array from the successive calculation of second order statistics twice will be demonstrated.
A. CONVENTIONAL COPRIME ARRAY CONFIGURATION
An efficient method of achieving longer consecutive virtual ULA exploiting the difference co-array was proposed in [22] as CCA. A CCA consists of two uniform linear subarrays with separation Md and Nd respectively as shown in Figure 1 where, M and N are coprime integers and d is the unit of inter-element spacing. The configuration is quite identic as PCA proposed in [21] , but the second subarray dissimilates which has more sensing elements than PCA. The set of sensor positions represents following
where 0 ≤ n ≤ N −1 and 0 ≤ m ≤ 2M −1. Here, 2M number of sensors exists in the second sub-array, resulting the total number of sensors 2M +N −1. The corresponding difference co-array of CCA can be deduced from the following equation: Figure 2 shows the difference co-array generated from a CCA with M = 4 and N = 5.
FIGURE 2.
The difference co-array of a conventional coprime array.
A virtual ULA can be obtained as a subset of the difference co-array CCA whose elements are positioned at
where −MN ≤ l ≤ MN . In this case, O(MN ) DOFs can be achieved by using 2M + N − 1 physical sensors.
B. PROPOSED COPRIME ARRAY CONFIGURATION
The proposed array configuration VEFODCI is constructed with three linear subarrays from basic conventional coprime array as shown in Figure 3 . No sensor element is overlapped in our proposed method. The new array configuration is formed from conventional coprime array performing different operations shown below:
Subarray 1: The subarray 1 of our proposed method is composed of N number of array elements. Two operations are carried out in construction of subarray 1; in first operation, the rotation of subarray 1 of CCA from positive to negative axis, which means 180 o rotation of axis is executed; and in second operation, a method is derived to compress the inter element spacing of sensors for subarray 1. The inter element spacing of subarray 1 is modified with a compression factor ψ which is introduced to retain coprime properties. The compression factor ψ is chosen in such a way where its range is from 1 to M and ψ can be represented as a product of M and 1/M where M is compressed value of M . Thus ψ could be expressed as ψ = M /M . Henceforth, it could be observed that as the value of ψ yields the value from 2 to M then the integer M preserve the coprime property compared with N , which means M and N are coprime to each other also. Accordingly, the inter-element spacing of subarray 1 is modified with this M , which means the inter-element spacing is M in lieu of M . For the proposed method the compression factor ψ is always 2 whereas M is always even and M > 2. Let assume, the array sensors of subarray 1 for conventional coprime array are positional at
T as the order of the array sensors where p 1,i ∈ S 1 , i = 1, 2, · · · , N and the first sensor is p 1,1 = 0 and the last sensor is p 1,N = (N − 1)Md. The subarray 1 of conventional coprime array is modified to from the new proposed coprime array. Hence, let assume, the array sensors of subarray 1 for the proposed coprime array are positioned at
Denote
T as the order of the array sensors where τ 1,i ∈ S 1 , i = 1, 2, · · · , N and the first sensor is assumed as the reference, i.e., τ 1,1 = −(N − 1)M d and the last sensor is τ 1,N = 0. Subarray 2: The subarray 2 for our proposed method incorporates 2M − 1 number of array elements. The operation accomplished to design subarray 2 involves translocation of subarray 2 of CCA to the right identical to an integer value which is determined as (−(N −1)×M + )d. Moreover, here, represents the translocated value by which subarray 2 is to be displaced from the first position of sensor of subarray 1 of the proposed VEFODCI method. The selection of suitable value to this is very important for the proposed modification to achieve highest possible DOFs. After an exhaustive investigation the value of is chosen as = M + N in order to obtain maximum number of lags. Let assume, the array sensors of subarray 2 for conventional coprime array are positioned at
T as the order of the array sensor where p2 i ∈ S 2 , i = 1, 2, · · · , 2M and the first sensor is assumed as the reference, i.e., p 2,1 = 0 and the last sensor is p 2,2M = (2M − 1)Nd. The subarray 2 of conventional co prime array. Hence, Let assume, the array sensors of subarray 2 for the proposed coprime array are the positioned at
T as the order of the array sensors of subarray 2 where τ 2,i ∈ S 2 , i = 1, 2, · · · , 2M − 1 and the first sensor is assumed as the ref-
For proposed coprime arrays, the set S of subarray 1 and subarray 2 is given by
where 
Let assume the set of array elements in subarray 3 is represented as S 3 .
Denote τ 3 = τ 3,1 , τ 3,2 , · · · , τ 3,Q T as the order of the array sensors where τ 3,i ∈ S 3 , and i = 1, 2, · · · , Q and the first sensor is assumed as the reference, i.e.. VOLUME 6, 2018 
So, the total number of sensors for the proposed array structure is 2M + N + Q − 1.
Achievable Lags From Proposed Method:
In our proposed method, second order difference co-array is evaluated twice. At first, second order difference is deduced from subarray 1 and subarray 2. The number of lags from difference co-array is 2
Then anew second order difference co-array which resembles as fourth order difference co-array is calculated after designing subarray 3 and with the prior obtained resulting difference co-array of subarray 1 and subarray 2. The number of array elements in subarray 3 should be fixed according to the requirements of number of lags. A definite relationship is enumerated among the number of consecutive lags, the number of array elements in subarrays and the compression factors. The number of consecutive lags is 2 
C. THE FOURTH ORDER DIFFERENCE CO-ARRAY OF PROPOSED METHOD
At first, the second order difference co-array is deduced from the set of subarray 1 and subarray 2. Let the set of difference co-array of subarray 1 and subarray 2 is β. Then the set of difference co-array is represented as β = {τ 12,i − τ 12,j |τ 12,i , τ 12,j ∈ S 12 }
Hereafter, the second order difference co-array is calculated again from the set β and S 3 which resembles the fourth order difference co-array. Let suppose, the set of β and S 3 is represented as . Let the number of elements in is .
T as the order of the set where µ i ∈ , and i = 1, 2, · · · , . Then the set of fourth order difference co-array is represented as
The covariance matrix within a frame corresponding to subarray 1 and subarray 2 can be accomplished using equation (6) from the following expression:
The covariance matrix can be vectorized to generate new array manifold matrix exploiting the difference co-array between the second order moments within each frame as the new model as follows:
. There exist some holes as discussed previously. Moreover, there will be some equivalent elements as it is evolved from the difference of co-array, some results of difference co-array will create resembling rows. Eventually, the received data vector y f has been sorted and the unique lags have been extracted by eliminating corresponding rows from the data vector which is represented as follows:
where there exists some holes andr n ∈ C ξ ×1 . The vectorỹ f to be consider as the new received data,Ã to be the new array manifold matrix exploiting difference co-array.
One important observation is that if the total lags from subarray 1 and subarray 2 is used then the total lags can be obtained after constructing final structure. Now two different sets γ and φ are defined which represent the maximum central contiguous ULA segment in β, and the shortest ULA containing β respectively as follows:
where γ and φ represents the set of continuous lags and the total lags accordingly of subarray 1 and subarray 2 using second order statistics. Now the autocorrelation vectors y γ f and y φf sharing same expression asỹ f can be regard as sensor output on γ and φ respectively. Thus y γ f and y φf can be represented as
where φ t ∈ φ. Thus assume that R φf ∈ Cξ ×ξ is the Toeplitz matrix which has some null elements constructed from y φf where φ t ≥ 0. Now the matrix R φf is to be interpolated from the autocorrelation vectorỹ f on the grid β which represents the difference coarray. The recovery of missing correlation information in R φf can be formulated as NNM problem. This is conceptually equivalent to producing the interpolated correlation R φf from the information contained inỹ f . The recovery problem is as follows
where R φf is the unknown matrix to be recovered and R φf * is the nuclear norm of R φf , and is defined as the sum of its singular values. A : Cξ ×ξ → C ξ is the mapping of R φf ∈ Cξ ×ξ matrix to vectorỹ f ∈ C ξ ×1 where vector y f is given as difference co-array. The nuclear norm is convex and can be used as a substitute of matrix rank. NNM can be solved using interior point solvers which could be regarded as a semidefinite programming problem. Let assume the recovered autocorrelation matrix isR φf after imposing NNM as interpolation. ThusR φf is able to exploit all the lags proposed by our novel array structure causing higher resolution. Now we vectorizeR φf and get the autocorrelation vector exploiting all non-negative lags. (27) Hence, by assembling all received data obtained from each frame [ỹ φ1 ,ỹ φ2 , · · · ,ỹ φF ] =Ỹ φ is deduced which could be written as:Ỹ
where R s = [r s1 , r s2 , · · · ,r sF ] and each column of R s represents source power vector for every frame andÃ φ corresponds the steering matrix exploiting the first second order VOLUME 6, 2018 difference co-array comprising total available lags from subarray 1 and subarray 2;
Considering the quasi stationary condition, noise covariance can be eliminated by using orthogonal complement projector as:
where I F is an Identity matrix of size F × F. Thus the following can be obtained:
Hereafter, difference co-array operation is applied again to get the fourth-order difference co-array. Many natural signals, speech and ambient under water sound in real world are non-stationary and treated as quasi-stationary signals with uncorrelated stationary powers. Considering the local statistical expectation as wide-sense quasi-stationary, non-Gaussian and independent with each other, the following can be calculated by inference:
where i, j ∈ 1, 2, · · · , K andr s is the expectation ofr sf where f = 1, 2, · · · , F. Each equivalent impinging signal inr sf is then transformed into a zero-mean process by subtractingr s fromr sf in following equatioñ
wherers f =r sf −r sf andRs = [rs 1 ,rs 2 , · · · ,rs F ].
Then, the second-order difference co-array concept is adopted again to be applied and the correlation matrix is expressed as
Here, a new correlation matrix is derived based on the virtual signals which is able to exploit all the lags of new array structure which assimilates the traditional correlation matrix computation. Henceforth, vectorizing R ex yields
Equation (42) represents steering matrix
A which contributes to a virtual array model generated to exploit the novel array structure by using the second order difference co-array twice equivalent to the concept of fourth-order difference co-array. Hereinafter, the virtual sensors expressed as · d and the equivalent source signal vector isrs.
T be a fixed sampling grid that uniformly covers the DOA range [− , where T denotes the grid number. Suppose θ k / ∈θ for some k ∈ {1, 2, · · · , K , t k ∈ {1, 2, · · · , T is the nearest grid point to θ k , the steering vector a (θ k ) is approximated by the linearizion:
with b θ tk = a θ tk . Then, the observation model can be rewritten as:
and g is a zero-padded extension ofrs whose non-zero elements correspond to the true DOAs at θ k , k = 1, 2, · · · , K and α −1 0 denotes the noise precision.. Here, a standard SBL framework is followed to estimate the DOAs from (44). It can be seen that the likelihood functions of the obtained covariance vector can be formulated as
Firstly, we constrain g by assigning a zero-mean complex Gaussian prior with a distinct inverse variance α i for each element of g to avoid over-fitting.
In order to obtain the specification of two-stage hierarchical prior, we must define the hyperprior over α and α 0 that are conjugate to the Gaussian likelihood function. Hence, the Gamma distributions are considered over α and α 0 , i.e.,
where Gamma(·) being the Gamma function, a, b and ρ are small positive constraints to make the hyperprior non-informative (e.g., a = b = 0 : 0001, ρ = 0.01). The prior defined by (46) and (48) imply that all elements of g are independent and share the same prior which is strongly peaked at the origin, with the consequence that the most elements of g concentrate at zero. Having defined the prior on the unknowns, Bayesian inference proceeds by computing the posterior p (g, α,α 0 ; ε | y ) from Bayes' rule. Since p (g, α,α 0 ; ε | y ) cannot be explicitly calculated, an EM algorithm is exploited to perform the Bayesian inference. Following the similar approach adopted in [36] , we first treat g as a hidden variable, whose posterior distribution is
• In E-step, we try to construct a lower-bound on the evidence function p (α 0 , α, ε | y ) or equivalently ln p(y , α 0 , α, ε)
• In M-step, the hyperparameter updates that maximize the lower bound are determined by solving the following optimization problem.
where = µµ H + . Ignoring the independent terms, (54) becomes
and
where • is the Hadamard (element-wise) product. Finally, setting the derivate of (57), with respect to ε, to zero and solving for ε gives the update:
If P is invertible; otherwise,
IV. SIMULATION RESULTS

A number of simulations have been demonstrated to exhibit
and analyze the performances of proposed structure. In these simulations, the main consideration is non-negative consecutive lags. Signals have been generated randomly to investigate the proposed structure in comparison with other techniques.
In our experiments, we set M = 4, N = 5 and Q = 6. So the total number of sensors is 18. After formation of subarray 1 and subarray 2, the number of consecutive lags obtained from these subarrays is 71 and the total lags is 79. The consecutive lags extend from −35 to 35 and the total lags extend from −38 to 38. The final subarray is designed after adding subarray 3 and the increased consecutive and total lags are computed. At first, one element is added in subarray 3 resulting the total number of sensors is 13 where the staring position of subarray 3 is 114 and the inter-element spacing is 75. Hereafter, the calculated number of consecutive lag is 299 extending from −149 to 149 whereas the number of total lags is 307 ranging from −153 to 153. Then one array element is increased in subarray 3 indicating the position of second sensor 114+75=189. Now the lags are calculated and found that increased number of lags is equal to 150 meaning 2× (inter-element spacing) which supports our theory. So the total number of lags for two elements in subarray 3 is 449 ranging from −224 to 224. Finally, the number of elements in subarray 3 is increased to 6 resulting total number of sensors 18. According to this arrangement, the number of lags is computed where the number of consecutive lags is 1049 ranging from −524 to 524 and the number of total lags is 1057 ranging from −528 to 528. Simulation results are taken for 500 monte-carlo simulations and 200 snapshots. Five normalized sources are considered in position of −0.0139, 0.0139 and 0.0277. Simulation results are divided in four cases; case I for RSME for different SNR, case II for RMSE for different number of snapshots, case III for RMSE for different number of sources and case IV for RMSE for lower angular DOA estimation. Figure 4 and Figure 5 are representing spectrum and RMSE vs SNR for the proposed method respectively. where subarra1 contains 5 sensors, subarray 2 contains 7 sensors and subarray 3 contains 6 sensors. Accordingly, the number of consecutive lags is 1049 ranging from −524 to 524 and the number of total lags is 1057 ranging from −528 to 528. However, to keep same number of sensors for CATARCS, the value of M and N is considered as M = 6 and N = 7. Thus the total number of sensors for CATARCS is 18 where the consecutive lags are 143 ranging from −71 to 71 and the total lags are 167 ranging from −83 to 83. Henceforth, SAFE-CPA is configured to calculate the lags by our simulations. In this configuration,M = 4, N = 5 and Q = 6 are set thus the total number of sensor is same as VEFODCI. After computing first second order difference co-array from subarray 1 and 2, the number of difference co-array is 59, the number of consecutive lags is 47 ranging from −23 to 23 and the number of totals lags is 71. Subsequently, after adding the third subarray with 6 sensor elements, fourth order difference co-array is calculated where the difference co-array is 837, the number of consecutive lags is 117 ranging from −58 to 58, and the number of total lags is 1149. As the SAFE-CPA method deals with only consecutive lags then the usable consecutive lags is 117.
The Figure 6 illustrates that our proposed method performs better than CATARCS and SAFE-CPA structure even in lower angular separation, which proves the superior performance of proposed technique. The Figure 7 exemplifies to unravel that our proposed technique outperforms than others even in low SNR, which exhibits the high-ranking performances of proposed technique compared with others. The Figure 8 elucidate that our proposed technique carry out better than other structure even in low SNR, which affirmed the outstanding performance of proposed technique to ascertain resolution than others. The Figure 9 proves that our proposed technique is capable of detecting two sources even in 2 degree separation while other abstains to do similar.
V. CONCLUSION
In this paper, CPA is exploited to maximize the number of consecutive lags in remarkable number by applying second order difference co-array twice resembling fourth order difference co-array. A novel array structure is designed by aligning three new uniform subarrays which corroborated as an effective sparse array extension technique. In this method, full co-array lags have been used by extracting all the lags in first operation of second order difference co-array by applying NNM to interpolate the holes. The increased number of DOFs is significantly achieved by utilizing the properties of QSS. The proposed method is promising to exalted high resolution DOA estimation due to its much larger array aperture and increased number of DOFs. In this work, efficient off-grid model is used by successful implementation of SBL for DOA estimation which ignores the necessitate condition of Gaussian. The performances of the proposed method is substantiated by the simulations shown in this paper.
APPENDIX
Proof of Number of Total Lags:
The number of total lags for our proposed array structure using the difference coarray is equal to (Aperture of final array) × 2 + 1 and the aperture of the array is equal to (τ 3 Q − β (1)); where τ 3 Q is the position of last element of subarray 3 and β (1) is the first element of the set β which resembles the position of first element of virtual array obtained using the second order difference co-array from subarray 1 and subarray 2. 
