Abstract: Chi-square processes with trend appear naturally as limiting processes in various statistical models. In this paper we are concerned with cases for which the supremum taken over (0, 1) of such processes is finite only for particular admissible trends. Our main findings are about the exact tail asymptotics of the supremum of a class of locally stationary chi-square processes with trend. An important tool for establishing our results is a weak version of Slepian's lemma for chi-square processes. As a by product, we derive admissibility condition on the trend function given in terms of the local structure of the Gaussian process involved. For some special cases, such as Brownian bridge and Bessel process, the relation between the admissibility condition and the Kolmogorov-Dvoretsky-Erdős integral test of the process involved is also discussed.
Introduction
Let G n (t), t ∈ (0, 1) be the empirical distribution of n independent random variables with uniform distribution on (0, 1) and define the following test statistic L ν n,E := sup t∈E nK( G n (t), t) − g ν (t) , E = (0, 1), where K(s, t) = s ln s t + (1 − s) ln 1−s 1−t , and g ν (t), t > 0, ν > 0 is a trend function defined by g ν (t) = c(t) + ν ln(1 + c 2 (t)), c(t) = ln 1 − ln(4t(1 − t)) , t ∈ (0, 1).
Referring to Theorem 3.2 in [11] for any ν > 1 we have the convergence in distribution
where χ(t) = B(t)/ t(1 − t) is the normalized standard Brownian bridge. Furthermore, as shown in Theorem 3.4 in [11] , the convergence to L ν E also holds for another important test statistic. Note that as discussed therein L ν E < ∞ almost surely (a.s.) for any ν > 3/4. The supremum type test statistics appear naturally in different contexts in statistical problems; see also the recent contributions [2, 4, 14, 15] . In statistical applications, of interest is to determine the critical values of the test statistics, which is usually difficult since the distribution of the statistics is unknown. It is thus important to obtain approximation of them based on the tail asymptotic behavior of the limit of the statistic.
For example, in our context it is of interest to know the asymptotic behavior of P (L ν E > u) as u → ∞ for any ν > 1.
Numerous contributions have been devoted to the study of the tail asymptotics of the supremum of chi or chi-square processes; see e.g., [12, 17, 18, 19, 22, 25] and the references therein. So far in the literature there are no results available which can be used for the derivation of the tail behavior of L ν E since it is a supremum taken over an open interval of a (non-Gaussian) chi-square process with trend. Given this significant gap and the fact that such a random variable appears naturally in numerous statistical problems and applications, in this paper we shall focus on the tail asymptotics of the supremum (taken over an open interval) of a large class of chi-square processes with trend. More precisely, define
where
and X i 's are independent copies of a centered Gaussian process X with a.s. continuous sample paths. We are interested in the asymptotics of
as u → ∞, for certain Gaussian processes X and nonnegative continuous trend functions g(·). Restrictions on X and g(·) will be specified to ensure the existence of the asymptotics, which in turn implies that sup t∈E χ 2 b (t) − g(t) < ∞, a.s.
In the special case that n = 1 and X is the normalized standard Brownian bridge, then χ 1 = X, the same as χ appearing in (1) , is a locally stationary Gaussian process in the notion of [3, 13] . Precisely,
1 − E (χ(t)χ(t + h)) |h| = C(t)
holds uniformly in t ∈ I, any compact interval in (0, 1), where C(t) = 1 2t(1−t) satisfying C(0) = C(1) = ∞. Motivated by this fact in this paper we shall consider a large class of centered locally stationary Gaussian processes {X(t), t ∈ (0, 1)} with a.s. continuous sample paths, unit variance and correlation function r(·, ·) such that lim h→0 1 − r(t, t + h) K 2 (|h|) = C(t)
uniformly in t ∈ I, any compact interval in (0, 1), where K(·) is a positive regularly varying function at 0 with index α/2 ∈ (0, 1], and C(·) is a positive continuous function satisfying
It is noted that condition (5) for the correlation function of X seems natural and is satisfied by many other interesting Gaussian processes. For instance, let {B H (t), t ≥ 0} be the standard fractional Brownian motion (fBm) with Hurst index H ∈ (0, 1) and covariance function given by
We can show that the normalized fBm {B H (t)/t H , t ∈ (0, ∞)} is a locally stationary Gaussian process. In fact, the correlation of the normalized fBm satisfies
uniformly in t, for any compact interval in (0, ∞).
In order to derive the asymptotics of (3) for E = (0, 1), we need to impose several other conditions on g(·) and on the locally stationary Gaussian process X; see Section 2. One natural restriction on g(·) is to ensure that it satisfies (4); functions g(·) satisfying (4) are thus called admissible functions. It turns out that the admissibility of functions g(·) is related to the Kolmogorov-Dvoretsky-Erdős integral test (or the law of iterated logarithm) of the corresponding processes; see also [11] . For example, as discussed in our Corollary 2.5 below 2g v (·) in (1) is admissible if and only if ν > 3/4. In addition, as an application of our main result given in Theorem 2.3, we obtain the asymptotics of P (L ν E > u) as u → ∞ for any ν > 3/4. Other interesting examples related to the Bessel process and fBm are also discussed.
Organization of the rest of the paper: In Section 2 we present our main results which are illustrated by several interesting examples. Further results are discussed in Section 3 for the case where the Gaussian processes X i 's are not identically distributed. All the proofs are relegated to Section 4, whereas some technical results are postponed to Appendix.
Main Results
We begin with some preliminary notation. We shall use the standard notation for asymptotic equivalence of two functions f (·) and h(·). That is, for any
for any u > 0. Additionally, write H α , α ∈ (0, 2] for the Pickands constant; see [5, 6, 7, 8, 9, 10, 20, 22] for its definition and generalizations.
Our first result is concerned with the asymptotics of (3) for the case that E is any compact interval in (0, 1).
The trend function appears in the asymptotics indirectly through the following constant
2 dt < ∞.
Theorem 2.1. Let {X(t), t ∈ E}, with E a compact interval in (0, 1), be a centered locally stationary
Gaussian process with a.s. continuous sample paths, unit variance and correlation function r(·, ·) that satisfies (5) . If further r(s, t) < 1, s = t ∈ E, then, for any nonnegative continuous trend function g(·) we have
as u → ∞, where
Remark 2.2. a) We see from Theorem 2.1 that if X is stationary and g(t) ≡ 0 the result coincides with that derived in [21] .
b) Clearly, if X is well-defined on (0, 1] (e.g., the normalized fBm, see (6)), then under the assumptions of Theorem 2.1 we have (8) holds for any E = [a, 1] with a ∈ (0, 1). In fact, the set E in the above theorem can be any compact interval in R provided that everything is well-defined on it.
Our main target below is to find out under which conditions we can still establish (8) by passing from the compact interval E to (0, 1). Of course, the conditions should be imposed on the local structures of the process X and g(·) at 0 and 1, separately. First, let us give some intuition based on the asymptotics obtained in (8) . One could conjecture that if
, then we should have (8) for E = (0, 1). However, it seems that this simple condition solely is not sufficient for the derivation of (8) 
< ∞ is also not sufficient for the validity of (8) with E = (0, 1). In this case a stronger condition (see condition C below) is necessary, which in turn gives us a nice criteria for admissible trends g(·). Note that this fact is also illustrated in Remark 2.7.
Based on the above discussions, different scenarios will be discussed according to whether 
We denote by ← − f (t), t ∈ (f (0), f (1)) the inverse function of f (t), t ∈ (0, 1). Further, for any d > 0, let In addition to the local stationarity of X in (5), we need to impose the following (scenario-dependent) restrictions on the trend g(·) and the correlation function r(·, ·). Let therefore S ∈ {0, 1}.
Condition A(S):
The trend function g(·) satisfies that g(t) is increasing as t tends to S.
Condition B(S):
Suppose that there exists some constant d 0 > 0 such that lim sup
Condition C(S):
There exists some constant η > 0 such that
Condition D(S):
The following is satisfied lim sup
Theorem 2.3. Let {X(t), t ∈ E} be given as in Theorem 2.1 with E = (0, 1). Then for each of the following scenarios we have that (8) holds for E = (0, 1). More precisely, suppose that the process X and the trend function g(·) are well-defined on E. If T is finite,
is a monotone function with lim t→0 h(t) = ∞ and lim t→1 h(t) = 0. For example,
Under analogue conditions as in Theorem 2.3 on processes Y or Z, we can obtain a similar result as in (8) for these two cases.
As an application of Theorem 2.3, we obtain the following result concerning the tail asymptotic behavior of
, t ≥ 0, n ≥ 1 be the standard n-dimensional Brownian motion, and
, t ≥ 0 be the Bessel process of order n. Applying Theorem 2.3 and Lemma 5.2 in Appendix, we derive the following result which shows that our condition C is closely related to the Kolmogorov-Dvoretsky-Erdős integral test of the Bessel process.
Corollary 2.6. Let g(·) be a nonnegative continuous function on (0,1] such that g(t) ↑ ∞ as t → 0. We have:
Remark 2.7. Define the following function g ρ (t) = 2 ln ln(e 2 /t) + 2ρ ln ln ln(e 3 /t), t ∈ (0, 1].
It follows that
as t → 0, with Q and Q 1 two positive constants. Elementary calculations show that condition C(0) (which in our case is equivalent to (10) does not hold. This observation indicates that our condition C in Theorem 2.3 may be optimal; it can not be weakened to J g (0,1) < ∞ as discussed above.
Given the wide applications of fBm in various fields, we give below a result concerning the tail asymptotics of the squared normalized fBm with trend.
Corollary 2.8. Let {B H (t), t ≥ 0} be the standard fBm with Hurst index H ∈ (0, 1), and let g(·) be a nonnegative continuous function on (0,1] such that g(t) ↑ ∞ as t → 0. If
Further Results and Discussions
In this section, we discuss an extension of (8) to the case where X i 's are not identically distributed. Namely, we assume that X i , 1 ≤ i ≤ n are independent locally stationary Gaussian processes on (0, 1) with a.s.
continuous sample paths, unit variance and correlation functions r i (·, ·) satisfying for any 1 ≤ i ≤ k(≤ n),
and, for any k + 1 ≤ i ≤ n,
hold uniformly in t ∈ I, any compact interval in (0, 1), where K(·) and K i (·), k + 1 ≤ i ≤ n are regularly varying functions at 0 with index 0 < α/2 < α k+1 /2 ≤ · · · ≤ α n /2 < 1 respectively, and C i (·), 1 ≤ i ≤ n are positive continuous functions over (0, 1) satisfying
For simplicity we shall assume b = 1 = (1, 1, · · · , 1) ∈ R n , and consider the asymptotics of
as u → ∞, for certain admissible functions g(·) and E either (0, 1) or a compact interval in (0, 1).
First, we present the result with E being a compact interval in (0, 1).
Theorem 3.1. Let X i , 1 ≤ i ≤ n be defined as above with correlation functions satisfying (13) and (14) .
If further max{r i (s, t), 1 ≤ i ≤ n} < 1 holds for all s = t ∈ E, a compact interval of (0, 1), then for any nonnegative continuous trend function g(·) we have, as u → ∞
2 dtdθ,
Next, we consider the case E = (0, 1). Similarly as in Section 2, we introduce a crucial function 
Condition C'(S): There exists some constant η > 0 such that
Condition D'(S):
We present below the main result of this section.
Theorem 3.2. Let X i , 1 ≤ i ≤ n be given as in Theorem 3.1. Then, for each of the following scenarios we have that (15) holds for E = (0, 1). b) The problem becomes more difficult when b = 1; the difficulty comes from the fact that the expansion of the correlation function of Y b (t, θ) as in (17) is too complicated.
As a direct application of Theorem 3.2, we obtain the following result concerning the tail asymptotics of the supremum of a chi-square process with trend. 
2 dt.
Proofs
For notational simplicity we denote Θ(u) =
Proof of Theorem 2.1: Using the classical approach when dealing with extremes of chi-square processes we reduce the problem to the study of extremes of Gaussian random fields; see e.g., [15, 22] . To this end, we introduce two particular Gaussian random fields, namely (denote
are spherical coordinates. In view of [22] , for any u > 0
where π(u) := P sup
Since the variance function of Y
for all u large we have
with some constant Q > 0. Further, it can be shown from (5) that
with some constant Q 1 > 0. Consequently, the Piterbarg inequality (see e.g., Theorem 8.1 in [23] or [22] )
with Q 2 , Q 3 two positive constants, where the last equality is based on the following lower bound
Consequently,
To complete the proof, it is thus sufficient to focus on the asymptotics of π(u) as u → ∞. Next, we split the rectangles A and
subrectangles denoted by {A j } j∈Υ1 and { A j } j∈Υ2 respectively. Further, let L and L represent their maximum length of edges of these subrectangles, respectively. It follows from Berferroni's inequality that
For any fixed j, we have
where g j := min t∈h•Aj g(t) and h is a projection function defined by
Further,
Next we introduce some useful notation. Let θ i = (θ i , · · · , θ k ), 2 ≤ i ≤ k, and h i , 2 ≤ i ≤ k denote projection functions defined by
For any 0 < ǫ < 1, there exist u 0 > 0 and L 0 > 0 such that for all u > u 0 and 0 < L < L 0 (recall that L is the maximum length of the edges of subrectangles {A j } j∈Υ1 )
and Z ǫ (t, θ) is a stationary Gaussian process with unit variance and correlation function r Zǫ (t, θ) satisfying
as (t, θ) → 0, with C j = max t∈h•Aj C(t), e k,j = 1 and e i,j = max
Therefore, by using similar arguments as in 
where a(ǫ) → 1 as ǫ → 0. Consequently
Similarly, with L the maximum length of the edges of the subrectangles { A j } j∈Υ1 we have
We consider next the asymptotic of Λ(u) := Λ 1 (u) + Λ 2 (u) (to be specified later). For u > 0 we have
Further, there exists some δ 0 ∈ (0, 4) such that, for all
holds for all large u. Consequently, in the light of Borell-TIS inequality (see e.g., [1] )
where Q 4 is a positive constant and a = E sup (t,θ)∈D Y b (t, θ) < ∞.
Further, we have
Along the same lines of the proof above
Consequently, we see from (20) , (22) and (23) that
which together with (19) establishes the proof.
, is a stationary chi-square process, where V i , 1 ≤ i ≤ n, are independent copies of a stationary Gaussian process {V (t), t ≥ 0} with unit variance, and correlation function r(·) satisfying 1 − r(t) ∼ K 2 (|t|) as t → 0, where
is given as in Introduction. Then for any positive constant S we have
as u → ∞.
Proof. As in the proof of Theorem 2.1 we can choose to work with the supremum of a Gaussian random fields. The proof follows by similar arguments as those in [21] , and thus we omit the details here.
Proof of Theorem 2.3: We present only the proof for the case (ii); the same arguments apply to other cases. First note that for any small δ > 0
Since from Theorem 2.1
it is sufficient to show that lim sup
We first consider I δ,2 (u). Without loss of generality, we choose d as a parameter taking values in {2
where 
hold. Next let r(·) be as in Lemma 4.1. Then for some constant δ 2 > 0
Therefore, for any d ∈ (0, d 1 ) and δ ∈ (0, min(δ 1 , δ 2 ))
holds for all t, s ∈ ∆ 
b is the chi-square process given in Lemma 4.1. Next, by Lemma 4.1 we derive for any δ ∈ (0, min(
as u → ∞. Furthermore, since 1 q(u) is a regularly varying function at infinity with index 1/α, by Karamata's theorem (see, e.g., [24] ) we derive for any η > 0 there exist constants N η > 0 and u 0 > 1 such that for any
holds for all j ≥ N d,δ . Moreover, by A(0) we know that for any β ∈ R and δ small enough, (g(
is increasing over (−∞, f (δ)). Therefore, we conclude that for δ and d small enough
. Consequently, letting δ → 0, we derive by C(0) that (25) holds for I δ,2 (u).
Now we consider
It follows from D(1) that for any δ small enough there exists some M 3 > 1 such that
Furthermore, with the aid of (27) we have for δ small enough
Thus, similarly as the above case for I δ,2 (u), it follows that
holds for δ small enough and u large enough. Consequently, since f (1) < ∞ we derive that (25) holds for
The proof is complete.
which, in the notation of (5), means that C(t) = 1 2t(1−t) , K 2 (t) = t and α = 1. Further
Thus, we have
Next we verify conditions of Theorem 2.3. Let therefore in the following S ∈ {0, 1}. Elementary calculations yield that
.
Since 1−ln(4t(1−t)) ≥ 1 and c(t) ≥ 0 for t ∈ (0, 1), we have g
, implying that A(S) is satisfied since g ν (t) ↑ ∞ as t → 0 and t → 1. Now, for any s < t and s, t ∈ ∆ (0)
Thus, there exists d 0 > 0 such that for s < t ∈ ∆ (0)
Similarly, we can also derive that for s < t ∈ ∆ (1)
Therefore, condition B(S) is satisfied. In view of Remark 2.4, we see that to establish condition C(S) it is sufficient to show t(1−t) e −gν (t) dt < ∞. By symmetry of the functions g ν (t) and (0) is satisfied for the correlation function of Brownian motion. This will be verified as a special case (with H = 1/2) in the proof of Corollary 2.8 below.
Proof of Corollary 2.8: As discussed in Introduction, the correlation of the fBm satisfies
which means that
We only need to verify the conditions B(0) and C(0). It follows that
Without loss of generality, hereafter we assume that s < t. For any s, t ∈ ∆ (0) 
implying that condition B(0) is satisfied. Further, condition C(0) holds since
2 dt < ∞. Consequently, the claim follows by applying Theorem 2.3.
Proof of Theorem 3.1: The proof is similar to that of Theorem 2.1. The main difference is the expansion of the correlation function of Y 1 (t, θ) defined in (16) . Here it is given by (compare with (17))
The rest of the proof is the same as that in the proof of Theorem 2.1. This completes the proof.
Proof of Theorem 3.2: The proof follows with the same arguments as those in the proof of Theorem 2.3, and thus being omitted here.
Proof of Corollary 3.4: Denote for any s, t ∈ (0, 1)
In view of the proof of Corollary 2.5 and Corollary 2.8, we have (in the notation of Section 3)
Then, we have for H ∈ (1/2, 1)
Without loss of generality, we assume that s < t. Since t−s s ≤ e 2d − 1 and
, j ∈ N , we have there exists some δ 0 > 0 such that for any 0 < δ < δ 0
Thus, condition B(S) with S = 0, 1 holds for r 2 (·, ·), r 3 (·, ·). Additionally, it has been shown in proof of Corollary 2.5 that condition B(S) with S = 0, 1 holds for r 1 (·, ·). Consequently, in the light of Theorem 3.2 we derive that, as u → ∞ P sup
This completes the proof.
Appendix
We present a weak version of Slepian's inequality for chi-square processes in the following lemma. 
are satisfied, then, we have, for all u > 0,
Proof. If n = 1, then a direct application of Slepian's inequality yields
Below we shall show the claim for n ≥ 2. Let therefore
and
which is due to the fact that the sign of v is the same as that of v ′ in this case. Thus, by applying Slepian's inequality we obtain, for all u > 0, P sup ||W n (t)|| ii). If ||W n (t)|| Proof. The proof relies on a classical result on the Kolmogorov-Dvoretsky-Erdős integral test of the Bessel process; see, e.g., [16] . Namely, with g(·) a nonnegative continuous function such that g(t) ↑ ∞ as t → ∞ we have, if 
and if 2 dt = ∞, then P ||W n (t)|| ≤ tg(t) ultimately as t → ∞ = 0.
Further, since P ||W n (t)|| 2 t ≤ g(t) ultimately as t → ∞ = P ||W n (t)|| ≤ tg(t) ultimately as t → ∞ it follows that P sup t∈ [1,∞) ||W n (t)|| 2 t − g(t) < ∞ = 1
provided that 2 dt < ∞. Similarly, we have that if 2 dt = ∞, we can find a nonnegative continuous function g 1 (·) (to be determined later) such that g 1 (t) ↑ ∞ as t → ∞ and ||W n (t)|| , t ∈ [ ← − F (n − 1), ← − F (n)), n ≥ 2 and w(t) = 1, t ∈ [1, ← − F (1)]. Letting g 1 (t) = −2 ln w(t), t ∈ (0, 1], we conclude that Similarly, using the fact that {W n (t), t > 0} have the same probability law as {tW n (1/t), t > 0}, we can also conclude that if ||W n (t)|| ||W n (t)|| This together with (30) and (31) establishes the claim, and thus the proof is complete.
