Cracks are one of the most common categories of pavement distress that may potentially threaten road and highway safety. Thus, a reliable and efficient pixel-level method of crack detection is necessary for real-time measurement of the crack. However, many existing encoder-decoder architectures for crack detection are time-consuming because the part of decoder module always has lots of convolutional layers and feature channels that lead to performance that highly relies on computing resources, which is a handicap in scenarios with limited resources. In this study, we propose a simple and effective method to boost the algorithmic efficiency based on encoder-decoder architecture for crack detection. We develop a switch module, called SWM, to predict whether the image is positive or negative and then skip the decoder module to save computation time when it is negative. This method uses the encoder module as the fixed feature extractor and only needs to place a light-weight classifier head on the end of the encoder module to output the final class probability. We choose the classical UNet and DeepCrack as examples of the encoder-decoder architectures to show how SWM is integrated into the architectures to reduce computation complexity. Evaluations on the public CrackTree206 and AIMCrack datasets demonstrate that our method can significantly boost the efficiency of the encoder-decoder architectures in all tasks, while without affecting the performance. The SWM can also be easily embedded into other encoder-decoder architectures for further improvement. The source code is available at https://github.com/hanshenchen/crack-detection.
I. INTRODUCTION
With the growing development of the transport network, pavement surface condition analysis and assessment are playing more and more important roles in the system of effective pavement management. Cracks are one of the most common categories of pavement distress [1] that may threaten road and highway safety. Therefore, consistency in locating, defining, and recording the crack defects in the pavement is critical for the purposes of maintenance and road safety.
Automatic crack detection from images or videos has been researched for many years. Early efforts focused on traditional image processing approaches with hand-crafted features [2] - [4] and could generate sound detection performance The associate editor coordinating the review of this manuscript and approving it for publication was Victor Sanchez. with carefully designed feature extraction. Recently, deep learning approaches have shown an excellent ability to tackle the problem of feature representation. Hence, several CNNbased methods have been developed for crack detection. Existing deep learning-based crack detection methods can be further divided into three sub-categories: (i) image block classification methods [5] - [7] aim to judge all patches of the image whether having crack or not, (ii) object detection methods [8] - [10] are used to find the location of the crack, and (iii) pixel-level prediction methods [11] - [13] are also used. The first two algorithms can locate cracks in a pavement image but fail to detect them pixel by pixel. In comparison, pixel-level prediction methods can obtain the geometric features of a crack, such as shape, orientation, length, and width, which are essential to identify the severity level and make accurate decisions of pavement maintenance. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Nevertheless, the shortcomings of this method are timeconsuming and requiring extensive labeling efforts to annotate the crack at the pixel-level for network training. Therefore, fully automated and comprehensive crack detection in a real-time environment remains a challenge. The focus of this study is improving the algorithmic efficiency for crack detection with pixel-level prediction methods. Many studies have proposed various kinds of fully convolutional encoder-decoder networks [12] - [14] for crack detection. Typically, these networks contain an encoder module that usually uses the backbone of the classification network to reduce the feature maps and capture higher semantic information, and a decoder module that uses up-sampling layers to create the final pixel-wise prediction. By comparing the classification network, as illustrated in Figure 1 , the encoderdecoder architecture has an additional decoder module, which is usually more complex than the classification network. However, the pavement surface image, which is captured by the camera mounted in the vehicle, is mostly non-crack. As shown in Figure 2 , even where there are cracks in the road, most areas of the road image are background or irrelevant objects. Therefore, it is pointless and time-consuming to forward pass the whole image to the decoder module for crack detection. For these reasons, the question arises: why don't we crop the pavement image and then choose the crack patches by applying a classification network before feeding into the decoder module? An example of the road image captured by the camera on the vehicle. The red color symbolizes crack regions. As can be seen that most areas of the image are non-crack, and this is common in the crack detection tasks.
Based on the above thought, we propose a method to distinguish between the negative and positive sample automatically and skip the decoder module when the sample is negative to save the inference time. Thus, we develop a switch module, termed SWM, to integrate into the encoder-decoder architecture to judge the image whether there is crack or not before sending the decoder module. We first crop the input image to patches and classify it into the crack and non-crack patches by the SWM. Then, if the patch is non-crack, we will skip the decoder module and create a negative map. Otherwise, we will feed it into the decoder module to create a crack map. This method saves significant time in the real application because most areas of the pavement image are non-crack.
Recent works [15] , [16] have also studied algorithmic efficiency, but these have mainly focused on reducing the model size by designing a light-weight network. Our work clearly differs from these approaches in that we only add an SWM into the original network, which will not change the inner structure of the network. Our method is an end-to-end manner, which is also different with other two-stage methods [17] , [18] that the first stage is detecting basic visual unit (objects, parts, patches, etc.) and the second stage is using the segmentation network to create the final map. The proposed method has several advantages:
1) The method is simple because we only add light-weight layers into the original network that have the potential to integrate into many efficient encoder-decoder architectures to further reduce computation complexity.
2) The method is efficient and able to dramatically speedup inference time while keeping its segmentation accuracy unchanged.
3) Training is also simple. The encoder-decoder network can train as same as before and then fine-tunes the SWM, or the whole network considers as a single-stage using a multi-task loss to train.
To the best of our knowledge, this is the first method that dynamically skips the encoder module to save computation time in crack detection.
The rest of the paper is organized as follows. A brief survey of related work is presented in the next section. Then, the proposed approach is described in Section III, and the evaluations and analyses are provided in Section IV. In the last section, the conclusion and future work are presented.
II. RELATED WORK
Some pixel-level pavement crack detection methods and related studies on efficient encoder-decoder architectures are briefly reviewed.
A. PIXEL-LEVEL PAVEMENT CRACK DETECTION METHODS
There are several previous studies on the pixel-level pavement crack detection. Zhang et al. [19] proposed a network, called CrackNet, for automated crack detection on 3D asphalt surfaces. The CrackNet has two fully connected layers to connect across all channels at each pixel, resulting in expensive computations when in the training or testing period. To solve this problem, the author used parallel computing techniques to improve computational efficiency. Dung and Anh [20] proposed an encoder-decoder fully convolutional network (FCN) to detect cracks on concrete images. The backbone of the FCN encoder was selected as pre-trained VGG-16, and the results showed that the crack path and density were almost correctly predicted with the self-annotated dataset. Bang et al. [13] first attempted to investigate crack detection on black-box images using a deep fully convolutional encoder-decoder network and showed that the backbone of the pre-trained ResNet-152 encoder is an optimal choice for detecting cracks. However, the inference time per image of the backbone of VGG-16 and ResNet-152 is 4.34 and 4.64 seconds, respectively, which is not suitable for real-time applications.
Due to complicated pavement conditions, it is hard to find features that are effective for all the different pavements. To meet the challenges and to learn to strong representation, several multi-scale and multi-level combined methods have been proposed. In particular, the feature pyramid module [21] is used as a multi-scale feature extractor to capture rich contextual information at different resolutions, and the hierarchical convolutional neural network [22] , [23] is used to obtain sharp object boundaries. Besides, Mei and Gül [24] proposed a method based on the conditional Wasserstein generative adversarial network (cWGAN) and introduced a loss function with connectivity maps to overcome the issues regarding scattered output in deconvolution layers. The above studies considered vastly different crack datasets, and hence the results are not directly comparable.
Some studies have also focused on accelerating the model for crack detection. Liu et al. [15] proposed a fast encoder-decoder structure network called FPCNet. Specifically, the dilated convolution with multiple rates was applied in the encoder sub-network to synthesize the crack features of multiple context sizes, and the squeeze-and-excitation learning operation was introduced in the decoder sub-network. This design not only optimizes the MD features but also reduces the computing burden. Besides, Fei et al. [16] introduced an efficient deep network called CrackNet-V for automated pixel-level crack detection on 3D asphalt pavement images. CrackNet-V built on the previous work (called CrackNet) to improve accuracy and computation efficiency and uses many small filters (3×3) convolutional layers to increase the depth of the network structure without increasing the number of extra parameters. With a single Nvidia GTX 1080Ti GPU, the CrackNet-V took almost 0.33s to the single forward pass a 512 × 256 image. However, our method can achieve better efficiency with the same hardware configuration, and more details can be seen in Section IV.
B. EFFICIENT ENCODER-DECODER ARCHITECTURES
In semantic segmentation, speed is one of the important factors for real-time applications. Most prior studies on encoder-decoder architectures that are computationally efficient are focused on reducing the model size. For instance, ENet [25] is a deeper encoder and a shallower decoder used to create a quite shallow segmentation network with a few parameters. Chaurasia and Culurciello [26] proposed LinkNet architecture that utilized ResNet-18 as its encoder and achieved better mean intersection over union (mIoU) than ENet. However, ENet outperforms it in terms of computational efficiency. Recently, Mehta et al. [27] proposed an efficient spatial pyramid up-sampling (ESP) to reduce memory and time-consuming while maintaining accuracy at only 8% less. Although the proposed method leads to a significant speedup, it also sacrifices the high performance of previous networks. In ICNet [28] , the authors developed a cascade network to efficiently utilize semantic information in low-resolution along with details from high-resolution images. This proposed work improves both the speed and accuracy of existing deep networks, but it may fail to obtain solid performance when the input data is the low-resolution. Nekrasov et al. [29] adopted RefineNet [30] to light-weight RefineNet to create a more compact network by replacing 3×3 convolutions and mixed with other efficient backbones for real-time semantic segmentation.
Recently, decoding technology has gained greater attention and new up-sampling methods [31] - [33] have been proposed to decrease the computation burden of the decoder module. However, these approaches still experience a certain computation complexity in the decoder module. In contrast to the approaches mentioned above, our method is simple and does not require huge efforts from human experts to design a lightweight network.
III. PROPOSED APPROACH
The goal of the current study is to boost the algorithmic efficiency by skipping the redundancy decoder when the input image is non-crack. The details of the switch module (SWM) are presented, and an example of how to integrate it into the encoder-decoder network is illustrated.
A. SWITCH MODULE
The switch module can be seen as a binary classification network. It infers whether the input image is a negative class with no crack or contains a crack and is called positive. The backbone of the encoder module is commonly based on a classification network. The main difference for the classification network with the encoder module is that it removed the last several layers in the latter, and hence we can take the removed layers back and place them after the output of the encoder to perform the binary classification. In other words, the encoder module can be seen as a feature extractor, and a light-weight classifier head can be placed on the end of the encoder module to output the final class probability. As illustrated in Figure 3 , the SWM consists of a binary classifier head and a switch. The binary classifier head takes the feature that is inferred from the encoder module and relays it to infer the binary class of the patch. The switch uses the predicted class to decide whether to input the encoder module or directly output the negative map.
At test time, the input image is divided into nonoverlapping patches, and each patch is fed to the encoder to extract the features. The classifier head uses the inferred features to check whether the input patch has a crack or not. If the result is negative, as illustrated in Figure 3 (left), the feature will be fed into the decoder module to get the crack map. Otherwise, as illustrated in Figure 3 (right), it will skip the decoder to output the negative map. In the end, the generated patches map is merged to get the final result. Greater detail of the description can be seen in Algorithm 1. Let H × W be the size of the patches that are extracted from the pavement image, N be the number of image patches cropped from a pavement image, and Y i be the crack map for the input patch X i . The crack detection is a system that takes a pavement image I and produces a crack map image Y with the same size (width and height). The encoder module is represented as one function F e (X i ;W e ) that takes the patch extract X i and produces feature maps and the decoder module as another function F d L f ;W d that takes the feature maps L f to estimate the crack map; F c L f ;W c is the classifier head that takes the feature maps L f to predict the positive probability.
B. TRAINING METHOD 1) LOSS FUNCTION
Crack detection can be seen as a pixel-wise binary classification problem. Hence, the binary cross-entropy loss function is employed for the task of training the network. We denote the training dataset by S = {(X n , Y n , Z n ) , n = 1, . . . ,N }, where X n = {x (n)
1} is the ground-truth of pixel-wise labels, and Z n = z (n) , z (n) ∈ {0, 1} is the ground-truth class of the patch. M denote the number of Algorithm 
/ * all of the crack maps are assembled into an image to get the final mask map * / pixels in every image. The loss function is then defined as:
where W e and W d denote the standard set of parameters of the encoder module and the decoder module, which are trained with backpropagation. The F d (F c (X;W e ) , W d ) represent the prediction probability by the decoder module. Simultaneously, the same binary cross-entropy loss function is used for SWM training and formulated as:
where W c denote the parameters of the classifier head and F c (F e (X i ;W e ) , W c ) represent the prediction probability to the positive class.
2) TRAINING STRATEGY
There are two strategies that can be used to train the network: a) Joint training: The encoder-decoder network and SWM can be merged into a single network by training end to end, which is known as joint training. Joint training is performed by merging the gradients computed by each loss on independent mini-batches. This allows us to train the encoder-decoder network and the classifier head with their own set of training parameters. Besides, we observe that the semantic network requires more steps to train than the classification task and thus assigns a weight factor of 0.05 to the classification loss in the contribution to the final loss. b) Fine-tuned method: In this situation, the encoder can be considered as a fixed feature extractor, which has proven to be effective at extracting generic features [34] . Therefore, SWM can be fine-tuned in network training. More specifically, the encoder-decoder network is first independently trained. Subsequently, the branch of the classification network is trained with the target dataset and all the encoder weights are frozen during backpropagation. The process of being finetuned can be quick convergence because the classifier head only has a few trainable layers.
C. ENCODER-DECODER ARCHITECTURES WTH SWM
Many kinds of encoder-decoder architectures, such as UNet [35] , SegNet [36] , PspNet [37] , DeepCrack [23] , DeepLabV3+ [38] , were proposed and achieved decent performance in various applications. Here, UNet and DeepCrack are chosen as examples of the encoder-decoder architectures to show how SWM is built and integrated into the architectures to reduce computation complexity. UNet introduces the useful skip connections between encoder and decoder blocks with the same spatial resolution and achieves an impressive performance in the image segmentation domain, such as biomedical image processing, remote sensing analysis. DeepCrack is a recently proposed method that is built on the architecture of SegNet for crack detection. This network uses the fusion of hierarchical convolutional features to fully exploit multilevel and multiscale features of objects, resulting in better performance. Figure 4 and Figure 5 illustrate the architecture of UNet with integrated SWM (called UNet+SWM) and DeepCrack with integrated SWM (called DeepCrack+SWM), respectively. These networks consist of four components: an encoder module, a decoder module, a switch, and a classifier head. Here, the classifier head is only introduced and others can be referred to the papers [23] , [35] .
As shown in Figure 4 , the feature that is reused across UNet makes the classifier head light-weight. The architecture of the encoder module is the VGG-13 with the last four fully connected layers removed. Theoretically, we can adopt the removed layers as the classifier head, but the last layers of VGG-13 are traditional fully connected layers, which are prone to over-fitting [39] and require huge computational efforts. Instead of the fully connected layers, we use convolutional and pooling layers to perform the binary classification. The extracted features by the encoder module are first 2× down-sampled from the spatial resolution and non-linearly processing by 3 × 3 convolutions with the stride of 2 to refine the feature. Then, we apply another 3 × 3 convolutions followed by a Sigmoid activation layer on the low-level features to reduce the number of channels. Next, we apply a max-pooling layer for faster convergence and better generalization [40] and to output the final class probability. For DeepCrack, as shown in Figure 5 , The classifier head architecture is similar, but fewer layers. Since the DeepCrack encoder module has five down-sampling units, the first downsampling layer (Max-pooling) is not needed. Both networks will skip the decoder module if the input patch is predicted as negative. Otherwise, the encoder features will be sent to the decoder module to produce the crack map.
D. MODEL COMPLEXITY
In the encoder-decoder network, suppose that the computation complexity of the encoder module is O e , and the decoder module is O d . The model complexity of the encoder-decoder network is:
When we introduce SWM, the model complexity of the encoder-decoder network with SWM is:
where O c is the computation complexity of the classifier head. Considering that the computation complexity of O c is much lower than O e and O d , the additional O c can be negligible. Suppose that the ratio of the number of positive samples to the total number of samples is µ, the model complexity of the encoder-decoder network with SWM is given by
Hence, integrated SWM into the encoder-decoder network could lead to a significantly reduced computational burden of the network, especially when µ is relatively small. The computation complexities of each component in UNet+SWM and DeepCrack+SWM are shown in Table 1 . the amount of operations of the module, and the parameters represent the number of learnable parameters in the module. For a fair comparison, 192×192 is chosen as the resolution of the input image. The original UNet in our experiments has approximately 31.4M parameters and 62.67GFLOPS, whereas the classifier head only adds 2.36M parameters and 0.17GFLOPS. For DeepCrack+SWM, the encoder module is also a heavy computational load when compared with SWM. Hence, integrated SWM into the encoder-decoder networks only increases a small fraction of the network complexity. Moreover, both the decoder module of UNet and DeepCrack have more FLOPS than their encoder module; Hence, a significant reduction in complexity can be achieved by simply skipping the redundancy decoder in the negative samples in crack detection. It should be mentioned that FLOPS is an indirect metric and only an approximation of the direct metric [41] , which means that networks with similar FLOPS may have different speeds. We found that the pooling indices [36] cost a lot of runtime in up-sampling operations although it only has a small portion of FLOPS in the decoder module of DeepCrack, which means that it will be significanlty accelerated when we skip the decoder module.
The floating point operations per second (FLOPS) indicate

IV. EXPERIMENTS AND RESULTS
In this section, we chose the classical UNet and DeepCrack as examples of the encoder-decoder based architecture and conducted extensive experiments to explore the effectiveness of the SWM.
A. DATASET AND PRE-PROCESSING
Evaluations were performed on the two datasets in our experiments.
a) CrackTree206 1 [42] contains 206 pavement images with a size of 800×600. All the images are focused on the crack area and taken by the phone camera. The cracks in images have some noises, such as shadows and occlusions. We used 126, 40, and 40 for training, validation, and testing, respectively. To argument the dataset, the training images were cropped to patches with the size of 160×160 pixels and a stride of 80 pixels, resulting in 7938 training images. b) AIMCrack 2 [13] contains 527 RGB images with a size of 1920×1080. The dataset is challenging because the images were captured in perspective view by the block-box that was mounted on the dashboard and far from the ground. Furthermore, the images contain irrelevant instances, such as buildings, vehicles, trees, and pedestrians. We divided the dataset into 327 images as the training set, 100 images as the test set, and the rest as the validation set. The road region was extracted from the images by the fixed-size region of interest (ROI) method to decrease the irrelevant objects. To test the network performance with different resolutions, we cropped the road ROI to patches with the larger size of 192×192 pixels, which is illustrated in Figure 6 . To argument the dataset, 1 https://sites.google.com/site/qinzoucn. 2 The dataset can be shared by the authors if requested. the training images were cropped with a stride of 96 pixels, resulting in 18639 images.
Detailed comparisons of the two crack datasets are shown in Table 2 . Compared to the CrackTree206, AIMCrack consists of more images and has a higher ratio of the number of negative patches to the positives. TABLE 2. Comparison of the two crack datasets. The number of patches is based on counting the cropped with non-overlapping. The N/P is the ratio of the number of negative patches to the number of positive patches.
B. EVALUATION METRIC
Two kinds of evaluation indicators were used to evaluate the results of crack detection. First, three common criteria in the crack detection domain were introduced. We measured the precision, recall, and F-Score based on the pixel-wise results for each image and reported the average. Second, crack detection can be seen as semantic segmentation, and hence a common intersection-over-union (IoU) was used to complement the evaluation of crack measurement. IoU, also known as the Jaccard index, has been used in the successive PASCAL VOC competitions since 2008 [43] . Let TP, FP, and FN be respectively the number of true positives, false positives, and false negatives, respectively, at the pixel-level.
N is the number of images in the test set. It should be mentioned that the TP, FP, and FN are computed with no pixel tolerance distance between the predicted and the ground-truth boundary. We compute:
To evaluate the computation complexity, we used the GPU inference time as the evaluation metric, which was reported on a computer with an Nvidia GTX1080Ti GPU and Intel i5 8500 CPU. The inference time was obtained from the forward times of the images and averaged among all the results.
C. EXPERIMENTAL SETTINGS
The experiments were conducted on an Nvidia GTX1080Ti GPU with 11GB memory and the deep learning framework Keras [44] with TensorFlow [45] backend. The UNet encoder module was initialized using pre-trained VGG-13 weights on ImageNet and the DeepCrack encoder module was pretrained VGG-16 weights. Other module weights were randomly initialized using a glorot normal distribution [46] .
For UNet, the learning rate was initially set to 0.0005 and decreased by one order after every 20 epochs. For Deep-Crack, we trained with the starting learning rate of 0.001 and the same learning rate schedule. All models were trained using the Adam [47] optimizer with a mini-batch size of 12.
The training was continued till validation loss converged. Data augmentation was also used, including popular horizontally flipping, arbitrary brightness (+5%) and random contrast (+5%).
We found that joint learning and fine-tuned method could be automatically learned and each of them could achieve a similar result in testing. However, we recommend using the fine-tuned method in practice because we do not need to select the weight factor (hyper-parameter) that controls the balance between the two task losses.
D. QUANTITATIVE RESULTS
To fairly compare with two methods, we used 0.3 as our prediction threshold to generate binary outputs. The performance of UNet, UNet+SWM, DeepCrack, and DeepCrack+SWM are reported in Table 3 . We noted that the performances of networks with integrated SWM could closely match the original networks while it yields faster processing speed. For the CrackTree206, our method (UNet+SWM) runs approximately 30.7% faster than UNet, and DeepCrack+SWM runs approximately 62.9% faster than DeepCrack. On the AIM-Crack dataset, the portion of the positive patch is lower than CrackTree206, and our method leads to a higher speedup, which is 39.1% faster than UNet and 86.8% faster than DeepCrack. The precision-recall (PR) curves and the average precision (AP) scores are provided in Figure 7 . The PR curves of UNet and UNet+SWM are identical to each other, the same are also true for DeepCrack and DeepCrack+SWM. These results again indicate that integration with SWM will maintain decent accuracy compared to the baseline network. We also noted that UNet performs slightly better than Deep-Crack in CrackTree206. However, for the AIMCrack dataset, the performances of DeepCrack are better. The difference in performance may be related with the fact that the number of training samples used for the networks training is much less in CrackTree206 (126 images) than in AIMCrack (327 images)). UNet is known as the model that is worked well in data-limited scenarios [35] , while DeepCrack is built on SegNet, which is primarily designed for semantic understanding of road/indoor scenes and demanded more training data [36] .
We also examined the performance of the classifier head to demonstrate the impact on crack detection. As shown in Table 4 , DeepCrack+SWM obtained a better result of classification than UNet+SWM. This is remarkable, considering that the backbone of the DeepCrack is the deeper model-VGG-16, while the UNet is VGG-13. SWM failed to detect some of the crack patches as false negatives (FN), which would not forward pass the decoder module. One may suspect that segmentation accuracy will significantly drop. Nevertheless, through the comparison result of the crack map, we found an interesting observation that more than half of The results of the classification on the two datasets. We define the TFN as the number of images with cracks that were failed to detect cracks by both the classifier head and the decoder module. the FN patches (predicted by SWM) were also predicted noncrack (considering a non-crack observation if the maximum value of the predicted is below 0.5) if we fed them into the decoder module. Therefore, most of the FN patches are not passed to the decoder module will not sacrifice the performance in crack detection.
E. QUALITATIVE RESULTS
Some results of samples from the CrackTree206 and AIM-Crack datasets are shown in Figure 8 and Figure 9 , respectively. The pavement images, ground-truth annotations, UNet segmentations along with our proposed UNet+SWM segmentations, and DeepCrack segmentations along with our proposed DeepCrack +SWM segmentations are provided. The final detection results are shown in rows 4,5,7 and 8. It can be observed that the networks with integrated SWM can obtain the accuracy result while keeping the performance levels nearly intact. These results further support the above observation. For patches of each image, the corresponding classification results are shown in the third and sixth rows in Figure 8 and Figure 9 . We highlighted the skipped patches (predicted as negative by SWM) with a color box in which the green squares represent the non-crack patches, the blue squares represent the crack patches that could not be detected even forward pass of the decoder module, and the red squares indicate that the patches that have cracks were failed to detect by the classifier. With more detailed observation, we again noticed that some FN samples are low contrast, thin width, and small enough that they could not be detected when conducted by the decoder module.
In the fifth row of Figure 8 and the fifth, eighth row of Figure 9 , the yellow rectangles show the situation in which the pixels that were not actual cracks were predicted as cracks in original network, whereas our method (integrated SWM) could reduce the noises generation, which is one of our method's advantages. The reason for this is when the sample is negative, our method skips out the decoder and directly output the negative map, avoiding the noise created by the encoder and decoder module. All qualitative results show that skipped FN samples have little effect on performance, which further supports the quantitative analysis.
F. COMPARISON WITH OTHER METHODS
The performances of other methods are reported in Table 5 and Figure 10 . CrackForest [4] utilizes the traditional image method to extract the features and introduces random structured forests [48] as a classifier for crack detection. The results show that all of the deep-learning methods have outperformed CrackForest. Note that CrackForest was implemented using MATLAB (R2016a) on a CPU (i5 8500), which is different from the other methods that running on a GPU. LinkNet [26] is an efficient encoder-decoder network that uses ResNet18 as its encoder and some full-convolution layers in its decoder. LinkNet can achieve a speed of about 10% faster than UNet+SWM at the cost of sacrificing the accuracy. ResUnet [49] is a shallower UNet-like model that is built with residual units [50] . This network cuts down the number of the down-sampling units and the up-sampling units to reduce the computational cost and the parameters of the network. The inference time of ResUNet is shorter than DeepCrack+SWM but is longer than UNet+SWM. DenseNet67 [51] is a larger and deeper encoder-decoder network with dense connections [52] in the intermediate layers. For the CrackTree206 dataset, DenseNet67 outperforms all of the other methods but demands more computation time. However, for the AIMCrack, the performances of UNet+SWM and DeepCrack+SWM are better. DeepCrack+SWM uses independent loss in each skip-layer, and effectively suppresses noise generation but costs a lot of runtime. UNet+SWM ranks No.2 in both the accuracy and efficiency in the two datasets. Compared with each method's speed and accuracy, UNet+SWM obtains a good balance between the accuracy and efficiency for crack detection.
G. DISCUSSION
We performed extensive experiments for the pixel-level crack detection on the CrackTree206 and AIMCrack datasets and showed that UNet+SWM and DeepCrack+SWM give a significant leap in efficiency over the original encoder-decoder architectures and without losing the accuracy in all tasks. The improvement is more significant when most areas of the pavement do not have a crack. We also visualized the results and showed that the encoder-decoder architectures with integrated SWM would not affect the results for all tasks.
We also evaluated the performances of different methods on crack detection. Although some segmentation models achieved decent performance in various applications, none of them was able to achieve the state-of-the-art segmentation performance on both datasets. The reason for this phenomenon may be two twofold: (i) Compared to the normal semantic image, cracks do not have a certain shape and usually have an extremely large aspect ratio (thin and long). Besides, the number of training data is limited. (ii) The cracks in two datasets are wide diversity in shape, scale, and shadow with illumination various effects.
AIMCrack is a more common scenario where the captured camera is far away from the object and the captured image exists in some irrelevant instances. However, the AIMCrack dataset was created by extracting 527 frames (crack images) from the 289 hours of the collected road video. The frames of the video data must have many non-crack images, which means that in real-world applications, the inference time will be further decreased if we feed the road video (unselected frames) to our network.
V. CONCLUSION AND FUTURE WORK
We hypothesize that for pavement detection, most spatial information is the non-crack area in the pavement image, which is common in the task of crack detection. We propose a simple and effective switch module, termed SWM, that is integrated into the encoder-decoder architecture to dynamically skip the decoder module and directly output the result when there is no crack in the input image. This method can dramatically boost the baseline speed while preserving accuracy. We choice UNet and DeepCrack as examples of the encoder-decoder architectures to show how SWM is built and integrated into the architectures to reduce computation complexity. Besides, the network can be replaced with the other encoder-decoder network for advanced performance. Finally, we conduct extensive experiments to support the proposed method.
The proposed method of crack detection can also be extended to other class imbalance domains: for example, estimating concrete bridge cracks at transportation hubs or detecting a tumor from medical images. Nevertheless, our method also has limitations. In particular, the SWM may not be able to be integrated into some non-encoder-decoder architectures (e.g., CrackNet-V [16] ). Besides, the method cannot achieve notable speed acceleration under a scenario where the object in the image has a consistent ratio against the background (e.g., Cityscapes [53] ).
In the future, we aim to adopt smaller architectures to further improve the system frame rates, or some of the stateof-art encoder-decoder networks to provide more reliable road segmentation. Furthermore, the current version of the proposed method can only be used for crack detection, and we will improve this method to simultaneously detect multiple defects on the road. HANSHEN CHEN received the M.S. degree in control theory and control engineering from the Zhejiang University of Technology, in 2012, where he is currently pursuing the Ph.D. degree in control science and engineering.
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