Motivated by recent study of the convergence of Calabi flow near a constant scalar curvature Kähler metric, we prove a similar theorem on the stability of the Kähler-Ricci flow near a Kähler-Einstein metric of positive scalar curvature.
Introduction
This is a continuation of section 5 in [CS] . We shall prove the following Theorem 1.1. Let (M, ω, J, g) be a Kähler-Einstein manifold of Einstein constant 1, i.e. Ric(g) = g. Then there is a C k,γ (k ≫ 1) tensor neighborhood N of (ω, J, g), such that the following holds. For any Kähler structure (ω ′ , J ′ , g ′ ) which lies in N and satisfies ω ′ ∈ 2πc 1 (M ; J ′ ), we denote by (ω(t), J(t), g(t)) the (normalized) Kähler-Ricci flow starting from g ′    ∂g(t) ∂t = −Ric(g(t)) + g(t), t ≥ 0 J(t) = J ′ t ≥ 0 g(0) = g ′ .
(1)
Then there is an isotopy of diffeomorphisms f t such that f * t (ω(t), J(t), g(t)) converges in C k,γ to a Kähler-Einstein metric (ω ∞ , J ∞ , g ∞ ) in a polynomial rate, i.e. there are constants C > 0, α > 0, such that
which is invariant under the action of the diffeomorphism group Diff(M ). The Ricci flow direction differs from the gradient of the so-called µ functional only by an infinitesimal action of Diff(M ). Both the Ricci flow and the µ functional are Diff(M )-invariant, and thus live on R(M )/ Diff (M ). Then on this quotient, the Ricci flow in the normalized form as in (1) is exactly the gradient flow of the µ functional. If [g 0 ] is a local maximum of µ on R(M )/ Diff (M ), then we ask whether the Ricci flow initiating from a nearby point would always stay close to [g 0 ] and converge to a maximum point of µ at infinity. If we were in finite dimension, then by Lojasiewicz's fundamental structure theorem for real analytic functions, the flow would converge polynomially fast to a unique limit at infinity provided the functional is real-analytic. The limit is also a local maximum, but possibly be different from the one we start with if there is a non-trivial moduli. Note in the case when the maximum is non-degenerate in the sense of Morse-Bott, then indeed we have exponential convergence. But if the maximum is degenerate, then we can not expect exponential convergence, and the rate of convergence depends on how bad the degeneracy is. For more details about the finite dimensional setting, the readers are referred to [CS] . Our problem has an infinite dimensional nature, but as in [Si] , the real difficulty is still finite dimensional. Heuristically, one can decompose the tangent space at [g 0 ] into the direct sum of two parts. One part is infinite dimensional but on which the Hessian of µ is non-degenerate, and the other part is finite dimensional on which we can apply Lojasiewicz's inequality. We need to check the functional µ is real-analytic near a Kähler-Einstein metric. The last problem is that our Kähler-Einstein metric may not be a local maximum of µ among all variations, but is so among all Kähler metrics in the same real cohomology class. This is enough for our purpose, thanks to the fact that such a subset is preserved under the Ricci flow.
This note is organized as follows. In section 2, we set up some notations and definitions. In section 3, we prove a Lojasiewicz type inequality for the µ functional(lemma 3.1), and prove a general stability theorem for the modified Ricci flow(lemma 3.2). In section 4, we prove theorem 1.1, using results in section 3.
Preliminaries
Suppose M is an n-dimensional smooth compact manifold. Denote by R(M ) the space of all Riemannian metrics on M . This is an open convex subset of the linear space of all smooth sections of symmetric 2-tensors on M . Later we will assign either the C k,γ topology or L 2 k topology on R(M ). Right now we simply take the C ∞ topology. For any smooth measure dm on M , we denote by
Given a Riemannian metric g, We define Perelman's functional
for any f ∈ C ∞ 0 (M ; dm; R). We will denote this functional either by
, where in the latter case we emphasize W as a function depending on both the metric g and the function f . Then by a straightforward calculation the first variation of W is given by Lemma 2.1.
For a given Riemannian metric g, we define Perelman's µ functional to be µ(g) = inf
By a minimizing procedure(see [Ra] ) the infimum is always achievable by a function f which possesses the same regularity as the metric g. From equation (4) we see that f satisfies the non-linear equation
We call a metric g ∈ R(M ) regular if there is a neighborhood U of g, such that for any g ′ ∈ U , the minimizer of W g ′ is unique and depends realanalytically on g ′ . The following lemma will be proved in the next section. Lemma 2.2. A normalized shrinking gradient Ricci soliton(i.e. Ric(g) + Hess f = g) is regular. Now we assume g is regular, then it is easy to see from (4) the first variation of µ is given by
where f is the minimizer of W g . If we endow R(M ) with the Riemannian metric
then we see that
So the critical points of µ are exactly normalized shrinking gradient Ricci solitons. The gradient flow of µ functional is
We shall call this flow the "modified" Ricci flow. We have Lemma 2.3. Up to an isotopy of diffeomorphisms, the gradient flow (10) is equivalent to the normalized Ricci flow
if we assume g(t) is regular for all time as long as the flow exists.
Proof. This is because under our hypothesis the function f (t) depends smoothly on t, and then we can translate between the two flows by the isotopy of diffeomorphisms generated by ∇ t f (t).
A stability lemma for the Ricci flow
We shall prove in the end of this section the following Lojasiewicz type inequality.
Lemma 3.1. Let g 0 be a normalized shrinking gradient Ricci soliton. Then there is a
, and constant C > 0, and α ∈ [ 1 2 , 1), such that for any g ∈ U , we have
For convenience, we denote
, the modified Ricci flow
as long as µ(g(t)) ≤ µ(g 0 ). In particular, if we know a priori that µ(g(t)) ≤ µ(g 0 ) for all t, then the flow g(t) exists globally for all time t, and converges in C k,γ to a limit g ∞ which is also a shrinking gradient Ricci soliton with µ(g ∞ ) = µ(g 0 ). The convergence is in a polynomial rate.
Proof. The proof is by Lojasiewicz arguements(see [CS] ). For convenience, we include the details here. Choose k large and δ > 0 small such that all metrics in V k,γ δ are regular with (12) true, and the short time existence is uniform up to time 1 for the flow starting from metrics in V k,γ δ . It suffices to prove that there exists 0 < δ 1 < δ 2 < δ such that for any modified Ricci flow solution g(t) with figure 1) . By the fundamental curvature estimates of Hamilton, for any integer l ≥ 1, and t ≥ 1, we have
where the norm is with respect to the metric g(t). Since all metrics in V k,γ δ are regular, this gives
Fix β ∈ (2 − 1 α , 1), then by interpolation inequalities for tensors, for any integer p ≥ 1 there is an N (p)(independent of t ≥ 1), such that
we get
where ǫ(δ 1 ) → 0 as δ 1 → 0. Since the Sobolev constant is uniformly bounded in V k,γ δ , we obtain for any l ≥ 1,
and
Since the C k,γ norm defined by metrics in V k,γ δ are equivalent to each other, we obtain
By the finite time stability of Ricci flow, we have
, and ǫ(δ 1 ) ≤ δ 2 , then the first part of the lemma is proved. Now we assume µ(g(t)) ≤ µ(g 0 ) for all t, then g(t) exists for all time. Indeed, g(t) can never exit N
we have a decay estimate
Then for any t 2 ≥ t 1 , the same argument as before shows
Hence the flow g(t) converges uniformly in C k,γ to a limit g ∞ , and let t 2 → ∞ we obtain polynomial decay rate. By (16) and (18), we see that ∇µ(g ∞ ) = 0, and µ(g ∞ ) = µ(g 0 ). So g ∞ is a shrinking gradient Ricci soliton. Now we prove lemma 2.2. We first show the minimizer of W g is unique if g is a shrinking gradient Ricci soliton.
Lemma 3.3. If g is a shrinking gradient Ricci soliton:
with M e −f dVol g = 1, then the minimizer of W g is unique and is equal to f . In particular, if Ric(g) = g, then the minimizer of W g is log Vol g (M ).
Proof. Let φ t be the one-parameter group of diffeomorphisms generated by ∇f , and denote g(t) = φ * t g. Then
Suppose v is any minimizer of W g , Now solve the backward heat equation
in a small time interval [0, τ ]. Let ψ t be the isotopy of diffeomorphisms generated by the (time-dependent) vector fields −∇ t v(t). Denoteg(t) = ψ * t g(t), andṽ(t) = ψ * t v(t), then ∂g(t) ∂t =g(t) − Ric(g(t)) − Hess tṽ (t), and
Then by (4) we have
However, since allg(t) are in the same Diff(M ) orbit, we have µ(g(t)) ≡ µ(g).
.
and so v = f .
In general, for any function f , we denote by d * f and ∇ * f the adjoint of the d and ∇ with respect to the measure e −f dVol g . Perelman( [Pe] ) observed the following Bochner formula relating the twisted Hodge Laplacian ∆
where ξ is any one-form and Ric f = Ric + Hess f . This gives immediately the following Lemma 3.4. Suppose Ric(g 0 ) + Hess f 0 = g 0 , then the first nonzero eigenvalue of −∆ f 0 acting on functions is greater than one.
Proof of lemma 2.2. Suppose Ric(g 0 ) + Hess f 0 = g 0 . Define
Then L is a real-analytic map between Banach manifolds. We have L(g 0 , f 0 ) = 0, and the differential of L at (g 0 , f 0 ) has its second component equal to
This is an isomorphism by lemma 3.4. Thus by the real-analytic version of the implicit function theorem for Banach manifolds, there is a C k,γ neighborhood V 1 of g 0 in R(M ) and a real-analytic map P :
, and L(g, P (g)) = 0.
Moreover, there is a δ > 0 such that if L(g, f ) = 0 for some g ∈ V 1 and ||f || C k,γ ≤ δ, then f = P (g). Now P (g) ∈ C k,γ 0 (M ; dVol g ; R) satisfies the equation
In particular, P (g) is a critical point of W g . Now we claim that we can choose V 2 ⊂ V 1 , such that for any g ∈ V 2 , the minimizer for W g is unique and is equal to P (g). Suppose this were false, then there would be a sequence g i ∈ V 1 , and a minimizer f i of W g i , such that g i → g 0 in C k,γ topology, and
2 , then u i is a minimizer of the functional
Moreover, we have W g i (u i ) = µ(g i ) and
By definition, Perelman's µ functional is upper semi-continuous, i.e.
Thus for all i we have
Here C is a constant which does not depend on i, but might vary from line to line. Choose ǫ > 0 small such that 2 + 2ǫ = 2n n−2 . By Jensen's inequality,
Since g i ∈ V 1 , we have a uniform bound of the Sobolev constant, so
From these we obtain that
and thus
As in [Ra] , by elliptic regularity, we obtain
and then for any β ∈ (0, 1),
Note by assumption the C k,γ norm defined by all the metrics g i are equivalent to that defined by the metric g 0 . By passing to a subsequence we can assume u i converges to a limit u ∞ in C 1,β . Since u i is a positive minimizer of W g i , u ∞ is a non-negative minimizer of W g 0 . By the strong maximum principle in [Ra] , u ∞ is strictly positive. So we obtain a uniform positive lower bound for u i . Then we get a uniform C 1,β bound on f i . Now by applying elliptic regularity for f i , we get
So by passing to a subsequence, f i converges in weak C k,γ topology to f ∞ . Then it is easy to see that f ∞ = −2 log u ∞ is a minimizer for W g 0 . By lemma 3.3 we obtain f ∞ = f 0 . Note again implicit function theorem ensures that for i sufficiently large any critical point of W g i which is C k,γ ′ (γ ′ slightly smaller than γ) close to 0 must be P (g i ). Thus f i = P (g i ), and we arrive at a contradiction.
Proof of lemma 3.1 Denote by R ′ (M ) the space of regular Riemannian metrics on M. R ′ (M ) is endowed with the Riemannian metric given by equation (8). We put the L 2 k topology on R ′ (M )(for convenience we do not use the Hölder norm here) and denote the completion by R ′ k (M ), so that R ′ k (M ) becomes a Banach manifold. Near a point g, R ′ k (M ) can be identified with an open set in the Banach space Γ k (g), which is the space of L 2 k sections of the bundle of symmetric two-tensors h. This gives rise to a coordinate chart for R ′ k (M ). We shall then identify any h ∈ R ′ k (M ) close to g with its "coordinate" h ∈ Γ k (g), by abuse of notation.
Let Diff k+1 (M ) be the group of L 2 k+1 diffeomorphisms of M . It acts on R ′ (M ), preserving the Riemannian metric. Notice that both µ and ||∇µ|| are invariant under the action of Diff k+1 (M ). In a neighborhood of the identity map, Diff k+1 (M ) is modelled on the linear space g k+1 of L 2 k+1 vector fields X on M . At g 0 , the tangent space to the Diff k+1 (M ) orbit of g 0 is given by the image of
where ∇ s X is the symmetrization of ∇X. The normal space to Im L k with respect to the Riemannian metric is given by Ker L * k = ker ∇ * f 0 , which consists of L 2 k divergence free symmetric 2-tensors. By the standard slice theorem(see for example [Eb] ), there are neighborhoods U ⊂ V of g 0 in R k (M ) for any g ∈ U , there is a φ ∈ Diff k+1 (M, dm) close to identity such that φ * g = h ∈ V ∩ Ker L * k . Here we implicitly made use of the identification mentioned above. Thus it suffices to prove inequality (12) for
We still denote by µ its restriction to Q, and ∇ Q µ the gradient of µ on Q, with respect to the constant metric on Q induced from Γ k (g 0 ). Then ∇ Q µ ∈ Ker L * k−2 and we have for any g ∈ Q
So it suffices to prove Lemma 3.5. There exists a neighborhood N ⊂ Q of g 0 and constant C > 0, α > 0, such that for any g ∈ N , we have
Proof. We follow the same pattern of arguments as in [CS] . By (9), 0 is a critical point of µ. By a direct computation, the Hessian of µ at 0 (viewed as an operator from Ker L * k to Ker L * k−2 ) is given by:
which is a "twisted " Lichnerowicz Laplacian. Then H 0 is an elliptic differential operator of order 2 on Ker L * k . So it has a finite dimensional kernel W 0 which consists of smooth elements, and we have the following decomposition:
where H 0 restricts to an invertible operator from W ′ k to W ′ k−2 . So there exists a c > 0, such that for any η ′ ∈ W ′ , we have
By the implicit function theorem, there are small constants ǫ 1 , ǫ 2 > 0, such that for any
is also small since W 0 is finite dimensional), there exists a unique element
This is a real analytic function with η 0 = 0 as a critical point. For any η 0 ∈ W 0 , it is easy to see that ∇F (η 0 ) = ∇ Q µ(η 0 + G(η 0 )) ∈ W 0 . Now we shall estimate the two sides of the inequality (22) separately. For any η ∈ W with ||η|| L 2 k ≤ ǫ, we can write η = η 0 + G(η 0 ) + η ′ , where
For the left hand side of (22), we have:
The first two terms are L 2 orthogonal to each other. For the second term we have
For the last term, we have
Therefore, we have
For the right hand side of (22), we have
Now we apply the usual Lojasiewicz inequality to F , and obtain that
for some α ∈ [ 1 2 , 1). Together we have proved (22).
Proof of the main theorem
Now we shall prove theorem 1.1. Suppose (M, ω, J, g) is a Kähler-Einstein metric of Einstein constant one. Denote by N k,γ δ the space of all Kähler structures (ω ′ , J ′ , g ′ ) with ω ′ ∈ 2π · c 1 (M ; J ′ ) and
Then there exists a small δ, such that any (ω ′ , J ′ , g ′ ) ∈ N k,γ δ satisfies c 1 (M ; J ′ ) = c 1 (M ; J), and such that the inequality (12) is satisfied for any Kähler metric (ω ′ , J ′ , g ′ ) ∈ N k,γ δ , by lemma 3.1. By definition and lemma 3.3,
and the equality holds if and only if Ric(g ′ ) = g ′ . In particular, we have
Since the Kähler-Ricci flow preserves the anti-canonical Kähler condition, we are able to make use of lemma 3.2, and obtain constants 0 < δ 1 < δ 2 < δ such that the modified Ricci flow starting from any g ′ ∈ N k,γ δ 1 converges in
polynomially fast with µ(g ∞ ) = µ(g). This latter condition implies that g ∞ is indeed Einstein. The complex structure J(t) under the modified Ricci flow evolves as
where D is the Lichnerowicz Laplacian in Kähler geometry. Since ∇µ((g(t))) = Ric(g(t))−g(t)+Hess t f (t) = [Ric(g(t))−g(t)+∇ t∇t f (t)]+D t f (t)
is a point-wise orthogonal decomposition, we see that
thus by following the argument in the proof of 3.2, we see that J(t) also converges in C k,γ to a limit J ∞ polynomially fast. Moreover, J ∞ and g ∞ are compatible, so the Kähler structures (ω(t), J(t), g(t)) converges in C k,γ to the Kähler-Einstein structure (ω ∞ , J ∞ , g ∞ ) in N k,γ δ 2
. By lemma 2.3, we conclude the main theorem. The last part follows from [CS] . Remark 4.1. For a Kähler-Ricci soliton, since we do not know whether it is always a maximizer of µ among nearby Kähler metrics in a fixed real cohomology class, we can not conclude stability of Kähler-Ricci flow in this case. But similar arguments using lemma 3.2 can show that if the Kähler-Ricci flow converges by sequence to a Kähler-Ricci soliton in the sense of Cheeger-Gromov, then it converges uniformly and polynomially fast in the sense of theorem 1.1. The uniqueness of the limit soliton of a Ricci flow has been proved by N. Sesum([Se2] ) under the assumption of integrability.
