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Abstract
We note that Su and Wang (2017, On Time-varying Factor Models: Estimation and Testing, Journal
of Econometrics 198, 84-101) ignore the bias terms when estimating the time-varying factor models. In
this note, we correct the theoretical results on the estimation of time-varying factor models. The
asymptotic results for testing the correct specification of time invariant factor loadings are not affected.
JEL Classification: C12, C14, C33, C38.
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1 Introduction
Su and Wang (2017, SW hereafter) introduced a time-varying factor model where factor loadings are allowed
to change smoothly over time and proposed a local version of the principal component analysis (PCA) to
estimate the latent factors and time-varying factor loadings simultaneously. After the paper was published,
we found that some bias terms have been ignored. As a result, the limiting distributions of the estimated
factors and factor loadings should be revised. In this paper, we correct the main results in SW. The notations
are the same as SW unless otherwise specified. All proofs are contained in the online supplementary
appendix.
We summarize the main corrections as follows. First, the leading bias terms in the factor loading




as in standard kernel regressions. Second, the estimator of the common factor
remains asymptotically unbiased for a rotational version of the true factors. Third, the bias of the estimated
factor loadings does not affect the distributions of our test statistic under the null hypothesis and the usual
sequence of Pitman local alternatives.
∗Su gratefully acknowledges the funding support provided by the Lee Kong Chian Fund for Excellence. Wang acknowledges
financial supports from the National Science Foundation of China (No.71873151, No. 71401160). Address correspondence to:
Xia Wang, Lingnan (University) College, Sun Yat-sen University, Guangzhou 510275, China, Phone +86 8411 1191. Email:
wangxia25@mail.sysu.edu.cn.
1
2 Correction on the limiting distributions of the estimated factors
and factor loadings
The time-varying factor model in SW is given as follows:
Xit = λ
′
itFt + eit, (2.1)
where {Xit, i = 1, 2, . . . , N ; t = 1, 2, . . . , T} is an N -dimensional time series with T observations, Ft is an
R × 1 vector of common factors, eit is the idiosyncratic error, and the time-varying factor loading λit is
assumed to be a nonrandom function of t/T :
λit = λi(t/T ). (2.2)












































irFt + di(t, r)
′Ft + eit ≡ λ′irFt + ∆i(t, r) + eit, (2.4)
where ∆i(t, r) = di(t, r)
′Ft. Compared with Eq. (3.1) in SW, we explicitly give out the additional term
∆i(t, r), which represents the approximation error in the common component and will generate some bias





h,tr Ft, where k
∗
h,tr = h
−1K∗r ((t− r) /(Th)) and K∗r is the boundary kernel used in
SW and constructed from a univariate kernel K with compact support [−1, 1]. As in SW, we can obtain the




t and the associated LPCA estimator λˆir of the the factor loadings
λir. SW’s estimator of Ft is obtained by running the cross-sectional regression of Xit on λˆit.






1 (r/T ) , ..., λ
(c)
N (r/T ))
′ where λ(c)i (·) denote the cth order deriva-
tive of λi (·) for c = 1, 2. Let κ2 =
∫ 1
−1 u
2K(u)du. To derive the asymptotic distribution of these estimators,
we strengthen SW’s conditions on the factor loadings and bandwidth.
Assumption A.1*: (i) λi(·) is third-order continuously differentiable with maxi,t ‖λ(c)i (t/T ) ‖ ≤ c¯λ for
c = 1, 2, 3 and some finite constant c¯λ.
(ii) As (N,T ) → ∞, Th7 → 0, Nh6 → 0, Th/N → 0, Nh/T → 0, Th2 → ∞, Nh2 → ∞, and
Th/N1/2 →∞.
Assumption A.1*(i) requires that λi(·) be third-order continuously differentiable, which will greatly
simplify the derivation. Assumption A.1*(ii) strengthens the conditions in SW’s Assumption A.3(ii).
Theorems 2.1-2.3 below provide the limiting distributions of Fˆ
(r)
t , λˆir, and Fˆt, which are parallel to
Theorems 3.1-3.3 in SW.
2
Theorem 2.1 Suppose that Assumptions A.1, A.2(i) and A.3(i) in SW and Assumption A.1* hold. Then,
















d→ N (0, V −1r QrΓrtQ′rV −1r ) ,































































NT denotes the R × R diagonal











in descending order with Υr being the corresponding (normalized) eigenvector










t as the pseudo-true factors, we note that the bias term B
(r)
t consists of three





that are of respective orders OP (h) and
OP (h
2) and generated from the third-order Taylor expansion of di(t, r). In the eigenvalue analysis, there






out. The second part in B
(r)






















2. The first component is derived from the usual local constant estimation








the derivation. Consequently, B
(r)
t is OP (h), which is quite large but does not cause much trouble in the
asymptotic analyses of λˆir and Fˆt.
Theorem 2.2 Suppose that Assumptions A.1, A.2(ii) and A.3(i) in SW and Assumption A.1* hold. Then,































When we treat H(r)−1λir as the pseudo-true factor loadings, Theorem 2.2 indicates that the bias of λˆir
contains three terms that are associated with λir and its first and second order derivatives, respectively.
The term related to λir is introduced by the bias terms in Fˆ
(r)
t , the term related to λ
(2)
ir is derived from
the conventional nonparametric kernel estimation, and the term associated with λ
(1)
ir is obtained from the
interaction between the other two bias terms.
Theorem 2.3 Suppose that Assumptions A.1, A.2(i) and A.3(i) in SW and Assumption A.1* hold. Then,





































×[C¯(t)1 ΣF C¯(t)′1 + (C¯(t)2 + C¯(t)3 )ΣFH(t)]}H(t)′.
3
Theorem 2.3 suggests that Fˆt is asymptotically unbiased for H¯
(t)′Ft. The difference between H¯
(t) and
H(t) is given by −H˘(t)(QtΣΛtQ′t)−1, an OP (h2) term that arises from the approximation error di (t, r).
Following Bai (2003) and SW, we can also derive the limit theory of the estimated common components
from Theorems 2.2-2.3. Recall that C0it = λ
′
itFt and Cˆit = λˆ
′
itFˆt. The following theorem studies the
asymptotic distribution of Cˆit.
Theorem 2.4 Suppose that Assumptions A.1, A.2, A.3(1) in SW and Assumption A.1* hold. Then, for








Cˆit − C0it −BC(i, t)
)
d→ N (0, 1) ,











Ft, BF (t) = −(QtΣΛtQ′t)−1H˘(t)′Ft, V1it = λ′itΣ−1Λt ΓttΣ−1Λt λit,







In comparison with the result in Theorem 3.4 in SW, the estimator Cˆit also exhibits biases that are
OP (h
2), carried over from estimates λˆir and Fˆt.
The following theorem is a correction of Theorem 3.5 in SW and it reflects the contribution of the
approximation error.
Theorem 2.5 Suppose that Assumptions A.1, A.3(i) and A.4 in SW and Assumption A.1* hold. Then
(i) maxi,t
∥∥∥λˆit −H(t)−1λit∥∥∥ = OP ((Th/ lnT )−1/2 + h2) ,
(ii) maxt
∥∥∥Fˆt −H(t)′Ft∥∥∥ = OP ((N/ lnT )−1/2 + h2) ,
(iii) maxi,t
∣∣∣Cˆit − C0it∣∣∣ = oP ((Th/ lnT )−1/2T 1/8 + h2T 1/8) .
3 Effects of the approximation error on the limiting distribution
of the test statistic
SW propose a statistic to test the null hypothesis of constant factor loadings, namely, H0 : λit = λi0 for
all (i, t). The test is based on the comparison between the conventional PCA estimates of the common
components under the null (e.g., Bai and Ng (2002)) and the LPCA estimates under the alternative of









2, where λ˜i0 and F˜t are the PCA estimates
of the factor loadings and factors under the null. SW study the asymptotic distribution of Mˆ under H0
and a sequence of Pitman local alternatives H1 (aNT ) : λit = λi0 + aNT gi( tT ) for each i and t, where
aNT = T
−1/2N−1/4h−1/4. Like Assumption A.1*(i), we now require gi (·) to be third order continuously
differentiable.
According to the results in Section 2, we note that





k∗h,stFseis +BΛ(i, t) +RΛ(i, t) and





λiteit +BF (t) +RF (t),
4
where RΛ(i, t) and RF (t) represent the smaller order terms in the asymptotic expansions. Under H0, all
derivatives of λi (·) are zero and one can readily verify that BΛ(i, t) = BF (t) = 0 so that the limiting null
distribution of Mˆ in SW continues to hold. Under H1 (aNT ), the first and second order derivatives of λi (t/T )
are given by λ
(c)
it = aNT g
(c)
i (t/T ) with c = 1, 2. As a result, BΛ(i, t) = OP (aNTh
2) and BF (t) = OP (aNTh
2),
both of which are sufficiently small so that Lemmas B.1-B.3 in SW still hold (see Appendices B and C in
the online supplement). In short, the presence of approximation error in λˆit and Fˆt does not affect the
limiting distributions of our test statistic under H0 and H1(aNT ). We do not repeat the results here but
rather provide a sketched proof in the online supplement.
4 Conclusion
In this paper, we correct the errors in SW which are due to the ignorance of an approximation error.
The approximation error causes some bias terms to show up in the limiting distributions of the estimated
factor loadings and alters the rotational matrix in the factor estimates. But it does not affect the limiting
distributions of our test statistic under either the null hypothesis or the local alternative hypothesis.
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t ≡ B(r)2t,1 +B(r)2t,2. Let λ(c)ir = λ(c)i ( rT ) for c = 1, 2.
A Proofs of Theorems in Section 2
We first state two lemmas that are used in proving the main results, which are parallel to Lemmas A.1 and
A.2 in SW.







]Fˆ (r) = V
(r)




, (ii) T−1Fˆ (r)
′









, and (iv) H(r)H(r)′ = Σ−1F + OP (C
−1
NT ), where Vr and Qr are as defined in
Theorem 2.1.
Lemma A.2 Suppose that Assumptions A.1 and A.3(i) in SW and Assumption A.1* hold. Denote B(r) =(
B
(r)
1 , · · · , B(r)T
)′
. Then (i) 1T






∥∥∥(Fˆ (r) − F (r)H(r) −B(r))′Fˆ (r)∥∥∥ = OP (C−2NT ).
Proof of Theorem 2.1 Let D(s, r) = (d1(s, r), ..., dN (s, r))
′. Noting that (NT )−1X(r)X(r)
′
















































































































































































where A1(t, r), ..., A4(t, r) are as defined in SW and Al(t, r), l = 5, ..., 9, arise from the approximation error
D (t, r) . Note that V
(r)−1






















. This completes the proof of Theorem 2.1. 
Lemma A.3 Suppose that Assumptions A.1 and A.3(i) in SW and Assumption A.1* hold. Then (i)√
Nh [A1(t, r) +A2(t, r)] = oP (1), and (ii)
√
NhAl(t, r) = oP (1) for l = 4, ..., 9.











































































































ThBΛ(r)+oP (1), where BΛ(r) = {C¯(r)1 ΣFλ(1)ir + 12Q−1′r ΣFλ(2)ir











d→ N(0, (Q−1r )′Ωi,rQ−1r ) by A.1(iii) and Assumption A.2(ii). This completes the proof. 
Lemma A.4 Suppose that Assumptions A.1 and A.3(i) in SW and Assumption A.1* hold. Then
(i)
√











ir + oP (1),
(iii)
√























ir + oP (1).
Lemma A.5 Suppose that Assumptions A.1 and A.3(i) in SW and Assumption A.1* hold. Then for

















i λˆit(λˆit −H(t)−1λit)′H(t)′Ft =
√
NH˘(t)′Ft + oP (1) where H˘(t) is defined in Theorem 2.3.
Proof of Theorem 2.3. Noting that Xit = λˆ
′
itH
(t)′Ft + eit + (H(t)−1λit − λˆit)′H(t)′Ft, we have



































it. By Lemmas A.5,
√








































































where H¯(t) = H(t)− (QtΣΛtQ′t)−1H˘(t).

Proof of Theorem 2.4. Recall that BF (t) = −(QtΣΛtQ′t)−1H˘(t)′Ft. Note that





λˆit −H(t)−1λit −BΛ(i, t)
)′ (










































it = OP (h
4), C
(4)
it = OP ((Th)
−1/2h2), and C(7)it = OP (N











(t)−1)′BF (t) +BΛ(i, t)′H(t)′Ft = BC(i, t) + oP (C¯−1NT ) where C¯NT ≡









N(Fˆt −H(t)′Ft −BF (t)) = (QtΣΛtQ′t)−1Qt 1√N
∑
i λiteit + oP (1) . These results, along with
the fact that H(t)H(t)′ = Σ−1F +OP (C
−1
NT ) by Lemmas A.1(iv), imply that
C¯NT
[










































ξ2it + oP (1) ,
where ξ1it ≡ λ′itΣ−1Λt 1√N
∑






Th )Fseis. By Assumption A.2, ξ1it
d→
N (0, V1it) and ξ2it
d→ N (0, V2it) . It is easy to show that ξ1it and ξ2it are asymptotically independent.
Consequently, we have V
−1/2






The next lemma is needed in the proof of the uniform convergence results in Theorem 2.5.





1 , ..., B
(r)
T )
′, and B(r)Λ = (BΛ (1, r) , ..., BΛ (N, r))
′. Suppose
that the conditions in Theorem 2.5 hold. Then
(i) maxr
∥∥∥V (r)NT − Vr∥∥∥ = oP (1) ,
(ii) maxr





∥∥∥Fˆ (r) − F (r)H(r) −B(r)∥∥∥2 = OP (T−1h−1 +N−1 lnT )+ oP (h4),
(iv) maxr
∥∥∥ 1T (Fˆ (r) − F (r)H(r) −B(r))′F (r)H(r)∥∥∥ = OP (T−1h−1 +N−1 lnT )+ oP (h4),
(v) maxi,r
∥∥∥ 1T (Fˆ (r) − F (r)H(r) −B(r))′e(r)i ∥∥∥ = OP (T−1h−1 +N−1 lnT ) + oP (h4) ,
(vi) maxi,r
∥∥∥ 1T (Fˆ (r) − F (r)H(r) −B(r))′∆(r)i ∥∥∥ = OP (T−1h−1 +N−1 lnT ) + oP (h4) ,
(vii) maxi,r
∥∥∥ 1TH(r)′F (r)′∆(r)i ∥∥∥ = OP ((Th)−1 + (Th/ lnT )−1/2 h+ h2),
(viii) maxi,r
∥∥∥ 1T B(r)′e(r)i ∥∥∥ = OP ((Th/ lnT )−1/2 h),
(ix) maxi,r
∥∥∥ 1T Fˆ (r)′B(r)H(r)−1λir∥∥∥ = OP ((Th)−1 + (Th/ lnT )−1/2 h+ h2 +N−1h lnT ),
(x) maxi,r
∥∥∥ 1T B(r)′∆(r)i ∥∥∥ = OP (h2),
(xi) maxr








∥∥∥∥(Λˆr − ΛrH(r)−1′ −B(r)Λ )′ ΛrH(r)−1′∥∥∥∥ = OP (C−2NT lnT ) ,
(xiv) maxr
∥∥∥∥ 1N (Λˆr − ΛrH(r)−1′ −B(r)Λ )′ er∥∥∥∥ = OP (C−2NT lnT ) .
Proof of Theorem 2.5. (i) By (A.2), λˆir−H(r)−1λir =
∑8
l=1Dl(i, r). SW have shown that maxi,r ‖D1(i, r)‖
= OP ((Th/ lnT )
−1/2). By Lemma A.6(v), maxi,r ‖D2(i, r)‖ = OP (T−1h−1 + N−1 lnT ) + oP (h4). By
Lemma A.6(iii)-(iv), maxi,r ‖D3(i, r)‖ = OP (T−1h−1 + N−1 lnT ) + oP (h4). By Lemma A.4(vii)-(x),∑8
l=4 maxi,r ‖Dl(i, r)‖ = OP ((Th)−1+(Th/ lnT )−1/2 h+h2+N−1h lnT ). Then maxi,r
∥∥λir −H(r)−1λir∥∥ =
OP ((Th/ lnT )
−1/2 +h2).
(ii)-(iii) The proof follows from that of Theorem 3.5(ii)-(iii) in SW by using Lemma A.6(xi)-(xiv) with
obvious modifications. 
B Proofs of Theorems in Section 4 of SW
The proofs of Theorems 4.1 to 4.3 in SW rely on Lemmas B.1-B.3. We argue that these three lemmas all
hold under H1(aNT ). Then the results in SW’s Theorems 4.1 to 4.3 continue to hold.
Lemma B.1 Suppose that Assumptions A.1, A.3(i), A.4, and A.7 in SW and Assumption A.1* hold. Then
under H1 (aNT ) with aNT = T−1/2N−1/4h−1/4,
(i) maxr
∥∥∥V (r)NT − V0∥∥∥ = OP (C−1NT (lnT )1/2),
(ii) maxr
∥∥H(r) −H0∥∥ = OP (C−1NT (lnT )1/2),
(iii) maxr








∥∥∥Fˆt −H(t)′Ft∥∥∥2 = OP (N−1) .
Lemma B.2 Suppose that Assumptions A.1, A.3(i), A.4 and A.7 in SW and Assumption A.1* hold. Then
under H1 (aNT ) with aNT = T−1/2N−1/4h−1/4,
(i) 1T
∥∥∥F˜ − FH∥∥∥2 = OP (C−20NT ) ,




+ oP (aNT ) ,




+ oP (aNT ) ,
4
(iv) 1T (F˜




+ oP (aNT ) ,













∥∥∥λ˜i0 −H−1λi0∥∥∥2 = OP (C−20NT ) ,
(viii) maxr
∥∥∥(H(r)−1)′ Sˆ−1λ,rH(r)−1 − (H−1)′ V −1NT ( 1T F˜ ′F )∥∥∥ = OP (C−1NT (lnT )1/2).
Lemma B.3 Let RΛ(i, t) =
∑8




F (t) be as defined in
SW (Lemma B.3). Suppose that Assumptions A.1, A.3(i), A.4 and A.7 in SW and Assumption A.1* hold.






















∥∥R0F (t)∥∥2 = OP (C−40NT )+ oP (a2NT ) .
Proofs of Theorems 4.1-4.3 in SW As Lemmas B.1-B.3 remain valid with little modifications, the proofs
in SW continue to hold. 
C Proof of the Technical Lemmas in Appendices A and B
Proof of Lemma A.1. (i) From the method of local PCA, we have
(NT )−1X(r)X(r)
′
Fˆ (r) = Fˆ (r)V
(r)
NT . (C.1)
Premultiplying both sides by T−1Fˆ (r)
′
and using the fact that T−1Fˆ (r)
′
Fˆ (r) = IR, we obtain the first equality








(r)′ and plugging X(r) = F (r)Λ′r + ∆
(r) + e(r)

























































































NT 2 }. SW show that
∥∥∥d(r)NT,1∥∥∥ = OP (T−1h−1 + N−1/2). Now, we want to show ∥∥∥d(r)NT,2∥∥∥ =
OP (T







t = ΣF +
OP (T
−1/2h−1/2) as in SW. First, we study 1NT Λ
′
r∆





























where ϕ1,tr = Fˆ
(r)












′. By tedious but straightforward analysis, we can show that∑9
l=1 Θ1l = OP (h















































(r)′Fˆ (r) = OP (h2). Similarly, we have that 1NT Λ
′
r∆
(r)′F (r) = OP (h2).
Second, we study 1NT 2F
(r)′∆(r)∆(r)′Fˆ (r).Noting that T−1/2
∥∥∥Fˆ (r)∥∥∥
sp
= 1, we have 1NT 2
∥∥∥F (r)′∆(r)∆(r)′Fˆ (r)∥∥∥ ≤
1
NT 3/2
∥∥F (r)′∆(r)∆(r)′∥∥ . In addition,
1
N2T 3































(r)′∆(r)∆(r)′Fˆ (r) = OP (h2).
Third, we study 1NT 2F
(r)′∆(r)e(r)′Fˆ (r). Note that 1NT 2
∥∥∥F (r)′∆(r)e(r)′Fˆ (r)∥∥∥ ≤ 1NT 3/2 ∥∥F (r)′∆(r)e(r)′∥∥ .






tdi(t, r) = OP
(
h2 + (Th/ lnT )−1/2h
)































































(r)′∆(r)e(r)′Fˆ (r) = OP ((Th)−1/2 + h2) and
∥∥∥d(r)NT,2∥∥∥ = OP ((Th)−1/2 +N−1/2 + h2). The rest
of the proof then follows that of Lemma A.1(i) in SW.
(ii)-(iii) The proof is exactly the same as that of Lemma A.1(ii)-(iii) in SW. 






t − B(r)t =
∑9





∥∥∥Fˆ (r)t −H(r)′F (r)t −B(r)t ∥∥∥2 ≤ ∥∥∥V −(r)NT ∥∥∥2 9T ∑t∑9l=1 ∥∥∥V (r)NTAl(t, r)∥∥∥2 by the Cauchy-Schwarz (CS here-
after) inequality. By Lemma A.1(i), we can bound 1T
∑





∥∥∥V (r)NTAl(t, r)∥∥∥2 . The terms associated with A1 (t, r) to A4 (t, r) have been analyzed by SW. Now, we







































2t,2. By (A.1) and the CS inequality, A51(r) ≤
9
∑9








s D(s, r)′ ΛrF
(r)
t ||2. By analyzing A51l(r) one by
one, we can show that A51(r) = OP (C
−2


































∥∥∥F (r)t ∥∥∥2 A¯52(r)2,
where A¯52(r) =





















∥∥∥∥∥ = OP ((Th)−1/2 h) +O((Th)−1)
by the CS inequality and the uniform approximation of Riemann summation to a definite integral. Then




+ h4) = OP (C
−2
NT ). Similarly,




















































































+ h6) = oP (C
−2
NT ),




T ), c2,sr = C¯
(r)
2 κ2h







t ‖A5(t, r)‖2 = OP (C−2NT ).
Next, noting that 1T
∑
s























































Similarly, we can show that 1T
∑
t
























































To establish the last claim, we first obtain a rough bound for 1T
∑
t
∥∥∥V (r)NTA9(t, r)∥∥∥2 = OP (h2). Then com-
bining the above results, we obtain 1T
∑
t
∥∥∥Fˆ (r)t −H(r)′F (r)t −B(r)t ∥∥∥2 = OP (T−1h−1 +N−1 +h2). With this
7
preliminary result, we can readily obtain a better control on 1T
∑
t









































1t . Combining the above results yields the desired result.
(ii) By (A.1), 1T (Fˆ
(r)−F (r)H(r)−B(r))′F (r)H(r) = V (r)−1NT
∑9
l=1 A¯l(r)H






























































∥∥A¯51(r)∥∥ ≤ Aˇ51(r) 1T ∑t ∥∥∥F (r)t F (r)′t ∥∥∥ = Aˇ51(r)OP (1) , where Aˇ51(r) = || 1NT ∑s∑i ϕ1,srF (r)′s di(s, r)λ′ir||.
By (A.1), Aˇ51(r) =
∑9










ir. By tedious calcula-
tions, we can show that
∑9
l=1 Aˇ51l(r) = OP (C
−1
NTh
2) = OP (C
−2
NT ). For, A¯52(r), we can apply Lemma A.1(i)











































∥∥∥∥∥ = OP ((Th)−1/2h2 + (Th)−1).
Then A¯52(r) = OP (C
−2













































































































t ≡ A¯53,1(r) + A¯53,2(r).































t = OP ((Th)
−1/2h2 + (Th)−1)
and A¯53,2(r) = OP ((Th)
−1/2h2 + h4). Then A¯53(r) = OP (C−2NT ) and A¯5(r) = OP (C
−2
NT ).



























l=1 A¯6l(r). For A¯61(r), we have









F (r)′s D(s, r)












Note that A¯62(r) = H












t . Noting that














3), we can readily show that
∥∥Aˇ62(r)∥∥ =
































































∥∥∥∥C¯(r)1 s− rT F (r)s F (r)′s D(s, r)′D(t, r)F (r)t F (r)′t
∥∥∥∥+OP (h4) = OP ((Th)−1/2h3 + h4).






























For A¯71(r), we have



































































Note that A¯72(r) = H































t = OP ((Th)
−1/2h2). Then A¯72(r) = OP (C−2NT ).





























∥∥∥∥∥ = OP (C−2NT ).






























We can show that A¯8(r) = OP (C
−2
NT ) by showing that A¯8l(r) = OP (C
−2
NT ) for l = 1, 2, 3. Similarly,
A¯9(r) = OP (C
−2
NT ). Combining the above results and using Lemma A.1(i) yield the claim in part (ii)
of the lemma.
(iii) This follows from (i) and (ii) and the triangle inequality. 
Proof of Lemma A.3. (i) This has been shown in SW.
(ii) SW establish the result for l = 4. We now show that A¯l(t, r) ≡ V (r)NTAl(t, r) = oP ((Nh)−1/2) for




























































Nh) = OP (T
−1/2N1/2h1/2 + h + N1/2h3) = oP (1) as Nh/T → 0 and








s D (s, r)
′


















































































































t ≡ A˜5,3(t, r)F (r)t .
Using the definitions of B
(r)
s and D(s, r), we can show that































−1/2h2 + h3 + (Th)−1)OP (h−1/2) = oP (1). In sum, we have shown
that
√
NhA¯5(t, r) = oP (1).























For A¯6,1(t, r), we have










∥∥∥F (r)′s D(s, r)′D(t, r)∥∥∥2





−1/2) = oP ((Nh)−1/2),
where we use the fact that 1TN2
∑
s



































h+ h5/2) = oP ((Nh)
−1/2).
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s D(s, r)′D(t, r)F
(r)




























l=1 A¯7,l(t, r). Note that





































































































































5/2) = OP (N
−1/2h1/2 + h5/2)






















h,tr = OP (N
−1/2h3/2 +
h5/2). Therefore, we have
√










l=1 A¯8,l(t, r). Following the analysis of A¯7(t, r), we can also show that
√
NhA¯8(t, r) = oP (1).













≡∑3l=1 A¯9,l(t, r). Note that















1/2) = oP ((Nh)
−1/2).










































































































∥∥∥∥C¯(r)1 (s− rT )F (r)s F (r)′s Λ′rD(t, r)
∥∥∥∥∥∥∥F (r)t ∥∥∥+OP (h5/2)
= OP ((Th)
−1/2h3/2 + (Th)−1h1/2 + h5/2) = oP ((Nh)−1/2).
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Then A¯9(t, r) = oP ((Nh)
−1/2). 
Proof of Lemma A.4. (i) SW (Lemma A.4 (i)-(ii)) have shown
√
ThDl (i, r) = oP (1) for l = 1, 2. For
























by Lemma A.2(i) and the fact that 1T
∑
t
∥∥∥F (r)′t di(t, r)∥∥∥2 = OP (h2). Then√ThD4(i, r) = OP (T 1/2h1/2C−1NTh) =
OP (h+ T




























































































ir + oP (1).

























∥∥ϕ1,tr∥∥2}1/2{ 1T ∑t ∥∥∥B(r)t ∥∥∥2}1/2 ∥∥H(r)−1∥∥ ‖λir‖ = OP (C−1NT )OP (h)
= oP ((Th)





































































































H(r)−1λir + oP (1).



































































−1/2h2 + (Th)−1) +OP (h3).
Then
√





ir + oP (1). 
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= J1 + J2 + J3 + J4,






















′. SW show that J1
p→ QtΣΛtQ′t by Assumption A.1(iii) and Lemma A.1(iii).
Despite the presence of some additional terms in
∑8
l=1Dl(i, t) due to the approximation bias, we can easily








t + oP (1) .
(ii) By (A.2), we have 1√
N
∑
i(λˆit − H(t)−1λit)eit =
∑8





l = 1, ..., 8. Following SW (Lemma A.6(ii)) with some minor changes (e.g., D¯2(t) should be decomposed
into nine terms according to (A.1)), we can show that D¯l (t) = oP (1) for l = 1, 2, 3. Now, we consider the











2 + OP ((
s−t
T )








































∥∥∥∥F (t)s s− tT
∥∥∥∥








NT )OP (h)OP (1) + oP (1) = oP (1),
where we also use the fact that 1T
∑
s
























































∥∥∥∥∥+ oP (1) ≤ OP (h) + oP (1) = oP (1).





























































= OP (h)OP (N
1/2T−1/2 + 1) = oP (1),











∥∥γN,F (s, t)∥∥2 +OP (T/N) = O (1) +OP (T/N) with γN,F (s, t) = 1N ∑iE(Fseiseit).
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2)OP (1) + oP (1) = oP (1).
This proves the desired result in (ii).















H(t)−1λit[λˆit −H(t)−1λit]′H(t)′Ft ≡ L1 (t) + L2 (t) .
By Theorem 2.2,
∥∥∥λˆit −H(t)−1λit∥∥∥ = OP (h2 +(Th)−1/2) = OP (C−1NT ). Following the proof of Theorem 2.2,
we can readily show that




∥∥∥λˆit −H(t)−1λit∥∥∥2 ∥∥∥H(t)′Ft∥∥∥ = OP (N1/2C−2NT ) = oP (1) .


















(t). Then L2,1 (t) = H
(t)−1
2,1 L¯2,1 (t)H



































































































∥∥∥∥[Fˆ (t) − F (t)H(t) −B(t)]′ Fˆ (t)H(t)′∥∥∥∥ 1√N ∑
i
‖λit‖2 = OP (C−2NT )OP (N1/2) = oP (1).







































NT ) + oP (1) = oP (1)






s ϕ′1,st = OP (C
−2
NT ) by similar analysis as used in the proof of Lemma
A.2(ii).
For L2,5(t), using ∆
(t)



















































































































. Then L2,6(t) = H






























































1/2 ∥∥∥C¯(t)1 ∥∥∥ = OP (h1/2)OP (1) = oP (1) .
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NT )OP (h) = oP (1).
















































(t) + oP (1),























































































































































(t)′Ft + oP (1).
Combine the above results yields 1√
N
∑
i λˆit[λˆit −H(t)−1λit]′H(t)′Ft =
√
NH˘(t)′Ft + oP (1). 
Proof of Lemma A.6. (i)-(ii) The proof follows from that of Lemma A.7(i)-(ii) of SW and the proof of
Lemma A.1 in this paper.
(iii) By (A.1), 1T
∑
t ||Fˆ (r)t −H(r)′F (r)t −B(r)||2 ≤ 9||V (r)−1NT ||
∑9




t ||V (r)NTAl(t, r)||2.
Noting that maxr
∥∥∥V (r)−1NT ∥∥∥ ≤ maxr ∥∥∥V (r)−1NT − V −1r ∥∥∥ + ∥∥V −1r ∥∥ = OP (1) by part (i), we can prove (iii) by
finding the uniform probability bound for Al (r), l = 1, · · · , 9. SW (Lemma A.7(iii)) have studied the terms
A1(r) to A4(r) to obtain maxr
∑4
l=1Al(r) = OP ((Th)
−1
+ N lnT ). For the remaining terms, noting that
A7(r) and A8(r) are higher order term than A3(r) and A4(r), respectively, it suffices to bound A5(r), A6(r)
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∥∥ϕ1,sr∥∥2 ≤ OP (1)∑9l=1 maxr Al (r) . With arguments that are much simpler than
those used in the analyses of maxr Al(r) for l = 5, ..., 9 below, we can easily obtain a rough bound:
maxr
∑9
l=5Al(r) = OP ((Th)
−1
) + oP (h
2). Then we obtain a rough probability order: maxr A5,1(r) =
OP (((Th)
−1




















































































∥∥∥F (r)t ∥∥∥2 +OP (h6)
= OP (h
2(Th/ lnT )−1 + (Th)−2 + h6)





















































4(Th/ lnT )−1 + (Th)−2).
Then maxr A5(r) = OP ((T/h)
−1 lnT +N−1h2 lnT ) + oP (h4) = oP ((Th)
−1





∥∥∥ 1TN ∑s Fˆ (r)s F (r)′s D(s, r)′D(t, r)F (r)t ∥∥∥2 ≤ 3∑3l=1 1T ∑t ∥∥∥ 1TN ∑s ϕl,srF (r)′s D(s, r)′D(t, r)F (r)t ∥∥∥2 ≡ 3∑3l=1
A6,l(r). It is easy to show that maxr A6,3(r) = OP (h











∥∥ϕ1,sr∥∥2 = h4[OP ((Th)−1 +N lnT ) + oP (h2)]. For A6,2(r), we have
max
r
















































































In sum, we have maxr A6(r) = oP ((Th)
−1
+N−1 lnT + h4).































∥∥∥F (r)′s D(s, r)′e(r)t ∥∥∥2 = OP ((N/ lnT )−1 h2 + h6)










= OP ((N/ lnT )
−1
h2 +h6). Similarly, maxr A8(r) = OP ((N/ lnT )
−1

















































1t . Following the analysis of A5(r), we can show that maxr A9,1(r)
= OP (((Th)
−1
+N−1 lnT )h2)+oP (h4). It is easy to show that maxr A9,2(r) = OP
(
(Th/ lnT )−1h2 + (Th)−2
)
and maxr A9,1,3(r) = OP ((Th/ lnT )
−1h4 + h6). Then maxr A9(r) = oP ((Th)
−1
+N−1 lnT + h4).
In sum, we have shown that 1T
∑
t
∥∥∥Fˆ (r)t −H(r)′F (r)t −B(r)∥∥∥2 = OP (T−1h−1 +N−1 lnT )+ oP (h4).
(iv) Following the proof of SW’s Lemma A.7(iv) and the steps in the proof of Lemmas A.2(ii) and Lemma






(v) By (A.1), we have 1T (Fˆ
(r) − F (r)H(r) − B(r))′e(r)i = V −(r)NT
∑9








it . By SW (Lemma A.7(v)), maxi,r
∥∥∥∑4l=1AEl (i, r)∥∥∥ = OP (T−1h−1 +N−1 lnT ). For
the remaining terms, since AE7(i, r) and AE8(i, r) are higher order terms than AE3(i, r) and AE4(i, r),













































For the first two terms, we have
max
i,r





















∥∥∥F (r)′s D(s, r)′Λr∥∥∥2
}1/2
= OP ((Th/ lnT )
























































= OP ((Th/ lnT )
−1/2)OP ((Th/ lnT )−1/2h+ (Th)−1) = oP ((Th)−1).


































































= OP ((Th/ lnT )
−1/2)OP ((Th/ lnT )−1/2h2 + (Th)−1) = oP (T−1h−1).


































It is easy to show that
max
i,r
AE6,1(i, r) ≤ max
i,r













∥∥∥F (r)′s D(s, r)′∥∥∥2
}1/2
= OP ((Th/ lnT )
−1/2h)[OP ((Th)−1/2 + (N/ lnT )1/2) + oP (h2)]h = oP ((Th)−1 +N−1 lnT + h4),
max
i,r

















= OP ((Th/ lnT )
−1/2h)OP ((Th/ lnT )−1/2h) = oP ((Th)−1),
and similarly maxi,r AE6,3(i, r) = OP ((Th/ lnT )
−1/2h2 +(Th)−1 +h3)OP ((Th/ lnT )−1/2h) = oP ((Th)−1 +
h4). Thus maxi,r ‖AE6(i, r)‖ = oP ((Th)−1 +N−1 lnT + h4). Analogously, we can also show that
max
i,r
















it − V (r)NTB(r)1t e(r)it
∥∥∥∥∥ = oP ((Th)−1+N−1 lnT+h4).
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Then maxi,r
∥∥∥ 1T (Fˆ (r) − F (r)H(r) −B(r))′e(r)i ∥∥∥ = OP (T−1h−1 +N−1 lnT ) + oP (h4).
(vi) The proof is analogous to that of (v) and thus omitted.
(vii) Note that maxi,r
∥∥∥ 1TH(r)′F (r)′∆(r)i ∥∥∥ ≤ maxr ∥∥H(r)∥∥Ξ1 = OP (1) Ξ1, where Ξ1 = maxi,r || 1T ∑t F (r)t F (r)′t













































∥∥∥ 1TH(r)′F (r)′∆(r)i ∥∥∥ = OP ((Th)−1 + (Th/ lnT )−1/2 h+ h2).






























Ξ2,l,ir. It is easy to show that maxi,r Ξ2,1,ir ≤ maxr
∥∥∥C¯(r)1 ∥∥∥maxi,r ∥∥∥ 1T ∑t k∗h,tr t−rT Fteit∥∥∥ = OP ((Th/ lnT )−1/2 h)
and similarly, maxi,r Ξ2,l,ir = OP ((Th/ lnT )
−1/2
h2) for l = 2, 3. It follows that maxi,r
∥∥∥ 1T B(r)′e(r)i ∥∥∥ =









∥∥ ≡∑3l=1 Ξ3,l,ir. Following the proof of (iv), we can also show that
max
i,r
Ξ3,1,ir ≤ Op (1) max
i,r
∥∥∥∥ 1T (Fˆ (r) − F (r)H(r) −B(r))′B(r)
∥∥∥∥ = OP ([(Th)−1 +N−1 lnT ]h) + oP (h4).
As in the proof of (vii), we can readily show that maxi,r Ξ3,2,ir = OP ((Th)
−1
+ (Th′ lnT )−1/2 h+ h2) and
maxi,r Ξ3,3,ir = maxi,r Ξ3,2,ir = OP (h
2). Then maxi,r
∥∥∥ 1T Fˆ (r)′B(r)H(r)−1λir∥∥∥ = OP ((Th)−1+(Th/ lnT )−1/2 h+

















t , it is trivial to show that maxi,r
∥∥∥ 1T B(r)′∆(r)i ∥∥∥
= maxi,r
∥∥∥ 1T ∑tB(r)t F (r)′t di (t, r)∥∥∥ = OP (h2) .
(xi) The proof is analogous to that of Lemmas A.5(i) in this paper and the Lemma A.6 (vi) in SW, and
thus omitted here.
(xii) By (A.2), we have 1N
∥∥∥Λˆr − ΛrH(r)−1′∥∥∥2 = 1N ∑i ∥∥∥λˆir −H(r)−1λir∥∥∥2 ≤ 8∑8l=1 1N ∑i ‖Dl(i, r)‖2.
Following the proof of Lemma A.4 and using the previous results in this lemma, we can show that
1
N
∥∥∥Λˆr − ΛrH(r)−1′∥∥∥2 = OP (C−2NT lnT ).
(xiii)-(xiv) The proof follows from that of Lemma A.7(viii)-(ix) with obvious modifications and thus
omitted here. 
Proof of Lemma B.1. (i)-(iii) The proof is essentially the same as that of Lemma B.1(i)-(iii) in SW and
hence omitted here.
(iv) By (A.2) and the CS inequality, 1T
∑
t
∥∥∥ 1N ∑i(λˆit −H(t)−1λit)eit∥∥∥2 ≤ 8∑8l=1Dl, where Dl = 1T ∑t∥∥ 1
N
∑
iDl (i, t) eit
∥∥2. By Lemma B.1(iv) in SW, ∑3l=1Dl = OP (T−2h−2 +N−2 lnT ). For D4, we have by






































F (t)′s di(s, t)eit
∥∥∥∥∥
2










where we use the fact that D¯4,l ≤ 1T
∑
t
∥∥∥ 1lN ∑i λ(l)it eit∥∥∥2 maxt 1T ∑s ∥∥∥F (t)′s ( s−tT )l∥∥∥2 = OP (a2NTN−1h2l) for









6) = oP (T
−2h−2 +




























































































































































T ), c2,st = C¯
(t)
2 κ2h





















































−2 + (NT/h)−1 h2)












h4) for l = 2, 3. Then have D6 = OP (a
2
NT (T













































where recall that ϕ1,st = Fˆ
(t)
























































































−2h−2 +N−2 lnT ),





∥∥∥ 1T ∑sB(t)s B(t)′s H(t)−1 1N ∑i λiteit∥∥∥2 = OP (a4NTh4N−1 lnN) = oP (T−2h−2

































Combining the above results concludes the proof of (iv).
(v) The proof is essentially the same as that of Lemma B.1 in SW and thus omitted. 
Proof of Lemma B.2. (i)-(vii) are only involved with the conventional PCA estimate so the proof follows
from that of Lemma B.2(i)-(vii) in SW. The proof of (viii) follows from that of Lemma B.2(viii) in SW with
some modifications. 
Proof of Lemma B.3. (i) Noting that RΛ(i, t) =
∑8



















(Th)−2 + (N/ lnT )−2)
)
.



























∥∥∥F (t)s di(s, t)∥∥∥2
= OP (T
−1h−1 +N−1 lnT + h4)OP (h2a2NT ) = oP (T
−2h−2 + (N/ lnT )−2).



































































−1h2) = oP (T−2h−2)
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and similarly R6,l = OP (a
2
NT )OP ((Th)





































Following the analysis of R4 and R5, we can show that R7,1 = oP (T
−2h−2 + N−2(lnT )2) and R7,2 =
oP (T
−2h−2). In addition, R7,3 = OP (h4a4NT ) = oP (T
−2h−2). Then R7 = oP (T−2h−2 + N−2(lnT )2).
















4a2NT ) = oP (T
−2h−2).









(ii) The proof is essentially the same as that of Lemma B.3(ii) in SW. This is due to the fact that BF (t)
is OP (aNTh
2), which is oP (min(T
−1h−1, N−1)).
(iii)-(iv) This follows Lemma B.3(iii)-(iv) in SW as only the conventional PCA is involved. 
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