Storage operators are -terms which simulate call-by-value in call-by-name for a given set of terms. Krivine's storage operator theorem shows that any term of type :D ! :D , where D is the G odel translation of D, is a storage operator for the terms of type D when D is a data-type or a formula with only positive second order quanti ers. We prove that a new semantical version of Krivine's theorem is valid for every types. This also gives a simpler proof of Krivine's theorem using the properties of data-types.
1 Introduction.
The notion of storage operator was introduced by Krivine in 3] . A storage operator for a set of terms D is a term T simulating call-by-value in headreduction for all elements in D: for t in D, (T ' t) head-reduces to (' t 0 ) where t 0 t only depends on the normal form of t (the actual de nition is slightly more complex). 5, 8, 9] . This result has been extended to any 8-positive type D (a type with only positive 8-quanti ers) by Krivine 6] (using a semantical proof) and Nour 10] (using a syntactic proof). This result was originally proved with a speci c G odel translation (translating each atomic formula by its double negation). The G odel translation was simpli ed to use only one negation (this is possible if we use no predicate constant in the logic) and nally the result was proved for a large variety of translations by Nour in 11].
Krivine also extends the theorem to classical logic in 7] (in classical logic, storage operators enjoy the property of translating classical proofs to intuitionistic ones) and Nour in 12] extends it to Parigot system TTR 16] .
However, Nour gives a counter-example to the storage operator theorem for a type with a negative quanti er. We show that a slightly weaker form of the theorem is valid for any type in the AF 2 type system (although there might be no term of type :D ! :D , but in this case the theorem is trivial). Our theorem uses a new notion of semantical storage operator which is equivalent to Krivine's notion for data-types. This new theorem gives a su cient condition to ensure the existence of semantical storage operators for an arbitrary type D. Our proof also gives a simpler proof of Krivine's theorem for data-types.
The proof techniques we use is a simpli cation of Krivine's techniques. Using only 2 variables we give a su cient condition for storage operators in pure -calculus (while Nour gives a condition using an extension: the directedcalculus 2]) and then a semantical proof allows us to conclude. One of the main innovation in our proof is the use of an asymmetrical G odel translation:
the atomic sub-formulas of A bound by a negative quanti er are left unchanged in the G odel translation of A. We use semantical properties of this translation to prove our theorem.
After presenting our notation, we present in section 3 the notion of semantical storage operator and show how it is a ected when we use it for 8-positive types or data-types. In the next section, we show our su cient condition for semantical storage operators in pure -calculus. In the section 5, we de ne the asymmetrical G odel translation and prove its semantical properties. In the last section we nally prove our main theorem and discuss further possible works.
2 Notation.
Notation for the pure -calculus 1]:
(t 0 t 1 : : : t n ) denotes applications. We write (t n u) for (t(t(: : : (t u)))) with n applications of t.
x t denotes an abstraction. We write ( x t u) for (( x t) u).
We write for the set of all -terms.
We know that any term u is of the form x 1 : : : x n (t u 1 : : : u n ) where t is a variable or a redex. We call t the head of the term u. We choose an in nite set V 1 of rst order variables. For each n 2 N, we choose an in nite set V n 2 of n-ary predicate variables.
For each n 2 N, we choose a set S n of n-ary function symbols. The set T of rst order terms is de ned as the smallest set such that: x 2 T if x 2 V 1 . f(t 1 ; : : : ; t n )2T if f 2S n ; t 1 ; : : : ; t n 2 T The set F of formulas is de ned as the smallest set such that: X(t 1 ; : : : ; t n )2F if X2V n 2 ; t 1 ; : : : ; t n 2 T A ! B 2 F if A; B 2 F 8x A 2 F if A 2 F; x 2 V 1 (x is bound in 8x A) 8X A 2 F if A 2 F; X 2 V n 2 (X is bound in 8X A) The equality u = t if de ned using Leibniz equality: 8X(Xu ! Xt)
Convention for substitutions: we use the letter to denote a variable of any kind ( rst order or second order). We use the letter ' associated to to denote an expression substitutable to (' is a rst order term if is a rst order variable, ' is a n-ary predicate (predicates are written x 1 : : : x n A) if is a n-ary second order variable). Using this notation, simultaneous substitutions of any order can be written A 1 ( ' 1 ; : : : ; n ( ' n ].
We will sometimes write X(t) for X(t 1 ; : : : ; t n ) or x A for x 1 : : : x n A.
Here are two useful notions:
De nition 2 (8-positive) We The standard semantics of the AF 2 type system is de ned as follows: let C be a set of subsets of . We say that C is a set of candidates if it is closed for implications (if ; 2 C then ! 0 = ft j 8u 2 ; (t u) 2 0 g 2 C), in nite intersections and weak-head-expansion ( 2 C, u 2 and t u implies t 2 ). When C is a set of candidates, a C-interpretation I is de ned by A mapping from rst order variables to terms, x 7 ! jxj I C ,
A mapping from n-ary function symbols to C-interpretations are extended to every term and formula by: jf(t 1 ; : : : ; t n )j I C = jfj I C (jt 1 j I C ; : : : ; jt n j I C ) jX(t 1 ; : : : ; t n )j I C = jXj I C (jt 1 j I C ; : : : ; jt n j I C ) jA ! Bj I C = jAj I C ! jBj I C = fu 2 j 8v 2 jAj I C ; (u Proposition 9 The formula N n] = 8X(X(0) ! 8y(X(y) ! X(Sy)) ! X(n)) is a data-type for a standard interpretation I if and only if j0j I x f x and jSj I (n) n + 1 for all Church numeral n = x f(f n x). Moreover, this proposition is proved using the following result: t 2 jN u]j I implies 9n 2 N; t n.
The proofs of last three propositions can be found in 5] for the standard semantics. The general proofs are nearly identical and can be found in 17].
3 Storage operators and semantics.
Here are Krivine's notions of storage operators:
De nition 10 (Storage operator for a term or a set of terms) A term T is a storage operator for a closed term t if there exists a term u t, such 2 this de nition is slightly stronger than the one in 5] that for all ' 2 and v t we have (T ' v) (' (u )) for a substitution .
A term T is a storage operator for a set of closed terms, if it is a storage operator for each element in the set.
Here is Nour's de nition:
De nition 11 (Storage operator for a type) A term T is a storage operator for a type A if for any term t such that`t : A, there exists two terms u; u 0 with u u 0 and`u 0 : A, such that for all ' 2 and v t we have (T ' v) (' (u )) for a substitution .
The second de nition is weaker that the rst one, but for data-types, they are equivalent: if T is a storage operator for all the types N t] then T is a storage operator for each Church numeral using the proposition 9. The second de nition is needed because the rst one is too restrictive in the general case due to its relation with the -equivalence.
Proof: By induction on the de nition of t t 0 . Proposition 14 For all -terms t; t 0 ; u; u 0 , any nite set of variables and any -variable x, t x t 0 and u u 0 imply t x ( u] t 0 x ( u 0 ].
Proof: By induction on the de nition of t x t 0 .
Proposition 15 For all -terms t; u; u 0 and any nite set of variables , if u t and u . u 0 (resp. u u 0 ) then there exists t 0 such that t . t 0 (resp. t t 0 ) and u 0 t 0 .
Proof: By induction on the length of the reduction, and for one step reduction by induction on the structure of the term u, using the proposition 14 in the redex case. (3) we have, for all x i 2 X, t 1 ; : : : ; t p 2 X and u 2 , (x i t 1 : : : t p u) 2 0 (using (2) for and (3) for 0 ). Thus C is a set of candidates which implies jAj I C X using proposition 5. Then we can apply this to C C s and for any C -interpretation I 0 coinciding with I on rst order term, we nd jAj I = jAj I 0 jAj I 0 C X (because A is 2-closed). This implies t 2 X and therefore t is -equivalent to a closed term (because x 1 ; : : : ; x n ; : : : were chosen not free in t).
Therefore if u is -equivalent to a closed term the computation of (' u) and (' u ) are identical and the substitution is never used (because the free variables of u can never appear in head position).
In the general case we need to use a less formal argument to deduce the same thing: in any well behaving context a computation never brings a free variable in head position. We mean by well behaving context, for instance, a context which computes to a data-type or to x x producing some output using sidee ects 4 4 bl-reduction and storage operators.
In this section, to prove the theorem 38, we will show a characterization of storage operators in pure -calculus. To do this we choose two -variables b and l. We use them to de ne a particular reduction (the bl-reduction). To know if a term T is a storage operator for a term t, we will only need to perform a simple test on the bl-reduction of T applied to a variable f and a special transformed form of t (using many occurrences of b and l).
De nition 20 (bl-simpli cation: &) To Lemma 26 For all terms t; u with t normal and b,l not free in t and u, we have: u . t implies u & t (The converse is also true, but we do not need it).
Proof: We prove this by induction on the term t. We are in one of the following cases:
If t = (x t 1 : : : t n ) then u . t implies u (x u 1 : : : u n ) with, for all i, Corollary 27 For all terms t; u, if t is normal, u t implies u & t .
Proof De nition 29 ( b -storage operator) A term T is a b -storage for a type A if for all closed normal term t such that`t : A there exists a term u such that u 2 jAj I for any standard interpretation I and (T f t ) b (f u) where f is a variable not free in T and t.
Theorem 30 If T is a b -storage operator for a type A then it is a semantical storage operator for A.
Proof: Let us assume that T is a b -storage operator for A, we choose t such that`t : A. Then, if t 0 is the normal form of t, we also have`t 0 : A (using the normalization and subject reduction for the AF 2 type system 5]) and we can nd u 0 such that u 0 2 jAj I for any standard interpretation I and (T f t 0 ) b (f u 0 ). Now using the lemma 28 we can nd u such that u 0 u and for all term w & u 0 there exists a substitution with w = u . Let us choose an arbitrary term t 0 t t 0 . This implies that t 0 & t 0 (by lemma 27). Therefore, we have (T f t 0 ) & (T f t 0 ). Then using lemma 24, we nd t 00 such that (T f t 0 ) t 00 , t 00 & (f u 0 ). This implies that t 00 = (f w) with w & u 0 and therefore w = u for a substitution .
G odel translations.
In this section and the following, we choose a particular variable O used to de ne some G odel translations. We will write : O A for A ! O. De nition 31 (G odel translation) The G odel translation A of a formula
The idea of the asymmetric G odel translation A 7 ! A + is to transform atomic formulas of the form X(t) by X(t) ! O when X is bound by a positive quanti er and to let it unchanged if it is free or bound by a negative quanti er. Proof: We will say that a substitution and a C O -interpretation I satisfy a To nish the proof, let t be a normal term and A be a 2-closed formula such that`t : A. Then 
