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We choose formal topology to deal in a basic manner with the Zariski spectra of
commutative rings and their structure sheaves. By casting prime and maximal ideals in
a secondary role, we thus wish to prepare a constructive and predicative framework for
abstract algebraic geometry.
In contrast to the classical approach, neither points nor stalks need occur, let alone any
instance of the axiom of choice. As comparedwith the topos-theoretic treatments thatmay
be rendered predicative aswell, the roadwe follow is built frommore elementarymaterial.
The formal counterpart of the structure sheaf which we present first is our guiding
example for a notion of a sheaf on a formal topology. We next define the category of
formal geometries, a natural abstraction from that of locally ringed spaces. This allows us to
eventually phrase and prove, still within the language of opens and sections, the universal
property of the Zariski spectrum. Our version appears to be the only one that is explicitly
point-free.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The representation problem “for every commutative ring A with unit, find a topological space and a sheaf of local rings
on it such that A is the ring of global sections of this sheaf” was solved by equipping the prime spectrum of A with the
Zariski topology, and this with the so-called structure sheaf. In [41] we extended a certain point-free approach [31,42] to the
topological part of this construct: the approach carried outwithin the constructive and predicative setting of formal topology
[34,35,37]. Among other things done in [41], to which we refer also for motivation and background, we proposed some
positivity structures for the formal variant of the Zariski topology, and studied the formal points thereof, which study was
deepened in [15].
The aim of the present work, which – as [41] – has emerged from [40], is to complete this point-free picture. After
providing some material on rings of fractions (Section 2), we transfer the structure sheaf to the setting of formal topology
(Section 3), and thus put forward a concept of a sheaf on a formal topology in general. This allows for a representation of
each commutative ring by a sheaf of local rings on its formal Zariski topology (Section 4 ), and for an adaptation to the
formal-topological setting of the well-known universal property characteristic of the Zariski spectrum (Section 5).
The main work is to abstract the right category, that of formal geometries, from the one of locally ringed – or geometric
– spaces. More specifically, we define a morphism of locally ringed spaces in the realm of formal topology and thus,
in particular, without any universal quantification over points. Although the latter objective was met earlier in a topos-
theoretic approach [20, 6.51], it was neglected in later locale-theoretic treatments such as [22, V.3.5], where points are used
in the proof of the universal property. We now show that points are dispensable for proving this property; our approach
appears to be the only one whose point-free character does not require further justification.
I This article emerged from the second part of [P. Schuster, Spectra and sheaves in formal topology, Habilitation Thesis, University of Munich, 2003],
whose first part prompted [P. Schuster, Formal Zariski topology: Positivity and points, Ann. Pure Appl. Logic, 137 (2006), 317–359].
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A predicative proof of the universal property might also be obtained from its early treatment in topos theory [18].
Later, in fact, this was described in terms of geometric theories [44], by which any use of the subobject classifier could be
circumvented. (Roughly speaking, geometric logic is tied together with the idea of local truth, and thus supports reasoning
with opens rather than points.) As comparedwith this possible route, our approach to the universal property through formal
topology appears to be more direct and elementary.
Note in this context that the existence of a prime ideal in an arbitrary nontrivial commutative ring is equivalent to the
Boolean ultrafilter theorem [7]; accordingly, the Zariski spectrum may not have any point at all, so within a general topos
that lacks this variant of the axiom of choice [21, p. 258]. Within any predicative framework, on the other hand, the prime
spectrum may lack the quality of being a set: as subsets of the given set, the commutative ring A under consideration, the
prime ideals are elements of the power class of A, and fail to form a set in general.
While formal topology was originally intended to be expressed in Martin–Löf’s intuitionistic type theory (ITT) [27], we
keep to Aczel’s constructive Zermelo–Fraenkel set theory (CZF) [6] without providing every detail. It should therefore be
understood as in CZF when we speak of subsets, quotients, equalisers, functors, and of other concepts that may require a
specific treatment in ITT (see, e.g., [11,25,26,37,39]). Unlike ITT, in particular, every subset is meant to be a set in CZF. It is in
order to remember that CZF can be interpreted in ITT [1–3], and that a considerable amount of formal topology has already
been done in CZF [4,5].
We require acquaintance with [41],whose conventions and notations we adopt. Familiarity with [41] is particularly needed
wherever we mention the concepts of inequality as possibly stronger than the negation of equality, and of positivity as the
dual notion of a covering. However, none of them is necessary for achieving our final goal, the universal property of the
formal Zariski topology: the only inequality that occurs in Section 5 is the negation of equality, and from 5.3 there is no
talk of positivity. But why do we then take these two concepts into account? Inequality and positivity are present in the
literature on constructive algebra [9,10,29,33,43] and formal topology [14,28,35], respectively, and we want to know how
they interact with the notions of a ring of fractions and of a sheaf on a formal topology.
2. Rings of fractions
In this section we recall the concept of a ring of fractions, and endow it with an inequality. The properties we list in the
sequel are all straightforward to prove in a constructive way, often along classical lines; whence we may leave this task to
the reader. Every commutative ring A is assumed to have a unit, and to be a set.
Let S be a multiplicative subset of the commutative ring A. The ring of fractions
S−1A =
{x
s
: x ∈ A, s ∈ S
}
with denominators in S comes with the equality
x
s
= y
t
⇐⇒ ∃z ∈ S (zxt = zys) ,
and inherits from A the structure of a commutative ring with zero 01 and unit
1
1 . Sum, additive inverse, and product of
fractions are carried over from A to S−1A in the sameway in which the operations on the rationals are defined from the ones
on the integers (this is the specific case A = Z, S = Z \ {0}, S−1A = Q of a ring of fractions). For arbitrary S and A, one can
formally define S−1A as the set A× S, with each fraction xs denoting the ordered pair (x, s). We further endow S−1Awith the
inequality
x
s
6= y
t
⇐⇒ ∀z ∈ S (zxt 6= zys) ,
which is a ring inequality whenever so is the inequality on A, whereas the former does not necessarily inherit cotransitivity
from the latter.
Note that xs = 0 if and only if zx = 0 for some z ∈ S, and xs 6= 0 if and only if tx 6= 0 for all t ∈ S. In particular, xs = 0
follows from x = 0, and xs 6= 0 implies x 6= 0. If A is an integral domain and S ⊂∼ {0}, then xs 6= 0 if and only if x 6= 0; if, in
addition, the inequality 6= on A is tight, then also xs = 0 if and only if x = 0.
The invertible elements of S−1A are precisely the fractions xs with yx ∈ S for some y belonging to A but not necessarily
to S; in particular, xs is invertible already if x ∈ S. If A is an integral domain with a ring inequality, and S ⊂∼ {0}, then S−1A
is a field. Moreover, S−1A is trivial if and only if 0 ∈ S,1 and if S−1A is nontrivial, then S ⊂∼ {0}. If A is equipped with the
denial inequality, then so is S−1A; in particular, S−1A is nontrivial precisely when 0 /∈ S.
If S is a filter, then xs ∈
(
S−1A
)∗ is actually equivalent to x ∈ S; whence S−1A is nontrivial precisely when S ⊂∼ {0}.
Moreover, S is a prime filter if and only if S−1A is a local ring, and S is a filter with S ⊂ ¬{0}. So if S is a filter, then S−1A is a
1 Richman based a couple of subtle proof techniques upon this characterisation [32], as marginal it may seem at first glance. Following an idea of Setzer,
Carlström generalised the concept of a ring of fractions to that of a so-called wheel of fractions [12], for which – in contrast to the former – division by zero
does not always render trivial all the fractions under consideration.
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nontrivial local ring if and only if S is a prime filter with S ⊂∼ {0}; if, in addition, A comes with the denial inequality, then
S−1A is a nontrivial local ring precisely when S is a prime filter.2
The canonical ring homomorphism
pi : A → S−1A, x 7→ x
1
maps every element of S to an invertible element of S−1A.Moreover,pi is universalwith respect to this property: ifψ : A → B
is a ring homomorphism such that ψ(s) is invertible in B for every s ∈ S, then there is exactly one ring homomorphism
Ψ : S−1A → B with Ψ ◦ pi = ψ (which is given by Ψ ( xs ) = ψ(x)ψ(s)−1 for all x ∈ A and s ∈ S). In particular, pi is a
– not necessarily surjective – epimorphism, which is an isomorphism precisely when S ⊂ A∗. Note also that pi is strongly
extensional, and that Ψ is strongly extensional if (and only if) ψ is strongly extensional.
An example of a ring of fractions that will frequently occur is
Aa = M (a)−1 A,
where
M (a) = {an : n ∈ N0}
is the multiplicative submonoid of A generated by a ∈ A. In this case the canonical ring homomorphism will be denoted by
pia : A → Aa, x 7→ x1 .
WithM (a) at hand, moreover, the radical of the ideal I (U) generated by a subset U of A can be characterised as the subset
R (U) of A for which
a ∈ R (U) ⇐⇒ M (a) G I (U) .
Though almost trivial, the following observations will later be of considerable use.
Lemma 1. If A is a commutative ring and b ∈ A, then
R (b) = {a ∈ A : pia (b) ∈ (Aa)∗} .
Proof. For every a ∈ A, we have a ∈ R (b) if and only ifM (a)meets I (b), which is to say that bc ∈ M (a) for some c ∈ A; in
other words, pia (b) ∈ (Aa)∗. 
Corollary 2. Let A be a commutative ring and a, b ∈ A. If a ∈ R (b), then pia : A → Aa factors uniquely through pib : A → Ab:
that is, there is exactly one ring homomorphism ra,b : Ab → Aa with ra,b ◦ pib = pia.
Proof. If a ∈ R (b), then pia (M (b)) ⊂ (Aa)∗ by Lemma 1; whence existence and uniqueness of ra,b are ensured by the
universal property of pib. 
Note that Aa is trivial if and only if 0 ∈ M (a). Moreover, if Aa is nontrivial, thenM (a) ⊂∼ {0}; the converse holds whenever
6= is the denial inequality.
3. Presheaves and sheaves
Following the well-known definition of a sheaf on a basis of a topology as, for example, given in [24, p. 69], we now adapt
the so-called structure sheaf on the spectrum of a ring to the formal setting, and thus propose a notion of a sheaf on an
arbitrary formal topology based on a multiplicative monoid. The need to provide the structure sheaf is due to the fact that it
reflects the algebraic structure of the commutative ring A, which almost disappears in the transition from A to the classical
topological space Spec (A) and still partially during that from A to the formal Zariski topology of A. Unlike the multiplicative
monoid of A, which is the same as the monoid underlying the formal Zariski topology of A, the additive structure of A has
been folded into covering and positivity. (It is tempting to think, however, that addition might be recovered from covering
and positivity.)
For the moment we only expect a formal topology to be based on a set A which is a multiplicative monoid, and to come
with a (reflexive and transitive) covering relation C. Since later we will be only concerned with sheaves of rings, we follow
the time-honoured tradition to begin with presheaves of abelian groups with underlying sets rather than, as common to
topos theory, with presheaves of arbitrary sets.
2 While any ring whatsoever is nontrivial with respect to the natural inequality (for which x 6= y precisely when x − y is invertible), by a nontrivial
local ring we understand a local ring that it is nontrivial with respect to the inequality with which it arrives. In particular, we rather follow [29] than the
literature on topos theory, and do not include into the definition of a local ring that it is nontrivial with respect to the denial inequality: that is,¬ (0 ∈ A∗)
or, equivalently, ¬ (0 = 1).
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Definition 1. A presheaf on a formal topology is a family F of abelian groups
F (a) (a ∈ A)
together with a family of group homomorphisms
ra,b : F (b)→ F (a) (a C b)
subject to the conditions
ra,a = idF (a) and a C b C c =⇒ ra,c = ra,b ◦ rb,c
for all a, b, c ∈ A.
In particular, we may use the common notation s|a for ra,b (s) whenever s ∈ F (b) and a C b. As usual, we call each ra,b a
restriction mapping, and each element of F (a) a section of F over a.
Definition 2. A sheaf on a formal topology is a presheaf F for which
F (a)→
ia
∏
b∈U
F (ab)
pa
⇒
qa
∏
(c,d)∈U×U
F (acd) (1)
is an equaliser diagram3 for all a ∈ A and U ⊂ Awith a C U , where i, p, q are so that ia(s) = (s|ab)b∈U for s ∈ F (a), and
pa
(
(tb)b∈U
)
(c,d) = tc |acd, qa
(
(tb)b∈U
)
(c,d) = td|acd
for tb ∈ F (ab)with b ∈ U and (c, d) ∈ U × U .
It is in order to comment on the occurrence, in Definition 2, of a quantification over the subsets of A, which in general form a
proper class. However, this only takes placewithin the axioms that the data are expected to fulfil, but does not enter theway
in which the latter are given beforehand, which is exclusively based on the basic opens: that is, the elements of the set A.
Any such quantification, moreover, is unproblematic as long as it is not used, for example, to define sets by separation
without any further restriction.
If C happens to be a Stone covering, as it is the case for the formal Zariski topology (and presumably for all coverings
occurring in a sufficiently concrete algebraic context), then the quantification discussed above can anyway be restricted to
the finite subsets of A, which do form a set because A is a set. Likewise, although the products of the set-indexed families of
sets that occur in Definition 2 are again sets, in the case of the formal Zariski topology or of an arbitrary Stone covering C it
suffices to consider products over finite families of this kind.
As yet, we indeed have only dealt with the sections of a (pre)sheaf F over the basic opens a ∈ A, together with the
corresponding restriction mappings. We stress that only these data have entered the definition of F being a (pre)sheaf on
a formal topology, as it is the case with a sheaf on a basis of opens sets for an ordinary topological space. According to the
familiar method to extend a sheaf on a basis to one on the whole topology (see, for instance, [24, p. 69]), we nevertheless
define the sections of a (pre)sheaf F over an arbitrary open U ⊂ A, and also the adequate restriction mappings.
To this end, let F first be a presheaf, and define F (U) for U ⊂ A so that
F (U) ↪→
IU
∏
b∈U
F (b)
PU
⇒
QU
∏
(c,d)∈U×U
F (cd)
is an equaliser diagram with PU and QU satisfying
PU
(
(tb)b∈U
)
(c,d) = tc |cd, QU
(
(tb)b∈U
)
(c,d) = td|cd
for tb ∈ F (b)with b ∈ U and (c, d) ∈ U × U . In other words, we define
F (U) =
{
(tb)b∈U ∈
∏
b∈U
F (b) : PU
(
(tb)b∈U
) = QU ((tb)b∈U)
}
as the kernel of the double arrow consisting of PU and QU , and let IU denote the corresponding inclusionmapping. If U = {a}
is a singleton, then PU = QU ; whence F ({a}) = F (a) as one surely expects.
Assume next thatF is a sheaf, and let U, V be subsets of Awith V CU . To define amapping fromF (U) toF (V ), observe
that the composition
F (U)→
IU
∏
b∈U
F (b) →
(rab,b)b∈U
∏
b∈U
F (ab)
3 In particular, the single arrow ia is a monomorphism.
P. Schuster / Theoretical Computer Science 405 (2008) 101–115 105
factors through ia for each a ∈ V , because F is a sheaf and a C U . Hence it induces a mapping
F (U)→
∏
a∈V
F (a) ,
which in turn factors through IV , by the definition of the latter, and thus yields a mapping from F (U) to F (V ) as required.
We thus have achieved the family of mappings
RV ,U : F (U)→ F (V ) (V C U),
for which R{a},{b} = ra,b whenever aCb, and RV ,U stems from the canonical projection whenever V ⊂ U . Moreover, the sheaf
properties of F carry over to the context of arbitrary opens: we have
RU,U = idF (U) and U C V CW =⇒ RU,W = RU,V ◦ RV ,W
for all U, V ,W ⊂ A, and
F (V )→
∏
b∈U
F (Vb) ⇒
∏
c,d∈U
F (Vcd) (2)
is an equaliser diagram for all U, V ⊂ A with V C U , where the arrows once more originate in the appropriate restriction
mappings. In particular, we have
U ∼= V =⇒ F (U) ∼= F (V ) ,
where U ∼= V denotes U C V ∧ V C U as in [41], and F (U) ∼= F (V ) stands for the existence of a group isomorphism.
Moreover, we again may use s|V in place of RV ,U(s) whenever s ∈ F (U) and V C U; and (1) is the special case V = {a} of
(2). Note, finally, that the families F (U) and RV ,U are indexed by a class.
In all, we have demonstrated how a sheaf on a formal topology gives rise to a sheaf on the corresponding frame of opens,
and that if the latter is restricted to the basic opens, then the former is regained. Conversely, if one restricts a sheaf on this
frame to the basic opens, then one achieves a sheaf on the given formal topology, and if one extends the latter to the arbitrary
opens, then one regains the former up to isomorphism. (This is readily seen from the sheaf condition characteristic of the
former, and therefore left to the reader.)
In parallel to [22, V.1.7] all this may serve as a justification our choice of the definition of a sheaf on a formal topology
(Definition 2). Why, however, did we not use the name “presheaf on a basis of a formal topology” for the object defined in
Definition 2? The reason is that, although the monoid underlying a formal topology is a basis of the corresponding frame of
opens, the formal topology is the primitive concept, and thus has priority over the frame of opens derived from it.
Let us underline once more that both the initial data and the defining properties of a (pre)sheaf on a formal topology
concern only sections over the basic opens. There is no need to speak of sections over arbitrary opens until one wishes to
extend a presheaf to the arbitrary opens, which extension requires that it already is a sheaf in our sense that again involves
basic opens only.
It is further noteworthy that we have only made use of restriction mappings of a particular kind, namely, from F (a)
to F (ab) for a, b ∈ A. This observation helps when one wants to index the restriction mappings without reference to the
covering, which works because A is a monoid. Indeed, one could instead provide the restriction mappings as a family
ρb (a) : F (a)→ F (ab) (a, b ∈ A)
with
ρ1 = id and ρbc = ρc ◦ ρb
for all a, b, c ∈ A, where the composition ◦ is to be understood componentwise with the appropriate index shift:
(ρc ◦ ρb) (a) : F (a) ρb(a)−→ F (ab) ρc (ab)−→ F (abc).
(Note that ρb ◦ ρc = ρcb = ρbc = ρc ◦ ρb, because A is a commutative monoid.) The whole approach to (pre)sheaves could
then be carried out as above; in particular, one would have the induced mappings
F (b) = F ({b})→ F ({a}) = F (a) (a C b)
and thus regain restriction mappings ra,b as before. For the sake of simplicity we have not followed this road, although the
ρb (a) can easily be defined in the crucial case of the structure sheaf on the formal Zariski topology of a commutative ring,
which we will approach soon.
For the time being, the notion of positivity does not occur in our concept of a (pre)sheaf. From a positivity predicate pos,
one could require that pos (a) holds whenever F (a) is a nontrivial group. This would positively express
a C ∅ =⇒ F (a) is trivial, (3)
which follows from the fact that (1) for U = ∅ is an equaliser diagram: the nullary product in the category of abelian groups
is the trivial group. As yet we have no clue whether it is really necessary to ask for the contrapositive of (3), put in a positive
way, let alone how to generalise any such request to a binary positivity n.
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Definition 3. A (pre)sheaf of rings on a formal topology is a (pre)sheaf F such that F (a) is a commutative ring for every
basic open a, and all restrictionmappings are ring homomorphisms. Given (pre)sheaves of ringsF andG on the same formal
topology, amorphism ϕ : F → G of (pre)sheaves of rings is a family, indexed by the basic opens a , of ring homomorphisms
ϕ (a) : F (a)→ G (a) that are compatible with the restriction mappings.
The condition involving unary positivity one could furthermore impose means in the particular case of a (pre)sheaf of rings
that
F (a) is nontrivial =⇒ pos (a) (4)
for all basic opens a, which positively expresses that the sections over the empty set form a trivial ring.
Let A be a commutative ring, and look first at the structure sheaf on Spec (A) in the classical setting. Its ring of sections
over each basic open set D (a) is isomorphic to the ring of fractions
Aa =
{ x
an
: x ∈ A, n ∈ N0
}
with denominators in the multiplicative subset M (a) generated by a. Nothing appears to hinder us from taking this
description as a definition on the formal side, following [22, V.3.3]. We thus also circumvent the – somewhat involved –
classical route, for which we refer to [19, II.2].
To achieve the structure sheaf OA also on the formal Zariski topology of A, let us therefore set the rings of sections as
OA (a) = Aa (a ∈ A),
for which we clearly have
OA (1) = A1 ∼= A.
We further define the restriction mappings
ra,b : OA (b)→ OA (a) (a C b)
as in Corollary 2 (recall that a C bmeans a ∈ R (b)).
It is easy to see thatOA is a presheaf of rings, because of the canonical character of the ra,b. How can one prove thatOA is a
sheaf? Since the formal Zariski topology comes with a Stone covering, it suffices to prove that (1) is an equaliser diagram for
every finite subset U of A. This, however, amounts to verifying that diagram (9) from [24, pp. 125–6] is an equaliser, whose
proof is constructive and predicative.
Condition (3) is trivially satisfied for OA in place of F , which in this particular case can even be seen without invoking
nullary products. In fact, aC∅means a ∈ R (0), which is equivalent to 0 ∈ M (a) and thus to Aa being trivial. If Aa is nontrivial,
thenM (a) ⊂∼ {0} or, equivalently, Pos0 (a); whence condition (4) is satisfied for the positivity predicate Pos0 considered
in [41]. If A comes with the denial inequality, then (4) for Pos0 follows from (3), of which it is the contrapositive.
Condition (4) is thus satisfied for Pos whenever this predicate coincides with Pos0, which – if 6= is the denial inequality
on A – is the case precisely when Pos0 is monotone [41]. In general, and even for 6= as the denial inequality, we cannot see
how to constructively deduce Pos (a) from Aa being nontrivial, let alone fromM (a) ⊂∼ {0}: howwould the latter fact help
to find a power coideal containing a? Working classically, one could simply take¬√0 as a witness of this kind.
4. Sheaves of local rings
Although the stalks of the structure sheaf of the formal Zariski topology are local rings, one cannot accept this property as
a definition in the point-free setting of formal topology. We are nonetheless fortunate inasmuch as the well-known point-
free concept of a sheaf of local rings carries over to the formal setting.
Since C is reflexive and transitive, the monoid A of a formal topology, with ∼= as equality, is partially ordered by b ≤ a
whenever aC b. With respect to this partial order, every formal point ξ is a directed set. So if F is a presheaf on A, then the
restriction mappings
ra,b : F (b)→ F (a) (a, b ∈ ξ, a C b)
form a directed family of arrows; whence their direct limit
Fξ = lim−→
a∈ξ
F (a)
exists, and is again an abelian group. Following a time-honoured tradition, we call Fξ the stalk, and its elements the germs
(of the sections) of F at ξ .
We now return to the formal Zariski topology of a commutative ring A. Since the formal points are precisely the prime
filters of A [41], every formal point ξ gives rise to the ring of fractions ξ−1A that is nontrivial with respect to the denial
inequality, and local. Up to isomorphism, this ring is the stalkOA,ξ of the structure sheafOA at ξ : there is a canonical bijection
OA,ξ
∼=→ ξ−1A;
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in particular,OA,ξ is a nontrivial local ring. (This fact, which will be of no relevance below, readily follows from the universal
properties of direct limits and rings of fractions.)
In the case of the classical Zariski spectrum Spec (A) [19, II.2.2a], the stalk of the structure sheaf at each point p is
isomorphic to the ring Ap = (A \ p)−1A with the only maximal ideal pAp—that is, the ideal of Ap that is generated by all
the fractions x1 with x ∈ p. As one then says that the structure sheaf is a sheaf of local rings, it is natural to ask whether one
can carry this over to the formal setting.
The traditional definition of a local ring – as possessing a unique maximal ideal – is indeed classically equivalent to the
ring being nontrivial, and local. Constructively, on the other hand, the latter concept of a local ring is contained in the former:
in a nontrivial local ring in our sense, in which the invertible elements form a prime filter, the noninvertible elements form
an ideal, which is the largest proper ideal and thus the only maximal one.
One could now legitimately state that OA is a sheaf of (nontrivial) local rings, and this assertion would not cause any
problem at all—as long as one did not worry about the existence of formal points. From every point-free perspective,
however, a sheaf of local rings on a formal topology can hardly be defined as one whose stalks are all local rings: one can
neither be sure that there is at least one formal point nor that the formal points form a set. The case is as for prime ideals
(see Section 1), with which prime filters, and thus formal points, are in a one-to-one correspondence.
We wish to stress that any such reservation arises regardless of the fact that the notion of a local ring can well be
defined without invoking “the unique maximal ideal”. However, there also is the well-known sheaf version of this modified
definition, which constructively strengthens its traditional counterpart. As a literal translation of the notion of a local ring
in a topos [20, 6.51], it allows us to speak of a sheaf of local rings also in the context of formal topology.
Definition 4. (a) A sheaf of local rings on a formal topology is a sheaf of rings F such that for every basic open a and all
s, t ∈ F (a)with s+ t ∈ F (a)∗ there is an arbitrary open U with a C U such that
s|ab ∈ F (ab)∗ ∨ t|ab ∈ F (ab)∗ (5)
for every b ∈ U .
(b) A sheaf of nontrivial rings on a formal topology is a sheaf of rings F such that
F (a) is trivial =⇒ a C ∅ (6)
for all basic opens a.
Condition (5) is trivially satisfied, by (3), for all the b ∈ U with ab C ∅, but also, with U = ∅, if already a C ∅. Note also that
(6) is the converse of (3). Concerning the occurrence of a quantification over arbitrary opens in the definition of a sheaf of
local rings we refer to the discussion following Definition 2.
In the presence of a positivity predicate pos, a sheaf of nontrivial rings F is further required to satisfy
pos (a) =⇒ F (a) is nontrivial. (7)
Condition (7) reflects the idea that the ring of sections over an inhabited basic open set be nontrivial, and it implies (6)
whenever pos satisfies “ex falso quodlibet”. As yet we have no clue how to generalise (7) to the case of a binary positivityn;
the case is as with its converse (4).
Let now A be a commutative ring. The structure sheaf OA is a sheaf of nontrivial local rings, in the sense of Definition 4,
on the formal Zariski topology of A. In fact, condition (6) with OA in place of F holds as trivially as its converse (3) does for
the same data; whence OA is a sheaf of nontrivial rings. To see that OA is a sheaf of local rings, let a ∈ A and s, t ∈ Aa with
s = ban and t = cam . We show that if s + t ∈ (Aa)∗, then U = {b, c} is as required. First, s + t = ba
m+can
am+n is invertible in Aa
precisely when there is d ∈ A such that d (bam + can) ∈ M (a), which is to say that d (bam + can) = ak for some k ∈ N0.
Hence if s + t ∈ (Aa)∗, then a ∈ R (b, c) or, equivalently, a C U . Secondly, s|ab = bn+1(ab)n and t|ac = c
m+1
(ac)m are invertible in Aab
and Aac , respectively, because an+1bn+1 ∈ M (ab) and am+1cm+1 ∈ M (ac).
Is OA also a sheaf of nontrivial rings with respect to positivity? If pos is weakly monotone, then condition (7) with OA in
place of F follows from (6) for the same data provided that A comes with the denial inequality. In particular, (7) holds for
Pos0 – and thus for Pos – provided that 6= is the denial inequality.
Unlike (4), which is hard to fulfill in general even when 6= is the denial inequality, condition (7) will be invoked in the
following. However, this will only happen in the presence of positivity, which we do not need to suppose anyway. So one
could now dowithout (7), and leave the notion of an inequality as unspecified. As from this point an inequality independent
of equality will not be essential either, we may assume that every commutative ring which will occur in the sequel comes with
6= as the denial inequality.
5. Local morphisms without points
By now, we have established in a point-free way the structure sheaf OA on the formal Zariski topology as a sheaf
of nontrivial local rings which, according to its very construction, solves the representation problem of representing a
commutative ring A as the ring of global sections OA (1). We next turn our attention to the universal property that makes
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the Zariski spectrum stand out among the locally ringed spaces. A standard reference for the classical approach, which we
recall first, is [19, II.2].
Classically, a (locally) ringed space (X,OX ) is a topological space X with a sheafOX of (local) rings, whose sections usually
stand for a certain type of – possibly generalised – functions on open subsets of X . So a ringed space (X,OX ) is a locally ringed
space if and only if the stalk OX,x of the sheaf OX at each point x ∈ X is a local ring with the one and only maximal ideal
mx = OX,x \ O∗X,x.
A morphism of ringed spaces (f , ϕ) : (X,OX )→ (Y ,OY ) consists of a continuous mapping f : X → Y and a morphism
ϕ : OY → OX ◦ f −1 of sheaves of rings on Y , which is—possibly an analogue of—the lifting of functions along f . If both
(X,OX ) and (Y ,OY ) are locally ringed spaces, then (f , ϕ) is even a morphism of locally ringed spaces whenever, in addition,
the ring homomorphism ϕx : OY ,y → OX,x induced by ϕ is local for all x ∈ X and y = f (x). This means that ϕ−1x (mx) ⊃ my
holds for the respective maximal ideals—or, equivalently, ϕ−1x (mx) = my.
The universal property of Spec (A) – together with the traditional Zariski topology and the associated structure sheaf
OSpec(A) – consists in the presence of the canonical isomorphism
Hom (A,OX (X)) ∼= Hom
(
(X,OX ), (Spec (A) ,OSpec(A))
)
,
which is functorial in the variable locally ringed space (X,OX ). In other words, the locally ringed space (Spec (A) ,OSpec(A))
represents the set-valued contravariant functor on the category of locally ringed spaces that assigns the set Hom (A,OX (X))
to each (X,OX ). To define this isomorphism from right to left, one simply picks the global sections of the “lifting of functions”;
the reverse direction requires some dealing with points and ideals—even in the otherwise point-free localic approach
[22, V.3.5].
Can we nonetheless speak of that universal property in point-free terms—and, if so, how? As we have already seen, the
notion of a local ring can be expressed in a straightforward way without any talk of “the unique maximal ideal”; it is well-
known that one can equally do so with that of a local ring homomorphism: a ring homomorphism ψ : A → B is called
local whenever it is strongly extensional with respect to the natural inequality: that is, ψ−1(B∗) ⊂ A∗ or, equivalently,
ψ−1(B∗) = A∗. This definition of a local ring homomorphism generalises the traditional one inasmuch as none of the rings
under consideration is supposed to be local from the outset, and classically collapses to the latter whenever both A and B
are local. How can the alternative concept be extended to the context of sheaves?
The point-free concept of a sheaf of local rings, whichwe have remembered before, and thus tacitly that of a locally ringed
space are relatively common. The renewed definition of a local ring homomorphism gave rise to a topos-theoretic version
[20, 6.51]. In the sequel, we will introduce the notion of a morphism of locally ringed spaces to formal topology. Once more,
the clue is to focus on the positive concept of invertibility rather than its negation. Since only the former is a truly local
property,4 any such way to grasp locality is also closer to the bare meaning of this word than the traditional approach based
on points.
To start with, observe first that, for each ringed space (X,OX ), the family of supports
ϑU : OX (U)→ Ω (U) , s 7→ {x ∈ U : sx ∈ O∗X,x} (U ⊂ X open) (8)
naturally links the algebraic part with the topological part of this ringed space, where Ω (U) stands for the lattice of open
subsets of U and sx for the germ at a point x of U of a section s over U . Moreover, (X,OX ) is a locally ringed space if and only
if ϑU is a support in the lattice-theoretic sense (see below) for every open U ⊂ X . This is the case if, for instance, (X,OX )
equals
(
Spec (A) ,OSpec(A)
)
for a commutative ring A, in which case ϑX (a) = D (a) for every a ∈ A when one identifies A
with the ring of global sections OX (X) isomorphic to it.
The distinctive property of a morphism (f , ϕ) : (X,OX )→ (Y ,OY ) of locally ringed spaces amounts to
ϑU (ϕ(s)|U) ⊂ f −1 (ϑV (s)) (9)
for all open V ⊂ Y , s ∈ OY (V ), and open U ⊂ X with U ⊂ f −1 (V ). Indeed, (9) is equivalent to
ϕ (s)x ∈ O∗X,x =⇒ sy ∈ O∗Y ,y (10)
for all x ∈ U with y = f (x). As the converse of (10) holds trivially, (9) can equivalently be expressed as
ϑU (ϕ(s)|U) = U ∩ f −1 (ϑV (s)) . (11)
The formal counterpart of this essentially point-free condition will serve us later to redefine the locality of morphisms
without invoking points.
4 This becomes particularly visible when one looks at the standard example of a locally ringed space: that of a topological space X withOX as the sheaf
of continuous real-valued functions on it, for which mx = {s ∈ OX,x : s(x) = 0} for every x ∈ X . In this context, ϕx is nothing but the lifting of germs of
functions along f ; whence ϕ−1x (mx) = my amounts to the trivial condition that s ◦ f (x) = 0 if and only if s(y) = 0. Moreover, s ∈ O∗X,x means nothing but
s (x) 6= 0, which in fact is a local property of x.
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5.1. Morphisms of formal topologies
We recall that amorphism F : A → B of formal topologieswith underlying monoids A and B is a family
F (a) (a ∈ A)
of subsets of B subject to the following conditions [35]. First, F is expected to satisfy
1 C F (1) and F (c) F (e) C F (ce) (12)
for all c, e ∈ A. Next, F has to preserve the covering relations: that is,
a C U =⇒ F (a) C F (U) (13)
for all a ∈ A and U ⊂ A, with the notation
F (U) =
⋃
{F (c) : c ∈ U}. (14)
Note that (13) implies
U C V =⇒ F (U) C F (V ) (15)
for all U, V ⊂ A.
If A and B are endowed with positivity predicates, then F is assumed to reflect them: that is,
pos (F (a)) =⇒ pos (a) (16)
for all a ∈ A. Since (13) amounts to
a C U =⇒ F (a) C {b ∈ B : ∃c ∈ A (b ∈ F (c) ∧ c ∈ U)} ,
in the presence of positivity relations on A and B condition (16) has to be generalised to
F (a) n {b ∈ B : ∀c ∈ A (b ∈ F (c)⇒ c ∈ U)} =⇒ a n U . (17)
Clearly, (16) is the special case U = A of (17), which is equivalent to the condition given in [17] (see also [16]).
All these conditions perfectly mirror the properties of the inverse image operator F = f −1 that is associated with a
continuous mapping f . On the other hand, each morphism F : A → B of formal topologies can be extended, by (14), to a
frame homomorphism Open (A)→ Open (B); this is well-defined because
U ∼= V =⇒ F (U) ∼= F (V ) (18)
for all U, V ⊂ A by (15). Moreover, each occurrence of C in (12) can equivalently be replaced by one of∼=, by virtue of (15)
and the properties of a covering relation, so that (12) is equivalent to the request that F be a monoid homomorphism up to∼=: that is,
F (1) ∼= 1 and F (ce) ∼= F (c) F (e) (19)
for all c, e ∈ A. In particular, ifB is a sheaf on B, thenB ◦ F with
B ◦ F (a) = B (F (a)) (a ∈ A)
is a sheaf on A.
In [34] it was proposed to assume that every morphism F be saturated, which is to say that every F (a) is a saturated
subset of B. If only for the sake of a simpler presentation, we do not follow this proposal, but then have to consider two
morphisms of formal topologies F ,G : A → B as equal, for short F ∼= G, whenever F (a) ∼= G (a) for all a ∈ A.
By a basic monoidal formal topology we understand a commutative monoid together with a covering relation C and a
positivity relation n. An object of the same kind but without any positivity structure at all will simply be called amonoidal
formal topology.5 With the appropriate notion of a morphism as above, the (basic) monoidal formal topologies form a
category, for which we use the shorthand (B)MFTop. Note that there is a forgetful functor from BMFTop toMFTop.
In the following, each commutative ring A is tacitly equipped with the structure of its formal Zariski topology, which
object in BMFTop – or in MFTop – we equally denote by A. We likewise call an arbitrary monoidal formal topology by its
underlying monoid.
5 Basic formal topologies are less basic, but the notion of a positivity relation stems from the basic picture [16,35–38].
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5.2. Supports
According to [23] (see also [44,8]), a support on a commutative ring A with values in a (bounded) lattice L is a mapping
F : A → L such that
F (1) = 1, F(ab) = F (a) ∧ F (b) , (20)
F (0) = 0, F(a+ b) ≤ F (a) ∨ F (b) (21)
for all a, b ∈ A. If F : A → L is a support, then so is λ ◦ F ◦ ϕ whenever ϕ : A′ → A and λ : L → L′ are homomorphisms of
rings and lattices, respectively.
As the frame of arbitrary opens Open (B) of a formal topology B consists of all subsets of the underlying monoid, in
general it is a proper class. In the following we understand every family F (a) of subsets of B with a ∈ A as a mapping
F : A → Open (B), and can thus formulate the following characterisation.
Lemma 3. Let A be a commutative ring and B ∈ MFTop. A morphism of formal topologies F : A → B is nothing but a support
F : A → Open (B), and conversely.
Proof. Observe first that for the multiplicative properties (19) and (20) there is nothing to prove. Let next F : A → B be a
morphism of formal topologies. As 0C∅, we have F (0)C F (∅), and thus F (0) ∼= ∅ because F (∅) = ∅ and ∅C F (0) anyway.
If a, c ∈ A, then a+ c C {a, c}, and thus F (a+ c) C F (a) ∪ F (c) as required.
As for the converse, let F : A → Open (B) be a support. If a C U for a ∈ A and U ⊂ A, then an = ∑mi=1 ribi with n ∈ N,
m ∈ N0, b1, . . . , bm ∈ U , and r1, . . . , rm ∈ A. Hence F (an)C⋃mi=1 F (ribi), and thus F (a)C F (U): indeed, F (a) ∼= F (an), and
F (ribi) ∼= F (ri) F (bi) C F (bi). 
Here is an alternative interpretation of Lemma 3. Given a commutative ring A, the Zariski frame of the radical ideals of
A is equal to Sat (A) and thus isomorphic to Open (A). More specifically, the inclusion mapping Sat (A) ⊂Open (A) is an
isomorphism whose inverse is the radical operator R : Open (A) → Sat (A) that assigns the radical R (U) of the ideal I (U)
generated by U to each U ∈ Open (A); this is because elements U, V of Open(A) are considered to be equal, for short U ∼= V ,
precisely when R (U) = R (V ).
Again in [8], the radical support on Awith values in its Zariski frame is defined as themapping R : A → Sat (A) that assigns
the radical R (a) of the principal ideal I (a) to each a ∈ A. It has the universal property that if L is a frame and F : A → L is a
support, then there is a unique frame homomorphism λ : Sat (A)→ Lwith λ ◦ R = F .
In particular, if A is a commutative ring and B is a formal topology, then each support F : A → Open (B) uniquely
determines a frame homomorphism Open (A)→ Open (B) that maps {a} ∼= R (a) to F (a) for every a ∈ A. As a consequence
of Lemma3, this homomorphismbetween the frames of opens stems fromamorphismof the underlying formal topologies—
namely, the one given by the support F .
Before we proceed, we carry Lemma 3 over to the context of positivity. By a frame with predicate we understand a
frame Lwith a distinguished predicate pos. The frame Open (B) together with pos, for a formal topology Bwith a positivity
predicate pos, will be the only example of a framewith predicate occurring in the sequel.We refer to [30] for amore detailed
treatment, where a frame with predicate is called a “frame with apartness” whenever this predicate has the properties that
are analogous to monotonicity and openness of a positivity predicate.
When L is a frame with predicate, we expect every support F : A → L to satisfy the additional condition
pos(F (a)) =⇒ a 6= 0 (22)
for all a ∈ A. Since F (an) = F (a) for all n ∈ N, this form of strong extensionality for supports is equivalent to
pos(F (a)) =⇒ Pos0 (a) (23)
for all a ∈ A. In particular, Lemma 3 remains validwith the positivity predicate Pos0 from [41] on A and an arbitrary positivity
predicate pos on B.
Moreover, Lemma 3 even holds in the presence of a positivity relation on B. To see this, let A be a commutative ring and
B ∈ BMFTop. We show that the morphisms F : A → B in BMFTop coincide with the supports F : A → Open (B) that satisfy
(22) with Pos in place of pos. On the one hand, if F : A → B is a morphism in BMFTop, and a ∈ A, then Pos (F (a)) implies
Pos (a) by (16); since Pos (a)means that a is contained in a power coideal of A, this implies a 6= 0 as required.
On the other hand, let F : A → Open (B) be a support satisfying (22) with Pos in place of pos, and assume that the
antecedent of (17) is valid: that is, F (a) nW or, equivalently, a ∈ Q with
W = {b ∈ B : ∀c ∈ A (b ∈ F (c)⇒ c ∈ U)} and Q = {c ∈ A : F (c) nW } .
If F (c) nW , then F (c) G W , and thus c ∈ U; in particular, Q ⊂ U . To establish Q as a witness for a n U , it thus suffices to
show that Q is a power coideal.
To start with, if F (c)nW , then Pos (F (c)); whence c 6= 0 by hypothesis. By the compatibility ofnwithCwe achieve the
other properties of a power coideal. First, if F (c + e)nW , then either F (c)nW or F (e)nW because F (c + e)CF (c)∪F (e).
Next, if F (ce)nW , then F (c)nW because F (ce) ∼= F (c) F (e)CF (c); likewise F (e)nW . Finally, if F (c)nW , then F (cn)nW
because F (c) ∼= F (cn).
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5.3. The category of formal geometries
If C is a covering relation on a monoid B, and b ∈ B, then bC = {d ∈ B : d C b} carries the induced covering relation,
which suffices to define Open(bC); furthermore, bC is endowedwith the induced positivity structure whenever there is one
on B. Recall also that 1C = B.
Definition 5. A (locally) ringed formal topology (B,B) is a formal topology B together with a sheaf of (nontrivial local) rings
B on B.
For each ringed formal topology (B,B), the family of mappings
Θb : B (b)→ Open(bC), s 7→
{
d ∈ bC : s|d ∈ B (d)∗
}
(b ∈ B) (24)
is a perfect point-free substitute for the family of supports ϑ from (8). Indeed,Θ will prove to be as crucial as its forerunner
for understanding the “locality” ofmorphisms. (As everyΘb(s) is saturated, one could equally have definedΘ b as amapping
fromB (b) to Sat(bC), but would then sometimes face unnecessary notational redundancy.)
Lemma 4. A ringed formal topology (B,B) is a locally ringed formal topology if and only ifΘb is a support for every b ∈ B.
Proof. Let b ∈ B. We clearly haveΘb (1) = bC. For all s, t ∈ B (b), moreover,
Θb (s)Θb (t) ⊂
(i)
Θb (st) =
(ii)
Θ b (s) ∩Θb (t) C
(iii)
Θb (s)Θb (t) ;
whence Θb (st) ∼= Θb (s)Θb (t) .To verify (i), let d, e ∈ bC. If s|d ∈ B (d)∗ and t|e ∈ B (e)∗, then both s|de = (s|d) |de and
t|de = (t|e) |de belong toB (de)∗, and so does (s|de) (t|de) = (st) |de. As for (ii), notice for every d ∈ bC that (st) |d = (s|d) (t|d)
is an element ofB (d)∗ if and only if so are both s|d and t|d. To see (iii), simply observe that d C d2.
Next, it is plain thatB is a sheaf of local rings precisely when
∀d ∈ Θb (s+ t) ∃V ⊂ B (d C V ∧ dV ⊂ Θd (s|d) ∪Θ d (t|d)) (25)
for all b ∈ B and s, t ∈ B (b). We show that, for any choice of b ∈ B and of s, t ∈ B (b), condition (25) is equivalent to
Θb (s+ t) CΘb (s) ∪Θb (t) . (26)
To achieve this goal it is useful to observe that
dΘb (s) ⊂ Θd (s|d) ⊂ Θb (s) (27)
whenever dCb, and likewisewith t in place of s. (If e ∈ Θ b (s), then de ∈ Θd (s|d) for (s|d) |de = s|de = (s|e) |de; if e ∈ Θd (s|d),
then e ∈ Θb (s) for s|e = (s|d) |e.)
Assume now that (25) holds. If d ∈ Θb (s+ t), then pick V as in (25), for which
d C d2 C dV ⊂ Θd (s|d) ∪Θ d (t|d) ⊂
(27)
Θb (s) ∪Θb (t)
as required in (26). As for the converse, suppose that (26) is valid, and set
V = Θb (s) ∪Θb (t) . (28)
If d ∈ Θb (s+ t), then d C V by (26), and
dV = dΘb (s) ∪ dΘb (t) ⊂
(27)
Θd (s|d) ∪Θd (t|d)
as required in (25).
Finally, if d C b, then the ringB (d) is trivial precisely when d ∈ Θb (0). With this at hand it is easy to see that
B (b) is trivial =⇒ b C ∅
for all b ∈ B if and only if
d ∈ Θb (0) =⇒ d C ∅
for all b, d ∈ B. In other words,B is a sheaf of nontrivial rings precisely whenΘb (0)C∅, which is to say thatΘb (0) ∼= ∅. 
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The proof of Lemma 4 shows, for the defining conditions that Θb be a support for every b ∈ B, that the multiplicative part
(20) is satisfied for any ringed formal topology (B,B)whatsoever, and that only the additive part (21) is crucial forB being
a sheaf of nontrivial local rings on B. This, of course, parallels the classical case. Note also that, with Θ at hand, by (28) the
open V required in (25) can be defined uniformly in d ∈ Θb (s+ t).
Lemma 4 can further be carried over to the case of a ringed formal topology (B,B) with a positivity predicate pos on B.
Indeed, condition (7) is equivalent to
pos (d) =⇒ (s|d ∈ B (d)∗ ⇒ s 6= 0)
for all b ∈ B, s ∈ B (b), and d ∈ bC, which is to say that pos (Θb (s)) implies s 6= 0 for all b ∈ B and s ∈ B (b).
We next conceive the category of formal geometries as a perfect analogue to that of locally ringed spaces, which are
sometimes called geometric spaces. 6
Definition 6. A formal geometry is a locally ringed formal topology (B,B)with B ∈ MFTop. Given formal geometries (A,A)
and (B,B), a morphism (F , ϕ) : (A,A) → (B,B) of formal geometries consists of a morphism F : A → B inMFTop and a
morphism ϕ : A→ B ◦ F of sheaves of rings on A satisfying the locality condition: that is,
Θb (ϕ (a) (s)|b) C F (Θa(s)) (29)
for all a ∈ A, s ∈ A (a), and b ∈ F (a).
With the obvious way to compose morphisms of this kind and to set the identity, we thus get the category FGeom of formal
geometries. Note that the locality condition (29) is nothing but a practicable way to express in point-free terms the defining
condition (9) for amorphism between ringed spaces to be one between locally ringed spaces. Of course, the former condition
is classically equivalent to the latter provided that the formal topology B has enough points in the sense recalled, for instance,
in [15,41].
In a way that is analogous to the passing from (9) to (11), the locality condition (29) can equivalently be put as
Θb (ϕ (a) (s)|b) ∼= bF (Θa(s)) . (30)
To see this equivalence, observe first that (30) implies (29). Conversely,
bF (Θa(s)) ⊂ Θb (ϕ (a) (s)|b) C bF (Θa(s)) ,
in which the second step follows from (29), and the first one can be seen as follows. An arbitrary element of bF (Θ a(s)) is of
the form bdwith d ∈ F (c) for some c ∈ Θa(s), for which, in particular, cCa. Hence bdCbCF (a), bdCdCF (c), F (c)CF (a),
and s|c ∈ A (c)∗, so that
ϕ (a) (s)|bd = ϕ (c) (s|c)|bd ∈ B(bd)∗,
which yields bd ∈ Θb (ϕ (a) (s)|b) as required.
5.4. The universal property
Let CRings stand for the category of commutative rings. In the rest of this section, we extend the formal Zariski spectrum
to a covariant7 functor
FSpec : CRings→ FGeom
and show that this is left adjoint to the global section functor.
From now on let A always denote a commutative ring with the denial inequality 6=. As the structure sheaf OA is a sheaf
of nontrivial local rings (Section 4), the formal Zariski spectrum
FSpec (A) = (A,OA)
of A is a formal geometry. We thus have defined FSpec on the objects; its definition on the morphisms will be given
immediately after, and as a by-product of, the following more general construction.
There is the covariant global section functor
Γ : FGeom→ CRings
with Γ (B,B) = B (1). Given a commutative ring A and a formal geometry (B,B), we construct a mapping
Φ : HomCRings (A,Γ (B,B))→ HomFGeom (FSpec (A) , (B,B))
6 This is for the good reason that most spaces occuring in geometry carry additional structure which gives naturally rise to a sheaf of local rings whose
sections are (generalised) functions.
7 In view of the intended meaning of a morphism between formal topologies as the inverse image operator of a continuous mapping, it is no wonder
but worth pointing out that – in contrast to the classical case – the algebraic part of a morphism of formal geometries points to the same direction as its
topological part.
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by assigning a morphism
Φ (ψ) = (F , ϕ) : FSpec (A)→ (B,B)
of formal geometries to each ring homomorphism ψ : A → B (1). To this aim, we first set
F (a) = Θ1 (ψ (a)) (a ∈ A) .
As ψ is a ring homomorphism, and Θ1 a support (Lemma 4), Θ1 ◦ ψ : A → Open (B) again is a support—or, equivalently
(Lemma 3), F : A → B is a morphism of formal topologies.
To continue the construction of Φ , we construct a morphism of sheaves of rings ϕ : OA → B ◦ F . We fix a ∈ A for a
while, and recall that ψ (a) |b ∈ B (b)∗ for every b ∈ F (a) by the definition of F (a). Hence, for every b ∈ F (a),
A →
ψ
B (1)→
rb,1
B (b)
factors through the canonical mapping A → Aa, which is to say that it induces an arrow
OA (a) = Aa → B (b) .
We thus arrive at a mapping from OA (a) to
∏
b∈F(a)B (b), whose range clearly lies inB (F (a)). The resulting family of ring
homomorphisms
ϕ (a) : OA (a)→ B (F (a)) (a ∈ A)
is by construction compatible with the restriction mappings, and thus defines a morphism of sheaves of rings.
In order that (F , ϕ) be a morphism of formal geometries, it remains to prove that (F , ϕ) satisfies the locality condition
(29). To this aim, fix a ∈ A, s ∈ OA (a) = Aa, and b ∈ F (a). Let s = xan with x ∈ A and n ∈ N0, and set c = ax in A = OA (1);
then s = c
an+1 in Aa. We now have c C a and
an+1
c s|c = 1 in OA (c) = Ac ; whence s|c ∈ OA (c)∗ and thus c ∈ Θa(s). From
c|a = an+11 s in Aa we get
ψ (c) |F(a) = ϕ (1) (c) |F(a) = ϕ (a) (c|a) = ϕ (a)
(
an+1
s
)
ϕ (a) (s)
in B (F (a)). Since a
n+1
1 ∈ OA (a)∗, we have ϕ (a)
(
an+1
1
)
∈ B (F (a))∗. For each d ∈ Θb (ϕ (a) (s)|b) we also have
ϕ (a) (s)|d ∈ B (d)∗ and thus arrive at
ψ (c) |d =
(
ψ (c) |F(a)
) |d ∈ B (d)∗ ,
which amounts to
d ∈ Θ1 (ψ (c)) = F (c) ⊂ F (Θa(s)) .
This shows that (29) is even valid with⊂ in place of C.
The construction of Φ is now completed, for the given commutative ring A and an arbitrary formal geometry (B,B). If,
in particular, also (B,B) = FSpec (B) is the formal Zariski spectrum of a commutative ring B, thenΦ induces a mapping
HomCRings (A, B)→ HomFGeom (FSpec (A) , FSpec (B)) , ψ 7→ FSpec (ψ) ,
by which we define the functor FSpec on the morphisms: if ψ ∈ HomCRings (A, B), then
FSpec (ψ) (a) = R(ψ (a))
for every a ∈ A (Lemma 1). It is routine to verify that FSpec is indeed a covariant functor.
Now let (B,B) again stand for an arbitrary formal geometry, and still A for a commutative ring. Recall that we have the
canonical ring homomorphism
pi : A → Γ ◦ FSpec (A) = A1, a 7→ a1
which in fact is an isomorphism (Section 2).
Proposition 5. Φ is bijective, with its inverse being induced by Γ .
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Proof. Clearly, if ψ : A → B (1) is a ring homomorphism and (F , ϕ) = Φ(ψ), then ψ coincides, by the construction of ϕ,
with the mapping
A
∼=→
pi
A1 = OA (1) →
ϕ(1)
B(F (1))
∼=→
r1,F(1)
B (1) .
Hence it suffices to show, for each morphism of formal geometries (G, η) from FSpec (A) to (B,B), that (G, η) = Φ(ψ)
where
ψ : A ∼=→
pi
A1 = OA (1) →
η(1)
B(G (1))
∼=→
r1,G(1)
B (1) .
To this end, letΦ(ψ) = (F , ϕ), for which ϕ = η by the construction of ϕ. To see that F and G are equal morphisms of formal
topologies, fix a ∈ A. By the definitions of F and ψ , we have
F (a) = Θ1 (ψ (a)) = Θ1 (η (1) ◦ pi (a) |1) .
The locality condition (30) with (G, η) in place of (F , ϕ), which says that
Θ1 (η (1) ◦ pi (a) |1) ∼= G (Θ1 (pi (a))) ,
now yields F (a) ∼= G (Θ1 (pi (a))). As furthermoreΘ1(pi (a)) = R (a) by Lemma 1, and G (R (a)) ∼= G (a) because R (a) ∼= a,
we arrive at F (a) ∼= G (a). 
Just as its inverse,Φ is functorial in (B,B) and in A. This observation, whose routine verification we may omit, allows us to
put in another way what we have obtained by now.
Corollary 6. FSpec is left adjoint to Γ , and the unit idCRings → Γ ◦ FSpec of this adjunction is an isomorphism. Also, FSpec is
full and faithful, and maps CRings onto a full subcategory of FGeom.
In contrast even to the proof of this universal property in [22, V.3.5], we have never made essential use of points or stalks.
Instead, the family of supportsΘ from (24) has served well as a link between the two components of a formal geometry; in
particular, it has turned out to be indispensable to put the locality condition in the point-free way of (29). Last but not least,
note that neither positivity nor inequality were necessary to arrive at the universal property: these notions have occurred
not even implicitly in Section 5.4.
6. Future work
In this article the paradigmatic example of an affine scheme, the Zariski topology of a commutative ring together with its
structure sheaf, has given rise to a formal geometry. One next has to consider as a formal geometry the prime example of a
non-affine scheme, the projective spectrum of a graded ring, of which task the topological part has already been performed
[13]. The principal objective of a current project byHenri Lombardi and the author is to obtain, presumablywithin (a suitable
variant of) the category of formal geometries, a sufficiently general notion of a “finitary” scheme that includes all these
examples.
The concept of a (pre)sheaf on a formal topology still has to be extended to themore general variants of a formal topology
present in the literature, first to the onewith an arbitrary underlying set rather than amonoid. A further task is to provide the
sheafification of a presheaf, probably as sections in its display space (espace étalé) yet to be conceived as a formal topology.
This is work in progress by Erik Palmgren and the author. The reasonwhy in this paperwe have not followed either direction
is that none of them is of any use in the present context, where the monoid structure comes with the ring multiplication,
and the only presheaf under consideration actually is a sheaf.
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