Abstract. In this paper, we consider a nonlinear multi-stage dynamic system to characterize batch culture. We construct corresponding linear variational system for the solution to the multi-stage system, also prove the boundedness of fundamental matrix solutions for the linear variational system. On this basis, we prove strong stability with respect to perturbance of initial state vector for the multi-stage system through the application of such boundedness. From extensive simulation study, it is observed that the strong stability is highly satisfactory.
Introduction
1,3-Propanediol (1,3-PD) has a wide range of potential application on a large commercial scale, especially as one of the bulk chemicals used as a monomer for polyester, polyethers and polyurethanes [26] . Production methods for 1,3-PD can be one of two categories: chemical synthesis and microbial conversion of glycerol by Klebsiella pneumonia (K. pneumonia) [25] . This paper focuses on the latter category, which has recently come into investigators attention throughout the world because of no harm to environment, high region specificity and cheaply renewable feedstock [6] . In microbial fermentation process of glycerol bioconversion to 1,3-PD, a number of models were proposed to describe the process [24, 29] . The fermentation process can be one of three types: either batch culture (all substrate is present at the beginning of the reaction and nothing is added or removed from the fermentor during the reaction); fedbatch culture (fresh medium is added during the reaction to prevent nutrient depletion, but nothing is removed); and continuous culture (fresh medium is added during the reaction while old medium is removed) [17] . A comparison of batch culture with continuous and fed-batch cultures has recently been come into investigators notice throughout the world as it can obtain the highest production concentration and molar yield 1,3-PD to glycerol [1] . Not only the nonlinear dynamic behaviour of microorganisms has been the objective of a number of theoretical works, but also much modelling research on the process of batch culture has been reported recently in [2, 16, 23, 28] . However, for all the papers mentioned above, the strong stability is not taken into consideration in batch culture.
There is a long history in stability study of dynamical system. Many theoretical and applied researchers are investigated by mathematicians, physicists, astronomers and engineering professionals [9, 11, 22] . The rule of minimum total energy, local point of which was stable and balanceable, was proposed by Torricelli in 17th century. This rule is expanded by Laplace and Lagrange, both of which believe that the state of the corresponding zero kinetic energy and minimum potential energy was stable and balanceable if system was conservative in 18th century. The general theory and method of motive stability was studied by Lyapunov in 19th century. The invariance theorem was considered by LaSalle in 20th century. Generally, ranges of parameters are restricted in the neighborhood of initial parameter values during the identification process [18] . Because we can not ensure the system is stable under the given ranges of parameters, stability of the system becomes a fundamental issue in system analysis and design [27] . Stability theory was started by Morley [19] , who introduced several of the fundamental concepts, such as totally transcendental theories and the Morley rank. Stable and superstable theories were first introduced by Shelah [20] , who was responsible for much of the development of stability theory. The definitive reference for stability theory was proposed by Shelah [21] , though it is notoriously hard even for experts to read. Zhao [30] discussed stability of impulsive system by perturbing Lyapunov functions. Gao [7, 8] studied the approximate stabilisation and reachability of uncertain hybrid systems. Li [15] researched the stability analysis of dynamic collaboration model with control signals on two lanes. Fridman [5] investigated stability of linear descriptor systems with delay through the application of a Lyapunov-based approach by introducing its linearization. Chio [3, 4] researched the stability of linear and nonlinear dynamic system using the notion of fundamental matrix solution and integral Gronwall's inequality. The stability of equilibrium solutions for nonlinear dynamic system was discussed by introducing its linearization in continuous culture [13, 14, 27] . Nevertheless, there is no equilibrium point for nonlinear dynamic system in batch culture. Therefore, the general approaches fail to obtain the stability of the system in which the conditions to the existence of equilibrium point are untenable.
In this paper, to describe the process of batch culture of glycerol biconversion to 1,3-PD induced by K. pneumoniae, we consider a nonlinear multi-stage dynamic system in which there is no equilibrium point. Some properties of the nonlinear system are discussed. Our goal is to prove the strong stability with respect to perturbance of initial state vector for the solution of the multi-stage system. For this, we establish corresponding linear variational system for the solution to the multi-stage system and show the boundedness to fundamental matrix solution of the linear variational system. After this works, we state and prove the above strong stability through the application of such boundedness. The numerical simulations are provided to confirm the theoretical results.
The rest of this paper is organized as follows. In Section 2, a nonlinear multi-stage dynamic system is considered and some important properties of the multi-stage system are discussed. In Section 3, we construct corresponding linear variational system for the multi-stage system and prove the boundedness of its fundamental matrix solution. In Section 4, we demonstrate the strong stability with respect to perturbance of initial state for the solution of the multi-stage system. In Section 5, numerical simulation of a batch experiment is carried out. In Section 6, we draw the conclusions and trace the direction for future works.
Nonlinear multi-stage dynamic system and its properties
Some researchers considered the fermentation process as only growth period, which neglected the distinctive impact of cells during different stages. In the lag stage, the cells will take time to adjust and the exponential stage is characterized by cell doubling. During the stationary stage growth will slow down and eventually stop as nutrients become depleted or inhibitory metabolites build up in this stage [28] . In the light of the actual experiment, the following assumptions will be in force throughout the rest of this paper, whether explicitly mentioned or not.
• A1. No medium is pumped inside and outside the bioreactor in the process of batch culture; and
• A2. The concentrations of reactants are uniform in reactor, while nonuniform space distribution is ignored.
Next we describe the main nomenclature: R + denotes the set of positive real numbers, N + denotes the set of positive integers, I n denotes the set {1, 2, . . . , n}, n ∈ N + , A T denotes the transposition of the vector or matrix A, t f denotes the terminal time of the fermentation process, t f1 and t f2 are the given optimal parameters,
+ is the state variable vector (whose components are the state variables) of the i th stage at
+ is initial state vector of the first stage for the system (2.1), x i−1 (t fi−1 ), i=2, 3 is both initial state vector of the i th =2, 3 stage and end state of the (i − 1) th stage for the system (2.1),
The known parameters, the values of which are derived from [25] , are defined as follows in batch culture.
• K s denotes the Monod saturation constant for substrate in mmolL −1 .
• Y s and Y j , j = 3, 4, 5, denote the maximum biomass growth yield in gmmol −1 and product (extracellular 1,3-PD, acetate, ethanol) yield in mmolg −1 , respectively.
• µ m denotes the maximum specific growth rate in h −1 .
• m s and m j , j = 3, 4, 
or the third stage), we consider the nonlinear multi-stage system of batch culture (see [25] ): So the admissible range W α of state vector x i (t) is
Based on the results in [25] , the right term of the system (2.1) can be written as follows
where
From (2.3) to (2.4), we can directly prove
According to the experiment process, we define the admissible set of initial state vector x 0 ∈ R 5 , denoted by W 0 ⊂R 5 + , namely,
By Property 1 and the solution existence theorem of the ordinary differential equations, it is easy to prove that Property 2. ∀x 0 ∈ W 0 , there exists a unique solution to the system (2.1), denoted by
The solution set S W0 of the system (2.1) for different initial state vector x 0 ∈ W 0 , is defined as follows.
It follows from (2.2)-(2.4) that there exists a definition of partial derivative of function h i (x i (t)) with respect to
, we can get an interesting property as follows.
. Now that every component of the solution x(t; t 0 , x 0 ) for the system (2.1) denotes the concentrations of biomass, extracellular glycerol, extracellular 1,3-PD, acetate, ethanol at time t ∈ D 0 , x(t; t 0 , x 0 ) should be restricted in a certain range according to the practical production, namely, x(t; t 0 , x 0 ) ∈ W α ⊂R 5 + , ∀t ∈ D 0 . Let S W0a be the solution set of satisfying the solution x(t; t 0 , x 0 ) ∈ W α ,
It is well known that the set S W0a is nonempty based on numerical calculation in [24] . Next, we will prove the compactness of the solution sets S W0 and S W0a for the system (2.1). Proof. It follows from (2.5) that the set W 0 ⊂ R 5 + is nonempty and compact. By Property 3, we have that the mapping x 0 ∈ W 0 → x(t, t 0 , x 0 ) ∈ S W0 , defined by (2.6), is continuous. Thus, S W0 is nonempty and compact in
. ∀x 0 , y 0 ∈ W 0 and ∀τ ∈ (0, 1), by the convexity of W 0 , we have x 0 +τ (y 0 −x 0 ) ∈ W 0 . By Property 2, the solution x(t; t 0 , x 0 +τ (y 0 −x 0 )) ∈ S W0 of the system (2.1) is existent, where x(t 0 )=x 0 + τ (y 0 − x 0 ) is the initial state vector of the system (2.1), so S W0 is convex in x 0 ∈ W 0 .
It follows from (2.8) that S W0a ⊂S W0 . Let
be any sequence of S W0a , namely,
is the sequence of compact set S W0 . Thus, there exists a convergent subsequence in compact set S W0 , denoted by
. The subsequence satisfies:
5 is a closed set and
, is the solution of the system (2.1), it satisfies state equation and initial conditions as follows:
(2.9)
and x * l ≤x l (t; t 0 ,x 0 ) ≤ x * l , l ∈ I 5 . It follows from (2.8) thatx(t; t 0 ,x 0 ) ∈ S W0a . This means that subsequence x kj (t; t 0 , x
is convergent in S W0a and its limitation satisfiesx(t; t 0 ,x 0 ) ∈ S W0a . Thus, the function set S W0a is compact in
. By the definition of convex set, we can prove that S W0a is convex in x 0 ∈ W 0 .
Linear variational system and its fundamental matrix solution
Now that partial derivative of function h i (x i ) is existent for x i ∈ W a and continuous in t ∈ D 0 , it follows that we can structure corresponding linear variational systems (3.1)−(3.3) for the solution to the system (2.1). 
2)
where x 1 (t; t 0 , x 0 ) ∈ R 5 is the solution of the first stage for system (2.1); x i (t; t fi−1 , x i−1 (t fi−1 )), i=2, 3 is the solution of the i th = 2, 3 stages for the system (2.1).
By Theorem 3.3 in [10] , x 1 (t)=x 1 (t; t 0 , x 0 ) is the solution to the state equation (3.4) of the first stage for the system (2.1)
so matrix ∂x 1 (t; t 0 , x 0 ) ∂x 0 ∈ R 5×5 is the fundamental matrix solution of linear variable system (3.1) with initial state vector
Similarly, for i=2, 3,
) is the solution of the state equation (3.6) of the i th stage for the system (2.1)
is the fundamental matrix solution of linear variational system (3.2) and (3.3) with initial state vector
Let Φ 1 (t; t 0 , x 0 ), Φ 2 (t; t f1 , x 1 (t f1 )) and Φ 3 (t; t f2 , x 2 (t f2 )) are the fundamental matrix solutions of the linear variable systems (3.1)-(3.3) with initial state (3.5)-(3.7), respectively. By Theorem 2.6.4 in [12] , we give the following lemma Lemma 1. Let x 1 (t; t 0 , x 0 ) and y 1 (t; t 0 , y 0 ) be the solutions to state equation (3.4) of the first stage for the system (2.1) with the given initial state vectors x 1 (t 0 ; t 0 , x 0 ) = x 0 ∈ W 0 and y 1 (t 0 ; t 0 , y 0 ) = y 0 ∈ W 0 , respectively. Then,
Similarly, let x i (t; t fi−1 , x i−1 (t fi−1 )) and y i (t; t fi−1 , y i−1 (t fi−1 )) be the solutions to state equation (3.6) of the i th =2, 3 stage for the system (2.1) with initial state vector x i (t fi−1 ) = x i−1 (t fi−1 ) ∈ W 0 and y i (t fi−1 ) = y i−1 (t fi−1 ) ∈ W 0 , respectively. Then, ∀t ∈ D i , i=2, 3,
Strong stability of nonlinear multi-stage dynamic system
The purpose of the section is to discuss the strong stability with respect to initial state vector for the solution to the system (2.1). Now, we introduce its definition.
Definition 1. Let
T be the solution of system (2.1) with initial state vector x 1 (t 0 ; t 0 , x 0 ) = x 0 ∈ W 0 . For ∀ > 0, if there exists a δ = δ( ) > 0 such that the solution y(t) = y(t; t 0 , y 0 ) := [y 1 (t; t 0 , y 0 ), y 2 (t; t f1 , y 1 (t f1 )), y 3 (t; t f2 , y 2 (t f2 ))] T of the system (2.1) with initial state vector y 1 (t 0 ; t 0 , y 0 ) = y 0 ∈ W 0 satisfies:
Then, the solution x(t; t 0 , x 0 ) of the system (2.1) is said to be strong stable with respect to initial state vector x 0 ∈ W 0 .
To prove the strong stability of the solution for the system (2.1), we need prove the boundedness of the fundamental matrix solution for the linear variational systems (3.1)-(3.3).
Theorem 2. Let x 1 (t; t 0 , x 0 ) be the solution of state equation (3.4) of the first stage for the system (2.1) with initial state x 1 (t 0 ; t 0 , x 0 ) = x 0 ∈ W 0 and Φ 1 (t; t 0 , x 0 ), t ∈ D 1 the fundamental matrix solution for the linear variational systems (3.1), then Φ 1 (t; t 0 , x 0 ) is bounded in D 1 ⊂R + . That is, there exists a constant M > 0, such that
where e j ∈ R 5 is an unit vector which the j th ∈ I 5 component is 1, other components are 0. Let
be the solution of the system (4.1).
Since partial derivative of function h i (x i ) is existent for x i ∈ W a and continuous in t ∈ D 0 as well as W a ⊂R 5 is a nonempty and compact set,
Clearly, W j (t; u j (t)) is continuous in D 1 × R + , so there exists an unique solution u j (t) ≥ 1, t ∈ D 1 to system (4.4)
For the right item of state equation for the system (4.1), due to
we have
Based on the definition of norm, we have)
which implies
Comparing the systems (4.1) with (4.4), by Theorem 6.1 and Corollary 6.3 in [12] , we get that the solution of the system (4.1) satisfies
is bounded in D 1 ⊂R + , namely, u j (t) ≤m j <∞. By (4.5), we obtain that the solution y j (t; t 0 , e i ) of system (4.1) satisfies
which completes our proof.
Using the same argument as in the proof of Theorem 2, we can easily carry out the proof of Theorem 3.
Theorem 3. The fundamental matrix solutions Φ 2 (t; t f1 , x 1 (t f1 )) and Φ 3 (t; t f2 , x 1 (t f2 )) of the linear variational systems (3.2) and (3.3) are bounded in D 2 and D 3 , respectively. Thus, there exists a constant M > 0, such that
With the help of the preceding two theorems we can prove the strong stability of the solution for the system (2.1).
Theorem 4. Let x(t; t 0 , x 0 ) is the solution of the system (2.1) with x(t 0 ) = x 0 ∈ W 0 . Then, the solution x(t; t 0 , x 0 ), denoted by (2.6), is strongly stable with respect to initial state vector x 0 ∈ W 0 .
Proof. ∀ > 0, let y(t; t 0 , y 0 ) ∈ S W0a be the solution of the system (2.1) with
where M > 0 is a constant in Theorems 2 and 3. By Lemma 1, we have
Since W 0 ⊂ R 5 is a convex and compact set, it follows that if x 0 ∈ W 0 , y 0 ∈ W 0 , then, ∀τ ∈ (0, 1), x 0 + τ (y 0 − x 0 ) ∈ W 0 . Taking norm to (4.7) gives
By Theorems 2 and 3 together with (4.6), we have
namely, |y(t; t 0 , y 0 ) − x(t; t 0 , x 0 )| ≤ , ∀t ∈ D 0 . By Definition 1, this completes the proof of Theorem 4.
Numerical simulation
A batch culture was carried out under anaerobic conditions at 37 o C with 4 groups initial state vectors, i.e., From Figures 1-4 , we can deduce the strong stability of the system (2.1). 
Conclusions
This paper has studied the strong stability with respect to initial state for the solution to the nonlinear multi-stage dynamic system in which there is no equilibrium point. In addition, we structure corresponding linear variational system for the solution to the multi-stage system. Then, a sufficient condition on this strong stability are given by the boundedness to the fundamental matrix solution of this linear variational system. Finally, numerical simulations are agreement with theoretical analysis, both of which confirm the correctness of the presented theory. The current work deals with the problem of strong stability of the multistage system in batch culture. In a future work, our effort will focus on optimal control of the multi-stage system.
