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Abstract: We how group methods can employed to the symmetry a bifurcation 
in numerical computations. We extend the approach by Werner (1988) by presenting methods for the detection of 
bifurcation points and the computation of (multiple) Hopf points. The essential numerical point is the utilization of 
certain reduced instead of full systems involving appropriate subgroups of the underlying symmetry group F. The 
group theoretical tool is an a priori knowledge of the interaction of certain subgroups Z” and 2 of F at (possibly 
multiple) steady state or Hopf bifurcation points (minimal ,X0-Z-breaking bifurcation). We introduce a bifurcation 
graph which shows graphically this a priori information - its edges represent possible symmetry breaking bifurca- 
tions. Our analysis follows the lines of Golubitsky, Stewart and Schaeffer (1988) but it is aimed to numerical 
applications. We have chosen a 4-box-Brusselator model in order to explain our notions and ideas and to discuss the 
numerical procedure. 
Keywords: Symmetry breaking bifurcation, computation of steady state and Hopf bifurcation points, dihedral groups, 
Brusselator, extended systems, detection of bifurcation points. 
1. Introduction 
We consider a system of ODES 
i = g(-% A>, (1.1) 
where x E X= RN is the state variable, X E Iw is a distinguished control parameter and 
g : X x I!4 --) X is sufficiently smooth. We will be concerned with the numerical exploration of the 
dependence of steady state solutions on A, especially in bifurcations of static and Hopf type 
(bifurcations of steady state or periodic solutions). 
It is assumed that the system satisfies an equivariance condition 
8(YX, Q=yg(x, A>, XEX, AER, YET, 04 
0377-0427/89/$3.50 0 1989, Elsevier Science Publishers B.V. (North-Holland) 
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where r c O(N) is a certain group of orthogonal N x N-matrices being isomorphic to an 
abstract symmetry group G via a representation 0 : G -+ U(N) of G on X with r = O(G). 
Problems (1.1) with symmetry condition (1.2) are met after appropriate discretizations of certain 
nonlinear PDEs in domains with geometrical symmetry-arising in structural mechanics, fluid 
mechanics, reaction-diffusion problems,. . . . Here G is the isometry group of the domain, e.g. 
the dihedral group O4 for a square. Another example for problems with symmetries are n-box 
reaction problems with diffusion between neighboring boxes. Then the group G corresponds to 
the geometrical configuration of the coupled boxes, r consists of certain n x n-block permuta- 
tion matrices. 
Though the simplest, but most common symmetry is the purely reflectional symmetry 
(G= Z,Z (1, -1)) we will mainly be concerned with more complex symmetries such as the 
dihedral ones, where G is a non-Abelian group. Our numerical experience is limited to finite 
groups hence excluding the important infinite groups O(N) and SO(N). But most of the ideas 
can be carried over to these cases. 
It is well known that the occurrence of simple and multiple steady state and multiple Hopf 
bifurcation points is mostly due to underlying symmetries. Problems with symmetries can show a 
rich bifurcation behavior (symmetry breaking)! (See the numerical results in [5], [16], [20], [15], 
[26] and the analytical results in [ll], [23], [3].) 
The aim of our paper is comparable with that of Bossavit [l] for linear problems: We show 
how group theoretical methods can be employed to utilize the symmetry in numerical computa- 
tions with special attention to the detection and the computation of bifurcation points. The 
reward will be twofolded: firstly the computational effort will be reduced, secondly the 
numerical results (solution branches and bifurcation points) can easily be ordered according to 
their symmetry. A first systematic numerical approach can be found in [15] and [26]-where 
neither Hopf bifurcations nor the detection of bifurcation points are considered. 
The main computational aspect of symmetry is the use of reduced instead of full systems: 
Reductions to appropriate subspaces depending on the involved symmetries can be performed 
not only to follow a path, but also to detect and to compute bifurcation points. 
Let us try to explain briefly the main ideas: The symmetry of a steady state solution x is 
characterized by its isotropy subgroup 2 of r, 
Z=_Z,:= (00: ax=x}. (I .3) 
The fixed point space of 2 
x”:= {xEX: ux=x VUEE} (1.4) 
consists of all elements having at least the symmetry of 2. An essential, but elementary 
consequence of (1.2) is the invariance of X’ under g( . , A) which permits a Z-reduction of (1.1) 
(P,) f, =&4x,, A)> xx E x=, 
where g, is the restriction of g to X” x R. Solutions of (PZ) are precisely the solutions of (1.1) 
with at least the (spatial) symmetry of the subgroup Z. The consequence for the numerical 
treatment of following a Z-branch is obvious (see [15] and [26], where also the implementation of 
the subgroup-reduction concerning a suitable basis of XI is discussed). 
The less elementary, but very useful consequence of (1.2)-based on representation theory - 
is an a priori knowledge of the interaction of certain subgroups 2’ and 1 of r at (possibly 
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multiple) steady state or Hopf bifurcation points (x,, A,). Thereby 2 c 2' characterizes the 
symmetry of an emanating branch of steady state or periodic solutions. Representation theory 
comes in since (1.2) induces a representation of 2’ = ZXO on the (possibly multi-dimensional) 
null space N, of the Jacobian g,( x0, A,) (static bifurcation) or on the nullspace N, of 
(&(X0, Xo))2 + w21 (Hopf bifurcation with frequency w). Extending the results in [26] for steady 
state bifurcations we will give a thorough description also for Hopf bifurcations. In Section 6 we 
introduce a bifurcation graph in which, for certain groups G, each edge represents a possible type 
of Z”-E-breaking bifurcation points. 
Expecting various types of bifurcation points, an efficient method for their detection is 
presented in Section 7 mainly for the static case. The method is based on the strict change of sign 
of the determinant of certain maximally reduced Jacobians or of suitable linear symmetry 
functionals-depending 
Group theoretical notions and ideas 
In this section we introduce some very useful group theoretical notations. We explain some of 
them for the following D,-symmetrical model problem: 
Let us assume that we have four identical chemical reactors (“4 boxes”) which are connected 
by pipelines in the way (“nearest-neighbour-coupling”) shown in Fig. 1. 
If z,E[W”, j=l,..., 4, is the vector of concentrations of chemical reactants in cell j, then the 
dynamic of the whole reaction is modelled by the equations 
~j=f(zj)+xD[(z,+~-zj)+(zj_l-zj)], j=l,...,4, (2.1) 
where z0 := zq, z5 := zi, D E U&! mXm is a diffusion matrix and f(z) models the chemical reaction 
in a single box (for the Brusselator reaction see Section 8). The bifurcation parameter X controls 
3 2 
Et 4 1 
Fig. 1. Four coupled reactors. 
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Fig. 2. Basic rotation and axes of reflections. 
the diffusion of the reactants between the boxes. If we set x := (zr, _ . . , and x, A) be 
right-hand side of (2.1), then g obviously satisfies an equivariance condition (1.2) where r is 
isomorphic to the dihedral group D4 (the symmetry group of a square): 
r:= {I, R,, R,, R,, S,, S;, s,, S;}. 
I, RI, R,, R,, S,, S;, S,, S,l are 4 X 4-block permutation matrices representing rotations and 
reflections (see Fig. 2). 
The subgroups of r are: 
r= {A R,, R,, R,, St, $3 S,, S;}, zR= (1, R,> R,, &}, 
z’,= (1, R,> S,, S;}, xD= {A R,, S,, S;}, E:,= (1, &}, 
21= (19 s,>, 21’ = { 1, s; > > J% = (1, s,>, K= (6 s;>, &= {I}. 
Now let r C O(N) be an arbitrary group acting on X:= [WN (see (1.2)). Recall the basic 
definitions of an isotropy subgroup in (1.3) and of a fixed point space in (1.4). Two subgroups 2, 
2 of r are called conjugate subgroups if there exists an element y E r with yZy_r = 2. 
In the 4-box-problem Z1(Z2) and Z’;(&) are conjugate subgroups. For a verification take for 
instance y = R,. 
Two elements x, y E X are called conjugate elements if there exists a y E r such that yx = y. 
If 2 and 2 are conjugate subgroups (2 = yEyPr), then for the associated fixed point spaces, 
X” = yX= (2.2) 
holds (conjugate subgroups lead to fixed point spaces with conjugate elements). 
Let ,Ec, be an isotropy subgroup of r and let y E r. It follows that 
J& = YZ,Y -I (2.3) 
(conjugate elements lead to conjugate isotropy subgroups). 
Let 2 be a subgroup of r. The normalizer of 2 in I’ is defined by 
N,(Z) := {y E r: yzy-l = ,z> 
and ,E is a normal subgroup of r iff N,(E) = r. Hence (2.3) only leads to a conjugate isotropy 
subgroup different from 2, iff y 4 N,(E). 
Since conjugate isotropy subgroups describe essentially the same symmetry, we denote by JIT a 
set of pair-wisely nonconjugate isotropy subgroups of r. 
For our 4-box-problem, Jr contains 5 different isotropy subgroups of r (Fig. 3). For every 
subgroup there is schematically shown an element of X with the symmetry of .Z (different 
symbols indicate different states of concentrations). The hidden boxes represent conjugate 
subgroups (observe that 2, and E2 are nonnormal subgroups of r). 
We now state some definitions from group representation theory (see also [12]). 
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Fig. 3. The elements of Jr. 
A subspace Y c X is called r-inuariant if yy E Y for all y E Y and all y E r. Therefore a 
r-invariant subspace Y induces a representation 0, of r on Y by the restriction y 1 r of y E r to 
Y: 
0,: T+L(Y), y’-)ylr. 
Two r-invariant subspaces Y,, Y, c X are T-isomorphic if there exists an isomorphism A E 
L ( Y,, Y,) such that 
Hence r-isomorphy is an equivalence relation and two r-isomorphic subspaces Y,, Y, are 
equivalent in the sense of group representation theory. 
Remark 2.1. If x0 is r-symmetric (r = JQ), then it is easy to verify that the null-spaces No of 
gx(xo, A,) and K of &,(x0, ho))2 + w21 are r-invariant subspaces of X (cf. Section 1). 
A r-invariant subspace Y of X is called r-irreducible if there is no proper nontrivial 
r-invariant subspace of Y. Equivalently the representation 0, of r on Y is called irreducible. 
A r-invariant subspace Y of X is called absolutely r-irreducible if the only A E L(Y) 
commutingwithyIrforallyEr(yIyA=Aylr) are multiples of the identity. Equivalently the 
representation 0 r is called absolutely irreducible. 
Remark 2.2. In Section 4 we will assume the null-space N, to be absolutely r-irreducible. For the 
null-space N, we will assume in Section 5, that N, is the direct sum of two r-isomorphic and 
absolutely r-irreducible subspaces. The first assumption of absolute irreducibility is a generic 
one while the second one is generic only for specific groups r (cf. [12]). 
3. Bifurcation subgroups 
As already mentioned in the introduction, underlying symmetries often force g,,(xo, X0) to 
have eigenvalues of high multiplicity. Therefore standard bifurcation results for simple static or 
Hopf bifurcation points cannot be applied directly. 
On the other hand underlying symmetries enable us to classify the bifurcation phenomena 
which occur in the actually considered bifurcation problem. In order to describe this situation in 
detail, we have to introduce further notations. 
Throughout this section the following condition is assumed (see Remark 2.2): 
Y is an absolutely r-irreducible subspace of X. 
102 M. Dellnitz, B. Werner / Computational methods for bifurcation problems 
Definition 3.1. A subgroup .Z of r is called a bifurcation subgroup of r in Y if 
(i) 3y~ Y, y#O:.E=Zy and 
(ii) dim( Y f’ X2) = 1. 
The name bifurcation subgroup has been chosen by us for two reasons: 
_ Firstly under some eigenvalue crossing conditions (cf. Sections 4 and 5) there will be a 
r-J&breaking bifurcation. By a subgroup reduction process, condition (ii) will reduce multiple to 
simple bifurcation points. 
_ Secondly there is some prospect (compare discussions in [12]) that for certain groups (e.g. 
reflection groups, see [7]) generically only branches with the symmetry of bifurcation subgroups 
are bifurcating in static bifurcation problems. This is related to the conjecture in [9] concerning 
maximal subgroups (recall that a subgroup 2 of r is called maximal in Y if the condition (i) in 
Definition 3.1 holds and there is no nontrivial element in Y with an isotropy subgroup 2 where 
,Z is a proper subgroup of 2). It is easily seen that every bifurcation subgroup in Y is also 
maximal in Y whereas the converse is true for dihedral groups and more general for reflection 
groups [7]. 
Two results concerning conjugate bifurcation subgroups and the relation between bifurcation 
subgroups on different subspaces are given in the next proposition. 
Proposition 3.2. (a) Let 2 be a bifurcation subgroup of r in Y. Then each subgroup of r being 
conjugate to 2 is also a bifurcation subgroup of r in Y. 
(b) Let Y,, Y, be two r-isomorphic and absolutely r-irreducible subspaces of X. Then 2 is a 
bifurcation subgroup of r in Y, iff 2 is a bifurcation subgroup of I’ in Y,. 
Proof. (a) This follows at once from 
y(Yf-~X~)=yYn~X”=Ynx” 
where 2 = y&-l is conjugate to 2 (see (2.2)). 
(b) Let ,Z = _‘Z:,, be a bifurcation subgroup in Y,. Using (2.4) it is not difficult to show that 
2 = -?4y,* Since A is an isomorphism, it follows that _Z = ZAy, and also that Ay, spans Y, n X2. 
Therefore 2 is a bifurcation subgroup in Y,. 0 
In the remainder of this section we derive three theorems, containing several results for 
bifurcation subgroups. These results will be used repeatedly in the next sections. 
Theorem 3.3. Let 2 be a bifurcation subgroup of r in Y. Then 
dim Y= 1 e N,(Z) =r. (3 4 
Proof. Since 2 is a bifurcation subgroup of r in Y there exists a y E Y\ { 0} with 2 = Ev and 
YnX== (y). NOW 
iv,(_x)=r e y-1ay~_x vue vye 
e (y-~ay)y=y vue vye (z=q) 
= u(yv)=yu tfu~_z vyEr 
= yyEYnXz V y E r ( Y is r-invariant) 
e YnXzisr-invariant (YnX==(y)) 
e Y = Y n X2 = ( y) (Y is r-irreducible) 
and (3.2) is proved. •I 
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Essentially the proof reflects the fact that the normalizer is the largest subgroup of r leaving 
the fixed point space invariant. 
By negation of (3.2) we immediately get the following corollary. 
Corollary 3.4. Let 2 be a bifurcation subgroup of r in Y. Then 
dim Y>2 = N,.(/q#r. (3.3) 
Observe that _Z = r is not excluded in Definition 3.1 though only proper bifurcation subgroups 
are related to symmetry-breaking bifurcation. By Theorem 3.3, 2 = r implies that dim Y = 1 
(compare (A3) in Section 4 and Remark 5.5). 
In the next theorem (see also [12]) we show that there are exactly two possibilities for the type 
of a bifurcation subgroup which can occur. Recall that Z 2 z { 1, - 1) is the group consisting of 
the identity and one reflection. 
Theorem 3.5. Let 2 be a bifurcation subgroup of r in Y. Then either 
6) N&q/G = z 2 
or 
(ii) N,(Z) = 2. 
( The factor group N,( X)/.X contains the cosets ~2, y E Nr(2).) 
Proof. Let 2 = .Z’, for y E Y\ { 0} . S ince Y is r-invariant and X” is N,(E)-invariant, we get for 
every Y E N,(z) 
Since .Z is a bifurcation subgroup of r in Y, it follows that Y f’ X”’ = ( y) and that for each 
Y EN,(Z) 
YY = “Y 
with (Y E { - 1, l} (because of r c O(N)). Therefore 
~ either (Y = 1 for all y E N,(E) (case (ii)), 
~ or N,(Z) # ,Z and CY = - 1 for all y E N,(Z)\2 (case (i)). 0 
The following definition turns out to be useful. 
Definition 3.6. The bifurcation subgroup 2 is called symmetric in case (i) of Theorem 3.5 and 
asymmetric in case (ii) of Theorem 3.5. 
From Theorems 3.3, 3.5 we now obtain the following result, which will characterize simple 
symmetry breaking bifurcation points (see Theorems 4.7, 5.6): 
Corollary 3.7. A proper bifurcation subgroup of r in a one-dimensional space Y is normal and 
symmetric. 
For bifurcation, the determination of y spanning the one-dimensional space Y n X” for 
bifurcation subgroups 2 is of interest. 
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Theorem 3.8. Let 2 be a proper bifurcation subgroup of r in Y and assume Y f’ X2 = ( y). Then 
yEX;,:={xEX=:xlXr}. 
If 2 is symmetric then even 
yEX&:= {xEX?yx= -x}, 
where y E N,(Z)\Z. 
Before proving the theorem we remark that the definition of X$ is independent of the choice 
of the element y E N,(Z)\1 (cf. Definition 3.6 and Theorem 3.5). 
Proof. The second statement follows immediately from Theorem 3.5. 
Since 2 is a proper bifurcation subgroup of r in Y, it follows that 
ynxr= (0) 
(otherwise ,Z # 2, = r). Now ( Xr) L is r-invariant and Y is absolutely r-irreducible. Therefore 
either 
Yn (x')'= (0) 
or 
Yc (x’)‘. 
For an element y E r\Z one obtains 
y’z=(yy)[(yz)=(yy)fz vzEXr =+ Osy-yyE(Xr)? 
Since also y - yy E Y we conclude that the second possibility Y c ( Xr) ’ must be valid. From 
this follows that y E Xc,. 0 
4. Symmetry breaking static bifurcation 
Consider the equilibrium problem 
g(x, A) = 0. (4.1) 
For each subgroup _IZ of r the fixed point space X’ of _Z is invariant under g( *, A) for each 
X E R, leading to the reduced problem (see (P=) in the introduction) 
g,(x,, A) = 0, xg E x”. (4.2) 
Solutions of (4.2) are precisely the solutions of (4.1) with at least the symmetry of the subgroup 
2. Since y E N,(E) iff y leaves X2 invariant, one obtains (cf. [12]). 
Proposition 4.1. g, satisfies an equivariance condition 
g,(y,X,, A) = yzgz(Xx, A>, Xx E X2, X E R2 Y2 E rz E Nr(x)/2- 
Now consider a k-multiple X-singular point (x0, A,): 
g(x,, A,> = 0, NO:= kernel(g,(x,, A,)), dim N,=k&l. (4.3) 
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Let x0 := X:,0 be the isotropy subgroup of x,,. (Set 2’ := r at the first reading.) An immediate 
consequence of the equivariance condition (1.2) is given in the next proposition. 
Proposition 4.2. No is Z”-inuariant. 
From now on we assume that the following condition holds: 
(Al) No is absolutely _Z”-irreducible. 
From (4.3) p = 0 is a geometrically k-multiple eigenvalue of gx(xo, X0). We assume that the 
slightly more restricted case 
(A2) p = 0 is an algebraically k-multiple eigenvalue of g,( x0, X0) 
holds. The conditions (Al) and (A2) are generic (see [12]). Observe that the existence of 
multi-dimensional irreducible representations of the symmetry group 2’ (which is the case for all 
nontrivial groups) can force the X-singular point (x0, X0) to be multiple. 
It will turn out that certain isotropy subgroups .Z of kernel vectors + E No-the bifurcation 
subgroups of _Z” in No-are responsible for bifurcation. If there is a nonvanishing $ E No 
having at least the symmetry of 2’ then it is easy to see from (Al) that k = 1 and hence under a 
nondegeneracy condition, (x0, A,) will be a turning point of the E’O-branch through (x0, ho). 
We are not interested in that case and assume that (x0, X0) is a E”-breaking h-singular point: 
(A3) No nx""= (0). 
Then-from the Implicit Function Theorem-one obtains: 
Proposition 4.3. There is (locally) a unique smooth 2’-branch C,O through (x0, A,) which can be 
parametrized by A: 
czo= {(x(h), A): IX-A,[ GS}, x(X,)=x,, X(X)EXZi’. 
Since x(A) E X”, all Jacobians g,(x(h), h) commute with u E 2’. The conditions (Al) and 
(A2) guarantee that the following perturbation result for the k-multiple eigenvalue p = 0 of 
g,( x0, X0) holds (this theorem generalizes the classical perturbation result for algebraically 
simple eigenvalues). 
Theorem 4.4. There is (locally) a smooth function p(h) such that p(X) is an algebraically 
k-multiple eigenualue of g,(x(X), h) at (x(X), A) E C,o satisfying p( A,) = 0. 
The proof shows the necessity of (Al) for this result. But it is not elementary and will be 
omitted. An analogous result for the Hopf eigenvalues (see Theorem 5.2) can be found in [12]. 
Now the following eigenvalue crossing condition for the k-multiple eigenvalue p(X), 
(A4) 00) f 0, 
should imply symmetry-breaking bifurcation: 
Consider a bifurcation subgroup 2 of .Z” in No and the E-reduced problem (4.2). Then p(X) 
is an algebraically simple eigenvalue of the restricted Jacobian (a/ax,)g,(x( h), h). Together 
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with the crossing condition (A4) one easily obtains the following theorem which is essentially the 
Equivariance Branching Lemma of Cicogna [4] and Vanderbauwhede [24]: 
Theorem 4.5. Under the assumptions (Al)-(A4) f or all bifurcation subgroups 2 of 2’ in No, 
(x0, A,) is a simple bifurcation point of the reduced problem (4.2). From the Z”-branch C,O 
bifurcates transversally a smooth branch C, with the symmetry 2. 
For the definition of simple bifurcation points see [2]. The type of bifurcation guaranteed in 
Theorem 4.5 is a symmetry ( ,X0-Z)breaking bifurcation. We will call (x0, A,) a minimal 
,I?‘-Z-breaking bifurcation point. Obviously conjugate bifurcation subgroups lead to conjugate 
solution branches bifurcating at (x0, A,). But is it possible that essentially different (noncon- 
jugate) branches can bifurcate at (x0, X0)? 
Definition 4.6. The number d of pairwisely nonconjugate bifurcation subgroups ,Z of X0 in No is 
called the bifurcation degree of (x0, X0). 
By Theorem 4.5 at least d essentially different branches bifurcate at (x0, ho) where d is the 
bifurcation degree. Of course there is a weak relation between the multiplicity k of the 
singularity and the bifurcation degree d stated in the following theorem which follows im- 
mediately from Theorem 3.3, its Corollary 3.4, Theorem 3.5 and Corollary 3.7. 
Theorem 4.7. For each No with k = dim No = 1 there is a unique bifurcation subgroup ,X of ,X0 in 
No (d = 1). Moreover 2 is a symmetric normal subgroup of 2’. 
For each No with k = dim No > 2 there are at least two (possibly conjugate) bifurcation 
subgroups of .X0 in No-provided that there is any-( d z 1). Each bifurcation subgroup is a 
symmetric or asymmetric, but not a normal subgroup of 2’. 
The names symmetric and asymmetric are easily justified using Proposition 4.1. 
Theorem 4.8. Let Z: be a bifurcation subgroup of 2’ in No. The bifurcation stated in Theorem 4.5 is 
symmetrical (pitchfork) if 2 is a symmetric subgroup of 2’ and asymmetrical (transcritical) if 2 
is an asymmetric subgroup of ,I?‘. (Observe that the normalizer is here N,o (2) taken in ,X0, see 
Definition 3.6.) 
See again [2] for the definition of symmetrical and asymmetrical (simple) bifurcation points. 
In the symmetric case, for each y E N,“(E) \,Z the bifurcating branch C, is mapped onto itself: 
the pitchfork branch consists of two parts being conjugate to each other. 
Provided that (Al)-(A4) are valid, simple bifurcation points are always of pitchfork type 
where the bifurcating branch carries the symmetry of a symmetric normal subgroup 2 of 2’. 
This follows from Theorem 4.7. See Figs. 4 and 5. 
If d > 2 it is possible that there exist two bifurcation subgroups one of which is symmetric 
while the other is not. Then there will be one branch bifurcating symmetrically and another 
bifurcating transcritically at the same point (x0, ho). One example is a 4-box-Brusselator, where 
the 4 boxes have the 3-dimensional configuration of a tetrahedron. A discussion of this 
interesting example is beyond the scope of this paper, but see Fig. 12. 
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Fig. 4. Asymmetrical bifurcation point. Fig. 5. Symmetrical bifurcation point. 
It is well known from the bifurcation analysis of simple bifurcation points that the tangent 
direction of the bifurcating E-branch is essentially determined by the nonvanishing vector +,, in 
the one-dimensional space X” n No. Theorem 3.8 (set y = Go) guarantees that the branching 
direction is orthogonal to X”’ or even antisymmetric w.r.t any y E N,o(_Z) \Z. That facilitates 
numerical branch switching. 
We conclude this section discussing the plane symmetries of the dihedral groups r E G = D, 
and of the cyclic groups r = G = C,. Let R E T correspond to the rotation about 27r/n and let S 
(in the case r = D,,) correspond to any reflection. Set 
Rj:=RJ and SJ:=RJ_lS, j=1, 2 ,..., n. 
Then 
D,= {RI,..., R,,, Si,..., s,,>, C,, = {RI,..., R,}. 
(Observe that R, is the identity 1.) From representation theory one knows that absolutely 
irreducible representations have dimensions k < 2. Under the assumption (Al), double h-singu- 
lar points (i.e. k = 2) can only occur for r = D, and n > 3. In the following we will enumerate all 
bifurcation subgroups: 
k = 1 (simple X-singular points) 
By Theorem 4.7 we have to look for normal, symmetric subgroups 2. Hence simple bifurca- 
tion points of C,,-E-breaking type can only occur if n = 2m is even and 
JZ= {&, K,,...,R,) 
while there are at most three different types of D,-Z-breaking simple bifurcation points: 
(1) 2 = C,, 
(2) Z=ED:= {R2, R, ,..., R,, S,, A’, ..., S_,}, 
(3) E=ZM:= {R,, R, ,..., R,, S,, S, ,..., S,,}. 
The last two possibilities require even n = 2m. Both 2, and EM are isomorphic to 0,. 
But observe that not all subgroups are necessarily isotropy subgroups (for our 4-box-model, C, 
and 2, are not). 
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k = 2 (double X-singular points) 
The two-dimensional (absolutely) irreducible representations of r = D,, for n > 3 are well 
known: there exists a basis of A$, and an integer s such that 
1 0 




cos 27~s/n - sin 2as/n 
sin 27rs/n cos 2TS/rl (4.4) 
where s G [in]. For our purposes the integer s is less essential than the indexj, of N,, which we 
define to be the smallest integer > 3 which satisfies 
on N,. Of course j, is a divisor of n. It will turn out in the next theorem that the bifurcation 
subgroups in N, are uniquely determined by the index j, of A’, and that there are at most as 
many different types of double bifurcation points (w.r.t. symmetry breaking) as there are 
different divisors j > 3 of n: 
Theorem 4.9. Let NO be a two-dimensional absolutely D,-irreducible kernel of index j,. Then there 
exist exactly j, bifurcation subgroups E’,, . . . , 2,,, of D, in N,,, where Zi is generated by R,O and S,, 
i= l,..., j,. Each bifurcation subgroup is isomorphic to the dihedral group D, with k = n/j,. 
If the index j, is odd then all subgroups Z,, i = 1,. . . , j,, are conjugate to each other and hence 
the bifurcation degree d equals 1. Moreover all bifurcation subgroups 2, are asymmetric. 
If the index j, is even then the bifurcation degree d equals 2. Z,, E3,. . . , E,,_, on one hand and 
,X2, 2Z4,. . ,2,, on the other hand are pairwisely conjugate. Moreover all bifurcation subgroups are 
symmetric. 
The proof is not very difficult using the representation (4.4) above and setting S := S,. 
The results of this theorem for n = 4 (j, = 4 characterizes the only type of double bifurcation 
points) and n = 6 ( j, = 3 and j, = 6 describe the two possible types of double bifurcation points) 
are contained in part of the bifurcation graphs in Section 6. 
5. Symmetry breaking and preserving Hopf bifurcation 
In the last section several criteria are given for the type of static minimal symmetry breaking 
bifurcation points, which can occur in bifurcation problems with underlying symmetries (see 
Theorems 4.7-4.9). In this section it is our aim to derive similar criteria for the case of minimal 
symmetry breaking Hopf bifurcation points. 
In order to describe as far as possible analytically the whole bifurcation scenario in a multiple 
symmetry breaking Hopf bifurcation point, also the temporal symmetry which is given by the 
time-invariance of the system (1.1) has been taken into account (cf. [12]). Here we are not 
interested in the computation of the periodic solutions which bifurcate in a multiple Hopf 
bifurcation point. But concerning the computation and detection of a multiple Hopf bifurcation 
point itself, we can leave the temporal symmetry out of consideration for a large number of 
problems. 
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Consider again the dynamical system 
x=g(x, X), xEX, XER. (5.1) 
Let (x0, X,) E X”O X R, 2’ := .Z’,,,, be a steady state solution of (5.1) and assume that 
the only purely imaginary eigenvalues of g, (x0, ho ) are + iw , w # 0. 
Now define 
N,:= kernel[(g,(x,, A,,))‘+ ~‘1). (5.2) 
Then N, is spanned by all real and imaginary parts of the eigenvectors corresponding to the 
eigenvalue iw of gx(xo, ho). Let 
dim N, = 2k > 2. (5.3) 
Hence k is the geometrical multiplicity of the eigenvalues ,iw of gx.(xo, X0). Since (x0, X,) E 
X2” X R we immediately get from (1.2): 
Proposition 5.1. N, is 2°-inuariant. 
We assume the following two conditions (Hl), (H2) (see (2.4)): 
(Hl) N, = V @ IV, where V and W are r-isomorphic and absolutely r-irreducible subspaces 
of x, 
(H2) iw is an algebraically k-multiple eigenvalue of g,( x0, X0). 
While the corresponding condition for static bifurcation problems is generic for all groups G, 
this is not the case for Hopf bifurcations. For cyclic groups G = C,,, (Hl) is not the right 
condition. But it seems to be right for dihedral groups G = D,, (cf [ll]). We have the feeling that 
(Hl) characterizes the generic situation for all finite reflection groups. 
Theorem 5.2. Let C,0 := {(x(X), A) E Xz‘” X R! : 1 X - A, 1 6 6 } be a part of a _I?‘-branch of steady 
state solutions of (5.1) with x(X,) = x0. Let (Hl), (H2) be valid. Then there exists Iocal!v 
algebraically k-multiple eigenuazues ,u( h) + iy( h) of g,(x( A), A) sutisfying p( A,) = 0 and v(X,) 
= w. Moreover p( .) and ZJ( .) are smooth functions of A. 
Proof. The proof is essentially in [12]. q 
In the standard Hopf Theorem the complex conjugate pair of eigenvalues, which is responsible 
for the bifurcation, has to cross the imaginary axis with nonzero speed. Analogously we assume 
for the k-multiple eigenvalues p(X) f iv(A): 
(H3) I’ + 0. 
Then we get the following theorem (see also [12]): 
Theorem 5.3. Let (Hl), (H2) and (H3) hold. Then (x,, A,) is a k-multiple Hopf bifurcation point 
in the following sense: For each bifurcation subgroup ,I?? of _Z” in V there is a branch of periodic 
solutions x(t; A) of (5.1) with the symmetry of 2 (the orbits are in XZ) bifurcating at (x0, A,). 
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Proof. We sketch the proof: Consider the reduced system (PI). By Proposition 3.2 (b), 1 is also a 
bifurcation subgroup of .Z’O in IV’. Therefore we get dim( N, f’ X2) = 2 and an application of the 
standard Hopf Theorem to the reduced system (PB) shows that a branch of Zsymmetric 
periodic solutions of (5.1) is emanating at (x0, X0). q 
Definition 5.4. Under the assumptions of Theorem 5.3 we call (x0, X0) a minimal Z”-Z-breaking 
Hopf bifurcation point. 
Remark 5.5. In the last definition the case _Z = _Z” is not excluded though the name ,Z”-Zbreak- 
ing might be misleading. Therefore we call (x0, A,) a symmetry preserving Hopf bifurcation point 
if 2 = x0, since in this case the bifurcating periodic solutions have the same symmetry as x0. 
Hence symmetry preserving Hopf bifurcation points correspond to turning points in static 
bifurcation problems (see (A3)). 
Applying the theoretical results of Section 3 we get the following theorem, which will be very 
important for the numerical procedure presented in Section 7. 
Theorem 5.6. Let (x0, A,) be a minimal X0-Z-breaking Hopf bifurcation point. 
(a) If (x0, A,) is a simple Hopf bifurcation point (k = 1, dim N, = 2) then there is a unique 
bifurcating branch of periodic solutions with the symmetry 2. Either 2 is a symmetrical normal 
subgroup of 2’ or (x0, A,) is a symmetry preserving Hopf bifurcation point (2 = 2’). 
(b) If (xo, A,) is a multiple Hopf bifurcation point (k >, 2, dim N, > 4) then the isotropy 
subgroup 2 of the bifurcating periodic solutions is either symmetric or asymmetric, but not a normal 
subgroup of 2’. Moreover there exists at least a second (possibly conjugate) bifurcation subgroup 
2 of 2’ in V such that at least a second branch of periodic solutions with the symmetry of _J!? is 
bifurcating at (x0, A,). 
The following corollary follows immediately. 
Corollary 5.7. In the case of k > 2, (x0, X0) is not a symmetry preserving Hopf bifurcation point. 
Now all the results about dihedral and cyclic groups obtained in the last section can also be 
used in the present case of symmetry breaking Hopf bifurcation in order to classify the different 
types of (multiple) Hopf bifurcation phenomena (cf. Theorem 4.9). 
We have seen in the last section that in static bifurcation problems symmetric subgroups of 2’ 
lead to pitchfork and asymmetric subgroups of 2’ to transcritical bifurcation. In the remainder 
of this section we investigate the effect of a symmetric bifurcation subgroup 2 on the periodic 
solutions bifurcating in a minimal Z”-E-breaking Hopf bifurcation point. 
Let 1 be a bifurcation subgroup of ,Z” in V. Consider the reduced dynamical system: 
0%) f, = g,(x,, A>, xx E x=. 
Then g, also satisfies an equivariance condition (compare Proposition 4.1): 
g,(Y,xz> A) = Y_%,(X,> A) VY_z E N.&O (5.4) 
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If ~~(1; A) is a periodic solution of (Pz), then it follows by (5.4) that y,x,( t; A) is also a 
periodic solution of ( PB) for each yz E N,o (2). 
Now let (x,, A,) be a minimal Z”-Z-breaking Hopf bifurcation point. Then (Pz,) possesses a 
branch of periodic solutions in a neighbourhood of (x0, A,). If 1 is a symmetric bifurcation 
subgroup of X0 in V, then there exists an element yn E N,o( 2) \X and we get a further branch 
of periodic solutions yXx,( t; A) in this neighbourhood of (x0, A,). By the statement of 
uniqueness in the Hopf Theorem we get locally for every X 
yz-x&; x)=X2(t+(Y(X); A) 
with LY( A) E (0, T(X)), where T(X) is the period of xX( t; A). Since yg E 2 it follows that 
x1-t; A) = yix,(t; A) = xz(t + 2@); A) 
and therefore a(X) = T( X)/2. We have proved the following theorem. 
Theorem 5.8. Let (x0, A,) be a minimal .X0-X-breaking Hopf bifurcation point. Assume that 2 is 
symmetric. Then the bifurcating periodic solutions x2( t; h) E X’ sati& 
yzx,(t; A> = x.z(t + T(W2; A) VY~ E Kd~)\Z (5.5) 
where T(A) is the period of xz( t; X). 
6. Bifurcation graphs 
For the incorporation of symmetry in the sense of (1.2) into path following codes at least the 
following two aspects are crucial: 
(1) The subgroup reduction (compare (P=) and (4.2)) has to be implemented (see [15] and 
[261)- 
(2) The a priori knowledge of the possible occurrence of certain types of symmetry breaking 
bifurcations is very helpful for an efficient detection and computation of bifurcation 
points. 
The bifurcation graph introduced in this section contains all necessary information for the latter; 
in Section 7 the subgroup reduction is used for the numerical detection and computation of 
bifurcation points. 
Following a branch of steady state solutions with symmetry 2’ one would like to know which 
types of bifurcation points one should expect to encounter. If 2’ = r then the knowledge of all 
bifurcation subgroups of r would represent a complete list of all minimal symmetry breaking 
bifurcation types-static bifurcations as well as Hopf bifurcations (compare Theorems 4.7, 5.6). 
Concerning “secondary” bifurcations the case 2’ f r is also of interest. For static bifurcations it 
is helpful to know the bifurcation subgroups of 2’ (loss of symmetry by bifurcating branches) as 
well as those subgroups 2 of r for which 2’ is a bifurcation subgroup of _E (gain of symmetry 
by bifurcation). For Hopf bifurcation points only the bifurcation subgroups of 2’ are relevant. 
We define 
D=o := { 2 E J,: 2 is a bifurcation subgroup of 2’ } , 
U,(I := { 2 E Jr : 2’ is a bifurcation subgroup of _Z } . (6-l) 
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Fig. 6. Bifurcation graph of D, 
The bifurcation graphs for some groups r (or G), which we present in Figs. 6-12, carry the 
following informations: 
The vertices of the bifurcation graph of r are the isotropy subgroups of r in J, (with hidden 
boxes indicating conjugate subgroups), vertically ordered corresponding to the subgroup 
hierarchy. 
If 2 is a bifurcation subgroup of X0 then 2’ is connected with _Z by an edge. Hence the sets 
D,o and U,C in (6.1) can easily be seen from the bifurcation graph. D stands for Down and U 
for Up. 
The letters S or A on the edge inform whether the subgroup is Symmetric or Asymmetric, 
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Fig. 7. Bifurcation graph of D,. Fig. 8. Bifurcation graph of D,. 
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Fig. 9. Bifurcation graph of D4 (4-box model). 
(1, RI, Rz, RY, 
s,,s;,sz,s:) 
Fig. 10. Bifurcation graph of D4 (PDE on a square). 
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{I, RI, R2, R3, 
fia,Rs,S~,S;, 
s:,, s2, s:, S;l) 
Fig. 11. Bifurcation graph of D6 (6-box-model). 
degree d of the bifurcation point is greater than one, the d edges connecting 2’ and its 
nonconjugate bifurcation subgroups are horizontally connected by arrows. 
Observe that all vertices of the graph themselves represent the possibility of symmetry 
preserving Hopf bifurcation or turning points. 
Theorem 4.9 classifies all bifurcation subgroups of r = 0,. Since all these bifurcation 
subgroups are isomorphic to 0, or C,,,, it is in principle possible to draw the bifurcation graph of 
r = 0, for a given problem. 
In the following we present bifurcation graphs for + 2 ( g 01) (Fig. 6), Z 2 x E 2 ( z 02) (Fig. 
7), D, (Fig. S), O4 (Figs. 9, lo), O6 (the 6-box problem, Fig. 11) and T (the 4-box problem, Fig. 
12) where T is the symmetry group of the tetrahedron (containing 24 elements). The difference 
between the two D,-bifurcation graphs lies in the fact that for the PDE-problem on the square 
(Fig. 10) all subgroups of D4 are isotropy subgroups (hence the bifurcation graph of Fig. 9 is a 
“subgraph” of that in Fig. 10). By the same reason, Figs. 11 and 12 only show subgraphs of 
possibly more complex bifurcation graphs. 
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Fig. 12. Bifurcation graph of T (4-box-model). 
7. Detection and computation of bifurcation points 
7.1. Static case 
Following a _I?‘-path C,O = {(x(s), h(s))} numerically one might cross a bifurcation point 
(x0, A,) = (x(so), X(3,)) at s = so. Usually the detection of bifurcation points in path following 
codes is based on the change of sign of det( g,(x(s), X(s))) a s = so. But for problems with t 
symmetries, bifurcation points with even multiplicity k cannot be detected in this way. More- 
over, following C =O the E”-reduced problem is involved where only the N,u x N,o reduced 
Jacobian is evaluated ( N,o := dim X2’“) which gives no hints about a loss of symmetry at 
(x0, A,). 
Under assumptions (Al)-(A4) one of the following two possibilities is met (see (6.1) for the 
definition of D,o and U20): 
Case 1. There is a loss of symmetry at (x0, X0): (x0, X0) is a minimal E”-Z-breaking 
bifurcation point for a suitable bifurcation subgroup 1 E D,o of 2’. 
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Case 2. C,O has a lower symmetry than the bifurcating branch: (x0, A,) is a minimal 
_Z-E’O-breaking bifurcation point for a suitable subgroup ,E E U,U of r. 
Case 1 
We can (locally) choose s = h. p(h) is a simple eigenvalue of the x-reduced N, x N,-Jacobian 
strictly changing sign at h = h,. The same is true for the determinant of A’(h). But this would 
occur not only for minimal .Z”-Z-breaking bifurcation points but also for e.g. turning points of 
C,O. We suggest to check the determinant of an even smaller, reduced Jacobian (cf. Theorem 
3.8): 
Theorem 7.1. Let Ago,,(X) (A$_(A) f or s mmetric y 2) be the restriction of the Jacobians 
g,( x( X), A) to their invariant s&paces Xzo I (X$ ~ respectively). Then the determinants of 
A= 8~,1 (h) (A’$_( X) respectively) strictly char&e sign ai h = X0. 
The proof follows from Theorem 3.8 where r has to be replaced by 2’. 
Remark 7.2. For numerical implementations the following formula is helpful: 
det Ago,*(h) = det A’(A)/ det A’“(X). 
Case 2 
Assume that 2’ is a symmetric bifurcation subgroup or equivalently that (x0, ho) is a 
minimal Z-Z’-breaking symmetric bifurcation point. The detection of such a point is important 
since the path following could stop at the pitchfork (x0, X0) since after having crossed (x0, X0) 
only conjugate solutions would be computed (see Fig. 5). 
Our detection of those bifurcation points is based on the fact that x0 has the higher symmetry 
_Z than the other elements of C =O nearby. Introducing a linear symmetry functional I&X with 
q. E Xz,y we check the sign of c(s) := +!&x( s) during the path following in the next theorem. 
Theorem 7.3. Let $. be a nonvanishing vector in the one-dimensional space X” n No and let 
Ir/b$o # 0. Then c(s) strictly changes sign at s = so. 
Proof. The proof follows from x’(so) = (Y~+~, a0 Z 0. 0 
In the asymmetric case a corresponding result holds with $. E Xz,:. 
To be sure that the sign change detects a bifurcation point one should check the sign of 
ci( s) = &x(s) for a finite number of #o,i spanning Xz” or Xz”, . 
For the implementation of the detection described ‘in Theorems 7.1 and 7.3, the reduced 
Jacobians A$_ ( X) and-following Remark 7.2-A=(X), Axo( h) have to be computed and 
vectors rc/o,, E X:,1 defining appropriate symmetry functionals have to be given. This is closely 
related to the finding of a suitable basis of the fixed point spaces X2 and of Xz,:. This is not 
trivial and is described in [26], where also a realization for n-box-problems can be found. 
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Observe that in order to detect all types of minimal Z’O-Z-breaking bifurcation points all 
Z: E D,c have to be taken into account. 
The computation of minimal Z”-Sbreaking bifurcation points can be based on Newton’s 
method for the extended system in [27]: 
g(x, 9 \ 
G(x,+, A):= gx(x, A)$ =O, XEX=“, +EX=. (7.1) 
, & - 1 , 
Each minimal Z”-Z-breaking bifurcation point corresponds to a regular solution of G = 0. In the 
case that ,Z is a symmetric bifurcation subgroup of Z”, (7.1) can be further reduced 
by X”,-. 
replacing X2 
For the implementation of these reductions see [26]. 
7.2. Hopf case 
Consider the dynamical system (1.1). If one would like to compute numerically most of the 
Hopf bifurcation points in a certain parameter range, one usually works as follows: 
While following a branch {(x(s), A(s))} of steady state solutions, one checks whether a 
complex conjugate pair of eigenvalues of g,( x(s), X(s)) . IS crossing the imaginary axis (detection 
of Hopf bifurcation points, cf. [17]). If this is observed, one starts a direct method in order to 
compute the Hopf bifurcation point, which probably has been encountered (computation of 
Hopf bifurcation points, cf. [13], [21]). In a system with underlying symmetries we can reduce the 
effort of the numerical procedure in both cases. 
If we are following a branch C,O = {(x(s), A(s))} with x(s) E XI’), then we know that each 
minimal symmetry breaking Hopf bifurcation point corresponds to a simple Hopf bifurcation 
point of the reduced system 
(I9 ii-, = g,(x,, A>, xg E x=, 
where 2 is a bifurcation subgroup of Z” (cf. Theorem 5.3). Hence we only have to control the 
eigenvalues of the matrix (set s = h for simplicity) 
P(A) := & $x(h). A) 
in order to detect minimal Z”-Z-breaking Hopf bifurcation points of the whole system (1.1). 
Remark 7.4. In the case of 2 Z 2’ (non-symmetry-preserving Hopf bifurcation) it is sufficient to 
control the eigenvalues of the matrix A$Q,~ (A) (A$ _( A)) if 2 
subgroup of 2’ (cf. Theorem 7.1). 
is an asymmetric (a symmetric) 
For the numerical computation of (simple) Hopf bifurcation points (x0, A,) one usually 
computes isolated solutions of extended systems, e.g. of the system (cf. [21]): 
I d-? 9 
H(x, u, w, A) := (&b~ w*o + w*u = 0, 
r+U - 1 
(7.2) 
\ qtu / 
where q is a constant vector with nonzero projection on N, (see (5.2)). 
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Solutions of (7.2), which correspond to multiple Hopf bifurcation points, are no longer 
isolated. But obviously we have 
H: x=‘1xx=‘2x[wx[w~x=~xx=~x[wx[w 
for all subgroups Z,, _Z2 of F with _YSz c ,X1, and therefore we are able to compute minimal 
Z”-Z-breaking Hopf bifurcation points by solving the equation 
QQ(x, 0, w, A) =o, (7.3) 
where H,o z? := H 1 ~x~~xx~xRxW~. Moreover we have the following theorem. 
Theorem 7.5. Each minimal 
solution of (7.3). 
Z”-,X-breaking Hopf bifurcation point corresponds to an isolated 
The proof is rather lengthy and technical. It is on the same lines as the proof of the Theorem 
in [21] and-w.r.t. the reduction process-that of Theorem 3.1 in [27]. 
For an implementation of Newton’s method for solving the equation (7.3) see again [21]. The 
implementation of the reduction of H to Xzo x X2 x [w x R in the numerical procedure can be 
made in the same way as in the case of minimal symmetry breaking static bifurcation (cf. [26]). 
8. Numerical results for the 4-box-Brusselator 
In this section we present numerical results for the 4-box-model introduced in Section 2 for 
the Brusselator reaction: we set m := 2 and 
z:= (x, y), f(z) := 
i 
A - (B + 1)x + x*y 
Bx-x*y 
1, D:= [A l;]- 
We have chosen A = 2 and B = 5.9 in the numerical computations. A look at the bifurcation 
graph for this problem (Fig. 9) shows that there are five different symmetries (Jr = 
{r, z:,, &, &, z:,}) and f ive different types of symmetry breaking bifurcation points (see also 
Fig. 15)-if one disregards turning points and symmetry preserving Hopf bifurcation points 
being represented in the bifurcation graph by its vertices. 
Since all bifurcation subgroups for this example are symmetric, all static bifurcations predic- 
ted by the bifurcation graph should be of pitchfork type (asymmetric bifurcation points can be 
found in the corresponding 6-box-model, cf. [26] and Fig. 11). Figure 13 shows the solution 
diagram for steady state solutions and the static bifurcation points obtained by the numerical 
procedure, while Fig. 14 shows the computed Hopf bifurcation points. The types of the 
bifurcation points are enumerated corresponding to Fig. 15. The letter P in Fig. 14 stands for 
symmetry Preserving Hopf point. 
Each of the five symmetries is represented by at least one branch of steady state solutions. In 
the static case all types of bifurcation points including two double bifurcation points of type 2 
were found with the exception of that of type 5. Concerning Hopf points, 4 different types of 
symmetry preserving and 3 different types of symmetry breaking Hopf bifurcation points 
including the most interesting double Hopf point of type 2 were detected and computed (see Fig. 
14). 
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Fig. 13. Bifurcation diagram and static bifurcation points. 
Fig. 14. Bifurcation diagram and Hopf bifurcation points. 
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Fig. 15. The five types of symmetry breaking bifurcation points (see Fig. 9). 
Our solution diagram shows only nonconjugate solutions. Hence it does not show solution 
branches for the symmetries .Zi and 2; (emanating e.g. in bifurcation points of type 2) and in an 
unusual graphical way it only contains one half of the bifurcating branches to get rid of the 
redundancy caused by conjugacy (cf. the remark after Theorem 4.8). For fixed A, the number 
and the symmetry of corresponding essentially different steady state solutions can be read from 
our solution diagram very easily. Moreover, all bifurcation points shown in our diagram are 
nonconjugate. This kind of graphical representation is the reason for the occurrence of the 
bifurcation point at the end of the Z’,-branch emanating from a double bifurcation point of type 
2. This bifurcation point lies on the second half of the Z,-branch, which has been omitted 
because of conjugacy. 
For following a Z”-path (2’ E Jr) we used a code in the spirit of Derpar (see [18]). The 
detection and computation of static and Hopf bifurcation points were performed during the path 
following process corresponding to Section 7. 
Since all static bifurcation points are symmetric, the detection of them using symmetry 
functionals saved path following costs: Starting by branch switching in a Z’O-Z-breaking 
bifurcation point and stopping by detecting a second Z’O-Z-breaking bifurcation point, where 
,Z”, 2’ E U,, we only computed one half of the nontrivial Z-branches (example: 2 = .Z’,, 2’ = 
r, Jo = ZD). 
Having computed the bifurcation points by Newton’s method applied to the extended systems 
as shortly explained in Section 7, the branch switching was performed utilizing the knowledge of 
the direction of the bifurcating branch given by the kernel vector $. E No I? X’ (see also [22]). 
Table 1 
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Static bifurcation points Hopf bifurcation points 
x We h type 


























We do not present here numerical results for the bifurcating periodic solutions in Hopf points, 
but we remark that also in this case the knowledge of the vectors u, w spanning N, n X’ is 
useful for branch switching. 
The horizontal variable in Figs. 13 and 14 is x’j4 and not X. This scaling separates the 
different solution branches for small A. The h-values of the bifurcation points are given in 
Table 1. 
The first two Hopf points at A = 0.0191 do not coincide since the more accurate values are 
X = 0.0190808 and X = 0.0191355. The Newton method applied to different extended systems 
corresponding to the different types of Hopf points, clearly separates these points. 
Let us mention some dimension numbers: 
dim Xr = 2, dim X’D = 4, dim X’o = 8 and dim Xz;,_ = 2. 
The last equation holds since certain box values vanish because of the antisymmetry of $+, 
(I% = -& for all Y E Y&V\&). 
Besides of other reasons a good argument for utilizing underlying symmetries in bifurcation 
algorithms is the a priori knowledge that static bifurcation points of type 2 have bifurcation 
degree d = 2. Hence we know that two essentially different (and two further conjugate) branches 
emanate at these points once having them detected-if the corresponding (generic) conditions 
(Al)-(A4) are valid. 
We do not claim that our solution diagrams in Figs. 13, 14 show all solutions and bifurcation 
points. We have tried to find also other bifurcation points than those predicted by the 
bifurcation graph which is based on the assumptions (Al)-(A4) and (Hl)-(H3)-but without 
success. 
Our numerical example is of low dimension. But of course our approach is also applicable and 
advantageous for discretizations of PDEs, where for instance the underlying symmetry is given 
by the symmetry group of a square. The bifurcation graph in Fig. 10 would be fundamental for 
these computations. 
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Note added in proof 
Results in this paper concerning Hopf bifurcation are extended in the Ph.D. Thesis (1989) of 
the first author, entitled “Hopf-Verzweigung in Systemen mit Symmetrie und deren Numerische 
Behandlung”. 
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