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Abstract—This paper presents a simple and effective method
to study the spectral and energy efficiency (SE-EE) trade-off in
cellular networks, an issue that has attracted significant recent
interest in the wireless community. The proposed theoretical
framework is based on an optimal radio resource allocation
of transmit power and bandwidth for the downlink direction,
applicable for an orthogonal cellular network. The analysis is
initially focused on a single cell scenario, for which in addition
to the solution of the main SE-EE optimization problem, it is
proved that a traffic repartition scheme can also be adopted as
a way to simplify this approach. By exploiting this interesting
result along with properties of stochastic geometry, this work
is extended to a more challenging multi-cell environment, where
interference is shown to play an essential role and for this reason
several interference reduction techniques are investigated. Special
attention is also given to the case of low signal to noise ratio (SNR)
and a way to evaluate the upper bound on EE in this regime is
provided. This methodology leads to tractable analytical results
under certain common channel properties, and thus allows the
study of various models without the need for demanding system-
level simulations.
Index Terms—Green wireless networks, spectral and energy
efficiency, power and bandwidth allocation, stochastic geometry.
I. INTRODUCTION
THE EXPLOSION of data traffic in wireless networks inrecent years with billions of daily mobile users, along
with the corresponding exponential growth in infrastructure,
has led to the rapid increase in the energy consumed by
wireless networks. Technological innovations that solely allow
the system components to consume less power clearly cannot
keep pace with these changes. In this direction, although
today’s systems are mainly designed for optimal capacity
with high target values for system throughput and spectral
efficiency (SE), the operators are now showing greater interest
in improving their energy efficiency (EE). The motivation
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behind this transition is the need to limit the electricity costs
that represent a large portion of their operational expenditure
(OPEX). Furthermore, from an equally important perspective,
the rising concerns about global warming and environmental
protection motivate the design of systems with improved EE
and lower greenhouse gas emissions. This paradigm shift could
directly benefit the EE of other energy-intensive sectors as
well, through so-called smart technologies, including for in-
stance smart energy grids, buildings and transportation control.
For all these reasons, a holistic approach for green wireless
networks is widely envisaged and several significant actions
in both academia and industry are already committed to this
goal. For instance, the EARTH FP7 project investigated the
development of a new energy efficient wireless generation
[2] and the TREND FP7 Network of Excellence aimed to
establish the integration of the European research community
in green networking with a long term perspective [3]. The Next
Generation Mobile Networks (NGMN) Alliance [4] brought
together partners with green activities and more recently, the
ambitious mission of the GreenTouch Initiative is to deliver
the roadmap in order to increase total network EE by a factor
of 1000 compared to 2010 levels [1].
However, the EE improvement is hardly a straightforward
process when it is mainly based on green network management
rather than technology and hardware advancements, as it can
actually have a negative impact on other key performance
indicators and particularly on SE. The optimization of both
these metrics can lead to a challenging trade-off, since they
are usually inter-related and conflicting. A fundamental insight
is known from the well known Shannon formula for channel
capacity with additive white Gaussian noise (AWGN), which
shows that for a given data rate, transmitting with larger
bandwidth leads to higher EE. The study of this trade-off is
demanding for multi-user communications and becomes even
harder in cellular networks.
An interesting investigation of this issue, along with other
fundamental ones about green wireless networks is described
in [5]–[8]. Representative results on the SE-EE trade-off for
single cell Orthogonal Frequency-Division Multiple Access
(OFDMA) networks can also be found in [9]–[12], mainly
aiming at algorithms for optimal resource block allocation,
while an overview of game-theoretic approaches is presented
in [13]. The extension to a multi-cell setup has so far not
been extensively studied and to the best of our knowledge
the respective publications are relatively limited. For instance,
more general studies focusing on the cell level SE for cellular
networks are described in [14] and [15], while an analysis for
2interference-limited scenarios is presented in [16] and a simple
one-dimensional (1-D) multi-cell environment is analyzed in
[17] by introducing an asymptotic regime as the number
of users grows to infinity. Other studies investigate more
advanced architectures like distributed antenna systems (DAS)
[18], [19], multi-hop wireless networks [20], [21] or cognitive
radio [22]. Most of these works require complex system level
simulations and are limited to scenarios with a fixed number
of users. While simulations are necessary in order to evaluate
in detail system performance, more tractable results are often
desirable to easily reveal useful insights. Tools from stochastic
geometry have been used in recent studies for this reason, as
for example in [23]–[26], but these works significantly differ
from our approach where the focus in on the SE-EE trade-off.
Along this line of thought, this paper presents a simple and
practical theoretical framework for the analysis of the SE-EE
relationship in cellular networks. To this end, a joint power-
bandwidth allocation scheme for the downlink is adopted
initially for a single cell multi-user scenario, under the as-
sumption that only a statistical knowledge of the channel is
available at the base station (BS). A low complexity numerical
solution is achieved and at the same time we prove that the
cell traffic can be segmented into specific groups, allowing the
study of various models and traffic distributions. Moreover,
the introduced model can take into account both transmit and
signal processing power. Then, the special case of the low
signal to noise ratio (SNR) regime is presented, where an
explicit theoretical EE upper bound is defined. An extension
of this framework to a multi-cell scenario is performed by
assuming that the random locations of BSs form a Poisson
point process (PPP). By applying properties of stochastic
geometry, key metrics such as the interference and the signal
to noise plus interference ratio (SINR) are analyzed, leading to
a formulation similar to the one in the single cell case. Since
interference plays a major role in this scenario, frequency
reuse and beamforming are studied as potential interference
reduction techniques, but our model broadly applies to many
other approaches. Finally, it should be highlighted that the
goal of this paper is to provide a way to easily obtain SE-EE
trade-off curves and thus, we do not emphasize the comparison
to other existing resource schemes. Interested readers are
encouraged to refer to our results in [27]. We summarize the
key contributions of this work in the following points:
1) A simple approach for studying the SE-EE trade-off in
the downlink of a single cell, with the help of a novel
joint power-bandwidth allocation scheme.
2) A traffic repartition scheme that further reduces the
complexity of the previous problem.
3) An extension to a multi-cell scenario with a PPP, where
the SE-EE trade-off is still tractable.
The remainder of the paper is organized as follows: Section
II describes the single cell model, including the formulation
of the optimization problem and the approach of traffic
repartition. In Section III, the case of low SNR is presented
and a representative example with uniform traffic is studied.
The multi-cell scenario is discussed in Section IV and then,
extensive numerical results are presented in Section V. Finally,
our concluding remarks are made in Section VI.
II. SINGLE CELL MODEL
A. System Model
A single cell scenario is considered here, where our interest
is focused on the downlink direction. The BS, located at the
center of the cell, is assumed to serve a set U of randomly
distributed users of cardinality NU , while each user u ∈ U has
a specific data rate demand Tu. The total available transmit
power Ptot and bandwidth Wtot are shared among the NU
users according to the applied resource allocation policy.
The case of flat fading is addressed as a first step, but a
similar approach can be followed even in the more complex
case of frequency-selective fading, for example per OFDMA
symbol, under certain conditions for the user channels [17]. In
addition, since the formulation is based on the outage capacity,
the channels are also assumed to be slowly-varying [28].
Orthogonal multiple access in an AWGN channel is considered
and for simplicity we neglect the intra-cell interference. Thus,
for a random channel realization the achieved user capacity
Cu is given by the Shannon formula for an AWGN channel
Cu = wu log2
(
1 +
1
γeff
SNRu
)
(1)
where wu is the bandwidth allocated to user u and γeff is the
SNR gap that introduces the impact of practical modulation
and coding schemes. Moreover, the SNR level of the user can
be described in more detail by
SNRu =
puhuℓu
wuN0
(2)
where pu is the BS dedicated link transmit power, N0 is the
noise power spectral density, hu is the random variable that
incorporates the effect of fading and finally, ℓu represents the
deterministic part of the signal attenuation in the form of a
proper path loss function.
B. Performance Metrics
Since we aim to study the SE-EE trade-off for different
operational scenarios, the definitions of these key system
performance indicators are briefly reviewed in line with the
adopted system model.
Definition 1: The spectral or bandwidth efficiency is a
measure that reflects the efficient utilization of the available
spectrum in terms of throughput and it is commonly defined
as the amount of throughput that the BS can transmit over a
given bandwidth, expressed in bps/Hz.
Hence, according to the definition of the outage capacity,
by taking into account the probability that the channel gain is
strong enough to support the traffic demand, the SE is given
by
SE =
∑
u∈U TuP [Cu ≥ Tu]∑
u∈U wu
. (3)
Definition 2: The energy efficiency on the other hand re-
flects the data transmission efficiency in terms of power
3consumption and it is defined as the amount of throughput that
the BS can transmit per unit of power, expressed in bps/W or
bits/Joule.
It is worth mentioning that in some scenarios, especially
when coverage issues are studied, the area power consumption,
expressed in W/m2, is also practical as an alternative EE
metric. In this work, the commonly used throughput-oriented
notion is adopted which similarly to (3) leads to
EE =
∑
u∈U TuP [Cu ≥ Tu]∑
u∈U pu
. (4)
Both efficiency metrics are defined so far according to
the discrete set of cell users. These definitions can also be
extended to the case of continuous traffic distributions over
the cell coverage area by using surface integrals in (3)-(4).
C. Optimization Problem
Our objective is to maximize both efficiencies and at the
same time satisfy the traffic demands, by properly allocating
the BS resources among the users, i.e. both bandwidth wu
and transmit power pu in this model. As a nontrivial multi-
objective optimization problem, a single solution does not exist
if no preference between the metrics is considered and for this
reason we choose to provide the Pareto front of the respective
trade-off curve. Since the resources are limited, the problem
is subject to the following constraints:∑
u∈U
pu ≤ Ptot (5a)
∑
u∈U
wu ≤Wtot . (5b)
The probability in the SE-EE definitions can be analyzed
by replacing Cu according to (1) and (2), which yields
P [Cu ≥ Tu] = P
[
hu ≥
γeffN0wu
puℓu
(
2
Tu
wu − 1
)]
. (6)
By setting a threshold 0 < c < 1 for this probability, in the
general case where the fading follows an arbitrary distribution,
(6) leads to the minimum required power
pu =
γeffN0wu
ℓuF
−1
h (1− c)
(
2
Tu
wu − 1
)
(7)
where F−1h (.) is the inverse cumulative distribution function
(cdf) of h whose index u is omitted, since the fading distri-
bution is assumed to be the same for all users.
Remark 1: In the typical case of Rayleigh fading, h follows
an exponential distribution and therefore for a mean value
E [h] = 1/τ , we obtain F−1h (1− c) =
1
τ ln
1
c .
Then, according to (3) and since both demand Tu and
threshold c are specified, the SE becomes fixed for a given
value of the total allocated bandwidth W =
∑
uwu ≤ Wtot.
This remark allows us to easily find the set of Pareto optimal
solutions by moving the effective trade-off point along the SE
values. More precisely, the problem is equivalent to the one we
obtain by maximizing EE for values of W within the interval
(0,Wtot]. Obviously, there are uncountably many real numbers
inside any given interval and therefore we limit our analysis
to a sufficient number of points for W , and SE respectively,
that capture the Pareto front:
Problem 1: SE – EE optimization
(P1)
max
(pu,wu)
EE, ∀ W ∈ (0,Wtot]
s.t. 1. pu =
γeffN0wu
ℓuF
−1
h (1− c)
(
2
Tu
wu − 1
)
2.
∑
u∈U
wu = W
Notice that if the solution of (P1) does not satisfy (5a),
then there is no feasible solution and hence, this constraint
is implicitly included. Several interesting conclusions can be
derived from the theoretical analysis of (P1). Our first result
is stated here, from which all the subsequent ones follow.
Theorem 1: Given the description of (P1), the optimal
allocation (woptu , poptu ) to a user u is found for bandwidth:
woptu =
Tu ln 2
1 +W0 (v)
,with v , 1
e
{
λℓuF
−1
h (1 − c)
γeffN0
− 1
}
(8)
and power:
poptu =
γeffN0Tu ln 2
ℓuF
−1
h (1− c)
·
e1+W0(v) − 1
1 +W0 (v)
(9)
where W0 is the principal branch of the real-valued Lambert
function and λ is the multiplier of the Lagrange function Λ:
Λ (wu, λ) =
∑
u∈U
pu + λ
(∑
u∈U
wu −W
)
. (10)
Proof: Since the numerator in (4) is fixed for a specified
threshold c, in order to maximize EE it is sufficient to
minimize the allocated power while satisfying the problem
constraints. Hence, a practical method for finding the solution
of (P1) is to introduce the Lagrange multiplier λ, while the
Lagrange function Λ that we want to minimize is then the one
defined in (10). The solution should be a stationary point of
Λ, where its partial derivatives are equal to zero, as follows:
∂Λ
∂wu
= 0,
∂Λ
∂λ
= 0 . (11)
The first condition of (11) yields
2
Tu
wu
(
Tu ln 2
wu
− 1
)
=
λℓuF
−1
h (1− c)
γeffN0
− 1 (12)
and with the help of the equivalence y = xex ⇔ x = W0(y)
that holds for the function W0, we reach the expression of
(8). Note that x > −1 in this case and only the single-
valued principal branch of the Lambert function is used.
Then, substituting the value of woptu into (7) leads to (9). It
is also straightforward to see that the function Λ is convex
by applying the second derivative test in (10) and thus, the
only critical point we get from (8) leads by definition to the
minimum required power and the desired maximum EE.
4In order to find the exact solution of (P1), the value λ must
also be defined. A closed-form solution does not exist, but λ
can easily be computed numerically according to:
Lemma 1: The Lagrange multiplier λ that satisfies (11)
for (P1) lies within a closed interval and is the root of a
monotonic function.
Proof: See Appendix A.
Therefore, a root-finding algorithm such as the bisection
method or more sophisticated ones can be applied, and then
the optimal resource allocation is given by (8) and (9).
D. Traffic Repartition
It is clear so far that in order to find the solution of (P1),
the continuous variables wu and pu need to be calculated for
all the cell users. However, the complexity can be reduced
significantly with the help of Theorem 1, by grouping together
users who experience similar attenuation ℓu. Specifically, the
total cell traffic can be seen as a set K of NK partitions, each
one characterized by a central attenuation ℓk, with k ∈ K.
Then, the respective set of users Uk is formed by
u ∈ Uk ⇔ |ℓu − ℓk| ≤ εℓ (13)
where εℓ is the interval size around ℓk. Notice that besides
equally spaced intervals εℓ, alternative spacings can be used
to lead to more balanced traffic groups depending on the traffic
distribution. Furthermore, the total cell traffic Ttot is
Ttot ,
∑
u∈U
Tu =
∑
k∈K
∑
u∈Uk
Tu =
∑
k∈K
Tk (14)
where Tk denotes the aggregated traffic demand from users
of group k. It is worth mentioning that this way the study of
continuous traffic distributions is also simplified. An example
of this traffic repartition is illustrated on the left side of Fig.1
for the simple case of a path loss model that depends only on
the distance between the user and the BS. The shaded area
represents the traffic partition of a specific group k. The right
plot further assumes a continuous uniform traffic distribution
T and shows the volume of this traffic as a function of the
attenuation. In this figure, ℓm and ℓM refer respectively to the
minimum and maximum attenuation for users close to the BS
and at the cell edge respectively, with ℓm > ℓM .
Conveniently, this approach allows us to allocate to each
set of users Uk an overall bandwidth Wk =
∑
u∈Uk
wu and
transmit power Pk =
∑
u∈Uk
pu in a similar way to (P1)
and specifically by using (8) and (9) of Theorem 1. The new
problem is presented here for the sake of completeness.
Problem 2: SE – EE optimization with traffic repartition
(P2)
max
(Pk,Wk)
EE, ∀ W ∈ (0,Wtot] , u ∈ Uk ⇔ |ℓu − ℓk| ≤ εℓ
s.t. 1. Pk =
γeffN0Wk
ℓuF
−1
h (1− c)
(
2
T
k
W
k − 1
)
2.
∑
k∈K
Wk = W
kℓ
uℓ
∂
∂ℓu
T
uℓ
kT
ℓmℓM
Fig. 1. Traffic repartition for a simple path loss model on the left figure;
example of traffic volume as a function of attenuation on the right one.
Besides this allocation scheme on a group level, a method
to derive the respective values for each individual user is still
needed. This proves to be quite simple, as stated in the next
theorem, and hence, justifies the traffic repartition approach.
Theorem 2: The optimal resource allocation (w∗u, p∗u) for a
user u ∈ Uk, given the solution (Wk, Pk) of (P2), is achieved
for both bandwidth and transmit power proportional to traffic
Tu, and specifically for w∗u = TuTkWk and p
∗
u =
Tu
Tk
Pk.
Proof: See Appendix B.
Remark 2: With the help of Theorem 2, the number of
optimization variables is reduced from 2×NU to 2×NK .
At this point, one should notice that since the users are
allocated resources according to the central attenuation ℓk of
their group and not their individual ℓu, the achieved perfor-
mance is expected to be lower compared to the optimal one
without traffic repartition. However, as we illustrate through
our numerical results, a small number K of groups is sufficient
to reach similar performance even for a practical case of a large
cell, where the values of attenuation vary significantly within
its coverage area.
E. Signal Processing Power
The formulation of the problem is based until now on the
evaluation of EE from (4), where only the transmit power
is considered. A more accurate model could also take into
account other components that contribute to the overall BS
power consumption. For instance, the signal processing power
can play an important role due to various BS components in
baseband processing and radio frequency circuits that actually
consume more power as the allocated bandwidth W increases.
A simplified approach is to assume that this processing power
is proportional to W by a constant factor PSP, expressed in
W/Hz, as proposed for example in [11]. As a consequence,
a new problem can be formed by modifying properly the
optimization function of (P1):
Problem 3: SE – EE optimization with processing power
(P3)
max
(pu,wu)
EE =
∑
u∈U TuP (Cu ≥ Tu)∑
u∈U pu + PSPW
, ∀ W ∈ (0,Wtot]
s.t. the constraints of (P1)
The optimal solution in this case is the same as in (P1), as
the additional term PSPW that appears in (10) vanishes when
5the first condition of (11) is applied. The only difference comes
from the evaluation of EE for each trade-off point along the
SE values. Note that the same model can be applied to (P2)
as well. The formulation of (P3) represents a more general
case compared to the previous problems that easily follow for
PSP = 0. However, it is intentionally presented last since
most of our results are related to the case in which only the
transmit power is considered. Finally, as readers more familiar
with power models may identify, another part of the BS power
consumption breakdown could be included as well, describing
the power figure that is independent of the bandwidth, e.g. as
a result of the main power supply or the cooling system [29].
This model can be addressed similarly to (P3).
III. LOW SNR REGIME
A special case of interest is presented here in order to find
the theoretical EE upper bound without solving the previous
optimization problems. The adopted process is not new, as it
is quite standard how to simplify the problem in the wideband
regime [30]. However, we briefly present the achieved bound
in line with our formulation, as it complements the analysis.
A. EE Upper Bound
According to formula (1) for channel capacity, as the
allocated bandwidth increases, the capacity remains finite and
reaches an asymptotic limit. This is the low SNR regime of the
AWGN channel with only a power constraint and no limitation
on bandwidth. The needed transmit power in this case is the
lowest possible leading to the highest EE. This is described
by the following lemma:
Lemma 2: The achieved optimal EE of (P1) admits the
following explicit upper bound EE∗ as W →∞:
EE∗ =
cTtotF
−1
h (1− c)
γeffN0 ln 2
∑
u∈U
Tu
ℓu
. (15)
Proof: See Appendix C.
This maximum value of EE is computed very easily if the
attenuation values ℓu are known. One should keep in mind that
although operating in the low SNR regime is better in terms
of EE, this approach brings also new challenges. Besides the
fact that the bandwidth is in general limited, the design of
appropriate receivers that perform sufficiently in this region
can become a key issue, since in this case the performance
of several tasks, such as carrier and clock recovery and frame
synchronization, can decrease significantly.
B. Simple Case Study with Uniform Traffic
A simple theoretical model is studied here in order to derive
more specific results for the EE bound of (15). A single cell of
radius RC is assumed for this purpose, along with a continuous
uniform traffic distribution with constant density T0 in bps/m2.
The attenuation is considered to be a result of a simple power
law path loss model, described by
ℓu = (κd)
−α
, with d =
√
L2 +R2 (16)
where κ > 0 is a scenario dependent constant, α > 2 is the
path loss exponent, L > 1κ is the BS antenna height and R is
the horizontal distance between the user u and the BS. Notice
that this model, as proposed in our previous work in [29], is
actually a modified version of the commonly used power law
model. Specifically, the parameter L is introduced in order
to avoid the singularity for R = 0, which leads to invalid
scenarios, since the received power exceeds the transmitted
one as the mobile moves closer to a BS. An interesting study
of the impact from unbounded path loss models on network
performance can be found in [31]. Finally, by using polar
coordinates, (15) becomes
EE∗ =
c (α+ 2)R2CF
−1
h (1 − c)
2γeffN0κα ln 2
[
(L2 +R2C)
α/2+1
− Lα+2
] . (17)
The EE upper bound in this case no longer depends on the
traffic demand, but only on the cell size and the path loss
model parameters. We will return to this expression in the
section on numerical results.
IV. MULTI-CELL SCENARIO
It is well known that the impact of interference is crucial
for the performance of wireless networks. This effect is
neglected in the previous analysis where a single cell scenario
is investigated and the user capacity is defined as a function of
the achieved SNR. This section presents an extension of the
theoretical approach, based on stochastic geometry properties,
that allows us to characterize key system metrics, such as
the SINR distribution, and eventually form an optimization
problem similar to (P2) to which our solution process still
applies. To this end, firstly the multi-cell system model is
described, following a similar process as in [29] and [32]–
[34].
A. System Model
A large-scale cellular network is considered here, where the
random distribution of BSs forms a two-dimensional (2-D)
homogeneous PPP ΦB with intensity λB. This is a very useful
choice among other stochastic models due to its well known
properties and, from a practical point of view, it leads to a
topology of various cell shapes and sizes that usually ap-
proximates the actual deployment in large wireless networks.
Our interest is still focused on the downlink direction without
intra-cell interference, where specifically the mobile users are
assumed to be served by their nearest BS. Unlike the model
in [29], where the resources are equally shared among the
users, here the analysis of the optimal bandwidth and power
allocation (wu, pu) is performed for the set of users Ub of one
randomly selected BS b. All the other BSs have total available
bandwidth WI and transmit power PI , serve at least one user
and are assumed to be at full load with constant transmit power
spectral density, i.e. the allocated transmit power pi from BS
i that interferes with a user u ∈ Ub is proportional to the
bandwidth wu according to
pi = wu
PI
WI
∀i ∈ {ΦB\b} . (18)
6( ),u uw p
BS b
1p
Serving BS
Interfering BSs
2p 3p
4p
5p
6p 7
p
8p
9p
Fig. 2. Example of multi-cell topology with a PPP ΦB of 10 cells. The
shaded polygon shows the serving area of BS b.
An example of this topology is shown in Fig.2 for a random
realization of ΦB. It should be mentioned that power control
schemes can also be studied, as for example in the case of
general fading for interfering signals. Further details on this
follow in the respective part of this section. Thereby, unless
otherwise stated, a scenario with full resource utilization is
obtained, where each mobile in Ub receives interference from
all the points of ΦB besides the serving BS b. Even though this
model is not a full multi-cell scenario, which is known to be
hard to deal with, as shown for example in [?], it still plays a
significant role as it can serve as a worst case scenario in terms
of interference. The gains from interference management and
resource allocation for all the BSs is a subject for future study.
B. SINR Analysis
By using the Shannon capacity formula with interference
treated as noise, the achieved user capacity of a user u ∈ Ub
from (1) can now be replaced by
Cu = wu log2
(
1 +
1
γeff
SINRu
)
. (19)
The generic expression for the SINR level measured at this
user u is given by
SINRu =
S
wuN0 + I
(20)
where S is the desired dedicated signal and I is the received
interference. Both of these signals are subject to the stochastic
nature of the PPP. Considering the attenuation as in the case
of the single cell model, the signal S can be described in more
detail according to
S = puhuℓu(R) (21)
where ℓu is now written as a function of the distance R
between the user u and the serving BS b. On the other hand,
the received interference I from all interfering BSs is
I =
∑
i∈{ΦB\b}
pigu,iℓu(ri) = wu
PI
WI
∑
i∈{ΦB\b}
gu,iℓu(ri) (22)
with the right-hand equation simply derived by using (18).
The summation is performed over any interfering BS i with
respective distance ri from user u and fading gain gu,i. By
substituting the last expressions into (20), we obtain
SINRu =
pu
wu
huℓu(R)
N0 +
PI
WI
∑
i∈{ΦB\b}
gu,iℓu(ri)
,
pu
wu
Yu (23)
where Yu is a random variable with a distribution independent
from the resource allocation (wu, pu) and expressed in Hz/W.
Conditioning on the distance R, the probability that the
SINR is higher than a specific threshold ρ, i.e. the coverage
probability, is then
P [SINRu > ρ|R] = P
[
hu >
ρ (wuN0 + I)
puℓu(R)
∣∣∣∣R
]
. (24)
For a randomly located user, the cdf of the distance R to
the nearest BS, i.e. to the closest point of the PPP, is given by
P [R ≤ x] = 1 − e−πλBx
2
and as a result, the expression for
the coverage probability PC averaged over the plane becomes
PC(ρ) = 2πλB
∞∫
0
P [SINRu > ρ|R] e−πλBR
2
R dR . (25)
At this point there are several different techniques that can
be used to advance the analysis. An interesting survey of
the related literature is presented in [35]. In the remainder
of this section we focus on two of the most widely adopted
approaches, the assumption of Rayleigh fading and the ap-
proximation of the interference by a known distribution.
1) Rayleigh fading on the desired link: This technique is
extensively used in the literature due to its simplicity and
analytical tractability. Specifically, for Rayleigh fading on the
link of the desired signal S with E [h] = 1/τ , (24) leads to
P [SINRu > ρ|R] = e−swuN0LI(s) , with s ,
τρ
puℓu(R)
. (26)
Moreover, with the help of the probability generating
functional (PGFL) [36], the introduced Laplace transform of
the interference LI(s) , E
[
e−sI
]
is given by
LI(s) = exp

−2πλB
∞∫
R
(
1− Eg
[
e−spgℓu(r)
])
dr

 (27)
where the expectation is performed over the fading gain of the
interfering links whose index u is dropped hereafter, since gu,i
is assumed to follow the same distribution for all (u, i) links.
Notice also that the index i for the discrete set of interferers
is omitted in the case of the continuous variable r. Moreover,
the integration limits are [R,∞), as the user is connected to
the nearest BS b and all the interfering BSs cannot be closer.
One should note that the cdf of the variable Yu is equal to
FY (y) = P [Yu ≤ y] = 1 − PC
(
ypu
wu
)
according to (23) and
(25). Then, following the lines of [33] for the further analysis
of LI(s) and PC(ρ), we finally reach the expression
FY (y) = 1− π
∞∫
λBL2
eπλBL
2[J1(x,y)+J2(x,y)] dx . (28)
7In the case in which interference experiences general fading,
the additional functions in (28) are defined as
J1(x, y) = −yτN0κ
α
(
x
λB
)α
2
(29a)
J2(x, y) =
2πx
α
(
yτPI
WI
) 2
α
Eg
[
g
2
α γ
(
−
2
α
,
yτgPI
WI
)]
(29b)
where the path loss model of (16) is used, the interfering
power p and the argument s are replaced from (18) and
(26) respectively and γ (s, x) = ∫ x0 ts−1e−t dt is the lower
incomplete gamma function. This result can also include the
scenario of power control schemes where g is assumed to
capture this variation, since from an interference point of view,
it does not matter if the randomness is a result of the power
pi or the fading g or their product that appears in our model.
Finally, in the special case where Rayleigh fading is considered
for the interfering signals as well with the same mean value
E [g] = 1/τ , only (29b) changes and becomes
JR2 (x, y) = −πx
[
1 + Iα
(
yPI
WI
)]
, with (30)
Iα(x) ,
∞∫
1
x
x+ zα/2
dz =
2x
α− 2
2F1
(
1, 1−
2
α
; 2−
2
α
;−x
)
where 2F1 is the Gaussian hyper-geometric function, available
in many numerical computing packages (e.g. hypergeom in
Matlab). Finally, it should be mentioned that the results of
this subsection for Rayleigh fading in the desired link are
similar to the respective ones in [33], with the few differences
stemming from the adopted non-singular path loss model and
the expression for the interfering power.
2) Approximation using the gamma distribution: The sec-
ond technique is based on the idea of approximating the
aggregate interference by a known distribution. In our case,
both the desired signal S and the interference I are considered
to be drawn from a gamma distribution and second order
moment matching is performed. Besides its simplicity in the
achieved results, this technique allows the modeling of several
fading distributions, e.g. Rayleigh and Nakagami fading, and
different transmission modes with diversity, including maxi-
mum ratio combining and multiuser multiple-input multiple-
output (MIMO). Interested readers can refer to [37] for further
details. Our analysis follows the approach in [37], but a
different network topology is studied.
In order to begin the analysis, the fading h is considered to
follow a gamma distribution Γ [kh, θh], where kh and θh are
the shape and scale parameters respectively. Then, due to the
scaling property of the gamma distribution it is easily seen that
S ∼ Γ [ks, θs], where ks = kh, θs = puℓu(R)θh and S is still
given by (21). Regarding the interference of (22), it is further
assumed that I ∼ Γ [kI , θI ], where the distribution parameters
are found below. Notice that the interference moments exist
since the non-singular path loss model of (16) is used. By
using Campbell’s theorem, the first moment of I is
E[I] = 2πλBE[g]
∞∫
R
pℓu(r)r dr =
2πλBpE[g] d
2−α
κα (α− 2)
(31)
and the second moment is
V[I] = 2πλBE
[
g2
] ∞∫
R
p2ℓ2u(r)r dr =
πλBp
2
E
[
g2
]
d2−2α
κ2α (α− 1)
. (32)
Then, according to second order moment matching, the
parameters kI and θI are equal to
kI =
E
2 [I]
V [I]
=
4πλBd
2 (α− 1)
(α− 2)
2
E
2 [g]
E [g2]
(33a)
θI =
V [I]
E [I]
=
p (α− 2)
2καdα (α− 1)
E
[
g2
]
E [g]
. (33b)
Moreover, the coverage probability is now expressed as
P [SINRu > ρ|R] = 1− EI [FS(ρ (I + wuN0))]
= 1−
∞∫
0
FS(ρ (x+ wuN0))fI(x) dx (34)
where FS is the cdf of S and fI is the probability density
function (pdf) of I . Both these functions are known for the
gamma distribution and specifically
FS(x) =
γ (ks, x/θs)
Γ(ks)
, fI(x) =
xkI−1e−x/θI
θkI Γ(kI)
(35)
with Γ(t) =
∫∞
0
xt−1e−x dx denoting the gamma function. A
simplification that leads to more tractable results is to neglect
the noise [37], i.e. SINRu → SIRu = S/I that leads to
P [SIRu > ρ|R] =
Γ(kI + ks)
Γ(ks)Γ(kI + 1)
(
θs
ρθI
)kI
· 2F1
(
kI , kI + ks; kI + 1;−
θs
ρθI
)
. (36)
Therefore, combining (25) with (34) or (36), and replacing
the values of ks, θs, kI and θI , the cdf of the variable Yu
can still be found as FY (y) = 1 − PC
(
ypu
wu
)
. As a final
remark on the gamma approximation technique, it should be
mentioned that although it is very helpful when the Rayleigh
fading approach is not appropriate, its main drawback is that
simulations are needed to validate the achieved approximation.
C. Optimization Problem
Given the cdf FY (y), it is now possible to follow a similar
approach as in (P2) with NK groups of cellular traffic. The
difference here is that each group Uk is characterized by a
central value of Yu, denoted by yk, instead of the attenuation
ℓk. The corresponding optimization problem for an interval
size εy around yk is presented below:
Problem 4: SE – EE optimization in the multi-cell scenario
(P4)
max
(Pk,Wk)
EE, ∀ W ∈ (0,Wtot] , u ∈ Uk ⇔ |Yu − yk| ≤ εy
s.t. 1. Pk =
γeffWk
yk
(
2
T
k
W
k − 1
)
2.
∑
k∈K
Wk = W
8From this point, the optimal allocation (Wk, Pk) is found
by following the process of solving (P2). Even though the
provided SE-EE trade-off is based on average values due to
the random nature of the PPP, the respective numerical results
can be very useful in order to additionally assess the impact of
interference and evaluate the gains from possible interference
mitigation techniques. One should also notice that in this case,
instead of setting a value for the probability P (Cu ≥ Tu) as
for the single cell scenario, the users with SINR below a
specific threshold are assumed to be in outage.
Remark 3: For uniform traffic density T0, the respective
mean cell traffic for BS b is equal to T0λB , and the traffic demand
for each group Tk can be found from the distribution of Yu
as follows:
Tk =
T0
λB
P [|Yu − yk| ≤ εy]
=
T0
λB
[FY (yk + εy)− FY (yk − εy)] . (37)
D. Interference Reduction Techniques
The presented multi-cell theoretical analysis allows us to
examine interesting techniques for interference reduction and
performance improvement by slightly modifying the adopted
mathematical model. In this context, the impact of frequency
reuse and beamforming are investigated in this section. For
simplicity, we limit our study to the first technique with
Rayleigh fading on both the desired link and on the interfering
signals.
1) Frequency Reuse: A typical way to reduce interference
in wireless networks is to control the number of interfering
BSs. In OFDMA based systems such as Long Term Evolution
(LTE), it is possible to configure several different frequency
patterns [38]. A simple frequency reuse pattern is studied here
by introducing a factor fr ≥ 1 for the number of BSs that can
use the same frequency for transmission. Specifically, each cell
can allocate a set of frequency channels that correspond to a
total bandwidth W/fr. In the case of a PPP, this procedure
is described by the PPP thinning property that leads to a new
PPP with intensity λB/fr. Thus, by replacing the intensity of
the interfering BSs and adjusting the available BS bandwidth,
(29a) remains the same while (29b) becomes
JF2 (x, y) = −πx
[
1 +
1
fr
Iα
(
yfrPI
WI
)]
(38)
and the second constraint of (P4) is now
∑
k∈K
WK = W/fr.
2) Beamforming: Another approach towards interference
mitigation is the utilization of advanced antenna techniques.
The conventional delay and sum beamformer is considered as
a first step in our model, where the BSs are equipped with a
uniform linear array of Nt antenna elements and spacing of
half wavelength. For simplicity, the array axis is set in a way
that a served mobile is always in boresight direction, as in [39].
In order to have a fair comparison, the gain of a single antenna
element is set equal to one. Hence, the radiation pattern of the
beamformer is given by
A(θ) =


1
Nt
∣∣∣∣∣ sin
(
Ntπ
2 cos θ
)
sin
(
π
2 cos θ
)
∣∣∣∣∣
2
if 0 ≤ θ ≤ π,
−GFB else
(39)
for an arbitrary azimuthal direction θ measured with respect
to array axis, while GFB is the front-to-back power ratio. In
this case, the modified expressions of (29a) and (29b) are
JBF1 (x, y) = −
yτN0κ
α
Nt
(
x
λB
)α
2
(40a)
JBF2 (x, y) = −πx

1 + 1
2π
2π∫
0
Iα
(
yA(θ)PI
NtWI
)
dθ

 (40b)
where the interference is evaluated over the continuous interval
θ ∈ [0, 2π].
V. NUMERICAL RESULTS
Numerical results illustrating the proposed theoretical
framework are presented in this section. Regarding the adopted
path loss model from (16), different values of the exponent
α that reflect various propagation conditions are examined
and the BS antenna height is assumed to be L = 30m. The
respective path loss constant is κ = 8.38m−1, defined in such
a way that for α = 3.5 the obtained path losses are similar to
the ones from the propagation prediction COST-Hata model
for a medium sized city [40]. Furthermore, a uniform traffic
distribution with density T0 = 10 Mbps/km2 is considered,
but other traffic profiles can easily be studied as well. The
SNR gap is set equal to γeff = 1, the inverse cdf of fading
is F−1h (1− c) = 1, the noise density is N0 = −174 dBmHz and
unless otherwise stated, NK = 10 user groups are considered,
where the different groups are formed by dividing the cell
radius into equally spaced intervals.
A. Single Cell
Firstly, Fig.3 presents the SE-EE trade-off from (P2) as
a function of the path loss exponent α and the cell radius
RC . Similar behavior is observed for all the curves, where EE
is a monotonically decreasing function of SE. This result is
obviously expected, since SE receives higher values for less
total bandwidth W , but at the same time, the needed transmit
power becomes higher leading to inferior EE. Moreover, one
can observe that EE is higher for better propagation conditions,
i.e. lower values of the exponent α, and it also increases for
smaller cells. For example, looking at the case of α = 3.5 and
SE = 6 bps/Hz, the EE is almost 19 Mbps/W for RC = 500m
and drops to 1.7 Mbps/W for RC = 1000m.
The shape of the SE-EE trade-off is significantly changed
and the relation is no longer monotonic when the signal
processing power is taken into account in (P3), as Fig.4 shows
for α = 3.5. Specifically, since the processing power increases
for higher bandwidth, it gradually becomes dominant in terms
of consumed energy and after a critical point, EE starts to
decrease by further bandwidth expansion. For instance, for
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Fig. 3. Single cell SE-EE trade-off from (P2) as a function of the path loss
exponent and the cell radius.
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Fig. 4. Single cell SE-EE trade-off from (P3) as a function of the processing
power factor and the cell radius, (PSP in W/MHz).
processing power factor PSP = 1 W/MHz and RC = 500m,
EE is equal to {1.8, 4.6, 2.0, 0.93} Mbps/W for decreasing
SE with respective values {10, 6, 2, 1} bps/Hz. Eventually, the
curves for different cell sizes become identical, indicating that
at this extreme region the total power is mainly consumed by
the signal processing and not the transmission. Note that for
PSP > 0, the remaining part of the curves left from each
critical point does not represent Pareto optimal solutions.
The next numerical results concern another important aspect
of the traffic repartitioning approach. Due to the fact that the
BS resources are allocated to users according to the central
attenuation of their group and not their individual ones, there
is an inevitable approximation error in this process. In this
context, the convergence of the SE-EE curves from (P2) with
respect to the number of traffic partitions NK is illustrated
in Fig.5, for parameters α = 3.5 and RC = 1000m. One
can see from this figure that the curves converge rapidly for
the case of uniform traffic distribution and for the adopted
value of NK = 10, the relative difference from NK = 100 that
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Fig. 5. Convergence of SE-EE trade-off from (P2) with respect to the total
number of user groups.
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Fig. 6. EE upper bound EE∗ from (17) in the low SNR regime as a function
of the path loss exponent and the cell radius.
approaches the discrete case is negligible. Nevertheless, if a
scenario with specific user locations is studied instead of a
continuous distribution, the optimal resource allocation from
(P1) can be used to provide the exact SE-EE trade-off curves.
Concluding the results for the single cell scenario, the
explicit EE upper bound EE∗ from (17), achieved in the low
SNR regime for W →∞, is presented in Fig.6 as a function
of the path loss exponent and the cell radius. The values in
this figure actually represent the starting points of the curves
in Fig.3, i.e. the highest EE as SE tends to zero. As expected,
the EE upper bound is higher for better propagation conditions
and smaller cells, where the needed transmit power is lower.
It should be pointed out here that the range of values for
EE∗ is very large. In particular, for RC = 500m, EE∗ is
equal to 206.1 Mbps/W for α = 3.5, dropping by a factor
of approximately 3553 times to 58 Kbps/W for α = 4.5. In
such environments of high path loss exponents, smaller cells
along with other techniques should be investigated as potential
solutions for an energy efficient network.
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B. Multi-Cell Scenario
We now consider the extension of the previous framework
to a multi-cell scenario. The provided results are focused
on the most tractable case with Rayleigh fading on both
signal and interfering links, but can easily be extended to
all the other presented mathematical models. Specifically, the
resource allocation is performed according to the solution of
(P4), where the distribution of Yu is given from (28) and the
traffic groups are formed following Remark 3 and (37) therein.
Besides the previously adopted parameters, the fading mean
value is equal to 1/τ = 1 and the interfering BSs are assumed
to have total available bandwidth WI = 10 MHz and total
transmit power PI = 20 W. The BS density, unless treated as
a variable, is set equal to λB = 1 point/km2, while the users
with SINR < −15dB are assumed to be in outage.
Before the obtained SE-EE curves are depicted, it is helpful
to firstly examine the achieved SINR distribution. For this
reason, Fig.7 presents the SINR cdf for different values of
the exponent α and Fig.8 shows its average value, given by
E [SINRu] =
∫∞
0
P [SINRu > ρ] dρ, as a function of α for
different ratios of allocated resources (wu, pu). It is interesting
to notice from both figures that, as described in [29], the
SINR is not a monotonic function of α. Indeed, for all the
curves in Fig.8, it initially increases until a certain point
and then decreases for higher values of α. This behavior
is based on the nature of (28) and specifically on the two
functions J1(x, y) and J2(x, y) inside the integral. When α
admits lower values, both the signal and the interference levels
are increased, but eventually interference becomes dominant
and J2(x, y) determines the result. On the other hand, if α
is higher, even though the received interference is reduced,
after a certain point the level of the desired signal starts to
drop quickly and J1(x, y) turns out to be responsible for the
degradation of SINR. Obviously, an optimal value of α lies
between the two extremes, which in our case is around α = 3.8
for all the curves.
The respective SE-EE trade-off from (P4) as a function of
the exponent α and BS density is shown in Fig.9. Similarly
to the single cell case, EE is a monotonically decreasing
function of SE where for the reasons already explained, the
best performance is achieved for the intermediate value of
α = 3.8. As expected, EE is better for smaller cells, i.e. higher
values of λB, but this trend is not followed for α = 2.5 where
EE remains almost the same. The reason behind this result is
that the function J2(x, y), which is dominant for α = 2.5, does
not depend on λB according to (30), due to the fact that the
variation of the required signal power for different cell sizes
is counter-balanced by the respective variation of the received
interference. One should also observe that the estimated EE
is quite low, indicating for example a value of 147.6 Kbps/W
for SE = 2 bps/Hz, α = 3.8 and λB = 1 point/km2. Although
this is a quite pessimistic value, since the currently adopted
theoretical model does not incorporate the gain of directional
antennas and the reduced interference due to the BS sectors,
the significant difference from the respective results of the
single cell scenario highlights the importance of interference
management in multi-cell environments in terms of EE.
Along this line of thought, the impact of the interference
mitigation techniques on the SE-EE trade-off is examined in
the next two figures. Firstly, the utilization of the frequency
reuse factor is studied and illustrated in Fig.10, where perhaps
counter-intuitively, one can see that EE is a decreasing function
of factor fr. For instance, for SE = 2 bps/Hz and α = 3.8, EE
is equal to {147.6, 113.8, 100}Kbps/W for increasing fr with
respective values {1, 3, 7}. The reason for this result is that
although the SINR is improved for higher values of fr due to
the reduced received interference, the BS bandwidth resources
are less, since
∑
k∈KWK = W/fr and the needed transmit
power must be increased, leading to an overall deterioration
of EE. This conclusion comes into agreement with a similar
finding in [33], where the optimal user mean rate is achieved
for fr = 1.
Finally, the impact of beamforming on the SE-EE trade-
off is presented in Fig.11 for different values of the exponent
α and the number Nt of antennas, while GFB = 20dB.
In this case, the received interference is reduced and at
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the same time EE is significantly increased for all curves,
especially in the region where α is not too high and the
function J2(x, y) is dominant. Using the same numerical
example of SE = 2 bps/Hz and α = 3.8, EE is equal to
{147.6, 421.1, 740.5, 1329}Kbps/W for a number of antennas
Nt = {1, 2, 4, 8} respectively. This verifies the critical role
that advanced antenna techniques can play in order to achieve
network performance enhancements.
VI. CONCLUSIONS
This paper has introduced a simple theoretical framework
for studying the achieved SE-EE trade-off in cellular networks,
leading to tractable analytical results. An optimal resource
allocation formalism has been presented for both single and
multi-cell environments and the complexity of the underlying
optimization problem has been significantly reduced by apply-
ing a proposed traffic repartition scheme that limits the task
of resource allocation to group of users with similar channel
conditions. Moreover, a theoretical EE upper bound has been
provided for the special case of low SNR and an extension
of the theoretical model has been examined by taking into
account the signal processing power.
Our results have shown that in the case of a single cell, as
expected, EE is higher for smaller cells and lower path loss
exponent and that EE is no longer a monotonically decreasing
function of SE when the signal processing power is included
in the evaluation of the total power consumption. The traffic
repartition approach also proves to be very accurate with a
small number of user groups. EE is substantially lower in
the multi-cell scenario, where an optimal value of the path
loss exponent exists. The small cells are still preferred in
terms of EE, especially for environments with higher path
loss exponents. Regarding the interference mitigation methods,
beamforming proves to be a useful technique to improve EE,
but on the other hand, frequency reuse fails to achieve the
same goal due to the reduction of the available bandwidth.
This work encourages further research towards more sophis-
ticated power, channel and traffic models that will lead to more
accurate numerical results. Also of interest are more advanced
multi-cell scenarios and emerging deployment concepts such
as heterogeneous networks, a promising approach to cope with
the challenging issue of developing green cellular networks.
APPENDIX A
PROOF OF LEMMA 1
Summing (8) over u ∈ U allows us to use the second
condition of (11) and form the following function:
f(λ) = W −
∑
u∈U
Tu ln 2
1 +W0
(
1
e
[
λℓuF
−1
h
(1−c)
γeffN0 − 1
]) . (41)
Firstly, one should notice that the desired value of λ is the
solution of the equation f(λ) = 0. Moreover, since the real-
valued Lambert function W0 is monotonic, it is easily seen
that the function f is also monotonic. Finally, a way to bound
λ from both sides is to assume that all users experience the
same attenuation equal to the minimum ℓm or the maximum
12
ℓM , with ℓm > ℓM , and then solve f(λ) = 0. As a result, λ
should lie between these two values, and specifically
λ ∈
[
q
ℓm
,
q
ℓM
]
, with
q ,
γeffN0
(
zez+1 + 1
)
F−1h (1 − c)
, z ,
ln 2
W
∑
u∈U
Tu − 1 .
(42)
APPENDIX B
PROOF OF THEOREM 2
According to Theorem 1, for any user u ∈ Uk
w∗u = c1Tu, c1 ,
ln 2
1 +W0
(
1
e
[
λℓkF
−1
h
(1−c)
γeffN0
− 1
]) (43a)
p∗u = c2Tu, c2 ,
γeffN0
ℓkF
−1
h (1− c)
(
2
1
c1 − 1
)
c1 (43b)
where c1 and c2 are the constants defined here and ℓk is the
common attenuation of the set Uk from (13). Summing both
sides of (43a)-(43b) over u ∈ Uk leads to
Wk = c1Tk
(43a)
−−−→ w∗u =
Tu
Tk
Wk (44a)
Pk = c2Tk
(43b)
−−−→ p∗u =
Tu
Tk
Pk (44b)
and this completes the proof.
APPENDIX C
PROOF OF LEMMA 2
A common approach to simplify the problem is to linearize
it by approximating the natural logarithm with the help of the
Taylor series, which yields
ln (1 + x) = x−
x2
2
+
x3
3
− · · · ≃ x ∀ |x| ≪ 1 . (45)
By writing the first constraint of (P1) as a function of Tu
and applying this property, we obtain
Tu = wu log2
(
1 +
puℓuF
−1
h (1− c)
γeffN0wu
)
≃
puℓuF
−1
h (1− c)
γeffN0 ln 2 (46)
which is linear in the received power and as expected insen-
sitive to the bandwidth. The required total transmit power is
then found by solving (46) with respect to pu and summing
over u ∈ U . Finally, the expression for EE from (4) gives the
upper bound (15), as stated in Lemma 2.
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