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A software package, called DFTBaby, is published, which provides the electronic
structure needed for running non-adiabatic molecular dynamics simulations at the
level of charge-consistent tight-binding DFT. A long-range correction is incorpo-
rated to avoid spurious charge transfer states. Excited state energies, their ana-
lytic gradients and scalar non-adiabatic couplings are computed using tight-binding
TD-DFT. These quantities are fed into a molecular dynamics code, which inte-
grates Newton’s equations of motion for the nuclei together with the electronic
Schro¨dinger equation. Non-adiabatic effects are included by surface hopping. As
an example, the program is applied to the optimization of excited states and non-
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I. Program Summary
• Program title: DFTBaby
• Licensing provisions: MIT license
• Programming language: python and Fortran 90
• Journal Reference: J. Chem. Phys. 143, 134120 (2015)
• Nature of problem: Trajectory-based non-adiabatic molecular dynamics simulations
in excited singlet states for closed-shell molecular systems.
• Solution method: The electronic structure is solved using charge-consistent tight-
binding DFT with a long-range correction to avoid spurious charge transfer states.
Excited state energies, their analytic gradients and scalar non-adiabatic couplings
are computed using tight-binding TD-DFT. These quantities are fed in a molecular
dynamics code, which integrates Newton’s equations of motion for the nuclei together
with the electronic Schro¨dinger equation. Non-adiabatic effects are included by surface
hopping.
II. Introduction
The prediction of the photophysical and photochemical properties of complex materials
requires the development of efficient theoretical approaches that allow for the simulation
of coupled electron-nuclear dynamics which is induced upon light absorption. In addition,
nowadays widely used time-resolved spectroscopy experiments are usually difficult to inter-
pret without resorting to theoretical modeling of the underlying dynamics. The versatility of
quantum chemistry can be harnessed by using complementary methods: Expensive methods
can give accurate energetic information for key geometries, while computationally cheaper
methods, if applicable, can be employed to simulate the non-adiabatic processes directly.
Molecular dynamics (MD) simulations with trajectories1–8, that can hop between differ-
ent electronic surfaces9, are particularly popular, since each trajectory can be understood
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as a possible photochemical reaction pathway10, while trajectory averages can be directly
compared with experimental observables11–13. In particular, the efficiency of tight-binding
DFT14–16 permits the extension of simulations along different directions: to larger systems,
to longer time-scales or to more trajectories which improves the statistics. A vast number of
publications exist on surface hopping in combination with all kinds of quantum chemistry
methods, among them also DFT17 and tight-binding DFT18. However, large molecular as-
semblies pose new problems to DFT(B) and surface hopping, which are absent in smaller
molecules: For weakly coupled chromophores, DFT with a local xc-functional predicts un-
physically low charge transfer states19. Also many degenerate electronic states appear due
to excitations localized on the various identical subunits, which renders the adiabatic picture
partly useless and causes numerical instabilities. We have recently provided a solution to
the problem of erroneous charge transfer by incorporating a long-range correction20, an ap-
proach that has proven successful in full TD-DFT21,22. In order to solve the above mentioned
problem connected with the usage of the adiabatic electronic states in the dynamics simu-
lations, the coefficients of the electronic wavefunctions, that determine the surface hopping
probabilities, are integrated in a locally diabatic basis, which has been shown to improve
numerical stability23,24. These two improvements significantly extend the applicability of the
TDDFTB to the simulation of ultrafast photodynamics in large systems such as multichro-
mophoric aggregates. Arrangements of chromophores that couple only weakly to each other
are ubiquitous in nature and technological applications: light-harvesting antennas, dyes and
organic photovoltaic devices, to name only a few. If a molecular aggregate contains many
identical units, bands of exciton states develop, with many states in a small energy inter-
val. As the physical coupling between the states decreases, the energy splitting between the
exciton states decreases and the non-adiabatic couplings become more and more peaked.
In the extreme case of no diabatic coupling, the exciton states become degenerate and the
non-adiabatic couplings turn into δ-functions. Since the labels of adiabatic states are tied
to the energetic order, every time two states switch their order, the non-adiabatic coupling
exhibits a singularity that ensures the probability for hopping is 100%. This is problem-
atic for numerical integration schemes, as the singularity may be missed if the nuclear time
step is not small enough to resolve a peak in the non-adiabatic coupling. Also the integra-
tion of the electronic Schro¨dinger equation is unstable if some coupling matrix elements are
huge. Granucci et.al. solved this problem by integrating the electronic coefficients in a local
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diabatic basis23,24.
Dreuw and Head-Gordon analyzed how imprudent application of time-dependent density
functional theory (TD-DFT) to weakly interacting molecular systems leads to the prediction
of wrong low-lying charge transfer states, that is at odds with electrostatics19: The energy
of a charge transfer state should increase as −R−1 with the distance between the separated
charges. However, the potential energy curve calculated with a pure xc-functional for the
charge transfer state of the Zincbacteriochlorin-Bacteriochlorin complex lies below the energy
of the lowest valence-excited state and is completely flat as a function of the separation
between donor and acceptor moiety. The authors traced this failure of TD-DFT back to the
self-interaction error (Coulomb interaction of the electron with its own charge contribution
to the total density), which afflicts commonly used density functional approximations but
not time-dependent Hartree-Fock (TD-HF) theory.
Maitra25 showed that the exact exchange-correlation (xc) kernel has a severe frequency
dependence. The wrong description of charge transfer states is therefore a consequence of
the adiabatic approximation for the xc-functional in TD-DFT. Unfortunately frequency-
dependent xc-functionals will probably not be a viable alternative in the near future. The
authors of Ref.26 took a more practical approach, noting that DFT is good for exchange-
and correlation effects at short distances, while the Hartree-Fock exchange energy has the
correct asymptotic limit. They split the Coulomb potential into a short- and long-range
part
1
r
=
1− erf
(
r
Rlr
)
r︸ ︷︷ ︸
short-range
+
erf
(
r
Rlr
)
r︸ ︷︷ ︸
long-range
(1)
where Rlr ≈ 3 bohr is the distance around which the gradual switch from short- to long-range
behaviour happens. The short-range part of the Coulomb interaction is treated using a local
Kohn-Sham density functional, while the long-range part is dealt with wavefunction-based
methods, in the simplest case with Hartree-Fock theory. Iikura21 implemented this proposal
and Tawada22 extended it to time-dependent DFT.
This long-range correction scheme has been recently transferred to tight-binding DFT by
Niehaus27,28 and to tight-binding TD-DFT by us20. Here, we provide the necessary details
for the calculation of analytic gradients on excited states (see appendix B). The derivations
are kept short, because the equations are essentially identical to Refs.29,30 except for the
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tight-binding approximations that lead to certain simplifications.
Outline of the article: We start with the derivation of the working equations for long-
range corrected TD-DFTB and surface hopping with a locally diabatic basis (III). These
sections are meant largely as a convenient compilation of the known theoretical methods
which are implemented in our programs. The lengthy expressions for analytic gradients
and scalar non-adiabatic couplings have been put in the appendix (B and C). Finally, we
demonstrate the scope of application of our programs by computing theoretical absorption
and emission spectra for parallel-stacked polyfluorenes with up to five units (section IV A)
as well as by simulating the excited state dynamics in these multichromophoric systems.
III. Theoretical Methods
A. Tight-binding TD-DFT
The working equations of tight-binding DFT are usually derived from a second order
expansion of the DFT energy functional around a reference density that is a superposition
of the electron densities of individually neutral atoms14–16,31. From an operational point
of view, the equations are very similar to semiempirical quantum-chemical methods32–34
or charge self-consistent Hu¨ckel theory35 with non-orthogonal s-,p- and d-orbitals. Like in
Hu¨ckel theory, the interaction between atomic orbitals (denoted by Greek letters µ, ν etc.)
is characterized by a Hamiltonian matrix H0µν and the overlap matrix Sµν .
The matrix elements depend on geometry and are derived from atomic DFT calculations.
Matrix elements for atomic valence orbitals of pairs of (pseudo)atoms are calculated in
certain orientations (pppi, ssσ, ppσ, etc.) by numerical integration15 and are tabulated for
all distances. From these tables matrix elements and their gradients can be constructed for
all orientations using Slater-Koster rules36.
The electrons occupy molecular orbitals that are linear combinations of the atomic or-
bitals:
φi(~r) =
∑
µ
Cµiφµ(~r) (2)
with the density matrix
Pµν = 2
Nelec/2∑
i=1
C∗µiCνi. (3)
5
Formation of chemical bonds between different elements causes a redistribution of elec-
tronic charge from less to more electronegative atoms. Therefore the total energy contains
additional terms for the Coulomb interaction between the partial charges:
Elc-DFTB =
∑
µ,ν
PµνH
0
µν + ECoulomb + E
long-range
exchange + Vrepulsive (4)
The repulsive potential is a sum over atom pairs (A,B) and only depends on the distance
RAB between the atoms. It absorbs the interaction between the nuclei and core electrons
and is fitted to reproduce DFT energies:
Vrepulsive =
∑
A,B
V repAB (RAB) (5)
In the strict sense incorporation of the long-range correction would require new fitting of the
repulsive potentials. We neglect this and use the same repulsive potentials for calculations
with and without the long-range correction.
The residual electron-electron interaction is split into Coulombic interaction at short
range and exchange interaction at long range:
ECoulomb =
1
2
∑
µ,σ,λ,ν
(
Pµσ − P 0µσ
) (
Pλν − P 0λν
)
(µσ|λν) (6)
Elong-rangeexchange = −
1
4
∑
µ,σ,λ,ν
(
Pµσ − P 0µσ
) (
Pλν − P 0λν
)
(µλ|σν)lr (7)
The 0-th order Hamiltonian H0µν already accounts for all interactions between electrons in
the neutral atoms. ECoulomb and Eexchange are the residual Coulomb and exchange energies
due to the charge redistribution, which is described by the difference density matrix ∆Pµν =
Pµν − P 0µν . The reference density matrix P 0µν is a diagonal matrix, since in the reference
system the energy levels (n, l,m) of each atom are occupied as if the atom were isolated:
P 0µν = δµν × (occupancy of level (nµ, lµ,mµ) in neutral atom Aµ) (8)
(Note that in our previous publication20 in Eqn. (32) we calculated the long-range contri-
bution using the full density matrix Pµν instead of ∆Pµν , but it turns out that ∆Pµν is a
better choice37.)
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Now the tight-binding approximations are made to the 2-electron integrals:
(µλ|σν) =
∫ ∫
φµ(1)φλ(1)
1
r12
φσ(2)φν(2)d1d2
≈
∑
A,B
γABq
µλ
A q
σν
B (9)
(µλ|σν)lr =
∫ ∫
φµ(1)φλ(1)
erf
(
r12
Rlr
)
r12
φσ(2)φν(2)d1d2
≈
∑
A,B
γlrABq
µλ
A q
σν
B (10)
with the transition charges on atom A (in the atomic orbital basis):
qµλA =
1
2
(δ(µ ∈ A) + δ(λ ∈ A))Sµν (11)
The matrices γAB and γ
lr
AB are defined in Ref.
20. In short, the γ-matrices describe the
Coulomb interaction between spherically symmetric charge distributions (modelled as Gaus-
sians or Slater functions) centered on the atoms A and B. The total charge is smeared out
over these charge clouds and amounts to the transition charges assigned to the particular
atom according to Eqn. 11. 3- and 4-center integrals are neglected. Replacing continuous
(transition) densities by atom-centered partial (transition) charges is a very simple form
of density fitting38 with the spherical Gaussians or Slater functions playing the role of the
auxiliary basis functions.
This approximation works very well usually, with the exception of pi-electron systems
containing heteroatoms. For conjugated alternant hydrocarbons the partial charges on the
carbons are zero35 so that charge self-consistent and non-consistent tight-binding calculations
will give the same results. In the presence of heteroatoms this will not be the case anymore
and the assumption that the partial charge cloud is spherically symmetric becomes a source
of error, as evident from the following example: If a carbon atom is replaced by a heteroatom
in an aromatic ring (e.g. turning benzene into pyridine), the heteroatom will acquire some
negative charge. The charge will be placed in a pi-orbital, that has its maximum above and
below the molecular plane and is certainly not spherically symmetric.
Minimizing the total energy Elc-DFTB under the constraint that the molecular orbitals are
orthogonal leads to Kohn-Sham equations for the coefficients Cµi. These equations need to
be solved self-consistently, since the MO coefficients determine the density matrices, which
in turn enter the Coulomb and exchange terms in the energy expression.
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Excited states. As in linear-response TD-DFT39, excitation energies ω of singlet states
are obtained from the non-Hermitian eigenvalue problemA B
B A
 ~X
~Y
 = ω
1 0
0 −1
 ~X
~Y
 (12)
with
Aia,jb = δijδab(a − i) + 2(ia|jb)− (ij|ab)lr (13)
Bia,jb = 2(ia|jb)− (ib|aj)lr (14)
after making the tight-binding approximations of Eqns. 9 and 10 to the 2-electron integrals.
The non-Hermitian eigenvalue problem is solved for the lowest eigenvectors with a
Davidson-like iterative algorithm40, which entails the evalulation of matrix products A · ~v
and B · ~v.
The use of a minimal basis set reduces the size of the matrices A and B, and the use of
transition charges speeds up their evaluation. Without long-range correction the evaluation
of the matrix products can be performed in a particularly efficient order41:
(A + B) · ~v =
 nested sums reduce to matrix
multiplications of lower dimensions
 (15)
With the long-range correction some of the simplicity of the formulae (multiplication of
matrices vs. tensor-products) is lost. With long-range correction the fast execution times
needed for MD simulations can still be achieved by restricting the excitations (i→ a) to an
active space composed of excitations from the highest M occupied to the lowest N virtual
molecular orbitals. Alternatively the excitation space could be truncated by selecting the
single-orbital transitions with the highest oscillator strengths down to a certain threshold
as proposed in Ref.42. If the active space is chosen reasonably, the only side-effect is a small
systematic increase in the excitation energies as shown in the appendix A.
In the following, we illustrate the charge-transfer problem in TD-DFT and TD-DFTB and
its solution using a long-range correction with an example: In Ref.43 Dreuw used a pi-stacked
pair of ethylene and tetrafluoroethylene to demonstrate that long-range charge transfer states
require non-local exchange. In tetrafluoroethylene the frontier orbitals lie almost 2 eV higher
than in ethylene because of the additional nodes between the carbon and fluorine atoms
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which increase the kinetic energy of the orbitals (see Fig. 1). At small distances the lowest
excitation involves charge transfer from the HOMO of tetrafluoroethylene to the LUMO of
ethylene. As the distance between the molecules increases the energy of the charge transfer
should go up to reflect the fact that it costs energy to separate charges, whereas excitations
that are localized on either molecule should not depend on the distance.
FIG. 1: Frontier orbitals of ethylene and tetrafluoroethylene. The lc-TD-DFTB orbital
energies are given in eV together with the LC-PBE/TZVP energies in brackets for
comparison. At large separations the overlap between the HOMO (on tetrafluoroethylene)
and the LUMO (on ethylene) vanishes.
Charge transfer over longer distances can be mentally decomposed into three separate
steps: ionization of the donor (requiring the ionization energy IEdonor), moving the charge
to the acceptor molecule against the Coulomb force and adding the electron to the acceptor
orbital (releasing the electron affinity EAacceptor). The total energy balance of these steps
gives the approximate energy of the charge transfer state:
ECT = IEdonor − EAacceptor − 1
R
(16)
In the TD-DFT(B) picture charge transfer can be viewed as a single excitations from the
HOMO (localized on the donor) to the LUMO (localized on the acceptor). If the space of
excitation is restricted to only these two orbitals, the long-range TD-DFT excitation energy
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becomes:
ECT = AHL,HL =L − H + 2(HL|HL)− (HH|LL)lr (17)
R→∞−→ − EAacceptor − (−IEdonor) + 0− 1
R
(18)
The orbital energies H and L of the HOMO and LUMO, respectively, approximately corre-
spond to minus the ionization ionization energy and electron affinity. The electron-integral
(HL|HL) vanishes at large separations, since the HOMO and LUMO are localized on dif-
ferent molecules, so that φH(r)φL(r) → 0. The long-range part of the exchange integral
(HH|LL)lr approaches 1R . Without this term, asymptotically the energy of the charge
transfer state would be equal to the orbital energy difference.
In Fig. 2 the potential energies of the lowest 10 excited states are plotted against the
distance between the molecular planes. Since tight-binding DFT is parametrized on the basis
of atomic DFT calculations using the PBE functional, the tight-binding results are compared
with PBE44,45/TZVP46 and its long-range corrected version LC21-PBE. Despite the much
lower computational cost, tight binding DFT with and without long-range exchange behaves
in the same way as PBE and LC-PBE, respectively:
Without exact exchange the − 1
R
term is missing, so that the energy of the charge transfer
state flattens out as a function of R like the local excitations as soon as the overlap between
donor and acceptor molecule goes to zero. In the presence of long-range exchange the
charge transfer character has the correct asymptotic − 1
R
behaviour and cuts through the
local excited states whose excitation energy remains constant.
The states with charge transfer character are highlighted in red in Fig. 2 to guide the eye.
The difference densities between the 1st excited state and the ground state are shown for a
separation of R=6A˚. Without any exact exchange the lowest excitation has charge transfer
character for all distances, whereas it should become a local excitation for R 3 A˚.
Because of the vanishing overlap between the donor orbital and the acceptor orbital at
large separation the transition dipole moment between these two orbitals vanishes, so that
long-range charge transfer states are dark in the absorption spectrum. Although charge
transfer states do not show up in the absorption spectrum, they can trap excitations when
they are populated indirectly and are very important for organic photovoltaic devices. The
problem of charge transfer states is not limited to the situation where one molecule acts
as a donor and the other as an acceptor, so that a charge transfer state is expected in
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FIG. 2: Scan of adiabatic potential energy curves for ethylene-tetrafluoroethylene, a) with
long-range correction, b) without. c) LC-PBE/TZVP and d) PBE/TZVP. The transition
densities in a) and b) show the character of the lowest excited state. Without long-range
exchange the lowest state has charge transfer character, whereas it should be a local
excitation.
the low energy spectrum. In fact, any weakly coupled system such as a molecular crystal
or a polymer with chromophore units is susceptible to this problem. Without long-range
exchange the spectrum will be contaminated by unphysical charge transfer states that lie
below the lowest local excitation. Consider two arbitrary identical molecules that are placed
infinitely far apart, so that they do not interact in any way. The frontier orbitals of the
combined system are linear combinations of the individual HOMO and LUMO orbitals on
each molecule and are delocalized over both molecules. They can be localized on each
molecule, leading to 4 frontier orbitals: HOMO(1) and LUMO(1) localized on the first
molecule and HOMO(2) and LUMO(2) localized on the second one. The local HOMO(1)
→ LUMO(1) excitation will be degenerate with a charge transfer from the HOMO(1) of the
11
first molecule to the LUMO(2) of the other. This jump of a charge over a very long distance
is an obviously unphysical artifact of density functional approximations that neglect exact
long-range exchange.
These problems will also appear in the simulations of excited state nonadiabatic dynam-
ics where the unphysical low-lying charge transfer states will lead to artificial nonradiative-
relaxation channels. Therefore, the simulations of nonadiabatic dynamics in molecular ag-
gregates at the TDDFT(B) level should be generally performed only in combination with
long-range correction.
B. Surface hopping
Tully’s surface hopping9 is a stochastic method for simulating non-adiabatic events in
molecular dynamics that takes place on multiple electronic potential energy surfaces. De-
spite its successes it cannot be derived rigorously from the time-dependent variational prin-
ciple or any other principle. It is an ad hoc procedure that works very well in practice and
combines well with quantum chemistry methods, that make the Born-Oppenheimer separa-
tion between fast electronic (denoted by ~r) and the slow nuclear degrees of freedom (denoted
by ~R).
For a fixed nuclear geometry ~R, a quantum chemistry code gives a manifold of electronic
wavefunctions Ψi(~r; ~R) with adiabatic energies {Ei(~R)}i=1,2,..., that depend parametrically
on the nuclear coordinates. The nuclear wavefunction is kept out of the equation but its hid-
den presence manifests itself in the form of Berry phases: When the electronic wavefunction
is transported adiabatically around a point of energetic degeneracy (conical intersection)
back to its starting location, it acquires a sign change, which would be cancelled by the
phase of the nuclear part of the wavefunction.
In surface hopping, the nuclear wavefunction is approximated by a delta-function, or point
(~R, ~P ) in phase space. An ensemble of trajectories drawn from some distribution f(~R, ~P )
(Wigner distribution, Boltzmann distribution, etc.) can be given different interpretations:
either as the finite spread of the quantum-mechanical wavepacket due to the Heisenberg
uncertainty principle and/or the uncertainty about the phase space positions of the classical
nuclei due to the finite temperature47. This ambiguity makes surface hopping a perfect
match for simulations at room temperature, which usually are affected by both types of
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uncertainty.
The electrons exert forces on the nuclei, which are different for each electronic Born-
Oppenheimer state i. Assuming the electrons are in state c, the equation of motion for the
classical nucleus A is given by Newton’s equation:
mA ~¨RA = −~∇AEc (19)
This defines a nuclear trajectory ~R(t) propagating on the ”current” electronic state c. When
electronic states come close in energy or cross, the Born-Oppenheimer separation breaks
down and transitions between electronic states need to be considered. A trajectory is re-
stricted to move on one surface at a time, but a sudden hop can transfer it to another surface,
leading to a discontinuity in the acceleration. To determine the propensity to switch to an-
other state, the nuclear trajectory is equipped with an electronic wavefunction, that is a
linear combination of the instantaneous adiabatic eigenstates:
Ψ(~r; ~R(t)) =
∑
k
Ck(t)Ψk(~r; ~R(t)) (20)
The modulus squared of a coefficient, |Ck(t)|2, gives the probability of the trajectory to
move on the potential energy surface k. When a trajectory starts initially on the electronic
state i, then Ck(t = 0) = δki. The time-evolution of the coefficients along the trajectory
is governed by a Schro¨dinger-like differential equation. To make clear which non-adiabatic
effects are included and which are not, it will be derived in some length.
The Hamiltonian of the total system
Hˆ = Tˆnuc + Hˆelec(~r; ~R) (21)
is split into the nuclear kinetic energy Tˆnuc =
∑Nat
A=1− ~
2
2mA
~∇2A and the electronic Hamiltonian
Hˆelec(~r; ~R) that comprises the remaining interactions that do not depend on the nuclear
momenta. The electronic wavefunctions Ψk(~r; ~R(t)) are the eigenfunctions of the electronic
Hamiltonian,
HˆelecΨk(~r; ~R(t)) = EkΨk(~r; ~R(t)), (22)
but not of the total Hamiltonian, since
〈Ψi | Hˆ | Ψj〉 =
Nat∑
A=1
− ~
2
2mA
〈Ψi | ~∇2A | Ψj〉+ δijEj(~R). (23)
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The first term involving ~∇2 (the diagonal Born-Oppenheimer correction) is neglected, not
necessarily because it is small, but simply because this quantity is not readily available from
quantum chemistry codes. Its inclusion in surface hopping methods has actually been shown
to lead to inferior results for strongly coupled potential energy surfaces48.
When subsituting the ansatz in Eqn. 20 into the electronic time-dependent Schro¨dinger
equation ι˙~ ∂
∂t
| Ψ〉 = Hˆelec | Ψ〉 one needs to keep in mind the parametric dependence of Ψi
on ~R(t):
ι˙~
∑
i=1
(
dCi
dt
| Ψi〉+ Ci | ~∇~RΨi〉 ·
d~R
dt
)
=
∑
i
Ci(t)Ei(~R(t)) | Ψi〉 (24)
Multiplication from the left with 〈Ψj(~R(t)) | and using the orthogonality of electronic states
at the same nuclear geometry, 〈Ψj(~R(t)) | Ψi(~R(t))〉 = δji, gives:
ι˙~
dCj
dt
=
∑
i
(
Ei(~R(t))δji − ι˙~〈Ψj | ~∇~RΨi〉 ·
d~R
dt
)
Ci(t) (25)
Although the nonadiabatic coupling vector 〈Ψj | ~∇~RΨi〉 appears in the Eqn. 25 its calcula-
tion is not needed for the propagation of the electronic degrees of freedom since the scalar
product between the non-adiabatic coupling vector and the nuclear velocity vector d
~R
dt
can
be approximated by overlaps between electronic wavefunctions at successive nuclear time
steps49:
〈Ψj | ~∇~RΨi〉 ·
d~R
dt
= 〈Ψj | ∂
∂t
Ψi〉
≈ 1
2∆t
(
〈Ψj(~r; ~R(t)) | Ψi(~r; ~R(t+ ∆t))〉 − 〈Ψj(~r; ~R(t+ ∆t)) | Ψi(~r; ~R(t))〉
)
(26)
Expressions for calculating these scalar couplings between singlet TD-DFTB “wavefunc-
tions“ are listed in appendix C.
The integration of Newton’s equation 19 (with a time step of ∆t ≈ 0.1 fs ) and the
electronic Schro¨dinger equation 25 (with a much smaller time step ∆telec ≈ 10−5 fs) are
intertwined. After each nuclear time step, the electronic density matrix,
ρkl(t) = C
∗
k(t)Cl(t) (27)
is calculated and the probability for changing the current electronic state from i to j is
calculated according to the formula50:
Pi→j = Θ(−ρ˙ii)Θ(ρ˙jj) (−ρ˙ii) ρ˙jj
ρii
∑
k Θ(ρ˙kk)ρ˙kk
∆t (28)
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where Θ(x) is the Heaviside step function, that is 1 for x ≥ 0 and 0 otherwise. This formula
is an improvement over Tully’s original fewest switches formula, since it also considers rates
of change. The diagonal elements of the density matrix, ρkk(t), are called the quantum pop-
ulations. The unprovable tenet of surface hopping is that the average numbers of trajectories
on each electronic state (the trajectory populations) approach the quantum populations in
the limit of a very large ensemble of trajectories.
The off-diagonal elements ρkl are called quantum coherences. The lack of a nuclear
wavefunction leads to the phenomenon of over-coherence: After a trajectory leaves a region
of strong non-adiabatic coupling, the induced coherences do not decay but remain constant.
Momentum Rescaling. During a surface hop the potential energy has a discontinuity,
unless a surface hop occurs at a conical intersection. To restore energy conservation the
momentum is rescaled uniformly (~p→ s~p) so that the change in kinetic energy T offsets the
change in potential energy caused by the hop from i to j:
Ei + T = Ej + s
2T. (29)
If the quadratic equation for the scaling factor s,
s =
√
1 +
Ei − Ej
T
, (30)
does not have a real solution, the surface hop is rejected and the trajectory continues on
the old potential energy surface. This happens when a slow trajectory attempts to hop to a
higher energy level that could not be reached even if all kinetic energy would be converted
to potential energy.
Local diabatization. The integration of Eqn. 25 in the adiabatic basis becomes nu-
merically unstable if the non-adiabatic couplings are strongly peaked. Alternatively, the
electronic Schro¨dinger equation can be transformed into a locally diabatic basis, in which
the couplings become smooth functions of the nuclear displacement23,24. This integration
scheme has been developed by Granucci and Persico and implemented in the dynamics pro-
gram Newton X51. Because of its importance for weakly coupled chromophores a detailed
derivation is given.
The electronic wavefunction can be expanded in a diabatic basis:
| Ψ(~R(t))〉 =
∑
k
Dk(t) | Φk(~R(t))〉 (31)
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The diabatic basis {Φk} is related to the adiabatic basis {Ψi} by a unitary transformation
T:
| Ψi〉 =
∑
j
| Φj〉Tji (32)
which transforms the expansion coefficients according to
Di(t) =
∑
j
TijCj(t) (33)
The diabatic basis is characterized by the fact that, at least locally around some reference
geometry ~R(0), it remains constant for displacements of the nuclear trajectory ~R(∆t):
〈Φi | d
dt
Φj〉 = 〈Φi | ~∇~R | Φj〉 ·
d~R
dt
= 0 (34)
The reference geometry is chosen as the nuclear geometry at the beginning of a nuclear time
step, ~R(t = 0). At this reference geometry the adiabatic and diabatic bases conicide:
T(t = 0) = 1 (35)
| Ψi(0)〉 =| Φi(0)〉 (36)
Ci(0) = Di(0) (37)
At the end of the nuclear time step t = ∆t, the adiabatic wavefunction i will have evolved
into a mixture of diabatic states:
| Ψi(∆t)〉 =
∑
j
| Φj(∆t)〉Tji(∆t) (38)
The overlap matrix between adiabatic states at the beginning and end of the time step can
formally be written using the diabatic basis:
Sij(∆t) = 〈Ψi(0) | Ψj(∆t)〉 =
∑
k
〈Φi(0) | Φk(∆t)〉Tkj(∆t) (39)
Substituting a Taylor expansion of the diabatic states in Eqn. 39,
| Φj(∆t)〉 ≈| Φj(0)〉+ | dΦj
dt
〉
∣∣∣
t=0
∆t (40)
and using the equality of the adiabatic and diabatic states at t = 0, shows that
Sij(∆t) =
∑
k
δik + 〈Φi | dΦk
dt
〉︸ ︷︷ ︸
≈0
∆t
Tkj(∆t). (41)
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Because of the defining property of the diabatic basis in Eqn. 34, the diabatic-to-adiabatic
transformation matrix is equal to the overlap matrix:
T(∆t) ≈ S(∆t) (42)
T should be exactly unitary, but S is not. Although the adiabatic states form an orthonormal
basis of the electronic Hilbert space at the nuclear geometry ~R(t), i.e.∑
k
| Ψk(~R(t))〉〈Ψk(~R(t)) |= 1, (43)
in practice the number of excited states has to be truncated, so that the resolution of the
identity incurs a small error :
Nst∑
k=1
| Ψk(~R(t))〉〈Ψk(~R(t)) |= 1 + . (44)
As a consequence S(∆t) is only approximately unitary(
S†(∆t)S(∆t)
)
ij
=
∑
k
〈Ψi(~R(t+ ∆t)) | Ψk(~R(t))〉〈Ψk(~R(t)) | Ψj(~R(t+ ∆t))〉
= δij + ij
(45)
To restore unitarity artificially, S(∆t) is orthogonalized by Lo¨wdin’s procedure.
We get the diabatic Hamiltonian by transforming the adiabatic hamiltonian E, which is
diagonal,
Eiδij = 〈Ψi | Hˆelec | Ψj〉, (46)
to the diabatic basis using T(∆t):
Hdiab = TET† (47)
The electronic Schro¨dinger equation for the diabatic expansion coefficients becomes par-
ticularly simple because the dynamic coupling vanishes approximately in this basis:
ι˙~
dDj
dt
=
∑
i
(
Hdiabji − ι˙~


〈Φj | d
dt
Φi〉
)
Di(t) (48)
The diabatic hamiltonian is interpolated between the beginning of the time step (where
it agrees with the adiabatic one) and the end:
Hdiab (∆t/2) =
1
2
(
E(0) + Hdiab(∆t)
)
(49)
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The diabatic Schro¨dinger equation can be integrated exactly by a matrix exponential,
giving the unitary propagator for advancing the diabatic coefficients to the end of the time
step:
U(∆t) = exp
(
− ι˙
~
Hdiab (∆t/2) ∆t
)
(50)
The adiabatic coefficients, from which the hopping probabilities are calculated, are ad-
vanced by transforming to the diabatic basis, applying the propagator and transforming
back:
~C(∆t) = T†(∆t) exp
(
− ι˙
~
1
2
[
E(0) + T(∆t)E(0)T†(∆t)
]
∆t
)
~C(0) (51)
The diagonal elements of the locally diabatic hamiltonian, Hii(~R(t)), change smoothly
along the trajectory.
The basic idea of local diabatization is illustrated in Figs. 3 and 4. In Fig. 3 the type of
excited states that can occur for two weakly interacting chromophores A and B are depicted
schematically: The localized excitations on each monomer are energetically close and can
hybridize to form a pair of delocalized exciton states. The ordering of the exciton states
depends on the geometric arrangement of the chromophores: In a head to tail arrangement
of the transition dipoles the bright state is lowered in energy (E(−→−→) < E(−→←−),
J-aggregate), while in a parallel arrangement the dark state is stabilized (E(←−−→) < E(
−→
−→),
H-aggregate). (The ordering is easy to remember when one considers the attraction or
repulsion between little bar magnets (“→” = “+−”) instead of transition dipoles.) Double
excitations are usually higher in energy and cannot be described with linear response TD-
DFT, anyway. The lowest adiabatic states are usually a superposition of the exciton states
with some fraction of charge transfer character, that varies with the nuclear geometry.
Fig. 4 shows adiabatic and local diabatic energies along a fictitious trajectory for two
completely uncoupled chromophores. The dashed line marks the current electronic state.
The locally excited states 1(S1, S0) and
1(S0, S1) are not coupled at all. The spikes in
the non-adiabatic coupling (d) are artifacts of the adiabatic representation, since adiabatic
state labels need to switch each time two electronic energy levels cross. After transforming
to a locally diabatic basis, the coupling is eliminated (e). The local diabatic energies (c)
smoothly connect energy levels at neighbouring time steps. The plot in (c) demonstrates
clearly that the character of the electronic state never changes despite the frequent surface
hops in (b).
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FIG. 3: Types of excitations for a pair of weakly interacting chromophores.
FIG. 4: Energies (b,c) and couplings (d,e) in the adiabatic and locally diabatic bases for
a fictitious trajectory of a weakly coupled pair of molecules A and B. a) The blue curve
shows the ground state energy, the green and red curves the energies of excitons localized
on either the A or B molecule and the turquoise line a doubly excited state that would be
neglected in TD-DFT. For details see main text.
Conical intersections with S0. Tight-binding TD-DFT inherits many problems from
full TD-DFT. One of them is the absence of conical intersections between the ground state
and any excited state52. There are two conditions for a conical intersection between two
electronic states:
19
• The energies of the two states have to be degenerate and
• the coupling between the states has to vanish.
In the space of N internal degrees of freedom the points where these two conditions are
satisfied form a N − 2 dimensional surface called the intersection seam. If the potential
energies of the two states are plotted around the conical intersection in two directions per-
pendicular to this surface, the potential energy surfaces have the characteristic form of a
double conus. Since linear-response TD-DFT lacks double excitations the coupling between
the ground state and all excited states vanishes due to Brillouin’s theorem independently of
the nuclear coordinates. Therefore the number of conditions is reduced and the intersection
seam between the ground state and an excited state has the wrong dimensionality N − 152.
Movement along the non-adiabatic coupling vector does not lift the degeneracy and the
potential energy surfaces have the shape of two intersecting planes instead of a conus.
In our implementation of surface hopping the wrong topology of the intersection seam is
mitigated by giving special treatment to surface hops to the ground state:
• If the energy gap to the ground state falls below a threshold, a hop to the ground state
is forced irrespective of the quantum populations.
• After reaching the ground state, jumps back to higher states are suppressed and the
trajectory continues on S0.
Surface hopping trajectories are not very sensitive to the topology of the intersection
seam, since each trajectory explores the potential energy surface only along a one dimensional
path and the effects of Berry phases on the nuclear wavepacket are neglected. A study on
oxirane53 showed that reasonable photochemical reaction paths are predicted with TD-DFT
in combination with surface hopping despite the absence of true conical intersections to the
ground state.
IV. Results
A. Poly(fluorenemethylene)
Fluorene is an aromatic hydrocarbon that owes its name to its fluorescence in the ul-
traviolet spectral region. Recently Rathore54 and coworkers synthesized pi-stacked arrays
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of polyfluorenes (see Fig. 9). The linker atoms keep the cofacial chromophores in close
van der Waals contact and guarantee the electronic coupling between neighbouring units.
The existence of this coupling has been deduced experimentally from the decrease of the
ionization and oxidation potentials with increasing number of fluorene units. The method-
ology developed in the present contribution allows us to explore the excited state relaxation
and excimer formation dynamics in large multichromophoric systems. Excimer formation
is an undesirable effect in light harvesting devices or organic electronics, since it traps an
excitation and stops the coherent propagation of a delocalized excitations. The formation
of excimers is accompanied by a geometric distortion as a pair of molecules move closer to
each other and align. In pi-stacked polyfluorene the eclipsed conformation, where the chro-
mophore units are perfectly aligned, is not the one with lowest energy. Instead neighbouring
units are slightly rotated around the axis of the polymer chain (see Fig. 6). The authors
of Ref.55 showed that an excitation can only be delocalized over many fluorene units, if
they are all in the eclipsed conformation. On the other hand this perfect pi-stacking favours
the formation of excimer pairs. As a result excitons become localized to pairs of fluorene
excimers and propagate by a hopping mechanism.
These conclusion were made based on TD-DFT calculations at stationary points of the
ground and first excited state. However, exciton propagation and excimer formation are
dynamic processes. It would therefore be interesting to exploit the speed of tight-binding
DFT (DFTB) to investigate the dynamics directly through simulation. Since tight-binding
DFT is not as reliable as full DFT, in a first step one has to check that it can reproduce the
results from the previous TD-DFT study.
1. Fluorene monomer F1
First the monomer unit, 9,9-dimethyl-fluorene, is optimized using tight-binding DFT
(which includes a long-range correction and a dispersion correction) on the S0 and S1 states.
The HOMO and LUMO and the differences of bond lengths between the minima of S0 and
S1 are depicted in Fig. 5. The same pattern of changes in bond lengths is observed as in
full DFT: bond lengths where the HOMO is antibonding and the LUMO is bonding are
shortened while bonds where the LUMO is antibonding and the HOMO is bonding expand.
The vertical excitation energy of Eexc = 4.22 eV obtained with DFTB is a little bit too
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low as compared to the B1LYP-40/6-31G(d) result of 4.89 eV. Although the relaxation on
S1 leads only to minor changes in the geometry, the emission energy is red-shifted by 0.88
eV relative to the excitation energy, Eem = 3.34 eV, while the full DFT calculation predict
an emission energy of 4.21 eV and consequently a red-shift of 0.68 eV.
FIG. 5: Changes of bond lengths between minima on S0 and S1 as calculated with DFTB.
a) Names of C-C bonds, b) bar plot showing differences. The S1 state consists of a HOMO
to LUMO excitation, DFTB orbitals are shown in c) and d), the transition density in e).
2. pi-stacked fluorene dimer F2
For the fluorene dimer initially two structures are considered, the one in which a fluorene
molecule eclipses the other and the second one, where they are rotated by an angle of
approximately 21◦. Optimization with DFTB on the ground state shows that both of them
are local minima, but the rotated structure is 0.1 eV more stable than the eclipsed one. In
turn, on the S1 surface the global minimum appears to be located at the eclipsed geometry
which is 0.1 eV more stable. Fig. 6 shows a relaxed scan along the angle between the two
fluorene units.
The frontier orbitals of the dimer can be approximately constructed as linear combination
of the monomer HOMO and LUMO orbitals. The energetic order of the orbitals is obvious
from the condition that the energy should increases with the number of nodes. The orbital
combinations and possible singlet transitions are sketched in Fig. 7. Since only excitation of
(approximately) the same symmetry can mix, the lowest two excited state have to contain
the orbital transitions shown in Fig. 7a). The approximate expressions are:
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FIG. 6: Relaxed scan of the potential energy curve for rotation around the line passing
perpendicularly through the point marked with a red x. The geometries were relaxed using
the AM156 method in Gaussian45, the S0 and S1 energies were then computed using
DFTB. In the ground state the fluorene units are rotated by 21◦ (DFTB) or 15◦ (AM1),
while in the S1 the eclipsed geometry is preferred.
| S1〉 ≈ 1√
2
[
1(H − 1→ L+ 1)−1(H → L)] (dark)
| S2〉 ≈ 1√
2
[
1(H → L+ 1)−1(H − 1→ L)] (bright)
The lowest excited state S1 is dark since in the HOMO-LUMO transition the monomer
dipole moments would point in opposite direction canceling each other (see Fig. 7b). The
S2 is the bright state since the monomer transition dipoles are parallel.
Fig. 8 compares the orbital interactions in the rotated and eclipsed conformations. In
the ground state the two fluorene units are rotated slightly because this maximizes the
constructive overlap between the monomer orbital H1 and H2 and thus stabilizes the HOMO.
The LUMO is destabilized in the rotated conformation. In the S1 excited state the eclipsed
conformation is preferred, since it favors the overlap between L1 and −L2 and stabilizes the
LUMO, which is occupied in S1.
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FIG. 7: F2. a) Frontier orbitals in terms of monomer orbitals and possible excitations. b)
Transition densities with monomer transition dipoles superimposed.
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FIG. 8: DFTB frontier orbitals for the rotated and the eclipsed local minima of F2. The
rotated geometry (left) is more stable in the ground state because of the attractive overlap
between H1 and H2 in the HOMO. In the eclipsed geometry (right) the energy of the
LUMO is lowered stabilizing the S1 state.
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3. Oligomers F3-F5
The oligomers F3-F5 were also optimized using tight-binding DFT on the ground and
first excited states. In all of them the most stable conformation is the rotated one on S0
and the eclipsed one on S1. The optimized geometry for F5 is shown in Fig. 9.
FIG. 9: Optimized pentamer (F5) geometries on S0 and S1. Distances are in A˚.
In the pi-stacked fluorene oligomers the S1 will not necessarily be the brightest electronic
state. The excited state, where all monomer transition dipoles are parallel will have the
highest oscillator strength, in F2 this is the 2nd, in F3 the 3rd, in F4 the 4th and in F5
the 5th excited states. No matter which higher state Sn is excited, ultimately the lowest
excited state will be populated through non-adiabatic relaxation. The S1 state is separated
through a large energy gap from the ground state and can only decay through emission of
a photon of energy Eem (fluorescence). Therefore the emission spectrum can be calculated
from the energy of the lowest accessible minimum on the S1 surface. This is illustrated in
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FIG. 10: Energetics of excimer formation. Shown are the vertical excitation energy to the
brightest state Eexc, the emission energy Eem and the structural reorganization energies in
the ground and excited states λ0 and λ1 (adapted from
55).
Fig. 10: After vertical excitation with energy Eexc to the bright state Sn the wavepacket
can undergo non-adiabatic transitions through conical intersections (CI) until it reaches the
long-lived first excited state S1. The excess energy λ1 effects the relaxation in the individual
fluorene units and the change of their orientation and will be ultimately dissipated to the
solvent.
Experimentally57 the lowest peak in the absorption spectrum is observed at 302 nm which
shifts to 305 nm in the dimer. In the emission spectrum the lowest momoner peak is found
at 315 nm and shifts to 394 nm for the dimer. Absorption and emission spectra of trimer,
tetramer, pentamer and hexamer are almost indistinguishable from the dimer spectra with
tiny red shifts. Also, no exciton splitting was observed. This suggests that the delocalization
of an excitation is limited to two fluorene units. In table I the theoretical and experimental
emission and absorption lines are compared. In agreement with experiment, the largest red
shift is seen between the monomer and the dimer, while there is much less variation in the
excitation (to S1) and emission energies between the dimer and the longer oligomers F3-F5.
27
Eexc Eem λ0 λ1 n Eexc(exp.) Eem(exp.)
F1 4.22 3.34 0.44 0.44 1 4.11 3.94
F2 4.22 (4.15) 3.06 0.57 0.58 2 4.07 3.15
F3 4.35 (4.19) 3.08 0.63 0.63 3 4.05 3.14
F4 4.34 (4.17) 3.07 0.74 0.37 4 4.05 3.14
F5 4.34 (4.16) 3.02 0.84 0.48 5 4.05 3.14
TABLE I: Absorption and fluorescence energies. Theoretical vertical excitation
energies Eexc = E(Sn//S0)− E(S0//S0) of the bright state Sn (in brackets excitation
energies of S1), emission energies Eem = E(S1//S1)− E(S0//S1) and reorganization
energies λ0 = E(S0//S1)− E(S0//S0) and λ1 = E(Sn//S0)− E(S1//S1) where E(Sn//S0)
means the total energy of the n-th excited state at the minimum geometry on S0.
Experimental excitation and emission energies at the peak maxima are taken from Ref.57.
All energies in eV.
4. Nonadiabatic dynamics simulations
Non-adiabatic dynamics simulation are performed for the dimer F2, trimer F3 and
tetramer F4. The geometry is minimized on the ground state starting from the rotated
conformation. Subsequently the Hessian matrix is computed by numerical differentiation of
the analytic gradients. The Wigner distribution58 in the harmonic approximation is con-
structed from the normal mode displacements and frequencies. 100 initial conditions for the
initial positions and momenta are sampled at random from the Wigner distribution47. A
well-known shortcoming of this approach is that hydrogen atoms have too large velocities59.
Therefore the trajectories are propagated for 1 ps on the ground state at a constant tem-
perature of T = 150K, that is controlled using a Berendsen thermostat60, to arrive at an
equilibrated distribution. For each equilibrated geometry a TD-DFTB calculation is per-
formed and the stick spectra from different trajectories are combined and convolved with a
Gaussian function to simulate a temperature broadened absorption spectrum (see Fig. 16).
The trajectories are lifted vertically to the brightest excited state and are allowed to evolve
again for 1 ps at constant energy. Non-adiabatic transitions between different electronic
states are accounted for by surface hopping. The energies of the S1 state at the end of
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the non-adiabatic simulation from different trajectories are combined to obtain a theoretical
fluorescence spectrum (see Fig. 16).
The excited dimer F2 decays in less than 100 fs non-radiatively (see Fig. 11) to the S1
state and rotates slowly towards the eclipsed conformation as evidenced by a plot of the
angle between the monomer units against time in Fig. 12. In the trimer F3 and tetramer
F4 the bright states are S3 and S4, which also decay in less than 100 fs to the long-lived
S1 state (see Fig. 13). In the trimer one can observe how the excitation localizes on two
of the fluorene units which rotate towards each other to form an excimer, while the 3rd
unit is unaffected (see Fig. 14). In the tetramer the excitation can localize on any of
the three fluorene pairs, 1-2, 2-3 or 3-4, and depending on the initial conditions all three
cases can be observed among the ensemble of trajectories (see Fig. 15). The quantitative
agreement between the simulated absorption and emission spectra shown in Fig. 16 with the
experimental spectra published in Ref.55 suggests that the trajectories move on reasonable
potential energy surfaces and reach the correct S1 minimum, from which the fluorescence
is observed experimentally. In addition the dynamics simulation provides the time-scale for
the excimer formation: The rotation into the eclipsed conformation in F2, F3 and F4 lasts
approximately 1 ps, which is a lower bound for the formation time, since one expects a
damped oscillation around the new minimum. Since most of the trajectories for F4 show
the formation of aligned pairs of fluorene units, one can expect that in longer chains, too,
the initially delocalized excitation will be trapped by the alignment of neighbouring units.
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FIG. 11: Dimer F2. Adiabatic state populations averaged over 100 trajectories.
FIG. 12: Dimer F2. Dihedral angle (see inset) averaged over 100 trajectories. In the
ground state the geometry oscillates around the rotated structure (black curve). After
vertical excitation to S2 and ultrafast non-adiabatic transition to S1, the eclipsed geometry
is reached after 1 ps (red curve).
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FIG. 13: Adiabatic state populations averaged over 50 trajectories for the a) trimer F3
and b) tetramer F4.
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FIG. 14: Trimer F3. Dihedral angles between fluorene units 1-2 and 1-3 averaged over 50
trajectories. After 1 ps the fluorene units 1-2 are aligned in the eclipsed conformation
forming an excimer.
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FIG. 15: Tetramer F4. a) superposition of all 50 trajectories at the last time step (1 ps).
b), c) and d) Geometries of different trajectories after 1 ps with the fluorene units that
form an excited dimer or timer marked by an orange box.
FIG. 16: a) Simulated absorption and emission spectra for F2,F3 and F4. The stick
spectra were convolved with a Gaussian of FWHM=0.01 Hartree. b) Experimental
emission spectra for λexc = 280 nm were digitized from Fig. 1C in Ref.
55.
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V. Conclusion
We have given full details of the theoretical methods that are implemented in the code
for non-adiabatic molecular dynamics simulations in the framework of tight-binding lc-TD-
DFT. Special attention has been paid to peculiarities of weakly coupled aggregates: (1)
Erroneous long-range charge transfer is fixed by including exact exchange for large distances
and (2) spikes in the non-adiabatic couplings are removed by a transformation to a local
diabatic basis.
As a test example, we have calculated excited state lifetimes and fluorescence spectra of
fluorene oligomers of increasing length.
The code is suitable for investigating dynamical properties of large organic molecules,
provided that a more reliable higher-level method is used to filter those molecules out where
tight-binding TD-DFT is too simplistic.
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A. Computational cost of long-range exchange and active space
Tight binding DFT has been designed for large systems that are out of reach with full
DFT. For large system the charge transfer problem is particularly severe, so that some form
of correction becomes mandatory. Unfortunately, the introduction of exact exchange partly
destroys the efficiency of tight binding TD-DFT. The evaluation of the matrix product
(A±B)~v that comes up in the iterative solution of the TD-DFTB equations requires nested
summations over orbital indeces i, j, a, b. Eqns. A1 and A2 show only the relevant parts
of the summation with and without long-range exchange. Without exact exchange the
summations can be disentangled; the innermost sum
∑
jb
(
qjbB vjb
)
only depends on the
atom index B: ∑
A
qiaA
(∑
B
γAB
∑
jb
(
qjbB vjb
))
(A1)
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The inclusion of exact exchange adds two additional terms, the first of them is
−
∑
A
∑
j
qijA
(∑
B
γlrAB
(∑
b
qabB vjb
))
. (A2)
The innermost sum
∑
j q
ja
B vjb still depends on three indices, B,a and b. The computational
effort becomes comparable to the full lc-TD-DFT equations with a minimal basis set.
One solution is to solve the TD-DFTB equations in a reduced active space: only single
excitations from the highest Nact. occ to the lowest Nact. virt orbitals are considered. This
approach is usually avoided in DFT calculations since many orbital transitions with low
amplitude can still lower the energy considerably even if the excitation is dominated by a
single orbital transition. The excitation energies will be higher compared to the full active
space, but the shape of the potential energy surfaces will be similar.
The effect of an active space on the excitation energies is visualized in Fig. 17. From
the crystal structure of pyrene61 3 dimers with parallel molecular planes were selected. The
molecular planes of the other nearest neighbor dimers are orthogonal so that the interaction
is expected to be low. Surprisingly, the energy is still lowered by 0.1 eV if the active space
is increased from 100 active occupied and virtual orbitals to 200, although one would not
expect excitations from HOMO−100−x to LUMO+100 +x to be of any importance to the
lowest excited state. This counter-intuitive effect should be kept in mind when restricting
the space of excitations. In particular in non-adiabatic dynamics simulations it is tempting
to use an active space as the speed-up allows to reach larger time scales.
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FIG. 17: Dependence of excitation energies on active space. The number of active
occupied and virtual orbitals are marked on the horizontal axis.
B. Analytic gradients of ground and excited state energies
Efficient analytic gradients of TD-DFT excited states became first available with Furche’s
auxiliary functional method29, that avoids the time-consuming computation of gradients
of the MO coefficients. Chiba30 adapted this idea to long-range corrected functionals.
Heringer41 made the necessary simplifications needed to the tight-binding DFT and we
now complete this list with excited state gradients for long-range corrected tight-binding
TD-DFT.
The following convention is used for orbital indices:
• p,q,r,s,t,u: general MO indices
• i,j,k,l: occupied MO indices
• a,b,c,d: virtual MO indices
• Greek small letters: AO indices
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An auxiliary functional29,41 is defined that is variational in all arguments:
L(X, Y,Ω, C, Z,W ) =
1
2
{
( ~X + ~Y )(A+B)( ~X + ~Y ) + ( ~X − ~Y )(A−B)( ~X − ~Y )
}
− Ω
(
~X2 − ~Y 2 − 1
)
+
∑
i,a
ZiaHia −
∑
p,q,p≤q
Wpq(Spq − δpq)
(B1)
∂L
∂ | X, Y 〉 = 0⇒ TD-DFT linear response equations (B2)
∂L
∂Ω
= 0⇒ excitation vectors (X,Y) are orthonormal (B3)
∂L
∂Z
= 0⇒ Kohn-Sham equations Hia = 0 (B4)
∂L
∂W
= 0⇒ Kohn-Sham orbitals are orthonormal (B5)
The functional should also be stationary with respect to variations of the molecular orbital
coefficients C, this requirement determines the Lagrange multipliers Z and W :
∂L
∂C
= 0⇒ determines Z and W (B6)
1. Determination of the Lagrange multipliers
Excited states with excitation energies Ω are the stationary points of the functional
G[X, Y,Ω, C] =
1
2
{
( ~X + ~Y )(A+B)( ~X + ~Y ) + ( ~X − ~Y )(A−B)( ~X − ~Y )
}
−Ω
(
~X2 − ~Y 2 − 1
)
(B7)
which is part of the auxiliary functional L in Eqn. B1. The equations for the Lagrange
multipliers are easier to deal with, if Eqn. B6 is transformed into(
∂L
∂C
)T
C = 0 or componentwise
∑
µ
∂L
∂Cµp
Cµq = 0. (B8)
On the next few pages expressions for calculating
Qpq =
∑
µ
∂G
∂Cµp
Cµq (B9)
are derived.
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This envolves transforming the derivatives w/r/t the MO coefficients of the 0-th order
Hamiltonian ∑
µ
∂H0rs
∂Cµp
Cµq = H
0
qsδpr +H
0
qrδps (B10)
the overlap matrix ∑
µ
∂Srs
∂Cµp
Cµq = Sqsδpr + Sqrδps = δqsδpr + δqrδps (B11)
and the electron integrals∑
µ
∂(rs|tu)
∂Cµp
Cµq = δpr(qs|tu) + δps(rq|tu) + δpt(rs|qu) + δpu(rs|tq), (B12)
for which the tight-binding approximations will be made later.
The Kohn-Sham Hamiltonian at the DFTB level with long-range correction reads:
Hrs = H
0
rs +
∑
k∈occ
(2(rs|kk)− (rk|ks)lr)−
∑
γ,δ
(
(rs|γδ)− 1
2
(rγ|δs)lr
)
P 0γδ︸ ︷︷ ︸
from reference density
(B13)
The transformed MO derivatives of the Hamiltonian are∑
µ
∂Hrs
∂Cµp
Cµq =H
0
qsδpr +H
0
qrδps
+
∑
k∈occ
2 [δpr(qs|kk) + δps(rq|kk) + δpk(rs|kq) + δpk(rs|qk)]
−
∑
k∈occ
[δpr(qk|ks)lr + δps(rk|kq)lr + δpk(rk|qs)lr + δpk(rq|ks)lr]
− δpr
∑
γ,δ
(
(qs|γδ)− 1
2
(qγ|δs)
)
P 0γδ − δps
∑
γ,δ
(
(qr|γδ)− 1
2
(qγ|δr)lr
)
P 0γδ
= δpr
{
H0qs +
∑
k∈occ
[2(qs|kk)− (qk|ks)lr]−
∑
γ,δ
(
(qs|γδ)− 1
2
(qγ|δs)lr
)
P 0γδ
}
+ δps
{
H0qr +
∑
k∈occ
[2(rq|kk)− (rk|kq)lr]−
∑
γ,δ
(
(qr|γδ)− 1
2
(qγ|δr)lr
)
P 0γδ
}
+ δ(p ∈ occ) {2(rs|pq)− (rp|qs)lr + 2(rs|qp)− (rq|ps)lr}
=δprHqs + δpsHqr + δ(p ∈ occ) {4(rs|pq)− (rp|qs)lr − (rq|ps)lr}
= (δprδqs + δpsδqr) εq + δ(p ∈ occ) {4(rs|pq)− (rp|qs)lr − (rq|ps)lr}
= (δprδqs + δpsδqr) εq + δ(p ∈ occ) ((A+B)rs,pq − δprδqs (s − r))
=δpsδqrr + δprδqs (δ(p ∈ occ)p + δ(p ∈ virt)q) + δ(p ∈ occ)(A+B)rs,pq.
(B14)
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The A and B matrices for singlet states are
SAia,jb = δijHab − δabHij + 2(ia|jb)− (ij|ab)lr (B15)
SBia,jb = 2(ia|jb)− (ib|aj)lr. (B16)
Adding and subtracting the A and B gives
S(A+B)ia,jb = δijHab − δabHij + 4(ia|jb)− (ij|ab)lr − (ib|aj)lr (B17)
S(A−B)ia,jb = δijHab − δabHij + (ib|aj)lr − (ij|ab)lr, (B18)
The transformed MO derivatives of the sum and differences,
∑
µ
∂(A+B)kc,ld
∂Cµp
Cµq =
δklk (δpdδqc + δpcδqd)− δcdc (δpkδql + δplδqk)
+ δpk(A+B)qc,ld + δpl(A+B)kc,qd + δpc(A+B)kq,ld + δpd(A+B)kc,lq
+ δcdδpkδql(l − k) + δp∈occ (δkl(A+B)cd,pq − δcd(A+B)kl,pq) ,
(B19)
and∑
µ
∂(A−B)kc,ld
∂Cµp
Cµq =
δklk (δpdδqc + δpcδqd)− δcdc (δplδqk + δpkδql)
+ δpk(A−B)qc,kd + δpl(A−B)kc,qd + δpc(A−B)kq,ld + δpd(A−B)kc,lq
+ δcdδpkδql(l − k) + δp∈occ (δkl(A+B)cd,pq − δcd(A+B)kl,pq) ,
(B20)
appear in the MO derivatives of the G functional
Qpq =
∑
µ
∂G
∂Cµp
Cµq =
∑
ia,jb
1
2
{
(X + Y )ia
(∑
µ
∂(A+B)ia,jb
∂Cµp
Cµq
)
(X + Y )jb
+(X − Y )ia
(∑
µ
∂(A−B)ia,jb
∂Cµp
Cµq
)
(X − Y )jb
} (B21)
To simplify Eqn. B21 the TD-DFT equations are exploited:
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∑
jb
(A+B)ia,jb(X + Y )jb = Ω(X − Y )ia (B22)∑
ia
(X + Y )ia(A+B)ia,jb = Ω(X − Y )jb (B23)∑
ib
(A−B)ia,jb(X − Y )jb = Ω(X + Y )ia (B24)∑
ia
(X − Y )ia(A−B)ia,jb = Ω(X + Y )jb (B25)
Different cases have to be considered depending on whether the indeces p, q belong to occu-
pied or virtual orbitals:
a. Case p = i ∈ occ, q = j ∈ occ
∑
µ
∂(A+B)kc,ld
∂Cµi
Cµj =
− δcdc (δikδjl + δilδjk)
+ δik(A+B)jc,ld + δil(A+B)kc,jd
+ δcdδikδjl(j − i)
+ δkl(A+B)cd,ij − δcd(A+B)kl,ij
(B26)
∑
µ
∂(A−B)kc,ld
∂Cµi
Cµj =
− δcdc (δikδjl + δilδjk)
+ δik(A−B)jc,kd + δil(A−B)kc,jd
+ δcdδikδjl(j − i)
+ δkl(A+B)cd,ij − δcd(A+B)kl,ij
(B27)
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Then
Qij =
∑
c
Ω [(X + Y )ic(X − Y )jc + (X − Y )ic(X + Y )jc]
−
∑
c
c [(X + Y )ic(X + Y )jc + (X − Y )ic(X − Y )jc]
+ (j − i)1
2
∑
c
[(X + Y )ic(X + Y )jc + (X − Y )ic(X − Y )jc]
+
∑
c,d
(A+B)ij,cd
1
2
∑
k
[(X + Y )kc(X + Y )kd + (X − Y )kc(X − Y )kd]
−
∑
k,l
(A+B)ij,kl
1
2
∑
c
[(X + Y )kc(X + Y )lc + (X − Y )kc(X − Y )lc]
(B28)
b. Case p = i ∈ occ, q = a ∈ virt
∑
µ
∂(A+B)kc,ld
∂Cµi
Cµa =
δik(A+B)ac,ld + δil(A+B)kc,ad
+ δkl(A+B)cd,ia − δcd(A+B)kl,ia
(B29)
∑
µ
∂(A−B)kc,ld
∂Cµi
Cµa =
δik(A−B)ac,ld + δil(A−B)kc,ad
+ δkl(A+B)cd,ia − δcd(A+B)kl,ia
(B30)
Then
Qia =
∑
k,c,d
(A+B)ac,kd(X + Y )ic(X + Y )kd
+
∑
k,c,d
(A−B)ac,kd(X − Y )ic(X − Y )kd
+
∑
c,d
(A+B)ia,cd
1
2
∑
k
[(X + Y )kc(X + Y )kd + (X − Y )kc(X − Y )kd]
−
∑
k,l
(A+B)ia,kl
1
2
∑
c
[(X + Y )kc(X + Y )lc + (X − Y )kc(X − Y )lc]
(B31)
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c. Case p = a ∈ virt, q = i ∈ occ
∑
µ
∂(A+B)kc,ld
∂Cµa
Cµi = δac(A+B)ki,ld + δad(A+B)kc,li (B32)
∑
µ
∂(A−B)kc,ld
∂Cµa
Cµi = δac(A−B)ki,ld + δad(A−B)kc,li (B33)
Then
Qai =
∑
k,l,c
(A+B)ki,lc(X + Y )ka(X + Y )lc +
∑
k,l,c
(A−B)ki,lc(X − Y )ka(X − Y )lc (B34)
d. Case p = a ∈ virt, q = b ∈ virt
∑
µ
∂(A+B)kc,ld
∂Cµa
Cµb = δklk (δadδbc + δacδbd)
+ δac(A+B)kb,ld + δad(A+B)kc,lb
(B35)
∑
µ
∂(A−B)kc,ld
∂Cµa
Cµb = δklk (δadδbc + δacδbd)
+ δac(A−B)kb,ld + δad(A−B)kc,lb
(B36)
Then
Qab =
∑
k
Ω [(X + Y )ka(X − Y )kb + (X − Y )ka(X + Y )kb]
+
∑
k
k [(X + Y )ka(X + Y )kb + (X − Y )ka(X − Y )kb]
(B37)
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After defining the vectors
Uab =
∑
i
[(X + Y )ia(X − Y )ib + (X − Y )ia(X + Y )ib] (B38)
Uij =
∑
a
[(X + Y )ia(X − Y )ja + (X − Y )ia(X + Y )ja] (B39)
Vab =
∑
i
i [(X + Y )ia(X + Y )ib + (X − Y )ia(X − Y )ib] (B40)
Vij =
∑
a
a [(X + Y )ia(X + Y )ja + (X − Y )ia(X − Y )ja] (B41)
Tab =
1
2
∑
i
[(X + Y )ia(X + Y )ib + (X − Y )ia(X − Y )ib] (B42)
Tij =
1
2
∑
a
[(X + Y )ia(X + Y )ja + (X − Y )ia(X − Y )ja] (B43)
one gets
Qij = ΩUij − Vij + (j − i)Tij +
∑
a,b
(A+B)ij,abTab −
∑
k,l
(A+B)ij,klTkl (B44)
Qia =
∑
c
(X + Y )ic
∑
k,d
(A+B)ac,kd(X + Y )kd +
∑
c
(X − Y )ic
∑
k,d
(A−B)ac,kd(X − Y )kd
+
∑
c,d
(A+B)ia,cdTcd −
∑
k,l
(A+B)ia,klTkl
(B45)
Qai =
∑
k
(X + Y )ka
∑
l,c
(A+B)ki,lc(X + Y )lc +
∑
k
(X − Y )ka
∑
l,c
(A−B)ki,lc(X − Y )lc
(B46)
Qab = ΩUab + Vab (B47)
Now, the DFTB approximations for two-electron integrals in terms of transition charges
are used:
(rs|tu) =
∑
A,B
qrsA γABq
tu
B (B48)
(rs|tu)lr =
∑
A,B
qrsA γ
lr
ABq
tu
B (B49)
(B50)
We define the linear operators H+ and H− (with the restriction on the indeces, δprδqs = 0)
and make use of the γ-approximation for the electron integrals. The summation limits for
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r, s depend on the nature of the vector vrs.
H+pq [vrs] =
∑
r,s
(A+B)pq,rsvrs
=
∑
r,s
(4(pq|rs)− (pr|qs)lr − (ps|qr)lr) vrs
=
∑
A,B
∑
r,s
(
4qpqA γABq
rs
B − qprA γlrABqqsB − qpsA γlrABqqrB
)
vrs
= 4
∑
A
qpqA
(∑
B
γAB
(∑
rs
(qrsB vrs)
))
−
∑
A
∑
r
qprA
(∑
B
γlrAB
(∑
s
qqsB vrs
))
−
∑
A
∑
s
qpsA
(∑
B
γlrAB
(∑
r
qqrB vrs
))
(B51)
and
H−pq [vrs] =
∑
r,s
(A−B)pq,rsvrs
=
∑
r,s
((ps|qr)lr − (pr|qs)lr) vrs
=
∑
A,B
∑
r,s
(
qpsA γ
lr
ABq
qr
B − qprA γlrABqqsB
)
vrs
=
∑
A
∑
s
qpsA
(∑
B
γlrAB
(∑
r
qqrB vrs
))
−
∑
A
∑
r
qprA
(∑
B
γlrAB
(∑
s
qqsB vrs
))
(B52)
and also
Gij =(j − i)Tij +
∑
a,b
(A+B)ij,abTab −
∑
k,l
(A+B)ij,klTkl
= 4
∑
A
qijA
(∑
B
γAB
[∑
a,b
qabb Tab −
∑
k,l
qklBTkl
])
+ 2
∑
A
(∑
k
qikA
(∑
B
γlrAB
(∑
l
qljBTkl
)))
− 2
∑
A
(∑
a
qiaA
(∑
B
γlrAB
(∑
b
qjbBTab
)))
=H+ij [
~T v−v]−H+ij [~T o−o]
(B53)
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Finally one finds
Qij = ΩUij − Vij +H+ij [~T v−v]−H+ij [~T o−o] (B54)
Qia =
∑
c
(X + Y )icH
+
ac
[
~X + ~Y
]
+
∑
c
(X − Y )icH−ac
[
~X − ~Y
]
(B55)
+H+ia
[
~T v−v
]
−H+ia
[
~T o−o
]
(B56)
Qai =
∑
k
(X + Y )kaH
+
ki
[
~X + ~Y
]
+
∑
k
(X − Y )kaH−ki
[
~X − ~Y
]
(B57)
Qab = ΩUab + Vab (B58)
Now we need to find the equation for determining Z:∑
µ
∂L
∂Cµp
Cµq =
∑
µ
∂G
∂Cµp
Cµq︸ ︷︷ ︸
Qpq
+
∑
ia
Zia
∑
µ
∂Hia
∂Cµp
Cµq −
∑
r,s,r≤s
Wrs
∑
µ
∂Srs
∂Cµp
Cµq
!
= 0 (B59)
The first term on the right hand side was determined above, Eqns. B55-B58, the second
and third terms containing the sought for Lagrange multipliers Z and W are∑
ia
Zia
∑
µ
∂Hia
∂Cµp
Cµq =
∑
ia
Zia [(δpaδqi + δpiδqa) i + δp∈occ(A+B)ia,pq]
= Zqpq + Zpqp + δ(p ∈ occ)
∑
ia
Zia(A+B)ia,pq
(B60)
and ∑
r,s,r≤s
Wrs
∑
µ
∂Srs
∂Cµp
Cµq =
∑
r,s,r≤s
Wrs (δqsδrp + δqrδsp)
=
∑
r,s,r≤s
(Wpqδqsδpr +Wqpδqrδps)
=

Wpq p < q
Wqp p > q
Wpq +Wqp p = q
= (1 + δpq)Wpq since Wpq = Wqp.
(B61)
This leads to the following equation for determining Z:
Qpq + (Zqpq + Zpqp) + δp∈occ
∑
ia
Zia(A+B)ia,pq = (1 + δpq)Wpq (B62)
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The equation can be specialized for the occ-virt and the virt-occ blocks:
Qia + Ziai +
∑
jb
(A+B)ia,jbZjb = (1 + δia)Wia for p ∈ occ = i and q ∈ virt = a
(B63)
Qai + Ziai = (1 + δai)Wai for p ∈ virt = a and q ∈ occ = i
(B64)
Subtracting the previous two equations gives (with Wia = Wai) the Z-vector equation:∑
jb
(A+B)ia,jbZjb = Qai −Qia (B65)
The matrix becomes in the DFTB approximation:
(A+B)ia,jb = δijδab(a − i) + 4
∑
A,B
qiaA γABq
jb
B −
∑
AB
qijAγ
lr
ABq
ab
B −
∑
A,B
qibAγ
lr
ABq
ja
B (B66)
∑
k,b
(A+B)ij,kbZkb = H
+
ij [
~Z] (B67)
After solving this system of linear equations for Z, the other Lagrange multiplier W can
be determined as
Wij =
1
1 + δij
(
Qij +
∑
k,b
(A+B)ij,kbZkb
)
=
1
1 + δij
(
Qij +H
+
ij [
~Z]
)
(B68)
Wia = Wai = Qai + Ziai (B69)
Wab =
1
1 + δab
Qab (B70)
2. Assembling the gradient
At the stationary point of L
L(X, Y,Ω, C, Z,W ) = Ω⇒ dL
dR
=
dΩ
dR
(B71)
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where d
dR
stands for the total derivative w/r/t an external parameter such as a nuclear
coordinate. Since L is variational in all parameters,
dL
dR
=


*0∂L
∂ | X, Y 〉 ·
∂ | X, Y 〉
∂R
+


7
0
∂L
∂Ω
· ∂Ω
∂R
+


7
0
∂L
∂C
· ∂C
∂R
+


7
0
∂L
∂Z
· ∂Z
∂R
+
 
 
 
0
∂L
∂W
· ∂W
∂R
+
∂L
∂R
(B72)
only the partial derivative ∂L
∂R
survives.
The partial derivative of the G functional is
∂G
∂R
=
1
2
∑
ia,jb
[
(X + Y )ia
{
δij
∂Hab
∂R
− δab∂Hij
∂R
+ 4
∂(ia|jb)
∂R
− ∂(ij|ab)lr
∂R
− ∂(ib|aj)lr
∂R
}
(X + Y )jb
+ (X − Y )ia
{
δij
∂Hab
∂R
− δab∂Hij
∂R
+
∂(ib|aj)lr
∂R
− ∂(ij|ab)lr
∂R
}
(X − Y )jb
]
=
1
2
{∑
a,b
∂Hab
∂R
∑
i
[(X + Y )ia(X + Y )ib + (X − Y )ia(X − Y )ib]
−
∑
i,j
∂Hij
∂R
∑
a
[(X + Y )ia(X + Y )ja + (X − Y )ia(X − Y )ja]
+4
∑
ia,jb
∂(ia|jb)
∂R
(X + Y )ia(X + Y )jb
−
∑
ia,jb
∂(ij|ab)lr
∂R
[(X + Y )ia(X + Y )jb + (X − Y )ia(X − Y )jb]
−
∑
ia,jb
∂(ib|aj)lr
∂R
[(X + Y )ia(X + Y )jb − (X − Y )ia(X − Y )jb]
}
.
(B73)
The gradient of the excitation energy Ω is
dΩ
dR
=
∂G
∂R
+
∑
ia
Zia
∂Hia
∂R
−
∑
p,q,p≤q
Wpq
∂Spq
∂R
=
∑
a,b
∂Hab
∂R
Tab −
∑
i,j
∂Hij
∂R
Tij +
∑
ia
∂Hia
∂R
Zia −
∑
p,q,p≤q
Wpq
∂Spq
∂R
+ 2
∑
ia,jb
∂(ia|jb)
∂R
(X + Y )ia(X + Y )jb
− 1
2
∑
ia,jb
∂(ij|ab)lr
∂R
[(X + Y )ia(X + Y )jb + (X − Y )ia(X − Y )jb]
− 1
2
∑
ia,jb
∂(ib|aj)lr
∂R
[(X + Y )ia(X + Y )jb − (X − Y )ia(X − Y )jb] .
(B74)
47
Now we switch to the AO basis, Greek letters α, β, γ, δ denote atomic orbitals (AO). Trans-
forming the gradients w/r/t R of the overlap matrix into the AO basis gives
∂Spq
∂R
=
∑
α,β
CαpCβq
∂Sαβ
∂R
. (B75)
Remembering that the density matrix is defined as
Pγδ = 2
∑
k
CγkCδk, (B76)
we find for the gradient of the Hamiltonian matrix in AO basis:
∂Hpq
∂R
=
∂H0pq
∂R
+
∑
k
(
2
∂(pq|kk)
∂R
− ∂(pk|kq)lr
∂R
)
−
∑
γδ
(
∂(pq|γδ)
∂R
− 1
2
∂(pγ|δq)lr
∂R
)
P 0γδ
=
∑
α,β
CαpCβq
∂H0αβ
∂R
+
∑
α,β,γ,δ
∂(αβ|γδ)
∂R
CαpCβq
(∑
k
2CγkCδk
)
− 1
2
∑
α,β,γ,δ
∂(αδ|γβ)lr
∂R
CαpCβq
(∑
k
2CγkCδk
)
−
∑
α,β
CαpCβq
(
∂(αβ|γδ)
∂R
− 1
2
∂(αδ|γβ)lr
∂R
)
P 0γδ
=
∑
α,β
CαpCβq
{
∂H0αβ
∂R
+
∑
γ,δ
(
∂(αβ|γδ)
∂R
(
Pγδ − P 0γδ
)− 1
2
∂(αδ|γβ)lr
∂R
(
Pγδ − P 0γδ
))}
︸ ︷︷ ︸
∂Hαβ
∂R
(B77)
At this point we specify how the gradients of the electron integrals look in the γ-approximation.
A,B enumerate atoms, α ∈ A means that the atomic orbital α is centered on atom A. The
γ-matrix in the AO basis reads:
γαβ =
∑
A,B
γABδ(α ∈ A)δ(β ∈ B) (B78)
With the γ-approximation the Coulomb integrals in AO basis simplify to
(αβ|γδ) = 1
4
SαβSγδ (γαγ + γαδ + γβγ + γβδ) (B79)
and the electron integrals for long-range part of Coulomb potential simplify to
(αβ|γδ)lr = 1
4
SαβSγδ
(
γlrαγ + γ
lr
αδ + γ
lr
βγ + γ
lr
βδ
)
(B80)
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with the gradients
∂(αβ|γδ)
∂R
=
1
4
(
∂Sαβ
∂R
Sγδ + Sαβ
∂Sγδ
∂R
)
[γαγ + γαδ + γβγ + γβδ]
+
1
4
SαβSγδ
[
∂γαγ
∂R
+
∂γαδ
∂R
+
∂γβγ
∂R
+
∂γβδ
∂R
] (B81)
and a similar expression where γ is replaced by γlr.
Next we will transform each term in Eqn. B74 separately into the AO basis:
• transform terms with two indeces
∑
a,b
∂Hab
∂R
Tab =
∑
αβ
∂Hαβ
∂R
∑
a,b
CαaCβbTab︸ ︷︷ ︸
T v-vαβ
(B82)
∑
i,j
∂Hij
∂R
Tij =
∑
αβ
∂Hαβ
∂R
∑
i,j
CαiCβjTij︸ ︷︷ ︸
T o-oαβ
(B83)
∑
i,a
∂Hia
∂R
Zia =
∑
αβ
∂Hαβ
∂R
∑
i,a
CαiCβaZia︸ ︷︷ ︸
Zαβ
(B84)
−
∑
p,q,p≤q
Wpq
∂Spq
∂R
= −
∑
αβ
∂Sαβ
∂R
∑
p,q,p≤q
CαpCβqWpq︸ ︷︷ ︸
Wαβ
(B85)
• transform Coulomb integrals which have 4 indeces
2
∑
ia,jb
∂(ia|jb)
∂R
(X + Y )ia(X + Y )jb = 2
∑
ia,jb
∑
α,β,γ,δ
∂(αβ|γδ)
∂R
CαiCβaCγjCδb(X + Y )ia(X + Y )jb
=2
∑
α,β,γ,δ
∂(αβ|γδ)
∂R
(∑
ia
CαiCβa(X + Y )ia
)
︸ ︷︷ ︸
(X+Y )αβ
(∑
jb
CγjCδb(X + Y )jb
)
=2
∑
α,β,γ,δ
∂(αβ|γδ)
∂R
(X + Y )αβ(X + Y )γδ
(B86)
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• transform first long-range term
− 1
2
∑
ia,jb
∂(ij|ab)lr
∂R
[(X + Y )ia(X + Y )jb + (X − Y )ia(X − Y )jb]
=− 1
2
∑
α,β,γ,δ
∂(αβ|γδ)lr
∂R
∑
i,j,a,b
CαiCβjCγaCδb [(X + Y )ia(X + Y )jb + (X − Y )ia(X − Y )jb]
=− 1
2
∑
α,β,γ,δ
∂(αβ|γδ)lr
∂R
{(∑
ia
CαiCγa(X + Y )ia
)(∑
jb
CβjCδb(X + Y )jb
)
+
(∑
ia
CαiCγa(X − Y )ia
)(∑
jb
CβjCδb(X − Y )jb
)}
=− 1
2
∑
α,β,γ,δ
∂(αβ|γδ)lr
∂R
{(X + Y )αγ(X + Y )βδ + (X − Y )αγ(X − Y )βδ}
(B87)
• and similary the second long-range term
− 1
2
∑
ia,jb
∂(ib|aj)lr
∂R
[(X + Y )ia(X + Y )jb − (X − Y )ia(X − Y )jb]
=− 1
2
∑
α,β,γ,δ
∂(αβ|γδ)lr
∂R
{(X + Y )αγ(X + Y )δβ − (X − Y )αγ(X − Y )δβ} .
(B88)
Everything put together, the gradient of the excitation energy becomes
dΩ
dR
=
∑
αβ
∂Hαβ
∂R
{
T v-vαβ − T o-oαβ + Zαβ
}−∑
αβ
∂Sαβ
∂R
Wαβ
+ 2
∑
α,β,γ,δ
∂(αβ|γδ)
∂R
(X + Y )αβ(X + Y )γδ
− 1
2
∑
α,β,γ,δ
∂(αβ|γδ)lr
∂R
{
(X + Y )αγ [(X + Y )βδ + (X + Y )δβ] + (X − Y )αγ [(X − Y )βδ − (X − Y )δβ]
}.
(B89)
Now we define two linear operators operating on a vector space with dimensionNorb×Norb:
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~Fαβ[v] =
∑
γ,δ
∂(αβ|γδ)
∂R
vγδ
=
1
4
{ ∂Sαβ
∂R
[∑
γ
γαγ
(∑
δ
Sγδ (vγδ + vδγ)
)
+
∑
γ
(∑
δ
Sγδ (vγδ + vδγ)
)
γβγ
]
+ Sαβ
[ ∑
γ
γαγ
(∑
δ
∂Sγδ
∂R
(vγδ + vδγ)
)
+
∑
γ
(∑
δ
∂Sγδ
∂R
(vγδ + vδγ)
)
γβγ
+
∑
γ
∂γαγ
∂R
(∑
δ
Sγδ (vγδ + vδγ)
)
+
∑
γ
(∑
δ
Sγδ (vγδ + vδγ)
)
∂γβγ
∂R
]}
(B90)
and
~F lrαβ[v] =
∑
γ,δ
∂(αγ|βδ)lr
∂R
vδγ
=
1
4
{
γlrαβ
(∑
γ
∂Sαγ
∂R
(∑
δ
Sβδvδγ
))
+
∑
δ
((∑
γ
∂Sαγ
∂R
vδγ
)
γlrαδ
)
Sβδ
+
∑
γ
∂Sαγ
∂R
((∑
δ
Sβδvδγ
)
γlrβγ
)
+
∑
γ
∂Sαγ
∂R
(∑
δ
Sβδ
(
γlrδγvδγ
))
+ γlrαβ
(∑
γ
Sαγ
(∑
δ
∂Sβδ
∂R
vδγ
))
+
∑
δ
((∑
γ
Sαγvδγ
)
γlrαδ
)
∂Sβδ
∂R
+
∑
γ
Sαγ
((∑
δ
∂Sβδ
∂R
vδγ
)
γlrβγ
)
+
∑
γ
Sαγ
(∑
δ
∂Sβδ
∂R
(
γlrδγvδγ
))
+
∂γlrαβ
∂R
∑
γ
Sαγ
(∑
δ
Sβδvδγ
)
+
∑
δ
((∑
γ
Sαγvδγ
)
∂γlrαδ
∂R
)
Sβδ
+
∑
γ
Sαγ
((∑
δ
Sβδvδγ
)
∂γlrβγ
∂R
)
+
∑
γ
Sαγ
(∑
δ
(
∂γlrδγ
∂R
vδγ
)
Sβδ
)}
(B91)
Finally the gradient of the excitation energy becomes:
dΩ
dR
=
∑
α,β
∂Hαβ
∂R
{
T v-vαβ − T o-oαβ + Zαβ
}−∑
α,β
∂Sαβ
∂R
Wαβ
+ 2
∑
α,β
(X + Y )αβ ~Fαβ[(X + Y )γδ]
− 1
2
∑
α,β
(X + Y )αβ ~F
lr
αβ[(X + Y )γδ + (X + Y )δγ]
− 1
2
∑
α,β
(X − Y )αβ ~F lrαβ[(X − Y )δγ − (X − Y )γδ]
(B92)
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3. Gradient of electronic energy of the ground state
After defining the energy-weighted density matrix
P enαβ = 2
∑
k
kCαkCβk (B93)
the gradient of the ground state energy becomes:
dE0
dR
=
∑
αβ
(
∂H0αβ
∂R
Pαβ +
1
2
(
~Fαβ[P − P0]
(
Pαβ − P 0αβ
)− 1
2
~F lrαβ[P − P0]
(
Pαβ − P 0αβ
))− ∂Sαβ
∂R
P enαβ
)
(B94)
In the Coulomb part the density difference, P − P0, has to be used because the gradient
belonging to the reference density P0 is already contained in
∂H0αβ
∂R
.
4. gamma-matrices
Here we give expressions for the γ-matrices that are required for calculating electron
integrals and their gradients in Eqn. B81. For charge fluctuations that have the form of
Gaussians, the γ-matrix becomes:
γAB =
erf (CABR)
R
. (B95)
R is the distance between the atomic centers A and B and
CAB =
1√
2 (σ2A + σ
2
B)
(B96)
depends on the widths σA and σB of the charge clouds on the two atoms. The widths are
determined by the atom-specific Hubbard parameters UA as
σA =
1√
piUA
. (B97)
The long-range γ-matrix has the same form,
γlrAB =
erf
(
C lrABR
)
R
, (B98)
where
C lrAB =
1√
2
(
σ2A + σ
2
B +
1
2
R2lr
) (B99)
depends on the range-separation parameter Rlr.
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C. Scalar non-adiabatic couplings
φi denotes the i-th spatial KS orbital at time t and χj the j-th spatial KS orbital at time
t + ∆t. α and β denote the spin functions. | {orbitals}〉 represents a Slater determinant
of spin or spatial orbitals. i, j label occupied orbitals, a, b virtual orbitals and r, s general
orbitals. In the DFTB ground state of a closed shell molecule with N electrons the lowest
N/2 spatial orbitals are doubly occupied:
| ΨS0 (t)〉 =| {φ1α, . . . , φiα, . . . , φN/2α;φ1β, . . . , φiβ, . . . , φN/2β}〉 (C1)
The singly excited spin paired configuration state functions are generated by applying
the excitation operator
EˆSia =
1√
2
(
aˆ†aαaˆiα + aˆ
†
aβaˆiβ
)
(C2)
to the ground state wavefunction:
| ΨSia(t)〉 = EˆSia | Ψ0(t)〉 =
1√
2
[
| {φ1α, . . . , φi−1α, φaα, φi+1α, . . . , φN/2α;φ1β, . . . , φiβ, . . . , φN/2β}〉
+ | {φ1α, . . . , φiα, . . . , φN/2α;φ1β, . . . , φi−1β, φaβ, φi+1β, . . . , φN/2β}〉
]
(C3)
The overlap between two singly excited configuration state functions at different times
becomes
〈ΨSia(t) | ΨSjb(t+ ∆t)〉 =
1
2
(
〈{φ1α, . . . , φaα, . . . , φN/2α;φ1β, . . . , φiβ, . . . , φN/2β} |
+ 〈{φ1α, . . . , φiα, . . . , φN/2α;φ1β, . . . , φaβ, . . . , φN/2β} |
)
×
(
| {χ1α, . . . , χbα, . . . , χN/2α;χ1β, . . . , χjβ, . . . , χN/2β}〉
+ | {χ1α, . . . , χjα, . . . , χN/2α;χ1β, . . . , χbβ, . . . , χN/2β}〉
)
.
(C4)
Since 〈α | α〉 = 1 and 〈α | β〉 = 0, the resulting determinants contain two blocks on the
diagonal, one for α−α, the other for β−β. The same products appear twice, therefore one
gets:
〈ΨSia(t) | ΨSjb(t+ ∆t)〉 = 〈φ1, . . . , φa, . . . , φN/2 | χ1, . . . , χb, . . . , χN/2〉〈φ1, . . . , φi, . . . , φN/2 | χ1, . . . , χj, . . . , χN/2〉
+ 〈φ1, . . . , φa, . . . , φN/2 | χ1, . . . , χj, . . . , χN/2〉〈φ1, . . . , φi, . . . , φN/2 | χ1, . . . , χb, . . . , χN/2〉
(C5)
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The overlap between two Slater determinants built from different sets of orbitals can be
calculated as the determinant
〈φ1, . . . , φr, . . . | χ1, . . . , χs, . . .〉 = det

〈φ1 | χ1〉 . . . 〈φ1 | χs〉 . . .
... . . .
... . . .
〈φr | χ1〉 . . . 〈φr | χs〉 . . .
... . . .
... . . .
 . (C6)
Denoting the overlap matrix between KS orbitals at different geometries by
Smor,s (t, t+ ∆t) = 〈φr | χs〉 (C7)
the overlap in Eqn. C6 can be obtained as the determinant of a (N/2 × N/2)-dimensional
submatrix of Smo:
det
(
S(rows 1,...,r,...),(columns 1,...,s,...)
)
(C8)
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