All bilinear forms defined on a finite dimensional vector space over an algebraically closed field of characteristic 2 whose associated Lie algebra is reductive are determined.
Introduction
Let V be a vector space of finite dimension n 1 over a field F and let gl(V ) stand for the general linear Lie algebra of all endomorphisms of V under the bracket [x, y] = xy − yx. To every bilinear form f : V × V → F there corresponds a subalgebra L(f ) of gl(V ), given by L(f ) = x ∈ gl(V ) f (xu, v) + f (u, xv) = 0 for all u, v ∈ V .
The complex symplectic and orthogonal Lie algebras, which correspond to nondegenerate alternating and symplectic bilinear forms, are known to be simple but for a few low dimensional exceptions [8] . Being simple or semisimple are such strong conditions that if we consider the Lie algebra of a totally arbitrary bilinear form over an arbitrary field no new cases of simplicity or semisimplicity arise [1] .
A related but more flexible notion is reductivity. Recall that a Lie algebra is reductive if all its solvable ideals are central. All bilinear forms over an algebraically closed field of characteristic not 2 whose associated Lie algebra is reductive were determined in [1] .
The goal of this paper is to solve this problem in characteristic 2, when additional obstacles arise. In order to state our main result, some matrix information will be required.
Corresponding to any A ∈ gl(n), we have the subalgebra L(A) of gl(n), given by
where X denotes the transpose of X. Let f : V × V → F be a bilinear form and let B = {v 1 , . . . , v n } be a basis of V . The Gram matrix A ∈ M n (F ) of f relative to B is defined by A ij = f (v i , v j ). We say that A represents f with respect to B. Given x ∈ gl(V ), let M B (x) be the matrix of x relative to B.
Then x → M B (x) is a Lie isomorphism between gl(V ) and gl(n) mapping L(f ) onto L(A).
Following [7] , we define the matrices Γ m , for odd m, as follows: Moreover, if 0 = λ ∈ F , we consider the matrix
Note that Ω m (λ) and Ω m (λ −1 ) represent the same bilinear form. exists.
Let us briefly discuss the tools required to prove Theorem 1.1. In general, given a bilinear form f : V × V → F , we have a decomposition
where all indecomposable components of V odd and V even are degenerate of odd and even dimensions, respectively, and V ndeg is non-degenerate. This decomposition plays an important role in the study of the structure of L(f ), as seen in [4, 11] . The subspaces [5] , which makes the structure of L(f ) particularly difficult to determine. Making use of the classification of indecomposable bilinear forms over an algebraically closed field of characteristic 2 from [12] , as well as various L(f )-invariant subspaces from [5] , the restrictions imposed on V odd , V even and V ndeg by the reductivity of L(f ) are dealt with in Section 3 and Section 4. On the other hand, in order to ensure the reductivity of L(f ), some knowledge of the structure of the general, special, symplectic and orthogonal Lie algebras in characteristic 2 will be required. The structure of these classical Lie algebras in characteristic 2 is discussed in [2, Chapter I, §6, Exercises 24 and 25], except that their description in the symplectic case is not completely accurate, as explained in [3] , and the orthogonal case is not considered. For this reason, we actually rely on [3] , which contains full proofs and includes the required and further information on these cases.
Preliminaries
We fix throughout an algebraically closed field F of characteristic 2, a vector space V of finite dimension n 1 over F , and a bilinear form f :
Two matrices A, B ∈ M n (F ) are said to be congruent if there is X ∈ GL n (F ) such that B = X AX.
A bilinear form g : W × W → F is said to be equivalent to f if there exists a linear bijection x : V → W such that
Alternatively, g is equivalent to f if they are represented by the same matrix relative to suitable bases, or by congruent matrices relative to any bases.
Note that since char(F ) = 2, we have
The left and right radicals of f are defined by
Further L(f )-invariant subspaces of V will be required, and we will rely on [5] for this purpose. We say that f is non-degenerate if L(V ) = 0. This equivalent to R(V ) = 0. Both mean that f admits an invertible Gram matrix.
Given subspaces U 1 , . . . , U m of V we write
The simplest example of this phenomenon occurs when f is non-degenerate and all U i are one dimensional. We will often use the fact that 1
There is one and only one indecomposable degenerate bilinear form, up to equivalence, defined on V , namely the one admitting Gram matrix J n . More generally, we have the following result due the Gabriel [6] .
Theorem 2.1. Suppose f is degenerate. Then: We can always write
where all indecomposable components of the restriction of f to V odd (resp. V even ) are degenerate of odd (resp. even) dimension, and the restriction of f to V ndeg is nondegenerate. By Theorem 2.1, the restrictions of f to V odd , V even and V ndeg are uniquely determined by f up to equivalence. However, these subspaces are not unique and, in particular, they are not L(f )-invariant [5] . However, it was shown by Djokovic and Szechtman [5] that if f has no odd dimensional degenerate indecomposable components, then V even and V ndeg are uniquely determined by f as well as
If f is non-degenerate its asymmetry σ ∈ GL(V ) is defined by
It is easy to see [1] that σ commutes with every x ∈ L(f ). Another basic property of σ is the following [10] :
Suppose that all elementary divisors of σ are of the form (X − 1) m for a fixed m 1.
Then f gives rise to a non-degenerate symmetric bilinear form f on V /(σ − 1)V , defined in [10, 12] by
We will require the following result from [12] . 
In either case, the equivalence class of f is uniquely determined by the similarity type of σ.
It is easy to verify that Ω m (λ) represents a bilinear form whose asymmetry has elemen- [12] .
It is also easily verified that Γ m represents a bilinear form whose asymmetry has a single elementary divisor (X − 1) m . It follows from Theorem 2.2 that this form is indecomposable. The above gives a full description of all indecomposable non-degenerate bilinear forms. It is worth mentioning, although we will not require it, the following result due to Horn and Sergeichuk [7] (see [12] for an alternative account). 
For m 1, we will also consider the matrix
which is obviously congruent to the direct sum of m copies of Ω 1 (1).
Necessary conditions for the reductivity of L(f
where U is any non-zero subspace of V complementing Rad(V ). Note that any x ∈ gl(V ) satisfying xV ⊆ Rad(V ) automatically belongs to L(f ). It follows that
is an abelian ideal of L(f ), which is non-zero, being isomorphic to Hom(U, Rad(V )) as vector spaces. This ideal is not central, since a non-zero x ∈ I Rad(V ) does not commute [3] for full details), which shows that gl(V ) is reductive in this case. Proof. By assumption there are subspaces W and U of V such that
where W has a basis e 1 , . . . , e m relative to which f W has matrix J m . By hypothesis m = 2s + 1, where s 1. We wish to show that U = 0.
For this we appeal to the L(f )-invariant subspaces V ∞ and V ∞ of V , as defined in [5] , where
It follows that 1) k , k odd. In this case, there are subspaces U 1 and U 2 of U and a vector v ∈ U 1 such that
Since f is non-degenerate, we must have f (v, (σ − 1) k−1 v) = 0. By suitably scaling v we may assume that
where x U 2 = 0 and all other basis vectors of W ⊕ U 1 are sent to 0. We easily verify that x ∈ L(f ) and a fortiori
, since x does not commute with
This contradicts the reductivity of L(f ).
Case 2. f has an indecomposable non-degenerate component whose asymmetry has two elementary divisors (X
In this case, by Theorem 2.2 and the appearance of Ω k (λ), there exist subspaces U 1 , U 2 and Z of U such that
and σ U 1 (resp. σ U 2 ) has a single elementary divisor (X − 1)
Note that
Define x ∈ gl(V ) by
where x Z = 0 and all other basis vectors from W ⊕ U 1 ⊕ U 2 are sent to 0. We readily see that x ∈ L(f ), whence x ∈ I. Moreover, x / ∈ Z(L(f )), as x does not commute with
f ). This contradicts the reductivity of L(f ).
Case 3. f has an indecomposable degenerate component with Gram matrix J k . In this case, k > 1 by Lemma 3.1, and there exist subspaces U 1 , U 2 of U such that
where x U 2 = 0 and all other basis vectors from W ⊕U 1 are sent to 0. We readily verify that x ∈ L(f ). It follows that x belongs to the abelian ideal Proof. This is essentially independent of char(F ) and can be found in [1] . 2
We assume that f is non-degenerate with asymmetry σ for the remainder of this section. For each λ ∈ F , let V λ be the generalized eigenspace of σ associated to λ.
It is shown in [10] that V is the orthogonal direct sum of subspaces of two types: V λ ⊕ V λ −1 , λ = 1, and V 1 . Let f λ (resp. f 1 ) denote the restriction of f to V λ ⊕ V λ −1 when λ = 1 (resp. V 1 ).
Corollary 3.8. The Lie algebra L(f ) is reductive if and only if so are
Proof. This is essentially independent of char(F ) and can be found in [1] . 2
Necessary conditions for the reductivity of L(f ). II
We suppose throughout this section that f is non-degenerate with asymmetry σ, whose only eigenvalue is assumed to be 1, i.e., V = V 1 . 
where σ W (resp. σ U ) has a single elementary divisor (X −1) m , m 3 odd (resp. (X −1) k , k 3 odd). We allow for the possibility that Z = 0.
By hypothesis, there is a vector v ∈ W such that v, (σ − 1)v, . . . , (σ − 1) m−1 v is a basis of W . As in the proof of Proposition 3.3, we may assume that
Likewise, there is a vector u ∈ U such that u, (σ − 1)u, . . . , (σ − 1) k−1 u is a basis of U , and
where all other basis vectors of W ⊕ U are sent to 0 and x Z = 0. We readily see that x ∈ L(f ) and a fortiori x ∈ I ker(σ−1) . But x does not commute with
. Suppose that L(f ) is reductive. Then f cannot have any indecomposable component whose asymmetry has two elementary divisors
Proof. Suppose, if possible, that the result is false. Then, by Theorem 2.2 and the ap-
Suppose first Z = 0. Then the Gram matrix of f relative to the basis
The matrix X of any x ∈ L(f ) relative to this basis has the form
where
Let x ∈ L(f ) be represented by
It is easy to verify that x belongs to the abelian ideal
Using the fact that k > 2, a matrix calculation reveals the existence of E in M k (F ) such that
Set B = E and let z ∈ L(f ) be represented by
which is non-zero since E 13 = 1. It follows that I (σ−1)V is a non-central abelian ideal of L(f ). If Z = 0 extend x and z linearly to all of V by letting them act like 0 on Z to reach the same conclusion, which contradicts the reductivity of L(f ). This shows that f has no such a component. 
where U 1 has a basis v , (σ −1)v , w 1 , w 2 relative to which f U 1 has Gram matrix A. Define x ∈ gl(V ) by
where x U 2 = 0 and all other basis vectors of W ⊕ U 1 are sent to 0. We readily verify that x ∈ L(f ), whence x belongs to the abelian ideal
Case 2. U has an indecomposable component whose asymmetry has a single elementary divisor (X − 1) m , m > 1 odd. In this case, there exist subspaces U 1 , U 2 of U such that
where U 1 has basis u, (σ − 1)u, . . . , (σ − 1) m−1 . As in the proof of Proposition 3.3, we may choose u so that
Since σ centralizes L(f ), it is obvious that ker(σ − 1) and (σ − 1)V are L(f )-invariant subspaces of V . Moreover, we clearly have
We claim that K is nilpotent. Indeed, let x ∈ K. Then
and a fortiori
We next claim that K is not central.
Suppose first f is non-alternating. Then U has an orthonormal basis u 1 , . . . , u r , by Note 4.4. Define x ∈ gl(V ) by
where all other basis vectors of V are sent to 0. We readily verify that x ∈ L(f ) and a fortiori x ∈ K. Suppose next that f is alternating. Then U has a symplectic basis, i.e., a basis s 1 , . . . , s , t 1 , . . . , t , relative to which f U has Gram matrix S . Define x ∈ gl(V ) by
where all other basis vectors of V are sent to 0. We readily verify that x ∈ L(f ) and a fortiori x ∈ K. In either case, x does not commute with 
Since σ centralizes L(f ), it is obvious that ker(σ − 1) and
As in the proof of Lemma 4.5, we see that K is nilpotent (in this case K is actually abelian). We claim that K is not central. Proof. Since σ is cyclic and centralizes L(f ), it follows that L(f ) is abelian. The fact that dim(L(f )) = dim(L(Γ n )) = (n + 1)/2 follows from the actual appearance of the matrices in L(Γ n ). They are all upper triangular, where all super diagonals at odd (resp. even) distance from the main diagonal are 0 (resp. have equal entries). We easily verify that σ − σ Note that gl(2), sl(2) ∼ = sp(2), so (2) , and sp(4) are solvable but not abelian, and hence not reductive. Moreover, gl(m) is reductive for any m = 2, sp(2m) is reductive for any m > 2, and so(m) is reductive for any m = 2. All of this can be found in [3] .
These facts, together with the results developed in Section 3 and Section 4, yield Theorem 1.1.
