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DIFFERENTIAL OPERATORS ON QUANTIZED FLAG
MANIFOLDS AT ROOTS OF UNITY III
TOSHIYUKI TANISAKI
Abstract. We describe the cohomology of the sheaf of twisted differential op-
erators on the quantized flag manifold at a root of unity whose order is a prime
power. It follows from this and our previous results that for the De Concini-Kac
type quantized enveloping algebra, where the parameter q is specialized to a root
of unity whose order is a prime power, the number of irreducible modules with a
certain specified central character coincides with the dimension of the total coho-
mology group of the corresponding Springer fiber. This gives a weak version of
a conjecture of Lusztig concerning non-restricted representations of the quantized
enveloping algebra.
1. Introduction
1.1. Let gk be the Lie algebra of a connected semisimple algebraic group over
an algebraically closed field k of positive characteristic. In a celebrated work [3]
Bezrukavnikov, Mirkovic´ and Rumynin established two important results concern-
ing the sheaf D of twisted differential operators on the corresponding flag manifold.
One is the Beilinson-Bernstein type derived equivalence between the category of
certain representations of gk and that of D-modules. The other is the split Azu-
maya property of D over a certain central subalgebra. They obtained a significant
application of these results to the non-restricted representation theory of gk.
The present work is the third part of the series of papers giving an analogue
of [3] using quantized flag manifolds and quantized enveloping algebras at roots of
unity instead of ordinary flag manifolds and ordinary enveloping algebras in positive
characteristics.
1.2. Let G be a connected simply-connected simple algebraic group over C. Take
a maximal torus H of G and a Borel subgroup B− of G containing H. Using
the corresponding quantum group we can construct a non-commutative projective
scheme Bq which is called the quantized flag manifold (see [19], [20], [15]). We are
concerned with the situation where the parameter q is specialized to a primitive `-th
root of unity ζ ∈ C×. Here, ` > 1 is an odd integer satisfying certain conditions. For
each t ∈ H we have a sheaf DBζ ,t of twisted differential operators on Bζ . The split
Azumaya property of DBζ ,t was already established in [25]. We also expect that the
Beilinson-Bernstein type derived equivalence holds for DBζ ,t. Namely, we conjecture
that the category of coherent DBζ ,t-modules is derived equivalent to the category of
finitely generated Uζ,t-modules when t satisfies a certain regularity condition. Here
Uζ denotes the De Concini-Kac type quantized enveloping algebra at q = ζ, and we
set Uζ,t = Uζ ⊗ZHar(Uζ) C, where ZHar(Uζ) denotes the Harish-Chandra center of Uζ
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2 TOSHIYUKI TANISAKI
and ZHar(Uζ)→ C is the character associated to t. As in [3] this conjecture follows
if we can show
(1.1) RΓ(Bζ ,DBζ ,t) ∼= Uζ,t.
In [26] we have shown that (1.1) is a consequence of
(1.2) R Ind(Oζ(B−)ad) ∼= Oζ(G)ad ⊗O(H/W•) O(H).
Here, Oζ(G) and Oζ(B−) denote the quantized coordinate algebras of G and B− at
q = ζ respectively. We add the subscript “ad” since they are regarded as comodules
over themselves via the adjoint action. We denote the coordinate algebras of H and
H/W• by O(H) and O(H/W•) respectively, where H/W• is the quotient of H with
respect to a twisted action of the Weyl group W . The induction functor from the
category of Oζ(B−)-comodules to that of Oζ(G)-comodules is denoted as Ind.
In this paper we restrict ourselves to the case when ` is a prime power, and derive
a weak form of (1.2) from the corresponding fact for q = 1. In the course of the
proof we use some facts from the theory of canonical bases (global crystal bases) in
an essential way. The standard resolution given in [2] also plays a crucial role in our
argument concerning R Ind.
We note that for G of type A we can show (1.2) without assuming that ` is a
prime power by a totally different method. This will appear in another paper.
1.3. Let us describe the application of our result to the representation theory of
Uζ . Let Z(Uζ) denote the center of Uζ . For a character ξ : Z(Uζ) → C we set
Uζ(ξ) = Uζ/Uζ Ker(ξ). Then any irreducible Uζ-module is a Uζ(ξ)-module for some
ξ. We can associate to ξ a pair ([t], g) ∈ (H/W•) × G such that t` is conjugate to
gs in G. Here, the Jordan decomposition of g ∈ G is denoted as g = gsgu. Note
that [t] corresponds to the restriction of ξ to the Harish-Chandra center, and g is
determined from the restriction of ξ to the Frobenius center. Let ξ′ be another
central character whose associated pair is of the form ([t], g′). It is known from the
theory of quantum adjoint action ([8]) that Uζ(ξ) ∼= Uζ(ξ′) if g and g′ are conjugate
in G. Let B0 be the (ordinary) flag manifold for G0 = ZG(gs), and let Bgu0 be the
Springer fiber associated the the unipotent element gu ∈ G0. Lusztig’s conjecture
[17] implies that if t is regular, then there exists a natural isomorphism
(1.3) K(Modf (Uζ(ξ))) ∼= K(Modcoh(OBgu0 ))
between the Grothendieck groups, where Modf (Uζ(ξ)) denotes the category of finitely
generated Uζ(ξ)-modules, and Modcoh(OBgu0 ) denotes that of coherent OBgu0 -modules.
This isomorphism implies that the number of irreducible modules in Modf (Uζ(ξ))
coincides with the dimension of the total cohomology group of the Springer fiber
Bgu0 . By using the parabolic induction for restricted Uζ-modules, the proof of (1.3)
is reduced to the case where gs is exceptional in the sense that the semisimple rank
of G0 coincides with that of G.
Now assume that ` is a prime power and gs is exceptional. In this case we can
show (1.1) using the weak form of (1.2), which is a main result of this paper. Then
we obtain (1.3) in this situation arguing similarly to [3].
Note that the original conjecture of Lusztig in [17] is much stronger. There, the
categories Modf (Uζ(ξ)) and Modcoh(OBgu0 ) are replaced by a graded counterpart and
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an equivariant counterpart respectively, and a geometric description of the basis
of the equivariant K-group of the Springer fiber which should correspond to the
irreducible graded Uζ(ξ)-modules is given. To establish it we need to develop a
theory analogous to that of [4]. We will treat it in our subsequent work.
1.4. For a ring R we denote its center by Z(A). The category of left R-modules
is denoted as Mod(R). If R is a commutative ring, we set M∗ = HomR(M,R) for
M ∈ Mod(R).
For a Hopf algebra H over a commutative ring R we denote the comultiplication,
the counit and the antipode by ∆ : H → H ⊗ H, ε : H → R, S : H → H
respectively. We sometimes use Sweedler’s notation
∆(n)(h) =
∑
(h)
h(0) ⊗ · · · ⊗ h(n)
for the iterated comultiplication ∆(n) : H → H⊗n+1.
2. Quantized enveloping algebras
2.1. Let g be a finite-dimensional simple Lie algebra over the complex number field
C, and let h be a Cartan subalgebra of g. Let ∆ ⊂ h∗ be the root system, and let
W ⊂ GL(h∗) be the Weyl group. We denote by
(2.1) ( , ) : h∗ × h∗ → C
the W -invariant symmetric bilinear form such that (α, α) = 2 for short roots α. For
α ∈ ∆ we set α∨ = 2α/(α, α). Set
(2.2) Q =
∑
α∈∆
Zα, Q∨ =
∑
α∈∆
Zα∨,
and
(2.3) P = {λ ∈ h∗ | (λ,Q∨) ⊂ Z}, P∨ = {λ ∈ h∗ | (λ,Q) ⊂ Z}.
Then we have Q ⊂ Q∨ ⊂ P∨ and Q ⊂ P ⊂ P∨. We take a set {αi | i ∈ I} of simple
roots, and denote by ∆+ the corresponding set of positive roots. Set
Q+ =
∑
α∈∆+
Z=0α, P+ = {α ∈ P | (λ, α∨) = 0 (α ∈ ∆+)}.
We set aij = (αj, α
∨
i ) ∈ Z for i, j ∈ I, and di = (αi, αi)/2 ∈ Z for i ∈ I. Let b+ and
b− be the Borel subalgebras of g containing h such that the set of weights of b±/h
coincides with ±∆+. We set n± = [b±, b±].
2.2. For a Z-lattice Γ of h∗ satisfying
(2.4) Q ⊂ Γ ⊂ P∨
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we denote by UF(g; Γ) the associative algebra over F := Q(q) generated by elements
kγ (γ ∈ Γ), ei, fi (i ∈ I) satisfying the relations
k0 = 1, kγkγ′ = kγ+γ′ (γ, γ
′ ∈ Γ),(2.5)
kγei = q
(αi,γ)eikγ, kγfi = q
−(αi,γ)fikγ (γ ∈ Γ, i ∈ I),(2.6)
eifj − fjei = δij ki − k
−1
i
qi − q−1i
(i, j ∈ I),(2.7)
1−aij∑
n=0
(−1)ne(1−aij−n)i eje(n)i =
1−aij∑
n=0
(−1)nf (1−aij−n)i fjf (n)i = 0 (i, j ∈ I, i 6= j).(2.8)
Here, we set qi = q
di , ki = kαi for i ∈ I, and
e
(n)
i = e
n
i /[n]qi !, f
(n)
i = f
n
i /[n]qi !
with
[n]t! =
n∏
s=1
tn+1−s − t−n−1+s
ts − t−s ∈ Z[t, t
−1]
for i ∈ I, n ∈ Z=0.
The F-algebra UF(g; Γ) is a Hopf algebra via
∆(kγ) = kγ ⊗ kγ, ∆(ei) = ei ⊗ 1 + ki ⊗ ei, ∆(fi) = fi ⊗ k−1i + 1⊗ fi,(2.9)
ε(kγ) = 1, ε(ei) = ε(fi) = 0,(2.10)
S(kγ) = k−γ, S(ei) = −k−1i ei, S(fi) = −fiki(2.11)
for γ ∈ Γ, i ∈ I.
We denote by UF(h; Γ) the A-subalgebra of UF(g; Γ) generated by kγ (γ ∈ Γ). We
denote by UF(n
+; Γ) (resp. UF(n
−; Γ)) the A-subalgebra of UF(g; Γ) generated by ei
(resp. fi) for i ∈ I. We define UF(b±; Γ) to be the subalgebra of UF(g; Γ) generated
by UF(h; Γ) and UF(n
±; Γ).
2.3. We set A = Z[q, q−1]. For Γ as in (2.4) we denote by UA(g; Γ) the smallest
A-subalgebra of UF(g; Γ) which contains kγ (γ ∈ Γ), (qi− q−1i )ei, (qi− q−1i )fi (i ∈ I)
and is stable under Lusztig’s braid group action on UF(g; Γ) (see [9]). It is an A-form
of UF(g; Γ) in the sense that it is a free A-module satisfying F⊗AUA(g; Γ) ∼= UF(g; Γ).
It is closely related to the De Concini-Kac form of UF(g; Γ), and is sometimes called
the De Concini-Procesi form. It is a Hopf algebra over A.
Assume that Γ is a Z-lattice of h∗ satisfying
(2.12) Q∨ ⊂ Γ ⊂ P∨.
In this case we define another A-form ULA (g; Γ) of UF(g; Γ), called the Lusztig A-form,
as follows. Set
Γ∗ = {λ ∈ P | (λ,Γ) ⊂ Z}.
For λ ∈ Γ∗ we define an F-algebra homomorphism
(2.13) χλ : UF(h; Γ)→ F
by χλ(kγ) = q
(λ,γ) for γ ∈ Γ. Define an A-subalgebra ULA (h; Γ) of UF(h; Γ) by
ULA (h; Γ) = {h ∈ UF(h; Γ) | χλ(h) ∈ A (λ ∈ Γ∗)}.
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Then we define ULA (g; Γ) to be the A-subalgebra of UF(g; Γ) generated by ULA (h; Γ)
and e
(n)
i , f
(n)
i for i ∈ I, n ∈ Z=0. It is a Hopf algebra over A.
Remark 2.1. The Cartan part ULA (h; Γ) of our U
L
A (g; Γ) is slightly larger than that
of the original Lusztig form (see [10], [27]).
In the rest of this paper we only use UA(g;P ) and U
L
A (g;Q
∨). So we set
(2.14) UA(g) = UA(g;P ), U
L
A (g) = U
L
A (g;Q
∨)
for simplicity. An advantage of using Γ = P for UA(g) is that the structure of
the center becomes simpler (see Proposition 6.2 below). On the other hand an
advantage of using Γ = Q∨ for ULA (g) is that we can consider an integrable highest
weight module with highest weight λ for any λ ∈ P+.
For a = h, n±, b± we set
UA(a) = UA(g) ∩ UF(a;P ), ULA (a) = ULA (g) ∩ UF(a;Q∨).
Let R be a commutative A-algebra. We define Hopf algebras UR(g), ULR(g) by
UR(g) = R⊗A UA(g), ULR(g) = R⊗A ULA (g).
In particular, UF(g) = UF(g;P ) and U
L
F (g) = UF(g;Q
∨). For a = h, n±, b± we define
subalgebras UR(a) (resp. U
L
R(a)) of UR(g) (resp. U
L
R(g)) by UR(a) = R ⊗A UA(a)
(resp. ULR(a) = R⊗A ULA (a)). We will also use U˜R(n−) := S(UR(n−)) and U˜LR(n−) :=
S(ULR(n
−)).
2.4. Let R be a commutative A-algebra. Note that for λ ∈ P we have an algebra
homomorphism χλ : U
L
R(h) → R induced by (2.13). Let a be one of h, b−, g. A
(left) ULR(a)-module M is called a weight module if we have
M =
⊕
λ∈P
Mλ, Mλ = {m ∈M | hm = χλ(h)m (h ∈ ULR(h))}.
In the case a = h any weight module is called an integrable ULR(h)-module. In the
case a = g (resp. a = b−) a weight module M over ULR(a) is called an integrable
ULR(a)-module if for any m ∈M there exists some N > 0 such that we have e(n)i m =
f
(n)
i m = 0 (resp. f
(n)
i m = 0) for i ∈ I, n > N . We can similarly define the notion
of an integrable right ULR(a)-module. We denote by Modint(UR(a)) the category of
integrable left UR(a)-modules.
For λ ∈ P+ we define a left ULA (g)-module ∆A(λ) and a right ULA (g)-module ∆rA(λ)
by
∆A(λ) = U
L
A (g)/I(λ), ∆
r
A(λ) = U
L
A (g)/I
r(λ),
where I(λ) (resp. Ir(λ)) is the left (resp. right) ideal of ULA (g) generated by h−χλ(h)
for h ∈ ULA (h), e(n)i (resp. f (n)i ) for i ∈ I, n > 0, and f (n)i (resp. e(n)i ) for i ∈ I,
n > (λ, α∨i ). By the theory of canonical bases they are free of finite rank over
A, and their characters are given by Weyl’s character formula. We define a left
ULA (g)-module ∇A(λ) and a right ULA (g)-module ∇rA(λ) by
∇A(λ) = HomA(∆rA(λ),A), ∇rA(λ) = HomA(∆A(λ),A).
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Here, the left (resp. right) action of ULA (g) on ∇A(λ) (resp. ∇rA(λ)) is given by
〈uv∗, v〉 = 〈v∗, vu〉 (u ∈ ULA (g), v∗ ∈ ∇A(λ), v ∈ ∆rA(λ)),
(resp. 〈v∗u, v〉 = 〈v∗, uv〉 (u ∈ ULA (g), v∗ ∈ ∇rA(λ), v ∈ ∆A(λ))).
Then ∆A(λ) and ∇A(λ) (resp. ∆rA(λ) and ∇rA(λ)) are integrable left (resp. right)
ULA (g)-modules. We have a canonical injective homomorphism ∆A(λ) → ∇A(λ)
(resp. ∆rA(λ) → ∇rA(λ) ) of left (resp. right) ULA (g)-modules. For a commutative
A-algebra R we set
∆R(λ) = R⊗A ∆A(λ), ∇R(λ) = R⊗A ∇A(λ),
∆rR(λ) = R⊗A ∆rA(λ), ∇rR(λ) = R⊗A ∇rA(λ).
3. Quantized coordinate algebras
3.1. We denote the connected, simply-connected simple algebraic group over C
with Lie algebra g by G. Let H (resp. B±, resp. N±) be the connected closed
subgroup of G with Lie algebra h (resp. b±, resp. n±).
Let a be one of h, b−, g and denote by A the corresponding subgroup of G. For a
commutative A-algebra R we define a Hopf algebra OR(A) as follows (see [2]). Note
that ULR(a)
∗ := HomR(ULR(a), R) is a U
L
R(a)-bimodule by
(3.1) 〈u1ϕu2, u〉 = 〈ϕ, u2uu1〉 (ϕ ∈ ULR(a)∗, u, u1, u2 ∈ ULR(a)).
Then OR(A) is defined to be the R-submodule of ULR(a)∗ consisting of ϕ ∈ ULR(a)∗
satisfying the following equivalent conditions:
(a) ULR(a)ϕ is an integrable left U
L
R(a)-module;
(b) ϕULR(a) is an integrable right U
L
R(a)-module.
Note that OR(A) is a ULR(a)-bimodule via (3.1). Moreover, OR(A) turns out to be
a Hopf algebra over R by
〈ϕ1ϕ2, u〉 = 〈ϕ1 ⊗ ϕ2,∆(u)〉 (ϕ1, ϕ2 ∈ OR(A), u ∈ ULR(a)),
〈∆(ϕ), u1 ⊗ u2〉 = 〈ϕ, u1u2〉 (ϕ ∈ OR(A), u1, u2 ∈ ULR(a)).
The inclusions ULR(h) ⊂ ULR(b−) ⊂ ULR(g) induce natural surjective Hopf algebra
homomorphisms
(3.2) OR(G)→ OR(B−)→ OR(H).
In the case a = g and a = b− we will sometimes regard ULR(a)
∗ and OR(A) as a left
ULR(a)-module via the adjoint action defined by
(3.3) ad(u)(ϕ) =
∑
(u)
u(0)ϕ(S
−1u(1)) (u ∈ ULR(a), ϕ ∈ ULR(a)∗).
When OR(A) is regarded as a left ULR(a)-module via the adjoint action, we write it
as OR(A)ad.
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3.2. Recall that for λ ∈ P we have an R-algebra homomorphism χλ : ULR(h)→ R.
It is easily seen that
(3.4) OR(H) =
⊕
λ∈P
Rχλ.
We denote by H(R) the set of R-algebra homomorphisms from OR(H) to R.
3.3. We have a Hopf algebra homomorphism pi : ULR(b
−)→ ULR(h) given by
pi(h) = h (h ∈ ULR(h)), pi(y) = ε(y) (y ∈ U˜LR(n−)).
This induces an embedding OR(H) ↪→ OR(B−) of Hopf algebras. We will sometimes
regard OR(H) as a Hopf subalgebra of OR(B−).
Note that we have the isomorphism
ULR(h)⊗ U˜LR(n−) ∼= ULR(b−) (h⊗ y ↔ hy)
of R-modules. Note also that the R-algebra U˜LR(n
−) is equipped with the natural
grading
U˜LR(n
−) =
⊕
γ∈Q+
U˜LR(n
−)−γ
such that f
(n)
i ∈ U˜LR(n−)−nαi for i ∈ I, n > 0. We set
(3.5) U˜LR(n
−)F =
⊕
γ∈Q+
(U˜LR(n
−)−γ)∗ ⊂ U˜LR(n−)∗.
We will identify U˜LR(n
−)F with a subspace of ULR(b
−)∗ by the embedding
i : U˜LR(n
−)F → ULR(b−)∗
given by
〈i(ψ), hy〉 = ε(h)ψ(y) (ψ ∈ U˜LR(n−)F, h ∈ ULR(h), y ∈ U˜LR(n−)).
The following result is standard.
Proposition 3.1.
(i) U˜LR(n
−)F is a subalgebra of OR(B−) characterized by
U˜LR(n
−)F = {ψ ∈ OR(B−) | ψh = ε(h)ψ (h ∈ ULR(h))}.
(ii) We have
U˜LR(n
−)F ⊗OR(H) ∼= OR(B−) (ψ ⊗ χ↔ ψχ).
Moreover, for ψ ∈ U˜LR(n−)F, χ ∈ OR(H) we have
〈ψχ, hy〉 = 〈ψ, y〉〈χ, h〉 (h ∈ ULR(h), y ∈ U˜LR(n−)).
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3.4. For λ ∈ P set
OR(G)rλ = {ϕ ∈ OR(G) | ϕh = χλ(h)ϕ (h ∈ ULR(h))}.
Proposition 3.2. Let λ ∈ P . Then OA(G)rλ is a free A-module. Moreover, for any
commutative A-algebra R we have OR(G)rλ ∼= R⊗A OA(G)rλ.
Proof. It is proved in [2] that OR(G)rλ is a free R-module when R is a local ring.
The arguments used there together with some facts on canonical bases (see [16,
Proposition 23.3.6, Theorem 25.2.1]) imply our desired result. 
The following is a consequence to the theory of canonical bases (see [16, Theorem
29.3.3]).
Proposition 3.3. As a ULR(g)-bimodule, OR(G) has a filtration
(3.6) 0 = C−1 ⊂ C0 ⊂ C1 ⊂ · · · ⊂ OR(G)
such that OR(G) =
⋃
mCm and Cm/Cm−1 ∼= ∇R(λm)⊗∇rR(λm) for some λm ∈ P+.
From this we readily obtain the following. This fact is crucial in our argument
below.
Proposition 3.4. As a ULR(g)-module with respect to the adjoint action, OR(G)ad
has a filtration
(3.7) 0 = L−1 ⊂ L0 ⊂ L1 ⊂ · · · ⊂ OR(G)ad
such that OR(G)ad =
⋃
m Lm and Lm/Lm−1 ∼= ∇R(µm) for some µm ∈ P+.
Proof. The filtration (3.6) in Proposition 3.3 is stable under the adjoint action,
and we have
Cm/Cm−1 ∼= ∇R(λm)⊗∇R(−w0λm)
with with respect to the adjoint action, where w0 is the longest element of W , and
the ULR(g) ⊗ ULR(g)-module ∇R(λm) ⊗ ∇R(−w0λm) is regarded as a ULR(g)-module
via the comultiplication ∆ : ULR(g)→ ULR(g)⊗ULR(g). Hence by [16, 27.3.3] and [28,
3.3 (v)] we obtain the desired filtration (3.7) by refining (3.6). 
4. Induction functor
4.1. Assume
(4.1) (a, c) is one of (g, b−), (b−, h), (g, h).
and let A be the connected closed subgroup of G corresponding to a.
Let R be a commutative A-algebra. Following [2] we define a left exact functor
(4.2) Inda,cR : Modint(U
L
R(c))→ Modint(ULR(a))
as follows. Let M ∈ Modint(ULR(c)). Define a left ULR(c)-module structure of
OR(A)⊗RM by
y ? (ϕ⊗m) =
∑
(y)
ϕ(S−1y(0))⊗ y(1)m (y ∈ ULR(c), ϕ ∈ OR(A), m ∈M)
and set
Inda,cR (M) := {z ∈ OR(A)⊗M | y ? z = ε(y)z (y ∈ ULR(c))}.
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Then the left ULR(a)-module structure of OR(A)⊗M given by
u(ϕ⊗m) = uϕ⊗m (u ∈ ULR(a), ϕ ∈ OR(A), m ∈M)
induces a left ULR(a)-module structure of Ind
a,c
R (M) so that Ind
a,c
R (M) ∈ Modint(ULR(a)).
We recall some results in [2] in the following. For the convenience of the readers
we include some of its proofs.
Proposition 4.1 (Frobenius reciprocity). For V ∈ Modint(ULR(a)), M ∈ Modint(ULR(c))
we have
HomULR(a)(V, Ind
a,c
R (M))
∼= HomULR(c)(V,M).
For g ∈ HomULR(c)(V,M) the corresponding g′ ∈ HomULR(a)(V, Ind
a,c
R (M)) is given
by
g′(v) =
∑
j
ϕj ⊗ g(vj) (v ∈ V ),
for ϕj ∈ OR(A), vj ∈ V such that
uv =
∑
j
〈ϕj, u〉vj (u ∈ ULR(a)).
It follows from Proposition 4.1 the following transitivity
(4.3) Indg,b
−
R ◦ Indb
−,h
R = Ind
g,h
R .
Lemma 4.2. For V ∈ Modint(ULR(a)) there exist canonical homomorphisms
F ∈ HomULR(a)(V, Ind
a,c
R (V )), E ∈ HomULR(c)(Ind
a,c
R (V ), V )
satisfying E ◦ F = id.
Proof. We can take F and E to be the homomorphism corresponding to id ∈
HomUR(h)(V, V ) under the Frobenius reciprocity, and the restriction of ε ⊗ id :
OR(A)⊗ V → V to Inda,cR (V ) respectively. 
4.2. Let a = g or b−.
Lemma 4.3.
(i) Inda,hR is an exact functor.
(ii) Let M ∈ Modint(ULR(h)). If any weight space of M is a free (resp. projective,
resp. flat) R-module, then any weight space of Inda,hR (M) is a free (resp.
projective, resp. flat) R-module.
Proof. By definition we have
Inda,hR (M) =
⊕
λ∈P
OR(A)rλ ⊗Mλ,
where
OR(A)rλ = {ϕ ∈ OR(A) | ϕh = χλ(h)ϕ (h ∈ UR(h))}.
Hence it is sufficient to show that OR(A)rλ is a free R-module for any λ ∈ P . In the
case A = G see Proposition 3.2. In the case A = B− this is an easy consequence of
Proposition 3.1. 
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Let M ∈ Modint(ULR(a)). In [2] a canonical resolution
(4.4) M → Q•
in Modint(U
L
R(a)) called the standard resolution was introduced. It will play a
crucial role in our argument below. Let us recall its definition. Define F ∈
HomUR(a)(M, Ind
a,h
R (M)) as in Lemma 4.2. By Lemma 4.2 F is injective, and we
obtain
M ↪→ Q0 := Inda,hR (M).
Applying the above argument to Q˜1 = Cok(M → Q0) ∈ Modint(ULR(a)) we obtain
Q˜1 ↪→ Q1 := Inda,hR (Q˜1).
Repeating this we obtain an exact sequence
0→M → Q0 → Q1 → · · ·
in Modint(U
L
R(a)) such that
Qj = Inda,hR (Q˜
j) ∈ Modint(ULR(a)), Q˜j = Cok(Q˜j−1 → Qj−1) ∈ Modint(ULR(a))
with Q˜0 = M .
Lemma 4.4. Let M ∈ Modint(ULR(a)), and let M → Q• be its standard resolution
with Qj = Inda,hR (Q˜
j). If any weight space of M is a projective (resp. flat) R-module,
then any weight space of Q˜j and Qj is a projective (resp. flat) R-module.
Proof. By Lemma 4.3 any weight space of Q0 is projective (resp. flat). By Lemma
4.2 M ↪→ Q0 is a split homomorphism of UR(h)-modules, and hence any weight
space of Q˜1 is projective (resp. flat). It follows from Lemma 4.3 that any weight
space of Q1 is projective (resp. flat). We repeat this argument. 
4.3. By the Frobenius reciprocity we see easily the following.
Lemma 4.5. Let (a, c) be as in (4.1). Then Inda,cR sends injective objects to injective
objects.
Lemma 4.6. Let a be one of g, b−, h. Then Modint(ULR(a)) has enough injectives.
Proof. In the case a = h this follows easily from the fact that Mod(R) has enough
injectives. Assume a = g or b−. Let M ∈ Modint(ULR(a)). There exists an injective
object I of Modint(U
L
R(h)) and an embedding M ↪→ I in Modint(ULR(h)). By Lemma
4.2 we obtain an embedding
M ↪→ Inda,hR (M) ↪→ Inda,hR (I)
in Modint(U
L
R(a)). Then Ind
a,h
R (I) is an injective object of Modint(U
L
R(a)) by Lemma
4.5. 
It follows that we have right derived functors
(4.5) Rj Inda,cR : Modint(U
L
R(c))→ Modint(ULR(a)) (j = 0)
for (a, c) as in (4.1). By Lemma 4.3 (i) we have Rj Inda,hR = 0 for j > 0 and a = g or
b−.
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Lemma 4.7. Let M ∈ Modint(ULR(b−)) and let M → Q• be its standard resolution.
Then we have
Rj Indg,b
−
R (M) = H
j(Indg,b
−
R (Q
•)) (j = 0).
Proof. It is sufficient to show
Rj Indg,b
−
R (Q
k) = 0 (j > 0, k = 0).
Recall Qk = Indb
−,h
R (Q˜
k) for some Q˜k ∈ Modint(UR(h)). Hence we have
Rj Indg,b
−
R (Q
k) = Rj Indg,hR (Q˜
k) = 0.

4.4. Let R→ S be a homomorphism of commutative A-algebras.
Let a be one of g, b−, h. We denote by
(4.6) For : Modint(U
L
S (a))→ Modint(ULR(a))
the forgetful functor. We have also a right exact functor
(4.7) S ⊗R (•) : Modint(ULR(a))→ Modint(ULS (a)).
We have
(4.8) S ⊗R OR(A) ∼= OS(A)
by (3.4), Proposition 3.1, Proposition 3.2. The following is easily checked from this
and the definition of Ind.
Lemma 4.8. Let (a, c) be as in (4.1). Then for M ∈ Modint(ULS (c)) we have
For(Inda,cS (M))
∼= Inda,cR (For(M)).
Hence we have the following.
Lemma 4.9. Let a = g or b−. Let M ∈ Modint(ULS (a)), and let M → Q• be
its standard resolution. Then For(M) → For(Q•) is the standard resolution of
For(M) ∈ Modint(ULR(a)).
From this we obtain the following.
Proposition 4.10. Let (a, c) be as in (4.1). Then for M ∈ Modint(ULS (c)) we have
For(Ri Inda,cS (M))
∼= Ri Inda,cR (For(M)).
The following is easily checked from the definition of Ind (see the proof of Lemma
4.3).
Lemma 4.11. Let a = g of b−. Then for M ∈ Modint(ULR(h)) we have
S ⊗R Inda,hR (M) ∼= Inda,hS (S ⊗RM).
Hence we have the following.
Lemma 4.12. Let a = g of b−. Let M ∈ Modint(ULR(a)), and let M → Q• be
its standard resolution. Then S ⊗R M → S ⊗R Q• is the standard resolution of
S ⊗RM ∈ Modint(ULS (a)).
From this we obtain the following.
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Proposition 4.13. Assume that S is flat over R. Then for M ∈ Modint(ULR(b−))
we have
S ⊗R Rj Indg,b−R (M) ∼= Rj Indg,b
−
S (S ⊗RM) (j = 0).
We will also need the following (see [2, 3.5]).
Proposition 4.14. Assume
(4.9) TorRk (S,E) = 0 (k = 2)
for any R-module E. Let M ∈ Modint(UR(b−)). Assume that any weight space of
M is a flat R-module. Then the canonical homomorphism
S ⊗R Rj Indg,b−R (M)→ Rj Indg,b
−
S (S ⊗RM) (j = 0)
in Modint(U
L
S (g)) is injective.
Proof. Let M → Q• be the standard resolution of M , and set N• = Indg,b−R (Q•).
Then N• is a complex in Modint(ULR(g)) satisfying
Hj(N•) = Rj Indg,b
−
R (M).
Denote by dj : N j → N j+1 the differential of N• and set
Bj = Im(dj), Cj = Cok(dj).
Then we have exact sequences
0→ Bj → N j+1 → Cj → 0 (j = −1),(4.10)
0→ Hj(N•)→ Cj−1 → Bj → 0 (j = 0).(4.11)
Here, B−1 = 0, C−1 = N0. By
N j = Indg,b
−
R (Q
j) ∼= Indg,hR (Q˜j)
we see from Lemma 4.3 and Lemma 4.4 that any weight space of N j is a flat R-
module. Hence by (4.10) we obtain
TorRk (S,C
j) ∼= TorRk−1(S,Bj) (k = 2, j = 0).
This together with our assumption (4.9) implies
TorRk (S,B
j) = 0 (j = 0, k = 1).
Therefore, it follows from (4.11) that we have an exact sequence
0→ S ⊗R Hj(N•)→ S ⊗R Cj−1 → S ⊗R Bj → 0.(4.12)
On the other hand by Lemma 4.12 S⊗RM → S⊗RQ• is the standard resolution
of S ⊗RM , and hence
Rj Indg,b
−
S (S ⊗RM) ∼= Hj(Indg,b
−
S (S ⊗R Q•)).
Moreover, by Lemma 4.11 we have
Indg,b
−
S (S ⊗R Qj) ∼= Indg,hS (S ⊗R Q˜j) ∼= S ⊗R Indg,hR (Q˜j) ∼= S ⊗R Indg,b
−
R (Q
j)
=S ⊗R N j.
Hence we have
Rj Indg,b
−
S (S ⊗RM) = Hj(S ⊗R N•).
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Now we apply the above argument for N• to S⊗RN•. Let d˜j : S⊗RN j → S⊗RN j+1
be the differential of S ⊗R N•, and set
B˜j = Im(d˜j), C˜j = Cok(d˜j).
Then we have
(4.13) 0→ Hj(S ⊗R N•)→ C˜j−1 → B˜j → 0.
Note that
C˜j = Cok(d˜j) ∼= S ⊗R Cok(dj) = S ⊗R Cj.
Note also that the canonical homomorphism
S ⊗R Bj = S ⊗R Im(dj)→ Im(d˜j) = B˜j
is surjective. Hence our assertion follows from (4.12), (4.13). 
Proposition 4.15. Assume that there exists some N > 0 such that
(4.14) TorRk (S,E) = 0 (k > N)
for any R-module E. Let M ∈ Modint(ULR(b−)). Assume that any weight space of
M is a flat R-module and we have Rj Indg,b
−
R (M) = 0 for any j > 0. Then we have
Rj Indg,b
−
S (S ⊗RM) = 0 for any j > 0, and the canonical homomorphism
(4.15) S ⊗R Indg,b−R (M)→ Indg,b
−
S (S ⊗RM)
is an isomorphism in Modint(U
L
S (g)).
Proof. Set M˜ = Indb
−,h
R (M), and let M ↪→ M˜ be the canonical embedding in
Modint(U
L
R(b
−)). We first show that M˜/M satisfies the same assumption as M . By
Lemma 4.3 any weight space of M˜ is a flat R-module. By Lemma 4.2 M ↪→ M˜
splits as a homomorphism of ULR(h)-modules, and hence any weight space of M˜/M
is also a flat R-module. Moreover, by Lemma 4.3 we have
Rj Indg,b
−
R (M˜) = R
j Indg,hR (M) = 0 (j > 0).
Hence we obtain
Rj Indg,b
−
R (M˜/M) = 0 (j > 0)
from the exact sequence
(4.16) 0→M → M˜ → M˜/M → 0
and the assumption on M . We have proved that M˜/M satisfies the same assumption
as M .
By the above argument we also obtain an exact sequence
(4.17) 0→ Indg,b−R (M)→ Indg,b
−
R (M˜)→ Indg,b
−
R (M˜/M)→ 0.
Since (4.16) is a split exact sequence of R-modules, we have an exact sequence
(4.18) 0→ S ⊗RM → S ⊗R M˜ → S ⊗R M˜/M → 0
in Modint(U
L
S (b
−)).
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Let us show that (4.15) is an isomorphism. By Indg,b
−
R (M˜)
∼= Indg,hR (M) any
weight space of Indg,b
−
R (M˜) is a flat R-module. Hence from (4.17) we obtain
(4.19) TorRk+1(S, Ind
g,b−
R (M˜/M))
∼= TorRk (S, Indg,b
−
R (M)) (k = 1).
Since M˜/M satisfies the same assumption as M , we see by the backward induction
on k that TorRk (S, Ind
g,b−
R (M)) = 0 for any k > 0 (here, we used (4.14)). We obtain
an exact sequence
(4.20) 0→ S ⊗R Indg,b−R (M)→ S ⊗R Indg,b
−
R (M˜)→ S ⊗R Indg,b
−
R (M˜/M)→ 0.
Now consider the following commutative diagram whose rows are exact
0 // S ⊗R Indg,b−R (M) //

S ⊗R Indg,b−R (M˜) //

S ⊗R Indg,b−R (M˜/M) //

0
0 // Indg,b
−
S (S ⊗RM) // Indg,b
−
S (S ⊗R M˜) // Indg,b
−
S (S ⊗R M˜/M).
The middle vertical arrow is an isomorphism by
S ⊗R Indg,b−R (M˜) ∼= S ⊗R Indg,hR (M) ∼= Indg,hS (S ⊗RM) ∼= Indg,b
−
S (S ⊗R M˜).
Hence the leftmost arrow is injective. Since M˜/M satisfies the same assumption
as M , the rightmost arrow is also injective. It follows that the leftmost arrow is
bijective. Namely, (4.15) is an isomorphism. Note that the rightmost arrow is an
isomorphism by the same reason, and hence we have also shown that Indg,b
−
S (S ⊗R
M˜)→ Indg,b−S (S ⊗R M˜/M) is surjective.
It remains to show Rj Indg,b
−
S (S ⊗RM) = 0 for j > 0. By
Rj Indg,b
−
S (S ⊗R M˜) = Rj Indg,hS (S ⊗RM) = 0 (j > 0)
we obtain from (4.18) and the surjectivity of Indg,b
−
S (S⊗RM˜)→ Indg,b
−
S (S⊗RM˜/M)
that
(4.21) R1 Indg,b
−
S (S ⊗RM) = 0,
(4.22) Rj+1 Indg,b
−
S (S ⊗RM) ∼= Rj Indg,b
−
S (S ⊗R M˜/M) (j > 0).
Since M˜/M satisfies the same assumption as M , we obtain the desired result by
induction on j. 
5. Ext functor
5.1. Let a = g or b−. For V ∈ Modint(ULR(a)) we denote the j-th right derived
functor of the left exact functor
HomR,a(V, •) := HomUR(a)(V, •) : Modint(ULR(a))→ Mod(R)
by
ExtjR,a(V, •) : Modint(ULR(a))→ Mod(R).
Let R → S be a homomorphism of commutative A-algebras. We can prove the
following results similarly to Proposition 4.13 and Proposition 4.14.
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Proposition 5.1. Assume that S is flat over R. Let V,M ∈ Modint(ULR(a)). As-
sume that V is a finitely generated projective R-module. Then for any j = 0 we
have
S ⊗R ExtjR,a(V,M) ∼= ExtjS,a(S ⊗R V, S ⊗RM).
Proposition 5.2. Assume (4.9) holds for any R-module E. Let V,M ∈ Modint(ULR(a)).
Assume that V is a finitely generated projective R-module. Assume also that any
weight space of M is a flat R-module. Then the canonical homomorphism
S ⊗R ExtjR,a(V,M)→ ExtjS,a(S ⊗R V, S ⊗RM)
is injective for any j = 0.
5.2.
Proposition 5.3.
(i) We have
ExtjR,g(∆R(λ),OR(G)ad) = 0 (λ ∈ P+, j > 0).
(ii) Let R→ S be a homomorphism of commutative A-algebras. Then we have
S ⊗R HomR,g(∆R(λ),OR(G)ad) ∼= HomS,g(∆S(λ),OS(G)ad) (λ ∈ P+).
Proof. For λ, µ ∈ P+ and j = 0 we have
(5.1) ExtjR,g(∆R(λ),∇R(µ)) =
{
R (λ = µ, j = 0)
0 (otherwise)
(see [1]). Take a filtration (3.7) as in Proposition 3.4.
(i) Let λ ∈ P+ and j > 0. It is sufficient to show
ExtjR,g(∆R(λ), Lm) = 0
for any m. This follows from (5.1) and the exact sequence
ExtjR,g(∆R(λ), Lm−1)→ ExtjR,g(∆R(λ), Lm)→ ExtjR,g(∆R(λ), Lm/Lm−1)
using induction on m.
(ii) Let λ ∈ X+. It is sufficient to show
S ⊗R HomR,g(∆R(λ), Lm) ∼= HomS,g(∆S(λ), S ⊗R Lm)
for any m. By (5.1) we have
S ⊗R HomR,g(∆R(λ), Lm/Lm−1) ∼= HomS,g(∆S(λ), S ⊗R Lm/S ⊗R Lm−1),
and hence our assertion follows by induction on m. 
5.3. Recall that the surjective Hopf algebra homomorphism pi : ULR(b
−) → ULR(h)
induces an embedding OR(H)→ OR(B−) of Hopf algebras. We will regard OR(H)
as a Hopf subalgebra of OR(B−) in the following. We also regard OR(B−) as an
OR(H)-module via the right multiplication.
Lemma 5.4. The adjoint action of ULR(b
−) on OR(B−) is OR(H)-linear.
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Proof. For ϕ, ψ ∈ OR(B−) and u ∈ ULR(b−) we have
ad(u)(ϕψ) =
∑
(u)2
{u(0)ϕ(S−1u(2))}{ad(u(1))ψ}.
If ψ ∈ OR(H), we have ad(u)(ψ) = ε(u)ψ for any u ∈ ULR(b−). Hence for ϕ ∈ OR(G),
ψ ∈ OR(H), u ∈ ULR(b−) we have
ad(u)(ϕψ) =
∑
(u)
ε(u(1)){u(0)ϕ(S−1u(2))}ψ = {ad(u)(ϕ)}ψ.

Hence we can regard OR(B−)ad as an object of Modint(ULOR(H)(b−)).
The aim of this subsection is to show the following.
Proposition 5.5. Assume that R is a commutative Noetherian A-algebra. Then
for λ ∈ P+ and j = 0 the OR(H)-module ExtjR,b−(∆R(λ),OR(B−)ad) is finitely
generated.
We first show the following.
Lemma 5.6. Let R be a commutative A-algebra. For M ∈ Modint(ULR(h)) and ξ ∈ X
we have
Indb
−,h
R (M)ξ
∼=
⊕
µ∈P,γ∈Q+,µ+γ=ξ
(U˜LR(n
−)−γ)∗ ⊗Mµ.
Proof. By definition we have
Indb
−,h
R (M) =
⊕
µ∈P
OR(B−)rµ ⊗Mµ,
where
OR(B−)rµ ={ϕ ∈ OR(B−) | ϕh = χµ(h)ϕ (h ∈ ULR(h))}.
Under the identification
OR(B−) = U˜LR(n−)F ⊗OR(H) =
⊕
µ∈X
U˜LR(n
−)Fχµ
of Proposition 3.1 we have OR(B−)rµ = U˜LR(n−)Fχµ, and hence
Indb
−,h
R (M) =
⊕
µ∈X
U˜LR(n
−)Fχµ ⊗Mµ.
Then we see easily that
Indb
−,h
R (M)ξ =
⊕
µ+γ=ξ
(U˜LR(n
−)−γ)∗χµ ⊗Mµ ∼=
⊕
µ+γ=ξ
(U˜LR(n
−)−γ)∗ ⊗Mµ.

Consider the following two conditions on M ∈ Modint(ULR(h)):
(f1)M for any µ ∈ P the weight space Mµ is a finitely generated R-module;
(f2)M for any µ ∈ P we have
#{δ ∈ Q+ |Mµ−δ 6= 0} <∞.
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Lemma 5.7. Let R be a commutative A-algebra. Assume M ∈ Modint(ULR(h)) sat-
isfies (f1)M , (f2)M . Then N = Ind
b−,h
R (M) regarded as an object of Modint(U
L
R(h))
satisfies (f1)N , (f2)N .
Proof. By Lemma 5.6 we have
Nξ ∼=
⊕
γ∈Q+
(U˜LR(n
−)−γ)∗ ⊗Mξ−γ,
and hence(f1)N holds. Assume Nξ−δ 6= 0 for ξ ∈ P and δ ∈ Q+. Then we have
Mξ−δ−γ 6= 0 for some γ ∈ Q+. Namely, there exists γ′ ∈ Q+ such that Mξ−γ′ 6= 0
and γ′ − δ ∈ Q+. For each ξ there exist only finitely many γ′ ∈ Q+ satisfying
Mξ−γ′ 6= 0. For such γ′ there exist only finitely many δ ∈ Q+ satisfying γ′− δ ∈ Q+.
Hence (f2)N holds. 
Lemma 5.8. The conditions (f1)M and (f2)M hold for M = OR(B−)ad regarded as
an object of Modint(U
L
OR(H)(h)).
Proof. This is a consequence of
(OR(B−)ad)µ = (U˜LR(n−)−µ)∗OR(H) (µ ∈ P ).

Now let us give a proof of Proposition 5.5. Let OR(B−)ad → Q• be the standard
resolution of OR(B−)ad ∈ Modint(ULR(b−)). By
ExtjR,b−(∆R(λ),OR(B−)ad) = Hj(HomR,b−(∆R(λ), Q•))
it is sufficient to show that HomR,b−(∆R(λ), Q
j) is a finitely generated OR(H)-
module. Since ∆R(λ) is generated by the highest weight vector as a U
L
R(b
−)-module,
we have an embedding
HomR,b−(∆R(λ), Q
j) ↪→ Qjλ
of OR(H)-modules. Hence it is sufficient to show that Qjλ is a finitely generated
OR(H)-module. We will show (f1)Qj together with (f2)Qj by induction on j. Recall
Qj = Indb
−,h
OR(H)(Q˜
j), Q˜j+1 = Cok(Q˜j → Qj)
for j = 0, where Q˜0 = OR(B−)ad. By Lemma 5.8 the conditions (f1)Q˜0 , (f2)Q˜0
are satisfied. Hence (f1)Q0 , (f2)Q0 hold by Lemma 5.7. Assume (f1)Qj , (f2)Qj hold.
Since Q˜j+1 is a quotient of Qj, the conditions (f1)Q˜j+1 , (f2)Q˜j+1 are satisfied. Hence
(f1)Qj+1 , (f2)Qj+1 hold by Lemma 5.7.
The proof of Proposition 5.5 is now complete.
6. Adjoint action and the center
6.1. We have the adjoint action of UF(g;P
∨) on UF(g;P∨) given by
ad(u)(u′) =
∑
(u)
u(0)u
′(Su(1)) (u, u′ ∈ UF(g;P∨)).
Assume Γ and Γ′ are Z-lattices of h∗ such that Q ⊂ Γ,Γ′ ⊂ P∨. Then we have
ad(UF(g; Γ))(UF(g; Γ
′)) ⊂ UF(g; Γ′).
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Moreover, we have
ad(ULA (g; Γ))(UA(g; Γ
′)) ⊂UA(g; Γ′) (Γ ⊃ Q∨),
ad(ULA (g; Γ))(U
L
A (g; Γ
′)) ⊂ULA (g; Γ′) (Γ,Γ′ ⊃ Q∨).
In particular, for a commutative A-algebra R we have the adjoint actions
ULR(g)× ULR(g)→ ULR(g) ((u, u′) 7→ ad(u)(u′)),(6.1)
ULR(g)× UR(g)→ UR(g) ((u, u′) 7→ ad(u)(u′)).(6.2)
Note that the adjoint action (3.3) of ULR(g) on OR(G) is related to (6.1) by
(6.3) 〈ad(u)(ϕ), u′〉 = 〈ϕ, ad(S−1u)(u′)〉 (u, u′ ∈ ULR(g), ϕ ∈ OR(G)).
6.2. For a commutative A-algebra R we set
eUR(h) =
⊕
λ∈P
Rk2λ ⊂ UR(h),
and denote by eUR(g) the subalgebra of UR(g) generated by
eUR(h), UR(n
+), U˜R(n
−).
Then the multiplication of eUR(g) induces the isomorphism
eUR(g) ∼= U˜R(n−)⊗ eUR(h)⊗ UR(n+)
or R-modules. We have
ad(ULR(g))(
eUR(g)) ⊂ eUR(g).
6.3. We set
fUF(g) = {u ∈ UF(g) | dim ad(ULF (g))(u) <∞}.
It is a subalgebra of UF(g). By [13] we have
fUF(g) =
⊕
λ∈P+
ad(ULF (g))(k−2λ).
In particular, we have fUF(g) ⊂ eUF(g). Set fUA(g) = fUF(g) ∩ UA(g). For a com-
mutative A-algebra R we set
fUR(g) = Im(R⊗A fUA(g)→ UR(g)) ⊂ eUR(g).
6.4. Take a positive integer N such that (P∨, P∨) ⊂ 1
N
Z with respect to (2.1). We
denote by
τ : UF(b
+;P∨)× UF(b−;P∨)→ Q(q±1/N)
the Drinfeld pairing. Namely, τ is the unique F-bilinear map satisfying
τ(x, y1y2) = (τ ⊗ τ)(∆(x), y1 ⊗ y2) (x ∈ UF(b+), y1, y2 ∈ UF(b−)),(6.4)
τ(x1x2, y) = (τ ⊗ τ)(x2 ⊗ x1,∆(y)) (x1, x2 ∈ UF(b+), y ∈ UF(b−)),(6.5)
τ(kλ, kµ) = q
−(λ,µ) (λ, µ ∈ P∨),(6.6)
τ(kλ, fi) = τ(ei, kλ) = 0 (λ ∈ P∨, i ∈ I),(6.7)
τ(ei, fj) = −δij(qi − q−1i )−1 (i, j ∈ I).(6.8)
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It restricts to A-bilinear maps
τLA : UA(b
+)× ULA (b−)→ A,(6.9)
LτA : U
L
A (b
+)× UA(b−)→ A.(6.10)
For a commutative A-algebra R we denote their base changes by
τLR : UR(b
+)× ULR(b−)→ R,(6.11)
LτR : U
L
R(b
+)× UR(b−)→ R.(6.12)
6.5. Let R be a commutative A-algebra. We define a bilinear form
(6.13) κR : U
L
R(g)× eUR(g)→ R
by
κR(yhx, y
′k2λx′) = τLR(x, y
′)LτR(x′, S2y)χ−λ(h)
(x ∈ ULR(n+), h ∈ ULR(h), y ∈ U˜LR(n−), x′ ∈ UR(n+), y′ ∈ U˜R(n−), λ ∈ P ).
It satisfies
(6.14) κR(ad(z)(v), u) = κR(v, ad(Sz)(u)) (z, v ∈ ULR(g), u ∈ eUR(g))
(see [23]). Define
(6.15) R :
eUR(g)→ (ULR(g))∗
by
〈R(u), v〉 = κR(v, u) (u ∈ eUR(g), v ∈ ULR(g)).
It follows from the explicit calculation of τ in terms of the PBW-type basis ([16,
38.2]) that R is injective. Moreover, it preserves the adjoint action of U
L
R(g) by
(6.3) and (6.14). Namely, we have
R(ad(u)(u
′)) = ad(u)(R(u′)) (u ∈ ULR(g), u′ ∈ eUR(g)).
By Caldero [5] F induces an isomorphism
fUF(g) ∼= OF(G)ad of ULF (g)-modules.
Hence by OA(G) = OF(G) ∩ (ULA (g))∗ we obtain fUA(g) ∼= OA(G)ad.
Lemma 6.1. For a commutative A-algebra R we have
fUR(g) ∼= R⊗A fUA(g),(6.16)
fUR(g) ∼= OR(G)ad.(6.17)
Proof. We have
R⊗A fUA(g) ∼= R⊗A OA(G)ad ∼= OR(G)ad
by Proposition 3.2. Hence the desired results follow from the following commutative
diagram:
R⊗A fUA(g)

∼ // OR(G)ad _

fUR(g)
  R / (ULR(g))
∗.

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6.6. For a commutative ring R we denote by R[P ] the group algebra of P . Namely,
R[P ] is a free R-module with basis {e(λ) | λ ∈ P}, and its multiplication is given
by
e(λ)e(µ) = e(λ+ µ) (λ, µ ∈ P ).
In the case R is a commutative A-algebra we define an R-linear W -action
W ×R[P ]→ R[P ] ((w, f) 7→ w ◦ f)
on R[P ] by
(6.18) w ◦ e(λ) = q(wλ−λ,ρ)e(wλ) (w ∈ W,λ ∈ P ),
where
ρ =
1
2
∑
α∈∆+
α ∈ P.
6.7. We see easily that
Z(UF(g)) = UF(g)
ad(ULF (g)) =: {z ∈ UF(g) | ad(u)(z) = ε(u)z (u ∈ ULF (g))} ⊂ fUF(g).
Hence by Z(UA(g)) = Z(UF(g)) ∩ UA(g) we have also
(6.19) Z(UA(g)) = UA(g)
ad(ULA (g)) ⊂ fUA(g).
Define
(6.20) ι : Z(UF(g))→ F[P ]
as the composite of
Z(UF(g)) ⊂ UF(g) ∼= U˜F(n−)⊗ UF(h)⊗ UF(n+) ε⊗1⊗ε−−−→ UF(h) ∼= F[P ].
Here, the isomorphism UF(g) ∼= U˜F(n−)⊗ UF(h)⊗ UF(n+) is given by the multupli-
cation of UF(g), and the identification UF(h) ∼= F[P ] is given by kλ ↔ e(λ).
Proposition 6.2.
(i) The linear map ι : Z(UF(g)) → F[P ] is an injective al-
gebra homomorphism. Its image coincides with
F[2P ]W◦ = {f ∈ F[2P ] | w ◦ f = f (w ∈ W )}.
In particular, we have Z(UF(g)) ∼= F[2P ]W◦.
(ii) The restriction of ι to Z(UA(g)) gives the isomorphism Z(UA(g)) ∼= A[2P ]W◦.
Proof. (i) is well-known (see for example [23]). From this we obtain Z(UA(g)) ↪→
A[2P ]W◦. Its surjectivity is proved similarly to the proof of the surjectivity of
Z(UF(g))→ F[2P ]W◦ given in [23]. 
For a commutative A-algebra R we set
ZHar(UR(g)) = Im(R⊗A Z(UA(g))→ UR(g)).
It is a central subalgebra of UR(g).
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6.8. Although the isomorphism (6.17) does not preserve the multiplication, we have
the following.
Lemma 6.3. For u ∈ eUR(g) and z ∈ ZHar(UR(g)) we have
R(uz) = R(u)R(z).
Proof. We may assume R = A. We can write
z =
∑
i
yik2λixi (yi ∈ U˜A(n−)−γi , λi ∈ P, xi ∈ UA(n+)γi , γi ∈ Q+).
We may assume
u = yk2µx (y ∈ U˜A(n−)−δ, µ ∈ P, x ∈ UA(n+), δ ∈ Q+).
Then for y˜ ∈ U˜LA (n−), t ∈ ULA (h), x˜ ∈ ULA (n+) we have
〈A(u)A(z), y˜tx˜〉 =
∑
(y˜),(t),(x˜)
〈A(u), y˜(0)t(0)x˜(0)〉〈A(z), y˜(1)t(1)x˜(1)〉
=
∑
i,(y˜),(t),(x˜)
κA(y˜(0)t(0)x˜(0), yk2µx)κA(y˜(1)t(1)x˜(1), yik2λixi).
Note
∆(ULA (n
+)) ⊂
∑
γ∈Q+
ULA (n
+)kγ ⊗ ULA (n+)γ,
∆(U˜LA (n
−)) ⊂
∑
γ∈Q+
U˜LA (n
−)kγ ⊗ U˜LA (n−)−γ.
By the definition of κA we only need to consider the terms satisfying
y˜(1) ∈ U˜LA (n−)−γi , x˜(1) ∈ ULA (n+)γi .
In this case we have
y˜(0) ∈ U˜LA (n−)kγi , x˜(0) ∈ kγiULA (n+).
By
y˜(0)t(0)x˜(0) = {y˜(0)k−γi}{t(0)k2γi}{k−γix˜(0)}.
we have
〈A(u)A(z), y˜tx˜〉
=
∑
i,(y˜),(t),(x˜)
κA({y˜(0)k−γi}{t(0)k2γi}{k−γix˜(0)}, yk2µx)× κA(y˜(1)t(1)x˜(1), yik2λixi)
=
∑
i,(y˜),(t),(x˜)
{
LτA(k−γix˜(0), y)τ
L
A (x, S
2(y˜(0)k−γi))χ−µ(t(0)k2γi)
}
× {LτA(x˜(1), yi)τLA (xi, S2y˜(1))χ−λi(t(1))} .
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By y ∈ U˜LA (n−)−δ = ULA (n−)−δkδ we only need to consider the terms satisfying
x˜(0) ∈ ULA (n+)δkγi . Then we have
LτA(x˜(0), y) =
LτA({x˜(0)k−γi}kγi , {yk−δ}kδ) = q−(γi,δ)LτA(x˜(0)k−γi , yk−δ)
=q−(γi,δ)LτA(x˜(0)k−γi , y) =
LτA(k−γix˜(0), y).
Hence we have
〈A(u)A(z), y˜tx˜〉
=
∑
i,(y˜),(x˜)
LτA(x˜(0), y)τ
L
A (x, S
2y˜(0))
LτA(x˜(1), yi)τ
L
A (xi, S
2y˜(1))χ−(µ+λi)(t)q
−2(µ,γi)
=
∑
i
LτA(x˜, yyi)τ
L
A (xix, S
2y˜)χ−(µ+λi)(t)q
−2(µ,γi)
=
∑
i
q−2(µ,γi)κA(y˜tx˜, (yyi)k2(µ+λi)(xix))
=
∑
i
κA(y˜tx˜, yyik2λixik2µx)
=κA(y˜tx˜, yzk2µx) = κA(y˜tx˜, yk2µxz) = κA(y˜tx˜, uz) = 〈A(uz), y˜tx˜〉.

6.9. In general for a commutative A-algebra R, we define an R-linear W -action
(6.21) W ×OR(H)→ OR(H) ((w, χ) 7→ w • χ)
by
w • χλ = q−2(wλ−λ,ρ)χwλ (w ∈ W,λ ∈ P ).
This induces a W -action
(6.22) W ×H(R)→ H(R) ((w, t) 7→ w • t)
on H(R) given by
w • t = w(tt−2ρ)t2ρ (w ∈ W, t ∈ H(R)),
where t±2ρ ∈ H(R) is defined by 〈χλ, t±2ρ〉 = q±2〈λ,ρ〉 for any λ ∈ P .
Then identifying R[2P ] with OR(H) via e(2λ)↔ χ−λ (λ ∈ P ) we have
(6.23) R[2P ]W◦ ∼= OR(H)W•.
By Lemma 6.3 OA(G) contains a subalgebra A(Z(UA(g))), which is isomorphic
to Z(UA(g)). By (6.19) we have
A(Z(UA(g))) = OA(G)ad(ULA (g)) := {ϕ ∈ OA(G) | ad(u)(ϕ) = ε(u)ϕ (u ∈ ULA (g))}.
By the definition of A we have the following commutative diagram:
Z(UA(g))
A //
ι

OA(G)ad(ULA (g))
r

A[2P ]
f
// OA(H).
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Here, r is the restriction of the canonical Hopf algebra homomorphism OA(G) →
OA(H) corresponding to ULA (h) ⊂ ULA (g), and f is given by e(2λ) 7→ χ−λ. Note
that A and f are isomorphisms. Moreover ι induces Z(UA(g)) ∼= A[2P ]W◦. Hence r
induces the isomorphism
OA(G)ad(ULA (g)) ∼= OA(H)W•.
Proposition 6.4. For a commutative A-algebra R we have
R⊗A OA(G)ad(ULA (g)) ∼= OR(G)ad(ULR(g)) ∼= OR(H)W•.
Here, the second isomorphism is obtained by restricting the canonical Hopf algebra
homomorphism OR(G)→ OR(H).
Proof. We have
R⊗A OA(G)ad(ULA (g)) ∼= R⊗A OA(H)W• ∼= OR(H)W•.
The first isomorphism is a consequence of Proposition 5.3 (ii) applied to λ = 0. 
Corollary 6.5. We have
R⊗A Z(UA(g)) ∼= ZHar(UR(g)) = eUR(g)ad(ULR(g)) ∼= R[2P ]W◦.
By (6.23) we have a natural isomorphism
(6.24) ZHar(UR(g)) ∼= OR(H)W•
of R-algebras. For t ∈ H(R) we define an algebra homomorphism
(6.25) ξHar,t : ZHar(UR(g))→ R
as the composit of (6.24) and OR(H)W• ↪→ OR(H) t−→ R.
6.10. We denote the composite of
OR(H)W• ∼= OR(G)ad(ULR(g)) ↪→ OR(G)
by
(6.26) ϑ : OR(H)W• → OR(G).
It is an embedding of R-algebras.
For λ ∈ P+ we define c(λ) ∈ OR(H)W• by
c(λ) =
∑
µ∈P
q−2(ρ,µ)rank ∆R(λ)µ χµ.
Note that {c(λ) | λ ∈ P+} forms an R-basis of OR(H)W•.
Lemma 6.6. For λ ∈ P+ we have
〈ϑ(c(λ)), u〉 = Trace(uk−2ρ : ∆R(λ)→ ∆R(λ)) (u ∈ ULA (g)).
Proof. Define ϕ ∈ OR(G) by
〈ϕ, u〉 = Trace(uk−2ρ : ∆R(λ)→ ∆R(λ)) (u ∈ ULA (g)).
We can easily check ϕ ∈ OR(G)ad(ULR(g)) and ϕ|ULR(h) = c(λ). 
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We will regard OR(G) as a right OR(H)W•-module by
OR(G)×OR(H)W• → OR(H)W• ((ϕ, f) 7→ ϕϑ(f)).
The following fact is proved similarly to Lemma 5.4.
Lemma 6.7. The adjoint action of UR(g) on OR(G) is OR(H)W•-linear.
Hence we can regard OR(G)ad as an object of Modint(ULOR(H)W•(g)).
6.11. Now we construct a homomorphism
(6.27) F : OR(G)ad ⊗OR(H)W• OR(H)→ Indg,b
−
R (OR(B−)ad)
in Modint(U
L
OR(H)(g)). Note that by
Indg,b
−
R (OR(B−)ad) ∼= Indg,b
−
OR(H)(OR(B−)ad)
we have
Indg,b
−
R (OR(B−)ad) ∈ Modint(ULOR(H)(g)).
By the Frobenius reciprocity we have
HomR,g(OR(G)ad, Indg,b−R (OR(B−)ad)) ∼= HomR,b−(OR(G)ad,OR(B−)ad).
Define
F ′ ∈ HomR,g(OR(G)ad, Indg,b−R (OR(B−)ad))
to be the homomorphism corresponding to the canonical Hopf algebra homomor-
phism res : OR(G) → OR(B−) associated to the embedding ULR(b−) ⊂ ULR(g). Let
us show that F ′ preserves the OR(H)W•-module structure. It is sufficient to show
that res preserves the OR(H)W•-module structure. Hence we have only to show
(res ◦ϑ)(f) = f for any f ∈ OR(H)W•. This follows easily from Lemma 6.6. Since
F ′ is a homomorphism of OR(H)W•-modules, we can define (6.27) by
F (ϕ⊗ χ) = F ′(ϕ)χ (ϕ ∈ OR(G)ad, χ ∈ OR(H)).
Remark 6.8. For ϕ ∈ OR(G)ad we have
F (ϕ) =
∑
(ϕ)
ϕ(2)(S
−1ϕ(0))⊗ res(ϕ(1)) ∈ Indg,b−R (OR(B−)ad) ⊂ OR(G)⊗OR(B−)ad.
Conjecture 6.9. F is an isomorphism. Moreover, we have
Rj Indg,b
−
R (OR(B−)ad) = 0 (j > 0).
Let t ∈ H(R), and set
OR(G)ad,t =OR(G)ad ⊗OR(H)W• R ∈ Modint(ULR(g)),
OR(B−)ad,t =OR(B−)ad ⊗OR(H) R ∈ Modint(ULR(b−)).
with respect to OR(H)W• ↪→ OR(H) t−→ R and OR(H) t−→ R.
Since res : OR(G)→ OR(B−) is a homomorphism of OR(H)W•-modules, we have
res ∈ HomOR(H)W•,b−(OR(G)ad,OR(B−)ad).
Applying (•)⊗OR(H)W• R we obtain
rt = res⊗1 ∈ HomR,b−(OR(G)ad,t,OR(B−)ad,t).
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We denote by
Ft ∈ HomR,g(OR(G)ad,t, Indg,b−R (OR(B−)ad,t))
the homomorphism corresponding to rt under the Frobenius reciprocity.
Conjecture 6.10. Ft is an isomorphism. Moreover, we have
Rj Indg,b
−
R (OR(B−)ad,t) = 0 (j > 0).
6.12. We set
(6.28) VR =
eUR(g)/(Ker(ε) ∩ U˜R(n−))eUR(g).
The adjoint action of ULR(b
−) on eUR(g) induces a left ULR(b
−)-module structure
of VR. By the definition of κR we see easily that R induces an injective R-
homomorphism
(6.29) R : VR → ULR(b−)∗.
Moreover, it is easily seen that its image coincides with OR(B−). Hence we obtain
an isomorphism
(6.30) VR ∼= OR(B−)ad
in Modint(U
L
R(b
−)). Regard VR as an OR(H)-module by
uχλ = uk−2λ (u ∈ eUR(g), λ ∈ P ).
Then (6.30) turns out to be an isomorphism in Modint(U
L
OR(H)(b
−)).
For t ∈ H(R) we set
(6.31) VR,t = VR ⊗OR(H) R ∈ Modint(ULR(b−))
with respect to t : OR(H)→ R. By (6.30) we have
(6.32) VR,t ∼= OR(B−)ad,t.
7. Review of [26]
7.1. When we regard C as an A-algebra via q 7→ ζ ∈ C×, we denote it as Cζ .
For simplicity we set Uζ = UCζ(g). Moreover, for t ∈ H = H(C) we set Uζ,t =
Uζ ⊗ZHar(Uζ) C with respect to the specialization ξHar,t : ZHar(Uζ)→ C (see (6.25)).
7.2. For ζ ∈ C× we can construct a non-commutative projective scheme Bζ over
C, which is called the quantized flag manifold, and a sheaf DBζ of rings on it. We
do not recall the definition here (see [25], [26]). The sheaf DBζ contains OC(H) as a
central subring, and for t ∈ H we can consider the specialization
DBζ ,t := DBζ ⊗OC(H) C
with respect to t : OC(H)→ C. Note that Bζ is a non-commutative analogue of the
ordinary flag manifold B = B−\G, and DBζ ,t is an analogue of the sheaf of twisted
differential operators on B. We have natural algebra homomorphisms
Uζ ⊗ZHar(Uζ) OC(H)→ Γ(Bζ ,DBζ),(7.1)
Uζ,t → Γ(Bζ ,DBζ ,t) (t ∈ H).(7.2)
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Conjecture 7.1. For ζ ∈ C× and t ∈ H the algebra homomorphism (7.2) is an
isomorphism and we have
Hj(Bζ ,DBζ ,t) = 0 (j > 0).
Denote the category of coherent DBζ ,t-modules by Modcoh(DBζ ,t) and that of
finitely generated Uζ,t-modules by Modf (Uζ,t).
When ζ is transcendental and t is dominant integral, we proved Conjecture 7.1
and established the Beilinson-Bernstein type equivalence
Modcoh(DBζ ,t) ∼= Modf (Uζ,t)
of abelian categories in [24].
Now consider the case ζ is a root of 1. For a positive integer ` we set
ζ` = exp
(
2pi
√−1
`
)
∈ C×.
We assume that the integer ` > 1 satisfies
(a1) ` is odd;
(a2) ` is prime to |P/Q|;
(a3) ` is prime to 3 if ∆ is of type G2
in the following. We say that t ∈ H is regular if |W •t| = |W | with respect to (6.22).
Proposition 7.2 ([26]). For ` > 1 satisfying (a1), (a2), (a3) we set ζ = ζ`. We
assume that t ∈ H(C) is regular. If Conjecture 7.1 is valid for ζ and t, then we have
an equivalence
Db(Modcoh(DBζ ,t)) ∼= Db(Modf (Uζ,t))
of triangulated categories.
Here, for an abelian category A we denote by Db(A) its bounded derived category.
7.3. We have also the following conjecture for DBζ .
Conjecture 7.3. For ζ ∈ C× the algebra homomorphism (7.1) is an isomorphism
and we have
Hj(Bζ ,DBζ) = 0 (j > 0).
In [25] we proved that the localization D˜Bζ of DBζ on a certain (commutative)
scheme V is an Azumaya algebra if ζ = ζ`, where ` > 1 is an integer satisfying the
conditions
(b1) ` is prime to 3 if ∆ is of type F4, E6, E7, E8;
(b2) ` is prime to 5 if ∆ is of type E8
in addition to (a1), (a2), (a3).
Remark 7.4. The condition (b2) was mistakenly dropped in [25]. It is necessary
in the proof of [25, Lemma 6.6].
In particular, D˜Bζ is a locally free OV-module if ζ = ζ` for ` satisfying (a1), (a2),
(a3), (b1), (b2). Using this we proved the following result in [26].
Proposition 7.5. Assume that ζ = ζ` for ` satisfying (a1), (a2), (a3), (b1), (b2).
Then Conjecture 7.3 implies Conjecture 7.1.
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7.4. Set fUζ =
fUCζ(g). For t ∈ H we also set fUζ,t = fUζ ⊗ZHar(Uζ) C with respect
to ξHar,t : ZHar(Uζ)→ C.
Using fUζ (resp.
fUζ,t) instead of Uζ (resp. Uζ,t) we obtain a subsheaf
fDBζ (resp.
fDBζ ,t) of DBζ (resp. DBζ ,t). We have natural algebra homomorphisms
fUζ ⊗ZHar(Uζ) OC(H)→ Γ(Bζ , fDBζ),(7.3)
fUζ,t → Γ(Bζ , fDBζ ,t) (t ∈ H).(7.4)
We have also the following conjectures for fDBζ and fDBζ ,t.
Conjecture 7.6. For ζ ∈ C× the algebra homomorphism (7.3) is an isomorphism
and we have
Hj(Bζ , fDBζ) = 0 (j > 0).
Conjecture 7.7. For ζ ∈ C× and t ∈ H the algebra homomorphism (7.4) is an
isomorphism and we have
Hj(Bζ , fDBζ ,t) = 0 (j > 0).
We see easily the following
Lemma 7.8. Conjecture 7.6 implies Conjecture 7.3, and Conjecture 7.7 implies
Conjecture 7.1.
An advantage of using fDBζ and fDBζ ,t instead of DBζ and DBζ ,t is that fDBζ and
fDBζ ,t are “Gζ-equivariant OBζ -modules”, where Gζ denotes the virtual algebraic
group with coordinate algebra OCζ(G). We denote by Modeq(OBζ) the category of
“Gζ-equivariant OBζ -modules” (see [26, Section 4]). Then the global section functor
Γ(Bζ , •) : Mod(OBζ)→ Mod(C)
induces
Γ(Bζ , •) : Modeq(OBζ)→ Modint(ULCζ(g)),
and their higher derived functors satisfy
Modeq(OBζ)
Hj(Bζ ,•) //
For

Modint(U
L
Cζ(g))
For

Mod(OBζ)
Hj(Bζ ,•)
// Mod(C),
where For denotes the forgetful functor.
Proposition 7.9 ([26]). There exists an equivalence
L : Modeq(OBζ)→ Modint(ULCζ(b−))
of abelian categories taking “the fiber at the origin”. It satisfies
Hj(Bζ ,M) = Rj Indg,b−Cζ (L(M)) (M ∈ Modeq(OBζ)).
Proposition 7.10 ([26]). We have
L(DfBζ) = VCζ , L(DfBζ ,t) = VCζ ,t.
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Hence it follows from (6.30) and (6.32) the following.
Proposition 7.11. Conjecture 7.6 (resp. Conjecture 7.7) is equivalent to Conjec-
ture 6.9 (resp. Conjecture 6.10) in the case of R = Cζ.
8. Main result
8.1. The main result of this paper is the following special case of Conjecture 6.10.
Theorem 8.1. Let K be a commutative A-algebra which is a field, and let t ∈ H(K).
Assume that there exists a Noetherian A-subalgebra R of K satisfying the following
conditions:
(1) t ∈ H(R);
(2) the ring R = R/(q − 1) is non-zero and contains a field;
(3)
⋂
n(q − 1)nR = {0}.
Then the natural homomorphism
(8.1) OK(G)ad,t → Indg,b−K (OK(B−)ad,t)
is an isomorphism, and we have
(8.2) Rj Indg,b
−
K (OK(B−)ad,t) = 0 (j > 0).
Denote byOK(H)t the localization ofOK(H) at the maximal ideal Ker(t : OK(H)→
K).
Theorem 8.2. Let K, t, R be as in Theorem 8.1. Then the natural homomorphism
(8.3) OK(G)ad ⊗OK(H)W• OK(H)t → Indg,b
−
K (OK(B−)ad)⊗OK(H) OK(H)t
is an isomorphism, and we have
(8.4) Rj Indg,b
−
K (OK(B−)ad)⊗OK(H) OK(H)t = 0 (j > 0).
Let us show that Theorem 8.2 implies Theorem 8.1. By Lemma 4.8 and Proposi-
tion 4.13 we have
Rj Indg,b
−
K (OK(B−)ad)⊗OK(H) OK(H)t
∼=Rj Indg,b−OK(H)(OK(B−)ad)⊗OK(H) OK(H)t
∼=Rj Indg,b−OK(H)t(OK(B−)ad ⊗OK(H) OK(H)t).
Hence applying Proposition 4.15 to
M = OK(B−)ad ⊗OK(H) OK(H)t, R = OK(H)t, S = K
we obtain Theorem 8.1 assuming Theorem 8.2. The rest of this section is devoted
the proof of Theorem 8.2.
QUANTIZED FLAG MANIFOLDS 29
8.2. For λ ∈ P+, j = 0 and a commutative A-algebra R we set
N jR(λ) =Ext
j
R,g(∆R(λ),OR(G)ad ⊗OR(H)W• OR(H)),(8.5)
M jR(λ) =Ext
j
R,b−(∆R(λ),OR(B−)ad).(8.6)
By Lemma 6.7 we have OR(G)ad ∈ Modint(ULOR(H)W•(g)), and hence
OR(G)ad ⊗OR(H)W• OR(H) ∈ Modint(ULOR(H)(g)).
Since OR(H) is a free OR(H)W•-module (see [22]), we have
N jR(λ)
∼=ExtjOR(H),g(∆OR(H)(λ),OR(G)ad ⊗OR(H)W• OR(H))
∼=ExtjOR(H)W•,g(∆OR(H)W•(λ),OR(G)ad)⊗OR(H)W• OR(H)
∼=ExtjR,g(∆R(λ),OR(G)ad)⊗OR(H)W• OR(H)
by Lemma 4.8 and Proposition 5.1. Similarly, by Lemma 5.4 we have
M jR(λ)
∼=ExtjOR(H),b−(∆OR(H)(λ),OR(B−)ad).
Note that the canonical homomorphism
ExtjR,g(∆R(λ),OR(G)ad)→ ExtjR,b−(∆R(λ),OR(B−)ad)
is OR(H)W•-linear. Hence it induces a canonical homomorphism
(8.7) N jR(λ)→M jR(λ)
of OR(H)-modules. By Proposition 5.3 we have the following.
Lemma 8.3.
(i) Let R be a commutative A-algebra. Then for any λ ∈ P+ and
j > 0 we have N jR(λ) = 0.
(ii) Let R → S be a homomorphism of commutative A-algebras. Then for any
λ ∈ P+ we have S ⊗R N0R(λ) ∼= N0S(λ).
Lemma 8.4. Let R be as in Theorem 8.1. For any λ ∈ P+, j = 0 the canonical
homomorphism
R⊗RM jR(λ)→M jR(λ)
is injective.
Proof. By the exact sequence
0→ R q−1−−→ R→ R→ 0
we have TorRk (R, E) = 0 for any R-module E and k = 2. Hence our assertion is a
consequence of Proposition 5.2. 
Proposition 8.5. Let R be a commutative A-algebra, and let T be a commutative
flat OR(H)-algebra. Then the following two conditions are equivalent to each other.
(A) The natural homomorphism
OR(G)ad ⊗OR(H)W• T → Indg,b
−
R (OR(B−)ad)⊗OR(H) T
is an isomorphism, and
Rj Indg,b
−
R (OR(B−)ad)⊗OR(H) T = 0 (j > 0).
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(B) The natural homomorphism
N jR(λ)⊗OR(H) T ∼= M jR(λ)⊗OR(H) T
is an isomorphism for any λ ∈ P+, j = 0.
Proof. Note that we have
N jR(λ)⊗OR(H) T =(ExtjR,g(∆R(λ),OR(G)ad)⊗OR(H)W• OR(H))⊗OR(H) T
∼=ExtjR,g(∆R(λ),OR(G)ad ⊗OR(H)W• T )
=Hj(RHomR,g(∆R(λ),OR(G)ad ⊗OR(H)W• T )),
and
M jR(λ)⊗OR(H) T =ExtjR,b−(∆R(λ),OR(B−)ad)⊗OR(H) T
∼=ExtjR,b−(∆R(λ),OR(B−)ad ⊗OR(H) T )
=Hj(RHomR,b−(∆R(λ),OR(B−)ad ⊗OR(H) T ))
∼=Hj(RHomR,g(∆R(λ), Indg,b−R (OR(B−)ad ⊗OR(H) T ))).
Assume (A). Then we have
OR(G)ad ⊗OR(H)W• T ∼= Indg,b
−
R (OR(B−)ad)⊗OR(H) T
∼= Indg,b−R (OR(B−)ad ⊗OR(H) T ),
and hence (B) holds.
Assume (B). Then we have
RHomR,g(∆R(λ),OR(G)ad ⊗OR(H)W• T )(8.8)
∼=RHomR,g(∆R(λ), R Indg,b−R (OR(B−)ad ⊗OR(H) T ))
for any λ ∈ P+. Now define L by the distinguished triangle
OR(G)ad ⊗OR(H)W• T → R Indg,b
−
R (OR(B−)ad)⊗OR(H) T → L +1−→ .
Then by (8.8) we have
RHomR,g(∆R(λ), L) = 0
for any λ ∈ P+. Assume L 6= 0, and take the smallest j satisfying Hj(L) 6= 0.
Define L′ by the distinguished triangle
Hj(L)[−j]→ L→ L′ +1−→ .
Then for k 5 j we have Hk(L′) = 0, and hence
HomR,g(∆R(λ), H
j(L)) = Hj(RHomR,g(∆R(λ), L)) = 0 (∀λ ∈ P+).
This contradicts Hj(L) 6= 0 since ∆R(λ) is the universal highest weight module with
highest weight λ. It follows that L = 0. Namely, we obtain
(8.9) OR(G)ad ⊗OR(H)W• T ∼= R Indg,b
−
R (OR(B−)ad)⊗OR(H) T.
Hence (A) holds. 
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8.3. Our strategy in proving Theorem 8.2 is to reduce it to the following.
Proposition 8.6. Let R be a commutative ring containing a field k as a subring.
We regard R as an A-algebra via q 7→ 1. Then the natural homomorphism
(8.10) OR(G)ad ⊗OR(H)W OR(H)→ Indg,b
−
R (OR(B−)ad)
is an isomorphism, and we have
(8.11) Rj Indg,b
−
R (OR(B−)ad) = 0 (j > 0).
Proof. By Proposition 4.13 we may assume R = k. We are further reduced to the
case when k is an algebraically closed field by Proposition 4.13 again. In this case
the assertion is equivalent to a geometric statement regarding the ordinary algebraic
groups as explained below.
Let Gk be the connected simply-connected algebraic group over k with the same
root system ∆ as G. Let Hk be a maximal torus of Gk, and let B
−
k be a Borel
subgroup of Gk containing Hk. We denote by Bk the flag manifold of Gk. Then
the category Modint(U
L
k (b
−)) (resp. Modint(ULk (g))) is equivalent to the category
ModGk(OBk) (resp. Mod(Gk)) of Gk-equivariant quasi-coherent OBk-modules (resp.
rational Gk-modules). Moreover, the (derived) induction functor
Rj Indg,b
−
k : Modint(U
L
k (b
−))→ Modint(ULk (g))
corresponds to the (derived) global section functor
Hj(Bk, •) : ModGk(OBk)→ Mod(Gk).
Denote by X the algebraic variety consisting of a pair (B, g), where B is a Borel
subgroup of Gk and g is an element of B. Let p : X → Bk be the projection (B, g) 7→
B. Then the object of ModGk(OBk) corresponding to Ok(B−)ad ∈ Modint(ULk (b−)) is
p∗OX . For g ∈ Gk let gs be its semisimple part. Then there exists x ∈ Gk such that
xgsx
−1 ∈ Hk. Moreover, xgsx−1 is uniquely determined up to the action of the Weyl
group W on Hk. This gives a natural morphism Gk → Hk/W of algebraic varieties.
Then the Gk-module corresponding to Ok(G)ad ⊗Ok(H)W Ok(H) ∈ Modint(ULk (g)) is
the coordinate algebra of the affine algebraic variety Gk ×Hk/W Hk. Note that we
have a morphism θ : X → Gk ×Hk/W Hk of algebraic varieties given by (B, g) 7→
(g, xgsx
−1). Here x ∈ Gk satisfies
xBx−1 = B−k , xgsx
−1 ∈ Hk.
Then our assertion is equivalent to
(8.12) Rjθ∗OX =
{
OGk×Hk/WHk (j = 0)
0 (j > 0).
By a general fact in algebraic geometry (see for example [11]) it is sufficient to show
that θ is a proper birational morphism with normal image. The fact that θ is proper
and birational is standard. Let us show that Y := Gk×Hk/W Hk is a normal variety.
Note that the codimension of Y in Gk × Hk is dimH. On the other hand as a
subvariety of Gk ×Hk, Y is defined by dimH-equations (see [21, 3.4, Corollary 3]).
Hence by Serre’s criterion it is sufficient to show that Y is smooth in codimension
one. It is well-known that for g ∈ Gk we have dimZGk(g) = dimH, where ZGk(g)
32 TOSHIYUKI TANISAKI
denotes the centralizer. Denote by G′k (resp. G
′′
k) the set of g ∈ Gk satisfying
dimZGk(g) = dimH (resp. dimZGk(g) > dimH), and set Y
′ = G′k ×Hk/W Hk (resp.
Y ′′ = G′′k ×Hk/W Hk). Since Y ′ is open in Y , it is sufficient to show that Y ′ is
smooth and dimY ′′ 5 dimY − 2. By [21, 3.8, Theorem 3] G′k → Hk/W is a smooth
map. Hence its base change Y ′ → Hk is also a smooth map. Since Hk is smooth,
Y ′ is smooth. It is well-known that the morphism Y → Hk is surjective and the
dimension of any fiber of it is equal to dimGk − dimHk. On the other hand the
image of Y ′ → Hk is a proper closed subset of Hk, and the dimension of any fiber of
it is strictly smaller than dimGk−dimHk. Hence we have dimY ′′ 5 dimY −2. 
By Proposition 8.5 we have the following.
Proposition 8.7. Let R be as in Proposition 8.6. Then for any λ ∈ P+ and j = 0
we have
N jR(λ)
∼= M jR(λ).
8.4. Now we give a proof of Theorem 8.2.
We denote by t ∈ H(R) the image of t ∈ H(R). Choose a maximal ideal m of
OR(H) containing Ker(t : OR(H) → R), and set k = OR(H)/m. We denote the
preimage of m in OR(H) by m. Then m is a maximal ideal of OR(H) such that
OR(H)/m ∼= OR(H)/m ∼= k.
We denote the localization of OR(H) at the maximal ideal m by OR(H)m. Then
OR(H)m is a local ring with residue field k. Since OK(H)t is a localization of
OR(H)m, we have
N jK(λ)⊗OK(H) OK(H)t ∼=N jR(λ)⊗OR(H) OR(H)m ⊗OR(H)m OK(H)t,
M jK(λ)⊗OK(H) OK(H)t ∼=M jR(λ)⊗OR(H) OR(H)m ⊗OR(H)m OK(H)t.
Hence in view of Proposition 8.5, Theorem 8.2 is a consequence of the following
statement:
(8.13) N jR(λ)⊗OR(H) OR(H)m ∼= M jR(λ)⊗OR(H) OR(H)m.
Let us show (8.13). First assume j > 0. Then by Lemma 8.3 (i) it is sufficient to
show
M jR(λ)⊗OR(H) OR(H)m = 0.
Note that M jR(λ)⊗OR(H)OR(H)m is a finitely generated OR(H)m-module by Propo-
sition 5.5. Note also that OR(H)m is a local ring with residue field k. Hence by
Nakayama’s lemma it is sufficient to show
(M jR(λ)⊗OR(H) OR(H)m)⊗OR(H)m k = 0.
We have
(M jR(λ)⊗OR(H) OR(H)m)⊗OR(H)m k
∼=M jR(λ)⊗OR(H) OR(H)⊗OR(H) k
∼=(M jR(λ)⊗R R)⊗OR(H) k.
Hence by Lemma 8.4 it is sufficient to show M jR(λ) = 0. This follows from Lemma
8.3 (i) and Proposition 8.7. We obtain (8.13) for j > 0.
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Now consider the case j = 0. We first show that the canonical homomorphism
(8.14) N0R(λ)⊗OR(H) OR(H)m →M0R(λ)⊗OR(H) OR(H)m
is surjective. Define an OR(H)m-module C to be the cokernel of (8.14). Applying
(•)⊗OR(H)m k to the exact sequence
N0R(λ)⊗OR(H) OR(H)m →M0R(λ)⊗OR(H) OR(H)m → C → 0
we obtain
(N0R(λ)⊗R R)⊗OR(H) k→ (M0R(λ)⊗R R)⊗OR(H) k→ C ⊗OR(H)m k→ 0.
By Lemma 8.3 (ii) we have N0R(λ) ⊗R R ∼= N0R(λ). By Lemma 8.4 the canonical
homomorphism M0R(λ)⊗R R →M0R(λ) is injective. Moreover, N0R(λ) ∼= M0R(λ) by
Proposition 8.7. Hence by the commutative diagram
N0R(λ)⊗R R //
∼=

M0R(λ)⊗R R _

N0R(λ)
∼= // M0R(λ)
we obtain N0R(λ)⊗RR ∼= M0R(λ)⊗RR. Hence C⊗OR(H)mk = 0. Since C is a finitely
generated OR(H)m-module by Proposition 5.5, we obtain C = 0 by Nakayama’s
lemma.
It remains to show that (8.14) is injective. Since OR(H)m is a localization of
OR(H), it is sufficient to show that N0R(λ) → M0R(λ) is injective. In general for a
commutative A-algebra R we set
NR = OR(G)ad ⊗OR(H)W• OR(H), MR = Indg,b
−
R (OR(B−)ad).
By
N0R(λ) = HomR,g(VR(λ), NR), M
0
R(λ) = HomR,g(VR(λ),MR)
it is sufficient to show that the canonical homomorphism NR → MR is injective.
Set
L = Ker(NR →MR), L′ = Im(NR →MR).
By the exact sequence
0→ L→ NR → L′ → 0
we obtain
(8.15) TorR1 (R, L′)→ R⊗R L→ R⊗R NR → R⊗R L′ → 0.
Let us show
(8.16) TorR1 (R, L′) = 0.
By the exact sequence
0→ R q−1−−→ R→ R→ 0
we have
TorR1 (R, L′) = Ker(L′ q−1−−→ L′).
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Note that L′ is an R-submodule of a free R-module by
L′ ⊂ Indg,b−R (OR(B−)ad) ⊂ OR(G)⊗R OR(B−)ad.
Hence we have Ker(L′
q−1−−→ L′) = 0. We have shown (8.16).
Next let us show that
(8.17) 0→ R⊗R NR → R⊗R L′
is exact. Note R⊗RNR(λ) ∼= NR(λ). By Proposition 8.7 we have NR ∼= MR. Hence
(8.17) is a consequence of the commutative diagram
R⊗R NR
∼=

// R⊗R L′

R⊗RMR

NR
∼= // MR.
By (8.16) and (8.17) we see from (8.15) that R⊗R L = 0. Namely, (q− 1)L = L.
Since L is an R-submodule of the free R-module NR, we obtain from the condition
(3) that
L =
∞⋂
n=0
(q − 1)nL ⊂
∞⋂
n=0
(q − 1)nNR = {0}.
Hence NR →MR is injective.
We have proved (8.13). The proof of Theorem 8.2 is now complete.
9. Application to the representation theory
9.1. In this section we use the notation of Section 7. Let ` > 1 be a positive integer
satisfying (a1), (a2), (a3), and set ζ = ζ` ∈ C×.
9.2. Let us first give a description of the total center Z(Uζ) of Uζ following [6], [9].
Besides the Harish-Chandra center ZHar(Uζ), which is isomorphic to OC(H)W•, we
have a big central subalgebra ZFr(Uζ), called the Frobenius center. It is naturally
isomorphic to the coordinate algebra OC(K) of the algebraic group
K = {(g+h, g−h−1) | g± ∈ N±, h ∈ H} ⊂ B+ ×B−.
Then the natural map
OC(K)⊗OC(H)W• ∼= ZFr(Uζ)⊗ ZHar(Uζ)→ Z(Uζ)
induces an isomorphism
(9.1) Z(Uζ) ∼= OC(K)⊗OC(H)W OC(H)W•
of C-algebras, where the algebra homomorphisms
OC(H)W → OC(H)W•, OC(H)W → OC(K)
are defined as follows. Note that OC(H)W• and OC(H)W are naturally regarded
as the coordinate algebras of the affine varieties H/W• and H/W respectively.
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The algebra homomorphism OC(H)W → OC(H)W• corresponds to the morphism
p` : H/W• → H/W induced by H 3 t 7→ t` ∈ H. For g ∈ G its semisimple part gs
is conjugate to some h ∈ H, which is uniquely determined up toW -action. This gives
a morphism pi : G → H/W of algebraic varieties. Define an morphism ω : K →
G of algebraic varieties by ω(x1, x2) = x1x
−1
2 . Then the algebra homomorphism
OC(H)W → OC(K) correspondes to the morphism pi ◦ω : K → H/W . Hence Z(Uζ)
is isomorphic to the coordinate algebra of the affine variety K ×H/W H/W• with
respect to pi ◦ ω : K → H/W and p` : H/W• → H/W .
Recall that for t ∈ H we have Uζ,t = Uζ/Uζ Ker(ξHar,t), where ξHar,t : ZHar(Uζ)→
C is the character corresponding to the point [t] ∈ H/W•. For k ∈ K define a
character ξFr,k : ZFr(Uζ) → C as the composit of ZFr(Uζ) ∼= OC(K) k−→ C, and set
Uζ(k) = Uζ/Uζ Ker(ξFr,k). By the above description of the center, ξHar,t and ξFr,k
are compatible if and only if t` is conjugate to ω(k)s in G. In this case we obtain a
character ξk,t : Z(Uζ)→ C corresponding the point (k, [t]) ∈ K ×H/W (H/W•). We
set Uζ(k, t) = Uζ/Uζ Ker(ξk,t).
9.3. Now we consider the representation theory of Uζ .
A version of Schur’s Lemma tells us that if M is an irreducible Uζ-module, then
any central element acts on M by a scalar multiplication. In particular, there exists
some k ∈ K such that M is an irreducible Uζ(k)-module. So we should consider
the category Mod(Uζ(k)) for each k ∈ K. Since Uζ(k) is finite-dimensional, any
irreducible Uζ-module is finite-dimensional.
It is known from the theory of the quantum coadjoint action ([8]) that for k, k′ ∈ K
we have
(9.2) ω(k) = gω(k′)g−1 (∃g ∈ G) =⇒ Uζ(k) ∼= Uζ(k′).
Hence for each conjugacy class C in G we only need to consider Mod(Uζ(k)) for a
single k ∈ K satisfying ω(k) ∈ C.
Remark 9.1. It is proved in [8] that Uζ(k) ∼= Uζ(k′) if there exists a conjugacy
class C of G such that k and k′ are contained in the same connected component
of ω−1(C). This together with [9, Theorem 16.2] implies (9.2) when δ(k) is not
contained in the center of G. In the case δ(k) is contained in the center, we can
directly check (9.2) using the automorphism F of UF(g) given by
F (kλ) = λkλ (λ ∈ P ), F (ei) = ei, F (fi) = αifi (i ∈ I),
where λ ∈ {±1} (λ ∈ P ) satisfies
λµ = λ+µ (λ, µ ∈ P ), 0 = 1.
We say that a semisimple element g ∈ G is exceptional if the rank of the root
system of its centralizer ZG(g) coincides with that of ∆. It follows from the theory of
parabolic induction (see [7]) that in considering the representation theory of Uζ(k)
we are reduced to the exceptional case. Namely, we may assume that ω(k)s is
exceptional. The representation theory in the non-exceptional case is the same
as that in the exceptional case for a certain smaller quantized enveloping algebra.
Note that for each G there exist only finitely many exceptional semisimple conjugacy
classes.
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We fix an exceptional semisimple element h0 ∈ H and k0 ∈ K such that ω(k0)s =
h0. We will consider the representation theory of Uζ(k0, t) for t ∈ H satisfying
t` = h0 in the following. . We set G0 = ZG(h0), and denote by ∆0 the root system
of G0. Then ∆0 is a root subsystem of ∆ such that
∑
α∈∆Qα =
∑
α∈∆0 Qα. We set
Q0 =
∑
α∈∆0 Zα ⊂ Q.
9.4. Let us give application of our results on DBζ ,t to the representation theory of
Uζ .
In [25] we have shown under the conditions (b1), (b2) that for any t ∈ H the
sheaf DBζ ,t is a split Azumaya algebra over a certain central subalgebra; however,
in view of the arguments of [25], in order to ensure the split Azumaya property of
DBζ ,t just for t ∈ H satisfying t` = h0, we have only to assume
(a4) ` is prime to Q/Q0
instead of (b1), (b2). We will assume (a4) in the following.
Let us consider the Beilinson-Bernstein derived equivalence. We obtain the fol-
lowing from Lemma 7.8, Proposition 7.11 and Theorem 8.1.
Theorem 9.2. Let t ∈ H, and assume that there exists a Noetherian A-subalgebra
R of Cζ satisfying the following conditions:
(1) t ∈ H(R);
(2) the ring R = R/(q − 1) is non-zero and contains a field;
(3)
⋂
n(q − 1)nR = {0}.
Then Conjecture 7.1 holds for ζ = ζ` and t ∈ H. Namely, the natural homomorphism
(7.2) is an isomorphism and we have
Hj(Bζ ,DBζ ,t) = 0 (j > 0).
Unfortunately an A-subalgebra R of Cζ satisfying the condition (2) of Theorem
9.2 exists only when ` is a prime power. In the rest of this paper we assume in
addition to (a1), . . . , (a4) that
(a5) ` is a power of a prime number p.
Lemma 9.3. For t ∈ H satisfying t` = h0 there exists an A-subalgebra R of Cζ
satisfying the conditions (1), (2), (3) of Theorem 9.2.
Proof. Since h0 is exceptional, it has finite order m which is prime to ` by (a2),
(a4) (see [7]). Hence we have t`m = 1. We set
R = Z[ζ`m] ⊂ C.
Then R is obviously an A-subalgebra of Cζ satisfying t ∈ H(R). By (m, `) = 1 the
canonical homomorphism Q(ζ`) ⊗Q Q(ζm) → Q(ζ`m) induced by the multiplication
is an isomorphism, and hence
R ∼= Z[ζ`]⊗Z Z[ζm] ∼= Z[q±1]/(f`(q))⊗Z Z[ζm],
where fn(q) denotes the n-th cyclotomic polynomial. Hence we have
R = R/(q − 1) ∼= Z/(f`(1))⊗Z Z[ζm] ∼= Fp ⊗Z Z[ζm] ∼= Fp[x]/(fm(x)).
It follows that R is non-zero and contains the field Fp. Let us show
⋂
n(q− 1)nR =
{0}. By the above argument it is sufficient to show ⋂n(ζ`− 1)nZ[ζ`] = {0}. Assume
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n(ζ` − 1)nZ[ζ`] contains a non-zero element a. Since Z[ζ`] is an integral domain,
we can write uniquely a = (ζ` − 1)nan for an ∈ Z[ζ`]. Then we have an increasing
sequence
(a1) ⊂ (a2) ⊂ · · ·
of ideals of Z[ζ`]. Since Z[ζ`] is Noetherian, there exists some n such that (an) =
(an+1). By an = (ζ`−1)an+1 and an 6= 0 we obtain ζ`−1 ∈ Z[ζ`]×, which contradicts
with
Z[ζ`]/(ζ` − 1) ∼= (Z[q±1]/(f`(q)))⊗Z[q±1] Z[q±1]/(q − 1) ∼= Z/(f`(1)) ∼= Fp 6= 0.

By Lemma 9.3 and Proposition 7.2 we obtain the following.
Theorem 9.4. Let t ∈ H be a regular element satisfying t` = h0. Then we have an
equivalence
Db(Modcoh(DBζ ,t)) ∼= Db(Modf (Uζ,t))
of triangulated categories.
We fix a regular element t0 ∈ H satisfying t`0 = h0 in the following. Such t0 exists
if ` is sufficiently large. For example if h0 = 1 we can find t0 as above if ` is not
smaller than the Coxeter number of G. The representation theory of Uζ(k0, t) for
non-regular t should be deduced from the regular case using the translation principle.
We denote by u0 ∈ G0 the unipotent part of ω(k). Let B−0 be a Borel subgroup
of G0 and set B0 = B−0 \G0. We define a subvariety Bu00 of B0 by
Bu00 = {B−0 g ∈ B0 | gu0g−1 ∈ B−0 }.
We note that this variety is isomorphic to the subvariety
{B−x ∈ B | xω(k)x−1 ∈ h0N−}
of B.
Similarly to [3], our Theorem 9.4 together with the main result of [25] concerning
the split Azumaya property implies the following.
Theorem 9.5. We have a canonical isomorphism
K(Modf (Uζ(k0, t0))) ∼= K(Modcoh(OBu00 ))
of the Grothendieck groups, where Modcoh(OBu00 ) denotes t e category of coherentOBu00 -modules.
In particular, the number of simple objects in Modf (Uζ(k0, t0)) coincides with the
rank of K(Modcoh(OBu00 )), which coincides with the dimension of the total cohomol-
ogy group H∗(Bu00 ,Q).
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