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Analyse harmonique locale
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Re´sume´
On e´tablit des re´sultats de l’analyse harmonique locale ne´cessaires pour la formule
des traces invariante d’Arthur pour les reveˆtements de groupes re´ductifs connexes. Plus
pre´cise´ment, on de´montre pour les reveˆtements locaux (1) la formule de Plancherel et des
pre´paratifs relie´s, (2) la normalisation des ope´rateurs d’entrelacement soumise aux condi-
tions d’Arthur, (3) le comportement local de caracte`res de repre´sentations admissibles dans
le cas non archime´dien, et (4) la partie spe´cifique de la formule des traces locale invariante.
Comme un sous-produit de la de´monstration de la formule des traces locale invariante, on
obtient aussi la densite´ de caracte`res tempe´re´s pour les reveˆtements.
MSC classification (2010) : 11F72, 11F70.
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1 Introduction
Cet article fait suite a` [31] qui vise a` e´tablir une formule des traces invariante a` la Arthur
[6] pour une grande classe de reveˆtements des groupes re´ductifs connexes. Afin d’arriver a` la
formule des traces invariante, Arthur a besoin des re´sultats profonds d’analyse harmonique
locale. Tandis qu’ils sont admis par certains mathe´maticiens, il s’ave`re que les modifications
ne´cessaires ne sont pas toujours triviales. Notre objet est donc d’e´tablir, ou plutoˆt de justifier,
de tels re´sultats. Plus pre´cise´ment, nous visons a` e´tablir
– la formule de Plancherel [36] ;
– la normalisation des ope´rateurs d’entrelacement [7], avec formules explicites dans le cas
archime´dien ;
– la re´gularite´ et le de´veloppement local de caracte`res dans le cas non archime´dien [25] ;
– le The´ore`me de Paley-Wiener invariant pour les fonctions de Schwartz-Harish-Chandra
[11], qui est un ingre´dient crucial pour mettre la formule des trace locale en une forme
invariante ;
– la formule des traces locale invariante [8].
– le the´ore`me a` la Kazhdan de la densite´ de caracte`res tempe´re´s dans le cas non archime´dien
[26].
Le Graal de cet article est la formule des traces locale invariante sous la forme pre´sente´e
dans [13, Proposition 6.1] :
Idisc(f) =
∑
M∈L(M0)
|WM0 ||WG0 |−1(−1)dimAM/AG
∫
ΓG−reg,ell(M(F ))bon
IM˜ (γ, f) dγ
pour tout f ∈ C (G˜× G˜), ou`
– C (G˜ × G˜) est la “composante anti-spe´cifique” de l’espace des fonctions de Schwartz-
Harish-Chandra sur G˜× G˜ ;
– Idisc(·) est la “partie discre`te” du coˆte´ spectral spe´cifique de la formule des traces locale
non invariante ;
– IM˜ (γ, ·) est la distribution invariante fabrique´e des inte´grales orbitales ponde´re´es et des
caracte`res ponde´re´s. C’est l’inte´grale orbitale usuelle lorsque M = G. Cette distribution
est relie´e aux distributions apparaissant dans la formule des traces globale par une formule
de scindage (le Lemme 5.8.4).
Voir §5 pour les de´tails. Il peut paraˆıtre curieux car la formule des traces locale n’est pas un
ingre´dient dans la preuve originelle d’Arthur de la formule des traces globale. Ne´anmoins, Arthur
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fait usage d’un argument global pour comple´ter son argument de re´currence (voir [6, §5]), ce qui
est proble´matique sur les reveˆtements car il faudrait une proprie´te´ d’approximation faible des
bons e´le´ments. Un cas particulier du re´sultat d’Arthur est la densite´ de caracte`res tempe´re´s due
a` Kazhdan [26] qui est indispensable dans toute application de la formule des traces. Donc il faut
les e´tablir a` tout prix. Ici la formule des traces locale en fournit une approche contourne´e mais
purement locale, cf. [9, Corollary 5.3]. D’ailleurs, la formule des traces locale interviendra dans
toute e´tude se´rieuse d’analyse harmonique locale, e.g. la the´orie de repre´sentations tempe´re´es
elliptiques ; elle est e´galement utilise´e dans le travail de Mezo [33, §3] sur la correspondance
me´taplectique.
Vu les travaux de Harish-Chandra, il est tentant de penser que les the´ories archime´diennes
s’adaptent aux reveˆtements sans peine. Bien au contraire ! Par exemple, le the´ore`me de Paley-
Wiener invariant pour les fonctions de Schwartz-Harish-Chandra fait l’usage de la the´orie
de K-types minimaux de Vogan, notamment la multiplicite´ 1, ce qui de´pend des hypothe`ses
d’alge´bricite´ ou de connexite´ du groupe de Lie en question.
C’est ine´vitable d’admettre les ge´ne´ralisations aux reveˆtements de certains re´sultats stan-
dards d’analyse harmonique dans cet article, a` savoir :
– la the´orie de de´composition de Bernstein, notamment le lemme ge´ome´trique [16] ;
– la classification des repre´sentations tempe´re´es en termes des repre´sentations de carre´
inte´grable modulo le centre dans le cas non archime´dien [36] ;
– la classification de Langlands des repre´sentations admissibles dans le cas non archime´dien
[30] ;
– la the´orie de R-groupes, cf. [34].
On donnera des justifications pour le lemme ge´ome´trique dans §2.2.
Organisation de cet article Dans le §2, nous recueillons des de´finitions de base pour l’ana-
lyse harmonique locale non archime´dienne pour les reveˆtements et nous e´tablissons la the´orie de
Harish-Chandra pour les reveˆtements : fonctions de Schwartz-Harish-Chandra, repre´sentations
tempe´re´es, ope´rateurs d’entrelacement, fonction c et µ, la formule de Plancherel. Les preuves
sont plus ou moins identiques au cas des groupes re´ductifs connexes et nous adoptons les no-
tations de [36] ; le but de cette section est plutoˆt de fixer les notations et les choix de mesures.
Une exception : il faut choisir un sous-groupe ouvert d’indice fini AM (F )
† de AM (F ), ou` M est
un sous-groupe de Le´vi semi-standard de G (voir la Proposition 2.1.1). Afin de compenser cette
ambigu¨ıte´, les inte´grales concernant AM (F )
† sont multiplie´es par le facteur ιM de´fini dans (1).
Dans le §3, nous e´tudions la normalisation des ope´rateurs d’entrelacement satisfaisant aux
conditions d’Arthur, cf. [7, §2] et [10, §2]. Nous en donnons des formules explicites similaires
a` celles d’Arthur dans le cas archime´dien. Pour le cas non archime´dien nous reprenons l’argu-
ment dans [21, Lecture 15] a` quelques corrections pre`s. Enfin, il faut aussi conside´rer le cas
des reveˆtements non ramifie´es et nous le faisons a` l’aide de la the´orie de se´ries principales
non ramifie´s spe´cifiques. Pour les reveˆtements archime´diens a` deux feuillets, par exemple ceux
provenant des K2-extensions de Brylinski-Deligne [19], nos facteurs normalisants sont lie´s a`
ceux d’Arthurs pour les R-groupes re´ductifs connexes qui s’expriment en termes de fonctions L
archime´diennes.
Dans le §4, nous reprenons [25]. La me´thode de descente semi-simple nous rame`ne a` l’alge`bre
de Lie, ou` le reveˆtement disparaˆıt mais un caracte`re intervient. Le meˆme phe´nome`ne paraˆıt
aussi dans [31]. On peut se de´barrasser du caracte`re en travaillant syste´matiquement avec le
module croise´ [GSC × Z◦G◦ → G]. Remarquons que l’inte´grabilite´ locale des caracte`res admis-
sibles irre´ductibles pour les reveˆtements a de´ja` apparu comme une hypothe`se dans des travaux
sur la correspondance de Howe ; c’est un peu surprenant qu’une preuve n’est jamais entame´e
auparavant.
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Il paraˆıt que notre me´thode permettrait de montrer le the´ore`me de re´gularite´ de Harish-
Chandra au niveau du groupe, ainsi que le de´veloppement local, dans le cadre tordu par un
caracte`re ω. C’est la situation rencontre´e en l’endoscopie tordue. Nous ne poursuivons pas ce
proble`me dans cet article.
Dans le §5, nous e´tablissons la formule des traces locale d’Arthur. Les arguments sont presque
identiques a` ceux d’Arthur et nous n’en donnons que des esquisses ; les inte´grales d’Eisentein
sont e´vite´es dans notre re´cit. Comme le formalisme d’Arthur e´volue, la taˆche est plutoˆt de
faire la mise a` jour. Notre re´fe´rence est [13, §6] ; en particulier, les fonctions test sont dans
l’espace de Schwartz-Harish-Chandra et les distributions sont rendues invariantes a` l’aide du
The´ore`me de Paley-Wiener invariant pour de telles fonctions, dont la de´monstration dans le cas
archime´dien est une variante de celle de [11]. Nous de´montrons le “The´ore`me 0” de Kazhdan
dans le The´ore`me 5.8.10. Cette section est quelque peu formelle a` l’exception du The´ore`me de
Paley-Wiener invariant, qui ne´cessite des constructions combinatoires techniques.
Selon Arthur, les caracte`res ponde´re´s peuvent eˆtre non normalise´s (ceux dans la formule des
traces locale non invariante), normalise´s relativement a` un choix de facteurs normalisants, ou
canoniquement normalise´s a` l’aide de fonctions µ. Dans l’e´tude de la formule des traces locale
invariante, il nous faut utiliser et comparer tous les trois. Ne´anmoins, dans les e´nonce´s finaux
les caracte`res ponde´re´s canoniquement normalise´s sont toujours pre´fe´re´s.
Re´capitulons le rapport entre les re´sultats principaux comme suit.
La formule de Plancherel
✭
pw ❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤
✕ &-❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯
❴

Normalisation des
ope´rateurs d’entrelacement
✕ &-❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯
✤ ,2 The´ore`me de
Paley-Wiener invariant
✯
qx ❥❥❥
❥❥❥❥
❥❥❥❥
❥❥❥❥
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✤ ,2 Densite´ des
caracte`res tempe´re´s
Les corps locaux dans §§4-5 sont suppose´s de caracte´ristique nulle.
Notations ge´ne´rales Sauf mention expresse du contraire, les notations seront celles de [31],
qui sont compatibles avec celles d’Arthur. Si V est un espace vectoriel, son dual est note´ V ∨ et
l’accouplement entre eux est de´signe´ par 〈vˇ, v〉 ou vˇ(v).
Remerciements Je remercie tre`s vivement J.-L. Waldpsurger pour ses remarques sur le ma-
nuscrit, ainsi que T. Ikeda, P. McNamara et P. Mezo pour des conversations utiles. Je remercie
aussi le referee pour ses conseils tre`s pertinents.
2 La formule de Plancherel
2.1 De´finitions de base
On vise a` e´tablir la formule de Plancherel pour les reveˆtements locaux. Le cas archime´dien
est de´ja` traite´ dans les travaux de Harish-Chandra [24]. On se limite au cas ou` F est un corps
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local non archime´dien. Notons q le cardinal du corps re´siduel de F . Nous suivrons l’approche
de Waldspurger [36] en mettant l’accent sur les e´nonce´s et les changements ne´cessaires pour
adapter ses preuves aux reveˆtements.
Soient m ∈ Z, m ≥ 1 et G un F -groupe re´ductif connexe. Conside´rons un reveˆtement a` m
feuillets
1→ µm → G˜ p→ G(F )→ 1.
Nous adoptons les conventions de [31] : les objets associe´s au reveˆtement sont affecte´s de ∼,
e.g. P˜ , x˜ ; les symboles sans ∼ de´signent leurs images par p. Une de´composition de Le´vi d’un
parabolique P s’e´crit toujours de la forme P =MU . On construira des objets associe´s a` G˜ ainsi
qu’a` ses sous-groupes de Le´vi ; on fera re´fe´rence au groupe en question en affectant les notations
d’exposant lorsqu’il convient de le faire.
Fixons un sous-groupe de Le´vi minimal M0 de G, un sous-groupe compact maximal spe´cial
K de G(F ) en bonne position relativement a` M0, et P0 ∈ P(M0). On de´finit ainsi les sous-
groupes de Le´vi ou paraboliques standards et semi-standards. La proposition suivante est aussi
valable pour le cas F archime´dien.
Proposition 2.1.1. Soient F un corps local, p : G˜ → G(F ) un reveˆtement a` m feuillets. Il
existe une famille de sous-groupes AM (F )
† de AM (F ), ou` M parcourt les sous-groupes de Le´vi
de G, telle que
1. AM (F )
† est ouvert et ferme´ dans AM (F ) d’indice fini ;
2. A˜M
†
:= p−1(AM (F )
†) est central dans M˜ ;
3. siM1,M2 sont des sous-groupes de Le´vi et yM1y
−1 =M2 ou` y ∈ G(F ), alors yAM1(F )†y−1 =
AM2(F )
† ;
4. soit L un Le´vi contenant M , alors AL(F )
† ⊂ AM (F )† ;
5. on pose
aM,F := HM (M(F )),
a˜M,F := HM (AM (F )),
a˜
†
M,F := HM (AM (F )
†),
alors a˜†L,F = a˜
†
M,F ∩ aL pour tout L ⊃M .
De´monstration. Indiquons une construction possible : posons AM (F )
† := AM (F )
m pour tout
Le´vi M . Alors on a a˜†M,F = m · a˜M,F . Soit L ⊃M , la proprie´te´ a˜†L,F = a˜†M,F ∩ aL re´sulte du fait
que a˜L,F = a˜M,F ∩ aL. Les autres proprie´te´s sont triviales.
En fait, on a de´ja` utilise´ une version moins pre´cise de ces sous-groupes dans [31]. Fixons une
telle famille de´sormais. Lorsque M =M0, on utilise les notations A0(F ), A0(F )
† et A˜0
†
.
Rappelons que dans [31] on a de´fini l’application de Harish-Chandra HG˜ : G˜ → aG par
HG˜ = HG ◦ p et G˜1 := Ker (HG˜) = p−1(G(F )1). Elle diffe`re de celle de [36] par un signe, mais
peu importe. Rappelons que, lorsque F est non archime´dien, on choisit la mesure de AG(F ) de
sorte que mes(AG(F ) ∩KerHG) = 1. On munit AG(F )† de la mesure induite de AG(F ).
Soit M un Le´vi de G. E´tant donne´ AM (F )
†, on de´finit
ιM := [AM (F ) : AM (F )
†]−1,(1)
5
alors pour toute fonction ϕ ∈ C∞c (G(F )) invariante par AM (F )†, l’inte´grale
ιM
∫
AM (F )†\G(F )
ϕ(x) dx
ne change pas si l’on remplace AM (F )
† par un sous-groupe d’indice fini AM (F )
‡. Si ϕ est
invariante par AM (F ), alors cette l’inte´grale est e´gale a`
∫
AM (F )\G(F )
ϕ(x) dx.
On pose
X(G˜) := Hom(G˜/G˜1,C×).
Selon nos de´finitions, X(G˜) s’identifie a` X(G). Il est muni d’une structure de varie´te´ alge´brique
complexe, isomorphe a` (C×)dimR aG , qui se de´duit de l’homomorphisme surjectif
a∗G,C → X(G)
qui envoie χ⊗s ∈ a∗G,C sur |χ(·)|s ; rappelons que a∗G,C = X∗(G)⊗ZC ou` X∗(G) := Hom(G,Gm).
Son noyau est de la forme 2πilog qL ou` L est un re´seau dans X
∗(G) ⊗Z Q. Cela permet de de´finir
la partie re´elle Re(χ) pour tout χ ∈ X(G). Notons ImX(G) := {χ ∈ X(G) : Re(χ) = 0}. On
de´finit ainsi ImX(G˜) = ImX(G).
Soit L un sous-groupe de aG, on pose L
∨ := Hom(L, 2πiZ) ⊂ ia∗G. Alors
ImX(G˜) = ia∗G/a
∨
G,F .
C’est un tore compact comme F est non archime´dien. Introduisons des mesures de Haar et des
constantes comme suit.
– On munit ImX(G˜) de la mesure de Haar de sorte que l’application quotient
ia∗G/a
∨
G,F → ia∗G/a˜∨G,F
pre´serve localement les mesures et que mes(ia∗G/a˜
∨
G,F ) = 1. Ceci est compatible avec la
convention dans [31, §2.5].
– Pour toutM ∈ L(M0), choisissons la mesure de Haar surM(F ) telle que mes(K∩M(F )) =
1. De tels choix sont invariants par WG0 .
– On munit M˜ de la mesure de Haar telle que mes(p−1(E)) = mes(E) pour tout E ⊂M(F )
mesurable. La meˆme convention s’applique aux groupes K˜, K˜ ∩ M˜ et A˜M
†
.
– Soit P =MU ∈ F(M0), on munit U(F ) de la mesure de Haar telle que mes(U(F )∩K) = 1.
On note P¯ =MU¯ l’oppose´ de P . Rappelons aussi que Harish-Chandra a de´fini la constante
positive
γ(P ) :=
∫
U¯(F )
δP (m(u¯)) du¯
ou` u¯ = u(u¯)m(u¯)k(u¯) selon la de´composition d’Iwasawa G(F ) = U(F )M(F )K. Elle est
proportionnelle a` la mesure de Haar sur U¯(F ), qui est de´ja` choisie. En fait, elle ne de´pend
que de G et M (cf. [36, p.240]), donc c’est loisible de la noter γ(G|M). On a la formule
d’inte´grale pour toute f ∈ Cc(G˜)
γ(G|M)
∫
G˜
f(x˜) dx˜ =
∫
U(F )
∫
M˜
∫
U¯(F )
δP (m)
−1f(um˜u¯) dudm˜ du¯.(2)
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On de´finit le sous-ensemble M˜0
+
(resp. A˜0
†,+
) comme l’image re´ciproque de
a+0 := {H ∈ a0 : ∀α ∈ ∆0, 〈α,H〉 ≥ 0}
par HM˜0 (resp. HM˜0 restreint a` A˜0
†
) ; ici on a change´ les notations de [36] afin d’alle´ger les
symboles. On en de´duit la de´composition suivante.
Proposition 2.1.2. Il existe un sous-ensemble fini Γ˜ de G˜ tel que
G˜ =
⊔
γ˜∈Γ˜
γ˜K˜M˜0
+
K˜.
De´monstration. Cela re´sulte de la de´composition correspondante G(F ) = KM+0 K, ou` M
+
0 est
l’image re´ciproque de a+0 par HM0 .
Enfin, on peut prendre une fonction hauteur ‖ · ‖G : G(F ) → {r ∈ R : r ≥ 1} adapte´e a`
K comme dans [36, p.242] et on pose ‖ · ‖G˜ := ‖p(·)‖G. Ceci joue le roˆle de la fonction ‖ · ‖
dans [36] qui intervient dans diverses majorations. Il convient aussi de conside´rer la fonction
σ(x˜) = σ(x) := sup{1, log ‖x‖}.
2.2 Repre´sentations
Soit P = MU un sous-groupe parabolique de G. Le scindage unipotent [31, §2.2] donne
une de´composition canonique P˜ = M˜U(F ). Cela permet de de´finir le foncteur d’induction
parabolique normalise´e
IP˜ (·) = IndG˜P˜ (δ
1/2
P ⊗ ·)
ou` δP signifie la fonction module de P (F ) compose´e avec p, ce qui est aussi la fonction module
de P˜ .
De meˆme, on sait de´finir le foncteur de Jacquet normalise´ : soit (π, V ) une repre´sentation
lisse de G˜, on note jP˜ : V → VP˜ le quotient maximal sur lequel U(F ) ope`re trivialement. On
obtient la repre´sentation lisse (πP˜ , VP˜ ) de M˜ en posant
πP˜ (m˜)jP˜ (v) = δP (m)
−1/2jP˜ (π(m˜)v), v ∈ V.
En outre, le groupe X(G˜) ope`re sur l’ensemble des classes repre´sentations lisses (resp. admis-
sibles, unitaires) par produit tensoriel. On peut ainsi de´velopper une the´orie de de´composition
de Bernstein comme le cas de groupes re´ductifs connexes. Ces foncteurs ont des proprie´te´s
alge´briques comme le cas de groupes re´ductifs connexes, par exemple le lemme ge´ome´trique de
Bernstein-Zelevinsky, l’admissibilite´ uniforme, la re´ciprocite´ de Frobenius et le second the´ore`me
d’adjonction, pour en citer quelques uns. Observons en passant que toutes ces ope´rations
pre´servent l’e´quivariance sous µm.
Au lieu de reproduire toutes les de´monstrations des assertions ci-dessus, c’est peut-eˆtre plus
raisonnable de les admettre comme les hypothe`ses. Donnons toutefois une esquisse.
– Le groupe topologique G˜ est un l-groupe au sens de [15, 1.1]. Il suffit que G˜ soit un
l-espace ; cela re´sulte du fait que G(F ) est un l-espace.
– De meˆme, G˜ est de´nombrable a` l’infini (c’est-a`-dire il est une re´union de´nombrable de
sous-ensembles compacts) d’apre`s la proprie´te´ correspondante de G(F ).
– Pour le lemme ge´ome´trique, on doit ve´rifier les conditions (1)-(4) et (⋆) dans [16, 5.1].
Pour cela, on utilise la de´composition de Le´vi sur le reveˆtement P˜ = M˜U(F ) et ses
conse´quence suivantes : l’action adjointe de M˜ sur U(F ) se factorise par p : M˜ →M(F ),
et l’action du groupe de Weyl WG0 sur les sous-groupes P˜ , M˜ , U(F ) ⊂ G˜ se de´duit de
celle sur P,M,U ⊂ G.
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Des cas spe´ciaux du lemme ge´ome´trique pour reveˆtements se trouvent dans [27, §I.2] et [22].
Passons maintenant a` l’aspect “analytique”. Le re´sultat suivant est important pour l’e´tude de
coefficients matriciels de modules de Jacquet, cf. [36, I.2]. Faute d’avoir une re´fe´rence convenable,
on en donnera aussi une de´monstration.
Proposition 2.2.1. Soit V un sous-espace de dimension finie de C∞(A˜G
†
) stable par la
repre´sentation re´gulie`re a` droite de A˜G
†
, note´e ρ. Alors il existe un sous-ensemble fini X de
Hom(A˜G
†
,C×) et un entier d ≥ 0, tels que pour tout χ ∈ X et tout f ∈ V , il existe un polynoˆme
Pχ,f sur aG, degPχ,f ≤ d, tel que
f(a˜) =
∑
χ∈X
χ(a˜)Pχ,f (HG(a)), a˜ ∈ A˜G
†
.
Si l’on prend X minimal ve´rifiant les proprie´te´s ci-dessus pour tout f , alors pour tout χ ∈ X ,
les fonctions a˜ 7→ χ(a˜) et a˜ 7→ χ(a˜)Pχ,f (HM (a)) sont dans V .
De´monstration. Prenons d = dimV . La finitude de dimV et la commutativite´ de A˜G
†
donnent
une de´composition finie V =
⊕
χ∈X Vχ, stable par ρ, ou`
Vχ =
⋂
a˜∈A˜G
†
Ker (ρ(a˜)− χ(a˜))d.
On se rame`ne ainsi au cas ou` X = {χ} est un singleton. En multipliant les e´le´ments de
Vχ par a˜ 7→ χ(a˜)−1, on peut supposer de plus que χ = 1. Soit f ∈ V1. Comme ρ(a˜) agit sur
V1 comme une matrice unipotente pour tout a˜, la fonction f se factorise par le sous-groupe
compact A˜G
† ∩ G˜1. Alors l’e´quation
(ρ(a˜)− id)df = 0, a˜ ∈ A˜G
†
devient un syste`me de suites re´currentes line´aires sur le re´seau a˜G,F ⊂ aG, et l’assertion en
de´coule.
De´finition 2.2.2. Soient (π, V ) une repre´sentation admissible de G˜ et χ ∈ Hom(A˜G
†
,C×).
De´finissons
Vχ =
v ∈ V : ∃d, v ∈
⋂
a˜∈A˜G
†
Ker (π(a˜)− χ(a˜))d
 .
On a alors V =
⊕
χ Vχ. De´finissons l’ensemble des exposants de (π, V ) par
Exp(π) := {χ ∈ Hom(A˜G
†
,C×) : Vχ 6= 0}.
Remarque 2.2.3. Soit χ ∈ Exp(π). On peut ve´rifier aise´ment que Reχ est un objet “infinitesi-
mal” : il ne change pas si l’on remplace AG(F )
† par un sous-groupe ouvert d’indice fini AG(F )
‡
et remplace χ par sa restriction a` A˜G
‡
.
Posons Clisse(G˜) l’espace de fonctions sur G˜ bi-invariantes par un sous-groupe ouvert et
compact. Il y a deux repre´sentations ρ, λ de G˜ sur cet espace, de´finies par
(ρ(x˜)f)(y˜) = f(y˜x˜),
(λ(x˜)f)(y˜) = f(x˜−1y˜).
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Soit (π, V ) une repre´sentation admissible de G˜. Notons (πˇ, Vˇ ) sa contragre´diente. Soient
v ∈ V , vˇ ∈ Vˇ . On de´finit le coefficient matriciel comme l’e´le´ment de Clisse(G˜)
x˜ 7→ 〈π(x˜)v, vˇ〉.
Notons A(π) la sous-repre´sentation de Clisse(G˜) (par ρ et λ) engendre´e par tous les coeffi-
cients de π, et posons
A(G˜) =
∑
π
A(π) =
⋃
π
A(π).
Soit P =MU un sous-groupe parabolique de G. On dispose de l’application terme constant
le long de P˜ , cf. [36, I.6.2]
A(G˜)→ A(M˜),
f 7→ fP˜ .
La fonction fP˜ est caracte´rise´e par la proprie´te´ suivante. Pour tout m˜ ∈ M˜ , il existe ǫ > 0 tel
que, si a˜ ∈ A˜M
†
et |α(a)|F < ǫ pour tout α ∈ ΣP , alors
(δ
−1/2
P f)(m˜a˜) = fP˜ (m˜a˜).(3)
La de´monstration est base´e sur un the´ore`me de Casselman [36, I.4.1], la preuve-la` s’adapte
aux reveˆtements a` l’aide de la Proposition 2.1.2.
2.3 Fonctions de Schwartz-Harish-Chandra
Introduisons la fonction ΞG de Harish-Chandra sur G(F ). Rappelons que ΞG est de´finie
comme un coefficient matriciel de l’induction parabolique normalise´e de la repre´sentation triviale
de P˜0. On pose simplement
ΞG˜ := ΞG ◦ p.
Cette fonction ve´rifie des majorations lie´es a` ‖ · ‖ et σ, cf. [36, II]. De meˆme, les re´sultats
d’inte´grabilite´ de [36, II] demeurent valables pour G˜, ce qui justifie toutes les inte´grales que l’on
conside´rera.
Soit P ∈ F(M0). On note
+aG∗P :=
∑
α∈∆P
R>0 · α
et on note +a¯G∗P son adhe´rence.
Proposition 2.3.1 (Cf. [36, III.1.1]). Soit (π, V ) une repre´sentation admissible de G˜ admettant
un caracte`re central unitaire. Les conditions suivantes sont e´quivalentes.
1. Les valeurs absolues des coefficients de π sont de carre´s inte´grables sur G˜/A˜G
†
.
2. Pour tout parabolique semi-standard P =MU et tout χ ∈ Exp(πP˜ ), on a Reχ ∈ +aG∗P .
3. Pour tout parabolique standard propre maximal P = MU et tout χ ∈ Exp(πP˜ ), on a
Reχ ∈ +aG∗P .
Supposons ve´rifie´es ces conditions et soit f ∈ A(π). Pour tout r ∈ R, il existe c > 0 tel que
|f(x˜)| ≤ cΞ(x)(1 + σ(x))−r, x˜ ∈ G˜.(4)
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On appelle une telle repre´sentation de carre´ inte´grable modulo le centre, ou bien L2 modulo
le centre. Si (π, V ) est de carre´ inte´grable modulo le centre, on de´finit son degre´ formel comme
la constante positive d(π) telle que
ιG
∫
A˜G
†
\G˜
〈π(x˜)v, vˇ〉〈v′, π∨(x˜)vˇ′〉dx˜ = d(π)−1〈v, vˇ′〉〈v′, vˇ〉, v, v′ ∈ V, vˇ, vˇ′ ∈ V ∨.
Remarquons que d(π) de´pend de la mesure de Haar sur G˜ mais pas du choix de AG(F )
†.
De´finissons des versions dites faibles de Clisse(G˜) et A(G˜) comme suit.
Cwlisse(G˜) := {f ∈ Clisse(G˜) : ∃c, r tels que (4) est ve´rifie´ },
Aw(G˜) := A(G˜) ∩ Cwlisse(G˜).
Soit (π, V ) une repre´sentation admissible de G˜. On dit que (π, V ) est tempe´re´e si A(π) ⊂
Aw(G˜). Les repre´sentations de carre´ inte´grable modulo le centre sont tempe´re´es. Un fait impor-
tant est
Aw(G˜) =
⋃
π:tempe´re´e
A(π) =
∑
π:tempe´re´e
A(π).
Proposition 2.3.2. Soit (π, V ) une repre´sentation admissible de G˜. Les conditions suivantes
sont e´quivalentes.
1. (π, V ) est tempe´re´e.
2. Pour tout parabolique semi-standard P =MU et tout χ ∈ Exp(πP˜ ), on a Reχ ∈ +a¯G∗P .
3. Pour tout parabolique standard propre maximal P = MU et tout χ ∈ Exp(πP˜ ), on a
Reχ ∈ +a¯G∗P .
En re´sume´, nous avons de´fini les ensembles
Π2(M˜ ) ⊂ Πtemp(M˜ ) ⊂ Πunit(M˜ ) ⊂ Π(M˜ )
qui de´signent les ensembles de classes d’e´quivalences de repre´sentations de carre´ inte´grable mo-
dulo le centre, tempe´re´es, unitaires et admissibles irre´ductibles de M˜ , respectivement. On peut
aussi conside´rer l’e´quivariance sous µm et introduire les sous-ensembles Π2,−(M˜), Πtemp,-(M˜),
etc.
Soient r ∈ R et f ∈ Clisse(G˜). On de´finit
νr(f) := sup
x˜∈G˜
(|f(x˜)|Ξ(x)−1(1 + σ(x))r) .
SoitH ⊂ G˜ un sous-groupe ouvert compact. Notons CH l’espace des fonctions f bi-invariantes
par H telles que νr(f) est fini pour tout r ∈ R. Les semi-normes νr de´finissent une topologie
sur CH . On pose C(G˜) =
⋃
H CH , muni de la topologie lim−→. C’est une alge`bre pour le produit de
convolution, qui est se´pare´ment continu. Les e´le´ments de C(G˜) s’appellent aussi les fonctions de
Schwartz-Harish-Chandra. L’application G˜×G˜×C(G˜)→ C(G˜) de´finie par (x˜, y˜, f) 7→ ρ(x˜)λ(y˜)f
est continue.
Si (π, V ) ∈ Πtemp(G˜) et f ∈ C(G˜), on peut de´finir l’ope´rateur π(f) de sorte que
〈π(f)v, vˇ〉 =
∫
G˜
f(x˜)〈π(x˜)v, vˇ〉dx˜, v ∈ V, vˇ ∈ Vˇ .
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Alors f 7→ π(f) est un homomorphisme d’alge`bres. Pour tout f , l’ope´rateur π(f) est de rang
fini et on peut de´finir la fonctionnelle line´aire continue f 7→ Θπ(f) := trπ(f), i.e. le caracte`re
de π.
Citons deux variantes faibles des constructions pre´ce´dentes. Soit (π, V ) ∈ Πtemp(G˜). Soit
P =MU ∈ F(M0), alors le module de Jacquet admet une de´composition canonique.
(πP˜ , VP˜ ) = (π
w
P˜
, V w
P˜
)⊕ (π+
P˜
, V +
P˜
)
ou` V w
P˜
se constitue des Vχ avec Reχ = 0, et V
+
P˜
se constitue du reste. Alors (πw
P˜
, V w
P˜
) est
tempe´re´e, cf. [36, III.3.1]. La re´ciprocite´ de Frobenius demeure valable dans la cate´gorie des
repre´sentations tempe´re´es admissibles si l’on remplace le foncteur π 7→ πP˜ par π 7→ πwP˜ .
On dispose de l’application terme constant faible le long de P˜ , analogue de (3)
Aw(G˜)→ Aw(M˜ ),
f 7→ fw
P˜
.
La fonction fw
P˜
est caracte´rise´e par la proprie´te´ suivante. Pour tout m˜ ∈ M˜ , on a
lim
a˜
P
→∞
(δ
−1/2
P f)(m˜a˜)− fwP˜ (m˜a˜) = 0.(5)
ou` la limite signifie que a˜ ∈ A˜M
†
et −HM(a) tend vers l’infini dans un coˆne ouvert strictement
contenu dans celui de´termine´ par ∆P , cf [36, III.5].
On de´finit la fonction fw,Ind
P˜
: G˜× G˜→ Aw(M˜ ) en posant
fw,Ind
P˜
(x˜, y˜) = (ρ(x˜)λ(y˜)f)w
P˜
.(6)
2.4 Ope´rateurs d’entrelacement
Le tore complexe X(G˜) ope`re sur Π(G˜) par (χ, ω) 7→ ω⊗χ, ou` χ ∈ X(G˜) et ω ∈ Π(G˜). Si χ
est l’image de λ ∈ a∗G,C, on e´crit aussi πλ := π ⊗ χ. L’action induite du tore compact ImX(G˜)
pre´serve Π2(G˜). Pour toute orbite O sous ImX(G˜), on peut choisir un point base ω ∈ O et
munir O de la structure de varie´te´ C∞ par l’application
ImX(G˜)/StabImX(G˜)(ω)
∼→ O.
χ 7→ ω ⊗ χ.
Le stabilisateur StabImX(G˜)(ω) est fini. De fac¸on analogue, pour l’action de X(G˜) on de´finit
l’orbite OC qui est une varie´te´ alge´brique complexe. Ainsi, on peut parler de fonctions C∞,
re´gulie`res ou rationnelles sur OC. Ces notions ne de´pendent pas du choix du point base ω.
Soient M ∈ L(M0), P = MU et P ′ = MU ′ dans P(M). Soient (π, V ) une repre´sentation
admissible de M˜ , f ∈ IP˜V , x˜ ∈ G˜. On dit que l’inte´grale
(JP˜ ′|P˜ (π)f)(x˜) =
∫
(U∩U ′)(F )\U ′(F )
f(u′x˜) du′
est absolument convergente, e´gale a` v ∈ V , si pour tout vˇ ∈ Vˇ l’inte´grale∫
(U∩U ′)(F )\U ′(F )
〈f(u′x˜), vˇ〉du′
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est absolument convergente et e´gale a` 〈v, vˇ〉. Si (JP˜ ′|P˜ (π)f)(x˜) est absolument convergent pour
tous f et x˜, on dit que JP˜ ′|P˜ (π) est de´fini par des inte´grales convergentes, et il de´finit un
ope´rateur d’entrelacement IP˜ (π)→ IP˜ ′(π).
On peut identifier IP˜ (V ) a` l’induction IndK˜K˜∩P˜ (V ) par restriction sur K˜. Lorsque π varie
dans OC, cet espace ne change pas. En introduisant les C[M˜/M˜1]-familles de repre´sentations
(cf. [36, I.5]), on peut parler des familles d’ope´rateurs IP˜ (π)→ IP˜ ′(π) re´gulie`res ou rationnelles,
ou` π ∈ OC, voir [36, IV.1].
Soient P ∈ P(M) et α ∈ ΣP , la coracine α∨ ∈ aM peut eˆtre de´finie en choisissant un
parabolique minimal P0 ⊂ P et en restreignant α∨ ∈ ∆∨0 a` aM . On voit qu’elle est inde´pendante
de P0.
Nous renvoyons le lecteur a` [36, IV.1] pour les re´sultats suivants dans le cas des groupes
re´ductifs connexes.
The´ore`me 2.4.1. Soit (π, V ) une repre´sentation admissible de longueur finie de M˜ . Alors il
existe R ∈ R tel que si 〈Re(χ), α∨〉 > R pour tout α ∈ ΣP ∩ ΣP¯ ′, alors JP˜ ′|P˜ (π ⊗ χ) est de´fini
par des inte´grales convergentes. L’ope´rateur JP˜ ′|P˜ (π ⊗ χ) de´fini pour de tels π ⊗ χ se prolonge
en un ope´rateur rationnel sur OC.
Si (π, V ) est tempe´re´e, alors JP˜ ′|P˜ (π ⊗ χ) est de´fini par des inte´grales convergentes pourvu
que 〈Reχ,α∨〉 > 0 pour tout α ∈ ΣredP ∩ ΣredP¯ ′ .
Posons d(P ′, P ) := |ΣredP ′ ∩ ΣredP¯ |.
Proposition 2.4.2. Soit (π, V ) une repre´sentation admissible de longueur finie de M˜ . Alors
1. JP˜ ′|P˜ (π)
∨ = JP˜ |P˜ ′(πˇ), ou` ∨ signifie l’ope´rateur dual ;
2. JP˜ ′|P˜ (π) = JP˜ ′|P˜ ′′(π)JP˜ ′′|P˜ (π) si P
′′ ∈ P(M) et d(P ′, P ) = d(P ′, P ′′) + d(P ′′, P ) ;
3. soit P ′′ =M ′′U ′′ ∈ F(M0) contenant P et P ′, on fait les identifications
IP˜ (π) = IP˜ ′′IM˜
′′
P˜∩M˜ ′′
(π),
IP˜ ′(π) = IP˜ ′′IM˜
′′
P˜ ′∩M˜ ′′
(π),
alors J G˜
P˜ ′|P˜
(π) est l’ope´rateur de´duit de JM˜
′′
P˜ ′∩M˜ ′′|P˜∩M˜ ′′
(π) par le foncteur IP˜ ′′(·) ;
4. soient w ∈WG0 et w˜ ∈ K˜ un repre´sentant, alors
JwP˜ ′|wP˜ (w˜π) = A(w˜)JP˜ ′|P˜ (π)A(w˜)
−1
ou` A(w˜) : IP˜ (π)
∼→ IwP˜ (w˜π) (ou avec P ′ au lieu de P ) est la translation ϕ(·) 7→ ϕ(w˜−1·).
Supposons maintenant que π ∈ Π2(M˜), son orbite sous X(M˜ ) est note´e OC. On dit qu’un
e´le´ment dans OC est G˜-re´gulier si son stabilisateur dans WG(M) est trivial. De tel e´le´ments
forment un ouvert de Zariski dense dans OC.
Montrons qu’il existe un ouvert dense de Zariski dans OC tel que pour tout π′ dedans, IP˜ (π′)
est irre´ductible pour tout P ∈ P(M). En effet, il suffit de montrer que Hom(IP˜ (π),IP˜ (π)) = C
lorsque π est G-re´gulier, car IP˜ (π) est unitaire de longueur finie. Or cela re´sulte imme´diatement
de la re´ciprocite´ de Frobenius et du lemme ge´ome´trique de Bernstein-Zelevinsky.
Graˆce au The´ore`me 2.4.1 et Proposition 2.4.2, on montre (cf. [36, IV.3]) qu’il existe une
fonction rationnelle j sur OC telle que
J
P˜ | ˜¯P
(π′)J ˜¯P |P˜ (π
′) = j(π′), π′ ∈ OC, P ∈ P(M).
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Notons ΣredM l’ensemble des racines re´duites de AM . A` chaque α ∈ ΣredM est associe´ un sous-
groupe de Le´viMα contenantM tel que Σ
Mα,red
M = {α}. Notons jα la fonction rationnelle de´finie
en remplac¸ant G˜ par M˜α. On a alors
j =
∏
α∈ΣredM /±
jα,
ou` α parcourt ΣredM a` signe pre`s. De´finissons la fonction µ sur OC par
µ := j−1.(7)
Pour α ∈ ΣredM , on note µα la fonction de´finie en remplac¸ant G˜ par M˜α.
Proposition 2.4.3 (Cf. [36, IV.3]). La fonction µ est rationnelle sur OC. Elle est re´gulie`re et
re´elle non ne´gative sur O. On a
µ =
∏
α∈ΣredM /±
µα.
De plus, µ est invariante par WG0 et par passage a` la contragre´diente π 7→ πˇ.
Remarque 2.4.4. Soit α ∈ ∆P . On note rα le plus petit rationnel positif tel que rα ·α∨ ∈ aG,F .
On note
αˇ := rαα
∨.(8)
Supposons choisi un point base π dans OC. On pose P ′ := P¯ , alors les fonctions λ 7→
JP˜ ′|P˜ (πλ) et λ 7→ µ(πλ), ou` λ ∈ a∗M,C, sont rationnelles en les variables {q−〈λ,αˇ〉 : α ∈ ∆P }.
Cette proprie´te´ est implicite dans la preuve de la rationalite´ des ope´rateurs d’entrelacement [36,
p.278].
2.5 Coefficients d’induites et la fonction c
Fixons toujours M ∈ L(M0). Soient P ∈ P(M), (ω,E) ∈ O. Posons
L(ω, P˜ ) = IG˜×G˜
P˜×P˜
(E ⊠ Eˇ)
= IP˜ (E)⊠ IP˜ (E)∨ →֒ End(IP˜E).
Ici ⊠ de´signe le produit tensoriel exte´rieur de repre´sentations, par exemple E ⊠ Eˇ est l’espace
vectoriel E⊗ Eˇ conside´re´ comme une repre´sentation de M˜×M˜ , et ainsi de suite. Le reveˆtement
G˜× G˜→ G(F )×G(F ) n’appartient pas rigoureusement a` notre classe car son noyau n’est pas
cyclique, mais peu importe.
Pour v ⊗ vˇ ∈ L(ω, P˜ ), on peut de´finir le coefficient
EG˜
P˜
(v ⊗ vˇ) : x˜ 7→ 〈ω(x˜)v, vˇ〉.
Ceci induit une application line´aire EG˜
P˜
: L(ω, P˜ ) → Clisse(G˜). Plus ge´ne´ralement, soient P ′ =
M ′U ′ ∈ F(M0) tel que M ′ ⊃M et P ∈ PM ′(M), posons
EP˜
′
P˜
: IG˜×G˜
P˜ ′× ˜¯P ′
LM˜
′
(ω, P˜ )→ IG˜×G˜
P˜ ′× ˜¯P ′
Clisse(M˜
′)
l’application qui se de´duit de EM˜
′
P˜
par fonctorialite´.
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Soient M,M ′ ∈ L(M0). Posons
W(M ′|G|M) := {w ∈WG0 : wM ⊂M ′},
W(M |G) :=W(M |G|M),
W (M ′|G|M) := WM ′0 \W(M ′|G|M).
Ces ensembles sont e´ventuellement vides. Ils ope`rent sur des paraboliques par conjugaison.
Dans ce qui suit il convient de fixer des repre´sentants dans K˜ de ces ensembles. Ne´anmoins, les
re´sultats ulte´rieurs seront inde´pendants des choix. Soient s ∈ K˜ un repre´sentant d’un e´le´ment
dans WG0 et ω une repre´sentation de M˜ , on note sω la repre´sentation de sM˜ obtenue par
transport de structure. Elle est inde´pendante du choix du repre´sentant a` isomorphisme pre`s.
Pour P ∈ P(M), s ∈ W(M ′|G|M), de´finissons
Ps := (M
′ ∩ sP )U ′,
P ⋄s := (M
′ ∩ sP )U¯ ′
Notons λ(s) : IP˜ (ω) 7→ IsP˜ (sω) la translation a` gauche par s en se rappelant que I˜G˜P˜ (ω) est
un espace de fonctions sur G˜. Vu les identifications
IP˜ ′IM˜
′
M˜ ′∩sP˜
= IP˜s ,
I ˜¯P ′IM˜
′
M˜ ′∩sP˜
= IP˜ ⋄s ,
on de´finit
cP˜ ′|P˜ (s, ω) : L(ω, P˜ )→ IG˜×G˜P˜ ′× ˜¯P ′L
M˜ ′(sω, M˜ ′ ∩ sP˜ ),
v ⊗ vˇ 7→ γ(G|M ′)−1
(
JP˜s|sP˜ (sω)λ(s)v ⊗ JP˜ ⋄s |sP˜ (sωˇ)λ(s)vˇ
)
.
The´ore`me 2.5.1. Fixons P ∈ P(M), P ′ ∈ P(M ′) et O une ImX(M˜ )-orbite contenant une
repre´sentation de carre´ inte´grable modulo le centre. Soient ω ∈ O un e´le´ment G˜-re´gulier et
ψ ∈ L(ω, P˜ ), alors
(EG˜
P˜
ψ)Ind,w
P˜ ′
=
∑
s∈W (M ′|G|M)
EP˜
′
M˜∩sP˜
(cP˜ ′|P˜ (s, ω)ψ).
Rappelons (6) pour la de´finition de (· · · )Ind,w
P˜ ′
. Il faut aussi des fonctions auxiliaires. Soient
M ∈ L(M0), ω ∈ O une ImX(M˜)-orbite contenant une repre´sentation de carre´ inte´grable
modulo le centre, P,P ′ ∈ P(M) et s ∈ W(G|M). De´finissons
◦cP˜ ′|P˜ (s, ω) := cP˜ ′|P˜ (1, sω)
−1cP˜ ′|P˜ (s, ω) ∈ HomG˜×G˜(L(ω, P˜ ), L(sω, P˜ )).
Les ope´rateurs cP˜ ′|P˜ (1, sω)
−1, cP˜ ′|P˜ (s, ω) et
◦cP˜ ′|P˜ (s, ω) sont de´finis comme des fonctions
rationnelles en ω ∈ OC, puisque les ope´rateurs d’entrelacement le sont. On peut ainsi parler de
la re´gularite´ de ces ope´rateurs sur O ; cf. [36, V.1].
Proposition 2.5.2. L’application ω 7→ ◦cP˜ ′|P˜ (s, ω) est re´gulie`re sur O. Pour tout ω ∈ O,
l’ope´rateur ◦cP˜ ′|P˜ (s, ω) est unitaire. On a
EG˜
P˜ ′
(◦cP˜ ′|P˜ (s, ω)ψ) = E
G˜
P˜
(ψ)
pour tout ψ ∈ L(ω, P˜ ).
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2.6 E´nonce´ de la formule de Plancherel
Conside´rons un parabolique P = MU ∈ F(M0). Soit O une ImX(M˜ )-orbite rencontrant
Π2(M˜). Soient (ω,E), (ω
′, E′) ∈ O tels que ω ≃ ω′. Alors les espaces IG˜×G˜
P˜×P˜
(E⊠Eˇ) et IG˜×G˜
P˜×P˜
(E′⊠
Eˇ′) sont canoniquement isomorphes : l’isomorphisme e´tant induit d’un isomorphisme ω
∼→ ω′
quelconque et de son dual.
De´finissons C∞(O, P˜ ) comme l’espace des fonctions ψ : ω → ψω ∈ L(ω, P˜ ) respectant les
isomorphismes ci-dessus, telles que ψ est C∞ sur O. Rappelons que l’espace de L(ω, P˜ ) ne
change pas lorsque ω varie dans O, pourvu que l’on le re´alise comme un espace de fonctions
sur K˜ × K˜ ; notons-le LK˜(O). Si H est un sous-groupe ouvert compact de G˜, LK˜(O)H×H est
de dimension finie. Comme ImX(M˜ ) est compact, C∞(ImX(M˜ )) est muni de la famille des
semi-normes ‖ϕ‖D := sup |Dϕ|, ou` D parcourt les ope´rateurs diffe´rentiels sur ImX(M˜ ). Donc
l’espace
C∞(ImX(M˜ ))⊗ LK˜(O)H×H
est muni d’une topologie canonique. Il contient C∞(O, P˜ )H×H comme un sous-espace ferme´.
On munit C∞(O, P˜ ) de la topologie lim−→ en variant H.
Proposition 2.6.1 (Cf. [36, VI.2.1]). Soit ψ ∈ C∞(O, P˜ ), alors
1. pour tout x˜ ∈ G˜, la fonction ω 7→ (EG˜
P˜
ψω)(x˜) est C
∞ sur O ;
2. pour tout P ′ = M ′U ′ ∈ F(M0) et m˜′ ∈ M˜ ′, les fonctions ω 7→ (EG˜P˜ ψω)P˜ ′(m˜′) et ω 7→
(EG˜
P˜
ψω)
w
P˜ ′
(m˜′) sont C∞ sur O.
C’est donc loisible de poser pour ψ ∈ C∞(O, P˜ ),
fψ(x˜) =
∫
O
µ(ω)(EG˜
P˜
ψω)(x˜) dω, x˜ ∈ G˜,
ou` O est muni de la mesure telle que ImX(M˜ )→ O pre´serve localement les mesures.
Proposition 2.6.2 (Cf. [36, VI.3.1]). L’application ψ 7→ fψ est une application line´aire continue
de C∞(O, P˜ ) sur C(G˜).
On fait varier les (O, P˜ ). Notons Θ l’ensemble des paires (O, P ) ou` P =MU ∈ F(M0) et O
est comme ci-dessus. Posons C∞(Θ) :=
⊕
(O,P )∈ΘC
∞(O, P˜ ). On e´crit un e´le´ment ψ de C∞(Θ)
sous la forme ψ = (ψ[O, P ])O,P . On de´finit l’application κ : C∞(Θ)→ C(G˜) par
κ(ψ) =
∑
(O,P )∈Θ
γ(G|M)|WM0 ||WG0 |−1|P(M)|−1fψ[O,P ].
On note C∞(Θ)inv le sous-espace de C∞(Θ) des e´le´ments ψ tels que
ψ[sO, P ′]sω = ◦cP˜ ′|P˜ (s, ω)ψ[O, P ]ω
pour tout (O, P ) ∈ Θ et tout P ′. On de´finit la projection prinv : C∞(Θ)→ C∞(Θ)inv par
(prinvψ)[O, P ]ω = |WG0 |−1|P(M)|−1
∑
s∈WG0
∑
P ′∈P(sM)
◦cP˜ ′|P˜ (s, ω)
−1ψ[sO, P ′]sω.
Un fait important est que κ se factorise par prinv ; on utilise toujours le symbole κ pour
l’application C∞(Θ)inv → C(G˜). Voir [36, VI.3.2].
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L’e´tape suivante est de de´finir l’inverse de κ. Soit f ∈ C(G˜), notons fˇ la fonction x˜ 7→
f(x˜−1). Alors fˇ ∈ C(G˜). Soient M ∈ L(M0) et P ∈ P(M). Soit (ω,E) ∈ Π2(M˜), notons
(π, V ) := IP˜ (ω,E) et
fˆ(ω, P˜ ) := d(ω)π(fˇ ).
On ve´rifie que fˆ(ω, P˜ ) ∈ L(ω, P˜ ) comme dans [36, VII.1]. Soit (O, P ) ∈ Θ, on obtient ainsi
une fonction ψf [O, P ] sur O par ψf [O, P ]ω = fˆ(ω,P ), pour tout ω ∈ O.
Proposition 2.6.3. Pour tout (O, P ) ∈ Θ, l’application f 7→ ψf [O, P ] de´finit une application
line´aire continue C(G˜)→ C∞(O, P˜ ).
On arrive a` l’e´nonce´ de la formule de Plancherel.
The´ore`me 2.6.4. L’application f 7→ ψf [O, P ] induit une application C(G˜) → C∞(Θ)inv. Elle
est l’inverse bilate´ral de κ. En particulier, κ est un isomorphisme.
Pour (O, P ) ∈ Θ et ω ∈ O, on note ΘG˜ω le caracte`re de IP˜ (ω).
Corollaire 2.6.5. Soit f ∈ C(G˜), alors
f(1) =
∑
(O,P )∈Θ
γ(G|M)|WM0 ||WG0 |−1|P(M)|−1
∫
O
d(ω)µ(ω)ΘG˜ω (fˇ) dω,
=
∑
M∈L(M0)
γ(G|M)|WM0 ||WG0 |−1
∫
Π2(M˜ )
d(ω)µ(ω)ΘG˜ω (fˇ) dω.
Remarque 2.6.6. Afin de se de´barrasser de tout souci de mesures, ve´rifions la de´pendance de
ladite formule sur des divers choix. Fixons (O, P ) ∈ Θ avec P =MU .
– Le degre´ formel d(ω) pour ω ∈ O est inversement proportionnelle a` la mesure dm sur M˜ .
– D’apre`s la de´finition des ope´rateur d’entrelacement, la fonction µ est proportionnelle a`
( du¯du)−1 ou` du (resp, du¯) de´signe la mesure sur U(F ) (resp. U¯(F )).
– ΘG˜ω (f) est proportionnel a` la mesure dg sur G˜.
– γ(G|M) est proportionnel a` du¯dm du( dg)−1 pourvu que γ(G|M) soit de´fini par la formule
(2) dans §2.1.
– Il n’y a aucune de´pendance du choix de AM (F )
†.
Par conse´quent, le produit indexe´ par (O, P ) dans le Corollaire 2.6.5 est inde´pendant de
tout choix. Cela nous permettra de varier certains choix de mesures dans §5.
3 Normalisation des ope´rateurs d’entrelacement
On se place toujours dans le cadre d’un reveˆtement local
1→ µm → G˜ p→ G(F )→ 1,
ou` F est un corps local et G est un F -groupe re´ductif connexe. On fixe un sous-groupe de
Le´vi minimal M0 et un sous-groupe compact maximal spe´cial K de G(F ) en bonne position
relativement a` M0. On a les ensembles Π(M˜ ), Πtemp(M˜), Π2(M˜) de classes d’e´quivalence des
repre´sentations irre´ductibles de M˜ ; ils sont de´fini dans §2 lorsque F est non archime´dien, dans
le cas F archime´dien leurs de´finitions sont bien connues. En rajoutant l’e´quivariance sous µm,
on de´finit leurs variantes spe´cifiques Π−(M˜), Πtemp,−(M˜), Π2,−(M˜ ), etc.
Nous avons pre´cise´ les choix de mesures dans le cas non archime´dien. Pour le cas archime´dien,
nous suivons le choix fait dans [7] qui sera rappele´ dans §3.2.
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3.1 Facteurs normalisants
SoitM ∈ L(M0). Rappelons que, pour tout corps local F , on peut de´finir le groupeX(M˜ ) :=
Hom(M˜/M˜1,C×) et son sous-groupe ImX(M˜ ). Ces groupes ope`rent sur Π(M˜). Les X(M˜ )-
orbites admettent une structure de varie´te´ complexe alge´brique via la surjection canonique
a∗M,C ։ X(M˜ ). Soit π ∈ M˜ , l’action de X(M˜ ) s’e´crit sous la forme habituelle (π, χ) 7→ π ⊗ χ
avec χ ∈ X(M˜), ou (π, λ) 7→ πλ avec λ ∈ a∗M,C. Si F est archime´dien, l’action de a∗M,C est libre
et tout e´le´ment de Π2(M˜) admet une e´criture unique πλ avec π ∈ Π2(M˜1) et λ ∈ ia∗M .
De´finition 3.1.1 (cf. [7, §2] et [10, §2]). Soient M ∈ L(M0) et OC une X(M˜ )-orbite dans
Π(M˜ ). On dit qu’une famille de fonctions me´romorphes sur OC
rL˜
P˜ ′|P˜
(π), L ∈ L(M), P, P ′ ∈ PL(M), π ∈ OC
est une famille de facteurs normalisants si elle satisfait aux conditions suivantes. Posons d’abord
RL˜
P˜ ′|P˜
(π) := rL˜
P˜ ′|P˜
(π)−1J L˜
P˜ ′|P˜
(π).
(R1) Pour tous P,P ′, P ′′ ∈ PL(M), on a RL˜
P˜ ′′|P˜
(π) = RL˜
P˜ ′′|P˜ ′
(π)RL˜
P˜ ′|P˜
(π).
(R2) Si π est unitaire, alors
RL˜
P˜ ′|P˜
(πλ)
∗ = RL˜
P˜ |P˜ ′
(π−λ¯), λ ∈ a∗M,C.
En particulier, RL˜
P˜ ′|P˜
(π) est un ope´rateur unitaire.
(R3) Cette famille est compatible au transport de structure par le groupe de Weyl, au sens
suivant
RL˜
wP˜ ′|wP˜
(w˜π) = A(w˜)RL˜
P˜ ′|P˜
(π)A(w˜)−1
ou` w ∈WL0 et w˜ ∈ K˜ est un repre´sentant, cf. la Proposition 2.4.2.
(R4) Avec les notations dans §2.4, on a
rL˜
P˜ ′|P˜
(π) =
∏
α∈(ΣL
P ′
)red∩(ΣL
P¯
)red
rM˜α˜¯Pα|P˜α
(π),
ou` Pα := P ∩Mα.
(R5) Soit P ′′ = M ′′U ′′ ∈ FL(M0) contenant P et P ′, alors RL˜P˜ ′|P˜ (π) est l’ope´rateur de´duit de
RM˜
′′
P˜ ′∩M˜ ′′|P˜∩M˜ ′′
(π) par le foncteur I L˜
P˜ ′′
(·).
(R6) Si F est archime´dien, les coefficients K˜∩L˜-finis deRL˜
P˜ ′|P˜
(πλ) sont des fonctions rationnelles
en 〈λ, α∨〉 ou` α ∈ ∆LP . Si F est non archime´dien, notons q le cardinal du corps re´siduel
de q, alors rL˜
P˜ ′|P˜
(πλ) est une fonction rationnelle en les variables q
−〈λ,αˇ〉, ou` α ∈ ∆LP et
αˇ ∈ Q>0 · α∨ est de´fini dans (8) ; donc les coefficients de RL˜P˜ ′|P˜ (πλ) le sont aussi.
(R7) Si π est tempe´re´e, λ 7→ rP˜ ′|P˜ (πλ) n’a ni ze´ros ni poˆles lorsque 〈Reλ, α∨〉 > 0 pour tout
α ∈ ∆LP .
(R8) Si F est archime´dien, π ∈ Πtemp(M˜1) et λ ∈ ia∗M , on pose
qL˜
P˜ ′|P˜
(πλ) :=
∏
α∈(ΣL
P ′
)red∩(ΣL
P¯
)red
〈λ, α∨〉nα
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ou` nα est l’ordre du poˆle de λ 7→ rα(πλ) en λ = 0. Alors pour tout ope´rateur diffe´rentiel
invariant D sur ia∗M , il existe des constantes C,N > 0 telles que
|D(qL˜
P˜ ′|P˜
(πλ)r
L˜
P˜ ′|P˜
(πλ))
−1| ≤ C(1 + ‖µπ + λ‖)N
pour tout π et tout λ, ou` nous adoptons les notations
– h est une sous-alge`bre de Cartan de g ;
– WMC le groupe de Weyl complexe de M ;
– µπ ∈ h∗C/WMC est le caracte`re infinitesimal de π ;
– ‖ · ‖ une norme hermitienne WMC -invariante sur hC telle que
‖µπλ‖2 = ‖µπ + λ‖2 = ‖µπ‖2 + ‖λ‖2, ∀λ ∈ ia∗M .
Signalons que le caracte`re infinitesimal ici est de´fini de la meˆme fac¸on que dans le cas des
groupes re´ductifs connexes sur R, voir [37, 1.6.5 et 3.2.3].
La condition (R7) interviendra dans l’e´tude des quotients de Langlands. Dans cet article
nous ferons usage d’une notion moins stricte.
De´finition 3.1.2. On dit qu’une famille de fonctions me´romorphes sur OC
rL˜
P˜ ′|P˜
(π), L ∈ L(M), P, P ′ ∈ PL(M), π ∈ OC
est une famille de facteurs normalisants faible si elle ve´rifie toutes les conditions de la De´finition
3.1.1 sauf (R7). Deux familles de facteurs normalisants faibles r, r∨ sont dites comple´mentaires
si
rL˜,
∨
P˜ ′|P˜
(π) = rL˜
P˜ |P˜ ′
(π)(9)
pour tous P,P ′ et L.
Remarque 3.1.3. E´tant donne´e une famille de facteurs normalisants faible r, on peut toujours
de´finir une famille comple´mentaire r∨ par (9). Mais r∨ et r ne peuvent pas ve´rifier a` la fois
(R7) : on peut le voir en prenant P ′ e´gal a` l’oppose´ de P .
La construction des facteurs normalisants se re´duit au cas L = G, OC ∩Π2(M˜) 6= ∅ et P,P ′
des paraboliques propres maximaux, au sens suivant.
Proposition 3.1.4. Supposons choisie des familles de facteurs normalisants rL˜
Q˜′|Q˜
(·) pour tout
L ∈ L(M0), L 6= G et Q,Q′ quelconques, qui sont compatibles au transport de structure par
WG0 .
Soient rP˜ ′|P˜ (·) des fonctions me´romorphes sur les X(M˜ )-orbites rencontrant Π2(M˜) ve´rifiant
toutes les conditions de la De´finition 3.1.1 sauf (R4) et (R5), ou` M ∈ L(M0) est standard
propre maximal, P,P ′ ∈ P(M). Alors les facteurs rL˜
Q˜′|Q˜
(·) et rP˜ ′|P˜ (·) ci-dessus font partie d’une
famille de facteurs normalisants pour G˜, dont la construction est canonique.
De´monstration. C’est exactement ce qu’Arthur fait dans [7, §2]. En re´sume´, graˆce a` (R5), la
condition (R7) et un crite`re simple de l’unitarisabilite´ des quotients de Langlands [29, Theo-
rem 7], qui est valable pour les reveˆtements sur tout corps local, permettent de se ramener au
cas tempe´re´e. On se rame`ne finalement au cas de repre´sentations de carre´ inte´grable modulo
le centre d’apre`s le fait qu’une repre´sentation tempe´re´e est un constituant d’une induite para-
bolique normalise´e d’une repre´sentation de carre´ inte´grable modulo le centre. La compatibilite´
au transport de structure est garantie par (R3). A` chaque e´tape, on peut supposer M propre
maximal graˆce a` (R4). La pre´servation de (R8) est claire.
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Remarque 3.1.5. Pour les applications a` la formule des trace, on conside´rera le cadre ou` F est
un corps de nombres, p : G˜→ G(A) un reveˆtement ade´lique, S un ensemble fini de places de F
et G˜S → G(FS) la fibre de p au-dessus de G(FS). On peut toujours conside´rer les normalisations
des ope´rateurs d’entrelacement dans ce cadre, cf. [7, §1]. Les re´sultats de´coulent sans peine du
cas F local en prenant
π =
⊗
v∈S
πv,
rP˜ ′|P˜ (π) =
∏
v∈S
rP˜ ′|P˜ (πv),
RP˜ ′|P˜ (π) =
⊗
v∈S
RP˜ ′|P˜ (πv).
Cf. [7, p.31].
3.2 Le cas archime´dien
Conservons les conventions de §3.2. Nous donnerons une construction canonique de facteurs
normalisants dans le cas archime´dien a` la Arthur [7] avec formules explicites. C’est loisible de
supposer que F = R.
Soit r une R-alge`bre de Lie. On adopte la convention rC := r(R)⊗RC. Notons θ l’involution
de Cartan associe´ a` K. Prenons une forme biline´aire G(R)-invariante B sur g(R) telle que
X 7→ −B(X, θX) est positive de´finie. Si T est un R-tore maximal θ-stable de M , alors B est
non de´ge´ne´re´e sur t(R). Prenons T un R-tore fondamental dans M anisotrope modulo AM , ce
qui existe d’apre`s [23, §39] car Π2(M˜) 6= ∅. Le groupe Gal(C/R) = {id, σ} ope`re sur X∗(TC),
d’ou` une action sur tC.
On se rame`ne au cas ou` M , P , P ′, π sont comme dans la Proposition 3.1.4, en particulier
P ′ = P¯ . Or la notation P ′ sera conserve´e pour des raisons de typographie.
On pose
αP ′|P :=
∏
α
√
1
2
B(α,α)
ou` α parcourt les racines de (gC, tC) dont les restrictions sur aM appartiennent a` ΣP ′. On munit
(uP ′ ∩ uP )(R) de la mesure induite par la forme positive de´finie X 7→ −B(X, θX) ; on choisit la
mesure de Haar sur (UP ′ ∩ UP )(R) de sorte que∫
(UP ′∩UP )(R)
φ(u) du = αP ′|P
∫
(uP ′∩uP )(R)
φ(expX) dX, ∀φ ∈ Cc((UP ′ ∩ UP )(R)).
On montre que cette mesure ne de´pend pas du choix de B.
Notons ρM la demi-somme des racines positives de (mC, tC) par rapport a` une base fixe´e.
On prend dχ ∈ t∗C tel que dχ+ρM est un repre´sentant du caracte`re infinitesimal de π. On peut
prendre λ0 ∈ t∗C, µ ∈ it∗ tels que
〈dχ,H〉 = 〈λ0,H − σH〉+ 1
2
〈µ− ρM ,H + σH〉, H ∈ t(C),
Cf. [7, (A.1)]. Ici λ0 est pour l’essentiel la de´rive´e du caracte`re central de π, et µ est le parame`tre
de Harish-Chandra. D’apre`s Harish-Chandra, c’est connu que dχ se rele`ve en un caracte`re de
T˜ ; notons-le χ.
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Notons ΣP (G,T ) l’ensemble des racines de (G,T ) dont les restrictions sur aM appartiennent
a` ΣP et e´tudions les {id, σ}-orbites de ΣP (G,T ). Supposons d’abord que α est une racine re´elle
dans ΣP (G,T ). Il y a au plus une telle racine. Rappelons la de´finition de l’e´le´ment γ ∈ T˜
dans [24, §30, Lemma 2]. On note Hα l’e´le´ment dans t(R) tel que B(H,Hα) = 〈α,H〉 pour
tout H ∈ t(R), et on note H ′ := 2〈α,Hα〉−1Hα. Prenons X ′ ∈ gα(R) et Y ′ ∈ g−α(R) tels que
(H ′,X ′, Y ′) est un sl2-triplet, c’est-a`-dire
[H ′,X ′] = 2X ′, [H ′, Y ′] = −2Y ′, [X ′, Y ′] = H ′.
Posons γ := exp(π(X ′ − Y ′)) ∈ T˜ . Le triplet (H ′,X ′, Y ′) induit un homomorphisme Φα :
S˜L(2,R)→ G˜, ou` S˜L(2,R) est un reveˆtement de SL(2,R). Prenons k ∈ {0, . . . , 2m− 1} tel que
(−1)〈ρP ,α∨〉χ(γ) = e πkmi .
D’autre part, si α est une racine complexe, en remplac¸ant α par σα si besoin est, on suppose
toujours que
〈σµ − µ, α∨〉 ∈ Z≤0.
De´finissons le facteur normalisant rP˜ ′|P˜ (π). S’il existe une racine re´elle dans ΣP (G,T ), on
la notera α0 et on e´crira ∃α0 ; dans ce cas-la` on de´finit χ, γ et k d’apre`s ce qui pre´ce`de. Posons
ΓC(z) := 2(2π)
−zΓ(z),
G(z) :=
√
π · Γ(
z
2 )Γ(
z
2 +
1
2 )
Γ(z2 +
k
2m )Γ(
z
2 + 1− k2m)
, si ∃α0;
(et de´sole´ pour l’abus du symbole π). Pour tout λ ∈ aM,C on de´finit
(10) rP˜ ′|P˜ (πλ) :=

∏
α∈ΣP (G,T )
mod {id,σ}
α6=α0
ΓC(〈µ + λ, α∨〉)
ΓC(〈µ + λ, α∨〉+ 1) ·G(〈µ + λ, α
∨
0 〉), si ∃α0,
∏
α∈ΣP (G,T )
mod {id,σ}
ΓC(〈µ + λ, α∨〉)
ΓC(〈µ + λ, α∨〉+ 1) , sinon,
ou` les repre´sentants α des {id, σ}-orbites dans ΣP (G,T ) sont choisis comme pre´ce´demment.
C’est me´romorphe en λ, on de´finit ainsi les ope´rateurs RP˜ ′|P˜ (πλ) := rP˜ ′|P˜ (πλ)
−1JP˜ ′|P˜ (πλ) qui
sont me´romorphes en λ.
The´ore`me 3.2.1. Les facteurs rP˜ ′|P˜ (πλ) font partie d’une famille de facteurs normalisants
dont la construction est canonique.
De´monstration. On utilise toujours la Proposition 3.1.4. On note Σc(G,T ) := ΣP (G,T ) \ {α0}
si ∃α0. C’est une conse´quence de la formule explicite de la fonction µ [24, §36] (voir le re´cit dans
[7, Proposition 3.1 + Lemma A.1]), qui est aussi valable pour reveˆtements, que
µ(π) =

γ2P ′|Pα
2
P ′|P (2π)
− dimUP µ0(χ)
π |
∏
α∈Σc(G,T )
〈µ, α∨〉|, si ∃α0,
γ2P ′|Pα
2
P ′|P (2π)
− dimUP |∏α∈ΣP (G,T )〈µ, α∨〉|, sinon,
ou` µ0(χ) est l’expression
π〈µ, α∨0 〉
i
· sinh
(
π〈µ, α∨0 〉
i
)
·
[
cosh
(
π〈µ, α∨0 〉
i
)
− 1
2
(−1)〈ρP ,α∨0 〉(χ(γ) + χ(γ)−1)
]−1
.
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Avec le choix de mesures dans [7, §3], on a JP˜ ′|P˜ (π)∗JP˜ ′|P˜ (π) = γ2P ′|Pα2P ′|Pµ(π)−1 et pour
de´montrer (R1) il faut montrer l’e´galite´ JP˜ ′|P˜ (π)
∗JP˜ ′|P˜ (π) = |rP˜ ′|P˜ (π)|2 ; le cas ge´ne´ral ou` π
est remplace´ par πλ (λ ∈ a∗M,C) en de´coulera par prolongation me´romorphe.
Supposons d’abord que ∃α0. Remarquons que
1
2
(−1)〈ρP ,α∨0 〉(χ(γ) + χ(γ)−1) = cos
(
πk
m
)
.
Notons v := 〈µ, α∨0 〉 ∈ iR, on a
µ0(χ)
−1 =
cosh(πvi )− cos
(
πk
m
)
πv
i sinh(
πv
i )
=
cos(πv)− cos (πkm )
πv
i sinh(
πv
i )
=
2 sin
(
π
(
v
2 +
k
2m
))
sin
(
π
(− v2 + k2m))
v
i sinh
(
v
i
) .
D’une part, les formules Γ(z¯) = Γ(z) et |Γ(iy)|2 = πy sinh(πy) pour y ∈ R entraˆınent que le
de´nominateur est e´gal a` (Γ(v)Γ(−v))−1 π2. D’autre part, il re´sulte de la formule de re´flexion
Γ(1− z)Γ(z) = πsin(πz) que le nume´rateur est e´gal a`[
Γ
(
v
2
+
k
2m
)
Γ
(
1− k
2m
+
v
2
)
Γ
(
−v
2
+
k
2m
)
Γ
(
1− k
2m
− v
2
)]−1
2π2.
Donc µ0(χ)
−1 = g(v)g(−v) ou`
g(z) :=
√
2 Γ(z)
Γ
(
z
2 +
k
2m
)
Γ
(
z
2 + 1− k2m
)
= (
√
2π)−1 · 2z · Γ
(
z
2
)
Γ
(
z
2 +
1
2
)
Γ
(
z
2 +
k
2m
)
Γ
(
z
2 + 1− k2m
)
ou` la deuxie`me e´galite´ re´sulte de la formule de multiplication Γ(z) = (
√
π)−12z−
1
2Γ(z2)Γ(
z
2 +
1
2).
On voit que G(v)G(−v) = 2π2g(v)g(−v).
Montrons (R1). Si ∃α0, la formule |ΓC(iy)ΓC(1 + iy)−1|2 = (2π)2|y|−2 pour y ∈ R et le
raisonnement ci-dessus entraˆınent que
|rP˜ ′|P˜ (π)|2 =
∏
α6=α0
(2π)2|〈µ, α〉|−2 ·G(π〈µ, α∨0 〉)G(−π〈µ, α∨0 〉)
=
∏
α∈Σc(G,T )
(2π)|〈µ, α〉|−1 · g(〈µ, α∨0 〉)g(−〈µ, α∨0 〉) · 2π2
= (2π)dimUP
∏
α∈Σc(G,T )
|〈µ, α〉|−1 π
µ0(χ)
= γ2P ′|Pα
2
P ′|P µ(π)
−1.
Si ∄α0, les meˆmes manipulations des fonctions ΓC donnent
|rP˜ ′|P˜ (π)|2 = (2π)dimUP
∏
α∈ΣP (G,T )
|〈µ, α∨〉|−1 = γ2P ′|Pα2P ′|P µ(π)−1.
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Montrons (R2). Comme Γ(z¯) = Γ(z), il en re´sulte que rP˜ ′|P˜ (πλ) = rP˜ |P˜ ′(π−λ¯), ce qui suffit
pour conclure.
Si w ∈ WG(M) est l’e´le´ment non trivial, alors il envoie P a` P ′, λ a` −λ et µ a` −µ, d’ou`
rwP˜ ′|wP˜ (w˜πwλ) = rP˜ ′|P˜ (πλ). Cela entraˆıne (R3).
Les conditions (R6) et (R8) re´sultent des arguments dans [7, §3], car Arthur n’utilise que
la formule du de´terminant de L. Cohn [38, 10.4.4] et la proprie´te´ que rP˜ ′|P˜ (πλ) est de la forme∏N
i=1 Γ(cλ− ai)∏N
i=1 Γ(cλ− bi)
, c ∈ R×, ai, bi ∈ C,
a` une constante multiplicative pre`s. La condition (R7) re´sulte d’une proprie´te´ bien connue des
fonctions Γ car on a suppose´ k ≥ 0 dans le cas ∃α0.
Lorsque p : G˜ → G(R) provient d’une K2-extension de Brylinski-Deligne [19, §10], on a
force´ment m = 1 ou 2 et les facteurs normalisants sont e´troitement lie´s a` ceux d’Arthur. Cela
est contenu dans les remarques suivantes.
Remarque 3.2.2. Supposons que ∃α0 et k2m ∈ {0, 12}. Alors on a
(−1)〈ρP ,α∨0 〉
2
(
χ(γ) + χ(γ)−1
)
= (−1)N0
ou` N0 := 1 si
k
2m = 0 et N0 := 0 si
k
2m =
1
2 . On pose
ΓR(z) := π
− z
2Γ
(z
2
)
et on ve´rifie que
G(z) =
ΓR(z +N0)
ΓR(z +N0 + 1)
.
On a toujours k2m ∈ {0, 12} lorsque m = 1. En comparant la de´finition des facteurs norma-
lisants et l’interpre´tation de la constante N0 dans [7, Appendix], il en re´sulte que nos facteurs
normalisants sont exactement ceux d’Arthur dans le cas archime´dien.
Remarque 3.2.3. Supposons que ∃α0 et k2m ∈ {14 , 34}. On de´duit de la formule de duplication
pour les fonctions Γ que
G(z) =
√
π Γ
(
z
2
)
Γ
(
z
2 +
1
2
)
Γ
(
z
2 +
1
4
)
Γ
(
z
2 +
3
4
) = √2 · ΓR(2z)
ΓR(2z + 1)
.
D’ou`
rP˜ ′|P˜ (πλ) =
∏
α6=α0
ΓC(〈µ + λ, α∨〉)
ΓC(〈µ + λ, α∨〉+ 1) ·
√
2 · ΓR(〈µ+ λ, 2α
∨
0 〉)
ΓR(〈µ + λ, 2α∨0 〉+ 1)
.
Au facteur
√
2 pre`s, c’est le facteur normalisant d’Arthur pour les groupes re´ductifs connexes
sauf que α∨0 est remplace´ par 2α
∨
0 . Cela refle`te un phe´nome`ne de “renversement du diagramme
de Dynkin” qui se passe pour certains reveˆtements a` deux feuillets. Cf. [1].
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3.3 Le cas non archime´dien
Supposons F local non archime´dien de corps re´siduel Fq. Le re´sultat suivant ainsi que sa
de´monstration sont dus a` [21, Lecture 15], a` quelques corrections pre`s.
The´ore`me 3.3.1. Il existe une famille de facteurs normalisants pour G˜.
De´monstration. On peut supposer que M est un Le´vi propre maximal de G, P,P ′ ∈ P(M)
tels que P ′ = P¯ et π ∈ Π2(M˜ ) graˆce a` la Proposition 3.1.4. Vu la Remarque 2.4.4 il suffit de
conside´rer les repre´sentations π ⊗ χ ou` χ provient de (aGM,C)∗ via l’application
a∗M,C → X(M˜ ).
De telles χ forment une sous-tore complexe X ′ de X(M˜ ). On note α l’unique e´le´ment de ∆P ,
et αˇ l’e´le´ment dans Q>0 · α∨ de´fini dans (8). L’application (aGM,C)∗ → C× de´finie par λ 7→ z =
q−〈λ,αˇ〉 permet d’identifier X ′ a` C×. On e´crit l’action par X ′ par π 7→ π ⊗ z. On de´finit ainsi
µP (π, z) ∈ C(z) telle que µP (π, z) := µ(π ⊗ z).
Soit P (z) ∈ C(z), on adopte la convention
P (z)∗ := P (z¯−1) ∈ C(z).
On construira VP (π, z) ∈ C(z) telle que
– VP (π, z) n’a ni ze´ros ni poˆles dans la re´gion 0 < |z| < 1 ;
– µP (π, z) = VP (π, z)VP (π, z)
∗ ;
– VP (π, z) est de´termine´ par π ⊗ z.
Si ces conditions sont satisfaites, on pose rP˜ ′|P˜ (πλ) := VP (π, q
−〈λ,αˇ〉).
Fixons π ∈ Π2(M˜ ) et construisons VP (π, z). On sait que µP (π, z) = µP (π, z)∗ et µP (π, z) ≥ 0
si |z| = 1. D’ou`
– la distribution des ze´ros (resp. poˆles) dans C∪{∞} est syme´trique par rapport a` l’inversion
z 7→ z¯−1 ;
– les ze´ros (resp. poˆles) dans le cercle |z| = 1 ont multiplicite´s paires.
Notons α−11 , . . . , α
−1
r (resp. β
−1
1 , . . . , β
−1
r ) les ze´ros (resp. poˆles) de µ(π, z) avec multiplicite´s,
tels que |αi| ≤ 1 (resp. |βi| ≤ 1) pour tout i. Montrons qu’il existe un unique b ∈ R>0 tel que
µP (π, z) = b
2
r∏
i=1
(1− αiz)(z − α¯i)
(1− βiz)(z − β¯i)
.
Si l’on pose P (z; t) := z−1(1− tz) pour t ∈ C, alors P (z; t)∗ = z− t¯. On note Q(z) le produit∏r
i=1(· · · ) dans l’expression pre´ce´dente, il s’e´crit comme
Q(z) :=
r∏
i=1
P (z;αi)P (z;αi)
∗
P (z;βi)P (z;βi)∗
.
On a Q(z) = Q(z)∗, d’ou` ordz=0(Q(z)) = ordz=∞(Q(z)). Idem pour µP (π, z). D’autre part
ordz=t(Q(z)) = ordz=t(µP (π, z)) pour tout t ∈ C avec 0 < |t| <∞ par construction. La formule
de produit sur P1C entraˆıne qu’il existe a ∈ C× tel que aQ(z) = µP (π, z). En l’e´valuant en z0 tel
que |z0| = 1 et µP (π, z0) > 0, on voit que a ∈ R>0. On prend donc b :=
√
a.
Posons
VP (π, z) := b
r∏
i=1
1− αiz
1− βiz .
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Il en re´sulte imme´diatement que µP (π, z) = VP (π, z)VP (π, z)
∗. Par construction VP (π, z) n’a ni
ze´ros ni poˆles dans la re´gion 0 < |z| < 1. Si l’on remplace π par π⊗z0 ou` |z0| = 1, alors µP (π, z)
est remplace´ par µP (π ⊗ z0, z) = µP (π, z0z) et αi (resp. βi) est remplace´ par z0αi (resp. z0βi)
pour tout i. Soit t ∈ C, on a de´fini P (z; t) ∈ C(t) et on a
P (z; z0t)P (z; z0t)
∗ =
(1− z0tz)(z − z0t)
z
=
(1− t(z0z))(z0z − t¯z0z¯0)
z0z
=
1− t(z0z)
z0z
· (z0z − t¯) = P (z0z; t)P (z0z; t)∗.
Attention : ici P (z0z; t)
∗ signifie l’e´le´ment dans C(t) obtenu en remplac¸ant z par z0z dans
P (z; t)∗. On conclut en prenant t = αi, βi (i = 1, . . . , r) que VP (π ⊗ z0, z) = VP (π, z0z), donc
VP (π, z) est de´termine´ par π ⊗ z.
Ve´rifions les conditions dans la De´finition 3.1.1. (R1) et (R7) sont de´ja` ve´rifie´es. (R3)
re´sulte du transport de structure car notre construction est canonique.
Montrons (R2). Puisque P ′ = P¯ , on a µP ′(π, z) = µP (π, z
−1), d’ou`
µP ′(π, z) = b
2
r∏
i=1
(1− αiz−1)(z−1 − α¯i)
(1− βiz−1)(z−1 − β¯i)
= b2
r∏
i=1
(z − αi)(1 − α¯iz)
(z − βi)(1 − β¯iz)
.
On en de´duit que VP ′(π, z) = b
∏r
i=1(1− α¯iz)(1 − β¯iz)−1. Soit λ ∈ a∗M,C, on a
rP˜ |P˜ ′(πλ) = VP ′(π, q
〈λ,αˇ〉) = b
r∏
i=1
1− α¯iq〈λ,αˇ〉
1− β¯iq〈λ,αˇ〉
,
rP˜ ′|P˜ (π−λ¯) = VP (π, q
〈λ¯,αˇ〉) = b
r∏
i=1
1− αiq〈λ¯,αˇ〉
1− βiq〈λ¯,αˇ〉
.
D’ou` rP˜ |P˜ ′(πλ) = rP˜ ′|P˜ (π−λ¯).
3.4 Le cas non ramifie´
On conside`re maintenant le cas F local non archime´dien, K un sous-groupe hyperspe´cial de
G(F ) en bonne position relativement a`M0, et p : G˜→ G(F ) un reveˆtement non ramifie´ au sens
de [31, §3.1]. On fixe une section s : K → G˜ de p, par laquelle on identifie K a` un sous-groupe de
G˜. Pour tout Le´vi M ∈ L(M0), les donne´es KM := K ∩M(F ) et s|KM : KM → M˜ de´finissent
encore un reveˆtement non ramifie´.
Une repre´sentation admissible irre´ductible (π, V ) de G˜ est dite non ramifie´e si V K 6= {0} ;
dans ce cas-la` on a dimV K = 1 d’apre`s [31, Corollaire 3.2.6].
The´ore`me 3.4.1. Il existe une famille de facteurs normalisants faibles
rL˜
P˜ ′|P˜
(π), M ∈ L(M0), L ∈ L(M), P, P ′ ∈ PL(M),
ou` (π, V ) ∈ Π(M˜ ) est non ramifie´e, tels que si v ∈ IP˜ (π)K , alors la restriction de RL˜P˜ ′|P˜ (πλ)v
a` K˜ ne de´pend pas de λ.
Avant d’entamer la preuve, rappelons brie`vement la the´orie des se´ries principales non ra-
mifie´es spe´cifiques. Soit (π, V ) ∈ Π−(M˜) non ramifie´e. Il re´sulte de l’isomorphisme de Satake [31,
Proposition 3.2.5] que π est une sous-repre´sentation de IndM˜
P˜0
(χ), ou` χ est une repre´sentation
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irre´ductible spe´cifique non ramifie´e de M˜0. Attention : M˜0 n’est pas commutatif en ge´ne´ral
et χ n’est pas force´ment dans X(M˜0). Ne´anmoins il admet une description simple : notons
H˜ := ZM˜ (K ∩M0(F )) (voir [31, Definition 3.1.1]), c’est un sous-groupe commutatif maximal
de M˜0. Alors χ est de la forme
χ = IndM˜0
H˜
(χ0)
ou` χ0 est un caracte`re spe´cifique de H˜, trivial sur K∩H˜ ; sa restriction a` Z(M˜0) est uniquement
de´termine´e par χ. Cela re´sulte d’une variante du the´ore`me de Stone-von Neumann, cf. [39, §3].
Donc π se re´alise comme une sous-repre´sentation de IndM˜
H˜
(χ0), ce que nous appelons une se´rie
principale non ramifie´e spe´cifique.
De´monstration du The´ore`me 3.4.1. La restriction de π au sous-groupe central µm est un ca-
racte`re ωπ. Quitte a` pousser l’extension 1 → µm → G˜ → G(F ) → 1 en avant par ωπ, on
peut supposer π spe´cifique. D’apre`s ce qui pre´ce`de, on re´alise π comme une sous-repre´sentation
irre´ductible de IndM˜
H˜
(χ0). Vu la transitivite´ de l’induction parabolique normalise´e, on se rame`ne
au cas M =M0, π = Ind
M˜0
H˜
(χ0). C’est aussi loisible de supposer que L = G.
L’espace sous-jacent de IP˜ (πλ) s’identifie a` un espace de fonctions sur K˜ muni d’un produit
hermitien invariant, note´ (|). Cet espace ne de´pend pas de λ ; son sous-espace de K-invariants
est aussi inde´pendant de λ et est de dimension 1.
Pour tout P ∈ P(M), prendre vP ∈ IP˜ (π)K la fonction telle que vP (1) = 1. On de´finit
rP˜ |P˜ ′(πλ) de sorte que
RP˜ ′|P˜ (πλ)vP = vP ′(11)
pour tous P,P ′ ∈ P(M) et presque tout λ. Le fait que JP˜ ′|P˜ (πλ) est rationnel en les variables
{q−〈λ,αˇ〉 : α ∈ ∆P} entraˆıne que rP˜ ′|P˜ (πλ) l’est aussi. D’autre part (11) entraˆıne que RP˜ ′|P˜ (πλ)vP
est inde´pendant de λ. On ve´rifie (R1), (R3) et (R6) sans difficulte´.
Ve´rifions (R2). Les induites IP˜ (πλ) et IP˜ ′(πλ) sont irre´ductibles si λ est en position ge´ne´rale
(voir les remarques apre`s la Proposition 2.4.2), donc il existe cλ ∈ C× tel que RP˜ ′|P˜ (πλ)∗ =
cλRP˜ |P˜ ′(π−λ¯). D’autre part, on a
(RP˜ ′|P˜ (πλ)vP |vP ′) = (vP ′ |vP ′),
(vP |RP˜ |P˜ ′(π−λ¯)vP ′) = (vP |vP ).
Or (vP ′ |vP ′) = (vP |vP ), d’ou` cλ = 1 et RP˜ ′|P˜ (πλ)∗ = RP˜ |P˜ ′(π−λ¯).
Les proprie´te´s (R4), (R5) de´coulent des proprie´te´s paralle`les des ope´rateurs JP˜ ′|P˜ (π) et de
notre de´finition de rP˜ ′|P˜ (π).
Remarque 3.4.2. Il sera plus raisonnable d’e´tablir une formule a` la Gindikin-Karpelevic˘ pour
les se´ries principales non ramifie´es spe´cifiques, puis en de´duire une formule explicite de rP˜ ′|P˜ (π).
On en obtiendra (R7). En fait, de nombreux cas ont e´te´ e´tablis par McNamara [32], y compris
les reveˆtements des groupes de´ploye´s simplement connexes construits par Matsumoto. Nous ne
poursuivons pas cette approche ici.
4 Inte´grales orbitales et caracte`res
Dans cette section, on e´tudiera des distributions invariantes sur un reveˆtement p : G˜ →
G(F ), ou` F est un corps local de caracte´ristique nulle. Lorsque F est archime´dien, les re´sultats
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que nous cherchons sont de´ja` e´tablis par Bouaziz [17, 18]. Par conse´quent, on se limitera au cas
F non archime´dien.
Soit M un F -groupe re´ductif. Une distribution sur m(F ) signifie une fonctionnelle line´aire
sur C∞c (m(F )). Pour f ∈ C∞c (m(F )) et x ∈ M(F ), on e´crira fx : X 7→ f(xXx−1). Le groupe
M(F ) ope`re sur les distributions par 〈xΘ, f〉 = 〈Θ, fx〉.
Le support d’une distribution θ a encore un sens et sera note´ Supp θ. Les meˆmes notions
s’appliquent aux distributions sur G˜. On de´finit les distributions spe´cifiques ou anti-spe´cifiques
comme dans [31].
4.1 The´orie sur l’alge`bre de Lie
On se donne
– F un corps local non archime´dien,
– G un F -groupe re´ductif, sa composante neutre est note´ G◦.
– ω : G(F )→ C× un caracte`re unitaire continu, trivial sur ZG◦(F ).
Notre hypothe`se sur ω est justifie´e car les re´sultats de cette sous-section deviendront triviaux
si ω n’est pas trivial sur ZG◦(F ). La composante neutre de ZG◦ , note´e Z
◦
G◦ , est un F -tore.
Munissons G(F ) d’une mesure de Haar. On utilise les notions de´finies dans [31, §5]. On note
π : GSC → G le reveˆtement simplement connexe de G◦der et ι : Z◦G◦ → G l’inclusion. Alors on a
un module croise´
G′ := GSC × Z◦G◦
(π,ι)−→ G.
L’action de G sur GSC est la conjugaison et son action sur Z
◦
G◦ est triviale. On note
Ξ := Coker (G′(F )→ G(F )).
C’est un groupe fini.
Un fait important a` se rappeler est que ω ◦ (π, ι) = 1. Un e´le´ment X ∈ g(F ) est dit
ω-bon sous G(F ) si ω est trivial sur ZG(X)(F ). On de´finit ainsi les classes de conjugaison
ω-bonnes sous G(F ) ; l’ensemble de telles classes est note´ Γ(g(F ))ω. On introduit le C×-torseur
Γ˙(g(F ))ω → Γ(g(F ))ω ; les e´le´ments dans Γ˙(g(F ))ω sont les ω-bonnes classes de conjugaison
par G(F ) munies d’une mesure complexe non triviale µ telle que 〈µ, f y〉 = ω(y)〈µ, f〉 pour
tout f . On de´finit Γreg(g(F ))
ω , Γreg(g(F ))
ω (resp. Γnil(g(F ))
ω , Γnil(g(F ))
ω) en se limitant aux
classes semi-simples re´gulie`res (resp. nilpotentes). Ces de´finitions ge´ne´ralisent celles de [31] pour
les groupes connexes.
Dans ce qui suit, on s’inte´ressera aux distributions θ sur g(F ) avec yθ = ω(y)θ pour tout
G(F ). On de´finit des espaces vectoriels en dualite´
I(g(F ))ω := C∞c (g(F ))/ 〈f y − ω(y)f : f ∈ C∞c (g(F )), y ∈ G(F )〉 ,
J (g(F ))ω := {θ : distribution sur g(F ), ∀y ∈ G(F ), yθ = ω(y)θ}.
Si ω = 1, on y omet le symbole ω ; dans ce cas-la` ce sont l’espace de Hecke invariant et l’espace
de distributions invariantes, respectivement.
Les applications f 7→ f y−1 , y ∈ G(F ) induisent une action de Ξ sur I(g′(F )). Son action
contragre´diente sur J (g′(F )) se de´duit de θ 7→ yθ. Posons Π(Ξ) l’ensemble de repre´sentations
irre´ductibles de Ξ, on obtient donc les de´compositions
I(g′(F )) =
⊕
ξ∈Π(Ξ)
I(g′(F ))ξ ,
J (g′(F )) =
⊕
ξ∈Π(Ξ)
J (g′(F ))ξ,
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ou` (· · · )ξ de´signe la composante ξ-isotypique et nous adoptons la convention (· · · )ξ = (· · · )(ξ∨).
Notons prξ, pr
ξ les projections ξ-isotypiques correspondantes. Vu notre hypothe`se, ω induit un
caracte`re de Ξ, note´ encore ω. Les espaces I(g′(F ))ω et J (g′(F ))ω sont en dualite´.
Notons que g = g′ comme F -alge`bres de Lie. Le re´sultat suivant est e´vident.
Lemme 4.1.1. On a
I(g(F ))ω = I(g′(F ))ω ,
J (g(F ))ω = J (g′(F ))ω .
Pour tout X˙ ∈ Γ˙(g(F ))ω , on peut de´finir les inte´grales orbitales normalise´es JωG (X˙, f), qui
n’est que 〈X˙, f〉 car X˙ est regarde´e comme une mesure complexe. Soit X ∈ g(F ) qui est ω-bon,
le symbole X˙ de´signera toujours un e´le´ment X˙ ∈ Γ˙(g(F ))ω tel que la classe de conjugaison
sous-jacente de X˙ contient X. Notons GX := ZG◦(X)
◦. Si une mesure de Haar sur GX(F ) est
choisie, on peut choisir X˙ de sorte que
JωG (X˙, f) = |DG(X)|
1
2
∫
GX(F )\G(F )
ω(x)f(x−1Xx) dx(12)
ou` DG(X) := det(ad (X)|g/gX) est le discriminant de Weyl sur l’alge`bre de Lie, qui ne de´pend
que de G◦. Cf. [15, 1.21].
Lemme 4.1.2. Soit X ∈ g(F ).
1. X est ω-bon si et seulement si pour tout (ou ce qui revient au meˆme, pour un) X˙ ′ ∈
Γ˙(g′(F )) a` support contenu dans la G(F )-orbite de X, on a prωX˙ ′ 6= 0.
2. Supposons que X est ω-bon. Soit X˙ ∈ Γ˙(g(F ))ω a` support dans la G(F )-orbite contenant
X, alors il existe un unique e´le´ment X˙ ′ ∈ Γ˙(g′(F )) tel que
– prωX˙ ′ correspond a` X˙ sous l’isomorphisme du Lemme 4.1.1 ;
– X appartient a` la G′(F )-orbite sous-jacente de X˙ ′.
De plus, tout X˙ ′ ∈ Γ˙(g′(F )) avec prωX˙ ′ 6= 0 est obtenu de cette manie`re.
Remarque 4.1.3. C’est plus commode de noter X˙ ′ par X˙ . Alors ledit lemme signifie que
JωG (X˙, f) = JG′(X˙,prωf), f ∈ I(g(F )).
Dore´navant, on adopte cette convention.
Le re´sultat pre´ce´dent permet de ge´ne´raliser des re´sultats dans le cas ω = 1 au cas ge´ne´ral.
Donnons des exemples importants.
The´ore`me 4.1.4 (Germes de Shalika avec caracte`re). Soit T ⊂ G un F -tore maximal tel que
ω|T (F ) = 1. Posons treg := t ∩ greg et choisissons une mesure de Haar sur T (F ), qui permet
de´finir par (12) les inte´grales orbitales JωG (H˙, ·) pour tout H ∈ treg(F ).
Alors il existe des fonctions Γu˙ : t(F )→ C ou` u˙ ∈ Γ˙nil(g(F ))ω, telles que
1. Γzu˙ = z
−1Γu˙ pour tout z ∈ C× ;
2. Γu˙(t
2H) = |t|− dimG/GuΓu˙(H) pour tout t ∈ F× ;
3. Γu˙(H + Z) = Γu˙(H) si Z ∈ z(F ) ;
4. Γu˙ est localement constante sur treg(F ) et localement borne´e sur t(F ) ;
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5. pour tout f ∈ C∞c (g(F )), il existe U un voisinage ouvert de 0 dans t(F ) tel que pour tout
H ∈ treg(F ) ∩ U on a
JωG (H˙, f) =
∑
u∈Γnil(g(F ))ω
Γu˙(H)J
ω
G (u˙, f)
ou` le produit dans la somme ne de´pend pas du choix de u˙.
Proposition 4.1.5. Soit f ∈ I(g(F ))ω. Supposons que JωG (X˙, f) = 0 pour tout X˙ ∈ Γ˙reg(g(F ))ω,
alors f = 0. Autrement dit, les inte´grales orbitales JωG (X˙, ·) sont faiblement denses dans J (g(F ))ω.
De´monstration. Vu le Lemme 4.1.1, on peut regarder f comme un e´le´ment de I(g′(F ))ω. D’apre`s
la densite´ des inte´grales orbitales re´gulie`res [25, Lemma 4.1] applique´e a` G′, il suffit de montrer
que JG′(X˙
′, f) = 0 pour tout X˙ ′ ∈ Γ˙reg(g′(F )) avec prωX˙ ′ 6= 0. D’apre`s le Lemme 4.1.2, de tels
X˙ ′ correspondent aux e´le´ments de Γ˙reg(g(F ))
ω . On conclut en appliquant l’hypothe`se.
L’e´tape suivante est de ge´ne´raliser [25, Part II]. On fixe un sous-groupe compact maximal
spe´cial K de G(F ) en bonne position relativement a` un Le´vi minimal M0. On aura besoin de
la transforme´e de Fourier sur g(F ). Pour ce faire, il convient de fixer
– un caracte`re additif unitaire non trivial ψ : F → C×,
– une forme biline´aire non de´ge´ne´re´e B sur g(F ) qui est invariante par G(F ).
Montrons l’existence de B, qui n’est pas triviale car G peut eˆtre non connexe. On pose
H := G(F )/G◦(F ), Z := Z◦G◦ . Vu la de´composition g = z⊕ gder, s’il existe une forme biline´aire
non de´ge´ne´re´e BZ sur z(F ) qui est invariante par H, alors on peut prendre B = BZ +Bder ou`
Bder est la forme de Killing de gder. L’existence de BZ est garantie par le re´sultat suivant.
Proposition 4.1.6. Soient F un corps de caracte´ristique nulle, H un groupe fini, Z un F -tore
muni d’une action H → AutF−tore(Z), alors il existe une forme biline´aire non de´ge´ne´re´e BZ
sur z(F ) qui est invariante par H.
De´monstration. La varie´te´ des formes biline´aires non de´ge´ne´re´es H-invariantes sur z est un
ouvert de Zariski d’un espace affine. Donc l’ensemble de ses F -points est dense pour la topologie
de Zariski. Pour montrer que cette varie´te´ admet un F -point, il suffit de montrer qu’elle est
non vide en tant qu’une varie´te´ alge´brique, donc c’est loisible de remplacer F par une extension
quelconque. On se rame`ne ainsi au cas Z de´ploye´.
Supposons Z de´ploye´. Puisque les tores de´ploye´s ainsi que les homomorphismes entres eux
sont de´finis sur Z, on se rame`ne au cas F = Q. L’argument pre´ce´dent nous rame`ne encore au
cas F = R. C’est bien connu qu’il existe une forme de´finie positive H-invariante sur z(R). Cela
permet de conclure.
La transforme´e de Fourier est de´finie par
f 7→ fˆ(·) =
∫
g(F )
f(X)ψ(B(X, ·)) dX, f ∈ C∞c (g(F )),
ou` g(F ) est muni de la mesure autoduale par rapport a` ψ ◦B. La transforme´e de Fourier d’une
distribution θ est note´e θˆ, de´finie par 〈θˆ, f〉 = 〈θ, fˆ〉 pour tout f ∈ C∞c (g(F )).
On conside´rera les oF -re´seaux “bien adapte´s” a` (M0,K). Au lieu de donner la de´finition
pre´cise dans [25, Definition 10.6], il suffit de donner une construction directe : on prend un
sommet spe´cial x correspondant a` K dans l’immeuble de Bruhat-Tits, alors les re´seaux de
Moy-Prasad g(F )x,r sont adapte´s a` (M0,K) pour tout r > 0. Cf. [2].
28
Pour Ω un sous-ensemble ouvert compact de g(F ), on pose
J (Ω) :=
θ ∈ J (g(F )) : Supp θ ⊂ ⋃
x∈G(F )
xΩx−1
 ,
J (Ω)ω := J (g(F ))ω ∩ J (Ω).
On pose aussi
J0 :=
⋃
Ω
J (Ω),
J ω0 :=
⋃
Ω
J (Ω)ω = J (g(F ))ω ∩ J0.
De´finissons une norme | · | sur g(F ) comme dans [25, §2]. Soient t > 0, L un re´seau bien
adapte´ a` (M0,K), et V un voisinage de gnil(F )
|·|=1 dans g(F )|·|=1. De´finissons
J (V, t, L)ω := {θ ∈ J (g(F ))ω : ∀X ∈ g(F ), |X| > t et 〈θ,1X+L〉 6= 0⇒ X ∈ F · V }
ou` 1X+L de´signe la fonction caracte´ristique de X+L. On ve´rifie que J (V, t, L)ω ⊂ J (V, t′, L)ω
si t′ > t. On pose
J (V,∞, L)ω :=
⋃
t>0
J (V, t, L)ω.
Soient L′ ⊂ g(F ) un oF -re´seau quelconque et θ ∈ J (Ω)ω, on note jL′θ la restriction de θ
a` l’espace Cc(g(F )/L
′). Le re´sultat suivant interviendra dans la de´monstration du The´ore`me
4.3.2.
Proposition 4.1.7. Soient L un oF -re´seau bien adapte´ a` (M0,K) et V un voisinage de
gnil(F )
|·|=1 dans g(F )|·|=1. Quitte a` re´tre´cir V , il existe un oF -re´seau L
′ ⊃ L tel que
jL′J (V,∞, L)ω ⊂ jL′J ω0 .
De´monstration. On choisit Ξ˙ ⊂ G(F ) un ensemble de repre´sentants de Ξ tel que 1 ∈ Ξ˙. On
pose
L′ :=
∑
ξ∈Ξ˙
ξ · L ⊃ L.
Soit θ ∈ J (V, t, L)ω. D’apre`s [25, Corollary 11.4], il existe θ0 ∈ J0(Ω) tel que
∀ϕ ∈ Cc(g(F )/L), 〈θ, ϕ〉 = 〈θ0, ϕ〉.
On a Cc(g(F )/L
′) ⊂ Cc(g(F )/L). De plus, si ϕ ∈ Cc(g(F )/L′) alors ϕξ ∈ Cc(g(F )/ξ−1L′) ⊂
Cc(g(F )/L) pour tout ξ ∈ Ξ˙. Pour tout ϕ ∈ Cc(g(F )/L′), on a donc
〈θ, ϕ〉 = 〈prωθ, ϕ〉 = 〈θ,pr
ω
ϕ〉
= |Ξ|−1
∑
ξ∈Ξ˙
ω(ξ)−1〈θ, ϕξ〉
= |Ξ|−1
∑
ξ∈Ξ˙
ω(ξ)−1〈θ0, ϕξ〉
= 〈θ0,prωϕ〉 = 〈prωθ0, ϕ〉.
Autrement dit jL′θ = jL′(pr
ωθ0). Puisque Ξ est fini, on ve´rifie que pr
ωθ0 ∈ J ω0 . Cela ache`ve
la preuve.
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Le re´sultat suivant ne sera pas utilise´ dans cet article, toutefois on en donne l’e´nonce´ a` cause
de son importance.
The´ore`me 4.1.8. Soient Ω ⊂ g(F ) compact, L ⊂ g(F ) un re´seau bien adapte´ a` (K,M0). Alors
jLJ (Ω)ω est de dimension finie.
Soit D ⊂ g(F ). On dit que D est un G-domaine si D est ouvert, ferme´ et G(F )-invariant.
PourX ∈ g(F ) semi-simple, on noteO(X) l’ensemble desG(F )-orbites dans g(F ) dont l’adhe´rence
contient X. C’est un ensemble fini.
The´ore`me 4.1.9. Soient Ω un ouvert compact dans g(F ) et θ ∈ J (Ω)ω, alors θˆ est repre´sente´e
par une fonction localement inte´grable g sur g(F ) telle que
– g est localement constante sur greg(F ) ;
– |DG| 12 g est localement borne´e sur g(F ).
The´ore`me 4.1.10. Soient Ω un ouvert compact dans g(F ). Alors il existe un G-domaine D
contenant 0 tel que pour tout θ ∈ J (Ω)ω, il existe des coefficients cu˙(θ), ou` u˙ ∈ Γ˙nil(g(F ))ω,
tels que
– czu˙ = z
−1cu˙ pour tout z ∈ C× ;
– posons µu˙ := J
ω
G (u˙, ·), alors
θˆ|D =
∑
u∈Γnil(g(F ))ω
cu˙(θ)µ̂u˙|D.
Pour tout voisinage V de 0 dans g(F ). Les distributions µ̂u˙ sont line´airement inde´pendants
sur V ∩ greg(F ).
De´monstration des The´ore`mes 4.1.8, 4.1.9 et 4.1.10. Vu les Lemmes 4.1.1 et 4.1.2, on se rame`ne
aux assertions concernant J (g′(F ))ω, qui de´coulent imme´diatement du cas e´tabli par Harish-
Chandra [25]. Remarquons aussi que le passage de G(F ) a` G′(F ) n’affecte pas les notions de la
transforme´e de Fourier, des re´seaux bien-adapte´ et des G-domaines.
4.2 The´orie sur le groupe : descente semi-simple
Revenons a` la the´orie sur le groupe. Conside´rons un reveˆtement local
1→ µm → G˜ p→ G(F )→ 1
ou` G est un F -groupe re´ductif connexe. On normalise les mesures comme dans §2. On fixe
– σ ∈ G(F ) semi-simple, Gσ := ZG(σ), Gσ := ZG(σ)0 ;
– σ˜ ∈ p−1(σ) ;
– G˜σ := p
−1(Gσ(F )).
On obtient ainsi le caracte`re continu [·, σ] : Gσ(F )→ µm de´fini par
[y, σ] = y˜−1σ˜−1y˜σ˜, y ∈ Gσ(F ),
avec y˜ ∈ p−1(y) quelconque. On a
σ˜y˜ = [y, σ]−1y˜σ˜.
Posons
Gσ(F )⋄ := Ker [·, σ],
Gσ(F )
⋄ := Ker [·, σ]|Gσ (F ),
G˜σ
⋄
:= p−1(Gσ(F )
⋄).
On choisit les objets suivants
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– V♭ ⊂ gσ(F ) de la forme gσ(F )r :=
⋃
x gσ(F )x,r avec r ≫ 0 [2, §3.1], de tels ouverts ne
de´pendent que de r et forment une base locale en 0 pour la topologie de´finie par les ouverts
Gσ(F )-invariants ;
– W♭ := exp(V♭) ⊂ G˜σ
⋄
, on peut prendre r ≫ 0 de telle sorte que l’exponentielle de´finit un
home´omorphisme de V♭ sur W♭, et que W♭ est ouvert et invariant par Gσ(F ).
On peut aussi supposer que
W˜♭ :=
⋃
ε∈m
εW♭
est une re´union disjointe.
On de´finit ainsi
G(F )×σ W˜♭ := G(F ) × W˜
♭
(gh, t˜) ∼ (g, [h, σ]ht˜h−1), ∀h ∈ Gσ(F ) .
Notons Φ : G(F ) × G˜ → G˜ l’application (g, t˜) 7→ gσ˜t˜g−1. Faisons ope´rer G(F ) sur G(F ) × G˜
(translation a` gauche sur la composante G(F )) et sur G˜ (l’action adjointe), alors Φ est G(F )-
e´quivariant. Le fait suivant est duˆ, pour l’essentiel, a` Harish-Chandra.
Proposition 4.2.1. L’application Φ est submersive. Quitte a` re´tre´cir V♭, elle induit un home´omorphisme
G(F )-e´quivariant
Φ¯ : G(F )×σ W˜♭ ∼→ W˜
ou` W˜ := Φ(G(F )× W˜♭). Il existe une application “inte´grer le long des fibres”
Φ∗ : C
∞
c (G(F ) × W˜♭)→ C∞c (W˜)
caracte´rise´e par l’e´galite´∫
G(F )×W˜♭
φ(g, t˜)F (Φ(g, t˜)) dg dt˜ =
∫
W˜
(Φ∗φ)(x˜)F (x˜) dx˜, ∀F ∈ C∞(W˜).
qui est une application surjective G(F )-e´quivariante.
On notera Φ∗ le dual de Φ∗ au niveau des distributions. Observons que tous les espaces en
vue sont munis d’actions e´videntes de µm, et toutes ces applications sont µm-e´quivariantes. On
note 1 la distribution φ 7→ ∫G(F ) φ(g) dg sur G(F ).
Proposition 4.2.2. Soit Θ une distribution invariante spe´cifique sur W˜. Alors il existe une
unique distribution spe´cifique Θ♭ sur W˜♭, caracte´rise´e par
〈Θ,Φ∗f〉 = 〈1⊗Θ♭, f〉, f ∈ C∞c, (G(F ) × W˜♭).
Soit y ∈ Gσ(F ), alors
yΘ♭ = [y, σ]Θ♭, y ∈ Gσ(F ).
De´monstration. L’image par Φ∗ de Θ est une distribution spe´cifique G(F )-invariante sur G(F )×
W˜♭, donc est de la forme 1⊗ Θ♭. La formule pour 〈Θ,Φ∗f〉 en de´coule. La deuxie`me assertion
de´coule de la premie`re, du fait que Θ est G(F )-invariant et de la Proposition 4.2.1.
Corollaire 4.2.3. Notons de´sormais θ := exp∗(Θ♭|W♭), alors θ est une distribution sur V♭ telle
que yθ = [y, σ]θ pour tout y ∈ Gσ(F ). De plus, θ de´termine Θ♭.
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Remarque 4.2.4. Proprement dit, ce principe de descente semi-simple n’est pas celui de
Harish-Chandra, car on n’utilise que des ouverts stables par µm et le caracte`re [·, σ] inter-
vient. Pour obtenir une version purement “analytique”, il suffit de conside´rer θ comme une
distribution Gσ(F )⋄-invariante sur V♭.
Appliquons la the´orie de §4.1 au groupe Gσ et le caracte`re [·, σ]. Utilisons les conventions de
[31, §6.3] pour les inte´grales orbitales sur G˜. Le re´sultat suivant est imme´diat selon la de´finition
de Φ et la Proposition 4.2.1.
Lemme 4.2.5. Un e´le´ment γ˜ = σ˜ expX avec X ∈ V♭ est bon si et seulement si X est [·, σ]-bon
sous Gσ(F ). Soient ˙˜γ ∈ Γ˙(G˜) et Θ := JG˜( ˙˜γ, ·), alors il existe un unique X˙ ∈ Γ˙(gσ(F ))[·,σ] tel
que
θ = J
[·,σ]
Gσ (X˙, ·).
Inversement, toute distribution θ de cette forme se remonte en une inte´grale orbitale anti-
spe´cifique sur G˜.
A` l’instar du cas de l’alge`bre de Lie, de´finissons
I(G˜) := C∞c (G˜)/
〈
f y − f : f ∈ C∞c (G˜), y ∈ G(F )
〉
et posons J (G˜) son dual. Notons I (G˜) la partie anti-spe´cifique de I(G˜), son dual est note´
par J−(G˜), qui n’est que l’espace des distributions invariantes spe´cifiques. Le re´sultat suivant
est paralle`le a` la Proposition 4.1.5. Dualement a` l’application Θ 7→ θ, on a une application
I(V♭)[·,σ] → I (W˜), note´e f ♭ 7→ f , satisfaisant a`
〈Θ, f〉 = 〈θ, f ♭〉.
De plus, f ♭ 7→ f est surjective d’apre`s la Proposition 4.2.1.
Proposition 4.2.6. Soit f ∈ I (G˜) tel que pour tout ˙˜γ ∈ Γ˙(G˜) avec γ fortement re´gulier, on
a JG˜(
˙˜γ, f) = 0. Alors f = 0.
De´monstration. On peut prendre f ♭ ∈ I(V♭)[·,σ] tel que f ♭ 7→ f . Soit X˙ ∈ Γ˙reg(gσ(F ))[·,σ]. Si
X /∈ V♭ alors J [·,σ]Gσ (X˙, f ♭) = 0. Supposons donc X ∈ V♭, alors le Lemme 4.2.5 affirme que
J
[·,σ]
Gσ (X˙, f
♭) remonte en l’inte´grale orbitale de f le long de la classe de conjugaison de σ˜ expX.
Puisque V♭ est suppose´ suffisamment petit, la classe de σ˜ expX est fortement re´gulie`re. D’ou`
J
[·,σ]
Gσ (X˙, f
♭) = 0 pour tout X˙ ∈ Γ˙reg(gσ(F ))[·,σ].
Maintenant c’est une conse´quence de la Proposition 4.1.5 que f ♭ = 0, d’ou` f = 0.
4.3 Distributions admissibles invariantes spe´cifiques
SoitH est groupe compact, on note Π(H) l’ensemble de classes d’e´quivalences de repre´sentations
irre´ductibles de H. Si d ∈ Π(H), on note ξd ∈ C∞(H) son caracte`re. La repre´sentation triviale
de H est note´e 1H .
Nous reprendrons les arguments de [25, Part III].
De´finition 4.3.1. Soit Θ une distribution sur un ouvert W de G˜. Soit K0 un sous-groupe
ouvert compact de G˜. On dit que Θ est (G˜,K0)-admissible en γ˜ ∈ G˜ si
– γ˜K0 ⊂ W ;
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– pour tout sous-groupe ouvert K1 ⊂ K0 et d ∈ Kˆ1, on a
Θ ∗ ξd = 0
ou` ∗ de´signe la convolution, sauf s’il existe x ∈ G(F ) tel que les restrictions a` xK0x−1∩K1
de 1xK0x−1 et de d s’entrelacent.
On dit que Θ est admissible en γ˜ s’il existe K0 tel que Θ est (G˜,K0)-admissible en γ˜. Si Θ est
admissible partout, on dit qu’elle est admissible.
Cette de´finition s’applique a` tout groupe localement profini. Notre but est le re´sultat suivant.
The´ore`me 4.3.2. Soit Θ une distribution invariante spe´cifique de G˜. Soient σ ∈ G(F ), σ˜ ∈
p−1(σ). Si Θ est admissible en σ˜, alors Θ est repre´sente´e par une fonction localement inte´grable
au voisinage de σ˜, qui est localement constante sur G˜reg. La fonction |DG| 12Θ est localement
borne´e.
De plus, il existe des coefficients uniques cu˙, ou` u˙ ∈ Γ˙(gσ(F ))[·,σ], tels que
– czu˙ = z
−1cu˙ pour tout z ∈ C×,
– pour X ∈ gσ(F ) suffisamment voisin de 0, avec des conventions de §4.1, on a
Θ(σ˜ expX) =
∑
u∈Γ(gσ(F ))[·,σ]
cu˙µ̂u˙(X).
Enregistrons d’abord une conse´quence qui justifiera toute ope´ration de caracte`res dans les
sections suivantes.
Corollaire 4.3.3. Soit (π, V ) une repre´sentation admissible irre´ductible de G˜ et notons Θπ son
caracte`re. Alors Θπ ve´rifie les assertions du The´ore`me 4.3.2 en tout σ˜ ∈ G˜ semi-simple.
De´monstration. Prenons K0 ⊂ G˜ un sous-groupe ouvert compact tel que V K0 6= {0}. Le corol-
laire re´sulte du fait que Θπ est (G˜,K0)-admissible partout ; voir [20].
Fixons Θ, σ et σ˜ comme dans l’e´nonce´. Indiquons tre`s grossie`rement l’approche de [25].
E´tape 1 Ces assertions e´tant locales et G(F )-invariantes, on effectue la descente semi-simple
avec un voisinage Gσ(F )-invariant V♭ ⊂ gσ(F ) et W˜ ♭ = µm exp(V♭), tous suffisamment petits,
comme dans la Proposition 4.2.2. On obtient ainsi la distribution descendue θ ∈ J (V♭)[·,σ].
D’apre`s la remarque 4.2.4, cette e´tape est de nature analytique si l’on se limite a` l’action de
Gσ(F )⋄, donc est identique a` celle de [25, §18].
E´tape 2 Soient K0, K1 et d comme dans la De´finition 4.3.1. Afin d’exploiter la condition sur
l’entrelacement de 1xK0x−1 et d, on utilise la the´orie d’orbites co-adjointes de Howe. Pre´cisons.
On prend un s-re´seau L ⊂ g(F ) (cf. [25, §17]), i.e. un re´seau suffisamment petit, de sorte
que K := expL est ouvert et compact de G˜, et il est muni de la structure de groupe a` l’aide
de la formule de Baker-Campbell-Hausdorff ; on suppose de plus que 12L les ve´rifie aussi, et on
pose K1/2 := exp(12L), c’est distingue´ dans K.
Notons Π(K) l’ensemble de classes d’e´quivalence de repre´sentations irre´ductibles de K et
Π1/2(K) l’ensemble de K1/2-orbites dans Π(K). Notons L∗ le dual de L par rapport a` ψ ◦B.
La the´orie de Howe fournit une bijection
Π1/2(K) −→ {K1/2 − orbites dans g(F )/L∗}
d 7−→ Od,
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qui est caracte´rise´e par la formule de caracte`re a` la Kirillov
d(d)ξd(expλ) =
∑
X∈Od
ψ(B(X,λ)),(13)
ou` d(d) est le degre´ formel et on a d(d) = [K : KX ]
1
2 , ici X ∈ g(F )/L∗ de´signe un e´le´ment
quelconque dans Od et KX de´signe son stabilisateur sous l’action de K.
On en de´duit que, soient (Li,Ki,di) comme ci-dessus et Oi l’orbite co-adjointe associe´e
(i = 1, 2), alors pour x ∈ G(F ), les K1/2i -orbites de repre´sentations d1 et xd2 restreintes a`
K1∩xK2x−1, ou` xd2 est la repre´sentation de xK2x−1 transporte´e de d2 par Ad (x), s’entrelacent
si et seulement si O1 ∩ xO2 6= ∅.
Observons que ce formalisme ne fait pas intervenir le reveˆtement. Les arguments de [25,
§§19-20] s’y adaptent imme´diatement.
E´tape 3 Appliquons le formalisme de §4.1 au groupe Gσ(F ). En particulier, on a fixe´ une
norme | · | sur gσ(F ).
Prenons des s-re´seaux L ⊂ g(F ) et Λ ⊂ gσ(F ) tel que Λ ⊂ L. On demande de plus que Λ
est bien adapte´ (par rapport a` un sous-groupe compact maximal spe´cial et un Le´vi de Gσ(F )),
alors Λ∗ := {X ∈ gσ(F ) : ∀v ∈ Λ, ψ ◦ B(X, v) = 1} l’est aussi. Prenons un voisinage V de
gσ,nil(F )
|·|=1 dans gσ(F )
|·|=1, suffisamment petit de sorte que la Proposition 4.1.7 s’applique.
On en de´duit des sous-groupes compacts ouverts K := expL et Kσ := expΛ. Quitte a`
re´tre´cir Λ, on peut supposer que
[·, σ]|Kσ = 1.
Lemme 4.3.4 (cf. [25, Lemma 21.2]). Quitte a` re´tre´cir V , il existe ν > 0 tel que pour tout
X ∈ gσ(F ) avec |X| > qν , on a
〈θˆ,1X+Λ∗〉 6= 0 ⇒ X ∈ F · V.
Autrement dit, θˆ ∈ J (V, qν ,Λ∗)ω.
De´monstration. Il suffit de remarquer que l’on n’utilise que la partie “analytique” des arguments
de descente dans [25]. En particulier, on n’utilise que la conjugaison par des e´le´ments dans
Gσ(F )⋄. D’autre part, la the´orie des orbites co-adjointes est encore utilisable sur le reveˆtement,
comme explique´ a` l’e´tape 2.
De´monstration du The´ore`me 4.3.2. D’apre`s la Proposition 4.1.7, il existe
– un sous-ensemble ouvert compact Ω ∈ gσ(F ),
– θˆ1 ∈ J (Ω)ω,
– un oF -re´seau Λ
∗
1 ⊃ Λ∗,
tels que
jΛ∗1 θˆ1 = jΛ∗1 θˆ.
On note Λ1 ⊂ Λ le oF -re´seau tel que Λ∗1 = (Λ1)∗. En inversant la transforme´e de Fourier, on
en de´duit que θ1|Λ1 = θ|Λ1 .
La distribution θ1 ve´rifie les assertions dans le The´ore`me 4.1.9 sur un voisinage Gσ(F )-
invariant de 0 dans gσ(F ), donc θ les ve´rifie aussi sur un voisinage de 0 dans gσ(F ). En
particulier, quitte a` re´tre´cir V♭, θ est repre´sente´e par une fonction localement inte´grable F
avec F (y−1Xy) = [y, σ]F (X). Donc Θ|
W˜ ♭
est repre´sente´e par la fonction invariante localement
inte´grable gσ˜ exp(X)g−1 7→ F (X). Le de´veloppement local en termes des distributions µ̂u˙ re´sulte
imme´diatement du The´ore`me 4.1.10.
34
5 La formule des traces locale
5.1 Le noyau tronque´
Soient F un corps local de caracte´ristique nulle et G un F -groupe re´ductif connexe. On
conside`re un reveˆtement
1→ µm → G˜ p→ G(F )→ 1.
Fixons un sous-groupe de Le´vi minimal M0 et un sous-groupe compact maximal spe´cial
K, suppose´s en bonne position. Lorsque F est archime´dien, on normalise des mesures de Haar
sur les groupes line´aires en question comme dans [8], ce qui de´terminent les mesures sur les
reveˆtements selon la convention dans [31]. Lorsque F est non archime´dien, les mesures sont
normalise´es comme dans §2 sauf que l’on choisit les mesures sur les radicaux unipotentes de
sorte que γ(G|M) = 1 pour tout M ∈ L(M0), ce qui est loisible selon la Remarque 2.6.6.
La formule des traces locale concerne la repre´sentation R de G˜× G˜ sur L2(G˜) de´finie par
(R(y˜1, y˜2)φ)(x˜) = φ(y˜
−1
1 x˜y˜2), φ ∈ L2(G˜).
Soit f ∈ C∞c (G˜), on peut former l’ope´rateur R(f). Pour la formule des traces locale, on
s’inte´resse plutoˆt aux fonctions test dans les espaces
C(G˜) : fonctions de Schwartz-Harish-Chandra,
H(G˜) : fonctions lisses a` support compact et K˜-finies,
ainsi que leurs variantes µm-e´quivariantes C−(G˜), C (G˜), H−(G˜) et H (G˜). D’ici jusqu’a` la
Proposition 5.7.6, on prend
f(x˜, y˜) = f1(x˜)f2(y˜), f1 ∈ H−(G˜), f2 ∈ H (G˜).
On l’abre´gera souvent par l’expression f = f1f2.
On montre que R(f) est de noyau K(x˜, y˜) =
∫
G(F ) f1(x˜w˜)f2(w˜y˜) dw, ou` w˜ ∈ p−1(w) est
quelconque ; ce choix ne change pas le produit en question selon notre hypothe`se sur f1, f2.
Conservons cette convention dans les inte´grales dans cette section.
Notons Γell(G(F )) l’espace des orbites semi-simples F -elliptiques dans G(F ). Il est muni
d’une mesure de Radon de sorte que pour toute φ ∈ Cc(Γell(G(F )) ∩ Γreg(G(F ))), on a∫
Γell(G(F ))
φ(γ) dγ =
∑
T
|W (G(F ), T (F ))|−1
∫
T (F )
φ(t) dt
ou` T parcourt les classes de conjugaison des F -tores maximaux elliptiques dans G, et
W (G(F ), T (F )) := NG(T )(F )/T (F ).
Ici T (F ) est muni de la mesure de Haar de sorte que mes(T (F )/AG(F )) = 1. Idem pour
tout Le´vi de G. Alors la formule d’inte´grale de Weyl s’e´crit∫
G(F )
h(x) dx =
∑
M∈L(M0)
|WM0 ||WG0 |−1
∫
Γell(M(F ))
|D(γ)|ιM
∫
AM (F )†\G(F )
h(x−1γx) dxdγ
pour toute h ∈ Cc(G(F )), ou` D(γ) signifie le discriminant de Weyl ; on peut restreindre
l’inte´grale a` Γell,G−reg(M(F )). PuisqueK(x, x) = K(x˜, x˜) =
∫
G(F ) f1(w˜)f2(x
−1w˜x) dw ne de´pend
que de x, on peut appliquer cette formule et de´duire que K(x, x) est e´gal a`∑
M∈L(M0)
|WM0 ||WG0 |−1
∫
Γell(M(F ))
|D(γ)|ιM
∫
AM (F )†\G(F )
f1(x
−1
1 γ˜x1)f2(x
−1x−11 γ˜x1x) dx1 dγ.
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C’est le de´veloppement ge´ome´trique. Pour le coˆte´ spectral, on utilise la formule de Plancherel
(Corollaire 2.6.5) et la Remarque 2.6.6 sur le choix des mesures. Soit M ∈ L(M0), munissons
Π2,−(M˜ ) de la mesure de sorte que pour toute h ∈ C∞c, (G˜), l’e´galite´ du Corollaire 2.6.5 soit
ve´rifie´e. Comme les mesures sont choisies de sorte que γ(G|M) = 1 pour tout M ∈ L(M0), on a
h(1) =
∑
M∈L(M0)
|WM0 ||WG0 |−1
∫
Π2,−(M˜)
d(σ)µ(σ)tr (IP˜ (σ, h)) dσ.
Fixons x˜ ∈ G˜ et posons
h(y˜) =
∫
G(F )
f1(x˜w˜)f2(w˜y˜x˜) dw.
On ve´rifie que h(1) = K(x, x) et h = fˇ1 ∗ fx2 ; en particulier, h ∈ C∞c, (G˜). Notons V l’espace
vectoriel sous-jacent de σ et choisissons BP˜ (σ) une base orthonorme´e de l’espace hilbertien
des ope´rateurs de Hilbert-Schmidt IP˜ (V ) → IP˜ (V ), forme´e d’e´le´ments K˜-finis. On en de´duit
comme dans [8, §2] que
tr (IP˜ (σ, h)) =
∑
S∈BP˜ (σ)
tr (IP˜ (σ, x˜)S(f))tr (IP˜ (σ, x˜)S),
S(f) := d(σ)IP˜ (σ, f2)SIP˜ (σ, fˇ1).
Alors la formule de Plancherel entraˆıne que K(x, x) est e´gal a`∑
M∈L(M0)
|WM0 ||WG0 |−1
∫
Π2,−(M˜)
µ(σ)
∑
S∈BP˜ (σ)
tr (IP˜ (σ, x˜)S(f))tr (IP˜ (σ, x˜)S) dσ.
On note a0 = aM0 comme d’habitude. On munit a0 (resp. G(F )) d’une norme (resp. une
fonction hauteur) ‖ · ‖ comme dans [8, §4]. Adoptons le formalisme de (G,M)-familles de [31].
Soit M ∈ L(M0). Si Y = {YP : P ∈ P(M)} est un ensemble (G,M)-orthogonal, on note
SM (Y) son enveloppe convexe dans aGM . Soit T ∈ a0. Pour tout P0 ∈ P(M0), on note TP0 l’unique
e´le´ment dans a+P0 ∩ (WG0 · T ). Alors {TP0 : P0 ∈ P(M0)} forme un ensemble (G,M0)-orthogonal
positif ; on le note abusivement par T . Posons
d(T ) := inf{〈α, TP0〉 : P0 ∈ P(M0), α ∈ ∆P0} ≥ 0.
On dit que T est suffisamment re´gulier si d(T ) ≫ 0. Dans ce qui suit, nous supposerons
toujours que T ∈ aM0,F . De´finissons u(x, T ) la fonction caracte´ristique de l’ensemble
{x = k1mk2 : k1, k2 ∈ K,HM0(m) ∈ SM0(T )}.
On la regarde comme une fonction sur AG(F )
†K\G(F )/K. Le noyau tronque´ est de´fini par
l’inte´grale absolument convergente
KT (f) := ιG
∫
AG(F )†\G(F )
K(x, x)u(x, T ) dx.
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5.2 Le coˆte´ ge´ome´trique
On a
KT (f) =
∑
M∈L(M0)
|WM0 ||WG0 |−1
∫
Γell(M(F ))
KT (γ, f) dγ
ou`
KT (γ, f) = |D(γ)|ι2M
∫
(AM (F )†\G(F ))2
f1(x
−1
1 γ˜x1)f2(x
−1
2 γ˜x2)u
†
M (x1, x2, T ) dx1 dx2,
u†M (x1, x2, T ) := ιGι
−1
M
∫
AG(F )†\AM (F )†
u(x−11 ax2, T ) da.
Cf. [8, p.30]. Soient M ∈ L(M0), x1, x2 ∈ G(F ). On de´finit l’ensemble (G,M)-orthogonal
YM (x1, x2, T ) associe´ a`
YP (x1, x2, T ) := TP +HP (x1)−HP¯ (x2), P ∈ P(M),
ou` TP est la projection sur aM de TP0 , P0 ∈ P(M0), P0 ⊂ P quelconque. C’est un (G,M)-
ensemble orthogonal positif pourvu que d(T ) soit suffisamment re´gulier par rapport a` (x1, x2),
ce que nous supposons.
D’autre part, Arthur [8, (3.8)] a de´fini la fonction combinatoire σM (·,YM (x1, x2, T )) sur aGM .
Comme YM (x1, x2, T ) est positif, σM (·,YM (x1, x2, T )) est la fonction caracte´ristique de SM(Y) ;
en particulier, elle est a` support compact. Donc on peut de´finir la fonction poids
v†M (x1, x2, T ) := ιGι
−1
M
∫
AG(F )†\AM (F )†
σM (HM (a),YM (x1, x2, T )) da.
Posons ainsi
JT (γ, f) := |D(γ)|ι2M
∫
(AM (F )†\G(F ))2
f1(x
−1
1 γ˜x1)f2(x
−1
2 γ˜x2)v
†
M (x1, x2, T ) dx1 dx2,
JT (f) :=
∑
M∈L(M0)
|WM0 ||WG0 |−1
∫
Γell(M(F ))
JT (γ, f) dγ.
Lemme 5.2.1. Soit δ > 0, il existe des constantes C, ǫ1, ǫ2 > 0 telles que
|u†M (x1, x2, T )− v†M (x1, x2, T )| ≤ Ce−ǫ1‖T‖
pour tout (T, x1, x2) tel que d(T ) ≥ δ‖T‖ et ‖xi‖ ≤ eǫ2‖T‖, i = 1, 2.
De´monstration. Si F est non archime´dien, alors il existe des constantes C1, ǫ1, ǫ2 telles que
uM (x
−1
1 ax2, T ) = σM (HM (a),YM (x1, x2, T )), ∀a ∈ AM (F )
pour tout (T, x1, x2) comme dans l’assertion, d’apre`s [8, p.38]. On conclut en inte´grant cette
e´galite´ sur AG(F )
†\AM (F )†.
Si F est archime´dien, l’argument de [8, pp.39-42] marche sans modification. En fait, on se
rame`ne a` comparer des inte´grales sur des R-espaces vectoriels aQM , a
G
Q, ou` Q ∈ F(M). De tels
arguments ne font pas intervenir AG(F )
† et AM (F )
†.
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Corollaire 5.2.2. Soit δ > 0, alors il existe des constantes C, ǫ > 0 telles que
|KT (f)− JT (f)| ≤ Ce−ǫ‖T‖
pour tout T tel que d(T ) ≥ δ‖T‖.
De´monstration. On ite`re [8, §4]. En fait, la de´monstration ne repose que sur le Lemme 5.2.1 et
des majorations qui n’ont rien a` faire avec le reveˆtement.
Pour l’instant, supposons que F est non archime´dien. Introduisons une version discre`te de
la construction dans [31, §4.2]. Notons qF := |oF /pF | et posons
L˜†M := (a˜†M,F + aG)/aG,
L˜M := (a˜M,F + aG)/aG,
LM := (aM,F + aG)/aG,
L0 := LM0 .
Lemme 5.2.3. On a
[L˜M : L˜†M ] = [a˜M,F : a˜†M,F ][a˜G,F : a˜†G,F ]−1.
De´monstration. D’une part, on a la suite exacte
1 //
(a˜†M,F + aG) ∩ a˜M,F
a˜
†
M,F
//
a˜M,F
a˜
†
M,F
//
a˜M,F
(a˜†M,F + aG) ∩ a˜M,F
// 1
a˜M,F + aG
a˜
†
M,F + aG
,
et (a˜M,F + aG)/(a˜
†
M,F + aG) = L˜M/L˜†M . D’autre part,
(a˜†M,F + aG) ∩ a˜M,F
a˜
†
M,F
=
a˜
†
M,F + (aG ∩ a˜M,F )
a˜
†
M,F
=
a˜
†
M,F + a˜G,F
a˜
†
M,F
=
a˜G,F
a˜
†
M,F ∩ a˜G,F
=
a˜G,F
a˜
†
G,F
car a˜†G,F = aG ∩ a˜†M,F . Cela permet de conclure.
On pose AM (F )
1 := AM (F ) ∩KerHM et AM (F )†,1 := AM (F )† ∩KerHM .
Lemme 5.2.4. On a
ιM [AM (F )
1 : AM (F )
†,1][a˜M,F : a˜
†
M,F ] = 1.
De´monstration. Il suffit d’appliquer le lemme du serpent au diagramme suivant.
1 // AM (F )
†,1 //

AM (F )
† //

a˜
†
M,F
//

1
1 // AM (F )
1 // AM (F ) // a˜M,F // 1
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Soient k ∈ R>0, M ∈ L(M0) et P ∈ P(M). Posons
µα,k := k log qF · α∨, α ∈ ∆P ,
LM,k := k log qF · Z∆∨P .
Alors LM,k est un re´seau dans aGM , qui est inde´pendant de P . Si k ∈ Z>0 est suffisamment
divisible, alors LM,k ⊂ L˜M .
On a de´ja` normalise´ la mesure de Haar sur ia∗G (resp. ia
∗
M ) dans §2.1, ce qui de´termine la
mesure duale sur aG (resp. aM ) comme dans [31, §2.5]. On ve´rifie que la mesure induite sur aGM
satisfait a` mes(aGM/L˜M ) = 1. Supposons toujours k suffisamment divisible et posons
θP,k(λ) := mes(a
G
M/LM,k)−1
∏
α∈∆P
(
1− e−〈λ,µα,k〉
)
, λ ∈ a∗M,C.(14)
On va transformer v†M (x1, x2, T ) en une expression qui ne de´pend pas de AM (F )
† et AG(F )
†.
Les arguments sont identiques a` ceux dans [8, §6] sauf que certains facteurs supple´mentaires
interviennent. Montrons qu’ils disparaissent a` la fin. On a
v†M (x1, x2, T ) = ιGι
−1
M [AM (F )
1 : AM (F )
†,1]−1[AG(F )
1 : AG(F )
†,1]·
·
∑
X∈a˜†M,F /a˜
†
G,F
σM (X,YM (x1, x2, T )).
On a a˜†M,F /a˜
†
G,F = a˜
†
M,F/(a˜
†
M,F ∩ aG) = L˜†M . Comme dans [8, §6], la somme sur L˜†M se
transforme en
∑
ν∈L˜†,∨M /L
∨
M
∑
P∈P(M)
[LM : L˜†M ]−1mes(aGM/LM,k)−1 limΛ→0
 ∑
X∈LM/LM,k
e〈Λ+ν,XP (YP )〉θP,k(Λ + ν)
−1

ou` Λ ∈ (aGM,C)∗ est suppose´ en position ge´ne´rale proche de 0, et YP = YP (x1, x2, T ). Donc
v†M (x1, x2, T ) est le produit de
ιGι
−1
M [AM (F )
1 : AM (F )
†,1]−1[AG(F )
1 : AG(F )
†,1][L˜M : L˜†M ]−1
avec
∑
ν∈L˜†,∨M /L
∨
M
lim
Λ→0
 ∑
P∈P(M)
[LM : LM,k]−1
∑
X∈LM/LM,k
e〈Λ+ν,XP (YP )〉θP,k(Λ + ν)
−1
 .
La premie`re expression vaut 1 d’apre`s les Lemmes 5.2.3, 5.2.4, tandis que la limite dans
la deuxie`me expression est exactement celle dans le cas des groupes re´ductifs. C’est justifie´ de
reprendre tous les arguments d’Arthur pour obtenir l’expression
v†M (x1, x2, T ) =
∑
ξ∈ 1
N
L∨0 /L
∨
0
qξ(T )e
〈ξ,T 〉,(15)
ou`
– T ∈ L0∩a+0 est suffisamment re´gulier en un sens inde´pendant deM , et a+0 est une chambre
quelconque dans a0 ;
– N ∈ Z>0 suffisamment divisible, inde´pendamment de M ;
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– pour tout ξ, qξ est un polynoˆme.
C’est loisible de parler du terme constant v˜M (x1, x2) := q0(0). La somme sur ξ provient de
la somme pre´ce´dente sur ν ∈ L˜†,∨M /L∨M , donc elle de´pend du choix de AM (F )† ; cependant le
terme q0 correspondant a` ξ = 0 n’en de´pend pas. En adaptant [8, (6.6)], on obtient
v˜M (x1, x2) = lim
Λ→0
∑
P∈P(M)
|LM/LM,k|−1
∑
X∈LM/LM,k
e〈Λ,XP+HP (x1)−HP¯ (x2)〉θP,k(Λ)
−1(16)
ou` k ∈ Z>0 est suffisamment divisible en un sens inde´pendant de M . Cela permet de de´finir
J˜M˜ (γ, f) := |D(γ)|ι2M
∫
(AM (F )†\G(F ))2
f1(x
−1
1 γx1)f2(x
−1
2 γx2)v˜M (x1, x2) dx1 dx2.(17)
pour tout γ ∈ Γell(M(F )).
Proposition 5.2.5 (Cf. [8, Proposition 6.1]). Supposons F non archime´dien. Alors il existe
une de´composition
JT (f) =
∑
ξ∈ 1
N
L∨0 /L
∨
0
pξ(T, f)e
〈ξ,T 〉, T ∈ L0 ∩ a+0 ,
ou` T , a+0 , N sont comme pre´ce´demment et pξ(·, f) sont des polynoˆmes. Son terme constant
J˜(f) := p0(0, f) admet une de´composition
J˜(f) =
∑
M∈L(M0)
|WM0 ||WG0 |−1
∫
Γell(M(F ))
J˜M˜ (γ, f) dγ.
Remarque 5.2.6. Les distributions KT , JT sont WG0 -invariantes, donc J˜(f) ne de´pend pas
du choix de a+0 . En particulier, le terme constant J˜(f) n’en de´pend pas.
Le cas archime´dien est plus simple du point de vue combinatoire.
Proposition 5.2.7. Supposons F archime´dien. Alors la Proposition 5.2.5 demeure valable si
l’on remplace les re´seaux LM , L˜M , L˜†M , LM,k par aGM , et si l’on remplace θP,k par la fonction
θP de´finie dans [31, §4.1] dans la de´finition (17) de J˜M˜ (γ, f).
5.3 Le coˆte´ spectral
La re´fe´rence pour les discussions suivantes sont [8, §§8-11]. Fixons P0 ∈ P(M0). On a
KT (f) =
∑
M∈L(M0)
|WM0 ||WG0 |−1
∫
Π2,−(M˜ )
KT (σ, f) dσ,
KT (σ, f) := µ(σ)ιG
∫
AG(F )†\G(F )
∑
S∈BP˜ (σ)
tr (IP˜ (σ, x˜)S(f))tr (IP˜ (σ, x˜)S)u(x, T ) dx,
ou` P ∈ P(M0) est standard.
Soient (σ, V ) ∈ Π2,−(M˜), χ ∈ ImX(M˜ ). Rappelons que l’on peut re´aliser IP˜ (σ ⊗ χ) tel que
l’espace IP˜ (V ) muni de l’action de K˜ ne de´pend pas de χ. Dans ce qui suit, on fixe un point
base σ dans chaque ImX(M˜ )-orbite de Π2,−(M˜ ).
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Donc dans l’expression de KT (f) on peut regrouper les termes selon M et les ImX(M˜ )-
orbites de Π2,−(M˜ ). On se rame`ne a` l’e´tude de l’inte´grale
ιG
∫
AG(F )†\G(F )
tr (IP˜ (σ ⊗ χ, x˜)S(f))tr (IP˜ (σ ⊗ χ, x˜)S)u(x, T ) dx
ou` S ∈ BP˜ (σ) est fixe´, et χ varie dans ImX(M˜ ).
On note O la ImX(M˜ )-orbite contenant σ. Pour simplifier la vie, supposons momentane´ment
F non archime´dien. En examinant les de´finitions dans §2, on voit que S et S(f) appartiennent
a` C∞(O, P˜ ), regarde´es comme fonctions χ 7→ Sχ et χ 7→ S(f)χ, et que
tr (IP˜ (σ ⊗ χ, x˜)S(f)) = EG˜P˜ (S(f)χ)(x˜),
tr (IP˜ (σ ⊗ χ, x˜)S) = EG˜P˜ (Sχ)(x˜).
Avec la notation usuelle (a|b) = ab¯ pour a, b ∈ C, de´finissons le produit scalaire tronque´ des
coefficients
ΩT
P˜
(σ ⊗ χ, S(f), S) := ιG
∫
AG(F )†\G(F )
(
EG˜
P˜
(S(f)χ)(x˜) |EG˜P˜ (Sχ)(x˜)
)
u(x, T ) dx
On obtient donc l’expression suivante pour KT (f) :∑
M∈L(M0)
|WM0 ||WG0 |−1
∑
σ
∑
S
|StabImX(M˜)(σ)|−1
∫
ImX(M˜ )
µ(σ ⊗ χ)ΩT
P˜
(σ ⊗ χ, S(f), S) dσ,(18)
ou`
– σ parcourt un syste`me de repre´sentants de Π2,−(M˜)/ImX(M˜ ) ;
– S parcourt BP˜ (σ) ;
– P ∈ P(M) est standard.
Remarque 5.3.1. Dans [8, §§7-8], Arthur choisit le langage des inte´grales d’Eisenstein au lieu
des coefficients d’induites. Nous laissons le soin au lecteur de re´concilier les de´finitions.
Comme dans [8], le coˆte´ spectral ne´cessite des majorations en trois e´tapes. Donnons-en une
esquisse.
De KT a` kT Pour M ∈ P(M0), P ∈ P(M0) standard et Ψ1,Ψ2 ∈ A2,−(M˜), on note ϕP :
a0 → R la fonction caracte´ristique de l’ensemble
{H ∈ a0 : 〈̟,H〉 ≤ 0,∀̟ ∈ ∆ˆP}
et on pose
rT
P˜
(Ψ1|Ψ2) := ιG
∫
AG(F )†\M(F )
(Ψ1(m˜)|Ψ2(m˜))ϕP (HM (m)− TP ) dm.
Pour tout σ ∈ Π2,−(M˜) et S1, S2 ∈ L(σ, P˜ ), on pose
ωT
P˜
(σ, S1, S2) :=
∑
P1⊃P0
rT
P˜1
(EG˜
P˜
(S1)
w
P˜1
|EG˜
P˜
(S2)
w
P˜1
).
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Avec la meˆme convention de (18), posons kT (f) e´gale a`∑
M∈L(M0)
|WM0 ||WG0 |−1
∑
σ
∑
S
|StabImX(M˜ )(σ)|−1
∫
ImX(M˜)
µ(σ ⊗ χ)ωT
P˜
(σ ⊗ χ, S(f), S) dσ.(19)
Proposition 5.3.2. Soit δ > 0, il existe des constantes C, ǫ > 0 telles que
|KT (f)− kT (f)| ≤ Ce−ǫ‖T‖
pourvu que d(T ) ≥ δ‖T‖.
De´monstration. C’est l’analogue de [8, Lemma 10.1]. Le fait crucial est la majoration [8, Theo-
rem 8.1] reliant ΩT
P˜
et ωT
P˜
, dont les ingre´dients de la preuve sont e´tablis dans §2.
De kT a` JTspec On de´finit une distribution J
T
spec(f) comme dans [8, Lemma 11.1], qui consiste
en des fonctions c de Harish-Chandra et des fonctions combinatoires. Sa de´finition pre´cise est
malheureusement trop complique´e a` rapporter ici. On montre que pour tout n ∈ Z≥1 et tout
δ > 0, il existe une constante cn telle que |kT (f) − JTspec(f)| ≤ cn‖T‖−n lorsque d(T ) ≥ δ‖T‖.
Vu l’e´tape pre´ce´dente et la majoration pour |KT (f)− JT (f)|, on obtient |JT (f)− JTspec(f)| ≤
cn‖T‖−n sous les meˆmes conditions, quitte a` agrandir cn.
D’autre part, on montre, comme dans la preuve de [8, Lemma 11.1], que
JTspec(f) =
∑
ξ∈ 1
N
L∨0 /L
∨
0
qξ(T, f)e
〈ξ,T 〉,
pourvu que T ∈ L0 ∩ a+0 et N ∈ Z≥1 suffisamment divisible, ou` a+0 est une chambre fixe´e. Les
fonctions qξ(·, T ) sont des polynoˆmes. Or JT (f) admet une de´composition du meˆme genre pour
T ∈ a+0 . Comme a+0 est quelconque, la majoration pre´ce´dente pour |JT (f) − JTspec(f)| affirme
que JT (f) = JTspec(f) pour de tels T .
Notons J˜spec(f) := q0(0, f) le terme constant. Il en re´sulte que J˜spec(f) = J˜(f).
Description de J˜spec Donnons finalement une expression explicite pour J˜spec comme dans
[8, Corollary 11.2, Proposition 11.3].
Soient L,M ∈ L(M0), L ⊃M . Nous posons
WL(M)reg := {t ∈WL(M) : det(t− 1|aLM ) 6= 0}.
Soit t ∈ WG(M), on note Π2,−(M˜)t := {σ ∈ Π2,−(M˜) : tσ ≃ σ}. Soient L,M ∈ L(M0),
L ⊃ M , R ∈ P(L), P ∈ P(M), ζ ∈ ia∗L, t ∈ WL(M)reg, σ ∈ Π2,−(M˜ )t. Introduisons les objets
suivants.
– Π := P ∩ L, R(Π) est l’unique e´le´ment de P(M) tel que R(Π) ∩ L = Π et R(Π) ⊂ R.
– Fixons des facteurs normalisants faibles rQ˜′|Q˜(σ) (rappel : la De´finition 3.1.2), d’ou` les
ope´rateurs d’entrelacement normalise´s RQ˜′|Q˜(σ) pour Q,Q
′ ∈ P(M).
– RP˜ (t, σ) := σ(t˜) ◦ A(t˜) ◦ Rt−1P˜ |P˜ (σ), ou` t˜ ∈ L˜ ∩ K˜ est un repre´sentant de t, et σ(t˜) est
l’isomorphisme IP˜ (t˜σ)
∼→ IP˜ (σ) induit par un isomorphisme fixe´ t˜σ
∼→ σ. C’est bien de´fini
a` une constante multiplicative pre`s.
– τ1,R˜(ζ) est
tr
(
IP˜ (σ, fˇ1)RP˜ (t, σ)−1JP˜ |R˜(Π)(σζ)JP˜ |R˜(Π)(σ)
−1
)
.
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– τ2,R˜(ζ) est
tr
(
J
R˜(Π)|P˜
(σ)−1J
R˜(Π)|P˜
(σζ)RP˜ (t, σ)IP˜ (σ, f2)
)
.
– J˜L˜(σ, t, f) est
lim
ζ→0
∑
R∈P(L)
τ1,R˜(ζ)τ2, ˜¯R(ζ)|LL/LL,k|
−1
∑
X∈LL/LL,k
e〈ζ,XR〉θR,k(ζ)
−1(20)
avec k ∈ Z≥1 suffisamment divisible.
– On note
ΣredP (σ) := {β ∈ ΣredP : rβ a un poˆle en σ}
= {β ∈ ΣredP : µβ a un ze´ro en σ},
et on pose
ǫσ(t) := (−1)|tΣredP (σ)∩ΣredP¯ (σ)|.(21)
Pour L, σ comme ci-dessus, on munit ImX(L˜) ·σ de la mesure quotient de´duite de la mesure
de ia∗L.
Proposition 5.3.3. On a
J˜spec(f) =
∑
L,M,t
|WM0 ||WG0 |−1|det(t− 1|aLM )|−1
∑
σ
∫
ImX(L˜)·σ
ǫσ′(t)J˜L˜(σ
′, t, f) dσ′
ou` L,M, t sont comme pre´ce´demment, et σ parcourt les ImX(L˜)-orbites de Π2,t(M˜ )
t.
De´monstration. Puisque la the´orie des ope´rateurs d’entrelacement, des fonctions c de Harish-
Chandra et la formule de Plancherel pour reveˆtements sont e´tablies dans §2, il suffit d’adapter
[8, §11]. Comme pour le coˆte´ ge´ome´trique, des facteurs de la forme ιM , [AM (F )1 : AM (F )†,1]
ou [a˜M,F : a˜
†
M,F ] (ou` M ∈ L(M0)) peuvent intervenir dans JTspec(f), donc dans la description de
J˜L˜(σ
′, t, f). Toutefois on peut inspecter les arguments d’Arthur et montrer, comme dans §5.2,
que ces facteurs se compensent a` l’aide des Lemmes 5.2.3, 5.2.4. Ces compensations ne sont pas
surprenantes car le formalisme est choisi de sorte que si G˜ = µm×G(F ) et p = (1, id), alors on
revient a` la situation conside´re´e par Arthur.
5.4 Interlude : R-groupes
Avant de proce´der a` la formule des traces locale, rappelons brie`vement le formalisme de R-
groupes de [9, §2]. Des sources possibles des de´monstrations sont [34, 35]. Les preuves reposent
sur
– la formule de Plancherel,
– la normalisation des ope´rateurs d’entrelacement,
– une formule de Casselman [36, I.4.1] des coefficients matriciels du module de Jacquet,
pour le cas archime´dien.
On a tous ces ingre´dients pour les reveˆtements.
Soient M ∈ L(M0), P ∈ P(M), (σ, V ) ∈ Π2,−(M˜). Notons Πσ(G˜) l’ensemble des classes
de constituants irre´ductibles de IP˜ (σ), qui ne de´pend pas du choix de P . Notons Wσ := {w ∈
WG(M) : wσ ≃ σ}. Fixons des facteurs normalisants faibles rQ˜′|Q˜(σ) et les ope´rateurs d’entre-
lacement normalise´s RQ˜′|Q˜(σ).
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Soient w ∈ Wσ et w˜ ∈ K˜ un repre´sentant, alors σ se prolonge en une repre´sentation du
groupe M˜+w engendre´ par M˜ et w˜ ; de´signons cette repre´sentation par σw. Ce prolongement est
unique a` une constante pre`s, nous y imposerons des conditions plus tard.
De´finissons l’ope´rateur d’entrelacement
A(σw) : Iw−1P˜ (σ)
∼→ IP˜ (σ),
φ(·) 7→ σw(w˜)φ(w˜−1·).
Posons RP˜ (w, σ) := A(σw)Rw−1P˜ |P˜ (σ) et
W 0σ := {w ∈Wσ : RP˜ (w, σ) ∈ C×id},
Rσ :=Wσ/W
0
σ .
Notons que Rσ ne de´pend pas de P .
L’un des faits de la the´orie de R-groupes est que W 0σ est le groupe de Weyl associe´ au
syste`me de racines engendre´ par {β ∈ ΣredP : µβ(σ) = 0}. Si l’on fixe une chambre a+σ de ce
syste`me, alors on peut identifier Rσ et {w ∈Wσ : wa+σ = a+σ } ; avec ce choix, on peut e´crire
Wσ =W
0
σ ⋊Rσ.
Supposons maintenant que pour tout w ∈ W 0σ , σw est choisi de sorte que RP˜ (w, σ) = id.
L’application r 7→ RP˜ (r, σ) pour r ∈ Rσ n’est pas force´ment un homomorphisme : il existe un
2-cocycle ησ : R
2
σ → C× tel que RP˜ (r1r2, σ) = ησ(r1, r2)RP˜ (r1, σ)RP˜ (r2, σ). Plus pre´cise´ment,
on a ησ(r1, r2) = A(σr1r2)A(σr1)
−1A(σr2)
−1. Fixons de´sormais une extension centrale
1→ Zσ → R˜σ → Rσ → 1(22)
de sorte que Zσ est fini et l’image de ησ dans H
2(R˜σ,C×) est triviale. Autrement dit, il existe
ξσ : R˜σ → C× tel que ησ(r1, r2) = ξσ(r1r2)ξσ(r1)−1ξσ(r2)−1 pour tous r1, r2 ∈ R˜σ. On en de´duit
le caracte`re χσ : Zσ → C× tel que ξσ(zr) = χσ(z)ξσ(r) pour tout r ∈ R˜σ et tout z ∈ Zσ. Si l’on
pose
R˜P˜ (r, σ) := ξσ(r)
−1RP˜ (r, σ), r ∈ R˜σ
alors r 7→ R˜P˜ (r, σ) est un homomorphisme avec R˜P˜ (zr, σ) = χσ(z)−1R˜P˜ (r, σ).
Notons Π(R˜σ , χσ) l’ensemble des classes de repre´sentation irre´ductibles de R˜σ dont la res-
triction sur Zσ est χσ. Le the´ore`me principal des R-groupes (d’apre`s Harish-Chandra, Knapp,
Stein, Silberger) s’exprime comme suit, ce que nous admettre comme une hypothe`se dans le cas
non archime´dien.
The´ore`me 5.4.1. La repre´sentation RP˜ (r, x˜) = R˜P˜ (r, σ)IP˜ (σ, x˜) de R˜σ × G˜ sur IP˜ (V ) admet
une de´composition
RP˜ =
⊕
ρ∈Π(R˜σ ,χσ)
(ρ∨ ⊠ πρ)
ou` ρ 7→ πρ est une bijection de Π(R˜σ , χσ) sur Πσ(G˜). En particulier, on a
tr (R˜P˜ (r, σ)IP˜ (σ, f)) =
∑
ρ∈Π(R˜σ ,χσ)
tr ρ∨(r) · 〈Θπρ, f〉, r ∈ R˜σ, f ∈ C∞c, (G˜).
Remarque 5.4.2. Selon notre normalisation RP˜ (w, σ) = id pour tout w ∈ W 0σ , on voit que
l’ope´rateur R˜P˜ (r, σ) est inde´pendant du plongement Rσ →֒Wσ, autrement dit inde´pendant du
choix de la chambre a+σ .
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Enregistrons des proprie´te´s de R-groupes, dont les preuves se trouvent dans [9].
1. Fixons a+σ . Soit L ∈ L(M) tel que a+σ contient un ouvert de aL. Notons RLσ le R-groupe
relativement a` L˜ au lieu de G˜, alors on a une identification RLσ = Rσ ∩WL(M). Vu les
proprie´te´s des ope´rateurs d’entrelacement normalise´s, on peut tirer l’extension centrale
(22) par RLσ →֒ Rσ et obtient
1→ Zσ → R˜Lσ → RLσ → 1
qui trivialise encore les 2-cocycles ξLσ associe´s a` L˜.
2. Soit L comme ci-dessus. On note K0(R˜σ, χσ) l’espace des caracte`res virtuels engendre´
par Π(R˜σ , χσ). Idem pour K0(R˜
L
σ , χσ). Alors un e´le´ment de K0(R˜σ , χσ) est induit de
K0(R˜
L
σ , χσ) si et seulement si le caracte`re virtuel associe´ de G˜ est induit d’un caracte`re
virtuel engendre´ par Πσ(L˜).
3. Le signe ǫσ(t) de´fini dans (21) est e´gal a` (−1)ℓ(w0) si t = w0r avec w0 ∈W 0σ , r ∈ Rσ.
Supposons de plus que de tels choix (eg. facteurs normalisants, a+σ , σw, l’extension centrale
(22), etc.) sont faits pour tout wσ, w ∈ WG0 , de fac¸on compatible. Par exemple, on exige que
l’action de w ∈ WG0 induit un isomorphisme R˜σ ∼→ R˜wσ. L’e´tape suivante est d’introduire des
espaces de parame`tres convenables pour le coˆte´ spectral.
Soit (M,σ, r) un triplet avec M ∈ L(M0), σ ∈ Π2,−(M˜ ), r ∈ R˜σ. On dit qu’il est essentiel si
pour tout z ∈ Zσ tel que zr est conjugue´ a` r, on a χσ(z) = 1. Le groupe de Weyl WG0 ope`re sur
de tels triplets par w(M,σ, r) = (wM,wσ,wrw−1). Posons Rσ,reg := Rσ ∩WG(M)reg, notons
R˜σ,reg son image re´ciproque dans R˜σ et
T˜ (G˜) := {(M,σ, r) : un triplet essentiel.},
T˜disc(G˜) := {(M,σ, r) ∈ T (G˜) :W 0σ · r ∩WG(M)reg 6= ∅},
T˜ell(G˜) := {(M,σ, r) ∈ T (G˜) : r ∈ R˜σ,reg},
On a T˜ (G˜) ⊃ T˜disc(G˜) ⊃ T˜ell(G˜). Le groupe ImX(G˜) ope`re sur T˜ell(G˜) par χ · (M,σ, r) =
(M,σ ⊗ χ, r), ce qui munit T˜ell(G˜) d’une structure de varie´te´ analytique connexe. On ve´rifie
aussi que T˜ (G˜) =
⊔
L∈L(M0)
T˜ell(L˜). Donc T˜ (G˜) et T˜disc(G˜) sont aussi munis de structures de
varie´te´ analytique. Posons
T (G˜) := T˜ (G˜)/WG0 ,
Tdisc(G˜) := T˜disc(G˜)/W
G
0 ,
Tell(G˜) := T˜ell(G˜)/W
G
0 .
Certes, on peut introduire l’e´quivariance sous µm et de´finir les espaces T−(G˜), T (G˜), etc.
Munissons Tdisc,−(G˜) de la mesure de Radon telle que∫
Tdisc,−(G˜)
θ(τ) dτ =
∑
τ∈Tdisc,−(G˜)/ImX(G˜)
|R˜σ,r|−1
∫
ImX(G˜)·τ
θ(τ ′) dτ ′
pour toute θ ∈ Cc(Tdisc,−(G˜)), ou` R˜σ,r est le stabilisateur de r dans R˜σ, et ImX(G˜) · τ est muni
de la mesure quotient de´duite de la mesure de ia∗G.
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De´finition 5.4.3. Une repre´sentation π ∈ Πtemp(G˜) est dite elliptique si la restriction de
son caracte`re sur l’ensemble des e´le´ments re´guliers F -elliptiques n’est pas nulle. On de´finit les
repre´sentations virtuelles tempe´re´es elliptiques de la meˆme manie`re.
La proposition suivante de´crit les repre´sentations tempe´re´es (resp. virtuelles tempe´re´es) en
termes du R-groupe ; elle explique aussi la notation Tell,−(G˜). Sa de´monstration dans le cas non
archime´dien dans [9, §2] ne´cessite un re´sultat de Kazhdan qui sera prouve´ dans le The´ore`me
5.8.10. Nous n’utiliserons pas cette proposition dans cet article.
Proposition 5.4.4. Soient M ∈ L(M0), σ ∈ Π2,−(M˜ ) et ρ ∈ Π(R˜σ , χσ). La repre´sentation
πρ ∈ Πσ(G˜) est elliptique si et seulement si tr ρ ne s’annule pas sur R˜σ,reg. L’ensemble Tell,−(G˜)
parame`tre une base de l’espace engendre´ par les repre´sentations virtuelles tempe´re´es elliptiques
spe´cifiques de G˜.
Pour tout g ∈ C (G˜) et τ = (M,σ, r) ∈ T (G˜), de´finissons
Θ(τ, g) := tr (R˜P˜ (r, σ)IP˜ (σ, g)),(23)
i(τ) := |W 0σ |−1
∑
t∈W 0σ ·r∩W
G(M)reg
ǫσ(t)|det(1− t|aGM )|−1, lorsque τ ∈ Tdisc(G˜).(24)
On ve´rifie que Θ est bien de´fini, c’est-a`-dire qu’il ne de´pend que de la WG0 -orbite de (M,σ, r).
D’autre part, on ve´rifie que Θ((M,σ, zr), g) = χσ(z)
−1Θ((M,σ, r), g) pour tout z ∈ Zσ. Idem
si l’on conside`re g ∈ C−(G˜) et τ ∈ Tdisc, (G˜).
Soit f = f1f2 avec f1 ∈ H−(G˜), f2 ∈ H (G˜). On de´finit
Idisc(f) =
∫
Tdisc,−(G˜)
i(τ)Θ(τ∨, f1)Θ(τ, f2) dτ.(25)
Cette distribution est relie´e a` la formule des traces locale graˆce au fait suivant.
Proposition 5.4.5. Soit f = f1f2 avec f1 ∈ H−(G˜), f2 ∈ H (G˜). Alors Idisc(f) est la somme
des termes correspondant a` L = G dans l’expression de J˜spec(f) dans la Proposition 5.3.3.
De´monstration. Il suffit de reprendre [9, pp.95-96].
5.5 La formule des traces locale
Le coˆte´ ge´ome´trique Soient x = (x1, x2) ∈ G(F )2, M ∈ L(M0). Rappelons que l’on choisit
la mesure de Haar sur aGM de sorte que mes(a
G
M/L˜M ) = 1, ou` L˜M := (a˜M,F + aG)/aG. Les
fonctions
vP (Λ, x) := e
〈−HP (x2)+HP¯ (x1),Λ〉, P ∈ P(M)
forment une (G,M)-famille, d’ou` est de´fini le terme vM (x) = vM (x1, x2). C’est le volume de
l’enveloppe convexe de {−HP (x2) +HP¯ (x1) : P ∈ P(M)} dans aGM , donc est une fonction sur
(M(F )\G(F )/K)2 .
Soit γ ∈MG−reg(F ), posons
JM˜ (γ, f) = |D(γ)|ι2M
∫
(AM (F )†\G(F ))2
f1(x
−1
1 γ˜x1)f2(x
−1
2 γ˜x2)vM (x1, x2) dx1 dx2.(26)
Ce seront les ingre´dients dans le coˆte´ ge´ome´trique de la formule des traces locale.
Un e´le´ment γ˜ ∈ M˜ est dit bon si son commutant est l’image re´ciproque du commutant de
γ := p(γ˜) ∈M(F ). Cela ne de´pend que de la classe de conjugaison de γ. On de´finit ainsi le sous-
ensemble Γ(M(F ))bon ⊂ Γ(M(F )), etc. Observons que JM˜ (γ, f) = 0 sauf si γ ∈ Γ(M(F ))bon.
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Le coˆte´ spectral On note Πdisc,−(G˜) la re´union des Πσ(G˜) ou` M ∈ L(M0), σ ∈ Π2,−(M˜ )t
pour un t ∈WG(M)reg. Idem pour tout Le´vi de G. Soit π = π∨1 ⊠ π2 tel que la X(M˜ )-orbite de
πi rencontre de Πdisc,−(M˜ ), pour i = 1, 2. Soient P,Q ∈ P(M), on de´finit
IP˜ (π, f) := IP˜ (π∨1 , f1)⊠ IP˜ (π2, f2),
JQ˜|P˜ (π) := J ˜¯Q|P˜ (π
∨
1 )⊠ JQ˜|P˜ (π2),
πΛ := (π1,Λ)
∨
⊠ π2,Λ, Λ ∈ a∗M,C,
JQ˜(Λ, π, P˜ ) := JQ˜|P˜ (π)−1JQ˜|P˜ (πΛ).
En variant Q, on montre que les JQ˜(Λ, π, P˜ ) forment une (G,M)-famille a` valeurs dans les endo-
morphismes de IP˜ (π∨1 )⊠IP˜ (π2), me´romorphes en π. D’ou` les ope´rateurs JM˜ (π, P˜ ) me´romorphes
en π.
De´sormais, nous supposons que π = π∨1 ⊠ π2 avec π1, π2 ∈ Πdisc,−(M˜).
Lemme 5.5.1. Les coefficients matriciels de JM˜(π, P˜ ) sont analytiques. Leurs de´rive´es sont a`
croissance mode´re´e pour de telles π1, π2.
De´monstration. On reprend [8, Lemma 12.1].
Soient π = π∨1 ⊠ π2 comme ci-dessus et f = f1f2 avec f1 ∈ H−(G˜), f2 ∈ H (G˜), on pose
JM˜ (π, f) := tr (JM˜ (π, P˜ )IP˜ (π, f)).(27)
Nous de´montrerons (la Proposition 5.7.4) que JM˜ (π, ·) ne de´pend pas du choix P ∈ P(M), ce
qui justifie la notation.
Si τ = (M1, σ, r) ∈ Tdisc,−(M˜), alors pour tout ρ ∈ Π(R˜Mσ , χσ), la repre´sentation πρ de M˜
appartient a` Πdisc,−(M˜), donc c’est loisible de poser
JM˜ (τ, f) :=
∑
ρ1,ρ2∈Π(R˜Mσ ,χσ)
tr ρ1(r) · tr ρ2(r) · JM˜ (π∨ρ1 ⊠ πρ2 , f).(28)
The´ore`me 5.5.2. Soit f = f1f2 avec f1 ∈ H−(G˜), f2 ∈ H (G˜). Posons
Jgeom(f) :=
∑
M∈L(M0)
|WM0 ||WG0 |−1(−1)dimAM/AG
∫
Γell(M(F ))bon
JM˜ (γ, f) dγ,
Jspec(f) :=
∑
M∈L(M0)
|WM0 ||WG0 |−1(−1)dimAM/AG
∫
Tdisc,−(M˜)
iM˜ (τ)JM˜ (τ, f) dτ.
Alors on a Jgeom(f) = Jspec(f).
On observe aussi que le terme correspondant a`M = G dans Jspec(f) est exactement Idisc(f).
De´sormais, on note J(f) := Jgeom(f) = Jspec(f).
De´monstration. On ite`re l’argument pour [8, Proposition 4.1] avec re´currence sur dimG. Donnons-
en une esquisse tre`s bre`ve. On part des deux de´veloppements de J˜(f) fournis par la Proposition
5.2.5 et la Proposition 5.3.3. Observons d’abord que les termes J˜M˜ (γ, f) du coˆte´ ge´ome´trique
sont similaires a` JM˜ (γ, f) sauf que la fonction poids est v˜M (x1, x2) de´finie dans (16) au lieu
de vM (x1, x2) lorsque F est non archime´dien. Pour passer de l’un a` l’autre, on introduit les
fonctions
cQ(Λ) := |LMQ/LMQ,k|−1
∑
X∈LMQ/LMQ,k
e〈Λ,XP 〉θQ¯,k(Λ)
−1θQ¯(Λ)
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pour Q =MQUQ ∈ F(M0), ou` k ∈ Z≥1 est suffisamment divisible.
Avec les notations dans [31, §4], on montre que
v˜M (x1, x2) = (−1)dimAM/AG
∑
Q∈F(M)
vQM (x1, x2)c
′
Q.
Comme dans [8], cela entraˆıne que
J˜(f) =
∑
Q∈F(M0)
|WMQ0 ||WG0 |−1(−1)dimAM/AGJM˜Qgeom(fQ˜) · c′Q.
Lorsque F est archime´dien, nous utilisons la convention dans la Proposition 5.2.7 de sorte
que les re´sultats pre´ce´dents demeurent valables. En fait, on aura cQ(Λ) = 1 dans ce cas-la`.
Les fonctions cQ interviennent aussi dans le coˆte´ spectral via l’expression (20) : on a
J˜L˜(σ, t, f) = (−1)dimAM/AL limζ→0
∑
R∈P(L)
τ
1, ˜¯R
(ζ)τ2,R˜(ζ)cR(ζ)θR(ζ)
−1.
pour tout L ∈ L(M0). Un raisonnement comme dans [8, pp.92-94] donne
J˜(f) =
∑
Q∈F(M0)
|WMQ0 ||WG0 |−1(−1)dimAM/AGJM˜Qspec(fQ˜) · c′Q.
Comme c′G 6= 0, l’hypothe`se de re´currence entraˆıne que Jgeom(f) = Jspec(f).
5.6 The´ore`me de Paley-Wiener invariant tempe´re´
Transformation de Fourier invariante Soit f ∈ C(G˜), on note fG˜ la fonction sur Πtemp(G˜)
donne´e par
fG˜(π) = Θπ(f).
On note l’image de f 7→ fG˜ par IC(G˜) (e´tymologie : I = l’adjectif “invariant”), qui est un
sous-espace de l’espace vectoriel de fonctions sur Πtemp(G˜). En se restreignant a` C (G˜) (resp.
C−(G˜)), on obtient l’espace IC (G˜) (resp. IC−(G˜)) forme´ de certaines fonctions sur Πtemp,−(G˜)
(resp. Πtemp, (G˜)). Le the´ore`me de Paley-Wiener invariant tempe´re´ donnera une description
de ces espaces comme des espaces vectoriels topologiques pour lesquels f 7→ fG˜ est ouverte
et continue. Les re´sultats ci-dessous concernant C(G˜) et IC(G˜) seront valables si l’on rajoute
l’indice (resp. −), pour des raisons e´videntes.
Expliquons brie`vement la me´thode de notre de´monstration. On factorisera f 7→ fG˜ en FG˜ :
C(G˜) → Ĉ(G˜) (la “transformation de Fourier non invariante”) et tr : Ĉ(G˜) → IC(G˜). On sait
caracte´riser l’image de FG˜ (The´ore`me 5.6.3). Ensuite, on construira une section de tr a` l’aide
de la the´orie de R-groupes. Il faut e´viter l’usage dans [11] de “multiplicite´ un” des K˜-types
minimaux dans le cas archime´dien ; pour cela nous aurons besoin d’une partition de l’unite´
quelque peu technique (Corollaire 5.6.7).
Soient M ∈ L(M0), P = MU ∈ P(M). Comme dans le cas de fonctions C∞c , on de´finit la
descente parabolique
C(G˜) −→ C(M˜ )
f 7−→ fP˜ (m˜) = δP (m)
1
2
∫
K
∫
U(F )
f(k−1m˜uk) dudk, m˜ ∈ M˜.
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C’est une application line´aire continue bien de´finie : le cas archime´dien est [23, Lemma 22], pour
le cas non archime´dien, on utilise la majoration [36, Proposition II.4.5].
On e´tend la de´finition de fG˜ par line´arite´ a` des combinaisons line´aires formelles des e´le´ments
de Πtemp(G˜). On montre que pour tout σ ∈ Πtemp(M˜), on a
(fP˜ )M˜ (σ) = fG˜(σ
G)
ou` σG de´signe la somme directe des constituants irre´ductibles de IP˜ (σ). Il en re´sulte que f 7→ fP˜
induit une application line´aire
IC(G˜) −→ IC(M˜ ),
ϕ 7−→ ϕM˜
qui ne de´pend que de G˜ et M˜ .
De´finition 5.6.1. On dit que ϕ ∈ IC(G˜) est cuspidal si pour tout M ∈ L(M0), on a ϕM˜ = 0
si M 6= G. On dit que f ∈ C(G˜) est cuspidal si son image dans IC(G˜) l’est.
Cela e´tend la de´finition d’Arthur de cuspidalite´ pour les fonctions C∞c .
Remarque 5.6.2. On peut aussi regarder IC(G˜) comme un espace de fonctions sur T (G˜) graˆce
au The´ore`me 5.4.1. Ainsi, on regarde fG˜ comme une fonction sur T (G˜) pour tout f ∈ C(G˜).
Des espaces de Fre´chet Soient M,M ′ ∈ L(M0), on note
W (M ′|M) := {w ∈WG0 : wM =M ′}.
Soient (σ, V ) ∈ Π(M˜ ), w˜ ∈ K˜ un repre´sentant de w ∈W (M |M ′) et P ∈ P(M), P ′ ∈ P(M ′).
On pose
RP˜ ′|P˜ (w˜, σ) := A(w˜)Rw−1P˜ ′|P˜ (σ) : IP˜ (V )→ IP˜ ′(w˜V ).
On utilisera l’e´galite´ suivante a` plusieurs reprises. Soient P ′′ ∈ P(M ′′), P ′ ∈ P(M ′), P ∈
P(M), w1 ∈ W (M ′|M), w2 ∈ W (M ′′|M ′) et (σ, V ) ∈ Π(M˜ ). Alors les proprie´te´s dans la
De´finition 3.1.1 entraˆınent que
RP˜ ′′|P˜ (w˜2w˜1, σ) = RP˜ ′′|P˜ ′(w˜2, w˜1σ)RP˜ ′|P˜ (w˜1, σ)(29)
ou` les ope´rateurs A(·) sont ceux de´fini dans la Proposition 2.4.2, et les donne´es de´finissant le
R-groupe de w˜1σ sont obtenues par transport de structure.
L’application f 7→ fG˜ se factorise comme
C(G˜) FG˜ // // Ĉ(G˜) tr // // IC(G˜)
f ✤ // [π 7→ f(π)] ✤ // [π 7→ Θπ(f)]
ou` π ∈ Πtemp(G˜). Le re´sultat suivant de´crivant Ĉ(G˜) est essentiellement une partie de la formule
de Plancherel lorsque F est non archime´dien ; c’est duˆ a` Arthur [3] pour F archime´dien (voir
aussi [14, §4]).
The´ore`me 5.6.3. L’espace Ĉ(G˜) est forme´ des ope´rateurs Φ : (P, σ) 7→ ΦP˜ (σ) ∈ EndC(IP˜ (V )),
ou` P =MU ∈ F(M0), (σ, V ) ∈ Π2(M˜), ve´rifiant les conditions suivantes.
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Lissite´ Pour P,M, σ comme ci-dessus, λ 7→ ΦP˜ (σλ) est lisse, ou` λ ∈ ia∗M .
Syme´trie Soient M,M ′ ∈ L(M0), P ∈ P(M), P ′ ∈ P(M ′), w ∈ W (M ′|M) et w˜ ∈ K˜ un
repre´sentant de w. Alors
ΦP˜ ′(w˜σ) = RP˜ ′|P˜ (w˜, σ)ΦP˜ (σ)RP˜ ′|P˜ (w˜, σ)
−1.
Croissance (non archime´dien) Supposons F non archime´dien, alors Φ est a` support com-
pact.
Croissance (archime´dien) Supposons F archime´dien. Soient n,m1,m2 ∈ Z>0, M ∈ L(M0),
σ ∈ Π2(M˜ ) et D un ope´rateur diffe´rentiel invariant sur ia∗M , alors
sup
P,σ,δ1,δ2
‖D(Γδ2ΦP˜ (σ)Γδ1)‖(1 + ‖µσ‖)n(1 + ‖µδ1‖)m1(1 + ‖µδ2‖)m2 < +∞
ou`
– D(S(σ)) := ddλ |λ=0D(S(σλ)) pour S(σ) une famille lisse d’ope´rateurs parame´tre´e par
σ ∈ Π2(M˜ ) ;
– δ1, δ2 parcourent les K˜-types et Γδ1 , Γδ2 sont les projecteurs correspondants ;
– on de´finit la sous-alge`bre de Cartan h, le caracte`re infinitesimal µσ et la norme hermi-
tienne ‖ · ‖ comme dans la De´finition 3.1.1 (R8), et µδ1 , µδ2 ∈ h∗C sont les plus hauts
poids de δ1, δ2 respectivement.
Dans le cas non archime´dien Ĉ(G˜) est l’espace C∞(Θ)inv de´fini dans §2.6, donc est muni
d’une topologie. Dans le cas archime´dien, les expressions dans la dernie`re condition de´finissent
des semi-normes pour Ĉ(G˜). En tout cas Ĉ(G˜) est un espace de Fre´chet pour lequel FG˜ est un
isomorphisme topologique.
Cette description est inde´pendante de facteurs normalisants. En effet, la condition de syme´trie
peut aussi s’exprimer en termes des fonctions ◦cP˜ ′|P˜ (w, σ) dans §2.6.
De´finition 5.6.4. Posons PW(G˜) l’espace des fonctions
ϕ : T˜ (G˜) =
⊔
L∈L(M0)
T˜ell(L˜)→ C
ve´rifiant les conditions suivantes.
Lissite´ La fonction ϕ est lisse.
E´quivariance Pour tout τ = (M,σ, r) ∈ T˜ (G˜) et z ∈ Zσ, on a ϕ(zτ) = χσ(z)−1ϕ(τ).
Syme´trie ϕ se factorise par T (G˜).
Croissance (non archime´dien) ϕ est a` support compact.
Croissance (archime´dien) Soient L ∈ L(M0), n ∈ Z>0, D un ope´rateur diffe´rentiel invariant
sur ia∗L, alors
‖ϕ‖L,D,n = sup
τ=(M,σ,r)∈T˜ell(L˜)
|Dϕ(τ)|(1 + ‖µσ‖)n < +∞
avec les conventions dans le The´ore`me 5.6.3.
Ainsi, l’espace PW(G˜) devient un espace de Fre´chet.
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Dore´navant, on adopte le point de vue de la Remarque 5.6.2 afin de comparer IC(G˜) et
PW(G˜). En contemplant le The´ore`me 5.4.1, on voit que l’application tr : Ĉ(G˜) → IC(G˜)
devient
TG˜ : Φ 7−→
[
ϕ : (M,σ, r) 7→ tr (R˜P˜ (r, σ)ΦP˜ (σ))
]
ou` P ∈ P(M) est arbitraire.
Proposition 5.6.5. On a IC(G˜) ⊂ PW(G˜). L’application f 7→ fG˜ se factorise par PW(G˜) et
induit une application line´aire continue C(G˜) → PW(G˜), ou bien Ĉ(G˜) → PW(G˜) d’apre`s le
The´ore`me 5.6.3.
De´monstration. Standard modulo le The´ore`me 5.6.3.
Cette notation est provisoire : nous allons bientoˆt de´montrer que PW(G˜) = IC(G˜)
Combinatoire Nous allons montrer une variante de la partition de l’unite´, qui interviendra
dans la preuve du the´ore`me de Paley-Wiener.
On note a0 := aM0 . On fixe une norme euclidienneW
G
0 -invariante sur a0, la distance associe´e
est note´e d(·, ·) ; on note aussi ‖ · ‖ := d(·, 0). Soient L ∈ L(M0), λ ∈ a0, on e´crit λ = λL + λL
selon la de´composition orthogonale a0 = a
L
0 ⊕aL. Pour tout Q ∈ P(L), on a la chambre positive
associe´e a+Q ⊂ aL qui ve´rifie a+Q =
⊔
Q′⊃Q a
+
Q′ (elle est de la forme a
+
Q = a
G,+
Q × aG, et on pose
a
G,+
G := {0}). Il y a une de´composition en facettes
a0 =
⊔
Q∈F(M0)
a+Q.
Lemme 5.6.6. Supposons fixe´ un voisinage ouvert VL de 0 dans aL0 pour tout L ∈ L(M0).
Alors il existe une famille de fonctions (βQ)Q∈F(M0) telle que
(1) soit Q = LU ∈ F(M0), alors βQ(λ) = βQ(λG) pour tout λ ∈ a0 et βQ|aG0 ∈ C
∞
c (a
G
0 ), toute
de´rive´e de βQ est borne´e ;
(2) βQ(λ) 6= 0 entraˆıne que λL ∈ VL ;
(3) si βQ(λ) 6= 0, alors λ ∈ ⊔Q′⊂Q a+Q′ ;
(4)
∑
Q∈F(M0)
βQ = 1.
De´monstration. Pour simplifier la vie, on suppose G semi-simple dans cette de´monstration.
Pour Q = LU ∈ F(M0), on pose N(Q) := dim aL. On prouve par re´currence sur N que l’on
peut trouver des βQ pour N(Q) ≤ N ve´rifiant (1), (2), (3) et ve´rifiant : il existe ǫN > 0 tel
que
∑
N(Q)≤N β
Q(λ) = 1 pour tout λ tel que d(λ,
⋃
N(Q)≤N a
+
Q) < ǫN . On suppose N fixe´ et les
fonctions (βQ)N(Q)<N construites.
On conside`re un parame`tre auxiliaire ǫ > 0 et on suppose que pour tout L ∈ L(M0) avec
dim aL = N , on a {λL ∈ aL0 : ‖λL‖ ≤ ǫ} ⊂ VL. Soit Q = LU ∈ F(M0) avec N(Q) = N . On
choisit αL ∈ C∞c (aL0 ) telle que
αL(λL) =
{
1, si ‖λL‖ < ǫ/2,
0, si ‖λL‖ > ǫ.
On de´finit la fonction sur a0
γQ(λ) = αL(λL)
1− ∑
N(Q′)<N
βQ
′
(λ)
 .
On suppose ǫ < ǫN−1. Montrons que
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(i) d(λ, a+Q) ∈]ǫ, ǫN−1[ =⇒ γQ(λ) = 0.
En effet, soit λ = λL + λL tel que d(λ, a
+
Q) ∈]ǫ, ǫN−1[. Si λL ∈ a+Q, alors d(λ, a+Q) ≤ ‖λL‖
donc ‖λL‖ > ǫ et αL(λL) = 0. Si λL /∈ a+Q, on fixe µ ∈ a+Q tel que d(λ, µ) < ǫN−1. Le segment
[λL, µ] coupe ∂a
+
Q en un point µ
′ et on a d(λ, µ′) ≤ d(λ, µ). Donc d(λ,⋃N(Q′)<N a+Q′) < ǫN−1,
d’ou` 1−∑N(Q′)<N βQ′(λ) = 0 d’apre`s l’hypothe`se de re´currence. Cela prouve (i).
On suppose 2ǫ < ǫN−1. On de´finit β
Q par
βQ(λ) =
{
γQ(λ), si d(λ, a+Q) < 2ǫ,
0, sinon.
Vu (i), βQ ve´rifie (1). Par de´finition de αL, (2) est aussi ve´rifie´. Montrons que
(ii) pour tout ǫ′ > 0, il existe ǫ′′ > 0 tels que les conditions
d(λ, a+Q) < ǫ
′′,
‖λL‖ < ǫ′′,
d
λ, ⋃
N(Q′)<N
a+Q′
 > ǫ′
entraˆınent λ ∈ ⋃Q′⊂Q a+Q′ .
On peut supposer λ ∈ aG0 et on e´crit λ = λL +
∑
α∈∆Q
xα̟α, ou` {̟α : α ∈ ∆Q} ⊂ aGL est
la base duale de ∆Q. Soit α ∈ ∆Q, l’e´le´ment µ :=
∑
α′ 6=α xα′̟α′ appartient a`
⋃
N(Q′)<N a
+
Q′ et
d(λ, µ) =
√
‖λL‖2 + x2α‖̟α‖2, d’ou`
√
ǫ′′2 + x2α‖̟α‖2 > d(λ, µ) ≥ d
λ, ⋃
N(Q′)<N
α+Q′
 > ǫ′.
En supposant ǫ′′ < ǫ′, cela entraˆıne que |xα| > ‖̟α‖−1
√
ǫ′2 − ǫ′′2. Si xα < 0, on a d(λ, a+Q) >
c|xα| ou` c est une constante positive, d’ou` ǫ′′ > c‖̟α‖−1
√
ǫ′2 − ǫ′′2. C’est impossible si ǫ′′ est
assez petit. Donc on a xα > ‖̟α‖−1
√
ǫ′2 − ǫ′′2. On note Σ0 := ΣM0 l’ensemble des racines de A0.
Il existe c′ > 0 tel que |〈α, µ〉| < c′‖µ‖ pour tout µ et tout α ∈ Σ0. On note ΣU0 le sous-ensemble
de Σ0 des racines dans U . Pour α ∈ ΣU0 , sa projection sur a∗L est de la forme
∑
α′∈∆Q
nα′α
′ avec
nα′ ∈ Z≥0 et nα′ ≥ 1 pour au moins un α′. Alors
〈α, λ〉 = 〈α, λL〉+
∑
α′∈∆Q
nα′xα′ > −c′ǫ′′ + ‖̟α‖−1
√
ǫ′2 − ǫ′′2.
C’est positif si ǫ′′ est suffisamment petit, donc 〈α, λ〉 > 0. Soit Q′ ∈ F(M0) tel que λ ∈ a+Q′ ,
alors {α ∈ Σ0 : 〈α, λ〉 > 0} = ΣU ′0 . Donc ΣU0 ⊂ ΣU
′
0 , ce qui entraˆıne Q
′ ⊂ Q. D’ou` (ii).
Prouvons que βQ ve´rifie (3). Si βQ(λ) = 0, alors
d(λ, a+Q) < 2ǫ,
‖λL‖ < ǫ,
d
λ, ⋃
N(Q′)<N
a+Q′
 > ǫN−1
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par notre construction de βQ. L’assertion (ii) avec ǫ′ = ǫN−1 fournit une constante ǫ
′′. Si l’on
suppose que 2ǫ < ǫ′′, alors la condition (3) est satisfaite.
Il reste a` e´tablir l’hypothe`se de re´currence, ce qui impliquera (4) si elle est satisfaite pour
tout N :
(iii) il existe ǫN tel que d(λ,
⋃
N(Q)≤N a
+
Q) < ǫN entraˆıne
∑
N(Q)≤N β
Q(λ) = 1.
Fixons λ ∈ a0 tel que d(λ,
⋃
N(Q)≤N a
+
Q) < ǫN . Si
∑
N(Q′)<N β
Q′(λ) = 1, on a par construc-
tion βQ(λ) = 0 pour tout Q avec N(Q) = N . Donc
∑
N(Q)≤N β
Q(λ) = 1. On peut donc supposer
que
∑
N(Q′)<N β
Q′(λ) 6= 1, d’ou` d(λ,⋃N(Q′)<N a+Q′) > ǫN−1 par l’hypothe`se de re´currence. Mon-
trons d’abord que
(iv) il existe au plus un Q ∈ F(M0) avec N(Q) = N et βQ(λ) 6= 0.
En effet, supposons qu’il en existe deux, disons Q1, Q2 avec Qi = LiUi, i = 1, 2. Comme
ci-dessus, on a d(λ, a+Q1) < 2ǫ, ‖λL1‖ < ǫ, d(λ,
⋃
N(Q′)<N a
+
Q′) > ǫN−1. D’autre part on a
d(λ, a+Q2) < 2ǫ. Soit µ ∈ a+Q2 tel que d(λ, µ) < 2ǫ, alors on a aussi d(λL1 , µL1) < 2ǫ. D’ou`
d(µ, a+Q1) ≤ d(λ, µ) + d(λ, a+Q1) < 4ǫ,
‖µL1‖ ≤ d(µL1 , λL1) + ‖λL1‖ < 3ǫ,
d
µ, ⋃
N(Q′)<N
a+Q′
 ≥ d
λ, ⋃
N(Q′)<N
a+Q′
− d(λ, µ) > ǫN−1 − 2ǫ.
De (ii) avec ǫ′ = ǫN−1/2 se de´duit ǫ
′′. On suppose ǫN−1 − 2ǫ > 12ǫN−1 et 4ǫ < ǫ′′. Alors
µ ∈ ⋃Q′⊂Q1 a+Q′ . Cela contredit l’hypothe`se que µ ∈ a+Q2 . Cela prouve (iv).
Montrons que
(v) pour ǫN suffisamment petit, il existe un Q ∈ F(M0) tel que N(Q) = N et βQ(λ) =
1−∑N(Q′)<N βQ′(λ) 6= 0.
On suppose ǫN < ǫN−1. Les conditions
d
λ, ⋃
N(Q′)≤N
a+Q
 < ǫN ,
d
λ, ⋃
N(Q′)<N
a+Q′
 > ǫN−1
entraˆınent qu’il existe Q ∈ F(M0) avec N(Q) = N et d(λ, a+Q) < ǫN . En particulier, ‖λL‖ ≤ ǫN .
En prenant ǫN < ǫ/2, on a α
L(λL) = 1 et βQ(λ) = γQ(λ) = 1 −∑N(Q′)<N βQ′(λ) 6= 0. D’ou`
(v).
D’apre`s (iv) et (v),
∑
N(Q)≤N β
Q(λ) est la somme de
∑
N(Q′)≤N β
Q′(λ) et d’un βQ(λ) pour
un unique Q ∈ F(M0) avec N(Q) = N , pour lequel βQ(λ) = 1−
∑
N(Q′)<N β
Q′(λ). Cela entraˆıne
(iii) et ache`ve la preuve.
Donnons-en une ge´ne´ralisation simple.
Corollaire 5.6.7. Soit M ∈ L(M0). Supposons fixe´ un voisinage ouvert VL de 0 dans aLM pour
tout L ∈ L(M). Alors il existe une famille de fonctions (βQ)Q∈F(M) telle que
(1) soit Q = LU ∈ F(M), alors βQ(λ) = βQ(λG) pour tout λ ∈ aM et βQ|aGM ∈ C
∞
c (a
G
M ),
toute de´rive´e de βQ est borne´e ;
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(2) βQ(λ) 6= 0 entraˆıne que λL ∈ VL ;
(3) si βQ(λ) 6= 0, alors λ ∈ ⊔M⊂Q′⊂Q a+Q′ ;
(4)
∑
Q∈F(M) β
Q = 1.
De´monstration. On a la de´composition a0 = a
M
0 ⊕ aM . On choisit un voisinage ouvert UM de 0
dans aM0 . Soit L ∈ L(M0). Si L /∈ L(M), on choisit un voisinage quelconque V¯L de 0 dans aL0 ; si
L ∈ L(M), alors aL0 = aM0 ⊕ aLM et on prend le voisinage V¯L = UM × VL de 0 dans aL0 . Alors le
Lemme 5.6.6 fournit des fonctions β¯Q adapte´es aux voisinages V¯Q. On note βQ := β¯Q|aM pour
tout Q ∈ F(M), alors les proprie´te´s (1) et (2) sont automatiquement satisfaites.
Supposons que λ ∈ aM , Q ∈ F(M0) et β¯Q(λ) 6= 0, alors il existe Q′ ∈ F(M0), Q′ ⊂ Q tel que
λ ∈ a+Q′ . Or la de´composition aM =
⊔
Q′′∈F(M) a
+
Q′′ entraˆıne que Q
′ ∈ F(M), donc Q ∈ F(M).
Les proprie´te´s (3) et (4) en re´sultent.
Remarque 5.6.8. Le Corollaire 5.6.7 est aussi valable pour la de´composition dans l’espace
dual
a∗0 =
⊔
Q∈F(M0)
a
∗,+
Q
ou pour
ia∗0 =
⊔
Q∈F(M0)
ia∗,+Q .
De´monstration du The´ore`me de Paley-Wiener invariant Soient M ∈ L(M0) et σ ∈
Π2(M˜). Pour P ∈ P(M), w ∈W (M |M) et w˜ ∈ K˜ un repre´sentant, on note
RP˜ (w˜, σ) := RP˜ |P˜ (w˜, σ).
Le re´sultat suivant jouera un roˆle crucial dans notre preuve.
Lemme 5.6.9. Soient L ∈ L(M), P ∈ P(M) et Q ∈ P(L) tels que Q ⊃ P , alors pour tout
λ ∈ ia∗L et tout w ∈WL0 ∩W (M |M) avec repre´sentant w˜ ∈ K˜ ∩ L˜, on a
RP˜ (w˜, σλ) = RP˜ (w˜, σ).
Par conse´quent, on a RLσ = R
L
σλ
.
De´monstration. D’apre`s (R5) dans la De´finition 3.1.1, on a
RP˜ (w˜, σλ) = A(w˜) ◦ IQ˜(RL˜w−1P˜∩L˜|P˜∩L˜(σλ)).
Cela est inde´pendant de λ ∈ ia∗L d’apre`s (R6). L’assertion concernant RLσ en de´coule d’apre`s la
de´finition du R-groupe.
The´ore`me 5.6.10. On a PW(G˜) = IC(G˜). L’application line´aire continue surjective C(G˜) →
IC(G˜) admet une section continue ; en particulier, c’est une application ouverte.
De´monstration. Vu la Proposition 5.6.5, on se rame`ne a` montrer que TG˜ : Ĉ(G˜) → PW(G˜)
admet une section continue ϕ 7→ Φ. La preuve du cas non archime´dien est identique a` celle
de [11]. Supposons donc F = R dans ce qui suit. La preuve suivante est une variante de celle
d’Arthur qui e´vite l’usage de multiplicite´ 1 de K˜-types minimaux.
Soient M , σ comme ci-dessus. Comme F = R, on peut e´crire de fac¸on unique σ = (σ1)λ(σ)
ou` σ1 se factorise par M˜1 et λ(σ) ∈ ia∗M . Soit k ∈ K˜ un repre´sentant d’un e´le´ment dansWG0 . La
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condition kσ ≃ σ e´quivaut a` kσ1 ≃ σ1 et kλ(σ) = λ(σ). Si λ(σ) ∈ ia∗,+Q avec Q = LU ∈ F(M),
la condition kλ(σ) = λ(σ) e´quivaut a` k ∈ L˜. Donc Wσ = WLσ1 et, pour P , Q, r, r˜ comme dans
le Lemme 5.6.9 (on remplace le symbole w par r pour souligner le roˆle du R-groupe), on a
RP˜ (r˜, σ) = RP˜ (r˜, σ
1) et Rσ = R
L
σ1 .
Dore´navant, on conserve la notation σ pour un e´le´ment de Π2(M˜) tel que λ(σ) = 0, au-
trement dit σ se factorise par M˜1. On e´crit tout e´le´ment de Π2(M˜ ) sous la forme σλ avec
λ ∈ ia∗M .
On fixe un ensemble fini de K˜-types, note´ K(M,σ), tel que
– chaque e´le´ment de K(M,σ) est un K˜-type minimal (voir [28, Chapter X]) d’un πρ, ou`
ρ ∈ Π(R˜σ , χσ) ;
– pour tout ρ ∈ Π(R˜σ, χσ), πρ contient au moins un K˜-type minimal appartenant a`K(M,σ) ;
– pour tout w˜ ∈ NK˜(M˜0), K(wM, w˜σ) = K(M,σ).
Alors il existe des constantes A,B > 0, qui ne de´pendent que de G˜, M˜ et de la norme ‖ · ‖
sur hC, telles que pour tout δ ∈ K(M,σ), on a
‖µδ‖ ≤ A‖µσ‖+B.(30)
En effet, le cas G˜ connexe est [28, Theorem 10.26] ; le cas ge´ne´ral en re´sulte sans peine, cf. la
remarque dans [28, p.642].
On fixe fM,σ ∈ C∞(K˜) qui agit comme la projection sur les K˜-types appartenant a`K(M,σ).
Soient P ∈ P(M), Q = LU ∈ F(M) avec Q ⊃ P . Le The´ore`me 5.4.1 donne
IP˜ (σ) =
⊕
ρ∈Π(R˜σ ,χσ)
ρ∨ ⊠ πρ =
⊕
ρL∈Π(R˜Lσ ,χσ)
EP (σ, ρ
L)
ou` EP (σ, ρ
L) = (ρL)∨ ⊠ π(σ, ρL) avec
π(σ, ρL) =
⊕
ρ∈Π(R˜σ ,χσ)
mult((ρL)∨, ρ∨)πρ,
mult((ρL)∨, ρ∨) := dimCHomR˜Lσ
((ρL)∨, ρ∨).
Autrement dit, on regroupe les termes selon les facteurs irre´ductibles de ρ|R˜Lσ .
Soit r ∈ R˜Lσ . On de´finit l’ope´rateur de IP˜ (σ) :
DQP (r, σ) := |RLσ |−1
∑
ρL∈Π(R˜Lσ ,χσ)
deg(ρL)(dimπ(σ, ρL)[K(M,σ)])−1·
· (R˜P˜ (r, σ)IP˜ (σ, fM,σ))|EP (σ,ρL)
ou` π(σ, ρL)[K(M,σ)] signifie le sous-espace de π(σ, ρL) se transformant par des K˜-types dans
K(M,σ). Montrons que pour r, r′ ∈ R˜Lσ , on a
tr
(
R˜P˜ (r
′, σ)DQP (r
−1, σ)
)
=
{
χσ(z), si r = r
′z, z ∈ Zσ,
0, sinon.
(31)
En effet, tr (R˜P˜ (r
′, σ)DQP (r
−1, σ)) est e´gal a` |RLσ |−1
∑
ρL deg(ρ
L)tr (ρL)∨(r′r−1) d’apre`s notre
choix de fM,σ.
Pour λ ∈ ia∗M , on de´finit l’ope´rateur
EQP (σ, λ) :=
∑
w∈WL0 /W
M
0
∑
P ′∈P(wM)
P ′⊂Q
RP˜ ′|P˜ (w˜, σλ)
−1RP˜ ′|P˜ (w˜, σ)
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ou` w˜ ∈ K˜∩ L˜ est un repre´sentant quelconque de w. Cela ne de´pend que de λL d’apre`s le Lemme
5.6.9 et est une homothe´tie non nulle pour λL = 0. Donc EQP (σ, λ) est inversible et lisse pour
λL dans un voisinage de 0 dans iaL,∗M .
Soient w ∈WL0 avec repre´sentant w˜ ∈ K˜ ∩ L˜, et P ′ ∈ P(wM) tel que P ′ ⊂ Q. Montrons que
RP˜ ′|P˜ (w˜, σλ)E
Q
P (σ, λ) = E
Q
P ′(w˜σ, wλ)RP˜ ′|P˜ (w˜, σ), λ ∈ ia∗M .(32)
En effet,
RP˜ ′|P˜ (w˜, σλ)E
Q
P (σ, λ)RP˜ ′|P˜ (w˜, σ)
−1 =
∑
w1,P1
RP˜ ′|P˜ (w˜, σλ)RP˜1|P˜ (w˜1, σλ)
−1RP˜1|P˜ (w˜1, σ)RP˜ ′|P˜ (w˜, σ)
−1
=
∑
w1,P1
RP˜1|P˜ ′(w˜1w˜
−1, w˜σwλ)
−1RP˜1|P˜ ′(w˜1w˜
−1, w˜σλ)
ou` on utilise la proprie´te´ RP˜1|P˜ ′(w˜1w˜
−1, w˜σwλ)RP˜ ′|P˜ (w˜, σλ) = RP˜1|P˜ (w˜1, σλ), qui re´sulte de (29).
On en de´duit (32) en remplac¸ant w˜1 par w˜1w˜ et M par wM .
Pour tout λ ∈ ia∗M avec λL proche de 0, on pose
DQP (r, σ, λ) := E
Q
P (σ, λ)D
Q
P (r, σ)E
Q
P (σ, λ)
−1, r ∈ R˜Lσ .(33)
Pour P ∈ P(M), Q = LU ∈ F(M), r ∈ R˜Lσ , posons
SQP (r, σ, λ) = |WG0 |−1
∑
w∈WG0
|{P ′ ∈ P(wM) : P ′ ⊂ wQ}|−1
∑
P ′∈P(wM)
P ′⊂wQ
RP˜ ′|P˜ (w˜, σλ)
−1DwQP ′ (wrw
−1, w˜σ, wλ)RP˜ ′|P˜ (w˜, σλ)
ou` w˜ ∈ K˜ est un repre´sentant de w. Cet ope´rateur est bien de´fini et lisse en λ pour λL proche
de 0. Pour w ∈WG0 , w˜ ∈ K˜ un repre´sentant et P ′ ∈ P(wM), l’argument pour (32) donne
SwQP ′ (wrw
−1, w˜σ, wλ) = RP˜ ′|P˜ (w˜, σλ)S
Q
P (r, σ, λ)RP˜ ′|P˜ (w˜, σλ)
−1.(34)
On choisit des fonctions βQ sur ia∗M fournies par le Lemme 5.6.7 (et aussi par la Remarque
5.6.8) adapte´es aux voisinages ou` les ope´rateurs SQP (r, σ, λ) sont bien de´finis. On peut aussi
supposer que βwQ(wλ) = βQ(λ) pour tout Q et tout w ∈WG0 .
Soit (M,σλ, r) 7→ ϕ(M,σ, λ, r) = ϕ(M,σλ, r) une fonction dans PW(G˜). Pour r ∈ R˜σ, on
note L(r) le Le´vi contenant M tel que r ∈ R˜L(r)σ,reg. E´tant donne´s M , σλ et P ∈ P(M), on de´finit
l’ope´rateur
ΦP˜ (σλ) =
∑
Q=LU∈F(M)
βQ(λ)
∑
r∈RLσ
SQP (r
−1, σ, λ)ϕ(M,σ, λL(r) , r).
En fait, il faut prendre un rele`vement de r dans R˜Lσ dans la somme. Vu l’e´quivariance de S
Q
P
et ϕ sous Zσ, cela n’affecte pas la de´finition.
Montrons que Φ := (ΦP˜ )P∈F(M0) appartient a` C(G˜). La lissite´ en λ est e´vidente. Pour
w ∈WG0 avec repre´sentant w˜ ∈ K˜ et P ′ ∈ P(wM), on ve´rifie
ΦP˜ ′(w˜σwλ) = RP˜ ′|P˜ (w˜, σλ)ΦP˜ (σλ)RP˜ ′|P˜ (w˜, σλ)
−1
a` l’aide de (34). Cela permet de ve´rifier la condition de syme´trie car βwQ(wλ) = βQ(λ) pour
tout Q.
La condition de croissance re´sulte des faits suivants.
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– Pour tout Q ∈ F(M), toute de´rive´e de βQ est borne´e.
– La condition de croissance satisfaite par ϕ.
– Les coefficients matriciels K˜-finis des ope´rateurs d’entrelacement normalise´s sont a` crois-
sance mode´re´e (cf. (R6) dans la De´finition 3.1.1).
– La majoration (30).
Vu les de´finitions des semi-normes de´finissant les espaces de Fre´chet en question, ces arguments
impliquent aussi la continuite´ de l’application ϕ 7→ Φ.
Il reste a` montrer que ϕ 7→ Φ est une section de TG˜. Soient P ∈ P(M) et r′ ∈ R˜σλ Calculons
d’abord tr (R˜P˜ (r
′, σλ)ΦP˜ (σλ)). L’hypothe`se sur r
′ implique λ ∈ ia∗L(r′), donc λ ∈ ia∗,+Q(λ) avec
Q(λ) = L(λ)U(λ) et L(r′) ⊂ L(λ). Pour Q = LU ∈ F(M), si βQ(λ) 6= 0 alors Q(λ) ⊂ Q, donc
L(r′) ⊂ L(λ) ⊂ L. Quitte a` changer P , ce qui est loisible d’apre`s la syme´trie de Φ, le Lemme
5.6.9 affirme que r′ ∈ R˜L(r′)σλ = R˜L(r
′)
σ ⊂ R˜Lσ .
Les e´galite´s (31), (32) et la de´finition de SQP (r
−1, σ, λ) entraˆınent que pour tout r ∈ R˜Lσ , on
a
tr
(
R˜P˜ (r
′, σλ)S
Q
P (r
−1, σ, λ)
)
=
{
χσ(z), si r = r
′z, z ∈ Zσ,
0, sinon.
(35)
Donc∑
r∈RLσ
tr
(
R˜P˜ (r
′, σλ)S
Q
P (r
−1, σ, λ)
)
ϕ(M,σ, λL(r′), r) = ϕ(M,σ, λL(r), r
′) = ϕ(M,σ, λ, r′)
car λ ∈ ia∗L(r′). D’ou`
tr
(
R˜P˜ (r
′, σλ)ΦP˜ (σλ)
)
=
∑
Q∈F(M)
βQ(λ)ϕ(M,σ, λ, r′) = ϕ(M,σ, λ, r′).
Ce qu’il fallait de´montrer.
5.7 Caracte`res ponde´re´s tempe´re´s
Caracte`res ponde´re´s tempe´re´s de M˜ Fixons des familles de facteurs normalisants faibles.
Soient M ∈ L(M0) et π une repre´sentation admissible irre´ductible de M˜ dont la X(M˜ )-orbite
contient une repre´sentation unitaire spe´cifique. Soit P ∈ P(M), introduisons les (G,M)-familles
suivantes des ope´rateurs me´romorphes en π (sur la X(M˜ )-orbite en question)
JQ˜(Λ, π, P˜ ) := JQ˜|P˜ (π)−1JQ˜|P˜ (πΛ),
RQ˜(Λ, π, P˜ ) := RQ˜|P˜ (π)−1RQ˜|P˜ (πΛ), Q ∈ P(M), Λ ∈ a∗M .
Alors RM˜ (π, P˜ ) est re´gulier si π est unitaire, d’apre`s (R2). De´finissons le caracte`re ponde´re´
Jr
M˜
(π, f) := tr (RM˜ (π, P˜ )IP˜ (π, f)), f ∈ H (G˜).
C’est facile de voir qu’elle ne de´pend pas du choix de P a` l’aide de (R1). C’est une distribution
tempe´re´e en f si π est tempe´re´e (voir [10, p.175]).
Posons aussi µP˜ |Q˜(π) :=
∏
α µα(π) ou` α parcourt Σ
red
Q ∩ ΣredP¯ , et les (G,M)-familles
µQ˜(Λ, π, P˜ ) := µQ˜|P˜ (π)
−1µQ˜|P˜ (π 12Λ
),
MQ˜(Λ, π, P˜ ) := µQ˜(Λ, π, P˜ )JQ˜(Λ, π, P˜ ).
57
Le caracte`re ponde´re´ canoniquement normalise´ est de´fini comme
JM˜ (π, f) := tr (MM˜ (π, P˜ )IP˜ (π, f)), f ∈ H (G˜).
Comme dans le cas de groupes re´ductifs [12], on utilise les proprie´te´s des fonctions µ et des
facteurs normalisants pour de´montrer que
– JM˜ (π, ·) ne de´pend pas du choix de P , cf. ci-dessous ;
– JM˜ (π, f) est re´gulier si π est unitaire ;
– de´finissons la (G,M)-famille
rQ˜(Λ, π) := r ˜¯Q|Q˜(π)
−1r ˜¯Q|Q˜(π 12Λ
), Q ∈ P(M),
d’ou` les termes rR˜
M˜
(π) de´finis comme dans [31, §4], ou` R ∈ F(M) ; on montre que rR˜
M˜
(π)
ne de´pend que de π et de la composante de Le´vi de R, donc c’est loisible d’e´crire rL˜
M˜
(π)
ou` L ∈ L(M) ;
– on a l’identite´
JM˜ (π, f) =
∑
L∈L(M)
rL˜
M˜
(π)Jr
L˜
(πL, f)
ou` π est en position ge´ne´rale de sorte que πL := I L˜
M˜
(π) est irre´ductible ;
– rL˜
M˜
(π) est re´gulier si π est unitaire, pour tout L ∈ L(M).
Par exemple, prouvons l’inde´pendance de P de JM˜ (π, ·). On peut supposer π unitaire. Vu
la proprie´te´
JM˜ (π, f) =
∑
L∈L(M)
rL˜
M˜
(π)Jr
L˜
(πL, f),
on conclut en utilisant le re´sultat suivant, ce qui sera utile plus tard.
Lemme 5.7.1. Soient P,P ′ ∈ P(M). On a
RM˜ (π, P˜ ) = RP˜ ′|P˜ (π)−1RM˜ (π, P˜ ′)RP˜ ′|P˜ (π).
Par conse´quent, la distribution Jr
M˜
(π, ·) est inde´pendante du choix de P .
De´monstration. Fixons P ∈ P(M). Soit f ∈ H (G˜). Pour P ′ ∈ P(M), on a
RQ˜(Λ, π, P˜ ) = (RQ˜|P˜ ′(π)RP˜ ′|P˜ (π))−1RQ˜|P˜ ′(πΛ)RP˜ ′|P˜ (πΛ)
= RP˜ ′|P˜ (π)
−1RQ˜(Λ, π, P˜ ′)RP˜ ′|P˜ (πΛ).
Comme
RM˜ (π, P˜ ) = limΛ→0
∑
Q∈P(M)
RQ˜(Λ, π, P˜ )θQ(Λ)−1
(resp. P ′ au lieu de P ), cela prouve queRM˜ (π, P˜ ) = RP˜ ′|P˜ (π)−1RM˜ (π, P˜ ′)RP˜ ′|P˜ (π). Il en re´sulte
que
RM˜ (π, P˜ )IP˜ (π, f) = RP˜ ′|P˜ (π)−1RM˜ (π, P˜ ′)RP˜ ′|P˜ (π)IP˜ (π, f)
= RP˜ ′|P˜ (π)
−1RM˜ (π, P˜ ′)IP˜ ′(π, f)RP˜ ′|P˜ (π).
Donc Jr
M˜
(π, f) = tr (RM˜ (π, P˜ )IP˜ (π, f)) = tr (RM˜ (π, P˜ ′)IP˜ ′(π, f)).
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Soient M ∈ L(M0) et f ∈ C (G˜), de´finissons les fonctions sur Πtemp,−(G˜)
φr
M˜
(f, π) := Jr
M˜
(π, f), π ∈ Πtemp,−(G˜),
φM˜ (f, π) := JM˜ (π, f), π ∈ Πtemp,−(G˜).
Alors on a
φM˜ (f, π) =
∑
L∈L(M)
rL˜
M˜
(π)φr
L˜
(f, πL).(36)
Ici, il se peut que πL soit re´ductible ; dans ce cas-la` on de´finit φr
L˜
(f, πL) comme une somme de
φr
L˜
(f, ·) e´value´ en les constituants irre´ductibles (cf. [12, §3]). Remarquons aussi que φG˜(f) = fG˜.
Le fait suivant est crucial.
The´ore`me 5.7.2 (Cf. [10, p.179] et [4, Corollary 9.2]). L’application φr
M˜
(resp. φM˜ ) induit une
application line´aire continue C (G˜)→ IC (M˜ ).
De´monstration. Pour l’application φr
M˜
, l’outil essentiel dans l’argument d’Arthur est le the´ore`me
de Paley-Wiener invariant caracte´risant IC(M˜ ), qui est de´ja` e´tabli pour les reveˆtements. Pour
φM˜ , vu (36), il suffit de majorer r
L˜
M˜
(πλ) et ses de´rive´es en λ. Cela de´coule de (R8), cf. [12,
Lemma 3.1].
Les distributions dans la formule des traces locale Maintenant, plac¸ons-nous dans le
formalisme de la formule des traces locale. Les distributions en question vivent sur G˜ × G˜.
Nous fixons une famille de facteurs normalisants faibles r∨ (resp. r) dans la premie`re (resp. la
deuxie`me) copie de G˜, telles que r∨ et r sont comple´mentaires (cf. la De´finition 3.1.2). Ne´anmoins
on utilise la meˆme lettre R (resp. Jr
M˜
) pour de´signer les ope´rateurs d’entrelacement normalise´s
(resp. les caracte`res ponde´re´s normalise´s) dans chaque copie, puisqu’il n’y aura aucune confusion
a` craindre.
Prenons π = π∨1 ⊠ π2 ∈ Πunit, (M˜ )× Πunit,−(M˜ ). Rappelons que le caracte`re ponde´re´ non
normalise´ JM˜ (π, ·) est de´fini a` l’aide de la (G,M)-famille {JQ˜(Λ, π, P˜ ) : Q ∈ P(M)}. De´finissons
ses avatars en posant
RQ˜|P˜ (π) := R ˜¯Q|P˜ (π
∨
1 )⊠RQ˜|P˜ (π2),
RQ˜(Λ, π, P˜ ) := RQ˜|P˜ (π)−1RQ˜|P˜ (πΛ),
Jr
M˜
(π, f) := tr (RM˜ (π, P˜ )IP˜ (π, f));
et
µQ˜(Λ, π, P˜ ) := µ ˜¯Q(Λ, π
∨
1 , P˜ )µQ˜(Λ, π2, P˜ ),
MQ˜(Λ, π, P˜ ) := µQ˜(Λ, π, P˜ )JQ˜(Λ, π, P˜ ),
Jµ
M˜
(π, f) := tr (MM˜ (π, P˜ )IP˜ (π, f));
pour f = f1f2 avec f1 ∈ H−(G˜), f2 ∈ H (G˜).
Supposons de´sormais qu’il existe Λ ∈ a∗M,C,M1 ∈ LM(M0) et σ ∈ Π2,−(M˜1) avec π1,Λ, π2,Λ ∈
Πσ(M˜ ). Cela inclut les repre´sentations qui interviennent dans la formule des traces locale.
Lemme 5.7.3. On a RM˜ (π, P˜ ) = JM˜ (π, P˜ ) = MM˜ (π, P˜ ), d’ou` JrM˜ (π, ·) = JM˜ (π, ·) =
Jµ
M˜
(π, ·).
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De´monstration. Montrons la premie`re e´galite´. Conside´rons d’abord le cas π1, π2 ∈ Πσ(M˜), alors
r∨˜¯Q|P˜
(π∨1 ) = r
∨
˜¯Q|P˜
(σM,∨)
= r∨
P˜ | ˜¯Q
(σM ) par (R2)
= r ˜¯Q|P˜ (σ
M ) car r∨ et r sont comple´mentaires
= r ˜¯P |Q˜(σ
M ) par (R4).
ou` σM = IM˜
M˜1
(σ). D’autre part rQ˜|P˜ (π2) = rQ˜|P˜ (σ
M ). Leur produit est donc e´gal a` r ˜¯P |P˜ (σ
M ),
qui est inde´pendant de Q. Idem si π est remplace´ par πΛ et σ est remplace´ par σΛ.
Donc RM˜ (π, P˜ ) et JM˜(π, P˜ ) ne diffe´rent qu’a` la constante
lim
Λ→0
r ˜¯P |P˜ (σ
M )−1r ˜¯P |P˜ (σ
M
Λ ) = 1.
Le meˆme argument permet de montrer la deuxie`me e´galite´ ; il suffit d’observer que les pro-
prie´te´s des fonctions µ entraˆınent
µ ˜¯Q|P˜ (π
∨
1 ) = µ ˜¯Q|P˜ (σ
M,∨) = µ ˜¯Q|P˜ (σ
M ) = µ ˜¯P |Q˜(σ
M ),
µQ˜|P˜ (π2) = µQ˜|P˜ (σ
M ).
Lemme 5.7.4. La distribution JM˜ (π, ·) ne de´pend pas de P ∈ P(M).
De´monstration. Graˆce au Lemme 5.7.3, il suffit de montrer que Jr
M˜
(π, ·) ne de´pend pas de P .
La preuve est similaire au cas d’une seule copie de G˜, cf. la de´monstration du Lemme 5.7.1.
Soient γ ∈ Γell(M(F ))bon, γ˜ ∈ p−1(γ) et g ∈ H (G˜) (resp. g ∈ H−(G˜)). On sait de´finir
l’inte´grale orbitale ponde´re´e JM˜ (γ˜, g). Cf. [31, §6.3]. Pour ce faire, il faut fixer une mesure de
Haar sur Mγ(F ). On choisit la mesure telle que mes(Mγ(F )/AM (F )) = 1.
Lemme 5.7.5. Avec le formalisme de [31, §4.2], on a
JM˜ (π, f) =
∑
L1,L2∈L(M)
dGM (L1, L2)J
L˜1
M˜
(π∨1 , f1,Q˜1)J
L˜2
M˜
(π2, f2,Q˜2)
=
∑
L1,L2∈L(M)
dGM (L1, L2)J
L˜1,r
M˜
(π∨1 , f1,Q˜1)J
L˜2,r
M˜
(π2, f2,Q˜2)
ou` Li 7→ Qi ∈ P(Li), i = 1, 2, est associe´ a` un choix de ξ ∈ {(H,−H) : H ∈ aM} en position
ge´ne´rale.
D’autre part, on a
JM˜ (γ, f) =
∑
L1,L2∈L(M)
dGM (L1, L2)J
L˜1
M˜
(γ˜, f
Q˜1
)J L˜2
M˜
(γ˜, f
Q˜2
)
pour tout γ ∈ Γell(M(F ))bon qui est G-re´gulier, et γ˜ 7→ γ quelconque.
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De´monstration. Pour l’assertion spectrale, les cas de JM˜ (π, ·) et de JrM˜ (π, ·) sont e´quivalents
d’apre`s le Lemme 5.7.3. On applique la formule de scindage [31, §4.2] a` la (G,M)-famille
(RQ˜(Λ, π, P˜ ))Q∈P(M) :
RM˜ (π, P˜ ) =
∑
L1,L2∈L(M)
dGM (L1, L2)RQ1M˜ (π
∨
1 , P˜ )⊠RQ2M˜ (π2, P˜ ).
Maintenant on peut reprendre l’argument standard d’Arthur (cf. la de´monstration de [4, Lemma
7.1]) pour obtenir la formule de Jr
M˜
(π, f), puisque pour chaque Li dans la somme (i = 1, 2), on
peut remplacer P par un parabolique contenu dans Qi d’apre`s un argument analogue a` celui de
la preuve du Lemme 5.7.1.
L’assertion ge´ome´trique re´sulte de la formule de scindage applique´e a` l’ensemble (G,M)-
orthogonal de´finissant la fonction poids vM (x1, x2).
On de´finit l’espace de Schwartz-Harish-Chandra C(G˜× G˜) et on note C (G˜× G˜) son sous-
espace des fonctions anti-spe´cifiques sous l’action de µm via l’immersion anti-diagonale ε 7→
(ε−1, ε). Les fonctions test f = f1f2 conside´re´es jusqu’a` pre´sent appartiennent a` C (G˜× G˜).
Proposition 5.7.6. Les distributions JM˜ (γ, ·) et JM˜ (π, ·) dans la formule des traces locale (le
The´ore`me 5.5.2) se prolongent de fac¸on unique en des formes line´aires continues sur C (G˜×G˜).
De plus, la formule des traces locale (The´ore`me 5.5.2) demeure valable pour les fonctions test
dans C−(G˜)⊕ C (G˜).
De´monstration. Pareille que [10, p.189]. Cependant, pour la part concernant le The´ore`me 5.5.2
il convient de remarquer que la majoration d’Arthur [10, (5.7)]
|JM˜ (γ˜, f)| ≤ νr(f)(1 + | log |D(γ)||)dim a
G
M (1 + ‖HM (γ)‖)−n, f ∈ C (G˜) ∪ C−(G˜)
ou` n ∈ Z>0 est arbitraire et r = r(n) ∈ R de´pend de n, est encore valable pour des raisons
triviales. En effet, |JM˜ (γ˜, f)| ≤ JM (γ, |f |) ; on applique alors la majoration d’Arthur a` JM (γ, |f |)
et on note que la borne cherche´e ne de´pend que de |f | et γ. Par conse´quent, on n’a pas encore
besoin du the´ore`me de finitude de Howe sur les reveˆtements dans le cas non archime´dien.
On est en mesure de de´finir les applications φM˜ pour la formule des traces locale.
φM˜ :C (G˜× G˜) −→ IC (M˜ × M˜)
f 7−→ [π 7→ Jµ
M˜
(π, f)]
ou` π = π∨1 ⊠ π2 ∈ Πtemp, (M˜)×Πtemp,−(M˜). C’est sous-entendu que π 7→ JµM˜ (π, f) appartient
a` IC (M˜ × M˜), un fait qui est inclus dans le re´sultat suivant.
The´ore`me 5.7.7. L’application φM˜ est bien de´finie, line´aire et continue.
De´monstration. Pareil que le cas avec une seule copie de G˜.
Remarque 5.7.8. Vu la the´orie de R-groupe §5.4, on peut aussi changer le parame´trage et
de´finir les caracte`res ponde´re´s JM˜ (τ, ·) ou JµM˜ (τ∨1 ⊠ τ2), ou` τ, τ1, τ2 ∈ T−(M˜ ). Les caracte`res
ponde´re´s “en π” et “en τ” s’expriment re´ciproquement a` l’aide du The´ore`me 5.4.1.
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5.8 La formule des traces locale invariante
De´finition 5.8.1. Soient V, V ′ des espaces vectoriels topologiques et φ : V → V ′ une application
line´aire continue. On dit qu’une forme line´aire continue I : V → C est supporte´e par V ′ si
I|Kerφ = 0. Dans ce cas-la`, la forme line´aire continue induite Im(φ)→ C est note´e Iˆ.
Dans cet article, cette notion sera applique´e aux cas suivants.
1. V = C (G˜), V ′ = IC (G˜) et φ = φG˜ ;
2. V = C (G˜× G˜), V ′ = IC (G˜× G˜) et φ = φG˜.
En tout cas φ est surjectif. Afin d’e´tablir la formule des traces locale invariante, raisonnons
par re´currence sur dimG avec deux hypothe`ses qui seront e´tablies dans le Corollaire 5.8.9. Dans
ce qui suit, γ signifie un e´le´ment dans ΓG−reg,ell(M(F ))
bon et γ˜ ∈ p−1(γ) est quelconque.
Hypothe`se 5.8.2. On a de´fini les distributions spe´cifiques IL˜
M˜
(γ˜, ·) : C (L˜) → C. Elles sont
supporte´es par IC (L˜) pour tout L ∈ L(M0), L 6= G. On de´finit
IM˜ (γ˜, f) := JM˜ (γ, f)−
∑
L∈L(M),L 6=G
IˆL˜
M˜
(γ, φL˜(f)).
Hypothe`se 5.8.3. On a de´fini les distributions spe´cifiques IL˜
M˜
(γ, ·) : C (L˜ × L˜) → C. Elles
sont supporte´es par IC (L˜× L˜) pour tout L ∈ L(M0), L 6= G. On de´finit
IM˜ (γ, f) := JM˜ (γ, f)−
∑
L∈L(M),L 6=G
IˆL˜
M˜
(γ, φL˜(f)),
I(f) := J(f)−
∑
L∈L(M0),L 6=G
|WL0 ||WG0 |−1(−1)dimAL/AG IˆL˜(φL˜(f)).
La de´finition ci-dessus de I(f) est loisible car on ve´rifie que I(f) est e´gal a`
Igeom(f) :=
∑
M∈L(M0)
|WM0 ||WG0 |−1(−1)dimAM/AG
∫
ΓG−reg,ell(M(F ))bon
IM˜ (γ, f) dγ(37)
a` l’aide du The´ore`me 5.5.2 et de la de´finition de IM˜ (γ, ·) ; donc I(·) est spe´cifique supporte´e par
IC (G˜× G˜) si chaque IM˜ (γ˜, ·) l’est, et c’est satisfait si l’on remplace G par L ∈ L(M0), L 6= G.
Tout d’abord, on voit que IM˜
M˜
(· · · ) = JM˜
M˜
(· · · ). Cela permet de de´terminer les distributions
IM˜ par re´currence modulo les deux hypothe`ses ci-dessus. Nous pouvons e´noncer la formule des
traces locale invariante maintenant. Rappelons que nous avons de´fini Igeom et Idisc dans (37) et
(25), respectivement.
Lemme 5.8.4. Soient M ∈ L(M0), γ ∈ ΓG−reg,ell(M(F ))bon. Avec le formalisme de [31, §4.2],
on a
IM˜(γ, f) =
∑
L1,L2∈L(M)
dGM (L1, L2)I
L˜1
M˜
(γ˜, f
1,Q˜1
)IL˜2
M˜
(γ˜, f
2,Q˜2
).
ou` Li 7→ Qi ∈ P(Li), i = 1, 2, est associe´ a` un choix de ξ ∈ {(H,−H) : H ∈ aM} en position
ge´ne´rale.
De´monstration. Vu le Lemme 5.7.5 et la de´finition de IM˜ (γ, f), cela re´sulte par re´currence.
Lemme 5.8.5. L’Hypothe`se 5.8.2 entraˆıne l’Hypothe`se 5.8.3.
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De´monstration. Les assertions dans l’Hypothe`se 5.8.2 restent valables si l’on remplace l’indice
par −, car on peut toujours passer de l’un a` l’autre en poussant le reveˆtement par l’automor-
phisme ε 7→ ε−1 de µm. L’assertion re´sulte du Lemme 5.8.4.
The´ore`me 5.8.6 (Cf. [13, Proposition 6.1]). Supposons ve´rifie´es l’Hypothe`se 5.8.2. Pour tout
f = f1f2 ∈ C (G˜× G˜), on a
I(f) = Igeom(f) = Idisc(f).
De´monstration. Il suffit de prouver Idisc(f) = I(f). Soit M ∈ L(M0). On de´finit par re´currence
des distributions
IL˜
M˜
(τ, ·) : C (G˜ × G˜)→ C, L ∈ L(M), τ ∈ T−(M˜)
telles que JM˜ (τ, ·) =
∑
L∈L(M) Iˆ
L˜
M˜
(τ, φL˜(·)). L’hypothe`se de re´currence est que IL˜M˜ (τ, ·) est
supporte´ par IC (L˜× L˜) pour L 6= G. Puisque toute repre´sentation en vue est tempe´re´e, pour
tout τ ∈ T−(M˜ ) on a
IG˜
M˜
(τ, f) =
{
fG˜(τ), si M = G,
0, sinon.
D’ou` l’hypothe`se de re´currence. Comme I(·) est de´fini suivant la meˆme proce´dure utilisant
J(·) = Jspec(·), il en re´sulte que I(·) est e´gal a` la somme des termes avec M = G dans Jspec(·)
(voir le The´ore`me 5.5.2), ce qui est Idisc(·).
Corollaire 5.8.7 (Cf. [9, Corollary 4.3]). Pour τ = (M,σ, r) ∈ Tell,−(G˜), on pose
d(τ) := det(1− r|aGM ).
Soient f1 ∈ C−(G˜) quelconque et f2 ∈ C (G˜) cuspidale, alors∑
M∈L(M0)
|WM0 ||WG0 |−1(−1)dimAM/AG
∫
Γell,G−reg(M(F ))bon
IG˜(γ˜, f1)IM˜ (γ˜, f2) dγ
=
∫
Tell,−(G˜)
|d(τ)|−1Θ(τ∨, f1)Θ(τ, f2) dτ.
De´monstration. On utilise l’identite´ Igeom(f) = Ispec(f). Dans le coˆte´ ge´ome´trique, pour tout
M ∈ L(M0) et tout γ ∈ Γell,G−reg(M(F ))bon, on a un analogue directe du Lemme 5.7.5 :
IM˜(γ, f) =
∑
L1,L2∈L(M)
dGM (L1, L2)I
L˜1
M˜
(γ˜, f
1,Q˜1
)IL˜2
M˜
(γ˜, f
2,Q˜2
).
Si L2 6= G, alors IL˜2M˜ (γ˜, ·) est supporte´e par IC (L˜2 × L˜2), donc I
L˜2
M˜
(γ˜, f
2,Q˜2
) = 0 par la
cuspidalite´ de f2. D’autre part,
dGM (L1, G) =
{
1, si L1 =M,
0, sinon;
et on a IL˜1
M˜
(γ˜, f1,Q˜1) = IG˜(γ˜, f1) lorsque L1 =M . D’ou`
Igeom(f) =
∑
M∈L(M0)
|WM0 ||WG0 |−1(−1)dimAM/AG
∫
Γell,G−reg(M(F ))bon
IG˜(γ˜, f1)IM˜ (γ˜, f2) dγ.
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Par de´finition
Idisc(f) =
∫
Tdisc,−(G˜)
i(τ)Θ(τ∨, f1)Θ(τ, f2) dτ.
Soit τ = (M,σ, r) ∈ Tdisc,−(G˜). On fixe P ∈ P(M). Supposons que τ ∈ Tell,−(L˜) avec
L ∈ L(M). D’apre`s la the´orie dans §5.4, Θ(τ, f2) = tr (R˜P˜ (r, σ)IP˜ (σ, f2)) est une combinai-
son line´aire de f2,L˜(πL) ou` πL sont des e´le´ments dans Πσ(L˜). Puisque f2 est cuspidale, on a
Θ(τ, f2) = 0 sauf si L = G. Montrons que dans le cas L = G on a W
0
σ = {1}. En effet, rappe-
lons que W 0σ est associe´ au syste`me de racine sur aM engendre´ par les racines re´duites α avec
µα(σ) = 0. On choisit une chambre a
+
σ de ce syste`me et on identifie Rσ au sous-groupe de Wσ
fixant a+σ . Si W
0
σ 6= {1} alors a+σ 6= ∅, et r fixe la demi somme des coracines positives pour a+σ .
Cela contredit l’hypothe`se que r ∈ Rσ,reg.
Donc pour τ ∈ Tell,−(G˜) on a ǫσ(r) = 1 et i(τ) = |d(τ)|−1 selon la de´finition de i(τ) dans
(24). Par conse´quent
Idisc(f) =
∫
Tell,−(G˜)
|d(τ)|−1Θ(τ∨, f1)Θ(τ, f2) dτ.
Corollaire 5.8.8 (Cf. [9, Theorem 5.1]). Soit f2 ∈ C (G˜) cuspidale. Pour tout M ∈ L(M0) et
tout γ ∈ ΓG−reg(M(F ))bon, on a
IM˜ (γ˜, f2) = (−1)dimAM/AG
∫
Tell,−(G˜)
|d(τ)|−1ΦM˜ (τ∨, γ˜)Θ(τ, f) dτ
ou`
ΦM˜ (τ
∨, γ˜) :=
{
|D(γ)| 12Θ(τ∨, γ˜), si γ est F -elliptique dans M,
0, sinon.
De´monstration. C’est plus commode d’utiliser les symboles M ′, γ′ au lieu de M,γ dans cette
preuve. Soient M ′ ∈ L(M0) et γ′ ∈ ΓG−reg(M ′(F ))bon. Supposons d’abord que γ′ n’est pas F -
elliptique dansM ′. Alors une formule de descente (voir [5, Corollary 8.3]), le Lemme 5.7.5, l’Hy-
pothe`se 5.8.2 et la cuspidalite´ de f2 entraˆınent que IM˜ ′(γ
′, f) = 0. D’autre part ΦM˜ ′(τ
∨, γ˜′) = 0
pour tout τ . Cela prouve l’assertion.
Supposons que γ′ est F -elliptique dans M ′. Soit τ ∈ Tell,−(G˜). Puisque Θ(τ∨, ·) est une
combinaison line´aire de caracte`res admissibles irre´ductibles, il est repre´sente´ par une fonction
invariante localement inte´grable sur G˜ et lisse sur G˜reg d’apre`s le Corollaire 4.3.3. Soit f1 ∈
C−(G˜). La formule d’inte´grale de Weyl donne
Θ(τ∨, f1) =
∑
M∈L(M0)
|WM0 ||WG0 |−1
∫
Γell,G−reg(M(F ))bon
ΦM˜ (τ
∨, γ˜)IG˜(γ˜, f1) dγ˜.
Pour γ ∈ Γell,G−reg(M(F ))bon avec un rele`vement γ˜ dans G˜, on de´finit la distribution
spe´cifique
δ(M, γ˜, ·) := IM˜ (γ˜, ·)− (−1)dimAM/AG
∫
Tell,−(G˜)
|d(τ)|−1ΦM˜ (τ∨, γ˜)Θ(τ, ·) dτ.
64
Le but est de montrer que δ(M ′, γ˜′, f2) = 0. D’apre`s le Corollaire 5.8.7 et la formule ci-dessus
pour Θ(τ∨, ·), on a∑
M∈L(M0)
|WM0 ||WG0 |−1(−1)dimAM/AG
∫
Γell,G−reg(M(F ))bon
IG˜(γ˜, f1)δ(M, γ˜, f2) dγ = 0.(38)
On a des isomorphismes
[M, γ˜]
❴

∈
( ⊔
M∈L(M0)
Γell,G−reg(M˜)
bon
)
/WG0
≃

γ˜❴

∈ Γreg(G˜)bon
≃

(Gγ , γ˜) ∈
⊔
T :F−tore maximal
mod conjugaison
(T˜ ∩ G˜reg)/W (G(F ), T (F )).
Ces espaces sont des µm-torseurs au-dessus de leurs avatars associe´s a` G(F ). On ve´rifie que
δ(·, ·, f2) est bien de´finie comme une fonction sur le premie`re espace et IG˜(·, f1) est une fonction
sur le deuxie`me espace. Le coˆte´ a` gauche de (38) peut eˆtre regarde´ comme une inte´grale sur
l’un des trois espaces.
On pose T ′ := Gγ′ . On prend f1 ∈ C−(G˜) a` support dans les classes de conjugaison rencon-
trant p−1(T ′ ∩ Greg)(F ). Si l’on regarde IG˜(·, f2) comme une fonction sur le troisie`me espace
dans ledit diagramme, alors elle est a` support dans la composante indexe´e par T ′. De plus, on
peut prendre une suite de telles fonctions f1 de sorte que IG˜(·, f1) tend vers la mesure de Dirac
spe´cifique sur l’image re´ciproque de la W (G(F ), T ′(F ))-orbite de γ′. Le coˆte´ a` gauche de (38)
tend vers m(−1)dimAM/AG · |W (G(F ), T ′(F ))| · δ(M ′ , γ˜′, f2). On en de´duit que δ(M ′, γ˜′, f2) = 0,
ce qu’il fallait de´montrer.
Corollaire 5.8.9. Les distributions IM˜ (γ˜, ·) sont supporte´es par IC (M˜).
De´monstration. Soit f2 ∈ C (G˜) telle que f2,G˜ = 0, alors f2 est cuspidale. Le corollaire
pre´ce´dent permet de conclure que IM˜ (γ˜, f2) = 0 car Θ(τ, ·) est a` support a` IC (M˜).
Ce re´sultat justifie les Hypothe`ses 5.8.2, 5.8.3. On e´tablit ainsi la formule des traces locale
invariante.
Donnons une application importante de ce corollaire.
The´ore`me 5.8.10 (Cf. [26, Theorem 0]). Supposons F non archime´dien. Soit f ∈ C∞c, (G˜),
les conditions suivantes sont e´quivalentes.
(a) f appartient au sous-espace de C∞c, (G˜) engendre´ par fonction de la forme g − gy, ou`
g ∈ C∞c, (G˜) et y ∈ G(F ).
(b) Pour tout γ˜ ∈ Γreg(G˜)bon, on a IG˜(γ˜, f) = 0.
(c) Pour tout π ∈ Π−(G˜), on a 〈Θπ, f〉 = 0.
(d) Pour tout π ∈ Πtemp,−(G˜), on a 〈Θπ, f〉 = 0.
Rappelons que Θπ siginifie le caracte`re de π.
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De´monstration. C’est clair que (a) entraˆıne (b),(c),(d) et que (c) entraˆıne (d). Vu la Proposition
4.2.6, (b) entraˆıne (a). D’apre`s le Corollaire 5.8.9 applique´ au cas M = G, on voit que (d)
entraˆıne (b). Cela ache`ve la de´monstration.
Remarque 5.8.11. L’une des conse´quences directes de la formule des traces locale simple
est le rapport de l’orthogonalite´, cf. [9, §6] ; les preuves sont identiques sauf que l’on utilise le
the´ore`me de Paley-Wiener invariant tempe´re´ (le The´ore`me 5.6.10) au lieu de sa version K˜-finie
a` support compact. Cette the´orie sera importante dans des applications de la formule des traces
aux reveˆtements.
Re´fe´rences
[1] J. Adams, D. Barbasch, A. Paul, P. Trapa et D. A. Vogan, Jr. : Unitary Shimura
correspondences for split real groups. J. Amer. Math. Soc., 20(3):701–751 (electronic),
2007.
[2] J. D. Adler et S. DeBacker : Some applications of Bruhat-Tits theory to harmonic
analysis on the Lie algebra of a reductive p-adic group. Michigan Math. J., 50(2):263–286,
2002.
[3] J. Arthur : A theorem on the Schwartz space of a reductive Lie group. Proc. Nat. Acad.
Sci. U.S.A., 72(12):4718–4719, 1975.
[4] J. Arthur : The trace formula in invariant form. Ann. of Math. (2), 114(1):1–74, 1981.
[5] J. Arthur : The invariant trace formula. I. Local theory. J. Amer. Math. Soc., 1(2):323–
383, 1988.
[6] J. Arthur : The invariant trace formula. II. Global theory. J. Amer. Math. Soc., 1(3):501–
554, 1988.
[7] J. Arthur : Intertwining operators and residues. I. Weighted characters. J. Funct. Anal.,
84(1):19–84, 1989.
[8] J. Arthur : A local trace formula. Inst. Hautes E´tudes Sci. Publ. Math., (73):5–96, 1991.
[9] J. Arthur : On elliptic tempered characters. Acta Math., 171(1):73–138, 1993.
[10] J. Arthur : On the Fourier transforms of weighted orbital integrals. J. Reine Angew.
Math., 452:163–217, 1994.
[11] J. Arthur : The trace Paley Wiener theorem for Schwartz functions. In Representa-
tion theory and analysis on homogeneous spaces (New Brunswick, NJ, 1993), vol. 177 de
Contemp. Math., p. 171–180. Amer. Math. Soc., Providence, RI, 1994.
[12] J. Arthur : Canonical normalization of weighted characters and a transfer conjecture. C.
R. Math. Acad. Sci. Soc. R. Can., 20(2):33–52, 1998.
[13] J. Arthur : A stable trace formula. III. Proof of the main theorems. Ann. of Math. (2),
158(3):769–873, 2003.
[14] J. G. Arthur : Harmonic analysis of tempered distributions on semisimple Lie groups of
real rank one. In Representation theory and harmonic analysis on semisimple Lie groups,
vol. 31 de Math. Surveys Monogr., p. 13–100. Amer. Math. Soc., Providence, RI, 1989.
Dissertation, Yale University, New Haven, CT, 1970.
[15] I. N. Bernsˇte˘ın et A. V. Zelevinski˘ı : Representations of the group GL(n, F ), where F
is a local non-Archimedean field. Uspehi Mat. Nauk, 31(3(189)):5–70, 1976.
[16] I. N. Bernstein et A. V. Zelevinsky : Induced representations of reductive p-adic groups.
I. Ann. Sci. E´cole Norm. Sup. (4), 10(4):441–472, 1977.
66
[17] A. Bouaziz : Inte´grales orbitales sur les alge`bres de Lie re´ductives. Invent. Math., 115(1):
163–207, 1994.
[18] A. Bouaziz : Inte´grales orbitales sur les groupes de Lie re´ductifs. Ann. Sci. E´cole Norm.
Sup. (4), 27(5):573–609, 1994.
[19] J.-L. Brylinski et P. Deligne : Central extensions of reductive groups by K2. Publ.
Math. Inst. Hautes E´tudes Sci., (94):5–85, 2001.
[20] L. Clozel : Characters of nonconnected, reductive p-adic groups. Canad. J. Math.,
39(1):149–167, 1987.
[21] L. Clozel, J.-P. Labesse et R. Langlands : Morning Seminar on the Trace Formula.
Institute for Advanced Study, 1984. Lecture notes.
[22] M. Hanzer et G.Muic´ : Parabolic induction and Jacquet functors for metaplectic groups.
J. Algebra, 323(1):241–260, 2010.
[23] Harish-Chandra : Discrete series for semisimple Lie groups. II. Explicit determination
of the characters. Acta Math., 116:1–111, 1966.
[24] Harish-Chandra : Harmonic analysis on real reductive groups. III. The Maass-Selberg
relations and the Plancherel formula. Ann. of Math. (2), 104(1):117–201, 1976.
[25] Harish-Chandra : Admissible invariant distributions on reductive p-adic groups, vol. 16
de University Lecture Series. American Mathematical Society, Providence, RI, 1999. Pre-
face and notes by Stephen DeBacker and Paul J. Sally, Jr.
[26] D. Kazhdan : Cuspidal geometry of p-adic groups. J. Analyse Math., 47:1–36, 1986.
[27] D. A. Kazhdan et S. J. Patterson : Metaplectic forms. Inst. Hautes E´tudes Sci. Publ.
Math., (59):35–142, 1984.
[28] A. W. Knapp et D. A. Vogan, Jr. : Cohomological induction and unitary representations,
vol. 45 de Princeton Mathematical Series. Princeton University Press, Princeton, NJ, 1995.
[29] A. W.Knapp et G. Zuckerman : Classification theorems for representations of semisimple
Lie groups. In Non-commutative harmonic analysis (Actes Colloq., Marseille-Luminy,
1976), p. 138–159. Lecture Notes in Math., Vol. 587. Springer, Berlin, 1977.
[30] T. Konno : A note on the Langlands classification and irreducibility of induced represen-
tations of p-adic groups. Kyushu J. Math., 57(2):383–409, 2003.
[31] W.-W. Li : La formule des traces pour les reveˆtements de groupes re´ductifs connexes. I.
Le de´veloppement ge´ome´trique fin. arXiv :1004.4011, 2010.
[32] P. J. McNamara : Metaplectic Whittaker functions and crystal bases. Duke Math. J.,
156(1):1–31, 2011.
[33] P. Mezo : Comparisons of general linear groups and their metaplectic coverings. II. Re-
present. Theory, 5:524–580 (electronic), 2001.
[34] A. J. Silberger : The Knapp-Stein dimension theorem for p-adic groups. Proc. Amer.
Math. Soc., 68(2):243–246, 1978.
[35] A. J. Silberger : Correction : “The Knapp-Stein dimension theorem for p-adic groups”
[Proc. Amer. Math. Soc. 68 (1978), no. 2, 243–246 ; MR 58 #11245]. Proc. Amer. Math.
Soc., 76(1):169–170, 1979.
[36] J.-L.Waldspurger : La formule de Plancherel pour les groupes p-adiques (d’apre`s Harish-
Chandra). J. Inst. Math. Jussieu, 2(2):235–333, 2003.
[37] N. R. Wallach : Real reductive groups. I, vol. 132 de Pure and Applied Mathematics.
Academic Press Inc., Boston, MA, 1988.
67
[38] N. R. Wallach : Real reductive groups. II, vol. 132 de Pure and Applied Mathematics.
Academic Press Inc., Boston, MA, 1992.
[39] M. H. Weissman : Metaplectic tori over local fields. Pacific J. Math., 241(1):169–200,
2009.
68
Index
AM (F )
†, 5
C∞(Θ), 15
C∞(O, P˜ ), 15
Cwlisse(G˜), 10
EP˜
′
P˜
, 13
G-domaine, 30
G′ → G, 26
HG˜, 5
I, Igeom, 62
IC(G˜), 48
Idisc, 46
IM˜ (γ˜, ·), 62
JωG (X˙, ·), 27
Jgeom, Jspec, 47
JM˜ (γ, ·), 46
JM˜ (π, ·), 47, 58
JP˜ ′|P˜ (π), 12
L(ω, P˜ ), 13
L∨, 6
Rσ, 44
Rσ,reg, 45
T (G˜), Tdisc(G˜), Tell(G˜), 45
Vχ, 8
WL(M)reg, 42
Wσ, 43
W 0σ , 44
X(G˜), ImX(G˜), 6
Zσ, 44
Exp(π), 8
ΓC, 20
ΓR, 22
ΦM˜ (τ
∨, γ˜), 64
Θ(τ, ·), 46
Ξ, 26
ΞG˜, 9
ω-bon, 26
αˇ, 13
χσ, 44
γ(G|M), 6
ιM , 5
Aw(G˜), 10
C(G˜), 10
C (G˜× G˜), 61
H(G˜), 35
I(g(F ))ω,I(g′(F ))ω, 26
IP˜ , 7
J (V,∞, L)ω , 29
J (g(F ))ω ,J (g′(F ))ω , 26
J ω0 , 29
W(M ′|G|M),W(M |G),W (M ′ |G|M), 14
aM,F , a˜M,F , a˜
†
M,F , 5
µ(π), 13
νr, 10
φM˜ , 59, 61
π ⊗ χ, πλ, 11
πP˜ , 7
PW(G˜), 50
prω,pr
ω
, 27
θP,k(λ), 39
G˜1, 5
H˜, 25
K˜-type minimal, 55
R˜P˜ (r, σ), 44
w˜, 12
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