In this paper we propose a new fast splitting algorithm to solve the Weighted Split Bregman minimization problem in the backward step of an accelerated Forward-Backward algorithm. Beside proving the convergence of the method, numerical tests, carried out on different imaging applications, prove the accuracy and computational efficiency of the proposed algorithm.
Introduction
A large number of important image processing applications require the solution of a regularized optimization problem. In order to cope with the inner ill-conditioning of the model and its sensitivity to noise, a data fit term is bal- 
where f (u) is the least squares fit term, W T V (u) is the weighted total variation regularization term and λ > 0 is the regularization parameter. The choice of the weighting function in W T V is crucial to filter out noise while preserving the image edges. In this paper we apply the non-convex log-exp function, pro-5 posed in [3] . The solution of problem (1) is tackled by an Accelerated Forward
Backward algorithm where a modified FISTA acceleration strategy [4] is applied to the Backward step. The Weighted Split Bregman (WSB) method, used to compute the Backward step, generates a sequence of inner linear systems which constitute the computational core of the whole algorithm. In this work we pro-
10
pose an iterative solver (FWSB) based on a new matrix splitting which uses the matrices structure to achieve accurate and efficient solutions. Besides proving the convergence of our iterative method, we compare it to the Gauss Seidel solver on different imaging problems. The tests confirm its better performances in terms of accuracy and computation times.
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The present paper is organized as follows: in section 2 we present the accel- 
The Accelerated Forward Backward Algorithm
In this section we introduce our WTV function as the sum of L 1 norm of the
T of the image u along the coordinate directions:
where:
(w
and w x i,j > 0 and w y i,j > 0 are constants that weight the first order differences u x and u y , along the vertical and horizontal directions respectively. The choice of the weights w x and w y is crucial in our approach. In order to preserve the image edges, the weight for a pixel u i,j can be chosen to be inversely proportional to the local value of the gradient. Therefore it is small when the gradient of the image is large, hence when there is an edge, and it is large when the gradient of the image is small, hence in locations corresponding to uniform areas where small variations are mainly due to the presence of noise. We define the weights of the WTV, at each pixel, as the derivative of a strongly non-convex function of the gradient of the noisy image u in the same pixel. In particular we choose the derivative of the non-convex log-exp function φ µ (t) as proposed in [3] ,
whose derivative is given by
and satisfies:
φ µ (| · |) approaches to zero near the edges, where the gradient gets large, while it is large in smooth areas where the gradient becomes small. In fact, besides separating edges from smooth areas, φ µ (| · |) also identifies the small differences in intensity variations within the smooth areas.
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Since we adopt anisotropic TV discretization, our weights w 
By setting the data fit function f as the least squares distance from the data z, we have
where Φ is an m × n linear operator used to model different applications. It can be a convolution operator in the deblurring problem or a subsampling measurement operator in the compressive sensing problem, etc.
Finally we define our problem as follows:
Problem (9) is convex and non differentiable and it has a unique solution under the trivial hypothesis of Φ = 0.
Different methods can be used for its solution such as Chambolle Pock [5] , SplitBregman [6] , Alternating Minimization [7] . All the methods should converge to the same point, with different rate. In this paper we use the Forward-Backward (FB) algorithm for the solution of the convex minimization problem (9), since it requires the tuning of very few parameters which is a great advantage in real applications.
We solve (9) by a converging sequence of Accelerated Forward-Backward steps
. . where a modified FISTA acceleration strategy [4] is applied to the backward step. Given u (0) , we compute for n = 1, 2 . . .:
and α is chosen as follows:
In our experiments, we set a = 2. In order to ensure the convergence of the sequence (v (n) , u (n) ) to the solution of (9), the following condition on β must hold [4] :
where λ max is the maximum eigenvalue in modulus. The Forward-Backward iterations are stopped with the following stopping condition:
We observe that while v (n) and u (n) are computed by explicit formulae, for the computation ofũ (n) in (11), we introduce a Split-Bregman strategy (section 
Algorithm 2.1 ( Algorithm AFB).
Input: r 0 , z, β, w
until stopping condition as in (14) We point out that the minimization problem (11) can be efficiently solved 35 by means of different methods existing in literature. We cite, among others, [6] and [7] . In this paper, we use a splitting variable strategy, proposed in [2] .
The Weighted Split Bregman Method
In this section we recall the Split Bregman method for Weighted Total Variation for the solution of (11).
Introducing two auxiliary vectors D x , D y ∈ R N 2 we rewrite (11) as a constrained minimization problem as follows:
where D x 1 and D x 2 are defined as in (2) . Hence (15) can be stated in its quadratic penalized form as:
where θ > 0 represents the penalty parameter. In order to simplify the notation, exploiting the symmetry in the x and y variables, we use the subscript q
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indicating either x or y.
By applying the Split Bregman iterations, given an initial iterate U (0) , we compute a sequence U (1) , U (2) , . . . , U (j+1) by splitting (16) into three minimization problems as follows.
Given e (0)
, compute:
(17)
where
and e j q is updated according to the following equation:
We remind that the Soft and the Cut operators apply point-wise respectively as:
By imposing first order optimality conditions in (17),we compute the minimum U (j+1) by solving the following linear system
x − e (j)
Defining:
and
the linear system (23) can be written as:
We observe that the solution of systems (27) is a crucial point because it 45 occurs in the inner loop of the backward step, therefore it is important to employ accurate and fast methods. Since the matrix A is sparse, strictly diagonally dominant and positive definite, the natural choice is to use the GaussSeidel or Conjugate Gradient Methods.
In the next paragraph we explain the details of our proposed method named
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Fast Weighted Split-Bregman (FWSB) to efficiently solve (27).
The proposed Matrix Splitting
In this paper, exploiting the structure of the matrix A we obtain a matrix splitting of the form E − F where E is the Identity matrix and F is βθ∆ w . We can prove that the iterative method, based on such a splitting, is convergent if
Theorem 4.1. Let E and F define a splitting of the matrix A = E − F in (27)
as:
By choosing θ as in (28) we can prove that the spectral radius ρ(E −1 F ) < 1
and, for each right-hand side B, the following iterative method
converges to the solution of the linear system AX = B.
In order to prove theorem 4.1 we first prove the following lemma. 
where, from equations (6) and (7) it follows:
Hence on each row there are at most five non zero elements given by:
In order to guarantee that the matrix M is positive definite, it is sufficient to determine θ such that M is strictly diagonally dominant, namely
It easily follows that this relation is satisfied for
Proof of theorem 4.1
Proof. Using the Householder-Johns theorem [8, 9] 
is symmetric positive definite (SPD) and E * + F is symmetric and positive definite, where E * is the conjugate transpose of E. The matrix A is SPD since it is symmetric and strictly diagonal dominant. From Lemma 4.1, we have E * + F = M and therefore the condition on θ guarantees that E * + F is symmetric and positive definite. Substituting (24) in (30) we have:
By substituting (26) in (35) and collecting ∇ w x , ∇ w y we obtain :
In Table 4 .1 we report the function Fast Weighted Split Bregman (FWSB)
for the solution of problem (11). The output variable U (j) is the computed solution andm is the number of total iterations.
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The stopping condition of both the loops (with indices j and m) is defined on the basis of the relative tolerance parameter τ as follows:
Numerical Experiments
In this section we analyze the results obtained by applying Algorithm 2.1 to two representative test problems related to different image processing applica- [
x = e (0)
until stopping condition (37)
until stopping condition (37) 
In the tests reported in the present work we consider M as a radial mask with sampling percentages S p = 3.98% and S p = 4.3% relative to 8 and 10 radial lines respectively.
The quality of the reconstructed image is evaluated by means of the Peak
Signal to Noise Ratio (PSNR)
where x is the reference true image and u is the reconstructed image. In table 3 
Conclusions
In this work we proposed a fast splitting Method for the solution of the inner step of the Weighted Split Bregmann method. We proved its convergence and compared it to the most commonly used iterative methods. After running a 
