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Abstract
We find structural formulas for a family (Pn)n of matrix polynomials of arbitrary size orthogonal with
respect to the weight matrix e−t2 eAt eA∗t , where A is certain nilpotent matrix. It turns out that this family
is a paradigmatic example of the many new phenomena that show the big differences between scalar and
matrix orthogonality. Surprisingly, the polynomials Pn , n ≥ 0, form a commuting family. This commuting
property is a genuine and miraculous matrix setting because, in general, the coefficients of Pn do not
commute with those of Pm , n ≠ m.
c⃝ 2011 Elsevier Inc. All rights reserved.
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1. Introduction
The classical families (pn)n of orthogonal polynomials (Hermite, Laguerre and Jacobi) satisfy
a huge amount of formal properties, relationships and structural formulas (see, for instance, [19]
or [13]). Most of them are consequence of the second order differential equation that they satisfy
f2 p
′′
n + f1 p′n = λn pn, n ≥ 0,
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where fi , i = 1, 2, are polynomials of degree not larger than i (independent of n). Actually, that
second order differential equation characterizes the classical families and it is equivalent to a
number of properties: the Pearson equation for the weight function, the Rodrigues’ formula, etc.
(for a good historical account, see, for instance, [4,1]).
The theory of orthogonal matrix polynomials starts with two papers by Krein in 1949, [17,18].
Each sequence of orthogonal matrix polynomials (Pn)n is associated to a weight matrix W and
satisfies that Pn, n ≥ 0, is a matrix polynomial of degree n with nonsingular leading coefficient
and

PndW P∗m = ∆nδn,m , where ∆n, n ≥ 0, is a positive definite matrix. When ∆n = I , we
say that the polynomials (Pn)n are orthonormal. All the matrices considered in this paper are
square matrices of size N × N .
More than 50 years have been necessary to produce the first examples of orthogonal matrix
polynomials (Pn)n satisfying second order differential equations of the form
P ′′n (t)F2(t)+ P ′n(t)F1(t)+ Pn(t)F0 = Λn Pn(t), n = 0, 1, . . . . (1.1)
Here F2, F1 and F0 are matrix polynomials (which do not depend on n) of degrees less than or
equal to 2, 1 and 0, respectively (see [8,14,15], also [5]). These examples are among those that
are likely to play in the case of matrix orthogonality the role of the classical families of Hermite,
Laguerre and Jacobi in the case of scalar orthogonality. For size 2×2, these families of orthogonal
matrix polynomials also enjoy a large class of structural properties (see, for instance, [9] or [12]).
The lack of a suitable way to generate the orthogonal matrix polynomials from the weight
matrix made it very difficult to study, in general, structural properties for examples of arbitrary
size N × N .
However, in [7] a method to find Rodrigues’ formulas for orthogonal matrix polynomials
satisfying second order differential equations has been developed. Using it, we have produced
the first Rodrigues’ formulas for examples of arbitrary size. One of them is the weight matrix
W (t) = e−t2eAt eA∗t , (1.2)
where A is the N × N nilpotent matrix
A =
N−1−
j=1
v jE j, j+1, (1.3)
and v j , j = 1, . . . , N − 1, are complex numbers satisfying that
(N − j − 1)|v j |2|vN−1|2 − 2 j (N − j)|vN−1|2 + 2(N − 1)|v j |2 = 0. (1.4)
The symbol Ei, j stands for the matrix which entry (i, j) equal to 1 and 0 otherwise. The
Rodrigues’ formula for this example is the following:
Theorem 1.1 (Theorem 2.1 of [7]). Assume that the moduli of the entries |v j |, j = 1, . . . , N −
1, of the matrix A (1.3) satisfy (1.4). Then, a sequence of orthogonal polynomials with respect to
the weight matrix W (t) = e−t2eAt eA∗t can be defined by using the Rodrigues’ formula
Pn(t) = (−1)n(e−t2eAtLneA∗t )(n)W−1, n = 1, 2, 3, . . . , (1.5)
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where Ln is the diagonal matrix (with does not depend on t)
Ln =
N−
k=1
N−1∏
l=k

1+ n|vl |
2
2l(N − l)

Ek,k (1.6)
(where for i > j we take
∏ j
l=i = 1).
For size 2× 2, this Rodrigues’ formula reduces to the one given in Theorem 3.1 of [9].
The purpose of this paper is to use this Rodrigue’s formula to show that the polynomials (Pn)n
defined by (1.5) enjoy many interesting properties and relationships. The most surprising of them
is that they form a commuting family: Pn Pm = Pm Pn (for size 2× 2 this fact was pointed out to
the author by Gru¨nbaum). This rather surprising commuting property is a genuine matrix setting
because, in general, the coefficients of Pn do not commute with the coefficients of Pm, n ≠ m.
This can be checked, for instance, for N = 3, v1 = 6/5, v2 = 3/2, n = 1 and m = 2:
P1(t) =

2 0
81
80
0
25
8
0
0 0
17
4
 t +

0 −15
8
0
−15
8
0 −3
2
0 −3
2
0

P2(t) =

4 0
4779
1000
0
17
2
0
0 0
731
50
 t2 +

0 −1059
125
0
−15
2
0 −75
8
0 −204
25
0
 t +

−119
100
0
9
5
0
1
4
0
9
5
0 −2
 .
Despite this commutativity property, this family is a paradigmatic example of the many new
phenomena that orthogonal matrix polynomials satisfying a second order differential equation
like (1.1) exhibit, phenomena that are absent in the well known scalar theory. These phenomena
show the big differences between both theories.
One of these phenomena is that the elements of a family of orthogonal matrix polynomials can
satisfy several linearly independent second order differential equations like (1.1) (while each of
the classical families in the scalar case, Hermite, Laguerre and Jacobi, satisfies only one linearly
independent second order differential equation). That is the case of the polynomials (Pn)n defined
by (1.5). For size 2× 2, Castro and Gru¨nbaum show in [3] that the orthogonal polynomials with
respect to the weight matrix W (1.2) satisfy four linearly independent second order differential
equations of the form (1.1). For arbitrary size N × N , it was proved in Section 5.1 of [8] that for
F2(t) = I,
F1(t) = −2t I + 2A,
F0(t) = A2 − 2J,
Λn = −2nI + A2 − 2J,
(1.7)
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the monic orthogonal polynomials with respect to the weight matrix W defined by (1.2) satisfy
the differential equation (1.1) where J is the diagonal matrix
J =
N−
j=1
(N − j)E j, j (1.8)
(without any assumption on the parameters v j ). In addition, it was proved in [6] that assuming
the constraint (1.4) on the parameters v j , the monic orthogonal polynomials (Pn)n with respect
to W also satisfy other second order differential equation (linearly independent to the previous
one, see (2.2)).
Other phenomenon, which is absent in the classical families, is that a fixed second order
differential equation like (1.1), n ≥ 0, can have several monic polynomial solutions, each one
orthogonal with respect to a different weight matrix. That is the case of the differential equation
defined by (1.7):
X ′′ + X ′(−2t I + 2A)+ X (A2 − 2J ) = (−2nI + A2 − 2J )X, (1.9)
that the monic orthogonal polynomials with respect to W satisfy (for more details, see Lemma 2.1
in Section 2).
The differential equation (1.9) can be simplified as follows. Consider the matrix
J˘ =
N−
j=1
( j − 1)E j, j . (1.10)
Without any assumptions on the parameters v j ≠ 0, j = 1, . . . , N − 1, the equations
M(A2 − 2J ) = −2 J˘ M,
M A = A∗M, (1.11)
define uniquely the matrix M up to a multiplicative constant (for an explicit expression of M see
(4.5)). Writing Y (t) = M X (t)M−1, the differential equation (1.9) gives the following one
Y ′′ + Y ′(−2t I + 2A∗)− 2Y J˘ = (−2nI − 2 J˘ )Y. (1.12)
The content of this paper is as follows. Section 3 is devoted to study the Hermitian polynomial
solutions of (1.12) (along this paper Hermitian polynomial means a matrix polynomial with
Hermitian coefficients). To do that (and motivated by the Rodrigues’ formula (1.5)) we introduce
the matrix polynomials
Hn(t) =
2N−2−
j=0
(−1) j

n
j

ar jA(Ln)hn− j (t), n ≥ 0, (1.13)
where h j stands for the j th Hermite polynomial (as usual, hk = 0 for k < 0), Ln is the diagonal
matrix defined by (1.6) and ark, k ≥ 0, are the matrix operators defined by ar0X Y = Y ,
arX Y = XY + Y X∗ and ark+1X Y = arX (arkX Y ), k ≥ 1. (1.14)
By definition, Hn is a polynomial of degree n with nonsingular leading coefficient equal to
2nLn . We prove that these polynomials satisfy the second order differential equation (1.12) and
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the following three term recurrence relation (H−1 = 0)
tHn = AnHn+1 + BnHn + CnHn−1, n ≥ 0, (1.15)
where
An = 12
N−
j=1
2(N − 1)+ n|vN−1|2
2(N − 1)+ (n + N − j)|vN−1|2 E j, j , (1.16)
Bn =
N−1−
j=1
j (N − j)|vN−1|2
v¯ j (2(N − 1)+ (n + N − j)|vN−1|2)E j, j+1
+
N−1−
j=1
j (N − j)|vN−1|2
v j (2(N − 1)+ (n + N − j − 1)|vN−1|2)E j+1, j , (1.17)
Cn =

2n + 2n(N − 1)|vN−1|
2
2(N − 1)+ n|vN−1|2

An . (1.18)
Notice that An is diagonal, Bn is three diagonal and Cn is equal to An times a scalar factor.
In Section 4, we establish the following relationship between the polynomials Hn (1.13) and
Pn (1.5):Hn(t) = M Pn(t)M−1, where the matrix M is defined by (1.11). Using this relationship,
we can transfer the properties ofHn to Pn , and vice versa. For instance, this relationship implies,
in particular, that (Hn)n are orthogonal with respect to the weight matrix e−t2 MeAt eA∗t M∗.
In Section 5, we prove that Hn, n ≥ 0, form a commuting family, and then also (Pn)n .
Section 6 is devoted to study the derivatives of Hn . In the scalar case, the derivatives of the
classical orthogonal polynomials are again orthogonal, but this property is no longer true in the
matrix orthogonality, where there exist sequences of orthogonal polynomials whose derivatives
are not orthogonal (see [2]). We prove that this is not the case of our family (Hn)n : the sequence
of derivatives (H′n+1)n are orthogonal with respect to the weight matrix e−t
2
MeAt DeA
∗t M∗
where D is the diagonal matrix
D =
N−
j=1
(2(N − 1)+ (N − j)|vN−1|2)E j, j . (1.19)
We also prove that (H′n+1)n are essentially the polynomials Hn, A˜ (1.13) associated to a certain
matrix A˜ =∑N−1j=1 v˜ jE j, j+1, whose entries v˜ j , j = 1, . . . , N , also satisfy (1.4). That means, in
particular, that for any k ≥ 0, (H(k)n+k)n are again orthogonal matrix polynomials.
The paper is completed with an Appendix where we discuss the role of Eq. (1.4) in the
properties of the orthogonal polynomials with respect to the weight matrix W = e−t2 eAt eA∗t .
2. Preliminaries
A weight matrix W is an N × N matrix of measures supported in the real line satisfying
that (1) W (A) is positive semidefinite for any Borel set A ∈ R, (2) W has finite moments of
every order, and (3)

P(t)dW (t)P∗(t) is nonsingular if the leading coefficient of the matrix
polynomial P is nonsingular. When all the entries of the matrix W have a smooth density with
respect to the Lebesgue measure, we will write W (t) for the matrix whose entries are these
densities. Condition (3) above is necessary and sufficient to guarantee the existence of a sequence
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(Pn)n of matrix polynomials orthogonal with respect to W, Pn of degree n with nonsingular
leading coefficient, and it is fulfilled, in particular, when W (t) is positive definite at an interval
of the real line (that is the case of the weight matrix W defined by (1.2)).
We say that a weight matrix W reduces to scalar weights if there exists a nonsingular matrix
K independent of t for which
W (t) = K D(t)K ∗,
with D a diagonal weight matrix. Notice that the orthonormal matrix polynomials with respect
to W are then
Pn(t) =
pn,1(t) . . . 0... . . . ...
0 . . . pn,N (t)
 K−1, n ≥ 0,
where (pn,i )n, i = 1, . . . , N , are the orthonormal polynomials with respect to the measures
Di.i , i = 1, . . . , N . If we assume that W has a continuous density with respect to the Lebesgue
measure, and for some real number a,W (a) = I , then W reduces to scalar weights if and only if
W (t)W (s) = W (s)W (t) for all t, s. Using this commutativity condition, it is easy to check that
the weight matrix W defined by (1.2) do not reduce to scalar weights (this shows, in particular,
that the property of the polynomials (Pn)n defined by (1.5) of being a commuting family is a
genuine matrix setting).
Just as in the scalar case, any sequence (Pn)n of orthogonal polynomials with respect to a
weight matrix satisfies a three term recurrence relation
t Pn(t) = An Pn+1(t)+ Bn Pn(t)+ Cn Pn−1(t), n ≥ 0, (2.1)
where An is nonsingular. We remark that the polynomials Rn(t) = ∆n Pn(t), with ∆n
nonsingular are also orthogonal with respect to the same weight matrix, and satisfy a three
term recurrence relation as (2.1) with coefficients ∆n An∆−1n+1 instead of An,∆n Bn∆−1n instead
of Bn and ∆nCn∆−1n−1 instead of Cn . When (Pn)n are orthonormal, this recurrence relation is
symmetric: Bn is Hermitian and An = C∗n+1. This symmetry of the three-term recurrence relation
characterizes the orthonormality of a sequence of matrix polynomials with respect to a weight
matrix (see [11]).
A sequence of polynomials (Pn)n satisfying a recurrence relation like (2.1) is not necessarily
orthogonal with respect to a weight matrix: the recurrence relation has to be symmetrizable. That
is, there has to exist a sequence of nonsingular matrices ∆n, n ≥ 0, such that ∆n Pn, n ≥ 0, are
orthonormal with respect to W , and hence the matrices ∆n Bn∆−1n have to be Hermitian, and
∆n An∆−1n+1 = (∆n+1Cn+1∆−1n )∗.
We say that two weight matrices W1 and W2 are equivalent if there exists a nonsingular
matrix K such that W1 = K W2 K ∗. We also say that two sequences of orthogonal polynomials
(Pn,1)n and (Pn,2)n are equivalent if there exist nonsingular matrices ∆,∆n, n ≥ 0, such that
Pn,1 = ∆n Pn,2∆. It is easy to see that if (Pn,2)n are orthogonal with respect to W then (Pn,1)n
are orthogonal with respect to ∆−1W (∆∗)−1. That means that two weight matrices W1 and W2
are equivalent if and only if any two sequences of orthogonal polynomials with respect to them
are equivalent.
If the matrices A = ∑N−1i=1 νiEi,i+1 and B = ∑N−1i=1 µiEi,i+1 are unitarily equivalent
(i.e. there exists a unitary matrix U such that A = U∗BU ) then the weight matrices WA(t) =
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e−t2eAt eA∗t , and WB(t) = e−t2eBt eB∗t are equivalent. And conversely, if WA and WB are
equivalent, then A and B are unitarily equivalent.
As we mention in the introduction, the family of orthogonal polynomials with respect to the
weight matrix W (t) = e−t2eAt eA∗t is a paradigmatic example of the many new phenomena
that orthogonal polynomials satisfying a second order differential equation like (1.1) exhibit.
For instance, as far as the entries of the matrix A = ∑N−1i=1 viEi,i+1 satisfy the constraints (1.4)
then the monic orthogonal polynomials with respect to the weight matrix W satisfy at least two
second order differential equations like (1.1). One of them has been displayed in (1.7). But they
also satisfy the differential equation (1.1) whose coefficients are given by
F2(t) = J − At,
F1(t) = (A + X)J + J (A + X)− A − [A2 − 2J + 2(N − 1)I ]t,
F0(t) = −2(N − 1)|vN−1|2 (A
2 − 2J ),
Λn = −n(A2 − 2J + 2(N − 1)I )− 2(N − 1)|vN−1|2 (A
2 − 2J ),
(2.2)
where the matrix J is the diagonal matrix defined by (1.8) and X is the skew-Hermitian matrix
X =
N−1−
j=1
2 j (N − j)
(2N − 1− 2 j)v j E j+1, j −
N−1−
j=1
2 j (N − j)
(2N − 1− 2 j)v¯ j E j, j+1 (2.3)
(see [6]).
Other phenomenon, which is absent in the classical families, is that a fixed second order
differential equation like (1.1), n ≥ 0, can have several monic polynomial solutions, each one
orthogonal with respect to a different weight matrix (see [10] for some examples involving Dirac
deltas). That is the case of the differential equation defined by (1.7):
X ′′ + X ′(−2t I + 2A)+ X (A2 − 2J ) = (−2nI + A2 − 2J )X, (2.4)
that the monic orthogonal polynomials with respect to W satisfy. Actually, for a fixed n ≥ 0
and a fixed matrix A (defined by (1.3)), the polynomial solutions of this single equation
provide the n-th orthogonal polynomial with respect to any other weight matrix of the form
e−t2eBt eB∗t , B = ∑N−1j=1 ν jE j, j+1 whatever the complex numbers ν j ≠ 0, j = 1, . . . , N − 1,
are!
Lemma 2.1. Let B be the matrix B = ∑N−1j=1 ν jE j, j+1, ν j ≠ 0, j = 1, . . . , N − 1, and write
Pn,B for the n-th monic orthogonal polynomial with respect to the weight matrix e−t
2
eBt eB
∗t .
Then there exists a nonsingular diagonal matrix D such that the polynomial Rn,B = D Pn,B D−1
satisfies the differential equation (2.4).
Proof. Indeed, define the diagonal matrix D = ∑Nj=1 qiEi,i , where q1 = 1 and q j+1 =
ν j q j/v j , j = 1, . . . , N − 1. We then have that B = D−1 AD. According to Theorem 5.1
of [8], the n-th monic orthogonal polynomial Pn,B with respect to WB = e−t2eBt eB∗t satisfies the
differential equation (1.1) for F2 = I, F1 = −2t+2B, F0 = B2−2J andΛn = −2nI+B2−2J .
We now notice that if a sequence of polynomials (Pn)n satisfies a differential equation as (1.1)
so does the sequence (∆n Pn M)n whatever the nonsingular matrices M and ∆n (independent
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of t), n ≥ 0, are: just take the new differential coefficients equal to M Fi (t)M−1 and the
new eigenvalues equal to ∆nΛn∆−1n . Taking this into account and that B = D−1 AD, it
follows straightforwardly that the monic polynomial Rn,B = D Pn,B D−1 satisfies the differential
equation (2.4). 
In particular, since Rn,B is the n-th monic orthogonal polynomial with respect to DWB D∗, we
have infinitely many monic polynomials, each one orthogonal with respect to a different weight
matrix, satisfying the same differential equation (2.4).
We include here a couple of technical lemmas which we will need later.
Lemma 2.2. Let D be a real diagonal matrix and write d j , j = 1, . . . , N, for the diagonal
entries of D. Let A be the matrix
A =
N−1−
i=1
νiEi,i+1
where νi , i = 1, . . . , N − 1, are complex numbers. Then, for k = 0, . . . , N − 2, the Hermitian
matrix ar2k+1A D (see (1.14) for the definition of the operators ar) has null entries on the odd
diagonals; for m = 0, . . . , k and j = 1, . . . , N − k − m − 1
(ar2k+1A (D)) j, j+2m+1 = d j+k+m+1

2k + 1
k + m + 1
 j+k+m∏
l= j
νl
j+k+m∏
l= j+2m+1
ν¯l ,
and for j = N − k − m, . . . , N − 2m − 1
(ar2k+1A (D)) j, j+2m+1 = 0.
On the other hand, for k = 0, . . . , N − 1, the Hermitian matrix ar2kA D has null entries on the
even diagonals; for m = 0, . . . , k and j = 1, . . . , N − k − m
(ad2kA (D)) j, j+2m = d j+k+m

2k
k + m
 j+k+m−1∏
l= j
νl
j+k+m−1∏
l= j+2m
ν¯l ,
and for j = N − k − m + 1, . . . , N − 2m
(ad2kA (D)) j, j+2m = 0.
Proof. The proof is just a simple computation using induction on k. 
Lemma 2.3. Let D and A be as in the previous lemma, then for k ≥ 0
ad J˘ (ar
k
AD)+ k(A ark−1A D− (ark−1A D)A∗) = 0,
where J˘ is the diagonal matrix defined by (1.10) (as usual, ad denotes the commutator of two
matrices: adX Y = XY − Y X).
Proof. The proof can be done by performing a direct computation using the previous
lemma. 
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3. Hermitian polynomial solutions of Eq. (1.12)
In this section we consider a matrix
A =
N−1−
i=1
νiEi,i+1
where νi , i = 1, . . . , N−1, are complex numbers. We are going to find all Hermitian polynomial
solution of degree n of the equation
X ′′ + X ′(−2t I + 2A∗)− 2X J˘ = (−2nI − 2 J˘ )X, (3.1)
where J˘ is the matrix defined by (1.10).
First of all, we prove that any Hermitian polynomial solution of (3.1) is determined by its
leading coefficient.
Lemma 3.1. If P is a Hermitian polynomial solution of degree n of the differential
equation (3.1), then, its leading coefficient ∆P is a real diagonal matrix. Moreover, if Q is
other Hermitian polynomial solution of degree n of (3.1) with leading coefficient ∆Q = ∆P
then P = Q.
Proof. Write P =∑nk=0∆k tk . Then P is a solution of (3.1) if and only if for k = 0, . . . , n
(2nI + 2 J˘ )∆k −∆k(2k I + 2 J˘ )+Θk = 0, (3.2)
where Θn = 0,Θn−1 = 2n∆nA∗, and Θk = (k + 2)(k + 1)∆k+2 + 2(k + 1)∆k+1A∗, for
k = 0, . . . , n−2. Since 2nI +2 J˘ =∑Nj=1 2(n+ j−1)E j, j , we can conclude from (3.2), k = n,
that ∆n is diagonal. But, if we assume that ∆k are Hermitian, then Eq. (3.2) define uniquely the
matrices∆k, k = 0, . . . , n−1, from the diagonal matrix∆n . Indeed, if we fixed k, 0 ≤ k ≤ n−1,
for i ≥ j , the entry (i, j) of Eq. (3.2) gives
2(n − k + i − j)∆k,i, j +Θk,i, j = 0.
Since i − j ≥ 0 and n − k ≥ 1, this shows that the entries ∆k,i, j , i ≥ j , of the matrix ∆k
are uniquely determine by ∆m,m = k + 1, . . . , n. Since ∆k is Hermitian, we can conclude that
the matrix ∆k is uniquely determine by ∆m,m = k + 1, . . . , n. Using induction, it follows that
Eq. (3.2) determine all the Hermitian matrices ∆k, k = 0, . . . , n − 1, uniquely from ∆n . 
We now introduce the following family of Hermitian polynomials of degree n: for a given real
diagonal matrix D ≠ 0, we define
Hn,A,D(t) =
2N−2−
k=0
(−1)k
n
k

arkADhn−k(t), (3.3)
where h j stands for the j th Hermite polynomial and the operators ar j , j ≥ 0, are defined in
(1.14). Hn,A,D is a Hermitian matrix polynomial of degree n with leading coefficient equal
to 2nD. These polynomials provide all the Hermitian polynomial solutions of the differential
equation (3.1).
Theorem 3.2. For any real diagonal matrix D ≠ 0, the polynomial Hn,A,D satisfies the
differential equation (3.1). Moreover, if P is a Hermitian polynomial solution of degree n of
1824 A.J. Dura´n / Journal of Approximation Theory 163 (2011) 1815–1833
the differential equation (3.1), then, its leading coefficient ∆ is a real diagonal matrix and
P = Hn,A,2−n∆.
Proof. To simplify the notation, we write H = Hn,A,D. Using that h′n = 2nhn−1 [13, p. 193],
we can write
H′′ =
2N−2−
k=0
4(n − k)(n − k − 1)(−1)k
n
k

arkADhn−k−2. (3.4)
The three term recurrence relation [13, p. 193]
thn = hn+1/2+ nhn−1 (3.5)
for the Hermite polynomials allows us to write
H′(−2t I + 2A∗) = −
2N−2−
k=0
2(n − k)(−1)k
n
k

arkADhn−k
+
2N−2−
k=0
4(n − k)(−1)k
n
k

arkADhn−k−1A∗
−
2N−2−
k=0
4(n − k)(n − k − 1)(−1)k
n
k

arkADhn−k−2. (3.6)
Using (3.4) and (3.6), we can write (after a straightforward computation)
H′′ +H′(−2t I + 2A∗)− 2H J˘ + (2nI + 2 J˘ )H
=
2N−2−
k=0
2(−1)k
n
k

[ad J˘ (arkAD)+ k(A ark−1A D− (ark−1A D)A∗)]hn−k .
Lemma 2.3 now gives
H′′ +H′(−2t I + 2A∗)− 2H J˘ + (2nI + 2 J˘ )H = 0.
This proves the first part of the theorem. Actually, the result is also true for any diagonal matrix
D (real or complex). Indeed, we can write D = ℜD + ıℑD, where ℜD and ℑD are the real
diagonal matrices whose entries are the real and imaginary parts of the entries of D. Since the
operator arkA is lineal, we have Hn,A,D = Hn,A,ℜD + ıHn,A,ℑD. Taking into account what we
have already proved, we can conclude that both polynomials Hn,A,ℜD and Hn,A,ℑD satisfy the
differential equation (1.12) and so also Hn,A,D.
The second part of the theorem now follows from Lemma 3.1 taking into account that the
leading coefficient of Hn,A,D is 2nD. 
For a suitable choice (Dn)n of diagonal matrices the sequence of polynomials (Hn,A,Dn )n
defined by (3.3) also satisfies a three term recurrence formula.
Theorem 3.3. Assume ν j ≠ 0, j = 1, . . . , N − 1, and let (Dn)n be the sequence of diagonal
matrices defined by (n ≥ 0)
Dn =
N−
j=1
N−1∏
l= j
(N − 1)|νl |2
(N − l)l|νN−1|2

1+ n + N − l − 1
2(N − 1) |νN−1|
2

E j, j . (3.7)
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Then the sequence of polynomials (Hn,A,Dn )n defined by (3.3) satisfies the three term recurrence
relation (H−1,A,D−1 = 0)
tHn,A,Dn = AnHn+1,A,Dn+1 + BnHn,A,Dn + CnHn−1,A,Dn−1 , n ≥ 0 (3.8)
where
An = 12
N−
j=1
2(N − 1)+ n|νN−1|2
2(N − 1)+ (n + N − j)|νN−1|2 E j, j , (3.9)
Bn = 12
N−1−
j=1
ν j (2(N − 1)+ (N − j − 1)|νN−1|2)
2(N − 1)+ (n + N − j)|νN−1|2 E j, j+1
+
N−1−
j=1
j (N − j)|νN−1|2
ν j (2(N − 1)+ (n + N − j − 1)|νN−1|2)E j+1, j , (3.10)
Cn =

2n + 2n(N − 1)|νN−1|
2
2(N − 1)+ n|νN−1|2

An . (3.11)
Proof. Again to simplify the notation, we write H = Hn,A,Dn .
Using the three term recurrence relation (3.5) for the Hermite polynomials, we have
tH =
2N−2−
k=0
1
2
(−1)k
n
k

arkADnhn−k+1 +
2N−2−
k=0
(n − k)(−1)k
n
k

arkADnhn−k−1.
Using this expression, the coefficient of hn+1 in (3.8) gives Dn = 2AnDn+1, from where the
expression (3.9) forAn can be found from (3.7). In the same way, the coefficients of hn and hn−1
in (3.8) respectively give
Bn =

(n + 1)An arADn+1 − n2 arADn

D−1n ,
Cn =

1
2
n
2

ar2ADn + nDn −

n + 1
2

An ar2ADn+1 + nBn arADn

D−1n−1,
from where the expression (3.10) for Bn and (3.11) for Cn can be found. Finally, the coefficient
of hn−k, k = 2, . . . , 2N − 2, in (3.8) gives
n(n − k)
2(k + 1) ar
k+1
A Dn + kn ark−1A Dn
= n(n + 1)
k + 1 An ar
k+1
A Dn+1 − nBn arkADn + kCn ark−1A Dn−1.
This last formula can be checked by a careful computation using Lemma 2.2. 
Consider now complex numbers v j , j = 1, . . . , N − 2, satisfying (1.4). We also consider the
matrix A and the polynomials (Hn)n defined by (1.3) and (1.13), respectively. We then have
Corollary 3.4. The polynomial Hn, n ≥ 0, satisfies both, the differential equation (3.1) and the
three term recurrence relation (H−1 = 0)
tHn = AnHn+1 + BnHn + CnHn−1, (3.12)
where An, Bn and Cn are defined by (1.16)–(1.18), respectively.
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Proof. Using the definition of the matrices Dn in (3.7), we write Dn,v = Dn(v1, . . . , vN−1). A
straightforward computation using (1.4) gives that Ln = Dn,v , where Ln is defined by (1.6). This
means that Hn,A,Dn,v = Hn, n ≥ 0. Using (3.9)–(3.11), write
An = An(v1, . . . , vN−1),
Bn = Bn(v1, . . . , vN−1),
Cn = Cn(v1, . . . , vN−1).
To finish the proof it is enough to use the previous theorem (the formula (1.17) for Bn is a direct
consequence of (1.4) and (3.10)). 
Let us notice that Theorems 3.2 and 3.3 do not assume any condition on the parameters
ν j , j = 1, . . . , N − 1 (if we except that they are non null). Despite that we have not assumed
that the parameters ν j , j = 1, . . . , N − 1, satisfy Eq. (1.4), the polynomialsHn,A,Dn , n ≥ 0, are
equivalent to Hn :
Corollary 3.5. Let v j , j = 1, . . . , N −1, be complex numbers satisfying (1.4). Let ν j ≠ 0, j =
1, . . . , N − 1, complex numbers with |νN−1| = |vN−1|. Let E be the diagonal matrix defined by
E =
N−
j=1
j−1∏
l=1
vl
νl
E j, j .
Then
Hn,A,Dn = EHn E−1D0, n ≥ 0.
Proof. From the previous corollary, we have that the polynomials (Hn)n satisfy the three term
recurrence relation (1.15). As a consequence, the polynomials Rn = EHn E−1D0 satisfy
t Rn = E An E−1 Rn+1 + E Bn E−1 Rn + ECn E−1 Rn−1, n ≥ 0.
An easy computation (using that |νN−1| = |vN−1|) shows that E An E−1 = An, E Bn E−1 = Bn
and ECn E−1 = Cn . Hence Hn,A,Dn and EHn E−1D0 satisfy the same three term recurrence
relation. Since H0 = I and H0,A,D0 = D0, we can then conclude that actually Hn,A,Dn =
EHn E−1D0, n ≥ 0. 
4. Orthogonality of the polynomialsHn
In the rest of this paper, we consider the matrix A (1.3) with entries v j , j = 1, . . . , N − 1,
satisfying the constraints (1.4).
We prove in this Section that the polynomials (Hn)n (1.13) are actually equal to M Pn M−1
(Pn defined by (1.5)) and hence they are orthogonal with respect to the weight matrix
e−t2 MeAt eA∗t M∗, where M is the matrix defined by (1.11).
Theorem 4.1. For n ≥ 0,Hn = M Pn M−1.
Proof. First of all, we assume that the entries vi of the matrix A are real numbers.
Write T = eAt . Taking into account that T ′ = T A and the definition of arkA (see (1.14)), we
have that (TLnT ∗)(k) = T arkA(Ln)T ∗. Using this expression, the Rodrigues’ formula for the
A.J. Dura´n / Journal of Approximation Theory 163 (2011) 1815–1833 1827
Hermite polynomials (hn = (−1)n(e−t2)(n)et2 , [13, p. 193]) and taking into account that TLnT ∗
is a polynomial of degree 2N − 2, we find from (1.5) that
Pn(t) = (−1)n(e−t2 TLnT ∗)(n)W−1
= T

2N−2−
k=0
(−1)k
n
k

arkA(Ln)hn−k(t)

T ∗e−t2 W−1
= T (t)Hn(t)T−1(t). (4.1)
From the three term recurrence relation (1.15) for (Hn)n and taking into account (1.16) and
(1.18) we have that
Hn+1 = A−1n (t I − Bn)Hn +

2n + 2n(N − 1)|νN−1|
2
2(N − 1)− n|νN−1|2

Hn−1. (4.2)
Write Qn(t) = M−1Hn(t)M, n ≥ 0. From (4.2), we find that the sequence (Qn)n satisfies the
three term recurrence relation
Qn+1 = M−1 A−1n (t I − Bn)M Qn +

2n + 2n(N − 1)|νN−1|
2
2(N − 1)− n|νN−1|2

Qn−1.
On the other hand, using (4.1) and again (4.2), we get
Pn+1 = T A−1n (t I − Bn)T−1 Pn +

2n + 2n(N − 1)|νN−1|
2
2(N − 1)− n|νN−1|2

Pn−1.
Since Q0 = P0 = I , it is enough to prove that
MT A−1n (t I − Bn) = A−1n (t I − Bn)MT . (4.3)
Since T =∑N−1j=0 1j ! A j t j , (4.3) is equivalent to
M A−1n Bn = A−1n Bn M,
M( j A j−1 A−1n − A j A−1n Bn) = A−1n ( j M A j−1 − Bn M A j ), 1 ≤ j ≤ N .
(4.4)
Fixing M1,N = 1 and solving Eq. (1.11), we find the following explicit expression for M :
Mi, j =

(−1)l
4ll!
i−1∏
m=1
vm
N−1∏
m= j
vm
, l = 0, . . . ,
[
N − 1
2
]
, i ≤ j, i + j = N + 2l + 1,
0, l = 2, . . . , N , i ≤ j, i + j = l,
0, l = 1, . . . ,
[
N
2
]
, i ≤ j, i + j = N + 2l,
M j,i , i > j.
(4.5)
This shows, in particular, that M is Hermitian. Using (1.16), (1.17) and (4.5), the relationships
(4.4) can be checked by a careful computation.
If the entries vi of the matrix A are complex numbers, we proceed as follows. We consider
the diagonal unitary matrix U defined by U1,1 = 1 and Uk,k =∏k−1l=1 |vl |/vl , k = 2, . . . , N . We
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then have A = U∗ AˆU , where
Aˆ =
N−1−
j=1
|v j |E j, j+1.
As a consequence, if we consider the matrix M Aˆ defined by (1.11) from Aˆ and the polynomials
Pn, Aˆ and Hn, Aˆ defined by (1.5) and (1.13), respectively, from Aˆ, we straightforwardly have
MA = U∗M AˆU, Pn,A = U∗Pn, AˆU, Hn,A = U∗Hn, AˆU.
The proof follows now easily. 
As a consequence we have
Corollary 4.2. The polynomials (Hn)n are orthogonal with respect to the weight matrix
e−t2 MeAt eA∗t M∗, and they commute with MeAt and e−t2 MeAt eA∗t M∗. The leading coefficient
of Pn is equal to 2n M−1Ln M.
Proof. Since (Pn)n are orthogonal with respect to W = e−t2eAt eA∗t , the orthogonality of (Hn)n
with respect to the weight matrix MW M∗ is a direct consequence of the previous Theorem. From
this Theorem and (4.1) it follows straightforwardly thatHn, n ≥ 0, commutes with MeAt . Since
M A = A∗M and M is Hermitian, the matrix polynomial MeAt is also Hermitian for t ∈ R. As
a consequence, we also have that Hn, n ≥ 0, commutes with MW M∗. 
5. Commutativity properties ofHn
We prove here that the polynomials Hn, n ≥ 0, defined by (1.13) commute with each other.
To do that we need the following technical lemma.
Lemma 5.1. For n,m ≥ 0,
A−1n (t I − Bn)A−1m (t I − Bm) = A−1m (t I − Bm)A−1n (t I − Bn).
The proof is just a computation and it is omitted.
Theorem 5.2. For n,m ≥ 0 HnHm = HmHn .
Proof. Write Pn = {X : X ≠ ∅ is a subset of {0, 1, . . . , n}}. We first prove that for n ≥ 1 there
exist numbers xσ , σ ∈ Pn , such that
Hn =
−
σ∈Pn−1
xσ
∏
l∈σ
A−1l (t I − Bl). (5.1)
To do that, we rewrite the three term recurrence relation (1.15) in the form (H−1 = 0)
Hm+1 = A−1m (t I − Bm)Hm +

2m + 2m(N − 1)|νN−1|
2
2(N − 1)+ m|νN−1|2

Hm−1. (5.2)
The case n = 1 in (5.1) is just the three term recurrence relation (5.2) for m = 0.
Assume now that (5.1) is true for k, 0 ≤ k ≤ n. We have to prove that also (5.1) is true for
n + 1. But this case follows easily using the induction hypotheses and (5.2) (m = n).
The theorem is now an easy consequence of (5.1) and the previous lemma. 
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Corollary 5.3. The polynomial Hn, n ≥ 0, commutes with A−1k (t I − Bk) for any k ≥ 0. For
n,m ≥ 0, Pn Pm = Pm Pn where Pn are the polynomials defined by (1.5).
6. Derivatives ofHn
The well known characterization property [16] of the classical scalar families, of having
derivatives which once again form a sequence of orthogonal polynomials, does not hold, in
general, for matrix families satisfying second order differential equation like (1.1). According to
Theorem 3.14 in [2] the derivatives of a sequence (Pn)n of orthogonal polynomials with respect
to a weight matrix W are orthogonal with respect to a weight matrix if and only if there exist
two matrix polynomials S2, S1, of degrees at most 2 and 1, respectively, det S2 ≠ 0, such that
W S2 is positive semidefinite (in particular Hermitian), and (W S2)′ = W S1. The polynomials
P ′n+1, n ≥ 0, are then orthogonal with respect to W S2. When W S2 is not Hermitian or not
positive semidefinite, P ′n+1, n ≥ 0, are still orthogonal with respect to W S2, but W S2 is not a
weight matrix in the sense defined in the Preliminaries of this paper.
We first prove that the derivatives (H′n+1)n of our polynomials (Hn)n are again orthogonal
polynomials with respect to a weight matrix.
Theorem 6.1. Let M and D be the matrices defined by (1.11) and (1.19), respectively. Then the
sequence of polynomials (H′n+1)n are orthogonal with respect to the weight matrix
Wd(t) = e−t2 MeAt DeA∗t M∗. (6.1)
Proof. We do not use the characterization above of the weight matrices having orthogonal
polynomials whose derivatives are again orthogonal polynomials. For our example a direct
computation is easier. Indeed, a careful computation using (1.19) and (4.5) shows that
DeA
∗t M∗ = eA∗t M∗S2, (6.2)
(−2t D + AD + D A∗)eA∗t M∗ = eA∗t M∗S1, (6.3)
where S1 and S2 are the polynomials
S2 =
N−
j=1
[2(N − 1)+ ( j − 1)|vN−1|2]E j, j − |vN−1|2 A(t − A/2),
S1 = −2t D +
N−1−
j=1
a jE j, j+1 +
N−1−
j=1
a¯ jE j+1, j ,
and a j = v j (2(N − 1)+ (N − j − 1)|vN−1|2).
Write now Wd = e−t2 MeAt DeA∗t M∗ and W˜ = e−t2 MeAt eA∗t M∗. From (6.2) and (6.3), we
deduce that
Wd = W˜ S2,
W ′d = W˜ S1.
The orthogonality of (H′n+1)n with respect to Wd follows now by performing an integration by
parts: for k, 0 ≤ k ≤ n − 1, we have∫
H′n+1Wd tkdt =
∫
Hn+1(Wd tk)′dt
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=
∫
Hn+1(W ′d tk + kWd tk−1)dt
=
∫
Hn+1(W˜ S1tk + kW˜ S2tk−1)dt = 0
(the last equality because S1 and S2 have degree 1, andHn+1 is orthogonal to any polynomial of
degree less than n with respect to W˜ ). 
Write A˜ for the matrix
A˜ =
N−1−
j=1
u jE j, j+1, (6.4)
where
u j =

2(N − 1)+ (N − j − 1)|vN−1|2
2(N − 1)+ (N − j)|vN−1|2
v j , j = 1, . . . , N − 1.
Since v j , j = 1, . . . , N − 1, satisfy (1.4), it easily follows that also the numbers u j , j =
1, . . . , N − 1, satisfy (1.4).
The sequence of polynomials (Hn, A˜)n defined by (1.13) from A˜ is then equivalent to (H′n+1)n .
Theorem 6.2. Let D1 and D2 be the diagonal matrices defined by
D1 =
N−
j=1

2(N − 1)+ (N − j)|vN−1|2√
2(N − 1)2+ |vN−1|2 E j, j , (6.5)
D2 =
N−
j=1

2(2+ |vN−1|2)(2(N − 1)+ (N − j)|vN−1|2)E j, j . (6.6)
Then for n ≥ 0,H′n+1(t) = (n + 1)D2Hn, A˜(t)D1.
Proof. As in the proof of Theorem 4.1, we first assume that vi , i = 1, . . . , N − 1, are real
numbers.
Write T1 = D−1/2eAt D1/2, where D is the diagonal matrix defined by (1.19). It is easy to
check that D−1/2 AD1/2 = A˜, and hence T1 = e A˜t . So Wd = e−t2 M D1/2e A˜t e A˜∗t D1/2 M (where
Wd is the weight matrix (6.1)). Corollary 4.2 implies that Hn, A˜, n ≥ 0, are orthogonal with
respect to e−t2 M˜e A˜t e A˜∗t M˜∗, where M˜ = M( A˜) is the matrix defined by (4.5) from A˜. Write
D1 = M˜ D−1/2 M−1. A careful computation using (1.19) and (4.5) gives for D1 the expression
(6.5). Since Wd = e−t2 D−11 M˜e A˜t e A˜
∗t M˜∗(D−11 )∗, we deduce that Hn, A˜ D1 is orthogonal with
respect to Wd . Since H′n+1 are also orthogonal with respect to Wd , we deduce that H′n+1 =
GnHn, A˜ D1, for certain nonsingular matrices Gn . By comparing the leading coefficient, we have
that Gn = 2(n + 1)Ln+1 D−11 (L˜n)−1, where L˜n = Ln( A˜) is the matrix defined by (1.6) from A˜.
A careful computation using (6.5), (6.6) and (1.6) shows that Gn = (n + 1)D2, where D2 is the
diagonal matrix (6.6).
If the entries vi , i = 1, . . . , N − 1, of A are complex numbers, we proceed as in the last part
of the proof of Theorem 4.1. 
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Corollary 6.3. For any k ≥ 0, the sequence of polynomials (H(k)n+k)n are orthogonal with respect
to a weight matrix.
Appendix
We include here a couple of comments concerning the role of Eq. (1.4), for the parameters
v j , j = 1, . . . , N , in the properties of the polynomials Pn (1.5). We just consider here the case
N = 3.
Take a matrix
A =
0 ν1 00 0 ν2
0 0 0
 ,
where ν1 ≠ 0, ν2 ≠ 0, are complex numbers satisfying
|ν1|2|ν2|2 − 4|ν2|2 + 4|ν1|2 ≠ 0.
When the parameters ν1, ν2 do not satisfy (1.4) the orthogonal polynomials with respect to the
weight matrix W = e−t2eAt eA∗t satisfy only one linearly independent second order differential
equation of the form (1.1) (the one with coefficients given by (1.7)).
A sequence of orthogonal polynomials (Pn)n with respect to the weight matrix W =
e−t2eAt eA∗t can also be defined by using a Rodrigues’ formula, but we have not found one
with so a compact form like (1.5) (in fact, whatever the matrix L (independent of t) is
(e−t2eAt LeA∗t )(n)W−1, is not a polynomial with nonsingular leading coefficient of degree n
unless (1.4) holds true). The polynomials defined by
Pn(t) = (−1)n(e−t2(C0,n + C1,n t + C2,n t2)T ∗)(n)W−1, n ≥ 1, (A.1)
where
T (t) = eAt ,
and C0,n,C1,n and C2,n are the matrices:
C0,n =

n|ν1|2((n + 1)|ν2|2 + 8)+ 16
16
0 0
0
n|ν2|2[(n − 1)|ν1|2 + 8] + 16
4(n|ν1|2 + 4) 0
0 0 1
 ,
C1,n = 14
0 (n|ν2|2 + 4)ν1 00 0 4ν2
0 0 0
 ,
C2,n = 12
0 0 ν1ν20 0 0
0 0 0

are orthogonal with respect to e−t2eAt eA∗t (in particular, they have degree n with nonsingular
leading coefficient). When the parameters ν1 and ν2 satisfy (1.4), the Rodrigues’ formula (A.1)
reduces to (1.5).
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The polynomials (Pn)n (A.1) do not form a commuting family: for instance, P1 P2 ≠ P2 P1. Is
there any normalization P˜n = ∆n Pn , with (∆n)n a sequence of nonsingular matrices (so that P˜n
are also orthogonal with respect to W ) such that P˜n P˜m = P˜m P˜n? We do not think so. In fact, we
have not been able to find ∆1,∆2 so that P˜1 P˜2 = P˜2 P˜1, but since we are dealing with a system
of nonlinear equations we refrain here to say that such a normalization does not exist.
We can also consider the matrix M defined by (1.11), and consider the polynomials M Pn M−1.
In this case, they are not Hermitian. Moreover, for any nonsingular matrix ∆, M∆P3 M−1
is never Hermitian. So a Hermitian expression like (1.13) for M Pn M−1, n ≥ 0, (or any
normalization M∆n Pn M−1) is not possible.
When the parameters ν1, ν2 do not satisfy (1.4), the sequence of derivatives (P ′n+1)n are not
orthogonal with respect to a weight matrix. However, they are orthogonal with respect to a non
Hermitian weight matrix. Indeed according to Theorem 3.14 in [2], as explained at the beginning
of Section 6, the derivatives of a sequence (Pn)n of orthogonal polynomials with respect to
a weight matrix W are orthogonal with respect to a weight matrix if and only if there exist
two matrix polynomials S2, S1, of degrees at most 2 and 1, respectively, det S2 ≠ 0, such that
W S2 is positive semidefinite (in particular Hermitian), and (W S2)′ = W S1. The polynomials
P ′n+1, n ≥ 0, are then orthogonal with respect to W S2. When W S2 is not Hermitian or not
positive semidefinite, P ′n+1, n ≥ 0, are still orthogonal with respect to W S2, but W S2 is not
a weight matrix in the sense defined in the Preliminaries of this paper. For this example, such
matrix polynomials S2 and S1 exist. For instance, for v1 = v2 = 1,
S2 =
 0 −13/16 01 3t/16 0
−t/6 (20− t2)/32 1
 ,
S1 =
 1 t 0−13t/6 0 1
5/6 −7t/4 −3t

satisfy (W S2)′ = W S1. Moreover, the linear space
S = {S2 : (W S2)′ = W S1: for certain polynomial S1 of degree 1}
has dimension equal to 9. However W S2, S2 ∈ S is not Hermitian in general. That means, that
only when the parameters ν1, ν2 satisfy (1.4) the derivatives (P ′n+1)n are again orthogonal with
respect to a (Hermitian) weight matrix.
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