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Abstract
Chudnovsky, Scott, Seymour and Spirkl recently proved a conjecture
by Kalai and Meshulam stating that the reduced Euler characteristic of
the independence complex of a graph without induced cycles of length
divisible by three is in {−1, 0, 1}. Gauthier had earlier proved that assum-
ing no cycles of those lengths, induced or not. Kalai and Meshulam also
stated a stronger topological conjecture, that the total betti numbers are
in {0, 1}. Towards that we prove an even stronger statement in the same
setting as Gauthier: The independence complexes are either contractible
or homotopy equivalent to spheres. We conjecture that it also holds in
the general setting.
1 Introduction
Kalai andMeshulam [17] made a sequence of conjectures relating topological and
chromatic properties of graphs about two decades ago. The independence com-
plex Ind(G) of a graph G is the simplicial complex formed by its independent
sets. The reduced Euler characteristic is χ˜(Ind(G)) =
∑
i(−1)
iβi(Ind(G)) =
−
∑
i(−1)
i #independent sets of order i in G; and the total Betti number is
β(Ind(G)) =
∑
i βi(Ind(G)).
Conjecture 1.1. A graph with high enough chromatic number has an induced
cycle of length divisible by three.
Conjecture 1.2. For any graph G, we have that −1 ≤ χ˜(Ind(H)) ≤ 1 for
every induced subgraph H of G if and only if there are no induced cycles of
length divisible by three in G.
Conjecture 1.3. For any graph G, we have that β(Ind(H)) ≤ 1 for every
induced subgraph H of G if and only if there are no induced cycles of length
divisible by three in G.
Conjecture 1.1 was proved by Bonamy, Charbit, and Thomasse´ [5], and
generalised by Scott and Seymour [21]. Towards Conjecture 1.2, Gauthier [12]
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proved in his PhD thesis at Princeton that if there are no cycles of length
divisible by three in G, then −1 ≤ χ˜(Ind(G)) ≤ 1. The full Conjecture 1.2
was recently proved by Chudnovsky, Scott, Seymour, and Spirkl [6]. So far
Conjecture 1.3 is open, but our main result is a small step towards it. Employing
the graph theoretic characterisation by Gauthier we prove that:
Theorem 1.4. If G is a graph without cycles of length divisible by three, then
Ind(G) is contractible or homotopy equivalent to a sphere.
We propose that the sequence of conjectures by Kalai and Meshulam can be
amended by:
Conjecture 1.5. For any graph G, we have that Ind(H) is contractible or
homotopy equivalent to a sphere for every induced subgraph H of G if and only
if there are no induced cycles of length divisible by three in G.
Our theorem generalises one by Ehrenborg and Hetyei [8] that shows that
for any forest its independence complex is contractible or homotopy equivalent
to a sphere.
Some historical remarks on this setup might be warranted. When Lova´sz [18]
proved Kneser’s conjecture he demonstrated that the topology of polyhedral
complexes constructed from graphs can inform us about their chromatic num-
bers. The independence complex is essentially an easily defined piece of one of
Lova´sz complexes, see the spectral sequences by Babson and Kozlov in Sections
4 and 5 of [2] for how it fits in technically. But as the independence complex of
a graph with an isolated vertex is a cone, the topology of the complex by itself
doesn’t provide any chromatic information. The conjectures above by Kalai
and Meshulam proposed that one should consider the topology of all induced
subgraphs at once. That package of information makes sense, because the di-
mensions of those homologies are the fine graded betti numbers of the variety
cut out by xuxv for all edges uv of the graph, a fundamental set of invariant
in algebraic geometry describing projective resolutions. For cycle graphs the
homology depends on their length, as the independence complex of a cycle of
length l is homotopy equivalent to a wedge of two spheres if 3 divides l, and
homotopy equivalent to one sphere otherwise. To minimise the amount of ho-
mology to tentatively restrict the chromatic number, while having some cycles
in the graphs, Kalai and Meshulam conditioned on that no cycles of length
divisible by three would be allowed.
Further evidence towards that Conjecture 1.5 is reasonable, is in Engstro¨m [11]
where the total Betti number is bounded in terms of the number of disjoint
cycles in a graph. Another indirect reason is the structure of the proof of Con-
jecture 1.2 by Chudnovsky, Scott, Seymour, and Spirkl [6]. As their topic is the
reduced Euler charateristic, they have lots of powers of −1 to keep track of due
to dimension jumps. To get rid of that, they introduce counters that actually
seems to count spheres, although they don’t claim that. Unfortunately it is
difficult to replace the inclusion/exclusion formulas of that paper with suitable
spectral sequences that would provide a proof on the homological level, not to
mention the diagrams of spaces that would give the homotopy theoretic results.
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To explain another interesting connection we start off with an example. The
graph Kn,n have no induced cycles of length divisible by three. Consider the
simplex ∆ ⊂ Rn whose vertices are the n unit vectors and define the polytope
P = ∆×∆ ⊂ R2n. The vertices of P correspond to the edges of Kn,n. One can
see that the faces of P are in bijection with the induced subgraphs H of Kn,n
such that Ind(H) is homotopy equivalent to a sphere (in this case equivalently
that χ˜(Ind(H)) = ±1 for those that prefer a completely combinatorial state-
ment). Thus, in this case, the fine structure of what induced subgraphs that
are contractible or spheres up to homotopy are encoded by the edge polytope
of Kn,n (see Tran and Ziegler [22] for a introduction to these polytopes). The
connection between the Kalai-Meshulam conjectures and the edge polytopes is
implicit in a paper by No´ren [19]. The projective resolutions mentioned earlier
can be constructed as chain complexes supported by regular cell complexes, a
concept called cellular resolutions introduced by Bayer and Sturmfels [4]. Nore´n
provided a linear algebra type condition on the face structure of edge polytopes
to confirm that the related minimal regular cellular resolutions are unique, and
that condition at the same time confirms that the fine graded betti numbers are
as those considered by Kalai and Meshulam.
Conjecture 1.6. For any graph G without induced cycles of length divisible by
three, there is a polytope P whose vertices are labelled by the edges of G and
its faces are in bijection with the induced subgraphs of G whose reduced Euler
characteristic is ±1. (That is, the vertices of a face of P correspond to the edges
of an induced subgraph of G.)
The edge polytopes do not solve the conjecture alone. If G is the five cycle
then P can be a regular pentagon in the plane, but the edge polytope of G is a
simplex.
2 Independence complexes
Some basic graph notions. The length of a path is its number of edges. The
neighbourhood of v in G is NG(v) = {u ∈ V (G) | uv ∈ E(G)}, and NG[v] =
{v}∪NG(v).When G is evident from the context, it is dropped. The contraction,
or identification, of a subgraph H of G to a new point is denoted by G/H ; the
deletion by G \H. A connected graph on at least three vertices is 2–connected
if no deletion of a vertex disconnects it. For basic combinatorial topology, in
particular related to complexes from graphs, we refer to Jonsson [14].
Remark 2.1. In Lemma 2.2 we prove that if an induced path of length three is
contracted to a point, then the corresponding independence complexes are re-
lated up to homotopy by a suspension. A weaker version, where an induced path
of length four is contracted to an edge, is less technical to prove and it was first
done by Csorba [7]. The question of subdividing edges of graphs and its influence
on the topology of the associate independence complexes partly originate from
theoretical physics, where results in that manner were proved using Hodge the-
ory, see [10, 16]. Adamaszek [1], Barmak [3] and Jonsson [15] introduced inter-
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esting techniques to decompose independence complexes of graphs, in particular
in the triangle-free setting. The lemmas in this paper can be employed to sim-
plify calculations of the extreme Khovanov cohomology of knots, see Gonza´lez-
Meneses, Mancho´n, and Silvero [13]; and Przytycki and Silvero [20]. There is
a shorter proof of Lemma 2.2 by diagrams of spaces as surveyed by Welker,
Ziegler, and Zˇivaljevic´ [23], and the same goes for the remaining lemmas, but
as that might be considered slightly too technical for our purposes, we have not
employed it.
Lemma 2.2. If G is a graph with a path P of length three whose internal
vertices are of degree two and whose end vertices are not adjacent, then Ind(G)
is homotopy equivalent to susp(Ind(G/P )).
Proof. Denote the vertices of the path by abcd. The proof goes by constructing
a sequence of homotopy equivalent spaces. First some faces are to be collapsed
away. Let
M =
{
(σ, σ ∪ {c})
∣∣∣∣ σ ∈ Ind(G) b, c, d 6∈ σa ∈ σ σ ∩N(d) 6= ∅
}
be a matching of faces of Ind(G). To collapse awayM we should show that the
remaining faces form a simplicial complex. That is, if (σ, σ ∪ {c}) ∈ M and
σ ⊆ τ ∈ Ind(G) with c 6∈ τ, then (τ, τ ∪ {c}) ∈ M. The conditions to be in M
are checked:
- τ ∈ Ind(G) and c 6∈ τ by assumption,
- a ∈ τ as a ∈ σ ⊆ τ,
- b 6∈ τ as a ∈ τ and τ ∈ Ind(G),
- τ ∩N(d) 6= ∅ as σ ∩N(d) 6= ∅ and σ ⊆ τ, and
- d 6∈ τ as τ ∩N(d) 6= ∅ and τ ∈ Ind(G).
Thus, removing the faces fo M from Ind(G) is a deformation retraction to a
homotopy equivalent complex. The symmetric case
N =
{
(σ, σ ∪ {b})
∣∣∣∣ σ ∈ Ind(G) a, b, c 6∈ σd ∈ σ σ ∩N(a) 6= ∅
}
also yields a deformation retraction. The presence of the vertices a or d shows
that no face is in both M and N , and we can remove both of the matchings
from Ind(G) to get a homotopy equivalent simplicial complex denoted ∆. The
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changes are parsed out in detail in this table:
s {σ|σ ∪ s ∈ Ind(G), σ ∩ P = ∅} {σ|σ ∪ s ∈ ∆, σ ∩ P = ∅}
∅ Ind(G \ P ) Ind(G \ P )
{a} Ind(G \ (P ∪N(a))) Ind(G \ (P ∪N(a) ∪N(d)))
{b} Ind(G \ P ) Ind(G \ P )
{c} Ind(G \ P ) Ind(G \ P )
{d} Ind(G \ (P ∪N(d))) Ind(G \ (P ∪N(a) ∪N(d)))
{a, c} Ind(G \ (P ∪N(a))) Ind(G \ (P ∪N(a) ∪N(d)))
{a, d} Ind(G \ (P ∪N(a) ∪N(d))) Ind(G \ (P ∪N(a) ∪N(d)))
{b, d} Ind(G \ (P ∪N(d))) Ind(G \ (P ∪N(a) ∪N(d)))
Let p be the point in G/P that the path P is contracted to, and bc be the graph
on the two adjacent vertices b and c. According to the table above ∆ = ∆1∪∆2
where
∆1 = Ind(bc) ∗ Ind(G \ P ) = Ind(bc) ∗ Ind((G/P ) \ p)
and
∆2 = Ind(P ) ∗ Ind(G \ (P ∪N(a) ∪N(d))) = Ind(P ) ∗ Ind((G/P ) \NG/P [p]).
The subcomplex ∆2 is contractible as Ind(P ) is contractible. Contracting it, we
get that ∆ is homotopy equivalent to
∆upslope∆2 =
∆1 ∪∆2upslope∆2 =
∆1upslope∆1 ∩∆2 =
∆1 ∪ p ∗ (∆1 ∩∆2)upslopep ∗ (∆1 ∩∆2).
As the cone p ∗ (∆1 ∩ ∆2) is contractible, the rightmost space is homotopy
equivalent to ∆1∪p∗(∆1∩∆2). But that is nothing else than Ind(bc)∗Ind(G/P )
as its deletion of p is ∆1 and its link of p is ∆1 ∩ ∆2. We have demonstrated
that Ind(G) is homotopy equivalent to Ind(bc) ∗ Ind(G/P ), the suspension of
Ind(G/P ).
Lemma 2.3. [Engstro¨m, Lemma 3.2. in [9]] If G is a graph with two dis-
tinct vertices u and v satisfying N(u) ⊆ N(v), then Ind(G) and Ind(G \ v) are
homotopy equivalent.
Lemma 2.4. If G is a graph with a path P of length three whose internal
vertices are of degree two and whose end vertices are adjacent, then Ind(G) is
homotopy equivalent to susp(Ind(G \ P )).
Proof. Denote the path by abcd and note that NG(c) ⊆ NG(a). By Lemma 2.3,
Ind(G) and Ind(G \ a) are homotopy equivalent. As NG\a(d) ⊆ NG\a(b), the
same lemma gives that Ind(G \ {a, d}) and Ind(G) are homotopy equivalent.
The homotopy equivalence with susp(Ind(G \ P )) follows from that G \ {a, d}
is the disjoint union of G \ P and the edge bc.
This is an old glueing lemma. For a more general result in the independence
complex setting, see Proposition 3.1 in Adamaszek [1].
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Lemma 2.5. Let ∆ be a simplicial complex with a vertex v. If ∆ \ v is con-
tractible, then ∆ is homotopy equivalent to susp(lk∆(v)). If lk∆(v) is contractible,
then ∆ is homotopy equivalent to ∆ \ v.
Lemma 2.6. Let G be a graph with a vertex u, H be a graph with a vertex v,
and G ∨H be their disjoint union with u and v identified. If the independence
complexes of G,G \ u,G \ NG[u], H,H \ v,H \ NH [v] are homotopy equivalent
to spheres or contractible, then the independence complex of G∨H is homotopy
equivalent to a sphere or contractible.
Proof. Denote the vertex in G ∨H that u and v was identified with by w. One
of the complexes Ind(G), Ind(G \ u) and Ind(G \NG[u]) has to be contractible,
because if they all were spheres the Mayer-Vietoris sequence for Ind(G) =
Ind(G \ u) ∪ u ∗ Ind(G \NG[u]) would not be exact.
Case 1: Ind(G \ u) is contractible. The deletion of w from Ind(G ∨ H) is
contractible as
Ind(G ∨H \ w) = Ind((G \ u) ⊔ (H \ v)) = Ind(G \ u) ∗ Ind(H \ v).
By Lemma 2.5 the complexes Ind(G∨H) and susp(lkInd(G∨H)(w)) are homotopy
equivalent. By assumption the independence complexes of G \NG[u] and H \
NH [v] are homotopy equivalent to spheres or contractible. As
lkInd(G∨H)(w) = lkInd(G)(u) ∗ lkInd(H)(v) = Ind(G \NG[u]) ∗ Ind(H \NH [v]),
the independence complex of G ∨ H is homotopy equivalent to a sphere or
contractible.
Case 2: Ind(G \ NG[u]) is contractible. It follows that lkInd(G∨H)(w) is
contractible, and by Lemma 2.5, the independence complex ofG∨H is homotopy
equivalent to the join of Ind(G \ u) and Ind(H \ v), and they are homotopy
equivalent to spheres or contractible.
Case 3: Ind(G) is contractible. Construct a graphG∨˙H by adding a vertex w˙
to G∨H whose neighbours areNH(v). The link of w˙ in Ind(G∨˙H) is contractible
as
Ind(G∨˙H \NG∨˙H [w˙]) = Ind(G ⊔ (H \NH [v])) = Ind(G) ∗ Ind(H \NH [v]))
and Ind(G) is contractible. It follows by Lemma 2.5 that Ind(G∨˙H) is homotopy
equivalent to
Ind(G∨˙H) \ w˙ = Ind(G ∨H).
The neighbourhood of w includes the neighbourhood of w˙ in G∨˙H, and by
Lemma 2.3, Ind(G∨˙H) is homotopy equivalent to Ind(G∨˙H) \ v. The graph
(G∨˙H) \ v is isomorphic to (G \ u)⊔H by relabelling w˙ to v. Thus, Ind(G∨˙H)
and Ind(G∨H) are homotopy equivalent to Ind(G\u)∗Ind(H). As Ind(G\u) and
Ind(H) are homotopy equivalent to spheres or contractible, so is Ind(G∨H).
Theorem 2.7 (Theorem 1.0.2, Gauthier [12]). If G is a 2–connected graph
with no cycles of length divisible by three, then there are two adjacent vertices
of degree two or two non-adjacent vertices of degree two with the same neigh-
bourhood.
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We are now ready to prove our main result, Theorem 1.4.
Proof. Clearly the subgraphs of G also lack cycles of length divisible by three.
The proof is by induction on the number of vertices. If G has less than three
vertices we are done. If G is not connected we are done, as its independence
complex is the join of the independence complexes of the connected components
of G.
If G is connected but not 2–connected, then there is a vertex whose removal
disconnects it. By Lemma 2.6 we are done.
If G is 2–connected we employ the characterisation of Theorem 2.7.
First the case of two adjacent vertices bc of degree two on a path P = abcd in
G. If the vertices a and d are non-adjacent, then Ind(G) is homotopy equivalent
to susp(Ind(G/P )) according to Lemma 2.2. There can be no cycles in G/P
of length divisible by three, as there are none in G and P is of length three.
We may apply induction as G/P has fewer vertices than G. If the vertices a
and d are adjacent, then Ind(G) is homotopy equivalent to susp(Ind(G \P )) by
Lemma 2.4 and we are done by induction.
The second case in the characterisation is that there are two distinct non-
adjacent vertices u and v with the same neighbourhood in G. By Lemma 2.3,
Ind(G) is homotopy equivalent to Ind(G \ v) and induction applies.
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