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Abstract
This report studies the effect of introducing a priori knowledge to recover sparse representations when overcomplete
dictionaries are used. We focus mainly on Greedy algorithms and Basis Pursuit as for our algorithmic basement, while
a priori is incorporated by suitably weighting the elements of the dictionary. A unique sufficient condition is provided
under which Orthogonal Matching Pursuit, Matching Pursuit and Basis Pursuit are able to recover the optimally sparse
representation of a signal when a priori information is available. Theoretical results show how the use of “reliable” a
priori information can improve the performances of these algorithms. In particular, we prove that sufficient conditions
to guarantee the retrieval of the sparsest solution can be established for dictionaries unable to satisfy the results of
Gribonval and Vandergheynst [1] and Tropp [2]. As one might expect, our results reduce to the classical case of [1] and
[2] when no a priori information is available. Some examples illustrate our theoretical findings.
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I. Introduction
In this report we focus on the possibility of finding the exact sparsest representation of a signal over a redundant
dictionary D = {gj}j∈Ω knowing some a priori information. More precisely, given the signal f ∈ Rn we want to recover
the exact superposition of m elements of the dictionary such that:
f =
∑
γ∈Γ
bγgγ , (1)
where Γ ⊂ Ω has cardinality m. Therefore, f ∈ span (gγ , γ ∈ Γ).
Working with an overcomplete dictionary implies that more than one representation is possible. In many applications
- such as compression, de-noising or source separation - a good and efficient signal representation is often characterized
by sparsity. We thus wish to identify the sparsest solution, that is the vector b ∈ RΩ with the smallest support:
min
b
‖b‖0 s.t. f = Db, (2)
where D is the synthesis matrix associated to the dictionary D, i.e. every column of D corresponds to an atom in the
dictionary.
Solving problem (2) has non-polynomial complexity due to the non convexity of the `0 quasi-norm. Two possible
approaches that are able to find sparse signal representations over a redundant dictionary are given by the family of
greedy algorithms and by Basis Pursuit (BP) [3]. However, only sub-optimal solutions of (2) will normally be recovered
with these algorithms. Relevant representatives of the family of greedy algorithms are Matching Pursuit (MP) [4] and
Orthogonal Matching Pursuit (OMP) [5]. In these algorithms the atom selection can be influenced by a sub-optimality
factor (α ∈ (0, 1]) yielding the well known Weak(α)-MP/OMP [6]. Note that for α = 1 these reduce to MP/OMP. The
family also includes Weak(α) General MP/OMP in which independent procedures are used for the atom selection and
signal approximation [1]. From now on, we will refer to the whole family of Weak(α)-MP/OMP as Weak -MP if not
otherwise stated.
Very recent results [7], [2], [8], [1] have shown how, under certain conditions, BP and Weak(α)-MP/OMP are able
to recover the optimally sparse solution. Furthermore, sufficient conditions can be established ensuring this optimal
behavior if the dictionary is incoherent enough (see Sec. II). However, if the dictionary used has a high coherence
Weak(α)-MP/OMP and BP will very likely fail to retrieve the optimal representation of f .
Note however that BP and pure greedy algorithms are independent of the signal under analysis and do not take its
structure into account. Their relationship with the signal is fully driven by the design of the dictionary and waveforms of
its atoms. In this report we study the effect of introducing an a priori knowledge about the signal in the decomposition.
This a priori information, that depends on the dictionary as well, can be exploited by considering which atoms of D
are more likely to be used for expanding f . A weighting procedure in the previously described algorithms inserts the
a priori knowledge and leads to the principle of Weighted Basis Pursuit and to a new instance of Weak(α) General
Matching Pursuits [1]: Weighted-MP/OMP.
Our main results are:
• The definition of µw1 (m,D, f), a data dependent measure of the coherence of a dictionary that takes into account
the a priori information available about the signal. We call this measure Weighted Babel Function, for highlighting
its relation with the Babel Function introduced by Tropp in [2].
• The definition of Weighted-BP and Weighted-MP/OMP algorithms. We reformulate classic BP and Weak -MP in
order to take a priori information into account when decomposing the signal.
• A sufficient condition based on µw1 , under which Weighted Basis Pursuit and Weighted-MP/OMP find the sparsest
signal representation.
• A study of how adapting the decomposition algorithm depending on a priori information may help in the recovery
of exact sparse representations.
• An analysis of the effects of adding the a priori weights on the rate of convergence of Weak -MP.
It is important to stress that all the theory we present here can be reduced to the results presented in [2], [8], [1] in
the absence of prior information about the signal.
Finally, some examples are shown where the use of the prior knowledge is capital for the recovery of the optimal
signal representation.
II. Recovery of Exact Sparse Representations
In this section we summarize very recent theoretical results concerning the possibility for Weak(α)-MP/OMP and
BP [1], [2] to exactly recover a given linear combination (1) of m atoms from a redundant dictionary D = {gj}j∈Ω.
We define Γ as the optimal subset of Ω that indexes the m atoms of the sparse representation (1) and Γ as the
complementary of Γ in Ω. Hence, DΓ contains only the linearly independent atoms providing the exact sparsest signal
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representation of f and D = DΓ ∪DΓ. We also assume that the cardinality of Ω is d. The dictionary matrix D has size
n× d, with d ≥ n, where n is the size of the input signal f .
Since the optimal atoms are not usually known in advance, sufficient conditions for exact recovery are based on
the internal coherence of the dictionary. A measure of this coherence is given by the Babel function, or cumulative
coherence [2], defined as follows:
µ1(m,D) , max|Λ|=m maxi∈Ω\Λ
∑
λ∈Λ
|〈gi, gλ〉| , (3)
where Λ ⊂ Ω has size m.
Given a signal as in (1), MP/OMP and BP will not necessarily recover the optimal set Γ. The exact recovery of
“correct”atoms will be only ensured if the following Exact Recovery Condition (ERC) [2] (also called Stability Condition
(SC) [1] for MP) is satisfied:
sup
i/∈Γ
∥∥D+Γ gi∥∥1 < 1, (4)
where (·)+ denotes the Moore-Penrose Pseudoinverse. In the case of Weak -MP [6], the left hand side of (4) is simply
replaced by α (see [1], [2]). This bound is indicative of the behavior of general weak greedy algorithms and BP with
an over-complete dictionary and a sparse signal. Eq. (4) implies that, in order to recover the optimal functions that
expand the signal f , these must be different enough from any other function of the dictionary not included in DΓ. As
proved in [1], [2], [8], a second sufficient condition based on the Babel function holds:
Theorem 1: (Gribonval and Vandergheynst [1],Tropp [2]) Suppose that µ1 is the Babel function of D and m is a
positive integer such that
µ1(m) + µ1(m− 1) < 1. (5)
Then, for any index set Γ of size at most m and any f ∈ span (gγ , γ ∈ Γ), Eq. (4) holds. This is a sufficient condition for
Basis Pursuit to recover the optimal representation of a (D,m)-sparse signal f . Moreover, if α > µ1(m)/(1−µ1(m−1)),
then Weak -MP picks up a correct atom g ∈ Γ at each step.
It is important to stress that Theorem 1 provides a pessimistic bound. There are many cases in which (5) is not
respected but indeed MP or BP can find the sparsest solution.
III. Including a Priori Information: Influence on Exact Sparse Representations
The use of redundant dictionaries implies that a signal decomposition is non-unique. This makes it difficult for an
algorithm such as Weak -MP or BP to recover the sparsest representation. However, as seen in the previous section, this
can be theoretically ensured when sufficiently incoherent dictionaries are in use. In this section we prove that, if some
valuable a priori information about the signal to expand is available, the class of dictionaries where BP and Weak -MP
are ensured to recover the exact optimal solution can be enlarged. The a priori knowledge establishes in advance a
likelihood for any atom in the dictionary to appear into the representation of a given signal f . This is achieved by
suitably weighting the atoms in the dictionary in order to reflect their relevance for the signal f .
Definition 1: A weighting matrix W = W (f,D) is a square diagonal matrix of size d × d. Each of the entries
wi ∈ (0, 1] from the diagonal corresponds to the a priori likelihood of a particular atom gi ∈ D to be part of the
sparsest decomposition of f .
The way W (f,D) should be obtained is particular for each kind of problem and dictionary and will not be treated
in this work. In the following we will use WΓ and WΓ to indicate the diagonal weighting matrices corresponding to
DΓ and DΓ respectively. It is now possible to define a coherence measure equivalent to the Babel function in (3),
where a priori information is also taken into account: the Weighted Babel function. This does not only depend on the
dictionary, but also on f .
Definition 2: The Weighted Babel function of D is defined as the following data dependent coherence measure:
µw1 (m,D, f) , max|Λ|=m maxi∈Ω\Λ
∑
λ∈Λ
| < gλ, gi > | · wλ · wi. (6)
The Weighted Babel function introduces the idea of weighting the correlations among atoms with respect to the a
priori information we have on f . This new coherence measure considers the fact that all functions from the dictionary
do not have the same probability to appear in the signal expansion. Indeed, it is of no use to consider in the cumulative
coherence measure atoms that are not likely to appear in the representation of a given signal, as they would artificially
increase its value.
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A. Influence of a Priori Information on Weak-MP
General Matching Pursuit algorithms [1] iteratively build n-terms approximants using a certain rule for the selection
of the most appropriate term at every iteration. Every one of these iterations can be seen as a two step procedure:
1) A selection step where an atom gik is chosen.
2) An approximation step where an approximant fˆn ∈ span(gik : k ∈ {0, ..., n− 1}) is generated.
The criteria defined to select an atom among all possible candidates is the key point for the retrieval of exact sparse
representations. The second step will determine which of the many approximants generated by the selected set of atoms
is considered. It is this last step that determines whether MP or OMP is being used.
The selection step can be generally formulated as the maximization of a similarity measure C(rn, gi) between the
signal to approximate (the residual at the nth iteration: rn) and the atoms from the dictionary:
gin = arg max
gi∈D
C(rn, gi). (7)
Weak -MP uses the scalar product as similarity measure, i.e. C(rn, gi) = |〈rn, gi〉|. This bears some similarity with
searching for the atom gin with “Maximum Likelihood” given the residual rn: the atom gin that maximizes the
probability p (gi|rn) is selected. Thus, 〈rn, gi〉 is considered as a measure of the conditional probability p (rn|gi), and
when all gi are equally probable, maximizing |〈rn, gi〉| is equivalent to maximizing p (gi|rn) [9].
Let us now consider the case when atoms do not have the same a priori probability to appear in the optimal set of
atoms Γ. Indeed, we assume that we have at our disposal a prior knowledge about the likelihood of each gi. By means
of the Bayes’ Rule the probability to maximize becomes
p (gi|rn) = p (rn|gi) p (gi)
p (rn)
, (8)
where the denominator is normally characterized by a constant for any signal rn. The selection rule of MP/OMP is
thus modified by introducing the multiplication with a weighting factor wi ∈ (0, 1] depending on the atom index i. We
call this family of weighted algorithms Weighted -MP/OMP. Let us underline that the approximation step associated to
Weighted -MP/OMP remains as in the original algorithm. Thus, the residual is updated at every iteration by removing
its projection on the selected atom in the case of Weighted -MP, and by removing the orthogonal projection of the
original signal f on the space generated by the n selected atoms in the case of Weighted -OMP. In this work we assume
for simplicity that the prior knowledge is independent of the iteration of the greedy algorithm.
The following theorem establishes the Exact Recovery Condition (ERC) for Weighted -MP/OMP.
Theorem 2: Given an a priori matrix W (f,D) and a sub-optimality search factor α ∈ (0, 1], then, for any index
set Γ such that f ∈ span(gγ , γ ∈ Γ), Weighted -MP/OMP will recover a “correct” atom at each iteration if
sup
gi∈DΓ
∥∥∥(DΓWΓ)+ gi · wi∥∥∥
1
< α. (9)
Proof: can be interpreted as the probability of a given function to be selected at a that iteration. According to
[2], we see that, at every iteration, the following should be satisfied for a Weak(α) greedy algorithm:
ρ (rn) =
∥∥∥WΓ (DTΓ rn
)∥∥∥
∞∥∥WΓ (DTΓ rn)∥∥∞ < α, (10)
where, as stated previously, WΓ, WΓ are two diagonal sub-matrices of W (f,D) containing the weights wi ∈ (0, 1]
corresponding to DΓ and DΓ. According to the assumption that rn ∈ span(DΓ) and that the columns of DΓ are
linearly independent, then rn = (DΓWΓ) (DΓWΓ)
+
rn = PΓrn = P
T
Γ rn, where PΓ is the orthogonal projector on the
space spanned by DΓ. This gives:
∥∥WΓ (DTΓ rn)∥∥∞∥∥WΓ (DTΓ rn)∥∥∞ =
∥∥∥WΓDTΓ (DΓWΓ) (DΓWΓ)+ rn
∥∥∥
∞∥∥WΓ (DTΓ rn)∥∥∞ =∥∥∥∥WΓDTΓ
(
(DΓWΓ)
+
)T
(DΓWΓ)
T
rn
∥∥∥∥
∞∥∥WΓ (DTΓ rn)∥∥∞ .
(11)
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This quantity can be bounded by:∥∥∥∥WΓDTΓ
(
(DΓWΓ)
+
)T (
WΓD
T
Γ
)
rn
∥∥∥∥
∞
‖WΓ (DΓrn)‖∞
≤
∥∥∥∥WΓDTΓ
(
(DΓWΓ)
+
)T∥∥∥∥
∞,∞
=
∥∥∥(DΓWΓ)+ (DΓWΓ)∥∥∥
1,1
.
(12)
Given that ‖ · ‖1,1 is the maximum `1 norm of the columns of a matrix, and that the weighting matrices are diagonal,
then the ERC is
sup
gi∈DΓ
∥∥∥(DΓWΓ)+ gi · wi∥∥∥
1
< α, (13)
where wi is the corresponding a priori factor of gi from the diagonal of WΓ.
Theorem 2 states, as depicted by (9), that the use of a priori weights will help meeting the sufficient condition that
guarantees that a Greedy algorithm with a dictionary D will recover the sparsest representation of f . Indeed, as can
be observed in (9), given a dictionary and an appropriate WΓ associated to f , the weights that multiply each gi ∈ DΓ¯
may help reducing the supremum in (9).
B. Influence of a Priori Information on BP
The BP principle selects the signal representation b that has minimal `1 norm. Formally:
min
b
‖b‖1 s.t. Db = f. (14)
A variation of this algorithm that takes into account the likelihood matrix W (f,D) is given by the Weighted Basis
Pursuit (WBP) principle, introduced in [10]. This method minimizes the `1 norm of a weighted vector, leaving the
constraints unchanged:
min
b
‖W−1b‖1 s.t. Db = f. (15)
We recall that the entries of W (f,D) are in (0, 1]. In this way the atoms with low probability to be selected are
penalized by inducing a small weighting factor in W . It can be proved that WBP can be equivalently reformulated as
a Linear Programming problem [10], just as BP.
The following theorem establishes the ERC for Weighted Basis Pursuit. It basically states which is the sufficient
condition such that, given the weights W (f,D), WBP is a correct algorithm for recovering an exact sparse superposition
of m atoms from D. Let us just point out that, in the following, we will call bopt the vector giving the optimal signal
representation. It thus contains the coefficients corresponding to the functions in DΓ and its size is m.
Theorem 3: Given a dictionary D and an a priori matrix W (f,D), Weighted Basis Pursuit recovers the optimal
representation of a sparse signal f = DΓbopt if:
sup
gi∈DΓ
∥∥∥(DΓWΓ)+ gi · wi∥∥∥
1
< 1. (16)
Proof: Suppose that the optimal representation of f is given by DΓbopt and that condition (16) is respected.
Suppose also that there exists a different representation f = Daltbalt: there should be at least one atom that belongs
to Dalt but does not appear in DΓ. Let us call it gx. What we want to prove is that∥∥W−1Γ bopt∥∥1 < ∥∥W−1alt balt∥∥1 , (17)
where Walt is the square diagonal matrix containing the weights corresponding to the atoms in Dalt .∥∥W−1Γ bopt∥∥1 = ∥∥W−1Γ D+Γ DΓbopt∥∥1 = ∥∥W−1Γ D+Γ Daltbalt∥∥1 =∥∥W−1Γ D+Γ DaltWaltW−1alt balt∥∥1 =
∥∥∥(DΓWΓ)+ (DaltWalt) W−1alt balt∥∥∥
1
.
If the columns of M = (DΓWΓ)
+
(DaltWalt) do not have identical `1 norms, using lemma 3.4 in [2] we can state that:∥∥W−1Γ bopt∥∥1 < ‖M‖1,1 · ∥∥W−1alt balt∥∥1 ,
but
‖M‖1,1 = sup
gi∈Dalt
∥∥∥(DΓWΓ)+ giwi∥∥∥
1
.
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There are now two possibilities: either gi ∈ DΓ and so the supremum is ≤ 1, either gi ∈ DΓ and so the supremum is
smaller than 1 thanks to (16). In both cases we obtain that (17) is respected.
On the other hand, if all the columns of M have the same `1 norm, this must equal
∥∥∥(DΓWΓ)+ gxwx∥∥∥
1
, where wx
is the weight corresponding to gx. Hypothesis (16) ensures that this norm is strictly smaller than 1. So, we can write:∥∥W−1Γ bopt∥∥1 ≤ ‖M‖1,1 · ∥∥W−1alt balt∥∥1 ,
but this time ‖M‖1,1 < 1. We can therefore conclude that in both cases (17) is valid and so WBP finds the sparsest
solution.
We thus have a single sufficient condition, valid for both WBP and Weighted -MP/OMP, for recovering the “correct”
set of atoms involved in the optimal representation of a signal.
IV. Exact Recovery Bounds for Weighted Greedy and BP Algorithms
Usually the optimal atoms are not known in advance and so the recovery condition of Theorems 2 and 3 can only
be verified a posteriori, i.e. once the optimal set of atoms has already been found. The following theorem provides a
sufficient recovery condition based on the weighted internal coherence (µw1 ) of the dictionary.
A. Sufficient Condition for Exact Expansions Recovery
Theorem 4: Let W (f,D) be the data dependent weighting matrix and let max , sup
γ∈Γ
∣∣1− w2γ∣∣. If, for any index
set Γ of size at most m, such that f =
∑
γ∈Γ
bγgγ , we have
µw1 (m) + µ
w
1 (m− 1) < 1− max, (18)
then (16) holds and WBP recovers the optimal representation of the sparse signal f . Furthermore, if
µw1 (m)
1− (µw1 (m− 1) + max)
< α (19)
is also enforced, then (9) holds and Weighted-Weak(α) MP will pick up an atom belonging to the optimal set Γ at
each step. Moreover, Weighted-Weak(α) OMP will exactly recover the sparsest representation of f .
The a priori information can be considered “reliable” when max  1. Since µw1 (m) ≤ µ1(m), one can intuitively
see that a “reliable” a priori knowledge can help a greedy algorithm or BP when the dictionary does not satisfy the
hypothesis of Theorem 1. This will be possible when the weights corresponding to the atoms in DΓ are sufficiently small.
Proof: Theorems 2 and 3 give the conditions under which Weighted Weak -MP and WBP recover the optimal set
of atoms. In this proof the factor α is conserved independently of the algorithm in use. Note that for the particular
results of WBP and Weighted-MP/OMP this value equals 1.
Starting from (13) and following the procedure suggested in [2] an upper bound based on µw1 can be obtained:
sup
gi∈DΓ
∥∥∥(DΓWΓ)+ gi · wi∥∥∥
1
=
sup
gi∈DΓ
∥∥∥∥((DΓWTΓ )T (DΓWTΓ ))−1 (WΓDTΓ ) gi · wi
∥∥∥∥
1
≤
∥∥∥∥((WΓDTΓ ) (WΓDTΓ )T)−1
∥∥∥∥
1,1
· sup
gi∈DΓ
∥∥(WΓDTΓ ) gi · wi∥∥1 .
(20)
The first term on the right hand side of the inequality corresponds to the 1, 1-norm of the inverse Gram matrix of the
weighed sub-dictionary of optimal functions. This can be expressed as:((
WΓD
T
Γ
) (
WΓD
T
Γ
)T)−1
= (I + Aw)
−1
, (21)
where I denotes the identity matrix and Aw is a symmetric matrix. Due to the diagonal weight matrices WΓ, the matrix
Aw is not composed only of the off-diagonal elements. Adding and subtracting the identity matrix, we can rewrite (21)
in the following way:
(I + Aw)
−1
=
(
I +
(((
WΓD
T
Γ
) (
WΓD
T
Γ
)T)− I))−1 .
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Akin to [2] this can be expanded by means of Von Neumann series [11] and, if ‖Aw‖1,1<1, we have:∥∥∥(I + Aw)−1∥∥∥
1,1
=
∥∥∥∑∞k=0 (−Aw)k∥∥∥
1,1
≤
∞∑
k=0
‖Aw‖k1,1 =
1
1− ‖Aw‖1,1 .
Thus, ∥∥∥∥((WΓDTΓ ) (WΓDTΓ )T)−1
∥∥∥∥
1,1
≤ 1
1− ‖Aw‖1,1 . (22)
The 1, 1-norm of Aw can be expressed as:
‖Aw‖1,1 = sup
gγ∈DΓ

∑
l 6=γ
| < gl, gγ > | · wl · wγ + |1− w2γ |

 , (23)
where the summation comes from the off-diagonal elements and the last term comes from the diagonal part. Note
that for convergence of the Von Neumann series we need ‖Aw‖1,1<1. This is ensured by hypothesis since ‖Aw‖1,1 ≤
µw1 (m− 1) + max and
µw1 (m− 1) + max < 1
by (18) and (19). From (22) it follows that:∥∥∥∥((WΓDTΓ ) (WΓDTΓ )T)−1
∥∥∥∥
1,1
≤ 1
1− (µw1 (m− 1) + max)
. (24)
Coming back to Eq. (20), the second term can be bounded as
sup
gi∈DΓ
∥∥(WΓDTΓ ) gi · wi∥∥1 ≤ µw1 (m). (25)
Finally, from (24) and (25) we obtain
µw1 (m)
1− (µw1 (m− 1) + max)
< α, (26)
and this proves the theorem.
Since µw1 (m) ≤ µ1(m), we claim that considering“reliable”a priori information can help a dictionary unable to satisfy
Theorem 1 recover the right set of functions. That is, “reliable” weights allow for using less incoherent dictionaries.
Corollary 1: Given a dictionary D and the data dependent diagonal matrix W (f,D), where wi ∈ (0, 1], we can
state the following:
• For a Weighted MP/OMP with weakness α = 1 and WBP a better behavior in the recovery of exact sparse
representations is expected with respect to the classical algorithms if:
µw1 (m) + µ
w
1 (m− 1) < 1− max and µ1(m) + µ1(m− 1) ≥ 1.
• For a Weighted Weak -MP a better behavior in the recovery of exact sparse representations is expected with respect
to the classical algorithms if:
µw1 (m)
1− (µw1 (m− 1) + max)
< α and
µ1(m)
1− µ1(m− 1) ≥ α.
Corollary 2: When no a priori information is available (i.e. W (f,D) = I), and consequently max = 0 Theorem 4
boils down to the results found by Gribonval, Vandergheynst [1] and Tropp [2] stated in Theorem 1.
B. Examples
1) A Toy Example for MP in R3: Let us consider the following overcomplete dictionary in R3:
D =

 0 −0.9806 0.4472 −0.57741 −0.1961 0 0.5774
0 0 0.8944 −0.5774

 . (27)
A simple m-sparse signal f is considered with m = 2 and defined as:
f = 3 ·D0 + 3.059412 ·D1, (28)
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Fig. 1. Left: 3D representation of the overcomplete dictionary (4 components) and the sparse signal f in R3. Right: Temporal representation
of the signal and dictionary atoms.
i.e. the optimal set is Γ = {DO, D1}. A general graphical representation of D and f in R3 can be observed in Fig. 1
where the non-orthogonality among vectors can be clearly appreciated.
According to the coherence measure µ1, this dictionary has a high coherence, i.e. µ1(1) = 0.7746. This turns into a
complete failure of the sufficient condition (5). Indeed, µ1(2)+µ1(1) = 2.1265 which is far above the bound with α = 1
required to guarantee the recovery of the optimal set of atoms for any f .
As a consequence, MP “derails”. . The sequence of atoms selected from the dictionary for pure MP is:
MP:
Step 1: select = 3 Step 6: select = 1
Step 2: select = 2 Step 7: select = 2
Step 3: select = 1 Step 8: select = 0
Step 4: select = 0 Step 9: select = 1
Step 5: select = 2 Step 10: select = 2
where the selected 0, 1, 2, 3 are the indexes of Di.
Let us now consider the possibility that, by some means, it is feasible to estimate that the signal f has around 60%
of chances to be embedded in the x− y plane. This implies that the scalar products by the vectors D2 and D3 can be
penalized. Thus, the following weighting matrix can be generated:
W (f,D) =


1 0 0 0
0 1 0 0
0 0 0.6 0
0 0 0 0.6

 .
Notice the assumption that our oracle does not penalize the two vectors implied in the sparsest representation of f
(wi = 1 : i = 0, 1).
Shifting now to the framework of Weighted-MP, the Weighted Babel coherence measure indicates that the effective
internal coherence of the dictionary is reduced up to µw1 (2) = 0.3464. Moreover the new bound, considering the a priori,
reads µw1 (2) + µ
w
1 (1) = 0.9717, meeting the sufficient requirement to ensure the recovery of the optimal set of vectors
Γ. This time, the sequence of atoms selected is quite different and the Weighted-MP algorithm selects only the atoms
belonging to the optimal set:
Weight-MP:
Step 1: select = 1 Step 6: select = 0
Step 2: select = 0 Step 7: select = 1
Step 3: select = 1 Step 8: select = 0
Step 4: select = 0 Step 9: select = 1
Step 5: select = 1 Step 10: select = 0
Tests on these examples have been performed with the BP and WBP paradigm as well. For this particular case,
however, both are able to recover the optimal set of atoms independently of the fact that for BP the sufficient condition
of Theorem 1 was not fulfilled.
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2) A Toy Example for BP in R5: Let us now illustrate Theorems 3 and 4 in the Basis Pursuit case. Suppose we
have a signal f = [0,M,A,M, 0]′ ∈ R5 depicted in Figure 2 and we want to decompose it with BP over the following
dictionary D = {gi}i=1,...,10:
D =


1 0 0 0 0 1√
2
0 0 0 0
0 1 0 0 0 1√
2
1√
2
0 0 1√
2
0 0 1 0 0 0 1√
2
1√
2
0 0
0 0 0 1 0 0 0 1√
2
1√
2
1√
2
0 0 0 0 1 0 0 0 1√
2
0

 . (29)
A
M
0
Fig. 2. Signal f ∈ R5 to decompose over D
The signal f has, of course, multiple representations over D; let us focus on two of them, setting M = 1 and A = 3:
f = (g3, g10) ·
(
3√
2
)
= DΓ · bopt
= (g3, g7, g8) ·

 1√2√
2

 = Dalt · balt. (30)
Computing (5) for m = 2 we obtain a value of around 3.1 > 1. Hence, Theorem 1 does not apply and we have no
guarantee that BP will find the sparsest solution. In fact, BP selects the second representation in (30) which has a
smaller `1 norm. If we insert now a diagonal weighting matrix W with the non-zero elements equal to wi, i = {1, ..., 10},
it is easy to verify that WBP selects the sparsest solution with the following probability weights:
wi =
{
1 if i = 3, 10
v < 2
1+
√
2
otherwise
. (31)
This solution gives max = 0. Note that setting v slightly smaller than
2
1+
√
2
the value of µw1 (2)+µ
w
1 (1) is bigger than 1,
nevertheless the solution found is the optimal one. This clearly shows that the sufficient condition offered by Theorem
4 is pessimistic. On the other hand if v is smaller (e.g. 0.45) we obtain µw1 (2) + µ
w
1 (1) ' 0.95 < 1. In this new case the
hypothesis of Theorem 4 is respected.
A last remark about this toy example can be done observing that it is not necessary that the weights corresponding
to the optimal basis functions are exactly one. For example WBP is able to find the sparsest solution even with the
following weights:
wi =
{
r ≤ 1 if i = 3, 10
v < r · 2
1+
√
2
otherwise
. (32)
For example, setting r = 0.9 and v = 0.4 we obtain max = 0.19 and µ
w
1 (2) + µ
w
1 (1) ' 0.76 < 1− max. Therefore the
hypothesis of Theorem 4 is again respected. Note that, for this particular example, both MP and weighted-MP are
able to recover the optimal subset of functions, even if the former does not satisfy the sufficient condition of Theorem
1.
V. Rate of Convergence of Weighted-MP/OMP
A. Theoretical Rate of Convergence
To find a bound on the rate of convergence of Weighted-MP/OMP we follow the path of [1] and [12] where the
respective authors look for an equivalent result for the case of Weak -MP in the former, and for the particular case of a
block based dictionary in the latter. Simply looking to the results found in [1] it is intuitively clear that the knowledge
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of some a priori information should allow for a better bound on the rate of convergence of the representation. Indeed, in
the convergence of the Weak -MP algorithm the Babel function [2] appears as a determining factor that drives the speed
of exponential decay. Given the fact that µw1 (m) ≤ µ1(m), we consider that having some a priori knowledge contributes
to determine a lower bound on the exponentially decaying rate of convergence associated to Weighted-MP/OMP.
Theorem 5: Let W (f,D) be the data dependent weighting matrix that introduces a priori knowledge in µw1 (m).
Let m be an integer such that:
µw1 (m)
1− (µw1 (m− 1) + max)
< α. (33)
Then for any subset DΓ ⊂ D with |DΓ| ≤ m, and any f ∈ span(DΓ), Weighted-MP/OMP picks up only “correct”
atoms at each step and
‖rn+1‖2 ≤ ‖f‖2
(
1− α2 (1− µ
w
1 (m− 1)− max)
m
)n+1
. (34)
Let us consider first two preliminary lemmas that will be used in the proof of this theorem. These correspond to
those used in the methodology appearing in [1]. However, particular considerations are taken into account to adapt
them to the case where a priori information is used.
Lemma 1: Consider an optimal set Γ with |DΓ| = m associated to the exact sparse expansion of signal f and the
“reliable” a priori knowledge weighting matrix W (f,D) (and the WΓ sub-matrix). Then, the square singular values
(σ2minw) of the matrix (DΓWΓ) are such that:
σ2minw ≥ 1− µw1 (m− 1)− max. (35)
Proof: Consider the gram matrix G , (DΓWΓ)
T
(DΓWΓ), then the singular values σ
2
kw
are the eigenvalues (λk) of
G. From the Gersˇgorin Disk Theorem [11] an upper bound on the eigenvalues of λk can be drawn in the way performed
in [1], [12], [2], [7], [13], [14]. This shows that every eigenvalue of G lies in one of the m disks
∆k =

z : |Gkk − z| ≤
∑
j 6=k
|Gjk|

 . (36)
Hence, since
∑
j 6=k |Gjk| =
∑
j 6=k |< wj · gj , wk · gk >| ≤ µw1 (m− 1) then:
|Gkk − λk| ≤ µw1 (m− 1), (37)
where Gkk ≥ 1− max and since µw1 (m− 1) + max < 1,
σ2minw ≥ 1− max − µw1 (m− 1). (38)
Note that if max  1, then σ2minw & 1− µw1 (m− 1), which mimics the result of classic Weak -MP [1]
Lemma 2: For any index set Γ of |Γ| = m, the corresponding data dependent weighting matrix WΓ and a coefficients
vector b,
sup
γ∈Γ
|< DΓb, gγ · wγ >| ≥ ‖DΓb‖
2∥∥W−1Γ b∥∥1 , (39)
and given a residual rn = f−fn such that rn ∈ span (gγ , γ ∈ Γ) and the smallest square singular value of DΓ (σ2minw)
then,
sup
γ∈Γ
|< DΓb, gγ · wγ >|
‖rn‖ ≥
√
σ2minw
m
. (40)
For the sake of clarity of the section, the proof of this lemma is included in the Appendix.
Using the previous lemmas, let us finally prove the result depicted in Theorem 5:
Proof: Let rn+1 = f − fn be the residual of the Weighted-MP/OMP algorithm at the nth iteration, then it is
known that:
‖rn+1‖2 ≤ ‖rn‖2 −
∣∣< rn, gγn+1 >∣∣2 , (41)
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where the inequality applies for OMP, while for the case of MP the equality holds. In our case the selection of gγn+1
is driven by W (f,D), i.e. ∣∣〈rn, gγn+1〉∣∣ = α · 1wγ supγ |〈rn, gγ · wγ〉| . (42)
Hence,
‖rn+1‖2 ≤ ‖rn‖2 − α2 · 1
w2γ
sup
γ
|< rn, gγ · wγ >|2
≤ ‖rn‖2

1− α2
1
w2γ
sup
γ
|< rn, gγ · wγ >|2
‖rn‖2

 .
(43)
Then, from Eqs. (40), (35) and given wγ ≤ 1, it follows:
‖rn+1‖2 ≤ ‖rn‖2
(
1− α2 σ
2
minw
w2γm
)
≤ ‖rn‖2
(
1− α2 σ
2
minw
m
)
≤ ‖rn‖2
(
1− α2 1− µ
w
1 (m− 1)− max
m
)
≤ ‖f‖2
(
1− α2 1− µ
w
1 (m− 1)− max
m
)n+1
.
(44)
Thus, since µw1 (m− 1) ≤ µ1(m− 1) and assuming max to be small enough, a faster rate of convergence is reached.
B. A Toy Example for Weighted-MP and MP
To illustrate the theoretical result found in this section, we go back to the toy example presented in sec. IV-B.1 where
an overcomplete coherent Dictionary in R3 is used. As can be expected from Theorem 4 and Theorem 5 and observed
in Fig. 3, the rate of convergence of Weighted-MP shows a much faster decay of the error energy than classical MP.
Indeed, as guaranteed by the sufficient condition (18) and as illustrated in Sec. IV-B.1, the Weighted-MP algorithm
gets trapped selecting over and over only vectors from the optimal set Γ. This avoids introducing spurious terms in
the signal expansion and allows a faster exponential convergence than in the pure greedy case.
1 2 3 4 5 6 7 8 9 10
10−12
10−10
10−8
10−6
10−4
10−2
100
102
iteration #
re
si
du
e 
en
er
gy
Comparison of de decrease of the residue energy using a priori and without a priori
Using a priori information (W(f))
Pure MP
Fig. 3. Convergence of the approximation error of the example of Fig. 1. The respective rates with and without using weights are compared.
The use of weights enhances the asymptotic rate of convergence.
VI. Examples
This section just offers a more complex example than those appearing in previous sections. Some experiments on
retrieving the sparsest signal representation and the sparsest approximation using a redundant dictionary are shortly
presented. Both weighted and classical approaches are used.
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A. Heuristics in a coherent dictionary: Use of Footprints
Let us explore the representation of piecewise-smooth signals and the use of dictionaries composed by the mixture
of an orthonormal wavelet basis and a family of wavelet footprints (see Dragotti in [15]). Wavelet footprints are the
functions composed by all wavelet coefficients that a given singularity generates on a orthonormal basis or frame as
illustrated in Fig. 4.
W
avelet subbands
Piecewise−constant Function
Footprint
Fig. 4. Wavelet Footprints description scheme for a piecewise-constant signal [15].
In this example, f is a 1-D signal with 128 samples such that this can be sparsely represented describing the
singularities by means of footprints. We assume that the family of wavelets in use has a sufficiently high number of
vanishing moments such that polynomial parts of the signal are efficiently represented by the coefficients of the scaling
functions. Moreover the set of discontinuities appearing in the signal are also contained in the dictionary in the form of
footprints. For the sake of simplicity, we consider a piecewise constant signal f (see Fig. 8). The dictionary is defined
by the union of an orthonormal basis defined by the symmlet-4 family of wavelets [16] and the respective family of
footprints for all possible translations of the Heaviside function. The later is used to model the piecewise constant
discontinuities. The graphical representation of the dictionary matrix can be seen in Fig. 5 where the columns are the
waveforms that compose the dictionary.
Wavelet+Footprints Dictionary
Function index
Te
m
po
ra
l A
xis
Fig. 5. Dictionary formed by the Symmlet-4 [16] (left half) and its respective footprints for piecewise constant singularities (right half).
The overcompleteness of the dictionary is evident: the number of atoms is twice the dimension of the signal. In spite
of its simplicity, the dictionary presents a very high coherence factor µ1(1) = 0.9606. It is indeed very difficult for
such a dense dictionary to fulfill the bounds of Theorem 1. For example, for m=3, µ1(3) + µ1(2) = 4.7664, which is
already quite far from the required upper bound. In this example the optimal subset that represents the signal f has
size m = 9.
The signal f has been selected such that footprint components are close enough to strongly interact. If they were not
overlapping, then any pure greedy or BP algorithm would be able to recover the good representation without problems,
given their orthogonality.
The weights of W (f,D) are estimated from the data. This is done following a simple procedure inspired from [15].
This somehow tries to estimate the location of footprints and to penalize those wavelets that overlap with the footprints
location. The detailed procedure is depicted in Algorithm 1.
The resulting vector of weights from the diagonal of W (f,D) is shown in Fig. 6. Notice the four spikes in the right
part of Fig. 6. These point the index of the footprint functions that are more likely to be components of f . All the
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Algorithm 1 W (f,D) estimation
Require: D = DSymmlet ∪ DFootprints, define a threshold λ , define a penalty factor β
1: fdiff = D
+
Footprints · f {Footprints location estimation (edge detection)}
2: Threshold fdiff by λ putting greater values to 1 or β otherwise.
3: W diagfootprints = fdiff {Diagonal of the sub-matrix of W (f,D) corresponding to footprints.}
4: Create W diagwave s.t. all wavelets intersecting the found footprints locations equal β, set to 1 otherwise.
5: W (f,D) = diag
([
W diagwave W
diag
footprints
])
;
spikes in the left part correspond to the wavelet function indexes that interact with the location of the more probable
footprint functions. This weights are obtained setting the values of the parameters λ and β in Algorithm 1 to 0.7 and
0.6 respectively.
50 100 150 200 250
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0.2
0.4
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0.8
1
Diagonal components of the W(f) matrix
dictionary atom index
a
 p
rio
ri 
we
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ht
Fig. 6. Weights involved on introducing the a priori information to drive OMP.
The effect of applying the weights is reflected in the Gramm matrix representations of D and D · W in Fig. 7. A
reduction on the strength of interference between the dictionary atoms can be observed in the Gramm matrix of the
weighted dictionary.
Gramm Matrix including the weights effect (DW)’*DW
Fig. 7. Left: Representation of the Gramm matrix (i.e. DT ·D) of the combined wavelet-footprints dictionary of Fig. 5. It clearly depicts the
cross products between the different atoms. The upper left side perfectly describes the orthogonality of the symmlet basis. At the bottom
right a sketch of the high coherence among the footprints. Right: Representation of the Gramm matrix after applying weights. Notice the
reduction of cross-interferences.
To the contrary of what the reader could expect now, we are not able to say that given an a priori information the
sufficient conditions defined previously in this paper are satisfied. Indeed, the signal singularities are so close that their
optimal atoms are not incoherent enough to allow the summation µw1 (m) + µ
w
1 (m− 1) to be smaller than one. Despite
that, we are be able to say that the use of Weighted-OMP (MP and Weighted-MP fail in any case) and Weighted Basis
Pursuit helps recovering the optimal representation. This illustrates the intuitive idea that a priori information may
help the signal representation even if the sufficient conditions of Theorem 4 are not satisfied.
The comparative results of representation by means of OMP and Weighted-OMP can be seen Fig. 8. The effect of
the a priori knowledge to recover the optimal representation is obvious (first picture on the left). The high coherence
of the dictionary makes the non-weighted algorithm select wavelet bases when it should not.
A global view of the impact of using the a priori information is presented in Fig. 9. Weighting is able to keep OMP
on the track for the recovery of the exact-sparse representation unlike classical OMP.
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Fig. 8. Comparison of OMP based approximation with 10 terms using the footprints dictionary (Fig. 5). Left: Original signal. Middle: blind
OMP approximation. Right: (only 9 terms are different from 0) OMP with prior knowledge of the footprints location.
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Fig. 9. Rate of convergence of the error with respect to the iteration number in the experiment of fig. 8
Decomposing the same input signal with BP and WBP we observe that the latter is able to recover the four footprints
and the wavelet scaling functions participating in the signal expansion, while the former can only recover three out of
four footprints and uses the wavelet functions to represent the other discontinuity. Fig. 10 shows the coefficients of the
signal representation b obtained by BP (bBP ) and WBP (bWBP ). This situation illustrates again how the use of the
weights can help in recovering the sparsest signal decomposition. Note that while ‖bBP ‖1 < ‖bWBP ‖1, we have that
‖bBP ‖0 > ‖bWBP ‖0.
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)
Fig. 10. Coefficients of the signal representations obtained by BP and WBP. The index i ranges from 1 to the size of the dictionary. The
first half of the D is composed by wavelets, the rest by footprints, as in Figure 5.
B. Heuristics in a coherent dictionary: Use of Footprints and -Sparse Approximations.
In natural signals, it is unlike to find examples where exact sparse representations are possible: as pointed out in [2]
the set of such signals has measure zero. Thus, some additional theoretical considerations are required for the problems
related to sparse approximations of signals. In Figs. 11 and 12 the problem formulated in the previous subsection is
reconsidered for approximation of piecewise-smooth signals with higher order polynomials (higher than the 4 vanishing
moments of the symmlet-4 in use for our experiences. The use of weights is definitively helpful for the rate of convergence
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of the signal approximation with few coefficients and a considerable gain in the reduction of the approximation error is
achieved. The approximation properties of Weighted-MP/OMP and of Weighted-BP will be discussed in a forthcoming
paper [17].
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Fig. 11. Comparison of OMP based approximation with 10 terms using the footprints dictionary (Fig. 5). Left: Original signal. Middle:
“blind” OMP approximation. Right: OMP with prior knowledge of the footprints location.
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Fig. 12. Rate of convergence of the error with respect to the iteration number in the experiment of Fig. 11
VII. Conclusions
Suppose one wants to decompose a signal over a redundant dictionary and aims at finding its sparsest representation.
Suppose the signal does present a structure that can help in the decomposition and has to be preserved. It is intuitive
that exploiting the knowledge we have about the signal may be helpful for its analysis, conditioned to the fact that
the information we have is correct. This information can be exploited, for example by assigning a kind of “probability”
to atoms based on their ability to catch some important features of the signal. This is precisely what is done by the
weighting matrix W .
The problem of how to find a reliable a priori information is not addressed in this work. We present theoretical results
that show when and how this information can help recovering the optimal, sparsest representation of a m-sparse signal.
Weights computation is an open question and strongly depend on the dictionary and the class of signals to represent.
It is closely related to estimation and signal analysis. An example of how to compute the weights for some class of
signal is given in [10], where the WBP algorithm is used.
Based on the experimental results, we claim as well that even if sufficient conditions on the recoverability of a
m-sparse signals are not fulfilled, a priori information can still contribute to the recovery of a better representation.
The use of a priori information can be seen as a way of adaptively reducing the size of a very redundant dictionary
removing undesired candidates in the selection process. In this optic we can understand how weighted algorithms can
allow the use of more coherent dictionaries. We want to underline that the a priori must not be necessarily applied
under the form of weights. In this work weights have been introduced for simplicity in the theoretical calculations. A
priori information can equally appear as the application of a model or the inclusion of additional constraints on the
desired solution [18].
It is important to observe that all the theoretical results we present here reduce to the classical case of sparse recovery
when W = I, i.e. no a priori information is available.
Finally, the results we presented in this work concern only the exact recovery of a signal. An interesting evolution of
this study can be the extension to the approximation case, as briefly shown in section VI-B. This is the central topic
of [17].
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Appendix
Proof of Lemma 2 of Section V.
Proof: To prove this lemma, we just need to follow the procedure appearing in [1], [12] which uses results from
DeVore and Temlyakov [19].
‖DΓb‖2 =
〈
DΓb, DΓWΓW
−1
Γ b
〉
=
∑
γ∈Γ
bγ
wγ
〈gγ · wγ , DΓb〉
≤
∑
γ∈Γ
∣∣∣∣ bγwγ
∣∣∣∣ |〈DΓb, gγ · wγ〉|
≤ ∥∥W−1Γ b∥∥1 sup
γ∈Γ
|〈DΓb, gγ · wγ〉| .
(45)
For the final proof of the lemma two additional results are needed.
• By the Jensen’s Inequality [20]
∥∥W−1Γ b∥∥1 can be bounded as∥∥W−1Γ b∥∥21 ≤ m · ∥∥W−1Γ b∥∥22 . (46)
In fact: ∥∥W−1Γ b∥∥21 =
(
m−1∑
i=0
∣∣∣∣ biwi
∣∣∣∣
)2
= m2
(
m−1∑
i=0
|bi|
m · wi
)2
≤ m2
m−1∑
i=0
∣∣∣∣ biwi
∣∣∣∣
2
1
m
≤ m · ∥∥W−1Γ b∥∥22 .
(47)
• By means of the Singular Value Decomposition [21] any
∥∥W−1Γ bn∥∥22 (where n indicates the iteration number) can
be bounded as
‖rn‖2
σ2minw
≥ ∥∥W−1Γ bn∥∥22 . (48)
This is proved by:
‖rn‖2 = ‖DΓbn‖2 = bTn
(
DΓWΓW
−1
Γ
)T
DΓWΓW
−1
Γ bn
= bTn
(
W−1Γ WΓD
T
Γ
)
DΓWΓW
−1
Γ bn
= bTnW
−1
Γ (DΓWΓ)
T
DΓWΓW
−1
Γ bn
= bTnW
−1
Γ
(
UΓW ΣΓW V
T
ΓW
)T (
UΓW ΣΓW V
T
ΓW
)
W−1Γ bn
= bTnW
−1
Γ
(
VΓW Σ
T
ΓW
UTΓW
) (
UΓW ΣΓW V
T
ΓW
)
W−1Γ bn,
(49)
where UΓW and VΓW are orthonormal matrices and ΣΓW is a diagonal matrix such that
diag (ΣΓW ) = (σ0w , σ1w , ..., σkw , ..., σmw ) .
From now on consider y = V TΓW W
−1
Γ bn. Therefore,
‖rn‖2 = bTnW−1Γ VΓW Σ2ΓW V TΓW W−1Γ bn
= yT Σ2ΓW y =
m−1∑
k=0
σ2kw · y2k
≥ σ2minw ‖y‖2 = σ2minw
∥∥W−1Γ bn∥∥2 .
(50)
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Thus, finally from (46) and (48) it follows
‖rn‖2
σ2minw
≥ ‖W
−1
Γ bn‖21
m
, (51)
that jointly with (45) gives the result stated by Lemma 2:
sup
γ∈Γ
|< DΓb, gγ · wγ >|
‖rn‖ ≥
√
σ2minw
m
. (52)
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