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Because of the constraint that the estimators be bona fide physical states, any quantum state tomography
scheme—including the widely used maximum likelihood estimation—yields estimators that may have a bias,
although they are consistent estimators. Schwemmer et al. (arXiv:1310.8465 [quant-ph]) illustrate this by
observing a systematic underestimation of the fidelity and an overestimation of entanglement in estimators
obtained from simulated data. Further, these authors argue that the simple method of linear inversion overcomes
this (perceived) problem of bias, and there is the suggestion to abandon time-tested estimation procedures in
favor of linear inversion. Here, we discuss the pros and cons of using biased and unbiased estimators for
quantum state tomography. We conclude that the little occasional benefit from the unbiased linear-inversion
estimation does not justify the high price of using unphysical estimators, which are typically the case in that
scheme.
PACS numbers: 03.65.Ud, 03.65.Wj, 06.20.Dk
I. INTRODUCTION
The goal of quantum state tomography, or quantum state
estimation, is to arrive at a best guess of the unknown state
ρ of a quantum system, based on data collected from mea-
suring a number of identical copies of the state. An accu-
rate guess is needed in all aspects of quantum information or
quantum computation, ranging from the characterization of
an unknown quantum communication channel, to a check of a
quantum gate implementation, or to the verification of a state
preparation procedure in the lab.
Whether the guess from a particular tomography recipe
can be considered the best, or most accurate, depends on
one’s figure-of-merit, which should be chosen according to
the quantum information processing task at hand. In many
situations, one is interested not in the state of the system it-
self, but in a quantity computed from it, e.g., the amount of
entanglement in the state. In such cases, rather than reporting
a best guess for ρ, one expects to get a more accurate answer
by directly estimating the quantity of interest from the data, as
done in a related procedure carrying the name of “parameter
estimation.” In other situations, one is interested in a range of
quantities related to ρ, and reporting a best guess for the state
itself [e.g., by maximizing the likelihood for the data over all
physical states, as is done for the maximum-likelihood esti-
mator (MLE)] can be a convenient and self-consistent way of
summarizing and interpreting the data.
In the latter case, one might assess the accuracy of the es-
timate obtained from a particular tomography scheme by ex-
amining some measure of closeness between the estimate ρˆ,
and the true state ρ, for a variety of known true states (e.g.,
from sources that have previously been fully characterized).
A poorer, but possibly useful, gauge is to look at the accuracy
of the prediction of one of the quantities of interest computed
from ρˆ.
Reference [1] compares the performance between an esti-
mator ρˆLIN from a procedure the authors refer to as linear in-
version (LIN), and two other estimators, ρˆMLE (the standard
MLE [2, 3]), and ρˆFLS (from a procedure known as “free least
squares” (FLS) [4]). The article assesses the three estimators
by looking at the accuracy in the prediction for target fidelity,
a relevant quantity when the source is supposed to produce a
certain target state.
The fidelity F (ρ1, ρ2) ≡ Tr
{∣∣√ρ1√ρ2 ∣∣}2 takes value be-
tween 0 and 1 for physical ρ1 and ρ2 [5]. In Ref. [1], the qual-
ity of an estimator is measured by the target fidelity F (ρT, ρˆ),
the fidelity between the target state ρT and the estimator ρˆ,
which is compared with the actual true value F0 ≡ F (ρT, ρ)
computed for the true state ρ. Here, the “true” state yields the
probabilities that are used for the generation of the simulated
data from which the various estimators are derived.
The authors of Ref. [1] perform this comparison for dif-
ferent ρTs and ρs, for many repeated simulations of the mea-
surement data (and hence, many ρˆs, one for each data). They
draw the conclusion that ρˆLIN is always the best, because it
is an unbiased estimator, i.e., fluctuations from different runs
of the same experiment lead to fluctuations in the predicted
F value, but all centered about the true value F0; ρˆMLE and
ρˆFLS, on the other hand, give predictions that are biased, i.e.,
have a systematic shift away from F0 (see Fig. 1 of Ref. [1]
and Fig. 2 below). The authors go on to point out that any es-
timation procedure that always produces a physical (i.e., non-
negative) state will unavoidably be biased; their ρˆLIN, com-
ing from an unbiased estimation procedure, is not guaranteed
to be a physical density operator, and in fact, generically has
negative eigenvalues [1].
Here, the qualifiers biased and unbiased have the techni-
cal meaning that is discussed below in the context of Eq. (2).
Contrary to their connotation in common parlance, they are
not synonyms of “bad” and “good.” One must not fall into the
trap of regarding a biased estimator as automatically inferior
to an unbiased one.
Indeed, it is well known in classical statistics that unbiased
estimators are not always the best choice. Instead, minimizing
the mean squared error (MSE, a popular measure of estima-
tion accuracy) is key, and this is often not accomplished by
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2minimizing the bias. In fact, we will show that the LIN ap-
proach yields MSEs that are comparable to (and sometimes
worse than) what one obtains from the MLE procedure; yet
the LIN technique forces us to give up physicality, which leads
to many severe problems and highly restricts the usefulness of
the estimator ρˆLIN. The MLE itself also does not—and was
never designed to—minimize the MSE, but it does a compa-
rably good job as ρˆLIN while enforcing physicality. We hence
see little utility at all in employing the LIN strategy.
Below, we remind the reader why, in the quantum context,
it is usually not a good idea to treat relative frequencies ob-
tained from the data as probabilities, as is prescribed by the
LIN procedure of Ref. [1]. Then, we explain why focusing
on reducing bias only, and not the overall MSE, constitutes a
conceptual misunderstanding. Lastly, we compare the MSEs
obtained from the MLE and the LIN approaches and observe
that one can easily find examples in which the biased MLEs
have smaller MSEs than the unbiased LIN estimators.
II. FREQUENCIES ARE NOT PROBABILITIES
Before we begin, a brief note on notation is in order. The
tomography measurement is described by a positive-operator-
valued measure (POVM), or, if we use a more descriptive
name, a probability-operator measurement (POM): It com-
prises a set of outcomes Mk, one for each detector, with
Mk ≥ 0 for all k and
∑
kMk = 1. The probability of get-
ting a click in detector k, corresponding to outcome Mk, is
given by the Born rule, pk = Tr{ρMk}. In the tomography
experiment, N identically prepared copies of the (unknown)
state ρ are measured using the POM. The data D consist of a
particular sequence of detector clicks, summarized by the set
of relative frequencies fk = nk/N , where nk is the number
of clicks in detector k. From D, one estimates the probabili-
ties pˆk using a chosen procedure like MLE or LIN, and from
these (if one can, e.g., in the case of tomographically complete
POMs), one constructs the estimator ρˆ.
LIN, as proposed in Ref. [1], sets the estimated probabilities
equal to the relative frequencies of the observed data,
pˆk = fk , (1)
and then obtains ρˆLIN by “linear inversion” of the Born rule
pˆk = Tr{ρˆLINMk}. While relative frequencies will be close
to probabilities when there is a lot of data, they are most cer-
tainly not the same thing: Relative frequencies satisfy only
one constraint, that of unit sum:
∑
k fk = 1; probabilities pk
(for POM {Mk}) that arise from a physical state ρ through the
Born rule satisfy further constraints imposed by the positivity
of ρ. The latter constraints can be easily stated for the case
of measuring a qubit state with the symmetric information-
ally complete POM (SIC POM), the tetrahedron measurement
[6, 7], where ρ ≥ 0 requires the four tetrahedron probabilities
to satisfy
∑
k p
2
k ≤ 13 , in addition to the unit-sum constraint.
Since the relative frequencies do not themselves satisfy these
physicality constraints, ρˆLIN is hence not necessarily a phys-
ical state, as is also emphasized in Ref. [1] (and many other
existing references in the literature).
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FIG. 1: X and Z measurements of a single qubit. The set-up uses
a beam splitter (BS), a half-wave plate (HWP), two polarizing beam
splitters (PBSs), and four detectors.
That ρˆLIN is not necessarily nonnegative, is not a minor
nuisance: Many quantities associated with a physical state ρ
are ill-defined for ρˆLIN 6≥ 0 and can no longer be computed,
e.g., entropy, negativity, and the fidelity with another state.
Other quantities, such as the purity Tr
{
ρˆLIN
2
}
or the expec-
tation value Tr{AρˆLIN} of an observable A, are computable
for ρˆLIN 6≥ 0, but the numbers so obtained do not mean pu-
rity, expectation value, etc. Hence, ρˆLIN may not just lack a
reasonable physical interpretation, but may also not be useful
at all. In the case of uncomputable quantities, the proposal of
Ref. [1] is to be content with the bounds that can be computed
from linear approximations. These bounds, however, also lack
a physical meaning if they are evaluated for ρˆLIN 6≥ 0.
While one might choose not to be too concerned if ρˆLIN is
only slightly unphysical (however one may want to quantify
that statement), or if an unphysical ρˆLIN occurs only rarely,
getting an unphysical ρˆLIN can be generic in certain situations.
For example, imagine a qubit state measured with the tetrahe-
dron measurement, and suppose that the true state is orthog-
onal to one of the tetrahedron outcomes (say the one labeled
by k = 1). Then, the only relative frequencies that can give a
physical ρˆLIN are f1 = 0 and f2 = f3 = f4 =
1
3 , i.e., the de-
tector counts for all outcomes, other than the tetrahedron leg
orthogonal to the true state, must be exactly equal. This is not
even possible if the total number of counts is different from a
multiple of 3.
Lest the reader complains that the above is a pathological
case, another situation where one sees a stark contrast between
frequencies and probabilities can be found in the commonly
used “BB84-like” measurements, i.e., measure the Pauli X
and Z on a single qubit with equal probability. In an optical
implementation, where the qubit is the photon polarization,
the usual way this measurement is implemented is by having a
50-50 beam-splitter direct the incoming photons into two pos-
sible paths, one carrying out the X measurement, the other
the Z measurement; see Fig. 1. Now, the probabilities for
such a measurement, by the very nature of the measurement
structure, satisfy p0 + p1 = p+ + p− = 12 , alongside the pos-
itivity constraint (p0 − p1)2 + (p+ − p−)2 ≤ 14 . The relative
frequencies, however, obey no such constraints: Despite the
350-50 nature of the beam-splitter, one hardly ever encounters
the situation where exactly half the photons travel down theX
path, and half down the other. The procedure of finding ρˆLIN
from such relative frequencies will then typically be internally
inconsistent, and yields no solution.
One common fix used to circumvent the above problem re-
quires one to ignore the counts in one of the detectors, e.g.,
the one measuring the +1 eigenstate for X (outcome M+ in
Fig. 1) [4]. To ensure that the relative frequencies comply
with the constraint of f0 + f1 = f+ + f− = 12 , in imitation
of the probabilities, one replaces the actual count n+ obtained
by n+ = n0 + n1 − n−, and modifies the total number N to
be 2(n0+n1). However, this ad-hockery, which involves dis-
carding data, does not guarantee that the relative frequencies
satisfy the remaining positivity constraint on the probabilities.
The simulations in Ref. [1] mimic the tomography of
four-qubit states using product Pauli POMs, i.e., measure
[O1O2O3O4] ≡ O1 ⊗O2 ⊗O3 ⊗O4, with each of the four
Oαs equal to one of the three Pauli operators X , Y , and Z.
Rather than just having two settings of X and Z as in the
single-qubit case of Fig. 1, there are now 34 = 81 settings, all
to be measured with equal probability. A practical way of car-
rying out this tomography measurement, having (usually) no
access to a 1-to-81 beam-splitter, would be to divide the total
number of counts by 81, and measure N/81 copies of ρ with
each setting (this is another way of overcoming, by hand, the
difficulty discussed in the previous two paragraphs). This au-
tomatically ensures that the relative frequencies for each set-
ting [O1O2O3O4] sum to 1/81, as do the corresponding prob-
abilities.
However, these constraints are not the only ones needed to
ensure internal consistency. There is, for example, the prob-
lem that frequencies obtained when measuring, say, [XZZY ]
and [XYXY ] give two values for the expectation values of the
two-qubit observable [X Y ] = X⊗1⊗1⊗Y and also for the
single-qubit observables [X ] and [ Y ]. In Ref. [1], these
conflicts are resolved by a fix that may appear plausible, but
is ad-hockery nevertheless and ultimately difficult to justify.
Furthermore, there is still the issue of positivity constraints,
and our own simulations show that almost all the estimators
constructed by LIN violate positivity and, therefore, are un-
physical.
None of these ad-hoc fixes or discard of data are necessary
if we do not insist on setting frequencies equal to probabili-
ties. The usual approach of finding a physical density operator
that best fits the data, e.g., by maximizing the likelihood for
the data over all physical states in the case of the MLE, au-
tomatically handles all these constraints. There is no need to
include constraints explicitly by hand, such a need becoming
more severe and difficult to carry out as the dimensionality
of the system and the complexity of the POM increase. Of
course, finding the best-fit physical estimator for the data is
also not easy, but the estimator is assuredly physical, as is the
true state, and one interprets the data honestly without addi-
tional tweaks.
III. TO BIAS OR NOT TO BIAS?
The accuracy of an estimator is often quantified by the
mean-squared error (MSE), i.e., the mean, over all possible
data, of the squared deviation of the estimated parameter from
the true value, but this is only one of many measures of in-
accuracy. To be concrete, we take as example the estimate Fˆ
for the target fidelity (with respect to some target state ρT) as
discussed in Ref. [1]. The MSE in this case is
EρT [(Fˆ − F0)2] = [EρT(Fˆ )− F0]2 + VρT(Fˆ ) , (2)
where we adopt the notation of Ref. [1]: EρT denotes the ex-
pected value and VρT the variance, for the true state ρT. The
MSE in Eq. (2) is the sum of two contributions: The first is
the so-called bias of the estimator (as compared with the true
value F0); the second is the variance of Fˆ . As it is written, the
formula for the MSE makes no statement about the relative
importance of the two pieces, and a general estimation strat-
egy can have different relative sizes for, and compromises be-
tween, the two terms. Other measures of inaccuracy may not
have a break-up analogous to Eq. (2), and the bias may not be
a relevant notion.
It is easy to understand intuitively why both pieces, not just
the bias, must be small in order for us to have reasonable con-
fidence of obtaining a good estimate from a single set of data.
If the bias is small, and one has many runs of the same ex-
periment, yielding very many estimates, one might imagine
getting a good answer by looking for the centre of all these
estimates. However, one usually has access to only one set
of data, and hence a single estimate [8]; other estimates may
then be generated by bootstrapping the data, but this just gives
a distribution of values centered at the data-based estimate. If
the estimation strategy yields no bias, but a large variance, one
will often end up with an estimate that is quite far away from
the true value. Hence, one needs both the bias, as well as the
variance, summarized as the MSE, to be small for an accurate
guess.
Most statistics textbooks (see, for example, [9]) do focus
on the class of unbiased estimators for a given problem. How-
ever, this is always discussed together with the search for one
with the minimum variance, i.e., to minimize the MSE within
the class of unbiased estimators. The resulting theory of point
estimation for unbiased estimators has rather nice and concise
results, with wide applicability in many areas of statistics. Yet,
at the same point where unbiased estimators are discussed,
textbooks usually remind readers that unbiased estimators are
not the whole story. The constraint of unbiasedness is often
too strong: An estimator with a slight bias but a significantly
smaller variance can very well be the estimator that minimizes
the MSE. Certainly, considering only unbiasedness without
also trying to minimize the variance, as suggested in Ref. [1],
is altogether insufficient to give a good estimator.
Furthermore, as most textbooks will also explain, reason-
able unbiased estimators do not exist in many problems. The
nonexistence of an unbiased estimator that satisfies the pos-
itivity constraint for quantum states, as is emphasized in
Ref. [1], is but another example of the difficulty in requiring
4unbiasedness in constrained estimation problems. As a re-
sult of constraints, pure states and other rank-deficient states
are extremal and the valid (i.e., satisfy the constraints) esti-
mators cannot approach them from all sides: The estimators
are unavoidably biased. This is clearly visible in the examples
discussed in the next section.
The trustworthy estimators, such as the MLEs, are consis-
tent, i.e., they converge to the true state when more and more
data are taken into account. This consistency is an important
properties that is worth insisting upon, while unbiasedness is
not.
The various virtues of, and problems with, unbiased esti-
mators have been repeatedly expounded upon in the statistics
literature. As an example, we point the reader to the excel-
lent discussion found in Jaynes’s book on probability theory,
Ref. [10] (see Chapter 17). Within Jaynes’s book is an exam-
ple where the requirement of unbiased estimators leads one to
waste half the data as compared with a biased estimator that
attains the same MSE [11].
IV. MSE FOR LIN AND MLE APPROACHES
To illustrate the issues mentioned in the previous sections,
we re-examine the example of target fidelity discussed in
Ref. [1]. The unknown true state is a four-qubit state, and
the parameter of interest is its fidelity with some target state
ρT. The measurement comprises the 81 product Pauli oper-
ators described above, with 100 copies measured per setting,
and 16 possible outcomes per setting. To explore the statistics,
for each set of target and true states, we simulate 500 runs of
the experiment, obtain the estimators ρˆMLE and ρˆLIN for each
set of data, and from these, estimate the target fidelity.
As observed above, there is a problem with evaluating (not
to mention, interpreting the meaning of) the target fidelity
F (ρT, ρˆLIN) = Tr
{∣∣√ρT√ρˆLIN ∣∣}2 when ρˆLIN is not non-
negative. Reference [1] also admits this problem, and suggests
to fix it by using the formula F (ρT, ρˆLIN) = Tr{ρTρˆLIN} in-
stead, which is correct if ρˆLIN is nonnegative and ρT is a pure
state. Although Tr{ρTρˆLIN} can be computed also for an un-
physical ρˆLIN, it does not have the significance of the target
fidelity then. The other issue, viz. that ρT must be pure, is of
lesser concern if all target states of interest are indeed pure;
the Smolin state considered in Ref. [1] is not pure, and this
is why the respective line for ρˆLIN is missing in their Fig. 2.
Clearly, one already sees the problems with using a nonphys-
ical estimator.
Nevertheless, we can still compare the estimated target
fidelities obtained from the MLE and LIN procedures for
pure target states only, using their suggested formula of
F (ρT, ρˆ) = 〈ψ|ρˆ|ψ〉 for ρT = |ψ〉〈ψ|, whether ρˆ is phys-
ical or not. As the first target state, we consider the four-
qubit Greenberger-Horne-Zeilinger (GHZ) state with the ket
|GHZ4〉 = 1√2 (|0000〉 + |1111〉). This is the main example
discussed in Ref. [1]; we simulate the identical situation and
the results are shown in Fig. 2, which are very similar to those
in Fig. 1 of Ref. [1].
Instead of mixing the GHZ state with white noise, we can
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FIG. 2: Fidelity histograms of simulated quantum-state tomography
experiments for the noisy GHZ state from Ref. [1]. The true state
is a GHZ state with added white noise so that its fidelity is 0.8 with
respect to the original target GHZ state.
also take the GHZ state itself as the true state. Then the
true fidelity with respect to the target state takes the maxi-
mal value of 1. In this situation, we find that all the fidelity
values estimated using LIN give the true value of 1, while the
MLE values slightly underestimate the fidelity (see Fig. 3(a);
FMLE = 0.999 ± 0.00036, the mean and the standard devia-
tion obtained from 500 data sets). That LIN always gives the
correct fidelity value, regardless of the statistical fluctuations
in the data, is a special feature of the GHZ target state in con-
junction with the product Pauli POM [12]. Such a singular
situation (as can be seen from more generic examples below)
does not provide a fair benchmark from which to draw reliable
conclusions about the efficacy of the estimation procedures.
As the second example, we use a different target state,
also taken from Ref. [1], namely the four-qubit W-state,
|W4〉 = 12 (|0001〉 + |0010〉 + |0100〉 + |1000〉). To illus-
trate the problems of a nonphysical ρˆLIN, we again consider
the extreme scenario where the true state is exactly the tar-
get state so that the true fidelity is 1. LIN gives fidelity val-
ues (F LIN = 0.999 ± 0.015) that are distributed around the
true value but have a wide spread, with a large fraction of
the values exceeding 1, a situation without physical meaning.
The results obtained via MLE (FMLE = 0.998 ± 0.00042)
again slightly underestimate the fidelity, but not by much,
and the spread of values is much narrower than for LIN; see
Fig. 3(b). That the MLE underestimates the true fidelity value
is unavoidable because F ≤ 1 for physical states and this
demonstrates our earlier point that one can only approach an
extremal value from one side.
The GHZ and W states considered thus far are quite special
states, and particularly so with respect to the product Pauli
POM. One wonders about the behaviour for a generic target
state. To this end, we randomly pick a pure target state |φ〉
and a random true state ρ with a target fidelity close to 1. The
selected true state has target fidelity of 0.981; the fidelities cal-
culated via LIN give F LIN = 0.982± 0.018 and those gotten
via MLE give FMLE = 0.957± 0.0080; see Fig. 3(c). Again,
a significant fraction of fidelity values obtained from LIN are
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FIG. 3: Fidelity histograms of simulated quantum-state tomography
experiments for various states (indicated in plots). The GHZ and W4
states of plots (a) and (b) have true fidelity of 1; plot (c) is for a true
state that has fidelity 0.981 with a randomly chosen pure target state.
In plots (b) and (c), the histograms for the LIN values extend into the
unphysical range of fidelity values exceeding unity.
greater than 1; no such problems appear in the MLE case,
by construction, and the MLE range of values has a smaller
spread.
The same problems of unphysical fidelity values appear at
the other end of the allowed fidelity range, i.e., for F close
to 0. We again use the same randomly generated pure state
|φ〉 as the target state, but now choose a true state with a
target fidelity of 0.016. This is the situation in which one’s
intent is to prepare a state orthogonal to the target state. In
this setting, we find that the fidelities calculated via LIN
(F LIN = 0.015 ± 0.017) still center around the true value,
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FIG. 4: Fidelity histograms of simulated quantum-state tomography
experiments for the same noisy random pure state as in Fig. 3(c), but
with the true fidelity being 0.016. The histograms for the LIN values
extend into the unphysical range of negative fidelity values.
but with a large fraction being less than 0, another situation
that is physically meaningless. On the other hand, the val-
ues obtained via MLE (FMLE = 0.030± 0.0088) in this case
slightly overestimate the fidelity, but again the spread of MLE
values is smaller than the spread of LIN values; see Fig. 4.
In all the examples above, LIN suffers from the problem
of having unphysical fidelity values. Note that any attempt to
fix these larger-than-1 or smaller-than-0 F values from LIN,
e.g., set all values > 1 to be equal to 1, will bias the origi-
nally unbiased LIN estimator. In all cases, LIN indeed gives a
mean fidelity closer to the true value (in fact it should be ex-
actly equal, if not for the fluctuations from only 500 runs) than
MLE but, apart from the singular case of the GHZ state, has a
significantly larger spread than the MLE values, suggesting a
possibly larger, or at least comparable, MSE. As mentioned in
the previous section, for a single run of the experiment, what
matters is not the mean value over many repeated runs, but
the MSE; a large variance means that one has a high chance
of winding up rather far away from the true value. Thus a
meaningful comparison between MLE and LIN requires us to
look at the MSE for a variety of states.
Table I presents the results of such a comparison. The first
six rows of the table give the variance, bias and MSE values
for the examples described above; the remaining rows give the
values for a further three randomly chosen target states, with
the true state in each case being the target state with added
white noise to yield a true target fidelity of 0.8. In all cases,
LIN has zero bias (by construction), with the small deviations
indicated in the table attributable to finite statistics; however,
it has a variance comparable to that from the MLE in every
single case. For the randomly chosen states, the MSE values
from LIN are slightly smaller than those from MLE, but again,
MLE is not designed to reduce the MSE (neither bias nor vari-
ance), and sacrificing physicality in LIN is a very high price
to pay for the occasional small reduction of the MSE.
6TABLE I: The MSE as well as the respective variance and bias in different examples with pure target states. The first column states the ket of
the four-qubit target state used in the simulation, with respect to which the true state has the fidelity F0 of the second column. The kets |φ〉,
|γ〉, |τ〉, and |θ〉 are randomly chosen examples. In the third, fourth, and fifth columns, the double entries report the LIN value on the left of
the | symbol and the MLE value on the right.
Mean squared error Variance Bias
Target F0 LIN|MLE LIN|MLE LIN|MLE
|GHZ4〉 0.8 1.488× 10−4|2.623× 10−4 1.480× 10−4|1.148× 10−4 8.236× 10−7|1.475× 10−4
|GHZ4〉 1.0 0.0|1.904× 10−6 0.0|1.270× 10−7 0.0|1.777× 10−6
|W4〉 1.0 2.323× 10−4|2.642× 10−6 2.316× 10−4|1.792× 10−7 6.663× 10−7|2.463× 10−6
|φ〉 0.981 3.082× 10−4|6.681× 10−4 3.078× 10−4|6.449× 10−5 3.812× 10−7|6.036× 10−4
|φ〉 0.016 3.044× 10−4|2.937× 10−4 3.043× 10−4|7.704× 10−5 7.918× 10−8|2.166× 10−4
|φ〉 0.8 3.472× 10−4|5.649× 10−4 3.464× 10−4|1.418× 10−4 7.934× 10−7|4.231× 10−4
|γ〉 0.8 2.982× 10−4|5.614× 10−4 2.982× 10−4|1.568× 10−4 9.143× 10−10|4.046× 10−4
|τ〉 0.8 3.410× 10−4|5.087× 10−4 3.410× 10−4|1.320× 10−4 3.371× 10−9|3.767× 10−4
|θ〉 0.8 3.758× 10−4|5.859× 10−4 3.758× 10−4|1.562× 10−4 4.369× 10−8|4.297× 10−4
V. CONCLUSION
The method of linear inversion may appear simple and
intuitive—after all, relative frequencies are asymptotically the
correct frequentist’s interpretation of probabilities. However,
many difficulties arise, both in the construction of ρˆLIN (hav-
ing to put in ad-hoc fixes for internal consistency), as well
as in the interpretation of the estimated quantities (if one can
compute them at all from ρˆLIN, and having to deal with pa-
rameter values of no physical meaning even when computa-
tion is possible). Both these problems disappear when insist-
ing on physical estimators. This requirement is natural in all
cases, since the true state must be physical, not just asymp-
totically so. Even if one is willing to deal with the problems
of having a nonphysical estimator, reducing the MSE, not just
the bias, is the key, and the reduction had better be substantial
enough for one to want to cope with the nonphysicality issues.
To end the discussion, we remind the reader of a point
briefly mentioned in the opening paragraphs: If one is inter-
ested in estimating only a single parameter, a direct estimation
from the data without first going through an estimator for the
state generally works better. Thus, our assessment here of the
LIN versus MLE is also lacking in that we should compare
their performance for a variety of parameters computed from
ρˆLIN and ρˆMLE, for one would not report these estimators
unless the interest is in a few different parameters computed
from the state. Yet, given that LIN already does poorly in
terms of target fidelity, it is hardly necessary to provide more
evidence against the use of LIN by exploring other parame-
ters. Furthermore, a more comprehensive summary of the data
is provided not by the point estimators ρˆLIN and ρˆMLE, but
by regions of estimators, which can circumvent some of the
problems highlighted here; see [13] for confidence regions,
and [14] for credible regions.
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