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Abstract—Data is generated at an unprecedented rate sur-
passing our ability to analyze them. The database community
has pioneered many novel techniques for Approximate Query
Processing (AQP) that could give approximate results in a
fraction of time needed for computing exact results. In this
work, we explore the usage of deep learning (DL) for answering
aggregate queries specifically for interactive applications such
as data exploration and visualization. We use deep generative
models, an unsupervised learning based approach, to learn the
data distribution faithfully such that aggregate queries could
be answered approximately by generating samples from the
learned model. The model is often compact – few hundred KBs
– so that arbitrary AQP queries could be answered on the
client side without contacting the database server. Our other
contributions include identifying model bias and minimizing it
through a rejection sampling based approach and an algorithm
to build model ensembles for AQP for improved accuracy. Our
extensive experiments show that our proposed approach can
provide answers with high accuracy and low latency.
I. INTRODUCTION
Data driven decision making has become the dominant
paradigm for businesses seeking to gain an edge over com-
petitors. However, the unprecedented rate at which data is
generated surpasses our ability to analyze them. Approximate
Query Processing (AQP) is a promising technique that pro-
vides approximate answers to queries at a fraction of the cost
needed to answer it exactly. AQP has numerous applications in
data exploration and visualization where approximate results
are acceptable as long as they can be obtained near real-time.
Case Study. Consider an user who performs data exploration
and visualization on a popular dataset such as NYC Taxi
dataset. The user issues ad-hoc aggregate queries, involving
arbitrary subsets of attributes of interest, such as what is the
average number of passengers on trips starting from Manhat-
tan? or what is the average trip duration grouped by hour?
and so on. Since this is for exploratory purposes, an imprecise
answer is often adequate. A traditional approach is to issue ag-
gregate queries to the database server, get exact or approximate
answers accessing the base data or pre-computed/on-demand
samples and display the returned results to the user. However,
this could suffer from high latency that is not conducive for
interactive analysis. In this paper, we propose an alternate
approach where the approximate results could be computed en-
tirely at the client side. Specifically, we build a deep generative
model that approximates the data distribution with high fidelity
and is lightweight (few hundreds of KBs). This model is sent to
the client and could be used to generate synthetic samples over
which AQP could be performed locally on arbitrary subsets of
attributes, without any communication with the server. Our
approach is complementary to traditional AQP exploring a
new research direction of utilizing deep generative models for
data exploration. It offers a lightweight model that can answer
arbitrary queries which we experimentally demonstrate exhibit
superior accuracy. For queries requiring provable guarantees
we default to traditional AQP or exact query evaluation.
A. Outline of Technical Results
Deep Learning for AQP. Deep Learning (DL) [20] has
become popular due to its excellent performance in many
complex applications. In this paper, we investigate the fea-
sibility of using DL for answering aggregate queries for
data exploration and visualization. Structured databases seem
intrinsically different from prior areas where DL has shined
- such as computer vision and natural language processing.
Furthermore, the task of generating approximate estimates for
an aggregate query is quite different from common DL tasks.
However, we show that AQP can be achieved in an effective
and efficient manner using DL models.
Deep Generative Models for AQP. Our key insight is to train
a DL model to learn the data distribution of the underlying
data set effectively. Once such a model is trained, it acts as
a concise representation of the dataset. The samples gener-
ated from the model have a data distribution that is almost
identical to that of the underlying dataset. Hence, existing
AQP techniques [38], [37] could be transparently applied on
these samples. Furthermore, the model could generate as many
samples as required without the need to access the underlying
dataset. This makes it very useful for interactive applications
as all the computations could be done locally.
Technical Challenges. The key challenge is to identify a
DL based distribution estimation approach that is expressive
enough to reflect statistical properties of real-world datasets
and yet tractable and efficient to train. It must be non-
parametric and not make any prior assumption about data
characteristics. A large class of DL techniques - dubbed collec-
tively as deep generative models - could be used for this pur-
pose. Intuitively, a deep generative model is an unsupervised
approach that learns the probability distribution of the dataset
from a set of tuples. Often, learning the exact distribution is
challenging, thus generative models learn a model that is very
similar to the true distribution of the underlying data. This is
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often achieved through neural networks that learn a function
that maps the approximate distribution to the true distribution.
Each of the generative models have their respective advantages
and disadvantages. We focus on variational autoencoders [11]
that aim to learn a low dimensional latent representation of
the training data that optimizes the log-likelihood of the data
through evidence lower bound.
II. PRELIMINARIES
Consider a relation R with n tuples and m attributes
A1, A2, . . . , Am. Given a tuple t and an attribute Ai, we denote
the value of Ai in t as t[Ai]. Let Dom(Ai) be the domain of
attribute Ai.
Queries for AQP. In this paper, we focus on aggregate
analytic queries of the general format:
SELECT g, AGG(A) FROM R
WHERE filter GROUP BY G
Of course, both the WHERE and GROUP BY clauses are
optional. Each attribute Ai could be used as a filter attribute
involved in a predicate or as a measure attribute involved in
an aggregate. The filter could be a conjunctive or disjunctive
combination of conditions. Each of the conditions could be
any relational expression of the format A op CONST where
A is an attribute and op is one of {=, 6=, <,>,≤,≥}. AGG
could be one of the standard aggregates AVG, SUM, COUNT
that have been extensively studied in prior AQP literature. One
could use other aggregates such as QUANTILES as long as a
statistical estimator exists to generate aggregate estimates.
Performance Measures. Let q be an aggregate query whose
true value is θ. Let θ˜ be the estimate provided by the AQP
system. Then, we can measure the estimation accuracy through
relative error defined as
RelErr(q) =
|θ˜ − θ|
θ
(1)
For a set of queries Q = {q1, . . . , qr}, the effectiveness of
the AQP system could be computed through average relative
error. Let θj and θ˜j be the true and estimated value of the
aggregate for query qj .
AvgRelErr(Q) =
1
r
r∑
j=1
|θ˜j − θj |
θj
(2)
We could also use the average relative error to measure the
accuracy of the estimate for GROUP BY queries. Suppose we
are given a group by query q with groups G = {g1, . . . , gr}.
It is possible that the sample does not contain all of these
groups and the AQP system generates estimates for groups
{gj1 , . . . , gj′r} where each gji ∈ G. As before, let θji and θ˜ji
be the true and estimated value of the aggregate for group
gji . By assigning 100% relative error for missing groups, the
average relative error for group by queries is defined as,
AvgRelErr(q) =
1
r
(r − r′) + r′∑
i=1
|θ˜ji − θji |
θji
 (3)
III. BACKGROUND
In this section, we provide necessary background about
generative models and variational autoencoders in particular.
Generative Models. Suppose we are given a set of data points
X = {x1, . . . , xn} that are distributed according to some
unknown probability distribution P (X). Generative models
seek to learn an approximate probability distribution Q such
that Q is very similar to P . Most generative models also allow
one to generate samples X ′ = {x′1, . . . , } from the model
Q such that the X ′ has similar statistical properties to X .
Deep generative models use powerful function approximators
(typically, deep neural networks) for learning to approximate
the distribution.
Variational Autoencoders (VAEs). VAEs are a class of gener-
ative models [11], [6], [5] that can model various complicated
data distributions and generate samples. They are very efficient
to train, have an interpretable latent space and could be adapted
effectively to different domains such as images, text and music.
Latent variables are an intermediate data representation that
captures data characteristics used for generative modelling.
Let X be the relational data that we wish to model and z
a latent variable. Let P (X) be the probability distribution
from which the underlying relation consisting of attributes
A1, . . . , Am was derived and P (z) as the probability distri-
bution of the latent variable. Then P (X|z) is the distribution
of generating data given latent variable. We can model P (X)
in relation to z as P (X) =
∫
P (X|z)P (z)dz marginalizing
z out of the joint probability P (X, z). The challenge is that
we do not know P (z) and P (X|z). The underlying idea in
variational modelling is to infer P (z) using P (z|X).
Variational Inference. We use a method called Variational
Inference (VI) to infer P (z|X) in VAE. The main idea of
VI is to approach inference as an optimization problem. We
model the true distribution P (z|X) using a simpler distribution
(denoted as Q) that is easy to evaluate, e.g. Gaussian, and
minimize the difference between those two distribution using
KL divergence metric, which tells us how different P is
from Q. Typically, the simpler distribution depends on the
attribute type. Gaussian distribution is often appropriate for
real numbers while Bernoulli distribution is often used for
categorical attributes. Assume we wish to infer P (z|X) using
Q(z|X). The KL divergence is specified as:
DKL[Q(z|X)||P (z|X)] =
∑
z
Q(z|X) log(Q(z|X)
P (z|X) ) =
E[log(
Q(z|X)
P (z|X) )] = E[log(Q(z|X))− log(P (z|X))]
(4)
We can connect [11] Q(z|X) which is a projection of the data
into the latent space and P (X|z) which generates data given
a latent variable z through Equation 5 that is also called as
the variational objective.
logP (X)−DKL[Q(z|X||P (z|X)]
= E[logP (X|z)]−DKL[Q(z|X||P (z)]
(5)
Encoders and Decoders. A different way to think of this
equation is as Q(z|X) encoding the data using z as an
intermediate data representation and P (X|z) generates data
given a latent variable z. Typically Q(z|X) is implemented
with a neural network mapping the underlying data space
into the latent space (encoder network). Similarly P (X|z)
is implemented with a neural network and is responsible to
generate data following the distribution P (X) given sample
latent variables z from the latent space (decoder network).
The variational objective has a very natural interpretation.
We wish to model our data P (X) under some error function
DKL[Q(z|X||P (z|X)]. In other words, VAE tries to identify
the lower bound of log(P (X)), which in practice is good
enough as trying to determine the exact distribution is often
intractable. For this we aim to maximize over some mapping
from latent variables to logP (X|z) and minimize the differ-
ence between our simple distribution Q(z|X) and the true
latent distribution P (z). Since we need to sample from P (z)
in VAE typically one chooses a simple distribution to sample
from such as N(0, 1). Since we wish to minimize the distance
between Q(z|X) and P (z) in VAE one typically assumes that
Q(z|X) is also normal with mean µ(X) and variance Σ(X).
Both the encoder and the decoder networks are trained end-to-
end. After training, data can be generated by sampling z from
a normal distribution and passing it to the decoder network.
IV. AQP USING VARIATIONAL AUTOENCODERS
In this section, we provide an overview of our two phase
approach for using VAE for AQP. This requires solving a
number of theoretical and practical challenges such as input
encodings and approximation errors due to model bias.
Our Approach. Our proposed approach proceeds in two
phases. In the model building phase, we train a deep generative
model MR over the dataset R such that it learns the underlying
data distribution. In this section, we assume that a single model
is built for the entire dataset that we relax in Section V.
Once the DL model is trained, it can act as a succinct
representation of the dataset. In the run-time phase, the AQP
system uses the DL model to generate samples S from the
underlying distribution. The given query is rewritten to run
on S. The existing AQP techniques could be transparently
used to generate the aggregate estimate. Figure 1 illustrates
our approach.
Fig. 1. Two Phase Approach for DL based AQP
A. Using VAE for AQP
In this subsection, we describe how to train a VAE over
relational data and use it for AQP.
Input Encoding. In contrast to homogeneous domains such as
images and text, relations often consist of mixed data types that
could be discrete or continuous. The first step is to represent
each tuple t as a vector of dimension d. For ease of exposition,
we consider one-hot encoding and describe other effective
encodings in Section IV-E. One-hot encoding represents each
tuple as a d =
∑m
i=1 |Dom(Ai)| dimensional vector where
the position corresponding to a given domain value is set to
1. Each tuple in a relation R with two binary attributes A1
and A2, is represented as a 4 dimensional binary vector. A
tuple with A1 = 0, A2 = 1 is represented as [1, 0, 0, 1] while
a tuple with A1 = 1, A2 = 1 is represented as [0, 1, 0, 1]. This
approach is efficient for small attribute domains but becomes
cumbersome if a relation has millions of distinct values.
Model Building and Sampling from VAE. Once all the
tuples are encoded appropriately, we could use VAE to learn
the underlying distribution. We denote the size of the input
and latent dimension by d and d′ respectively. For one hot
encoding, d =
∑m
i=1 |Dom(Ai)|. As d′ increases, it results
in more accurate learning of the distribution at the cost of
a larger model. Once the model is trained, it could be used
to generate samples X ′. The randomly generated tuples often
share similar statistical properties to tuples sampled from the
underlying relation R and hence are a viable substitute for
R. One could apply the existing AQP mechanisms on the
generated samples and use it to generate aggregate estimates
along with confidence intervals.
The sample tuples are generated as follows: we generate
samples from the latent space z and then apply the decoder
network to convert points in latent space to tuples. Recall
from Section III that the latent space is often a probability
distribution that is easy to sample such as Gaussian. It is
possible to speed up the sampling from arbitrary Normal
distributions using the reparameterization trick. Instead of
sampling from a distribution N(µ, σ), we could sample from
the standard Normal distribution N(0, 1) with zero mean and
unit variance. A sample  from N(0, 1) could be converted to
a sample N(µ, σ) as z = µ + σ  . Intuitively, this shifts 
by the mean µ and scales it based on the variance σ.
B. Handling Approximation Errors.
We consider approximation error caused due to model bias
and propose an effective rejection sampling to mitigate it.
Sampling Error. Aggregates estimated over the sample could
differ from the exact results computed over the entire dataset
and their difference is called the sampling error. Both the tra-
ditional AQP and our proposed approach suffer from sampling
error. The techniques used to mitigate it - such as increasing
sample size - can also be applied to the samples from the
generative model.
Errors due to Model Bias. Another source of error is
sampling bias. This could occur when the samples are not rep-
resentative of the underlying dataset and do not approximate
its data distribution appropriately. Aggregates generated over
these samples are often biased and need to be corrected. This
problem is present even in traditional AQP [38] and mitigated
through techniques such as importance weighting [18] and
bootstrapping [15], [38].
Our proposed approach also suffers from sampling bias
due to a subtle reason. Generative models learn the data
distribution which is a very challenging problem - especially
in high dimensions. A DL model learns an approximate
distribution that is close enough. Uniform samples generated
from the approximate distribution would be biased samples
from the original distribution resulting in biased estimates.
As we shall show later in the experiments, it is important
to remove or reduce the impact of model bias to get accurate
estimates. Bootstrapping is not applicable as it often works
by resampling the sample data and performing inference on
the sampling distribution from them. Due to the biased nature
of samples, this approach provides incorrect results [15]. It
is challenging to estimate the importance weight of a sample
generated by VAE. Popular approaches such as IWAE [7] and
AIS [39] do not provide strong bounds for the estimates.
Rejection Sampling. We advocate for a rejection sampling
based approach [22], [10] that has a number of appealing
properties and is well suited for AQP. Intuitively, rejection
sampling works as follows. Let x be a sample generated from
the VAE model with probabilities p(x) and q(x) from the
original and approximate probability distributions respectively.
We accept the sample x with probability p(x)M×q(x) where M
is a constant upper bound on the ratio p(x)/q(x) for all x.
We can see that the closer the ratio is to 1, the higher the
likelihood that the sample is accepted. On the other hand, if
the two distributions are far enough, then a larger fraction of
samples will be rejected. One can generate arbitrary number
of samples from the VAE model, apply rejection sampling on
them and use the accepted samples to generate unbiased and
accurate aggregate estimates.
In order to accept/reject a sample x, we need the value of
p(x). Estimating this value - such as by going to the underlying
dataset - is very expensive and defeats the purpose of using
generative models. A better approach is to approximately
estimate it purely from the VAE model.
Variational Rejection Sampling Primer. We leverage an
approach for variational rejection sampling that was recently
proposed in [22]. For the sake of completeness, we describe
the approach as applied to AQP. Please refer to [22] for further
details. Sample generation from VAE takes place in two steps.
First, we generate a sample z in the latent space using the
variational posterior q(z|x) and then we use the decoder to
convert z into a sample x in the original space. In order to
generate samples from the true posterior p(z|x), we need to
accept/reject sample z with acceptance probability
a(z|x,M) = p(z|x)
M × q(z|x) (6)
where M is an upper bound on the ratio p(z|x)/q(z|x).
Estimating the true posterior p(z|x) requires access to the
dataset and is very expensive. However, we do know that
the value of p(x, z) from the VAE is within a constant
normalization factor p(x) as p(z|x) = p(x,z)p(x) . Thus, we can
redefine Equation 6 as
a(z|x,M ′) = p(x, z)
M × p(x)× q(z|x) =
p(x, z)
M ′ × q(z|x) (7)
We can now conduct rejection sampling if we know the
value of M ′. First, we generate a sample z from the variational
posterior q(z|x). Next, we draw a random number U in the
interval [0, 1] uniformly at random. If this number is smaller
than the acceptance probability a(z|x,M ′), then we accept
the sample and reject it otherwise. That way the number of
times that we have to repeat this process until we accept a
sample is itself a random variable with geometric distribution
p = P (U ≤ a(z|x,M ′)); P (N = n) = (1 − p)n−1p, n ≥ 1.
Thus on average the number of trials required to generate a
sample is E(N) = 1/p. By a direct calculation it is easy
to show [10] that p = 1/M ′. We set the value of M ′ as
M ′ = e−T where T ∈ [−∞,+∞] is an arbitrary threshold
function. This definition has a number of appealing properties.
First, this function is differentiable and can be easily plugged
into the VAE’s objective function thereby allowing us to learn
a suitable value of T for the dataset during training [22].
Please refer to Section VI for a heuristic method for setting
appropriate values of T during model building and sample
generation. Second, the parameter T when set, establishes a
trade-off between computational efficiency and accuracy. If
T → +∞, then every sample is accepted (i.e., no rejection)
resulting into fast sample generation at the expense of the
quality of the approximation to the true underlying distri-
bution. In contrast when T → −∞, we ensure that almost
every sample is guaranteed to be from the true posterior
distribution, by making the acceptance probability small and
as a result increasing sample generation time. Since a should
be a probability we change equation Equation 7 to:
a(z|x,M ′) = min
[
1,
p(x, z)
M ′ × q(z|x)
]
(8)
C. Towards Accuracy Guarantees
As mentioned in Section I, our approach is complementary
to traditional AQP system. Our objective is to design a
lightweight deep generative model that could be used to obtain
quick-and-dirty aggregate estimates that are often sufficient
for preliminary data exploration. Once the user has identi-
fied promising queries that requires provable guarantees, we
can defer traditional AQP techniques or even obtain exact
answers. In this subsection, we describe an initial approach
for obtaining the accuracy guarantees. We would like to note
that developing a framework to quantify approximation errors
of AQP based on deep generative models is a challenging
problem and a focus of our future research.
Eliminating Model Bias. Recall from Section IV-B that
approximation errors incurred in our approach are due to
model bias and sampling error. If the model bias is eliminated,
then our problem boils down to the traditional AQP setting. We
could readily leverage the rich set of accuracy guarantees and
confidence intervals developed for handling sampling error.
This is achieved by setting T = −∞ and applying variational
rejection sampling (VRS). However, this comes with a large
computational cost whereby the vast majority of generated
tuples are rejected. Ideally, we would like a granular accuracy-
computation tradeoff. Increasing T improves the sampling
efficiency at the cost of model bias.
Distribution Testing. We adapt techniques designed for high-
dimensional two-sample hypothesis testing [46], [50] for
choosing appropriate T . Suppose we are given two sets of
uniform random samples SD and SM from the original dataset
and the learned model respectively. Let |SD| = |SM |. Suppose
that these samples were drawn from probability distributions
PD and PM . If we can ascertain that the two distributions
are the same (i.e. PD = PM ), by using the corresponding
samples, then we can safely ignore the issue of model bias.
This is achieved by testing the null hypothesis H0 : PD = PM .
There are two factors that makes this challenging: high-
dimensionality and test-statistics for AQP. First, we train VAE
model by transforming tuples into a vector whose dimensional-
ity ranges in the thousands. Classical tests such as Kolmogrov-
Smirnov are not suitable for testing such high dimensional
distributions. Second, hypothesis testing methods rely on a test
statistic that is a function of SD and SM that could be used to
distinguish PD and PM . For example, a simple test statistic is
to choose an aggregate query such as estimating the average
value of some attribute Ai. If the average of Ai computed
over SD and SM deviates beyond certain threshold we can
reject the null hypothesis. However, this is not appropriate for
our scenario. We wish to test the null hypothesis for arbitrary
aggregate queries. The way out of this conundrum is to use
Cross-Match Test [46], [50].
Cross-Match Test for AQP. We begin by projecting tuples in
SD and SM into the latent space of VAE using the encoder.
We abuse the notation by representing the projected tuples as
SD and SM . Let Z = SD ∪ SM . We associate a label of 0
if tuple t ∈ SD and a label of 1 if t ∈ SM . We construct
a complete graph where each node corresponds to a tuple in
Z while the edge corresponds the Euclidean distance between
the latent space representation of the corresponding tuples. We
then compute a minimum weight perfect matching using the
Blossom algorithm [14]. The output is a collection of non-
overlapping pairs of tuples. Consider a specific pair of tuples
(Zi, Zj). There are three possibilities: both tuples are from
SD, both tuples are from SM or one each from SD and SM .
Let aD,D, aM,M , aD,M be the frequency of pairs from the
matching of these three categories. The cross-match test [46],
[50] specifies aD,M as the test statistic. Let η = aD,D +
aM,M + aD,M . We accept or reject the null hypothesis based
on the probability computed as
2aD,M × η!(
η
|SD|
)
(aD,D)!(aM,M )!(aM,D)!
(9)
D. Variational Autoencoder AQP Workflow
Algorithm 1 provides the pseudocode for the overall work-
flow of performing AQP using VAE. In the model building
phase, we encode the input relation R using an appropriate
mechanism (see Section IV-E). The VAE model is trained on
the encoded input and stored along with appropriate metadata.
During the runtime phase, we generate sample SM from VAE
using variational rejection sampling with T = 0. We then
apply the hypothesis testing to ensure that the two distributions
cannot be distinguished. If the null hypothesis is rejected, we
generate a new sample SD with a lower value of T . This
will ensure that the model bias issue is eliminated. One can
then apply existing techniques for generating approximation
guarantees and confidence intervals. Note that we use the VAE
model for data exploration only after it passed the hypothesis
testing.
Algorithm 1 AQP using VAE
1: Input: VAE model V
2: T = 0, SD = sample from D,
3: Sz = {} //set of samples
4: while samples are still needed do
5: Sample z ∼ q(z|x)
6: Accept or reject z based on Equation 8
7: If z is accepted, Sz = Sz ∪ {z}
8: SM =Decoder(Sz) // Convert samples to original space
9: Test null hypothesis H0 : PS = PD using Equation 9
10: if H0 is rejected then
11: T = T − 1
12: Goto Step 3
13: Output: Model V and T
E. Making VAE practical for relational AQP
In this subsection, we propose two practical improvements
for training VAE for AQP over relational data.
Effective Input Encoding. One-hot encoding of tuples is an
effective approach for relatively small attribute domains. If
the relation has millions of distinct values, then it causes two
major issues. First, the encoded vector becomes very sparse
resulting in poor performance [30]. Second, it increases the
number of parameters learned by the model thereby increasing
the model size and the training time.
A promising approach to improve one-hot encoding is to
make the representation denser using binary encoding. Without
loss of generality, let the domain Dom(Aj) be its zero-
indexed position [0, 1, . . . , |Dom(Aj)|− 1]. We can now con-
cisely represent these values using dlog2 |Dom(Aj)|e dimen-
sional vector. Once again consider the example Dom(Aj) =
{Low,Medium,High}. Instead of representing Aj as a 3-
dimensional vectors (i.e., 001, 010, 100), we can now rep-
resent them in dlog2(3)e = 2-dimensional vector i.e.,
η(Low) = 00, η(Medium) = 01, η(High) = 10. This
approach is then repeated for each attribute resulting a d =∑n
i=1dlog2 |Dom(Ai)|e-dimensional vector (for n attributes)
that is exponentially smaller and denser than the one-hot
encoding that requires
∑n
i=1 |Dom(Ai)| dimensions.
Effective Decoding of Samples. Typically, samples are ob-
tained from VAE in two steps: (a) generate a sample z in the
latent space i.e., z ∼ q(z|x) and (b) generate a sample x′
in the original space by passing z to the decoder. While this
approach is widely used in many domains such as images and
music, it is not appropriate for databases. Typically, the output
of the decoder is stochastic. In other words, for the same value
of z, it is possible to generate multiple reconstructed tuples
from the distribution p(x|z). However, blindly generating a
random tuple from the decoder output could return an invalid
tuple. For images and music, obtaining incorrect values for a
few pixels/notes is often imperceptible. However, getting an
attribute wrong could result in a (slightly) incorrect estimate
Typically, the samples generated are often more correct than
wrong. We could minimize the likelihood of an aberration
by generating multiple samples for the same value of z. In
other words, for the same latent space sample z, we generate
multiple samples X ′ = {x′1, x′2, . . . , } in the tuple space.
These samples could then be aggregated to obtain a single
sample tuple x′. The aggregation could be based on max (i.e.,
for each attribute Aj , pick the value that occurred most in X ′)
or weighted random sampling (i.e., for each attribute Aj , pick
the value based on the frequency distribution of Aj in X ′).
Both these approaches provide sample tuples that are much
more robust resulting in better accuracy estimates.
V. AQP USING MULTIPLE VAES
So far we have assumed that a single VAE model is used
to learn the data distribution. As our experimental results
show, even a single model could generate effective samples for
AQP. However, it is possible to improve this performance and
generate better samples. One way to accomplish this is to split
the dataset into say K non-overlapping partitions and learn a
VAE model for each of the partitions. Intuitively, we would
expect each of the models to learn the finer characteristics of
the data from the corresponding partition and thereby generate
better samples for that partition. In this section, we investigate
the problem of identifying the optimal set of K partitions for
building VAE models.
A. Problem Setup
Typically, especially in OLAP settings, tuples are grouped
according to hierarchies on given attributes. Such hierarchies
reflect meaningful groupings which are application specific
such as for example location, product semantics, year, etc.
Often, these groupings have a semantic interpretation and
building models for such groupings makes more sense than
doing so on an arbitrary subset of the tuples in the dataset.
As an example, the dataset could be partitioned based on the
attribute Country such that all tuples belonging to a particular
country is an atomic group. We wish to identify K non-
overlapping groups of countries such that a VAE model is
trained on each group.
More formally, let G = {g1, g2, . . . , gl} be the set of
existing groups with gi ⊆ R such that ∪li=1gi = R. We
wish to identify a partition S = {s1, . . . , sK} of R where
si ⊆ G and si ∩ sj = ∅ when i 6= j. Our objective is to
group these l subsets into K non-overlapping partitions such
that the aggregate error of the VAEs over these partitions is
minimized.
Efficiently solving this problem involves two steps: (a) given
a partition, a mechanism to estimate the error of K VAEs
trained over the partition without conducting the actual training
and (b) an algorithm that uses (a) to identify the best partition
over the space of partitions. Both of these challenges are non-
trivial.
B. Bounding VAE Errors
Quantifying VAE Approximation. The parameters of VAE
are learned by optimizing an evidence lower bound (ELBO)
given by
E[logP (X|z)]−DKL[Q(z|X)||P (z)]
(from Equation 5) which is a tight bound on the marginal
log likelihood. ELBO provides a meaningful way to measure
the distribution approximation by the VAE. Recall from Sec-
tion IV-B that we perform rejection sampling on the VAE
that results in a related measure we call R-ELBO (resampled
ELBO) defined as
E[logP (X|z)]−DKL[R(z|X,T )||P (z)]
where R(z|X,T ) is the resampled distribution for a user-
specified threshold of T . Given two VAEs trained on the same
dataset for a fixed value of T , the VAE with lower R-ELBO
provides a better approximation.
Bounding R-ELBO for a Partition. Let us assume that we
will train a VAE model for each of the atomic groups gj ∈ G.
We train the model using variational rejection sampling [22]
for a fixed T and compute its R-ELBO. In order to find the
optimal partition, we have to compute the value of R-ELBO
for arbitrary subsets si = {gi1, . . . , } ⊆ G. The naive approach
would be to train a VAE on the union of the data from atomic
groups in si which is time consuming. Instead, we empirically
show that it is possible to bound the R-ELBO of VAE trained
on si if we know the value of R-ELBO of each of gi1, . . . ,. Let
f(·) be such a function. In this paper, we take a conservative
approach and bound it by sum f(r1, r2, . . . , rk) =
∑k
i=1 ri
where ri is the R-ELBO for group gi. In other words, f(·)
bounds the R-ELBO of VAE trained ∪ki=1gi by
∑k
i=1 ri. It is
possible to use other functions that provide tighter bounds.
Empirical Validation. We empirically validated the function
f(·) on a number of datasets under a variety of settings. Table I
show the results for Census and Flights dataset that has been
widely used in prior work on AQP such as [32], [17], [19].
Please refer to Section VI for a description of the two datasets.
We obtained similar results for other benchmark datasets. For
each of the datasets, we constructed multiple atomic groups for
different categorical attributes. For example, one could group
the Census dataset using attributes such as gender, income,
race etc. We ensured that each of the groups are at least 5%
of the data set size to avoid outlier groups and if necessary
merged smaller groups into a miscellaneous group. We trained
a VAE model on each of the groups for different values of T
using variational rejection sampling and computed their R-
ELBO. We then construct all pairs, triples, and other larger
subsets of the groups and compare the bound obtained by
f(·) with the actual R-ELBO value of the VAE trained on
the data of these subsets. For each dataset, we evaluated 1000
randomly selected subsets and report the fraction in which the
bound was true. As is evident in table I the bound almost
always holds.
TABLE I
EMPIRICAL VALIDATION OF R-ELBO BOUNDING
Dataset T = −10 T = 0 T = +10
Census 0.992 0.997 0.996
Flights 0.961 0.972 0.977
C. Choosing Optimal Partition
In this section we assume we are provided with the value
of R-ELBO for each of the groups gi ∈ G, 1 ≤ i ≤ l,
a bounding function f(·) and a user specified value K. We
propose an algorithm that optimally splits a relation D into K
non overlapping partitions S = {s1, . . . , sK} where si ⊆ G
and si∩sj = ∅ when i 6= j. The key objective is to choose the
split S in such a way that the
∑K
i=1 R-ELBO(si) is minimized.
Note that there are Kl possible partitions and exhaustively
enumerating and choosing the best partition is often infeasible.
R-ELBO(g) corresponds to the actual R-ELBO for atomic
groups g ∈ G while for si ⊆ G, this is estimated using the
bounding function f(si). We investigate scenarios that occur
in practice.
Optimal Partition using OLAP Hierarchy. In OLAP set-
tings, tuples are grouped according to hierarchies on given
attributes that reflect meaningful semantics. We assume the
availability of an OLAP hierarchy in the form of a tree where
the leaf node corresponds to the atomic groups (e.g., Nikon
Digital Cameras) while the intermediate groups correspond
to product semantics (e.g., Digital Camera → Camera →
Electronics and so on). We wish to build VAE on meaningful
groups of tuples by constraining si to be selected from the
leafs or intermediate nodes, be mutually exclusive and have the
least aggregate R-ELBO score. We observe that the selected
nodes forms a tree cut that partitions the OLAP hierarchy into
K disjoint sub-trees.
Let us begin by considering the simple scenario where the
OLAP hierarchy is a binary tree. Let h denote an arbitrary
node in the hierarchy with left(h) and right(h) returning
the left and right children of h if they exist. We propose
a dynamic programming algorithm to compute the optimal
partition. We use the table Err[h, k] to denote aggregate R-
ELBO of splitting the sub-tree rooted at node h using at
most k partitions where k ≤ K. The base case k = 1 is
simply building the VAE on all the tuples falling under node
h. When k > 1, we evaluate the various ways to split h such
that the aggregate R-ELBO is minimized. For example, when
k = 2, there are two possibilities. We could either not split
h or build two VAE models over left(h) and right(h). The
optimal decision could be decided by choosing the option with
least aggregate error. In general, we consider all possible ways
of apportioning K between the left and right sub-trees of h
and pick the allocation resulting in least error. The recurrence
relation is specified by,
Err[h, k] =

R-ELBO(h) if k=1
min1≤i≤k(Err[left(h), i]+
Err[right(h), k − i]) otherwise
(10)
The extension to non-binary trees is also straightforward.
Let C = {c1, . . . , cj} be the children of node h. We system-
atically partition the space of children into various groups of
two and identify the best partitioning that gives the least error
(eq. 11). A similar dynamic programming approach was also
used for constructing histograms over hierarchical data in [45].
Err[h, k] =

R-ELBO(h) if k=1
min1≤i≤k(Err[{c1, . . . , cj/2}, i]+
Err[{cj/2+1, . . . , cj}, k − i]) otherwise
(11)
Scenario 2: Partitioning with Contiguous Atomic Groups.
Given the atomic groups G = {g1, . . . , gl}, a common sce-
nario is to partition them into K contiguous subsets. This could
be specified as K + 1 integers 1 = b1 ≤ b2 . . . ≤ bK+1 = l
where the boundary of the i-th subset is specified by [bi, bi+1]
and consists of a set of atomic groups {gbi , . . . , gbi+1 ]. This is
often desirable when the underlying attribute has a natural
ordering such as year. So we would prefer to train VAE
models over data from consecutive years such as {2016 −
2017, 2018 − 2019} instead of arbitrary groupings such as
{{2016, 2018}, {2017, 2019}}. This problem could be solved
in near linear time (i.e., O(l)) by using the approach first
proposed in [23]. The key insight is the notion of sparse
interval set system that could be used to express any interval
using a bounded number of sparse intervals. The authors then
use a dynamic programming approach on the set of sparse
intervals to identify the best partitioning.
In practice, K is often determined by various other factors
such as space budget for persisting the generative models.
Identifying K automatically is an interesting orthogonal prob-
lem. Our bounding function for R-ELBO has a natural mono-
tonic property. We empirically found that common heuristics
for selecting number of clusters such as Elbow method [24]
works well for our purpose.
VI. EXPERIMENTS
We conduct a comprehensive set of experiments and demon-
strate that VAE (and deep generative models) are a promising
mechanism for AQP. We reiterate that our proposed approach
is an alternate way for generating samples, albeit very fast.
Most of the prior work for improving AQP estimates could be
transparently used on the samples from VAE.
A. Experimental Setup
Hardware and Platform. All our experiments were per-
formed on a server with 16 cores, 128 GB of RAM and
NVidia Tesla K80 GPU. We used PyTorch [43] for training
VAE and GAN, bnlearn [47] for learning Bayesian Networks
and MSPN [36] for mixed sum-product networks (MSPN).
Datasets. We conducted our experiments on two real-world
datasets: Census [2] and Flights [1], [16]. Both datasets have
complex correlated attributes and conditional dependencies
that make AQP challenging. The Census dataset has 8 cat-
egorical attributes and 6 numerical attributes and contains
demographic and employment information. The Flights dataset
has 6 categorical and 6 numerical attributes and contains
information about on-arrival statistics for the last few years.
We used the data generator from [16] to scale the datasets
to arbitrary sizes while also ensuring that the relationships
between attributes are maintained. By default, our experiments
were run on datasets with 1 million tuples.
Deep Generative Models for AQP. In our experiments, we
primarily focus on VAE for AQP as it is easy and efficient
to train and generates realistic samples [11]. By default, our
VAE model consists of a 2 layer encoder and decoder that are
parameterized by Normal and Bernoulli distributions respec-
tively. We used binary encoding (Section IV-E) for converting
tuples into a representation consumed by the encoder.
In order to generate high quality samples, we use rejection
sampling during both VAE training and sample generation
albeit at different granularities. During training, the value of
threshold T (x) is set for each tuple x so that the acceptance
probability of samples generated from q(z|x) is roughly 0.9
for most tuples. We use the procedure from [22] to generate
a Monte Carlo estimate for T (x) satisfying acceptance prob-
ability constraints. While the trained model already produces
realistic samples, we further ensure this by performing rejec-
tion sampling with a fixed threshold T (for the entire dataset)
during sample generation (as detailed in Section IV-B). There
are many ways for choosing the value of T . It could be
provided by the user or chosen by cross validation such that it
provides the best performance on query workload. By default,
we compute the value of T from the final epoch of training as
follows. For each tuple x, we have the Monte-Carlo estimate
T (x). We select the 90-th percentile of the distribution T (x).
Intuitively, this ensures that samples generated for 90% of the
tuples would have acceptance probability of 0.9. Of course,
it is possible to specify different values of T for queries with
stringent accuracy requirements. We used Wasserstein GAN as
the architecture for generative adversarial networks [20]. We
used entropy based discretization [12] for continuous attributes
when training discrete Bayesian networks. We used the default
settings from [36] for training MSPN.
Query Workload. We used IDEBench [16] to generate aggre-
gate queries involving filter and group-by conditions. We then
selected a set of 1000 queries that are diverse in various facets
such as number of predicates, selectivity, number of groups,
attribute correlation etc.
Performance Measures. As detailed in Section IV-B, AQP
using VAE introduces two sources of errors: sampling error
and errors due to model bias. The accuracy of an estimate
could be evaluated by relative error (see Equation 1). For
each query in the workload, we compute the relative error
over a fixed size sample (1% by default) obtained from the
underlying dataset R and the learned VAE model. For a given
query, the relative error difference (RED) computed as the
absolute difference between the two relative errors provides
a meaningful way to compare them. Intuitively, RED will be
close to 0 for a well trained VAE model. We repeat this process
over 10 different samples and report the average results. Given
that our query workload has 1000 queries, we use box plots
to concisely visualize the distribution of the relative error
difference. The middle line corresponds to the median value
of the difference while the box boundaries correspond to the
25th and 75th percentiles. The top and bottom whiskers are
set to show the 95th and 5th percentiles respectively.
B. Experimental Results
Evaluating Model Quality. In our first experiment, we
demonstrate that VAE could meaningfully learn the data
distribution and generate realistic samples. Figure 2 shows
the distribution of relative error differences for both datasets
over the entire query workload for various sample sizes. We
can see that the differences are less than 1% for almost
all the cases for the Census dataset. The flights dataset has
many attributes with large domain cardinalities which makes
learning the data distribution very challenging. Nevertheless,
our proposed approach is still within 3% of the relative error
obtained from the samples of R.
Impact of Selectivity. In this experiment, we group the
queries based on their selectivity and compute the relative error
difference for each group. As shown in Figure 3, the differ-
ence is vanishingly small for queries with large selectivities
and slowly increases for decreasing selectivities. In general,
generating estimates for low selectivity queries is challenging
for any sampling based AQP. The capacity/model size con-
straints imposed on the VAE model could result in generating
bad estimates for some queries with very low selectivities.
However, this issue could be readily ameliorated by building
multiple VAE models that learn the finer characteristics of data
minimizing such errors in these cases.
Impact of Model Capacity and Depth. Figures 4 and 5
shows the impact of two important hyper parameters - the
number of latent dimensions and depth of the encoder and
decoder. We vary the latent dimension from 10% to 100%
of the input dimension. Large latent dimension results in an
expressive model that can learn complex data distributions at
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the cost of increased model size and training time. Increasing
the depth results in a more accurate model but with larger
model size and slower training time. Empirically, we found
that setting latent dimension size to 50% (for binary encoding)
and encoder/decoder network depth of 2 provides good results.
Effectiveness of Input Encoding and Output Decoding. It
is our observation that the traditional approach of one-hot
encoding coupled with generating a single sample tuple for
each sample from the latent space does not provide realistic
tuples. It may be suitable for image data but certainly not
suitable for relational data. Figure 6 shows how different
encodings affect the generated samples. For datasets such as
Census where almost all attributes have small domain cardinal-
ity, all the three approaches provide similar results. However,
for the flights dataset where some attributes have domain
cardinality in tens of thousands, naive approaches such as one-
hot encoding provides sub-optimal results. This is due to the
fact that there are simply too many parameters to be learnt
and even a large dataset of 1 Million tuples is insufficient.
Similarly, Figure 6 shows that our proposed decoding approach
dramatically decreases the relative error difference making the
approach suitable for relational data. This is due to the fact
that the naive decoding could produce unrealistic tuples that
could violate common integrity constraints an effect that is
minimized when using our proposed decoding.
Impact of Rejection Sampling. Figure 8 shows how varying
the value of T impacts the sample quality. Recall from
Section IV-B that as T → +∞, almost all samples from VAE
are accepted, while when T → −∞, samples are rejected
unless they are likely to be from the true posterior distribution.
As expected, decreasing the value of T results in decreased
value of relative error difference. However, this results in a
larger number of samples being rejected. Our approach allows
T to be varied across queries such that queries with stringent
accuracy requirements can use small T for better estimates. We
investigate the impact of rejection sampling on model building
and sample generation later in the section.
One versus Multiple VAEs. In the next set of experiments,
we consider the case where one uses multiple VAEs to
learn the underlying data distribution. We partitioned the
attributes based on marital-status for Census and origin-state
for Flights. We evaluated partitioning data over other attributes
and observed similar results. In order to compare the models
fairly, we ensured that the cumulative model capacity for both
scenarios were the same. For example, if we built K VAE
models with capacity C each, then we compared it against
a single VAE model with capacity K × C. Figure 9 shows
the results. As expected, the sample quality improves with
larger number of VAE models enabling them to learn finer
data characteristics. Interestingly, we observe that increasing
the model capacity for the single VAE case has diminishing
returns due to the fixed size of the training data. In other
words, increasing the capacity does not improve the perfor-
mance beyond certain model capacity. Figure 10 compares the
performance of partitions selected by the dynamic program-
ming algorithm for the scenario where an OLAP hierarchy
is provided. We compare it against a greedy algorithm. As
expected, our proposed approach that is cognizant of the R-
ELBO metric provides better partitions - especially datasets
such as Flight that have complex R-ELBO distributions.
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C. Comparison with DL Model for AQP.
While we primarily focused on VAE, it is possible to
leverage other deep generative models for AQP. Figure 11
compares the performance of three common models : VAE,
GAN and Bayesian Networks (BN). Generative Adversarial
Networks (GANs) [21], [20] are a popular and powerful
class of generative models that learn the distribution as a
minimax game between two components - generator (that
generates data) and discriminator (that identifies if the sample
is from the true distribution or not). (Deep) Bayesian networks
(BN) are another effective generative model that specifies
the joint distribution as a directed graphical model where
nodes correspond to random variable Ai (for attribute Ai) and
directed edges between nodes signify (direct) dependencies
between the corresponding attributes. Please refer to [20] for
more details. In order to ensure a fair comparison, we imposed
a constraint that the model size for all three approaches are
fixed. Furthermore, VAE provides the best results for a fixed
model size. GANs provide reasonable performance but was
heavily reliant on tuning. Training a GAN requires identifying
an equilibria and tuning of many parameters such as the model
architecture and learning rate [21]. This renders the approach
hard to use in practise for general data sets. Identifying appro-
priate mechanisms for training GANs over relational data for
AQP is a promising avenue for future research. BNs provide
the worst result among the three models. While BNs are easy
to train for datasets involving discrete attributes, a hybrid
dataset with discrete and continuous attributes, and attributes
with large domain cardinalities are challenging. When the
budget on model size is strict, BNs often learn a sub-optimal
model.
We also evaluated VAE against the recently proposed
MSPN [36] that has been utilized for AQP in [32]. Similar
to Bayesian Networks, MSPNs are acyclic graphs (albeit
rooted graphs) with sum and product nodes as internal nodes.
Intuitively, the sum nodes split the dataset into subsets while
product nodes split the attributes. The leaf nodes define the
probability distributions for an individual variable. MSPN
could be used to represent an arbitrary probability distribu-
tion [36]. We used the random sampling procedure from [32]
for generating samples from a trained MSPN. We observed
that MSPN often struggles to model distributions involving
large number of attributes and/or tuples and that using a single
MSPN for the entire model did not provide good results. As
a comparison to train a VAE on 1M tuples of the Census
data set on all attributes requires a few minutes versus almost
3.5 hours for MSPN. In addition the accuracy of queries
with larger number of attributes for the case of MSPN was
very poor and not close to any of the other models. Hence,
we decided to provide an advantage to MSPN, building the
model over subsets of attributes. That way we let the model
focus only on specific queries and improve its accuracy. There
were around 120 distinct combination of measure and filter
attributes in our query workload. We built MSPN models for
each combination of attributes, generate samples from it and
evaluate our queries over it. For example, if a query involved
an aggregate over Ax and filter condition over {Ai, Aj , Ak},
we built an MSPN over the projected dataset containing only
{Ax, Ai, Aj , Ak}. Unlike GAN and BN, we did not control the
number of leaf nodes. However, the size of the MSPN models
that were trained over attribute subsets were in the same
ballpark as the other generative models. Figure 11 presents the
performance of VAE and MSPN (build on specialized subsets
of attributes) to be superior over GAN and BN. However,
in the case of VAE the model was trained over the entire
dataset being able to answer arbitrary queries while MSPN
was trained over specific attribute subsets utilized by specific
queries. Even in this case, providing full advantage to MSPN,
the median relative error difference for VAE and MSPN were
0.060835 and 0.137699 respectively, more than two times
better for VAE. This clearly demonstrates that a VAE model
can learn a better approximation of the data, being able to
answer arbitrary queries while it can be trained an order of
magnitude faster than MSPN as detailed next.
Next, we compare our approach with DBEst [33] and Neu-
ralCubes [49] that use ML models for answer AQP queries.
Figure 11 compares the performance of our approach against
these methods. In contrast to our approach that uses synthetic
samples, DBEst and NeuralCubes use pre-built models to
directly answer AQP queries. For simple aggregate queries,
the performance of both these methods are comparable to
that of our approach. However, our approach produces more
accurate result for ad-hoc queries that are very common in
data exploration. Furthermore, the ability of our approach to
create arbitrary number of samples to achieve low error that
is not possible with DBEst and NeuralCubes.
Performance Experiments. Our next set of experiments
investigate the scalability of VAE for different dataset sizes
and values of threshold T . Figure 12 depicts the results for
training over a single GPU. All results would be substantially
better with the use of multiple GPUs. As expected, the
training time increases with larger dataset size. However, due
to batching and other memory optimizations, the increase
is sublinear. Next, incorporating rejection sampling has an
impact on the training time with stringent values of T requiring
more training time. The increased time is due to the larger
number of training epochs needed for the model to learn
the distribution. The validation procedure for evaluating the
rejection rate uses a Monte Carlo approach [22] that also
contributes to the increased training time. However overall it
is evident from our results that very large data sets can be
trained very efficiently even on a single GPU. This attests
to the practical utility of the proposed approach. Figure 13
presents the cost of generating samples of different sizes and
for various values of T . Not surprisingly, lower values of T
require a larger sampling time due to the higher number of
rejected samples. As T becomes less stringent, sampling time
dramatically decreases. Interestingly, the sampling time does
not vary a lot for different sampling sizes. This is due to the
efficient vectorized implementation of the sampling procedure
in PyTorch and the availability of larger memory that could
easily handle samples of large size. It is evident again that the
proposed approach can generate large number of samples in
fractions of a second making the approach highly suitable for
fast query answering with increased accuracy.
VII. RELATED WORK
Deep Learning for Databases. Recently, there has been
increasing interest in applying deep learning techniques for
solving fundamental problems in databases. SageDB [28]
proposes a new database architecture that integrates deep
learning techniques to model data distribution, workload and
hardware and use it for indexing, join processing and query
optimization. Deep learning has also been used for learning
data distribution to support index structures [29], join car-
dinality estimation [27], [40], join order enumeration [31],
[35], physical design [44], entity matching [13], workload
management [34] and performance prediction [48].
Sampling based Approximate Query Processing. AQP
has been extensively studied by the database community.
A detailed surveys is available elsewhere [18], [38]. Non
sampling based approaches involve synopses data structures
such as histograms, wavelets and sketches. They are often
designed for specific types of queries and could answer them
efficiently. In our paper, we restrict ourselves to sampling
based approaches [3], [4], [42], [26], [8]. Samples could either
be pre-computed or obtained during runtime. Pre-computed
samples often leverage prior knowledge about workloads to
select samples that minimize the estimation error. However,
if workload is not available or is inaccurate, the chosen
samples could result in worse approximations. In this case,
recomputing samples is often quite expensive. Our model
based approach could easily avoid this issue by generating
samples as much as needed on-demand. Online aggregation
based approaches such as [25], [51] continuously refine the
aggregate estimates during query execution. The execution
can be stopped at any time if the user is satisfied with
the estimate. Prior approaches often expect the data to be
retrieved in a random order which could be challenging. Our
model based approach could be easily retrofitted into online
aggregation systems as they could generate random samples
efficiently. Answering ad-hoc queries and aggregates over rare
sub-populations is especially challenging [9] . Our approach
offers a promising approach where as many samples as needed
could be generated to answer such challenging queries without
having to access the dataset. [32] uses mixed sum-product
networks (MSPN) to generate aggregate estimates for interac-
tive visualizations. While in the same spirit as our work, their
proposed approach suffers from scalability issues that limits
its widespread applicability. Even for a small dataset with 1
million tuples, it requires hours for training. This renders such
an approach hard to apply for very large data sets. In contrast
a VAE model can be trained in a matter of minutes making it
ideal for very large data sets.
VIII. CONCLUSION
We proposed a model based approach for AQP and demon-
strated experimentally that the generated samples are realistic
and produce accurate aggregate estimates. We identify the
issue of model bias and propose a rejection sampling based
approach to mitigate it. We proposed dynamic programming
based algorithms for identifying optimal partitions to train
multiple generative models. Our approach could integrated
easily into AQP systems and can satisfy arbitrary accuracy
requirements by generating as many samples as needed with-
out going back to the data. There are a number of interesting
questions to consider in the future. Some of them include
better mechanisms for generating conditional samples that
satisfy certain constraints. Moreover, it would be interesting
to study the applicability of generative models in other data
management problems such as synthetic data generation for
structured and graph databases extending ideas in [41].
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