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In this paper, we introduce the concept of the weighted generator sequence and prove that
certain conditions in terms of weighted generator sequences are Tauberian conditions for
the weighted mean summability method.
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1. Introduction
Let u = (un) be a sequence of real numbers. Assume that p = (pn) is a sequence of nonnegative numbers with p0 > 0,
such that
Pn :=
n−
k=0
pk →∞ as n →∞,
and
p(x) =
∞−
k=0
pkxk <∞ for 0 < x < 1.
The n-th weighted mean of (un) is defined by
σ (1)n,p (u) :=
1
Pn
n−
k=0
pkuk.
A sequence (un) is said to be summable by the weighted mean method determined by the sequence p; in short, (N, p) is
summable to a finite number s if
lim
n→∞ σ
(1)
n,p (u) = s. (1)
If the limit
lim
n→∞ un = s (2)
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exists, then (1) also exists. However, the converse is not always true. Notice that (1) may imply (2) under a certain
condition, which is called a Tauberian condition. Any theorem which states that convergence of sequences follows from
(N, p) summability method and some Tauberian condition is said to be a Tauberian theorem.
If pn = 1 for all nonnegative n, then (N, p) summability method reduces to Cesàro summability method.
If
∑∞
k=0 pkukxk is convergent for 0 < x < 1, and
1
p(x)
∑∞
k=0 pkukxk → s as x → 1−, we say that (un) is summable to s by
the power series method (J, p), and we write un → s(J, p).
The difference between un and its n-th weighted mean σ
(1)
n,p (u), which is called the weighted Kronecker identity is given
by the identity
un − σ (1)n,p (u) = V (0)n,p (1u), (3)
where V (0)n,p (1u) := 1Pn
∑n
k=1 Pk−11uk.
Indeed, from the identity
n−
k=0
pkuk =
n−
k=0
(Pk − Pk−1)uk
=
n−
k=0
Pkuk −
n−
k=0
Pk−1uk
=
n+1−
k=1
Pk−1uk−1 −
n−
k=0
Pk−1uk
=
n−
k=1
Pk−1(uk−1 − uk)+ Pnun,
where P−1 = 0, we get
n−
k=0
pkuk =
n−
k=1
Pk−11uk + Pnun,
which proves the weighted Kronecker identity.
The weighted Kronecker identity will be used repeatedly hereafter in the various steps of the proofs of Section 3. The se-
quence (V (0)n,p (1u)) is called theweighted generator sequence of (un). If pn = 1 for all nonnegative n, thenwe have the gener-
ator sequence (V (0)n (1u)) =
 1
n+1
∑n
k=1 k1uk

of (un). Some suitable conditions given in terms of the oscillatory behavior of
(V (0)n (1u)) are used to be Tauberian conditions for certain summability methods in our previously published papers [1–3].
The weighted classical control modulo of (un) is denoted by ω
(0)
n,p(u) = Pn−1pn 1un. If pn = 1 for all nonnegative n, then we
have the classical control modulo ω(0)n (u) = n1un which is introduced by Tauber [4].
A sequence (un) is said to be slowly oscillating [5] if
lim
λ→1+
lim sup
n→∞
max
n+1≤k≤[λn]
|uk − un| = 0. (4)
For each integerm ≥ 0, we define σ (m)n,p (u) and V (m)n,p (1u) by
σ (m)n,p (u) =

1
Pn
n−
k=0
pkσ
(m−1)
k,p (u), m ≥ 1
un, m = 0
and
V (m)n,p (1u) =

1
Pn
n−
k=0
pkV
(m−1)
k,p (1u), m ≥ 1
V (0)n,p (1u), m = 0
respectively.
The weighted de la Vallée Poussin means of (un) are defined by
τ>n,[λn],p(u) =
1
P[λn] − Pn
[λn]−
k=n+1
pkuk
for λ > 1 and sufficiently large n and
τ<n,[λn],p(u) =
1
Pn − P[λn]
n−
k=[λn]+1
pkuk
for 0 < λ < 1 and sufficiently large n.
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A number of authors such as Tauber [4], Littlewood [6], Hardy and Littlewood [7], Landau [8], and Schmidt [9] studied
Tauberian theorems for Abel and Cesàro summability methods (see [10]). They focused on imposing conditions on n1un :=
n(un − un−1) to recover convergence of (un) out of its Abel and Cesàro summability. Some authors like Jakimovski [11]
and Szász [12] concentrated on imposing conditions on the arithmetic means of (n1un), which is later denoted by
(V (0)n (1u)).
Jakimovski [11] and Szász [12] obtained convergence of a sequence imposing conditions on the oscillatory behavior of the
generator sequence (V (0)n (1u)) out of its Cesàro summability. Dik [13], C. anak [14,15] and C. anak and Totur [16,17] proved
several Tauberian type theorems for Abel and Cesàro summabilitymethods by using the oscillatory behavior of the generator
sequences as Tauberian conditions.
It is well known that (N, p) summability implies (J, p) summability. But the converse is not generally true. Tietz and
Trautner [18] gave some Tauberian conditions of (J, p)→ (N, p)-type. Kratz and Stadtmüller [19] proved o – andO – Taube-
rian theorems for (J, p) summability of (un)under various conditions imposed either on the sequence (un) or on the sequence
(pn). Kratz and Stadtmüller [20] obtained Tauberian conditions for (J, p) summability method under certain conditions on
(pn).
Tauberian theorem for (N, p) summability method is examined by several authors such as Hardy [10], Ananda-Rau [21],
Tietz [22], Tietz and Zeller [23], and Móricz and Rhoades [24]. They obtained Tauberian conditions based on the sequences
(un)or (ω
(0)
n,p(u)) for (N, p) summabilitymethod. In thiswork,we concentrate on Tauberian conditions based on theweighted
means of the sequence (ω(0)n,p(u))which is called (V
(0)
n,p (1u)).
Tietz [22], Tietz and Zeller [23] established Tauberian conditions controlling the oscillatory behavior of sequences for
(N, p) summability method. Móricz and Rhoades [24] obtained necessary and sufficient conditions for (N, p) summable
(un) to be convergent. They also showed that one-sided boundedness of (ω
(0)
n,p(u)) under certain conditions is a Tauberian
condition for (N, p) summability method. It was given in Hardy [10, Theorem 67] that ω(0)n,p(u) = O(1) is a Tauberian
condition for the weighted mean summability method.
In this paper we introduce the concept of the weighted generator sequence and show that certain conditions on the
weighted generator sequences are sufficient conditions for (N, p) summable (un) to be convergent. Namely, we prove that
slow oscillation of (V (0)n,p (1u)) is a Tauberian condition for (N, p) summability method. Furthermore, we establish that
one-sided boundedness of the difference sequence (ω(0)n,p(u) − V (0)n,p (1u)) is a Tauberian condition for (N, p) summability
method.
We give some lemmas before proving theorems.
2. Lemmas
By the following lemma we give two different representations of the difference un − σ (1)n,p (u).
Lemma 1. Let u = (un) be a sequence of real numbers.
(i) For λ > 1 and sufficiently large n,
un − σ (1)n,p (u) =
P[λn]
P[λn] − Pn

σ
(1)
[λn],p(u)− σ (1)n,p (u)

− 1
P[λn] − Pn
[λn]−
k=n+1
pk(uk − un),
where [λn] denotes the integer part of λn.
(ii) For 0 < λ < 1 and sufficiently large n,
un − σ (1)n,p (u) =
P[λn]
Pn − P[λn]

σ (1)n,p (u)− σ (1)[λn],p(u)

+ 1
Pn − P[λn]
n−
k=[λn]+1
pk(un − uk).
Proof. (i) For λ > 1, from the definition of weighted de la Vallée Poussin means of (un), we have
τ>n,[λn],p(u) =
1
P[λn] − Pn
[λn]−
k=n+1
pkuk = 1P[λn] − Pn
 [λn]−
k=0
pkuk −
n−
k=0
pkuk

.
Since σ (1)[λn],p(u) = 1P[λn]
∑[λn]
k=0 pkuk, and σ
(1)
n,p (u) = 1Pn
∑n
k=0 pkuk, we obtain
τ>n,[λn],p(u) =
1
P[λn] − Pn

P[λn]σ (1)[λn](u)− Pnσ (1)n,p (u)

= P[λn]
P[λn] − Pn σ
(1)
[λn],p(v)−
Pn
P[λn] − Pn σ
(1)
n,p (u)
= σ (1)n,p (u)+
P[λn]
P[λn] − Pn

σ
(1)
[λn],p(u)− σ (1)n,p (u)

.
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The difference τ>n,[λn],p(u)− σ (1)[λn],p(u) can be written as
τ>n,[λn],p(u)− σ (1)n,p (u) =
P[λn]
P[λn] − Pn

σ
(1)
[λn],p(u)− σ (1)n,p (u)

. (5)
Subtracting σ (1)n,p (u) from the both sides of the identity
un = τ>n,[λn],p(u)−
1
P[λn] − Pn
[λn]−
k=n+1
pk(uk − un),
we get
un − σ (1)n,p (u) = (τ>n,[λn],p(u)− σ (1)n,p (u))−
1
P[λn] − Pn
[λn]−
k=n+1
pk(uk − un). (6)
Using the identity (5), we have
un − σ (1)n,p (u) =
P[λn]
P[λn] − Pn

σ
(1)
[λn],p(u)− σ (1)n,p (u)

− 1
P[λn] − Pn
[λn]−
k=n+1
pk(uk − un).
This completes the proof. 
(ii) Proof of Lemma 1 (ii) is similar to that of Lemma 1 (i).
Lemma 2. For a sequence (un),
Pn−1
pn
1σ (1)n,p (u) = V (0)n,p (1u).
Proof. The proof follows from the lines
1σ (1)n,p (u) =
1
Pn
n−
k=1
pkuk − 1Pn−1
n−1
k=1
pkuk = 1PnPn−1

Pn−1
n−
k=1
pkuk − Pn
n−1
k=1
pkuk

= 1
PnPn−1

Pn−1
n−1
k=1
pkuk + Pn−1pnun − Pn−1
n−1
k=1
pkuk − pn
n−1
k=1
pkuk

= pn
PnPn−1
n−
k=1
Pk−11uk = pnPn−1 V
(0)
n,p (1u). 
3. Main results
In Theorems 3 and 6 we give Tauberian theorems for (N, p) summability method.
Theorem 3. Let
1 < lim inf
n→∞
P[λn]
Pn
< lim sup
n→∞
P[λn]
Pn
<∞, for λ > 1, (7)
1 < lim inf
n→∞
Pn
P[λn]
< lim sup
n→∞
Pn
P[λn]
<∞, for 0 < λ < 1, (8)
and
Pn−1
pn
= O(n). (9)
If (un) is (N, p) summable to s and
Pn−1
pn
1V (0)n,p (1u) ≥ −C (10)
for some C ≥ 0, then (un) is convergent to s.
Note that the conditions (7) and (8) which restrict p = (pn)were given by Móricz and Rhoades [24].
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We now show how to obtain the condition (10) in Theorem 3. Taking the backward difference of the both sides of the
weighted Kronecker identity and then multiplying by Pn−1pn , we have
Pn−1
pn
1un − Pn−1pn 1σ
(1)
n,p (u) =
Pn−1
pn
1V (0)n,p (1u).
By Lemma 2,
ω(0)n,p(u)− V (0)n,p (1u) =
Pn−1
pn
1V (0)n,p (1u). (11)
Corollary 4. Let the conditions (7)–(9) be satisfied. If (un) is (N, p) summable to s and
Pn−1
pn
1V (0)n,p (1u) = O(1), then (un) is
convergent to s.
A special case of Theorem 3 can be obtained by choosing pn = 1 for every nonnegative n as follows.
Corollary 5 ([13]). If (un) is Cesàro summable to s and n1V
(0)
n (1u) ≥ −C for some C ≥ 0, then (un) is convergent to s.
Proof of Theorem 3. Since (un) is (N, p) summable to s, we have (σ
(1)
n,p (u)) is convergent to s. Suppose that
Pn−1
pn
1V (0)n,p (1u) ≥
−C for some C ≥ 0. Since (N, p) summability method is regular, (σ (2)n,p (u)) is convergent to s. It follows from the weighted
Kronecker identity that (V (1)n,p (1u)) is convergent to zero. If we replace un by V
(0)
n,p (1u) in Lemma 1 (i), we have
V (0)n,p (1u)− V (1)n,p (1u) =
P[λn]
P[λn] − Pn

V (1)[λn],p(1u)− V (1)n,p (1u)

− 1
P[λn] − Pn
[λn]−
k=n+1
pk(V
(0)
k,p (1u)− V (0)n,p (1u))
= P[λn]
P[λn] − Pn

V (1)[λn],p(1u)− V (1)n,p (1u)

− 1
P[λn] − Pn
[λn]−
k=n+1
pk
k−
j=n+1
1V (0)j,p (1u)
≤ P[λn]
P[λn] − Pn

V (1)[λn],p(1u)− V (1)n,p (1u)

+ 1
P[λn] − Pn
[λn]−
k=n+1
pk
k−
j=n+1
pj
Pj−1
C
≤ P[λn]
P[λn] − Pn

V (1)[λn],p(1u)− V (1)n,p (1u)

+ C1 log [λn]n
for some C1 > 0. Taking lim sup of both sides of the inequality above as n →∞, we have
lim sup
n→∞

V (0)n,p (1u)− V (1)n,p (1u)
 ≤ lim sup
n→∞
P[λn]
P[λn] − Pn lim supn→∞

V (1)[λn],p(1u)− V (1)n,p (1u)

+ C1 log λ, (12)
for some C1 > 0.
Since the first term on the right-hand side of the inequality (12) vanishes by (7), we have lim supn→∞(V
(0)
n,p (1u) −
V (1)n,p (1u)) ≤ C1 log λ, for some C1 > 0.
Taking the limit of both sides as λ→ 1+, we obtain
lim sup
n→∞

V (0)n,p (1u)− V (1)n,p (1u)
 ≤ 0. (13)
From Lemma 1 (ii), we have
V (0)n,p (1u)− V (1)n,p (1u) =
P[λn]
Pn − P[λn]

V (1)n,p (1u)− V (1)[λn],p(1u)

+ 1
Pn − P[λn]
n−
k=[λn]+1
pk(V (0)n,p (1u)− V (0)k,p (1u))
≥ P[λn]
Pn − P[λn]

V (1)n,p (1u)− V (1)[λn],p(1u)

+ 1
Pn − P[λn]
n−
k=[λn]+1
pk
k−
j=n+1
1V (0)j,p (1u)
≥ P[λn]
Pn − P[λn]

V (1)n,p (1u)− V (1)[λn],p(1u)

− 1
Pn − P[λn]
n−
k=[λn]+1
pk
k−
j=n+1
pj
Pj−1
C
≥ P[λn]
Pn − P[λn]

V (1)n,p (1u)− V (1)[λn],p(1u)

− C1 log [λn]n
for some C1 > 0. Taking lim inf of both sides of the inequality above as n →∞, we have
lim inf
n→∞

V (0)n,p (1u)− V (1)n,p (1u)
 ≥ lim inf
n→∞
P[λn]
Pn − P[λn] lim infn→∞

V (1)n,p (1u)− V (1)[λn],p(1u)

− C1 log λ, (14)
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for some C1 > 0. Since the first term on the right-hand side of the inequality (14) vanishes by (8), we have
lim inf
n→∞

V (0)n,p (1u)− V (1)n,p (1u)
 ≥ −C1 log λ,
for some C1 > 0.
Taking the limit of both sides as λ→ 1−, we obtain
lim inf
n→∞

V (0)n,p (1u)− V (1)n,p (1u)
 ≥ 0. (15)
From (13) and (15) we have limn→∞ V (0)n,p (1u) = limn→∞ V (1)n,p (1u). Since (un) is (N, p) summable to s, (un) is convergent
to s by the weighted Kronecker identity. 
Theorem 6. Let (7)–(9) be satisfied. If (un) is (N, p) summable to s and (V
(0)
n,p (1u)) is slowly oscillating, then (un) is convergent
to s.
Since the condition (9) and Pn−1pn 1V
(0)
n,p (1u) = O(1) in Corollary 4 imply slow oscillation of (V (0)n,p (1u)), Corollary 4 is also
given as a corollary of this theorem.
The following known results can be given as corollaries of this theorem.
Corollary 7 ([13]). If (un) is Cesàro summable to s and (V
(0)
n (1u)) is slowly oscillating, then (un) is convergent to s.
Corollary 8 ([9]). If (un) is Cesàro summable to s and (un) is slowly oscillating, then (un) is convergent to s.
Proof of Theorem 6. Since (un) is (N, p) summable to s, we have (σ
(1)
n,p (u)) is convergent to s. Since (N, p) summability
method is regular, (σ (1)n,p (u)) is (N, p) summable to s, which means that (σ
(2)
n,p (u)) is convergent to s. By the weighted
Kronecker identity, it follows that (V (1)n,p (1u)) is convergent to 0. If we replace un by V
(0)
n,p (1u) Lemma 1 (i), we have
V (0)n,p (1u)− V (1)n,p (1u) =
P[λn]
P[λn] − Pn

V (1)[λn],p(1u)− V (1)n,p (1u)

− 1
P[λn] − Pn
[λn]−
k=n+1
pk(V
(0)
k,p (1u)− V (0)n,p (1u))
= P[λn]
P[λn] − Pn

V (1)[λn],p(1u)− V (1)n,p (1u)

− 1
P[λn] − Pn
[λn]−
k=n+1
pk
k−
j=n+1
1V (0)j,p (1u).
By the triangle inequality, we have
V (0)n,p (1u)− V (1)n,p (1u) ≤  P[λn]P[λn] − Pn

V (1)[λn],p(1u)− V (1)n,p (1u)
+ maxn+1≤k≤[λn]
 k−
j=n+1
1V (0)j,p (1u)
 . (16)
Taking lim sup of both sides of the inequality (16) as n →∞, we have
lim sup
n→∞

V (0)n,p (1u)− V (1)n,p (1u)
 ≤ lim sup
n→∞
P[λn]
P[λn] − Pn lim supn→∞
V (1)[λn],p(1u)− V (1)n,p (1u)
+ lim sup
n→∞
max
n+1≤k≤[λn]
 k−
j=n+1
1V (0)j,p (1u)
 . (17)
Since the first term on the right-hand side of the inequality (17) vanishes by (7), we have,
lim sup
n→∞

V (0)n,p (1u)− V (1)n,p (1u)
 ≤ lim sup
n→∞
max
n+1≤k≤[λn]
 k−
j=n+1
1V (0)j,p (1u)
 .
Since (V (0)n,p (1u)) is slowly oscillating, taking the limit of both sides asλ→ 1+, we obtain lim supn→∞
V (0)n,p (1u)− V (1)n,p (1u)
≤ 0, which implies V (0)n,p (1u) = o(1). Since (un) is (N, p) summable to s, (un) is convergent to s by the weighted Kronecker
identity. 
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