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Zusammenfassung— Im Rahmen der Arbeiten wurde ein
Algorithmus zur initialen Bestimmung und Verfolgung der
Position von mobilen Netzwerkknoten erarbeitet und im-
plementiert. Das Verfahren basiert auf Entfernungsinfor-
mationen zwischen mobilen und ortsfesten Knoten. Es wird
ein zweistufiger Ansatz verfolgt. In einem ersten Schritt
wird die Position des zu lokalisierenden Knotens durch min-
destens drei (2D) bzw. vier (3D) Entfernungswerte zu Kno-
ten mit bekannter Position, sogenannten Anker-Knoten, be-
stimmt. Auf Basis dieser Position erfolgt im zweiten Schritt
die Verfolgung des mobilen Knotens mittels Kalmanfilter.
Der Algorithmus wurde mit Hilfe eines Netzwerksimulators
in einem realen Kommunikationsszenario verifiziert.
I. EINLEITUNG
Heutige Sensornetze erfordern in zunehmendem Maße ei-
ne drahtlose Vernetzung der einzelnen Sensoren. Dies ist
auf die steigende Anzahl von Netzwerkknoten zurück-
zuführen, deren Einsatz an schwer zugänglichen Stellen
sowie in großer räumlicher Ausdehnung des Messfeldes
stattfindet. Mobile Sensoren werden durch eine funkba-
sierte Anbindung möglich. Die zu erhebenden Sensorda-
ten geben dann jedoch erst im Zusammenhang mit deren
Erfassungsort und -zeit ein aussagekräftiges Bild. Da das
Global Positioning System (GPS) für diese Lokalisierung
aus Eignungs- und Kostengründen ausscheidet, ist eine
funkbasierte Positionsbestimmung von kleinsten autono-
men Einheiten eine wichtige Grundlage moderner Sensor-
technik.
In [1] werden drei Algorithmen vorgestellt und vergli-
chen, die die Lokalisierung von “positionsblinden” Kno-
ten in drahtlosen Multi-Hop Netzwerken beschreiben –
Ad-Hoc positioning, N-hop multilateration, Robust posi-
tioning. Die vorgestellten Verfahren werden in ein drei-
Diese Arbeit wurde gefördert durch das Bundesministerium für Bil-
dung und Forschung im Rahmen der InnoProfile-Initiative.
stufiges Schema untergliedert. Im ersten Schritt werden
Distanzen zwischen blindem Knoten und mindestens drei
Ankerknoten über mehrere Hops ermittelt. Mit diesen Di-
stanzen erfolgt im zweiten Schritt die Bestimmung der un-
bekannten Knotenposition. Eine optionale Verfeinerung
der initialen Knotenpositionen durch Berücksichtigung
der Distanzen zu allen direkten (Single Hop) Nachbarn
bildet die dritte Stufe. Die vorgestellten Verfahren wur-
den auf statische zweidimensionale Netzwerke angewen-
det. In [2] wird die Lokalisierung und Verfolgung eines
sich bewegenden Knotens auf Basis von Distanzmessun-
gen betrachtet. Der mobile Knoten befindet sich dabei in
direkter Funkreichweite zu Ankerknoten.
Das vorgestellte System arbeitet auf der Basis von Distan-
zen zwischen Knoten. Diese können z.B. aus der Emp-
fangsfeldstärke oder aus der Signallaufzeit in einem Funk-
kanal abgeleitet werden. Alternativ können vom Kommu-
nikationsmedium unabhängige Verfahren wie Radar oder
Ultraschall eingesetzt werden. Die Kommunikation zwi-
schen den Knoten läßt sich aus Sicht des mobilen Knotens
in passive und aktive Architekturen einteilen. Im ersten
Fall ist der mobile Knoten lediglich der Reflektor für die
Entfernungsmessung. Das System der Ankerknoten führt
dabei die Distanzmessungen zum mobilen Knoten aus,
während eine übergeordnete Instanz die Berechnungen
zur Lokalisierung ausführt. Im zweiten Fall sind die An-
kerknoten lediglich Referenzpunkte. Die Intelligenz der
mobilen Knoten bestimmt die Distanzen zu diesen und be-
rechnet die eigene Position. Dieses Prinzip ähnelt dem des
GPS.
Das entworfene System unterstüzt sowohl passive als
auch aktive Architekturen. Zur Vereinfachung wird zu-
nächst eine Single Hop Netzwerk-Topologie angenom-
men, bei der Partner nur direkt miteinander kommuni-
zieren. Die Berechnungsroutinen können dabei wahlwei-
se auf allen Knoten ausgeführt werden und verwerten die
dort verfügbare Information. Das System arbeitet in zwei
Stufen, die wechselseitig ausgeführt werden. In der er-
sten Stufe wird eine für die weitere Bewegungsschätzung
notwendige initiale Position des Bewegtknotens bereitge-
stellt. Auf Basis dieser wird in der zweiten Stufe der wei-
tere Bewegungsverlauf unter Verwendung eines Kalman-
Filters geschätzt. Muss die Schätzung infolge mangelhaf-
ter Messungen abgebrochen werden, kehrt das System
wieder zur ersten Stufe zurück.
II. BESTIMMUNG DER INITIALEN POSITION
Im zweidimensionalen Fall ist eine eindeutige Positions-
bestimmung möglich, wenn Entfernungswerte zu minde-
stens drei Ankerknoten, das heißt Knoten mit Kenntnis ih-
rer Position, vorliegen. Durch Hinzunahme eines vierten
Ankerknotens ist eine eindeutige Positionsbestimmung im
Raum möglich. Aus Gründen der Darstellung sollen sich
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Abb. 1. Positionsbestimmung auf Basis von Distanzmessungen
In Abbildung 1 ist ein Szenario mit drei Referenzknoten
a1, a2 und a3 und einem zu ortenden Bewegtknoten m dar-
gestellt. Für jeden Ankerknoten ai ergibt sich ein Kreis mit
den Mittelpunktskoordinaten (xi;yi) und dem Distanzradi-
us ri auf dem sich der zu ortende Mobilknoten m befinden
muss, um der Messung ri zu genügen. Die Position des
Bewegtknotens (xm;ym) ergibt sich folglich aus dem ge-
meinsamen Schnittpunkt aller Kreise. Dieser Sachverhalt
läßt sich durch das folgende Gleichungssystem darstellen.
(x− xi)2 +(y− yi)2 = r2i ; i = 1:::n (1)
Darin entspricht n der Anzahl der betrachteten Anker-
knoten. Es handelt sich dabei um ein nichtlineares Glei-
chungssystem, dessen Lösung im Normalfall unter Ver-
wendung numerischer Verfahren erfolgt. Nachteile die-
ser Verfahren sind mögliche Instabilitäten bei der Be-
rechnung (Konvergenzprobleme) sowie deren Abhängig-
keit von einem ausreichend guten Startwert. In [1] und
[3] wird daher eine Linearisierung des Problems vorge-
schlagen, indem eine der Gleichungen von allen anderen
subtrahiert und damit der nichtlineare Einfluss von x und
y eleminiert wird. Subtrahiert man bspw. die letzte Glei-
chung von allen anderen ergibt sich (1) zu
r2i − r2n = x2i − x2n−2(xi− xn)x (2)
+y2i − y2n−2(yi− yn)y ; i = 1:::n−1
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Dieser Linearisierungsschritt resultiert in einem System
von Geradengleichungen der Form
nxi x+nyi y = j~nijdi? (4)
mit
nxi = Ai1 nyi = Ai2 j~nijdi? = bi
Jede dieser Gleichungen beschreibt eine Gerade gin, die
senkrecht zur Verbindungslinie ai − an steht und die
Schnittpunkte der beiden zugehörigen Kreise erfüllt (Vgl.
Abb. 1). Die Größen nxi und nyi entsprechen der x- und y-
Komponente eines senkrecht auf der Gerade gin stehenden
Normalenvektors ~ni und di?, dem senkrechten Abstand
der Gerade vom Koordinatenursprung. Die gesuchte Po-
sition des Bewegtknotens xm ergibt sich damit direkt aus
dem Schnittpunkt der Geraden. In realen Systemen unter-
liegen die Distanzmessungen Störungen. Dies führt dazu,
dass sich die Geraden für mehr als drei Distanzmessungen
in keinem gemeinsamen Punkt schneiden, d.h. keine exak-
te Lösung des Problems existiert. Es muss daher als Aus-
gleichsproblem formuliert werden. In dieser Arbeit wird






(Ai1x+Ai2y−bi)2 ! min (5)
Die gesuchte Position erhält man durch Lösen der zuge-
hörigen Normalengleichung
~xm = (AT A)−1AT~b
Es sei an dieser Stelle angemerkt, dass die Ausgleichslö-
sung des linearisierten Problems (5) nicht der eigentlich





(x− xi)2 +(y− yi)2− ri
2
! min (6)
d.h. der Quadratfehlerminimierung der Distanzen selbst








(j~nij∆di?)2 ! min (7)
erkennt man, dass mit (5) die Quadratsumme der Abstän-
de ∆di? der gesuchten Position von den betrachteten Ge-
raden skaliert mit j~nij= 2
p
(xi− xn)+ (yi− yn), d.h. dem
doppelten Knotenabstand ai - an, minimiert wird. Abbil-
dung 2 zeigt, wie sich beide Lösungen für das gegebene
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Abb. 2. Unterschied zwischen nichtlinearer und linearisierter Lösung
Die Lösung wird jedoch als ausreichend genau betrachtet,
um direkt als Startwert für die Positionsverfolgung ver-
wendet werden zu können.
III. VERFOLGUNG DES BEWEGTKNOTENS
Auf Basis der in II berechneten Sensorposition erfolgt
im zweiten Schritt die Objektverfolgung mittels Kalman-
Filter. Aufgrund des nichtlinearen Zusammenhangs zwi-
schen den Zustands- und den Messgrößen kommt ein Ex-
tended Kalman-Filter zum Einsatz. Das Filter schätzt die
Position und die Geschwindigkeit des Bewegtknotens auf
Basis eines linearen Bewegungsmodells mit konstanter
Geschwindigkeit (constant speed model). Im betrachteten




x vx y vy
T (8)
Darin entsprechen die Elemente x und y der Position und
vx und vy den Geschwindigkeitskomponenten des Bewegt-
knotens in x- und y-Richtung. Das Filter arbeitet nach
dem Prinzip der Vorhersage (prediction) und Korrektur
(correction). Dabei wird pro Filterdurchlauf nur eine Di-
stanzmessung berücksicht. Diese Art Kalman-Filter wird
als SCAAT (Single Constraint At A Time) Kalman-Filter
bezeichnet [4]. Ausgehend von einer initial vorgegeben
Zustandsschätzung xˆ(0) und Schätzfehlerkovarianzmatrix
P(0) führt das Filter für jede zum Zeitpunkt t eingehende
Einzelmessung ri(t) folgende Berechnungsschritte aus.
1) Bestimmung der Zeitdifferenz ∆t seit letzter Schät-
zung.
2) Vorhersage der aktuellen Zustandsschätzung xˆ−
und Schätzfehlerkovarianzmatrix P−.
xˆ− = A(∆t) xˆ(t−∆t)
P− = A(∆t)P(t−∆t)AT (∆t)+Q(∆t)
Darin repräsentiert A(∆t) die Zustandsübergangs-





1 ∆t 0 0
0 1 0 0
0 0 1 ∆t
0 0 0 1
1
CCA (9)
Die Matrix Q(∆t) repräsentiert die Unsicherheit der












Die Größe σ2v entspricht der Varianz der zulässigen
Geschwindigkeitsänderung.
3) Vorhersage der Distanzmessung rˆi und Berechnung
der zugehörigen Jacobimatrix H .
rˆi =
q
(xˆ−− xi)2 +(yˆ−− yi)2 (10)




















Die beiden partiellen Ableitungen nach den Ge-
schwindigkeitskomponenten ergeben sich zu 0, da
sie nicht in die Vorhersage der Messung einfließen.





















Das Kalman Gain fungiert als Wichtungsfaktor, der
angibt, wie stark der vorhergesagte Systemzustand
durch die Messung korrigiert wird. Die Matrix R be-
rücksichtigt das Messrauschen und ist im SCAAT-
Fall eine skalare Größe, die der Varianz des als nor-
malverteilt angenommenen Messfehlers entspricht.
R = σ2ri (12)
5) Berechnung des Residuums ∆ri zwischen realer und
vorhergesagter Messung.
∆ri = ri− rˆi (13)
6) Korrektur der vorhergesagten Zustandsschätzung
und Schätzfehlerkovarianzmatrix
xˆ = xˆ−+K ∆ri
P = (I−K H)P−
Die Matrix I entspricht einer zweidimensionalen
Einheitsmatrix.
Aus mathematischer Sicht sind Distanzen zu mindestens
drei verschiedenen Ankerknoten notwendig, um die Be-
stimmtheit des Systems zu gewährleisten. Da das Filter
mit Einzelmessungen betrieben wird (SCAAT), muss die-
se Bedingung außerhalb des Filters sichergestellt werden.
IV. NETZWERKSIMULATION
Die in Abschnitt II und III vorgestellten Verfahren zur
Lokalisierung und Verfolgung von Bewegtknoten wurden
in der Programmiersprache C implementiert. Die Imple-
mentierung erfolgte unabhängig von passiver oder akti-
ver Kommunikationsarchitektur. Zur simulativen Unter-
suchung mit dem Netzwerksimulator OMNeT++ [6] wur-
de zunächst eine passive Architektur entworfen.
OMNeT++ besitzt einen diskreten ereignissgesteuerten
Simulationskern, der in der Programmiersprache C++ im-
plementiert ist. Darauf aufbauend wird eine objektorien-
tiertes Grundgerüst aus Komponenten und Kommunkati-
onsprimitiven (Verbindungen, Nachrichten und ein Black-
board) für die Modellierung von Netzwerken zur Verfü-
gung gestellt. Aus Basisklassen werden eigene Kompo-
nenten ableitet und mit zusätzlicher Funktionalität ausge-
stattet. In der Sprache NED werden diese schießlich zu ei-
nem weitreichend parametrisierbaren Modell zusammen-
gefasst. Der Simulator ist mit einer grafischen Oberflä-
che ausgestattet, die neben der Visualisierung und Steue-
rung der Simulation auch ein umfangreiches Debugging
unterstützt. Die Modellierung von drahtlosen Netzwerken
wird von OMNeT++ nativ nicht unterstützt. Das an der
TU Berlin entwickelte Mobility Framework [7] nutzt die
streng modulare Architektur des OMNeT++ und erwei-
tert ihn zur Modellierung mobiler drahtlos angebundener
Netzwerkknoten.
Das Mobility Framework stellt ein dreistufiges Schichten-
Modell zur Abbildung eines Netzwerkstacks sowie funk-
tionsfähige Beispiel-Implementationen für jede Schicht
bereit. Die unterste Network Interface Controller-Schicht
modelliert das physikalische Medium, Fehlerkorrek-
tur und die Zugangsmechanismen zum Medium. In
der Simulationsumgebung wurde die 802.11 WLAN-
Implementierung mit dem Carrier Sense Multiple Access-
Verfahren (CSMA) genutzt. In der darüberliegenden
Network-Schicht werden Routing-Mechanismen abgebil-
det. Durch die Single Hop Architektur entfällt auf die-
se Schicht zunächst keine Funktion. Die Application-
Schicht generiert und empfängt die Daten auf oberster
Ebene. Auf dieser Ebene sind die Lokalisierungsfunktio-
nen implementiert. Desweiteren werden im Mobility Fra-
mework verschiedene Standardbewegungsmodelle bereit-
gestellt. Diese können für spezielle Bewegungscharakte-
ristiken angepasst und erweitert werden.
Das modellierte Netzwerk besteht aus einer beliebigen
Anzahl von Anker- und Mobilknoten (Vgl. Abb. 3). Die
gesamte Funktionalität zur eigenständigen Lokalisierung









Abb. 3. OMNeT++ Simulationsmodell
C-Implementierung node gekapselt. Zu Beginn der Si-
mulation werden alle Knoten entweder zufällig oder ge-
zielt im Simulationsgebiet (Playground) platziert. Die An-
kerknoten beginnen nach einer zufälligen Wartezeit de-
ren reale Position auf dem Playground zyklisch mittels
Broadcast-Nachrichten an alle Knoten in Reichweite zu
übermitteln. Die Bewegtknoten erlangen durch den Emp-
fang der Nachrichten Kenntniss über die Existenz eines
Ankerknotens und pflegen eine Nachbarschaftsliste. Ein
Listeneintrag enthält neben der Position, die Distanz so-
wie den Zeitstempel der Messung. Der Zeitstempel hat
lediglich lokalen Bezug, es erfolgt keine Synchronisati-
on des Systemkomponenten. Die Distanzmessung erfolgt
mit dem Empfang einer Broadcast-Nachricht. Die unbe-
stimmte Dauer einer Distanzmessung wird durch den Auf-
schlag einer zufälligen gleichverteilten Verzögerung auf
den Sendezeitpunkt der Nachricht modelliert.
Enthält die Nachbarschaftsliste mindestens drei Einträ-
ge wird die Initialisierungskomponente ausgeführt. Hier-
bei wird angenommen, dass die Entfernungen zum glei-
chen Zeitpunkt bestimmt wurden. Dies ist in einem rea-
len Szenario nicht der Fall. Demnach darf der Altersun-
terschied der Einträge ein maximales, von der Geschwin-
digkeit des Bewegtknotens abhängiges, Zeitintervall nicht
überschreiten.
Nach der Initialisierung wird die Liste zyklisch abgear-
beitet und die Distanzen zu erreichbaren Ankerknoten an
die zweite Stufe des Algorithmus gegeben. Gelangen neue
Ankerknoten in Empfangsreichweite des Mobilknotens,
werden diese automatisch in die Nachbarschaftsliste auf-
genommen. Die Löschung eines Listeneintrags erfolgt,
wenn der Mobilknoten innerhalb eines wählbaren Zeitfen-
sters keine Nachricht vom entsprechenden Ankerknoten
erhält. Die Nachbarschaftsliste wird zyklisch auf die An-
zahl in Reichweite befindlicher Ankerknoten überprüft,
um zu verhindern, dass das Kalman-Filter über einen län-
geren Zeitraum unterbestimmt betrieben wird. Enthält die
Nachbarschaftsliste innerhalb eines wählbaren Zeitfen-
sters weniger als N Messungen (für N < 3 ist das Sy-
stem unterbestimmt), wird die Positionsverfolgung abge-
brochen. Eine neue initiale Positionsbestimmung erfolgt,
wenn sich wieder N  3 Ankerknoten in Reichweite be-
finden.
V. ERGEBNISSE
Die Abbildungen 4 bis 6 zeigen die Simulationsergebnisse
für die Positionsschätzung eines sich mit konstanter Ge-
schwindigkeit von 3 m/s durch das Netzwerk bewegenden
Mobilknotens. Die durchgehende Linie entspricht dem
Verlauf der realen Position des Bewegtknotens, welcher
im Intervall von 500 ms Distanzinformationen zu allen
in Reichweite liegenden Ankerknoten erhält. Zur Abbil-
dung von Messfehlern wurde diesen Distanzen zusätzlich
Gaußsches Rauschen mit einer Standardabweichung von
10 Metern überlagert. Die geschätze Position wird durch
die dargestellten Symbole repräsentiert. Die Art des Sym-
boles gibt an, wie viele Ankerknoten sich zum Zeitpunkt
der Schätzung in Reichweite des Mobilknotens befanden,
d.h. die Schätzung beeinflusst haben. Die an die Symbole
gekoppelten Verbindungslinien ordnen die Schätzung der
realen Position zu. Alle Längeneinheiten entsprechen Me-
tern.
Abb. 4 zeigt das Simulationsergebnis für die implemen-
tierte Kalman-Filter Variante. Bereits auf der Startposition
erolgt die Initialisierung auf Basis dreier Messungen. Von
da an übernimmt das Kalman-Filter die Positions- und
Geschwindigkeitsschätzung. Die Schätzung wird fortge-
führt, solange mindestens drei Messungen zu unterschied-
lichen Ankerknoten vorliegen. Das Filter ist hinreichend
träge eingestellt, um vorhandene Messfehler bestmöglich
ausgleichen zu können. Andererseits besitzt es genügend
Restdynamik zur korrekten Verfolgung des gegebenen
Bewegungsverlaufs.











Abb. 4. Kalman-Filter mit Bewegungsschätzung
Zum Vergleich ist in Abb. 5 das gleiche Szenario ohne
Berücksichtigung der Geschwindigkeit zur Positionsvor-
hersage dargestellt. Man kann deutlich ein permanentes
Nachhängen der Schätzung gegenüber dem realen Bewe-
gungsverlauf erkennen. Dieses Verhalten ist umso ausge-
prägter, je schneller sich der Knoten bewegt. Vorteilhaft
wirkt sich bei dieser Variante aus, dass aufgrund des feh-
lenden Bewegungsmodells auch keine fehlerhaften Posi-
tionen vorhergesagt werden, die nachträglich durch die
Messung korrigiert werden müssen. Der Kurvenverlauf
wirkt daher ausgeglichener als in Abb. 4.







Abb. 5. Kalman-Filter ohne Bewegungsschätzung
Abbildung 6 demonstriert ein Beispiel für den Fall, dass
das Filter unterbestimmt betrieben wird. Dies hat zur Fol-
ge, dass an der gekennzeichneten Stelle der durch die
Unterbestimmtheit des Systems vorhandene Freiheitsgrad
zur Verfolgung einer Alias-Bewegung führt. Das System
muss daher im Allgemeinen so konfiguriert werden, dass
die Schätzung abgebrochen wird, sobald sich dauerhaft
weniger als drei Ankerknoten in direkter Reichweite des
Bewegtknotens befinden.
VI. ZUSAMMENFASSUNG UND AUSBLICK
In der vorgestellten Arbeit wurden Algorithmen zur Lo-
kalisierung und Verfolgung von mobilen Netzwerknoten
auf Basis von Entferungsmessungen analysiert und in der
Programmiersprache C implementiert. Die Bewegung des
Mobilknotens sowie die Kommunikation der Knoten un-
tereinander wurde mit Hilfe des Netzwerksimulators OM-
NeT++ unter Verwendung des Mobility Framework ab-
gebildet. Die ordnungsgemäße Funktion der Algorithmen
konnte in der Simulation gezeigt werden. Nächster Schritt
ist die Portierung der Algorithmen auf einen Mikrocon-
troller, um sie unter realen Bedingungen testen zu kön-
nen. Weiteres Ziel ist die Anwendung der vorgestellten







Abb. 6. Kalman-Filter unterbestimmt betrieben
Algorithmen auf Multi-Hop Netzwerken. Dadurch wird es
möglich Knoten zu lokalisieren, die in direktem Kontakt
zu weniger als drei Ankerknoten stehen. Die zur Lokali-
sierung notwendigen Anker-Distanzen werden dann über
mehrere Hops bestimmt.
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1 Motivation 
In Premium-Fahrzeugen werden derzeit ca. 60-70 
Steuergeräte (SG) verbaut. Steuergeräte sind 
„eingebettete Systeme“ und stellen die zentralen 
Rechen- und Steuereinheiten für die elektrischen 
und elektronischen Systeme im Fahrzeug dar. Mit 
Hilfe der Steuergeräte, die über Bus-Systeme (z.B. 
CAN-Bus) miteinander vernetzt sind, können 
komplexe Funktionen realisiert werden. Das Motor-
Steuergerät ist eines der bekanntesten. 
Der steigende Innovationsgrad im Elektrik-  / Elek-
tronik-Umfeld  zwingt die Autohersteller, in immer 
kürzeren Zeitabständen, neue Steuergeräte mit 
höherer Rechenleistung und neuen Funktionen zu 
entwickeln. Aufgrund der steigenden Anzahl von 
Steuergeräten, spielt deren Rückwärtskompatibilität 
eine immer wichtigere Rolle. So hat Rückwärts-
kompatibilität beispielsweise folgende Vorteile: 
• Reduzierung von Entwicklungskosten, durch 
direkte Übernahme von neuen Steuergeräten in 
weitere Fahrzeugmodelle und 
• Wegfall der Bevorratung von alten Steuergeräten 
als Ersatzteile und damit Senkung der 
Gewährleistungskosten. 
Das Forschungsprojekt1 „Compatibility Analysis 
for Electronic Control Units“ (CompA) beschäftigt 
sich mit Methoden zur Analyse von Rückwärts-
kompatibilität. Der Fokus liegt auf der Frage: 
„Kann ein neu entwickeltes Steuergerät (SG2) ein 
Vorgänger-Steuergerät (SG1), im selben Fahrzeug- 
oder in anderen Fahrzeugmodellen, ersetzen d.h. ist 
SG2 rückwärtskompatibel zu SG1 (Abbildung 1)?“  
 
Abbildung 1 Ausschnitt des PowerTrain-CAN und 
Betrachtung der Rückwärtskompatibilität von  SG2 
In diesem Paper wird ein Teilgebiet des CompA-
Ansatzes vorgestellt. Der Schwerpunkt ist hierbei 
die Analyse von Rückwärtskompatibilität bzgl. des 
dynamischen Verhaltens von Steuergeräten. 
                                                 
1 Eine Zusammenarbeit der BMW Group und der TU-Chemnitz 
(Professur Technische Informatik) 
2 Forschungsprojekt „CompA“ 
Automobilhersteller spezifizieren Steuergeräte 
durch „Lastenhefte“, wobei die Steuergeräte hierbei 
als „Blackboxes“ betrachtet werden. Aus diesem 
Grund fokussiert das  Forschungsprojekt „CompA“ 
auf einen durchgängigen und gesamthaften Ansatz, 
der es ermöglicht, Rückwärts-Kompatibilität von 
Steuergeräten auf Basis von Spezifikationen 
(Lastenheften) zu analysieren. 
Der Ansatz baut auf 3 Ebenen auf: 
1. Formalisierung: Definition eines formalen 
XML-Schemas, anhand dessen Steuergeräte 
hinreichend beschrieben werden können.  
2. Instanziierung: Bereitstellung von Hilfs-
mitteln (Graphikeditor) zur teilweise 
automatisierten (XML-) Beschreibung von 
Steuergeräten 
3. Vergleichsmethoden: Definition von 
Methoden zur Analyse von Rückwärts-
Kompatibilität auf Basis von 
Spezifikationen. 
3 Kompatibilitäts-Betrachtungen von 
dynamischen Verhalten 
Steuergeräte werden sowohl durch statische 
Eigenschaften (Größe, Signaleingänge, etc.) als 
auch durch dynamische Eigenschaften 
(funktionales/dynamisches Verhalten) beschrieben. 
Dieses Paper stellt ein spezifisches Teilgebiet des 
CompA-Ansatzes vor, die „Kompatibilitätsanalyse 
von dynamischen Verhalten von Steuergeräten 
anhand von Spezifikationen“.  
Hierbei werden folgende Punkte genauer betrachtet: 
1. MSC-Beschreibung: Zur Spezifikation des  
funktionalen/dynamischen Verhaltens am 
Interface (Schnittstelle) von Steuergeräten 
werden  Message Sequence Charts (MSC) 
verwendet. 
2. Kompatibilität: Definition von 
Kompatibilität von  MSC-Beschreibungen. 
3. MSC-Vergleichsmethode: Vergleich von 
MSCs durch Transformation in Automaten 
und Analyse bzgl. Kompatibilität. 
3.1  MSC-Beschreibung 
Message Sequence Charts (MSC) wurden 
ursprünglich zur Beschreibung von 
Kommunikationsverhalten entworfen [1], können 
aber auch zur Beschreibung von Schnittstellen-





Ein MSC ist ein gerichteter, nicht zyklischer Graph, 
der formal wie folgt definiert ist [2]: 
- P ist endliche Menge von Prozessen. 
- S ist eine endliche Menge von Sende-
ereignissen und R eine endliche Menge von 
Empfangsereignissen, mit ∅=∩ RS . Die 
Menge RS ∪  wird mit E bezeichnet. 
- PEL →:  ordnet jedem Ereignis e einen 
eindeutigen Prozess PeL ∈)(  zu. Die Menge 
der Ereignisse, die einem Prozess p zugeordnet 
werden, sei mit pE bezeichnet. 
- RSc →:  ist eine bijektive Abbildung, die  
jedem Sendeereignis s genau ein Empfangs-
ereignis )(sc  und jedem Empfangsereignis r 
genau ein Sendeereignis )(1 rc−  zuordnet.  
- p<  ist eine lokale Totalordnung, die für alle 
Pp∈ die Ereignisse pE linear ordnet. Die 
Ordnung korrespondiert mit der im MSC 
abgebildeten Ordnung.  
Der Vorteil von MSCs ist die graphische 
Repräsentation einer Verhaltensbeschreibung. 
Jedoch kann durch ein MSC immer  nur ein 
spezifisches Scenario eines Verhaltens beschrieben 
werden. Eine komplette Verhaltensbeschreibung 
kann nur durch ein Set von MSC’s erfolgen. 
 
Abbildung 2 Baukasten zur Erstellung von MSCs. 
Zur Beschreibung von funktionalem Verhalten, 
stellt die MSC-Sprache einen „Baukasten“ an 
verschiedenen Elementen zur Verfügung (vgl. 
Abbildung 2). Dieser Baukasten enthält u.a. 
Elemente zur Beschreibung von Schleifen, 
parallelen Abläufen, Bedingungen, Timer, etc..[1, 
3]. In Abbildung 3 ist ein einfaches Beispiel für die 
Mächtigkeit der MSC-Sprache dargestellt. Das 
Signal x1 wird an den Prozess „Instance_1“ 
gesendet. Anschließend folgt ein Optional-Block. 
 
Abbildung 3 Beispiel für ein MSC mit verschiedenen 
Beschreibungselementen 
Dies bedeutet, dieser Block kann, muss aber nicht 
ausgeführt werden. Wird der Block ausgeführt und 
ist das Signal x1=True, so ist der Condition-Block 
„gültig“ und der nachfolgende Alternativ-Block 
wird ausgeführt d.h. es wird entweder das Signal y1 
oder y2 gesendet. Unabhängig von der Ausführung 
des Optional-Blocks werden am Ende die Signale y3 
und y4 gesendet. Da die beiden Signale in einer Co-
Region abgebildet sind, ist die Reihenfolge, in der 
die Signale y3 und y4  gesendet werden, egal. 
Zur Erstellung von MSCs gibt es bereits gute Best -
Practices-Dokumentationen [3]. 
Herausforderung 
Aufgrund der Mächtigkeit der MSC-Sprache kann  
gleiches Verhalten unterschiedlich beschrieben 
werden. In Abbildung 4 sind zwei MSCs 
dargestellt, die einen unterschiedlichen Aufbau 
haben. Die Ereignissequenzen (Abfolge von  
möglichen Input/Output-Sequenzen) sind jedoch 
identisch. Damit beschreiben die beiden MSCs ein 
äquivalentes dynamisches Verhalten. 
 
Abbildung 4 MSC mit unterschiedlicher Darstellung, 
aber äquivalentem Verhalten. 
Da also gleiches Verhalten unterschiedlich 
dargestellt werden kann, ist ein „einfacher“ 
Vergleich von MSCs nicht ausreichend. In Kapitel 
5 wird hierfür eine Lösung vorgestellt. 
3.2 Kompatibilität  
Kompatibilität zweier MSC sei wie folgt definiert:  
Satz (1): „Zwei MSCs sind genau dann zueinander 
rückwärtskompatibel, wenn Ihre Ereignissequenzen 
äquivalent sind und die Ereignisse (Signale) 
zueinander kompatibel sind.“ 
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4 Stand der Technik 
[4] beschreibt eine Methode, mit der mehrere 
MSCs, die jeweils ein Scenario beschreiben, zu 
einer gesamthaften Verhaltensbeschreibung 
zusammengeführt werden können. Die gesamthafte 
Verhaltensbeschreibung erfolgt mittels ω-
Automaten auf. Obwohl die Ansätze 
unterschiedliche Ziele verfolgen, werden im 
CompA-Ansatz einzelne Ideen/Ansätze als 
Synergien genutzt.  
5 MSC-Vergleichsmethode 
Um unterschiedliche MSC gegeneinander 
vergleichen zu können, müssten diese auf eine 
normierte Darstellung gebracht werden. Für diese 
Problematik gibt es in der Automatentheorie unter 
den Stichpunkten Determinierung, Reduktion, etc. 
bereits unterschiedliche Lösungsansätze [5]. Da 
MSCs analog zu Automaten ein Ein-
/Ausgangsverhalten beschreiben, wird im CompA-
Ansatz eine Transformation von MSCs in 
Automaten vorgeschlagen (vgl. Abbildung 3). 
Dadurch kann das Problem der unterschiedlichen 
Darstellungsmöglichkeiten von MSCs elegant 
gelöst werden. Bzgl. der Transformation von MSCs 
in Automaten wird eine Erweiterung des Ansatzes 
von [4] vorgestellt. 
 
Abbildung 5 Transformation eines MSC’s in einen 
Automaten 
Die im CompA-Ansatz vorgeschlagene Methode 
gliedert sich in folgende Teilschritte (vgl. 
Abbildung 4): 
 
Abbildung 6 Schritte der MSC-Vergleichsmethode 
1. Einlesen von MSCs: MSC werden graphisch 
erstellt und als ASCII-File abgespeichert. 
2. Transformation nach XML: Die ASCII-Files 
werden mittels Parser (und XML-Schema) in 
eine XML-Darstellung transformiert 
3. Automaten-Transformation: Die XML-MSC 
werden in Automaten transformiert. 
4. Reduktion der Automaten: Reduktion der 
Automaten auf die „kleinste“ mögliche 
Darstellung ( =ˆ  Normierung)  
5. Kompatibilitätsanalyse: Analyse, der 
Automaten bzgl. Kompatibilität 
5.1 Einlesen von MSCs 
MSCs können mit unterschiedlichen am Markt 
befindlichen Tools erstellt werden. In unserem Fall 
wurde ein von ESG entwickelter MSC-Editor 
eingesetzt. Vorteil dieser Tools ist, dass die Syntax, 
mit denen ein MSC beschrieben werden kann, 
bereits vorgegeben ist. Die MSCs werden als 
ASCII-File abgespeichert (vgl. Abbildung 7). 
Abbildung 7 Ausschnitt aus ASCII-File des in 
Abbildung 3 beschriebenen MSCs 
5.2 Transformation nach XML 
Die ASCII-Files werden mit Hilfe eines Parsers und 
eines MSC-Metamodells in eine XML-
Beschreibung transformiert [6]. Dies hat zum 
Vorteil, dass für MSCs, die mit anderen Editoren 
erstellt werden,  lediglich der Parser angepasst 
werden muss und so alle in XML vorliegenden 
MSC-Beschreibungen syntaktisch „gleich“ sind. 
 
Abbildung 8 XML/EMF-Instanz des MSC aus 
Abbildung 3 
Das im Rahmen von CompA verwendete MSC-
Metamodell  und der zugehörige Parser wurde bei 
der BMW Group auf Basis von EMF (Eclipse 
Modeling Framwork) entworfen. In Abbildung 8 ist 
die XML/EMF-Instanz [7] des Beispiels aus 
Abbildung 3 dargestellt. Man kann sehr gut die 
Struktur des MSC erkennen.  Die XML/EMF-
Instanz dient als Ausgangsbasis für die 
Automatentransformation. 
5.3 Automaten-Transformation 
Die Transformation von MSCs in Automaten 
gliedert sich in drei Bereiche: 
1. Dekomposition von  MSCs  
2. Transformation der Prozesse ip in Basis-
Automaten 
a. Zuweisung von Zuständen 
b. Zuweisung von Transitionen und ε-
Transitionen 
3. Transformation spezieller MSC-
Beschreibungselemente (Alternative-Block, ...) 
msc Beispiel_Maechtigkeit; 
gate out USERDEF.x1,1 to Instance_1; 
Instance_1: instance /*FBlockName: '', InstanceId: 
'', InstanceDevice: '', MostCatalogAlias: 
'USERDEF', ExtensionCatalogAlias: ''*/; 
Instance_2: instance /*FBlockName: '', InstanceId: 
'', InstanceDevice: '', MostCatalogAlias: 
'USERDEF', ExtensionCatalogAlias: ''*/; 
Instance_1: label L0; in USERDEF.x1,1 from env; 
all: opt begin;
5.3.1 Dekomposition von MSCs 
Jeder einzelne Prozess eines MSC beschreibt 
analog zu Automaten ein Ein-/Ausgangsverhalten. 
Zur Transformation in Automaten werden MSCs 










































Abbildung 9 Dekomposition von MSC 
Satz (2): Ein MSC ist die Aggregation aus Ν∈n  
Einzel-Prozessen (pi) mit einer eindeutigen 
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In Verbindung mit  Satz (1) kann die 
Kompatibilitäts-Definition wie folgt erweitert 
werden: 
Satz (3): Zwei MSCs sind genau dann kompatibel, 
wenn Ihre Einzelprozesse zueinander kompatibel 
sind und die Nachbarschaftsbeziehungen erhalten 
bleiben. 
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Zur Sicherstellung, dass bei einer Transformation 
die Nachbarschaftsbeziehungen erhalten bleiben, 
wird folgende Nomenklatur eingeführt: 
 
Abbildung 10 Dekomposition und Einführung einer 
Nomenklatur 
1) Die Symbole (?,!) kennzeichnen analog zu [4] 
das Senden(!)/Empfangen(?). 
2) Die Zuordnung der Ereignisse zu den 
jeweiligen Prozessen wird den Ereignisnamen 
vorangestellt und durch einen Doppelpunkt 
getrennt (vgl. Abbildung 10).  
Beispiel: Wird ein Signal x1 von Prozess p1 zu 
Prozess p2 gesendet, so sei dies künftig wie folgt 
dargestellt: !p1p2:x1. 
5.3.2 Transformation der Prozesse ip in 
Basis-Automaten 
Die dekomponierten MSC-Prozesse ip  werden 
einzeln in endliche Automaten überführt. Basis-
Automaten bestehen aus Zustände und 
Übergangsfunktionen. Die Übergangsfunktionen 
beschreiben die Bedingung, über die ein Zustand in 
einen anderen Zustand übergehen kann. Bei der 
Transformation können drei verschiedene 
Automaten-Typen auftreten: 
- Nicht-deterministische endliche Automaten 
(NEA) 
- Nicht-deterministische endliche Automaten mit 
ε-Transitionen (ε-NEA) 
- Deterministische endliche Automaten (DEA) 
Die NEA-Automaten können durch verschiedene 
Methoden in einen DEA überführt werden (vgl. 
Abschnitt 5.4). 
Ein Automat ist formal wie folgt beschrieben[5, 8] 
),,,,( 0 FqQA δΣ= , wobei 
- Q eine endliche Menge von Zuständen ist. 
- Σ  eine endliche Menge von Eingabesymbolen ist. 
- 0q , ein Element von Q , der Startzustand ist. 
- F , eine Teilmenge von Q , die Menge der finalen 
(oder akzeptierenden) Zustände ist 
- QQ →Σ×:δ , die Übergangsfunktion/Transition 
Bei der Transformation werden die Ereignisse der 
MSCs als Übergangsbedingungen/Transitionenδ  
interpretiert. Durch die zuvor eingeführte 
Nomenklatur geht die Information, ob es sich bei 
dem Ereignis um ein Ein-/Ausgangssignal handelt, 
nicht verloren. Zwischen den Ereignissen werden 
Zustände eingefügt. Der erste Zustand wird immer 
als initialer Zustand gekennzeichnet und der letzte 
Zustand als finaler Zustand (diese Kennzeichnung 





































Finaler Zustand  
Abbildung 11 MSC-Transformation in Automaten 
5.3.3 Transformation spezieller MSC-
Beschreibungselemente 
Einen Sonderfall der Transformation von MSCs in 
Automaten stellen die verschiedenen „Baukasten“-
Elemente der MSCs (Loop-, Alternative-Blöcke, 
etc.) dar. 
Um diese in Automaten zu überführen, müssen 
zusätzliche Zustände2 (ε-Zustände) und zusätzliche 
Transitionen (ε-Transitionen) eingefügt werden. 
Der CompA-Ansatz stellt für alle Elemente 
entsprechende Transformations-Regeln bereit. 
Beispielhaft werden für vier Elemente diese Regeln 
vorgestellt.  
Alternative-Block  
Für einen Alternative-Block müssen bei der 
Transformation zusätzliche ε-Zustände eingefügt 
werden (vgl. Abbildung 12). Es entsteht also ein ε-
NEA. 
                                                 
2 ε-Zustände werden wie alle Zustände behandelt. Die 














Abbildung 12 Transformation von Alternative-Block 
Der Zustand S0 dient zur Verzweigung auf die 
Alternative-Blöcke, die hier mit S1 und S2 
beginnen. Die Blöcke werden auf den Zustand S3 

































Sx ε-Zustände  
Abbildung 13 Beispiel für die Transformation eines 
Alternative-Blockes 
Nach dem Empfang des Signals x1 gibt es zwei 
Szenarien: 1) Entweder die Signale y1 und x2 
werden gesendet bzw. empfangen oder 2) die 
Signale x2  und y2 werden empfangen bzw. 
gesendet. Egal, welches Szenario durchgeführt 
wurde, am Ende wird das Signal y3 gesendet.  
Optional-Block 
Beim Optional-Block kann ein Block im Gegensatz 















Abbildung 14 Transformation eines Optional-Blocks 
Dies wird beim Automaten dadurch realisiert, dass 
eine direkte ε-Transition von bspw. S0 zu S1 
eingefügt wird (vgl. Abbildung 14). 
Parallel-Block 
 
Abbildung 15 Transformation eines Parallel-Blocks 
Basis-Automaten können paralleles Verhalten nicht 
direkt abbilden. In der Automatentheorie existieren 
Ansätze mit denen parallele Automatenkonstrukte 
in Produktautomaten [5] überführt werden können. 
Diese Methode kann auch hier angewendet werden. 
In Abbildung 15 ist dargestellt, wie ein Parallel-
Block in einen Produktautomaten überführt wird. 
Parallele Blöcke können noch tiefer verschachtelt 
sein. In Abbildung 16 ist der komplexe Fall 
dargestellt, bei dem ein Parallel-Block einen 
weiteren Parallel-Block enthält. Der Parallel-Block 
wird in einen parallelen Automaten überführt (vgl. 
1. Schritt) und so lange als paralleler Automat 
geführt, bis alle Elemente der Parallelen Blöcke 
traversiert wurden. Wird ein weiterer Parallel-Block 
entdeckt, wird dieser auch als paralleler Automat 
dargestellt (vgl. 2. Schritt). Anschließend werden 
die parallelen Automaten rekursiv in einen 
Produktautomaten überführt. So wird in unserem 
Beispiel erst der parallele Automat in Block 1 und 
anschließend die beiden übergeordneten parallelen 
Automaten zu einem Produktautomaten 
zusammengeführt. 
 
Abbildung 16 Parallel-Block durch weitere Parallel-
Blöcke verschachtelt. 
Timer 
Mittels Timer kann in MSCs ein zeitliches 
Verhalten abgebildet werden. Die Timer starten und 
enden innerhalb einer Ereignissequenz eines 
MSC’s. Daher können die Elemente, die einen 
Timer abbilden auch als Übergangsfunktionen bzw.  
als Transitionen abgebildet werden (vgl. Abbildung 
17). Für einen Kompatibilitätsvergleich ist diese 
Abbildung 17 Transformation von Timer 
Transformation ausreichend. Zur Unterscheidung 
der Timervarianten, wird den Timernamen bei der 
Transformation die Präfixe Start_, Stopp_, Reset_ 
vorangestellt.  
5.4 Reduktion der Automaten 
Wie bereits angedeutet, ist eine Herausforderung, 
unterschiedliche Darstellungen von MSCs 
gegeneinander zu vergleichen. Die in Automaten 
überführten MSC haben einen unterschiedlichen 
Aufbau. Um diese „vergleichbar“ gegeneinander zu 
machen, müssen diese auf eine normierte 
Darstellung gebracht werden. Für die Normierung 
werden in der Automatentheorie bekannte 
Methoden eingesetzt, die in [5] ausführlich 
beschrieben sind: 
1. ε-Eliminierung Entfernen der aller ε-
Transitionen. 
2. Determinierung Umwandlung von NEA (Nicht 
deterministische Endliche Automaten) in DEA 
















3. Minimierung Reduzierung der Zustände auf die 
kleinste mögliche Anzahl. 
5.5 Kompatibilitätsanalyse 
Die Kompatibilitätsanalyse kann entsprechend der 
Definition (vgl. Abschnitt 3.2 und 5.3.1) in zwei 
Schritte durchgeführt werden: 
1. Analyse der reduzierten Automaten auf 
Äquivalenz 
2. Analyse der Ereignisse auf Kompatibilität. 
Im 1. Schritt werden die Ereignissequenzen der 
Automaten auf Äquivalenz geprüft. Hierbei müssen 
sowohl die Sequenzen der Ereignisse, als auch 
deren Präfixe (z.B.?p1p2:) identisch sein. Durch die 
Einbeziehung der Präfixe in den Äquivalenz-
vergleich, wird die korrekte Beziehung der 
Ereignisse zu den Prozessen sichergestellt. 
Im 2. Schritt werden die Signale gegeneinander auf 
Kompatibilität geprüft. Zwei Signale können bspw. 
kompatibel sein, wenn diese sich, im einfachsten 
Fall, nur im Namen unterscheiden. Oder ein Signal 
x1 kann zu einen Signal x2 kompatibel sein, wenn 
das Signal x1 sich im Intervall von x2 befindet.  
Im Projekt „CompA“ wird die Kompatibilität aller 
Signale unabhängig von der MSC-Vergleichs-
methode überprüft. Es wird hier also vorausgesetzt, 
dass alle Signale, die in den MSCs verwendet 
werden, auch im Rahmen des CompA-Ansatzes 
spezifiziert worden sind. Denn somit ist auch der 
Kompatibilitätsvergleich der Signale zueinander 
sichergestellt. 
6 Beispiel 
Abbildung 18 Transformation von MSC in Automat 
In Abbildung 18 ist ein MSC dargestellt, das in 
einen Automaten überführt werden soll. Die 
Nomenklatur und die Zustände wurden 
entsprechend Kapitel 5.3.1 eingetragen und der 
initiale und finale Zustand gekennzeichnet. Durch 
die Transformation entsteht ein ε-NEA. 
Durch die Eliminierung der ε-Transitionen entsteht 
aus dem ε-NEA ein NEA. Jeder NEA kann [5] in 
einen  DEA transformiert werden (vgl. Abbildung 
19). Haben die DEA noch nicht die minimale 
Anzahl an Zuständen, müssen die DEA weiter 
minimiert werden. In unserem Beispiel ist die 



































Abbildung 19 Automat nach ε-Eliminierung und nach 
Determinierung 
Um beispielhaft zu zeigen, dass der vollständig 
reduzierte Automat äquivalent zu dem 
Ursprungsautomaten ist, wird in Abbildung 20 der 
reduzierte Automat rücktransformiert. Vergleicht 
man die Ereignissequenzen der beiden MSCs, so 
zeigt sich, dass diese äquivalent sind. 
 
Abbildung 20 Rücktransformation des reduzierten 
Automaten und Vergleich mit ursprünglichem MSC 
7 Zusammenfassung 
Dieses Paper stellte eine Methode vor, mit der 
„Kompatibilität von dynamischen Verhalten von 
Steuergeräten anhand von Spezifikationen“ 
analysiert werden kann. 
Die Beschreibung des dynamischen Verhaltens 
erfolgte durch Message Sequence Charts (MSC). 
Für den Vergleich der MSCs bzgl. Kompatibilität 
wurde gezeigt, wie MSCs in Automaten 
transformiert und die Automaten durch Reduktion 
auf eine „normierte“ Darstellung gebracht werden 
können. Durch einen strukturellen Vergleich der 
reduzierten Automaten können Aussagen bzgl. 
Äquivalenz und Kompatibilität der MSCs getroffen 
werden. Die beschriebene Methode wurde anhand 
eines Beispiels dargestellt. 
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Die Steigerung der Verarbeitungsleistung eingebetteter Mikroprozessoren gewinnt insbesonde-
re durch zunehmende Bedeutung audio-visueller Datenverarbeitung in Verbindung mit drahtlo-
ser Kommunikation sta¨ndig an Bedeutung. Die notwendige Performance ist jedoch durch An-
wendung klassischer Techniken des Prozessorentwurfs (Pipelining, Superskalarita¨t) nur teilweise
erreichbar. In unserem Beitrag mo¨chten wir aufzeigen, daß die erforderliche Verarbeitungslei-
stung durch den Einsatz dynamisch rekonfigurierbarer Datenpfade bei gleichzeitig erho¨htem Fle-
xibilita¨tsgrad erreicht werden kann. Anhand von quantitativen Untersuchungen zu Chipfla¨chen-
und Leistungsbedarf einer 0,18µm CMOS-Standardzellenrealisierung der ARRIVE Architektur-
Fallstudie wird ersichtlich, daß durch Einsatz eines einfachen RISC Mikroprozessors erweitert
um einen rekonfigurierbaren DSP-Datenpfad eine gute Ausnutzung der vorhandenen Applika-
tionsparallelita¨t verbunden mit einem deutlichem Performancegewinn bei gleichzeitig geringem
Chipfla¨chen- und Leistungsbedarf erreichbar ist. Als Quelle des ermittelten und dargestellten Lei-
stungsbedarfs dient dabei eine basierend auf repra¨sentativen DSP Benchmark-Algorithmen durch-
gefu¨hrte Power-Simulation des Chip-Layouts.
1 Motivation
Der aktuelle Entwicklungstrend im Bereich eingebetteteter Prozessorkerne ist - ebenso wie in der
Doma¨ne der Desktop-Prozessoren - gekennzeichnet durch sta¨ndig steigende Core-Taktfrequenzen,
um die notwendige Performance insbesondere bei der Echtzeitverarbeitung von Datenstro¨men zu
erzielen. Eine etablierte Technik zur Leistungssteigerung durch Taktfrequenzerho¨hung stellt dabei
die Vergro¨ßerung der Pipeline-Tiefe dar. Diese Technik ist im Bereich eingebetteter Prozessorker-
ne - bedingt durch den zusa¨tzlichen Chipfla¨chen- und Leistungsbedarf der Pipeline-Register so-
wie Logik fu¨r Forwarding und Branch-Prediction - nur in begrenztem Maße einsetzbar. Gleiches
gilt fu¨r die Realisierung superskalarer Verarbeitungseinheiten, welche durch Diskrepanzen zwi-























































































































































































































































































Die Hauptzielstellung beim Entwurf bezu¨glich Performance-, Chipfla¨che- und Leistungsbedarf
effizienter eingebetteter Prozessorkerne besteht daher in einer besseren Ausnutzung der Appli-
kationsparallelita¨t bei gleichzeitig vergleichsweise geringer Pipelinetiefe und Taktfrequenz. Als
Nebeneffekt werden die Timing-Anforderungen an die Befehlsspeicherschnittstelle ebenfalls deut-
lich verringert. Eine vielversprechende Realisierungsvariante stellen dabei Datenpfaderweiterun-
gen dar, welche komplexe arithmetische Operationen - meist aus dem Bereich der digitalen Si-
gnalverarbeitung - in einem Prozessorbefehl verarbeiten ko¨nnen (Befehlssatzerweiterung). Diese
Erweiterungen werden mittlerweile von nahezu allen Herstellern eingebetteter Prozessoren ange-
boten [5, 6], jedoch bieten sie aufgrund fest-verdrahteter Operationen und Datenformate meist
nur begrenzte Einsatzmo¨glichen [7]. Des weiteren fu¨hrt die alleinige Beschleunigung von Ver-
arbeitungsoperationen zu einem Speichertransferengpaß. In unserem Beitrag mo¨chten daher wir
ein dynamisch rekonfigurierbares Datenpfadmodell vorstellen, welches in der Lage ist, sowohl
Verarbeitungs- als auch Transferoperationen flexibel und effizient auszufu¨hren.
2 Datenpfadmodell
Das Datenpfadmodell umfaßt einen ARMv4-kompatiblen RISC-Prozessorkern [1], der um zwei
grobgranular rekonfigurierbare Funktionseinheiten (RFUs) erweitert wurde (Abbildung 1).
Die zusa¨tzlichen Datenpfade ermo¨glichen die optimierte Abarbeitung von DSP-Funktionen.
Hauptentwurfsziele waren dabei die Unterstu¨tzung von Verarbeitungsparallelita¨t auf arithmetisch-
logischer Ebene sowie Transferparallelita¨t. Im einzelnen beinhalten die zusa¨tzlichen Datenpfade
ein Kontext-gesteuertes rekonfigurierbares ALU-Feld (RALU) sowie eine Kontext-gesteuerte
Load/Store Einheit (LSU). Durch einen zusa¨tzlichen Read/Write-Port ist der DSP-Datenpfad
mit den unteren acht Registern des RISC-Kerns gekoppelt, wodurch eine ausreichend enge
Datenpfadkopplung auch in Fa¨llen paralleler Arbeitsweise aller Funktionsblo¨cke gewa¨hrleistet
ist (globale Datenregister). Neben dieser Zugriffsmo¨glichkeit auf die RISC-Prozessorregister
verfu¨gen die rekonfigurierbaren Verarbeitungseinheiten u¨ber zusa¨tzliche lokale Datenregister.
Um der Bildung von Transferflaschenha¨lsen vorzubeugen, sind alle lokalen Datenregister parallel
nutzbar. Das Verarbeitungsprinzip ist dabei eng an das traditioneller VLIW-DSPs angelehnt, stellt
jedoch keine klassische Befehlssatzerweiterung dar. Die Spezifikation der Verarbeitungs- und
Transferoperationen erfolgt vielmehr in Konfigurationskontexten. Die Abbildung von parallel
ausgefu¨hrten Operationen auf eine begrenzte Menge von Kontexten ist mo¨glich, da die Anzahl
von ha¨ufig ausgefu¨hrten Operationen in Performance-relevanten Schleifenkonstrukten ebenfalls
begrenzt ist. Die Aktivierung der Konfigurationsdaten erfolgt dabei durch einen Konfigurati-
onsmanager (CCM) anhand einer Tabelle, deren Kontexteintra¨ge um ein zusa¨tzliches Adreßfeld
erweitert wurden. Durch Vergleich dieser Adressen mit dem Befehlsza¨hler des RISC Prozessors
ko¨nnen somit Kontexte fu¨r die rekonfigurierbaren Funktionseinheiten (RALU, LSU) separat
ausgewa¨hlt werden (Content Addressable Memory). Die Realisierung des Datenpfadmodells
mittels dreistufiger Pipeline sorgt des weiteren fu¨r einen reibungslosen Daten- und Befehlsfluß
ohne zusa¨tzlichen Hardwareaufwand durch Forwarding-Notwendigkeit.
Das rekonfigurierbare ALU-Feld besteht aus 4×4 grobgranular Kontext-gesteuert rekon-
figurierbaren 16-Bit Verarbeitungselementen (PE). Die Eingangs- und Ausgangssignale der
Verarbeitungselemente werden innerhalb des Feldes u¨ber konfigurierbare Multiplexer-Schalter
horizontal verteilt, wa¨hrend eine vertikale Verbindung nur durch die Verarbeitungselemente selbst
mo¨glich ist. Insgesamt kann jedes Verarbeitungselement 48 verschiedene arithmetisch-logische
Funktionen ausfu¨hren, wobei auch eine Bypass-Operation zur Signalweiterleitung integriert
wurde. Eine zusa¨tzliche Carry-Logik dient der Nutzung von verketteten Operationen zu einem
Vielfachen der Verarbeitungsbreite eines einzelnen Elements. Zusa¨tzliche Datenregister in den
Verarbeitungselementen gestatten die Organisation von Pipelines. Die Quelloperanden (Einga¨nge
der ersten Zeile) des Feldes werden vom lokalen Registersatz u¨ber einen Bus zur Verfu¨gung
gestellt, wa¨hrend die Zieloperanden (Ausga¨nge der letzten Zeile) u¨ber einen weiteren Bus in
diesen zuru¨ckgeschrieben werden.
Die Load/Store Einheit (LSU) stellt eine flexible und skalierbare Schnittstelle zu lokalen
Datenspeichern zur Verfu¨gung. Sie ermo¨glicht das parallele Laden und Speichern der lokalen
Datenregister u¨ber die Quell- und Zielregisterbusse. Spezielle DSP-Adressierungsmodi wie
Post-Inkrement/-Dekrement mit Offset und Adreß-Write-Back erleichtern den Transfer von
Datenblo¨cken.
Der Konfigurationsmanager (CCM) vergleicht sta¨ndig den Wert des Fetch-Adreßregisters des
RISC-Prozessors mit den Adreßeintra¨gen der Kontexttabelle. Jeder Eintrag spezifiziert dabei einen
RALU- sowie einen LSU-Kontext, der parallel zur Ausfu¨hrung eines RISC-Prozessorbefehls
aktiviert wird. Im Falle einer ¨Ubereinstimmung werden die Daten zur Aktivierung der Kontexte
u¨ber spezielle Busse zu den rekonfigurierbaren Einheiten transferiert. Durch die Anwendung
dieses Verfahrens werden die beim Start der Applikation in die lokalen Konfigurationsregister
geladenen Operationen parallel ausgefu¨hrt. Um eine Vereinfachung des Programmiermodells zu
erreichen, erfolgt die Aktivierung der Operationen genau wie beim RISC-Prozessor mittels einer
dreistufigen Pipeline, womit die Ausfu¨hrung der rekonfigurierbaren Operationen genau in der
Execution-Phase des aktivierenden RISC-Befehles erfolgt.
Die verwendete Realisierungsvariante stellt einen Spezialfall des ARRIVE Architekturmodells
dar, welches detailliert in [2] dargestellt ist.
3 ASIC Entwurfsablauf
Der Entwurf wurde mit Hilfe des am Lehrstuhl fu¨r Hochparallele VLSI-Systeme und Neuro-
mikroelektronik der TU Dresden vorhandenen Entwurfsflusses und den dort im Rahmen des
Europractice Programmes verwendeten ASIC Bibliotheken durchgefu¨hrt. Den Ausgangspunkt
des ASIC Entwurfes bildete ein synthesefa¨higes VHDL-Modell, dessen korrekte Arbeitsweise
bereits mittels eines FPGA-Prototypen verifiziert wurde [3]. Folgende ASIC Bibliotheken und
Entwurfswerkzeuge kamen zum Einsatz:
VHDL-Synthese: Synopsys Design Compiler
Netzlistensimulation: Cadence NC-Sim
ASIC-Layout: Cadence Encounter
Powersimulation: Cadence Encounter/Synopsys PrimePower
Prozeß: UMC 6 Metallebenen 0.18µm 1.8V CMOS [8]
Bibliothek: UMC 0.18µm Standardzellenbibliothek [9]
Abbildung 2: ASIC Layout
Das resultierende Layout beno¨tigt eine Chipfla¨che von 4.9×4.09mm=20mm2 und ist ein Abbil-
dung 2 dargestellt. Den gro¨ßten Teil (12mm2) beno¨tigen die 32-Bit SRAM Speicherblo¨che fu¨r den
RISC Controller sowie die Load/Store-Einheiten (je 64 KByte). Die eigentliche Kern-Chipfla¨che
(8mm2) wird zu 50% vom RALU-Array belegt, wa¨hrend der RISC Controller nur etwa 1mm2
Chipfla¨che beansprucht.
4 Leistungsbewertung
Tabelle 1 faßt die Ergebnisse der funktionalen Simulation sowie der Powersimulation zusammen.
Die Leistungsverbrauchsdaten des zu Vergleichszwecken herangezogenen, ebenfalls in einem
0,18µm CMOS Prozeß gefertigten ARM922T Prozessorkerns sind aus [4] entnommen. Die dort
angefu¨hrten Gro¨ßen stellen Durchschnittswerte dar, wa¨hrend die ermittelten ARRIVE Daten den
realen Leistungsverbrauch widerspiegeln. Die maximale mo¨glich Taktfrequenz wird hauptsa¨chlich
durch die verwendete Pipelinetiefe sowie durch die Anordnung der Nutzoperationen im RALU-
Feld bestimmt. In letzterem Fall la¨ßt sich die ungu¨nstigste Anordnung (la¨ngster kritischer Pfad)
durch zeilenweise Anordnung von Operation mit ¨Ubertragsnutzung innerhalb der Verarbeitungs-
elemente konstruieren. Eine solche Anordnung ist fu¨r die im Rahmen dieses Beitrags untersuchten
Benchmark-Algorithmen jedoch nicht relevant, sodaß die in den Verarbeitungselementen vorhan-
denen Pipeline-Register nicht zur Anwendung kommen.
Benchmark Taktzyklen Leistungsverbrauch (mW)
ARM922T ARRIVE ARM922T ARRIVE
FIR Filter (Tap) 9.5 0.25 ≈ 200 591
IIR Filter (Biquad) 59.7 2 ≈ 200 656
FFT Radix-2 (512pt.) 99608 5100 ≈ 200 523
Tabelle 1: Benchmark: Taktzyklen und Leistungsverbrauch
Die in der Timing-Simulation des Chip-Layouts (Netzliste mit Timing Back-Annotation) er-
reichte ARRIVE Taktfrequenz lag bei 100MHz. Unter der Annahme, daß der ARM922T Prozes-
sorkern mit 200MHz betrieben werden kann [4], dann ergibt sich daraus ein 9 bis 19facher Perfor-
mancegewinn zugunsten des ARRIVE Chip-Layouts. Entsprechend den Angaben in [4] kann wei-
terhin eine na¨herungsweise Verdopplung des Chipfla¨chenbedarfes beim vorliegenden ARRIVE
Layout (20 mm2) gegenu¨ber dem ARM922T Kern (8.1 mm2) angenommen werden.
5 Zusammenfassung und Ausblick
Ziel unseres Beitrag war das Aufzeigen der Leistungsfa¨higkeit von dynamisch rekonfigurierbaren
DSP-Datenpfaden bei gleichzeitig geringem Ressourcenbedarf. Durch die simulative Evaluation
eines auf einem 0.18µm CMOS-Prozeß basierenden Chip-Layouts der ARRIVE Architektur konn-
ten dabei Erkenntnisse zum Chipfla¨chenbedarf und Leistungsverbrauch gewonnen werden. Trotz
einer durch die begrenzen Anzahl getesteter Benchmark-Applikationen eingeschra¨nkten Aussa-
gekraft der Benchmark-Ergebnisse kann aufgrund vorangegangener Untersuchungen [3] davon
ausgegangen werden, daß der erzielbare Performancegewinn durch den Einsatz dynamisch rekon-
figurierbarer DSP-Datenpfade um ein vielfaches gro¨ßer als der Anstieg des Chipfla¨chenbedarfes
und des Leistungsverbrauches ist. Weitergehende Arbeiten haben daher vor allem eine detaillier-
tere Untersuchung weiterer Applikationen zum Ziel.
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Zusammenfassung Ein stetig wachsender Anteil des Auf-
wands zum Entwurf digitaler Schaltungen entfällt auf die
funktionale Verikation. Der Verikationsraum als Menge aller
möglichen Kombinationen von Attributen einer Komponente,
d. h. der Parameter und Eingangsdaten, ist oftmals sehr groß,
wodurch die Verikation aller Kombinationen unpraktikabel
wird. Deshalb verwenden moderne Methoden der funktiona-
len Verikation die zufallsgesteuerte Erzeugung von Stimuli in
Verbindung mit manuell denierten Spezialfällen, sog. Corner
Cases, um eine möglichst hohe funktionale Abdeckung in der
angestrebten Verteilung zu erzielen. Als großer Nachteil diese
Ansätze führen steigende Abdeckungsanforderungen zu exponen-
tiell ansteigenden Laufzeiten. Um diesen Nachteil auszugleichen,
wurden Generatoren propagiert, die nur solche Kombinatio-
nen erzeugen, die nicht bereits abgedeckt worden sind. Leider
können die dabei verwendeten Verfahren das Problem nicht
zufriedenstellend lösen, da auch sie im Allgemeinen zufällige
Kombinationen erzeugen, um in einem zweiten Schritt zu prüfen,
ob diese bereits abgedeckt sind. Im vorliegenden Beitrag werden
Entscheidungsdiagramme zur Repräsentation aller zulässigen
Kombinationen innerhalb des Verikationsraums verwendet. Mit
Hilfe dieses analytischen Modells kann jede beliebige Anzahl
von Kombinationen in linearer Zeit erzeugt werden. Wird die
vorgestellte Methode auf die Zufallserzeugung zur funktionalen
Verikation angewendet, kann diese um Größenordnungen be-
schleunigt werden.
I. EINLEITUNG
Die funktionale Verifikation nimmt einen stetig wachsenden
Anteil des Entwurfsaufwands ein. Der Verifikationsraum als
Menge aller möglichen Kombinationen von Parametern und
Eingangssignalen ist zu groß, als dass die Verifikation aller
dieser Kombinationen möglich ist [1]. Verifikationsumgebun-
gen, wie Specman EliteTM von Cadence oder VERATM von
Synopsys, verwenden zufällig erzeugte Stimuli in Kombination
mit manuell definierten Spezialfällen, sog. Corner Cases, um
akzeptable Abdeckungen mit der gewünschten Verteilung zu
Teile dieser Arbeit wurden unter dem Förderkennzeichen <01M 0348 A>
Intellectual Property Qualifikation für effizientes Systemdesign (IPQ) vom
Bundesministerium für Bildung und Forschung (BMBF) unter dem Schwer-
punkt Entwurfsplattformen für komplexe angewandte Systeme und Schaltun-
gen der Mikroelektronik (EkompaSS) gefördert.
erreichen. Dabei kommen i. allg. spezielle Hardwareverifika-
tionssprachen (Hardware Verification Language–HVL) zum
Einsatz, um die Stimuli für das Modell in einer Hardwarebe-
schreibungssprache (Hardware Description Language–HDL)
zu generieren und die Reaktion des Modells auszuwerten.
Neben dem Soll-Ist-Vergleich des Modellverhaltens werden
Daten gesammelt, die zu einem späteren Zeitpunkt zur Analyse
der funktionalen Abdeckung herangezogen werden können.
Im Gegensatz zur sog. Code Coverage, die sicherstellen soll,
dass jede Zeile eines Modells zumindest einmal ausgeführt
wurde, wird für die funktionale Abdeckung die Funktionalität
eines Entwurfs genauer betrachtet. Aus diesem Grund sind
Verifikationsstrategien, die den Verifikationsfortschritt anhand
der funktionalen Abdeckung bewerten, Entwurfs- und sogar
Implementierungsspezifisch [1], [2]. In diesem Beitrag stellen
wir einen Ansatz vor, mit dessen Hilfe Corner Cases sehr
viel genauer definiert und klassifiziert werden können, als mit
den verbreiteten Verfahren. Dieser soll Verifikationsingenieure
in die Lage versetzen, die Definition von Corner Cases zu
automatisieren und bessere Abdeckungsgrade früher im Veri-
fikationsprozeß zu erreichen.
II. VORARBEITEN
Bei der Nutzung funktionaler Abdeckung müssen eine Viel-
zahl von Verifikations- bzw. Abdeckungsmodellen (sog. Co-
verage Tasks) systematisch vom Nutzer erstellt werden, um
dann zur Messung, Überwachung und Steuerung des Testvor-
gangs verwendet zu werden [1]. Jedes dieser Modelle deckt ein
bestimmtes Gebiet des Verifikationsraumes ab [3], indem es
ihn entsprechend definierter Grenzen einschränkt [4]. Um den
gesamten Verifikationsraum abzudecken, muss jeder einzelne
Punkt des Raumes durch eines dieser Abdeckungsmodelle
behandelt werden.
Jede Kombination von Attributwerten, d. h. jedes einzelne
Element des Kreuzproduktes der Attribute eines Modells, kann
entweder gültig oder ungültig sein. Deshalb ist es notwendig,
Nebenbedingungen (Constraints) einzuführen, die die gültigen
Attributkombinationen identifizieren.
In [5] wird die Nutzung einer speziellen Art von Entschei-
dungsdiagrammen, sog. Domänengraphen (DG) vorgeschla-
gen, um den Verifikationsraum in Unterräume (Domänen)
aufzuteilen. Dies geschieht auf Grundlage formaler Beschrei-
bungen der Attribute und ihrer gegenseitigen Abhängigkeiten.
Bei der Konstruktion des DG werden alle ungültigen bzw.
verbotenen Attributkombinationen entfernt und alle Kombina-
tionen, die im Sinne der Verifikation gleich sind, d. h. zu
identischem Verhalten führen, werden zusammengefaßt [6].
Als Beispiel für identisches Verhalten kann eine veränderte
Position des Paritätsbits in einem seriellem Bitstrom dienen,
dessen Paritätsbitgenerierung ausgeschalten ist. Der entstehen-
de Domänengraph beinhaltet alle unterschiedlichen, gültigen
Attributkombinationen und wird im Folgenden als wirksamer
Verikationsraum bezeichnet.
Ausgehend vom DG werden automatisch nicht-
überlappende Abdeckungsmodelle generiert. Diese
vollständige Menge von Abdeckungsmodellen füllt den
Verifikationsraum komplett aus und verhindert somit das
Entstehen zusammenhängender Löcher. Um eine schnelle
Traversierung des wirksamen Verifikationsraums für die
automatische Stimuligenerierung zu ermöglichen, ist eine
effiziente Repräsentation erforderlich. Aus diesem Grund
wird der vorgeschlagene DG nicht direkt implementiert,
sondern auf binäre Entscheidungsdiagramme abgebildet. In
dem Softwarepaket PARAGRAPH [7] wurde die DG-Methodik
bereits implementiert, um eine analytische Repräsentation
des wirksamen Verifikationsraums zu erhalten. Dieses
Softwarepaket dient als Grundlage der vorliegenden Arbeit.
In [8] werden eine Anzahl von Abdeckungskriterien vorge-
schlagen, die die Oberfläche des Verifikationsraums betonen.
Die Definition der Corner Cases ist der in dieser Arbeit
gewählten Definition sehr ähnlich. Es gibt dort jedoch keine
Möglichkeit sie zu klassifizieren oder ihre Kardinalität zu
bestimmen, da der Algorithmus zur Generierung der ent-
sprechenden Stimulidaten auf Constraintlogikprogrammierung
(CLP) basiert, während im Gegensatz dazu die von uns vor-
geschlagene Methode Entscheidungsdiagramme nutzt.
Eine Methode des pseudoerschöpfenden Testens wird in [9]
untersucht. Sie kann, angewendet auf eine Softwarekompo-
nente, eine höhere Abdeckung mit einer kleineren Anzahl
Testcases erreichen. Die Anwendung dieser Methode auf
Hardwarekomponenten stellt eine Alternative zu der in dieser
Arbeit vorgestellten Corner Case Betonung dar.
III. VERIFIKATIONSRAUM
Ein Design wird während der Simulation durch Attribute
parametrisiert, die verschiedene Konfigurationen und Zustände
des Schaltkreises identifizieren. Jedes Design hat eine Menge
von m Attributen {a1,a2. . . . ,am}. Jedes Attribut ai kann einen
der Werte aus seinem Wertebereich Ai annehmen. Dadurch
spannen all diese Wertebereiche den Verifikationsraum V =
Ai×A2× . . .×Am auf. Jedes Element v = 〈a1,a2, . . . ,am〉 aus
V stellt genau eine bestimmte Kombination von Attributwerten
dar, d. h. einen einzelnen Stimulivektor.
In den meisten realen Designs, sind nicht annähernd alle
Attributkombinationen gültig. So kann es Abhängigkeiten
zwischen den Attributen geben, die den Verifikationsraum
V einschränken. Mit Hilfe dieser Abhängigkeiten kann eine
Abbildungsfunktion isValid : v 7→ {0,1} definiert werden,
die zu 1 evaluiert, wenn die Attributkombination v ein gültiger
Stimulivektor ist, und anderenfalls zu 0. Mit Hilfe dieser Ab-
bildung kann die Menge G⊆V aller gültigen Kombinationen
eingeführt werden:
G = {∀v ∈V | isValid(v) = 1} .
Es seien die Attributmenge {a,b} gegeben, mit den entspre-
chenden Wertebereichen A = {1 . . .20} und B = {1 . . .20}.




8b < a2 +16.
In diesem Fall ist die entsprechende Funktion isValid wie
folgt definiert:
isValid(〈a,b〉) = (a+b < 32)∧
(
8b < a2 +16
)
.
Im konkreten Anwendungsfall wird die spezielle Definition
von isValid von den Nebenbedingungen der Attribute in
jeder Domäne hergeleitet. Diese müssen aus der Spezifikation
des Designs extrahiert werden. In den von uns untersuchten
realen Designs war dieser Vorgang ohne Probleme durch-
führbar. Dies wird möglich, da die Nebenbedingungen mit
Hilfe aller logischen und arithmetischen Operatoren beschrie-
ben werden, die in einer Reihe von HDL und HVL, wie
z. B. VHDL, Verilog und e zur Verfügung stehen. Abb. 1 zeigt
den Verifikationsraum V als ein zweidimensionales Gebiet
und die entsprechenden Elemente des wirksamen Verifikati-


















Abb. 1. Gesamter bzw. wirksamer Verifikationsraum
Jede der Mengen von Attributkombinationen innerhalb eines
Domänengraphen wird als mehrwertiges Entscheidungsdia-
gram (Multi-valued Decision Diagram  MDD) [10] in Form
einer charakteristischen Funktion wie folgt repräsentiert:
f (a1,a2, . . . ,am) =
{
1 : 〈a1,a2, . . . ,am〉 ∈Menge
0 : sonst .
Die interne Darstellung der zugehörigen Datenstrukturen ist
von Binary Decision Diagrams abgeleitet und erfuhr eine tief-
greifende Weiterentwicklung über Multi-terminal Binary De-
cision Diagrams und Binary Moment Diagrams zu Kronecker
Multiplicative Binary Moment Diagrams [11], [12], [13], [14],
[15]. Letztere erlauben die Darstellung der meisten Ausdrücke
und ihrer Abhängigkeiten mit linearem Ressourcenbedarf.
Dies erfüllt zwei üblicherweise gegensätzliche Ansprüche:
schnelle Manipulation bei gleichzeitig geringem Speicherbe-
darf [15].
IV. CORNER CASE DEFINITION
Der Verifikationsingenieur hat normalerweise die Aufgabe
sogenannte Corner Cases zu definieren, die das Design in
Zustände treiben, von denen man eine hohe Anfälligkeit für
fehlerhaftes Verhalten erwartet. Die Erfahrung zeigt, dass
Bugs, die durch eine Fehlinterpretation der Spezifikation oder
durch Entwurfsfehler entstanden sind, oft im Zusammenhang
mit Eingangdaten auftreten, deren Werte sich am Rande des
zugehörigen Wertebereichs befinden. Deshalb ist die Möglich-
keit erstrebenswert, die zufallsgesteuerte Generierung dahin-
gehend zu beeinflussen, dass Corner Cases verstärkt generiert
werden.
Es erscheint jedoch schwierig formal zu definieren, welche
Werte bzw. Attributkombinationen Randwerte (Corner Cases)
sind. In dieser Arbeit werden wir deshalb diejenigen Punkte
als Corner Cases bezeichnen, die sich nahe an den Grenzen
des wirksamen Verifikationsraumes G befinden [16]. Auf der
linken Seite zeigt Abb. 2 an einem etweas kleineren Beispiel
die Corner Case Definition laut einer kommerziell verfügbaren
Verifikationsumgebung, die Corner Cases im Regelfall ent-
sprechend den Randwerten der Wertebereiche der einzelnen
Attribute definiert. Die Pfeile verweisen auf diese Regionen
von Randwerten, d. h. die Werte 1 und 10 für beide Attribute.
Die rechte Seite der Abbildung zeigt die Corner Case Defi-
nition entsprechend den wirklichen Grenzen des wirksamen
Verifikationsraums G.
(a) Traditionelle Definition (b) DG-basierte Definition
Abb. 2. Abweichende Definitionen der Corner Cases
Im Allgemeinen kann man auch andere Kriterien zur Iden-
tifikation von Corner Cases heranziehen. Der Rest dieses
Abschnitts beschreibt eine alternative Corner Case Definition,
die besonders vorteilhaft für Verifikationsräume mit großen
numerischen Wertebereichen ist. Logische Attribute, Attribute
mit wenigen Werten oder Attribute ohne Ordnungsrelation
(z. B. Enumerationen) können auch verwendet werden, fließen
jedoch nicht in die Definition der Corner Cases ein.
Anfangs wird eine unklassifizierte Definition gegeben, die
den Verifikationsraum in nur zwei Mengen aufteilt, Oberflä-
chen und innere Punkte. Im weiteren Verlauf wird eine Klas-
sifikationsmethode inklusive zugehörigem Algorithmus vorge-
stellt, die jedem Punkt des wirksamen Verifikationsraums eine
Ordnung zuweist, um die Corner Cases präziser selektieren zu
können.
Die Menge S ⊆ G der Randelemente, die während der
Simulation betont werden sollen, beinhaltet alle Elemente
v = 〈a1,a2, . . . ,am〉 aus G, die mindestens einen Nachbarn
v′ = 〈a′1,a
′
2, . . . ,a
′
m〉 haben, der nicht in G enthalten ist. Der








1 : (∑mi=1 |ai−a′i|) < B
0 : sonst .
Diese nutzt die sogenannte Manhattan-Distanz um zu bestim-
men, ob die Entfernung zwischen zwei Elementen kleiner ist,








∧ v′ /∈ G)
}
.
Die Elemente im Inneren von G können mit Hilfe des
Ausdrucks I = G \ S bestimmt werden. Die Mengen der
Oberflächenelemente und inneren Elemente des Beispiels aus
Abschnitt III sind in Abb. 3 dargestellt.
Corner Cases
Innere Elemente
Abb. 3. Korrekte Definition der Oberflächenelemente
Die Definition der Corner Cases kann nun weiter verbessert
werden, indem jeder Punkt der Oberfläche klassifiziert wird,
d. h. jedem Punkt wird eine bestimmte Ordnung zugeordnet.
Daraus folgt, dass der Raum S entsprechend nachfolgen-




v ∈ G |
(
i≡
∣∣v′ ∈V\G | isNeighbour(v,v′)∣∣)} .
Jeder Punkt in Si ist als Oberflächenpunkt der Ordnung i
definiert und hat genau i ungültige Nachbarn. Dies schließt
auch Nachbarn mit ein, die nicht Element von V sind, d. h. Ele-
mente die außerhalb der Wertebereiche der Attribute liegen.
Der Unterraum S0 ist identisch zur Menge der inneren Punkte
I. Abb. 4 zeigt die Klassifikation der Oberflächenpunkte am
Beispiel eines dreidimensionalen Körpers. Für orthogonale
Räume, wie den gezeigten, stimmt diese Klassifikation im-
plizit mit der eines beliebigen Zufallsgenerators überein, der
einfach die Randwerte der einzelnen Attribute betont. Dabei
werden Eckpunkte natürlich mit höherer Wahrscheinlichkeit
selektiert als Kantenpunkte, und diese wiederum mit höherer
Wahrscheinlichkeit als Punkte auf der Oberfläche des Körpers.
Punkte im Inneren haben die geringste Selektionswahrschein-
lichkeit. Der Ansatz alle Attribute getrennt zu betrachten
ist jedoch auf Räumen mit nichtorthogonalen Grenzen nicht
anwendbar. Stattdessen muss die Gesamtmenge der wirksamen










Ein sehr einfacher und ineffizienter Algorithmus zur Klassifi-
kation der Oberflächenpunkte kann direkt aus der Definition
von isNeighbour abgeleitet werden. Für jeden Punkt aus
G werden alle seine Nachbarn berechnet und die Anzahl der
ungültigen darunter bestimmt. Das Resultat ist gleichzeitig
die entsprechende Ordnung des Punkts. Wie bereits angedeu-
tet, ist dieser Algorithmus sehr langsam, weshalb wir einen
Entscheidungsdiagramm-basierten Algorithmus entwickelt ha-
ben, der G direkt manipuliert, um die Anzahl der Nachbarn für
alle Punkte auf einmal zu berechnen. Abb. 5 zeigt die Schritte
dieses Verfahrens für das vorgestellte einfache Beispiel. Für
jeden möglichen Nachbarn eines Punkts aus G (durch die fett
markierte Linie gekennzeichnet), wird der gesamte Raum in
dessen Richtung verschoben. Danach werden die Werte aller
verschobenen Räume zusammenaddiert, wobei der dadurch
entstandene MDD die Anzahl der gültigen Nachbarn für jeden
Punkt repräsentiert. Der Körper unten rechts in Abb. 5 zeigt
das Resultat der vier Verschiebungen für das kleine Beispiel.
Je dunkler die Farbe eines Elements dargestellt ist, desto
mehr gültige Nachbarn hat dieser Punkt. Dieser Wert ist von
der Gesamtanzahl der möglichen Nachbarn abzuziehen, um
die Ordnung des Punktes zu erhalten. Weiterhin werden die
Werte für Punkte außerhalb von G nicht betrachtet und auf 0
zurückgesetzt.
Die grundlegende Idee hinter der Bewertung der Corner
Cases ist der Fakt, dass die Wahrscheinlichkeit fehlerhaften
Verhaltens in (geometrischen) Ecken des Verifikationsraumes,
an denen mehrere Attribute Randwerte einnehmen, höher ist,
als auf den verbleibenden Oberflächengebieten. Der Zufalls-
generator kann nun, basierend auf dem Klassifikationsresultat,
Corner Cases mit sehr hoher Ordnung, d. h. Punkte mit
Abb. 5. Berechnungsschritte für den Corner Case Klassifikationsalgorithmus
einer hohen Anzahl von Nachbarn außerhalb des wirksamen
Verifikationsraumes, zuerst auswählen. Damit werden die kri-
tischsten Attributkombinationen selbst dann abgedeckt, wenn
die Verifikation nur einen geringen Abdeckungsgrad erreicht.
Dies kann das Vertrauen in das Ergebnis der simulativen
Verifikation insbesondere dann verstärken, wenn der wirksame
Verifikationsraum eines Designs so groß ist, dass die Überprü-
fung jedes einzelnen Punkts nicht praktikabel ist.
V. ABDECKUNGSGESTEUERTE GENERIERUNG
Moderne Verifikationsstrategien sammeln funktionale Ab-
deckungsdaten, um den Verifikationsfortschritt zu überwachen
und den Verifikationsprozess dahingehend zu beeinflussen,
dass die funktionale Abdeckung verbessert wird. Der Grad
der Abdeckung berechnet sich aus dem Anteil derjenigen
gültigen Attributkombinationen, die während der Simulation
bereits generiert wurden. Die Menge dieser Kombinationen
bezeichnen wir als C⊆G. Sie ist zu Beginn leer und füllt sich
mit fortschreitender Verifikationsdauer mit Elementen aus G.
Es ist oft wünschenswert, Corner Cases zuerst zu verifi-
zieren. Deshalb wurde die Menge der gültigen Attributkom-
binationen G in die bereits bekannten Untermengen S und I
aufgeteilt, wobei S alle Kombinationen nahe der Oberfläche
und I alle restlichen Elemente von G enthält. Da S die Corner
Cases repräsentiert, die während der Simulation stärker betont
werden sollen, kann der Verifikationsingenieur deren exakte
Anzahl ermitteln und daraufhin eine anwendungsspezifische
Verifikationsstrategie zum Einsatz bringen.
Es ist weiterhin möglich, S entsprechend den Ergebnissen
des Corner Case Klassifikationsalgorithmus wiederum in meh-
rere Unterräume aufzuteilen. Somit wird es möglich, zufalls-
gesteuert zuerst Attributkombinationen unter den Elementen
der höchsten Ordnung zu generieren, und erst danach mit
Kombinationen absteigender Ordnungen fortzufahren.
Ein weiteres neues Verfahren ist die Generierungsmethode
selbst. Sie garantiert, dass keine Attributkombination mehr-
fach erzeugt wird, während eine zufällige Reihenfolge mit
Gleichverteilung eingehalten wird. Algorithmus 1 stellt einen
einfachen Anwendungsfall dar, bei dem der Verifikationsin-
genieur alle Corner Cases generieren will, d. h. eine Ober-
flächenabdeckung von 100% ist gefordert. Jede Operation
des Algorithmus ist dabei eine effiziente MDD-Operation mit
konstanter Laufzeitkomplexität. Aus diesem Grund ist eine
Generierungsgeschwindigkeit möglich, die proportional zur
Anzahl der generierten Kombinationen ist.




while CS 6= S
generate v from S′
CS←CS∪ v
S′← S′ \ v
end
Konventionelle Verifikationsansätze erzeugen zufallsgesteuert
Attributkombinationen, um dann mit Hilfe eines Constraint-
Solvers die ungültigen wegzuwerfen, bis eine gültige Kombi-
nation gefunden wurde. Im Gegensatz dazu kann mit der vor-
gestellten Methode Zeit eingespart werden, da jede erzeugte
Kombination wirksam zur Erhöhung der Abdeckung beiträgt.
Heutige Testgeneratoren sind mehr und mehr in der Lage
effizient nur noch gültige Kombinationen zu generieren. Der
Nachteil dieser Methoden bleibt jedoch, dass es nicht möglich
ist, den genauen Abdeckungsgrad der Corner Cases, sowie den
gesamten Abdeckungsgrad des wirksamen Verifikationsraums
zu bestimmen. Mit Hilfe des MDD-basierten Ansatzes sind
die exakten Abdeckungsgrade zu jedem Zeitpunkt während
der Verifikation bekannt
Corner Case Abdeckungsgrad : |CS||S|
Gesamtabdeckungsgrad : |CS|+|CI ||G|
.
VI. ERGEBNISSE
Die beschriebene Methodik wurde in das Softwarepaket
PARAGRAPH [7] integriert. Aus einer Datei wird eine for-
male Beschreibung der Attribute gelesen, die ein spezielles
Dateiformat nutzt [5] und mit dessen Hilfe PARAGRAPH den
DG konstruieren kann. Ein hochgradig parametrisiertes seri-
elles Kommunikationsinterface für Multimediaapplikationen,
das in einem früheren Projekt mit einem industriellen Partner
entwickelt wurde, dient als Demonstrationsbeispiel. Aus dem
HDL Modell konnten die 15 in Tabelle I gezeigten Attri-
butdefinitionen extrahiert werden. Abhängigkeiten zwischen
TABELLE I
LISTE DER ATTRIBUTE
Attribut Kardinalität Attribut Kardinalität
ALIGN 8 PARITY 3
DATALEN 4 STARTSTOP 2
FRAMEGEN 3 STOPBITS 2
FRAMELEN 10 VALID 2
FRAMEPOL 2 VALIDPOL 2
FRAMEPULSE 10 VALIDPOS 10
FRAMESYNC 2 WORDLEN 10
ORDER 2
Attributen können, wie in Abschnitt III beschrieben, entweder
als bedingte Constraints mit REQUIRE und CONFLICT ausge-
drückt werden, oder in Form von relationalen Abhängigkeiten.
Die Tatsache, dass das Attribut FRAMELEN das Schnittstel-
lenverhalten nicht beeinflusst, wenn das Attribut FRAMEGEN
den Wert none annimmt, kann beispielsweise mit Hilfe einer
CONFLICT Anweisung deklariert werden:
CONFLICT framelen:
framegen name: none;




















Zusätzlich wurden 7 relationale Constraints deklariert, die den
wirksamen Verifikationsraum weiter einschränken:
RELATION validpos > align;
RELATION validpos <= wordlen;
RELATION framelen > framepulse;
RELATION datalen + align <= wordlen;
RELATION {(valid == ’on’) &&
[(datalen + align) <= (wordlen - 1)]
}
|| (valid == ’off’)
;
RELATION {(parity != ’off’) &&
[(datalen + align) <= (wordlen - 1)]
}
|| (parity == ’off’)
;
RELATION {(parity != ’off’) &&
(valid == ’on’) &&
[(datalen + align) <= (wordlen - 2)]
}
|| (parity == ’off’)
|| (valid == ’off’)
;
Auf Grundlage dieser Definitionen konnte PARAGRAPH
den Verifikationsraum in 6 Domänen aufteilen. Die
Konstruktion des entsprechenden DG benötigt auf einer
Sun UltraSPARC R©10 ungefähr 6 Sekunden. Die Größe des
wirksamen Verifikationsraums G wird im Vergleich zum
kompletten Verifikationsraum V um den Faktor 407 reduziert.
Im vorliegenden Beispieldesign wurden zuerst alle Corner
Cases in zufälliger Reihenfolge verifiziert. Im Anschluss sind
alle Nicht-Corner-Cases ebenso zufällig verifiziert worden.
Dadurch wird die Wahrscheinlichkeit zu Beginn der Verifi-
kation mehr Bugs zu finden signifikant erhöht.
Der entstandene Verifikationsfortschritt des betrachteten De-
signs ist in Abb. 6 dargestellt. Man kann deutlich erkennen,
dass mit der vorgeschlagenen abdeckungsgesteuerten Veri-
fikationsmethodik der Verifikationsfortschritt linear mit der
Zeit wächst, sodass sie nach etwas weniger als drei Tagen
beendet ist. Im Gegensatz dazu benötigt die zufallsgesteuerte


























Erzeugung von Punkten im wirksamen Verifikationsraum G
in der untersten Kurve mehr als 6 Tage, um 90% Abdeckung
zu erreichen. Weiterhin ist mit konventionellen Methoden der
Abdeckungsgrad der Corner Cases zu keinem Zeitpunkt der
Verifikation bekannt, weshalb der Verifikationsingenieur sich
nie sicher sein kann, dass er alle Corner Cases abgedeckt hat.
Um den genauen Abdeckungsgrad zu ermitteln, wird die
Anzahl der gültigen Kombinationen, d. h. die Kardinalität
von G benötigt. Dies ist für einfache bedingte Constraints
(REQUIRE,CONFLICT) noch möglich, bereitet jedoch bei
mehreren relationalen Constraints erhebliche Schwierigkeiten.
Aus diesem Grund, erzeugen traditionelle Ansätze zufällig
Punkte im kompletten Raum V , der jedoch den wirksamen
Verifikationsraum G des Beispieldesigns um einen Faktor
10,87 übersteigt. Dies führt zu einer Unterabschätzung des
Abdeckungsgrades in der untersten der Kurven in Abb. 6,
sodass die endgültige Abdeckung in diesem Fall noch nicht
einmal 10% beträgt.
Zusammenfassend lässt sich sagen, dass der wirksame
Verifikationsraum G in Corner Cases und innere Elemente
aufgeteilt werden konnte. Dabei hat sich herausgestellt, dass
90% aller Attributkombinationen Corner Cases sind. Dies
kommt daher, dass der Verifikationsraum durch die Constraints
stark segmentiert wird und dadurch nur wenige größere zusam-
menhängende Gebiete mit gültigen Kombinationen vorhanden
sind. Diese Information ist jedoch bereits sehr wertvoll für den
Verifikationsingenieur, weil er damit in die Lage versetzt wird,
einen exakt zugeschnittenen Verifikationsplan zu erstellen und
die vorhandenen Ressourcen besser aufzuteilen.
Insgesamt gesehen ist das Beispieldesign relativ klein (50k
Gatteräquivalente), und sein Verifikationsraum ist stark seg-
mentiert. Daher ist der wesentlichste Vorteil der neuen Metho-
dik, dass der Verifikationsingenieur genau über den Fortschritt
und die zu erwartende verbleibende Verifikationszeit Bescheid
weiß. Weiterhin konnte durch die Klassifikation der Corner
Cases genauer gesteuert werden, welche Punkte wie stark
betont werden sollen.
VII. ZUSAMMENFASSUNG UND AUSBLICK
In dieser Arbeit wurde die DG Methodik auf die abdeckungs-
gesteuerte Verifikation angewendet. Durch die Nutzung von
Entscheidungsdiagrammen kann eine beliebige Anzahl von
Attributkombinationen zufällig und in linearer Zeit aus dem
Verifikationsraum ausgewählt werden. Traditionelle Ansät-
ze der gezielten (directed) Zufallserzeugung benötigen mit
steigendem Abdeckungsgrad eine exponentielle Laufzeit. Im
Gegensatz dazu kann mit der präsentierten Methodik ein
erheblicher Laufzeitgewinn erzielt werden.
Zukünftige Arbeiten werden sich mit der Darstellung von
Übergängen zwischen verschiedenen funktionalen Zuständen
oder kompletten Stimulisequenzen beschäftigen. Weitere Un-
tersuchungen sind nötig, um festzustellen, ob die vorgestellte
Klassifikationsmetrik das Optimum bildet, oder ob bessere
Ansätze gefunden werden können.
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Fehlerinjektionstechniken in SytemC-Beschreibungen mit Gate- und 
Switch-Level-Verhalten 
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Zur Beschreibung elektronischer Systeme hat SystemC inzwischen eine festen Platz in der 
Entwurfslandschaft gefunden. Ein wesentlicher Vorteil eines SystemC-Modells ist die bereits 
vorhandene Möglichkeit einer Simulation. Neben der rein funktionalen Simulation zur 
Entwurfsvalidierung ergeben sich für eine Simulation mit injizierten Fehlern zusätzliche 
Herausforderungen. In dieser Arbeit werden diverse Techniken zur Fehlerinjektion in SystemC 
vorgestellt. Einige vergleichende Experimente helfen diese Techniken zu bewerten. Anschließend 
werden einige Modelle präsentiert, die es gestatten, SystemC auch auf niederen Ebenen des 
Hardwareentwurfs einzusetzen. Mit den vorgeschlagenen Methoden eröffnet sich hiermit die 
Möglichkeit einer genauen Untersuchung zur Auswirkung von Hardwarefehlern in digitalen 




Der Entwurf elektronischer Systeme steht seit 
Jahrzehnten immer wieder vor der 
Herausforderung, dass zunehmende 
Integrationsdichten und wachsende 
Dimensionen neue Entwicklungsstrategien 
erfordern. Der übliche, komplexe Entwurf 
findet heute nach der Spezifikation auf der 
Systemebene seinen Einstieg. Zur Beschreibung 
hat sich hier SystemC [8] als ein Quasi-
Standard innerhalb kurzer Zeit etabliert. Mit 
dem Erscheinen von SystemC als eine 
Erweiterung von C++ in Form einer 
Klassenbibliothek, hatte man zunächst die 
Absicht den Umstieg auf eine 
Hardwarebeschreibungssprache (HDL), der 
sich zuvor im Laufe der Entwurfsverfeinerung 
ergab,  mit einen durchgehenden Flow zu 
vermeiden. Außerdem erhoffte man sich durch 
die Nutzung einer hohen Programmiersprache 
ein einfacheres HW/SW-Codesign. Beides sieht 
heute etwas anders aus. So findet ein 
vollständiges HW/SW-Codesign nicht komplett 
in einer SystemC-Umgebung statt. 
Problematisch ist hier beispielsweise eine nicht 
taktzyklengenaue Nachbildung der 
Instruktionen des Zielprozessors in der 
Entwicklungsumgebung. Ebenso stehen Real 
Time Operating Systems (RTOS) [9] oder 
Instruktion Set Simulatoren nicht ohne weiteres 
bereit. Desgleichen führen die meisten 
SystemC-Modellierungen meist nur bis zum 
Register-Transfer-Level hinab. Entweder 
erfolgt von dieser Ebene schon die HW-
Synthese oder es kommt zu einem Umstieg auf 
eine HDL wie z.B. Verilog oder VHDL. Das 
liegt nicht selten daran, dass HW-Entwickler 
auf den unteren Ebenen des Systementwurfs oft 
eher mit einer HW-Beschreibungssprache 
vertraut sind als mit einer höheren 
Programmiersprache. Dennoch wäre es 
sinnvoll, auch unterhalb des RT-Levels 
SystemC-Darstellungen zu benutzen. Zum 
Einen wäre so eine Multi-Level-Simulation 
deutlich einfacher bzw. die Simulation deutlich 
schneller. Zum Anderen lässt sich dadurch ein 
Äquivalenzvergleich, welcher bei einem 
Verfeinerungsschritt sinnvoll ist, besser 
durchführen.  
Moderne Chips werden durch beständig kleiner 
werdende Strukturen immer störanfälliger 
gegen äußere Einflüsse wie elektromagnetische 
Strahlung oder Partikelstrahlung. Diese äußern 
sich typischerweise in sporadisch auftretenden, 
transienten Fehler. Um das Systemverhalten 
bezüglich der Auswirkungen solcher transienter 
Fehler näher zu untersuchen, ist die Methode 
der simulierten Fehlerinjektion eine beliebte 
Form. Für VHDL-Beschreibungen gilt dieses 
Gebiet als gut untersucht. In SystemC sind 
hierzu wenige Arbeiten bekannt und zumeist 
bezüglich der Modellierungsebene oder der 
Fehlerinjektionstechnik beschränkt.  
In der folgenden Arbeit werden verschiedene 
Fehlerinjektionstechniken vorgestellt, wie sie 
zum Teil in ähnlicher Form schon aus früheren 
Arbeiten mit VHDL-Modellen bekannt sind. 
Ergänzend werden einige 
Simulationsergebnisse anhand von Benchmark-
Schaltungen präsentiert. Für eine genaue 
Untersuchung einer Fehlererscheinung reicht 
die Darstellung auf dem Register-Transfer-
Level oftmals nicht. Ein feineres Modell auf 
dem switch-level spiegelt hierfür die Realität 
besser wider und erlaubt so genauere 
Fehlermodelle. 
 
2. Techniken der Fehlerinjektion 
 
Das Verfahren der simulierten Fehlerinjektion 
in Hardware-Beschreibungen ist ein recht gut 
untersuchtes Gebiet. Hierzu gibt es speziell 
viele Arbeiten für VDHL [1,2,3,4]. Abbildung 
1 zeigt in Anlehnung an [3] eine Systematik 
verschiedener Fehlerinjektionen für HW-
Beschreibungssprachen. Die in der Abbildung 
verwendeten Bezeichnungen sind gemeinhin in 
der Fachwelt als Quasi-Standard akzeptiert. 
Abweichende Begriffe in anderen Arbeiten 
finden nahezu immer ein entsprechendes 







Abbildung 1: Eine Systematik von Fehlerinjektionen 
in HDL-Beschreibungen 
 
Hinsichtlich der Fehlerinjektion sind die drei 
Techniken der Saboteure (saboteurs), Mutanten 
(mutants) und Simulator-Kommandos 
(simulator commands) von wesentlicher 
Bedeutung. In SystemC gibt auch einige, 
wenige Publikationen zur simulierten 
Fehlerinjektion [5,6,7]. Typisch für die 
Arbeiten in SystemC ist, dass ihr Fokus auf eine 
spezielle Anwendung ausgerichtet ist und das 
sie nur einzelne Fehlerinjektionen nutzen. Ein 
umfassende Implementierung und 
Untersuchung verschiedener Fehlerinjektionen 




Saboteure sind spezielle Module die der 
Originalbeschreibung hinzugefügt werden.  Für 
gewöhnlich werden sie in den Signalweg von 
mindestens zwei Komponenten geschalten. 
Über einen zusätzlichen Kontrolleingang kann 
man im Saboteur die Fehlerinjektion steuern. 
Der Ablauf sieht für gewöhnlich so aus, dass 
während der Simulation ein Fehler aktiviert 
wird und man diesen nach einer festgelegten 
Zeit wieder deaktiviert. 
Bei den Saboteuren unterscheidet man drei 
Kategorien: 
Der einfache serielle Saboteur wird zwischen 
zwei Ports geschalten. Mit ihm lassen sich alle 
Fehler injizieren, die für eine Signalleitung 
denkbar sind. Das können z.B. Stuck-At-, Bit-
Flip-, Stuck-Open- oder Verzögerungsfehler 
sein. 
Der komplex serielle Saboteur wird zwischen 
mehreren Signalleitungen geschalten. Mit ihm 
lassen sich z.B. Brückenfehler und 
Übersprechverhalten modellieren. Aber auch 
als kompaktes Injektionsmodul für Einzelfehler 
auf Bussen ist dieser Saboteur geeignet. 
Der parallele Saboteur wird an mindestens eine 
bestehende Leitung angeschlossen. Mit ihm 
lassen sich Störungen mit transientem 
Verhalten auf Bussen gut provozieren. 
Die Abbildung 2 zeigt den Code eines einfach 
seriellen Saboteurs bei dem ein Teil der 
Funktionalität zu sehen ist. 
 
   . . . 
2  switch (fi.read()) {   
     case 0: out.write(in.read());  
4            break;        //correct 
     case 1: out.write(sc_logic_0);  
6            break;        //stuck-at-0 
     case 2: out.write(sc_logic_1);  
8            break;        //stuck-at-1 
     case 3: out.write(~(in.read()));  
10           break;        //bit-flip 
     case 4: next_trigger(t_delay);  
12  out.write(in.read());  
             break;        //delay 
14 . . . 




Mutanten führen zu einer Änderung der 
Schaltungsbeschreibung. In Hardware-
beschreibungen wird üblicherweise eine 
Komponente durch eine andere ersetzt. Dieser 
Austausch kann z.B. auf zwei Wegen erfolgen. 
Im einfachsten Fall wird eine korrekt arbeitende 
Komponente gegen eine fehlerhafte mit anderer 
Funktion getauscht. Zum Beispiel wird ein 
AND-Gatter durch ein NAND-Gatter ersetzt. In 
SystemC würde man hierzu den Programmcode 
ändern, anschließend Compilieren und danach 
ausführen. Für die Injektion mehrerer, 
sequentieller Fehler ist dieses Verfahren nicht 
praktikabel, da die Zeit der Simulations-
vorbereitung erheblich anwächst. 
Die Alternative ist, die korrekte Komponente 
durch ein erweitertes  Modul auszutauschen, 
welches die zusätzliche Möglichkeit der 




Kontrollport lässt sich dann der Fehlerzustand 
selektiv ein- und ausschalten. 
Dieses Methode zeichnet sich durch eine hohe 
Flexibilität aus. Es lassen sich sowohl Signale 
als auch Variablen beeinflussen. Mit Mutanten 
sind alle Fehlermodelle möglich, die in einer 
Komponente entstehen können. 
Die Abbildung 3 zeigt den Code eines 
Mutanten bei dem ein Teil der Funktionalität 
wieder gegeben ist. 
 
   . . . 
2  switch (v_fi) {  
     case 0: 
4      z0.write(a0.read()&a1.read());  
       break;              //correct 
6    case 1:z0.write(sc_logic_0);  
            break;        //stuck-at-0 
8    case 2:z0.write(sc_logic_1);  
            break;        //stuck-at-1 
10   case 3:next_trigger(t_delay);      
       z0.write(A0.read()&A1.read());  
12     break;             //delay 
     case 4: 
14    z0.write(~(A0.read()&A1.read())); 
      break;              //NAND 
16 . . . 
Abbildung 3: Mutant in SystemC 
 
 2.3 Simulations-Kommandos  
 
In einigen leistungsfähigen HDL-Simulatoren 
[11,10] gibt es eine Schnittstelle, die es dem 
Anwender mit speziellen Simulator-
Kommandos ermöglicht, den Ablauf interaktiv 
zu steuern. So sind die Werte von Signalen und 
u.U. auch die von Variablen manipulierbar. Mit 
der Interpretation von Skripten lässt sich eine 
Simulation zusätzlich gut automatisieren. Ein 
Vorteil dieser Technik ist es, dass für die 
Fehlerinjektionen keine Modifikationen am 
Schaltungsmodell nötig sind.  In [1] wurde 
anhand von VHDL-Modellen gezeigt, dass die 
zusätzliche Zeit zur Fehlerinjektion im 
Vergleich zu einer funktionalen Simulation 
nicht ins Gewicht fällt. Die Möglichkeiten der 
Fehlermodellierung bleiben jedoch auf die 
gebotenen Befehle des Simulators beschränkt. 
Etwas kompliziertere Fehler sind nicht 
modellierbar. In der  SystemC-Bibliothek sind 
solche  Kommandos nicht zu finden. Es ist zwar 
möglich während des Ablaufs aus der 
Simulationssteuerung heraus einem Signal oder 
einer Variablen einen Wert zuzuweisen, jedoch 
ist diese Injektion meist nur vorübergehend und 
kann beim nächsten Schreibvorgang wieder 
unwirksam sein. Ein solcher Vorgang lässt sich 
mit nur einer Anweisung erreichen. Für eine 
Fehlerinjektion in ein Signal genügt: 
Modulname.Signalbezeichnung.write(Wert). 
Leider ist diese Methode ungeeignet um 
permanente Fehler oder Fehler festgelegter 
Zeitdauer zu provozieren. Im Folgenden 
werden einige Methoden vorgestellt, die dieses 
Verhalten nachzubilden helfen. Mit den 
Simulator-Kommandos haben sie gemeinsam, 
dass sie ähnlich leicht zu handhaben sind. 
Jedoch unterscheiden sie sich in der Art ihrer 
Implementierung. Deshalb werden sie in 
Anlehnung an den Simulator-Kommandos als 
Simulations-Kommandos bezeichnet. 
 
Für die Logik-Signale wurde das Problem so 
gelöst, dass in der SystemC-Bibliothek einige 
Klassen überschrieben wurden. Mit diesen 
mehrwertigen Logiksignalen lässt sich 
Hardware-Verhalten am genauesten simulieren. 
Folgende Änderungen waren dabei von 
Bedeutung: 
¾ Der Datentyp sc_logic wurden um die 
zusätzlichen Datenwerte  (´B´, ´A´, ´R´) 
erweitert. sc_logic ∈ {0, 1, Z, X, A, B, R} 
¾ Diesen Werten wurden in der Klasse 
sc_signal_resolved neue Signalstärken 
zugewiesen. Der Wert ´A´ (Above) 
bedeutet eine starke ´1´, der Wert ´B´ 
(Below) entspricht einer starken ´0´ und 
der Wert ´R´ (Release) ist ein neuer 
Sondertyp. 
¾ Damit die neuen Werte auch sinnvoll 
ausgeführt werden können, wurden die 
Operatoren von sc_logic ∈ (&, |, ^, ~, etc.) 
überladen. 
¾ Zusätzlich wurde die conversion table für 
eine brauchbare Typumwandlung 
erweitert. 
¾ Andere Methoden, wie sie z.B. für das 
Signal-Tracing nützlich sind, wurden 
überschrieben. 
Mit den neuen Signalwerten eröffnet sich der 
Weg zur Injektion von Haftfehlern. Das 
Schreiben von  ´A´ führt zu einem Stuck-At-1-
Fehler und ´B´ zu einem Stuck-At-0-Fehler. 
Das Anlegen eines ´R´ hebt die Fehlerinjektion 
wieder auf. Die Tabelle 1 zeigt die Auflösung 
der Signalstärken.  
 
 0 1 Z X B A R 
0 0 X 0 X B A 0 
1 X 1 1 X B A 1 
Z 0 1 Z X B A Z 
X X X X X B A X 
B B B B B B X R 
A A A A A X A R 
R 0 1 Z X R R R 
Tabelle 1: Auflösung der Simulations-
Kommandos 
Bei näherer Betrachtung fällt auf, dass die 
Werte ´A´  und ´B´ ein dominantes Verhalten 
besitzen. Allerdings ist ein ´R´ stärker als ´A´  
und ´B´. Andererseits ist ´R´ schwächer als 
logisch ´0´  und ´1´ . Mit diesem Trick wird die 
Fehlerinjektion wieder aufgehoben.  
Um während der Simulation Fehler aktivieren 
zu können und sie auch wieder aufzulösen, kam 
es in der main-Datei zur Implementierung einer 
Simulationssteuerung. Diese sieht den Ersatz 
der Standard-Anweisung sc_start(..) durch die 
Befehle sc_initialize( ), sc_cycle( ) und eine 
direkte Beeinflussung des Taktes vor. Eine 
Fehlerinjektion kann zwischen sc_cycle( )-
Anweisungen ihren Platz finden. Für einen 
Stuck-At-1-Fehler kann z.B. das Kommando 
wie folgt aussehen:  
Mod1.SubModA.Sig1.write(sc_logic_A). 
 
Für die Injektion von permanenten Fehlern 
bzw. solcher mit deterministischer Zeitlänge in 
Variablen ist die für Logik-Signale 
vorgeschlagene Methode problematisch. Zum 
Einen ist der Wertebereich einer Variablen für 
gewöhnlich weitaus größer bzw. ausgeschöpft 
und zum Anderen erlaubt C++ keinen Eingriff 
in seine proprietären Datentypen. Um dieses 
Problem zu lösen, wurde eigens ein neuer 
Datentyp erstellt. Der neue Datentyp verhält 
sich so, dass er in Abhängigkeit eines Zugriffs-
Flags, einen Schreibvorgang erlaubt oder 
unterbindet. Die Abbildung 4 zeigt einen 
Ausschnitt der Klasse MyInt die als Ersatz zum 
Integer-Datentyp dient. 
 
   . . .  
2  class MyInt { 
     private: 
4    int dat; 
   bool lock; 
6    public: 
        MyInt (int dat_=0) {            
8  this->dat =  dat_;  
  lock = false; 
10      } 
   . . . 
12 inline MyInt operator &=  
         ( const MyInt& b ) {  
14  dat = dat & b.dat;  
  return this->dat;  
16 } 
 inline bool setlock() { 
18  this->lock=true; 
  return true; 
20 . . .  
Abbildung 4: Fehlerinjektionsdatentyp für Integer 
 
Member-Variablen des neuen Datentyps sind 
dat für die Aufnahme des Datums und lock für 
den Zugriffsschutz. Um mit diesen Datentypen 
vernünftig arbeiten zu können, wurden alle 
nötigen Operatoren [12] überladen (z.B. Zeile 
12-16). Ein Operator beeinflusst dabei nur die 
dat-Variable. So verhält sich eine MyInt-
Variable funktional nach außen wie eine 
normale Integer-Variable. Für den Zugriff auf 
das lock-Flag wurden separate Methoden 
erstellt (z.B. Zeile 17-19). Um einen definierten 
Fehlerwert zu setzen, geht man z.B. so vor, dass 
zunächst der fehlerhafte Wert geschrieben und 
anschließend die Variable mit setlock( ) 
gesperrt wird. Für ein feineres Modell, z.B. 
eines Registers, kann es nötig  sein, nur 
einzelne Bitstellen auszuwählen. Hierzu wird 
die vorgestellte Klasse zur Bit-Selektion um 
eine Masken-Member-Variable erweitert. Für 
ein fertiges  Fehlerinjektionsprojekt muss dann 
lediglich in der HW-Beschreibung der 
bestehende Datentyp durch den erweiterten Typ 
ersetzt werden. Die Einführung der 
Simulations-Kommandos für Variablen erlaubt 
eine präzisere und erweiterte Fehlerinjektion. 
 
2.2 Vergleich der Simulationstechniken 
 
Hauptkriterium für die Wahl einer bestimmtem 
Fehlerinjektionstechnik wird der zu 
modellierende Fehler sein. So sind Saboteure 
für Fehler zwischen Komponenten und 
Mutanten für Fehler in Komponenten 
prädestiniert. Es gibt aber auch Fehler die sich 
in allen drei Techniken modellieren lassen. 
Insbesondere trifft dies auf das klassische 
Haftfehlermodell zu. Weiteres Kriterium ist der 
Aufwand der in die Simulationsvorbereitung 
gesteckt wird. In unserer Arbeit gelang es 
diesen Aufwand mit Hilfe von Skripten [13] 
weitgehend zu automatisieren. Natürlich sind 
auch mehrere Fehlerinjektionstechniken in 
einem Modell verwendbar. Einen Schritt weiter 
geht der Ansatz, dass Saboteure und Mutanten 
mit den Simulations-Kommandos gemischt 
werden. Ziel dieser Idee ist es, die zusätzlichen 
Ports und Verbindungen für die Aktivierung 
eines Fehlers durch Kommandos zu ersetzen. 
Die Tabelle 2 zeigt die Simulationsergebnisse 
für zwei Schaltungen und  den verschiedenen 
Techniken. Wie sich unschwer erkennen lässt, 
ist die Technik der Simulations-Kommandos 
die Schnellste. Ebenso hat die Mischung von 
Mutant und  Kommandos Geschwindigkeits-
vorteile gegenüber der reinen Mutant-Technik. 
Gleiches gilt für die Saboteure. In der letzten 
Zeile sind Ergebnisse mit FIT dargestellt, einem 




 Zeit (normiert) 
Technik K1 K2 
Simulations-Kommandos 1.00 1.00 
Mutanten mit Kommandos 1.01 1.23 
Mutanten 1.05 1.96 
Saboteure mit Kommandos 1.28 1.81 
Saboteure 1.30 1.84 
FIT (VHDL Fault Injection 
Tool) 
3.71 5.21 
Tabelle 2: Simulationsvergleich verschiedener 
Fehlerinjektionen 
 
3. Switch-Level-Modelle in SystemC 
 
Im Abschnitt zuvor wurde einige Techniken zur 
Simulation von Fehlern vorgestellt. Neben der 
Fehlerinjektionstechnik ist noch ein weiterer 
Punkt interessant. Die Modellierung der 
Hardware bezüglich der Entwurfsebene ist es 
genauso wert, näher untersucht zu werden. Für 
verhaltensorientierte Simulationen ist das 
Transaction Level Modeling (TLM) sehr 
populär [16] und Modelle des RT-, und Gate-
Levels sind z.B. in [17] gut beschrieben. Um 
jedoch SystemC-Modelle auf dem switch-level 
zu modellieren sind einige Erweiterungen 
erforderlich. In eigenen, früheren Arbeiten 
wurden Komponenten erstellt, die mittels 
ergänzender Funktionen z.T. ein switch-level-
Verhalten verhaltensorientiert nachbildeten 
[19]. Eine universellere und allgemein besser zu 
verwendende Methode wird im Folgenden 
präsentiert. 
Für eine realistischeres HW-Verhalten wurde 
der Datentyp sc_logic erweitert. Die Schritte 
hierzu waren dabei ähnlich der, wie sie unter 
2.3 beschrieben sind. Die neuen Logiktypen 
wurden hierbei IEEE 1164 [18] konform 
erstellt. Der neue Werteumfang ist somit: 
sc_logic ∈ {0, 1, Z, X, L, H, U, W, D}. 
Die Signalstärken wurden entsprechend der 
IEEE 1164 in der sc_signal-resolved-Klasse 
implementiert. 
Auf dem switch-level werden Elemente als 
Transistoren mit Schaltereigenschaften 
betrachtet. Des Weiteren sind switch-level-
Modelle fähig, einen bidirektionalen 
Informationstransfer widerzuspiegeln. Die zwei 
Transistorarten nmos und pmos waren für 
unsere Modellbildung ausreichend. Der nmos-
Transistor ist bei einem High-Pegel an seinem 
Gate-Anschluss leitend und der pmos-
Transistor bei einem Low-Pegel. 
Die Abbildung 5 zeigt einen Teil der 
Umsetzung für einen nmos-Transistor. Die 
Verhaltensmodellierung erfolgte in Anlehnung 
an [15]. 
 
   const char nmosTab[4][4] =  {  
2  //   0    1    Z    X 
     { 'Z', '0', 'L', 'L' }, //0 
4    { 'Z', '1', 'H', 'H' }, //1 
     { 'Z', 'Z', 'Z', 'Z' }, //Z    
6    { 'Z', 'X', 'X', 'X' }, //X 
   }; 
8 
   void nmos::doit() 
10 { 
    a0_l = a0.read(); 
12  a0_t = (int) a0_l.value(); 
    ctrl_l = ctrl.read(); 
14  ctrl_t = (int)ctrl_l.value();   
    z0.write((sc_logic) 
16          nmosTab[a0_t][ctrl_t]);
    . . . 
Abbildung 5: nmos-Transistor 
 
Die Funktionalität wird durch die Tabelle 
nmosTab realisiert. Die Tabellen-Variante 
bietet einen schnelleren Zugriff im Vergleich zu 
einer switch-case-Abfrage. Die Methode doit 
gewährleistet den korrekten Zugriff und die 
entsprechende Typanpassung. Für einen pmos-
Transistor sieht die Implementierung ähnlich 
aus. 
Mit Hilfe der Schalter und einer 
Hierarchiebildung lassen sich die meisten gate-
level-Modelle abbilden. Ein wesentlicher 
Vorteil ist die genauere Wiedergabe des realen 
Verhaltens. Besonders deutlich wird dies bei 
der Simulation von Fehlern. Von uns wurde es 
für Transmission Gates (einem bidirektionalem 
Schalter), Standard-, Pass-Transistor- und 
reversible Logik modelliert. 
Die Tabelle 3 zeigt die Simulationsergebnisse 
einiger Schaltungen. Hierbei bestehen TGB1, 
TGB2 und MUX16 überwiegend aus 
Transmission Gates und K1 aus Standard-
Logik. 
 
Simulationszeiten (normiert) Design 
level TGB1 TGB2 MUX16 K1 
Gate 
level 
1 1 1 1 
Switch 
level 
1,07 1,54 1,05 1,82 
Tabelle 3: Simulationsvergleich zwischen gate- 
und switch-level 
 
Die Simulationszeiten für die switch-level-
Implementierungen fallen erwartungsgemäß 
höher aus, liegen aber noch im akzeptablen 
Bereich. Die dargestellten Ergebnisse gelten für 
die funktionale Simulation. Für eine Simulation 
mit Fehlerinjektion erhöht sich der Zeitaufwand 
nahezu proportional zum Wachstum der 
Schaltungsknoten. Für die Beispiele in der 
Tabelle 3 ist die Simulation mit Fehlern immer 
noch zu vertreten, da bei den verwendeten 
Modellen der Zuwachs an Schaltungsknoten 




Es wurde gezeigt, dass einige 
Fehlerinjektionstechniken, wie sie in anderen 
HW-Beschreibungssprachen schon erfolgreich 
angewandt wurden, auch in SystemC möglich 
sind. Es wurde auch gezeigt, dass 
Fehlerinjektionen für die es kein SystemC-
Äquivalent gibt (simulator commands), durch 
Erweiterungen der SystemC-Bibliothek u.ä. 
nachbildbar sind. Die neuen Implementierungen 
überzeugen durch eine höhere 
Simulationsgeschwindigkeit. Die vorgestellten 
Techniken der Fehlerinjektionen entstanden 
zunächst im Hinblick auf HW-genaue Modelle, 
sie lassen sich aber prinzipiell auch auf den 
höheren Ebenen des Systementwurfs 
verwenden.  
Des Weiteren wurden SystemC-Modelle 
erstellt, die auf dem switch-level agieren. Die 
Simulationszeiten einiger Schaltungen zeigten 
zwar einen Mehraufwand, dieser bewegte sich 
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Sehr viele Zyklen 
Graphentheoretischer Ansatz zur Initialdimensionierung analoger 
Schaltungen 
Dr.-Ing. Volker Boos 




Beim analogen Schaltungsentwurf werden zur Dimensionierung der Bauelemente Optimie-
rungstools eingesetzt, um eine optimale Performance und maximale Robustheit zu erreichen. 
Beginnend mit einer Anfangslösung berechnen diese Tools  iterativ bessere Lösungen. Dabei 
kann eine gute Anfangslösung die Rechenzeit stark verkürzen und den Optimierungserfolg 
verbessern. Untersuchungen haben gezeigt, dass die Optimierung wesentlich leichter zu be-
herrschen ist, wenn an den Bauelementen bestimmte DC-Bedingungen (Constraints) erfüllt 
sind. In diesem Beitrag wird gezeigt, wie durch graphentheoretische Ansätze die optimalen 
Knotenspannungen und Zweigströme mit geringem Rechenaufwand ermittelt werden und 




Im Designflow des analogen Schaltungsent-
wurfs erfolgt nach der Auswahl einer geeig-
neten Schaltungstopologie die Dimensionie-
rung der Bauelemente [1]. Diese umfasst im 
Allgemeinen zwei Schritte, die Nominalop-
timierung für optimale Performance und die 
Designzentrierung für maximale Robustheit 
gegenüber Prozesstoleranzen.  
Die aktuellen Optimierungstools arbeiten 
iterativ, das heißt, sie beginnen mit einer An-
fangslösung und errechnen schrittweise bes-
sere Lösungen bis keine Verbesserung mehr 
eintritt. Beginnt die Optimierung mit einer 
ungünstigen Anfangslösung, steigt die Re-
chenzeit stark an, oft wird auch die optimale 
Lösung wegen der starken Nichtlinearität des 
Problems nicht erreicht. Deshalb ist es wich-
tig, mit einer 
guten Initiallö-










gezeigt, dass das Optimierungsproblem na-
hezu linear wird, wenn die DC-Arbeitspunkte 
der Transistorstrukturen bestimmte Bedin-
gungen (Constraints) erfüllen. Wird der Ar-
beitspunkt jedes Bauelements durch seine 
Spannungen und Ströme vorgegeben, kann 
beispielsweise beim MOS-Transistor W und 
L berechnet werden. 
2 Sizing Strategien 
Wenn man von der manuellen Dimensionie-
rung absieht, arbeiten die meisten Verfahren 
iterativ mit den beschriebenen Nachteilen. 
Einen neuen Ansatz beschreibt F. Leyn [2] 
als „Operating-Point Driven“. Die Idee ist, 
dass für ein gewünschtes elektrisches Verhal-
ten bestimmte Bedingungen (Constraints) für 
Spannungen und Ströme an den Anschlüssen 











gibt es Knoten 
mit fester Span-
Abb. 1 : Iterative Optimierung 
nung (Betriebs- und Referenzspannungen) 
und Knoten, deren Spannung wegen den 
Constraints in einem bestimmten Intervall 
liegen dürfen. Leyn [2] verwendet einem 
MinMax-Algorithmus, um die Spannungsre-
serven an den freien Knoten gleichmäßig zu 
verteilen.  
3 Graphentheoretische Ansatz 
Der hier gezeigte Ansatz löst das Problem 
der Initialdimensionierung graphentheore-
tisch ohne zeitaufwändige Iterationsschlei-
fen. Der verwendete Graph besteht aus Kno-
ten, die den elektrischen Knoten entsprechen, 
und gerichteten Kanten, die mit ihrer Ge-
wichtung in Richtung steigender Spannung 
die Mindestspannung und in Richtung fallen-
der Spannung die Maximalspannung zwi-
schen zwei Knoten charakterisieren. Nach 
der topologischen Sortierung wird mit einem 
modifizierten Algorithmus aus der Termin-
planung für jeden Knoten die minimal und 
maximal mögliche Spannung berechnet. Ist 
das Spannungsintervall für mindestens einen 
Knoten negativ, ist die Schaltung nicht reali-
sierbar. Im nächsten Schritt wird für jeden 
Knoten eine optimale Spannung aus dem 
errechneten Intervall so bestimmt, dass die 
Reserven für die Mindestspannungen mög-
lichst gleichmäßig verteilt sind. 
In einer analogen CMOS-Verstärkerschal-
tung werden die meisten Transistoren im 
Sättigungsbereich betrieben. Daher soll die-
ser Fall genauer beschrieben werden. Bei 
einem N-MOS Transistor im Sättigungsbe-
reich gelten folgende Beziehungen: 
VGS > Vth und VDS > VGS-Vth.  
Um die Spannungsintervalle mit dem gra-
phentheoretischen Algorithmus zu lösen, sind 
auf der rechten Seite der Ungleichung Kon-
stanten erforderlich. Für die Threshold-
Spannung wird eine Abschätzung verwendet: 
Vth ≈ VT0+DVT = VT mit DVT≈0.1V je 
nach Technologie. Die zweite Ungleichung 
wird nach Subtraktion von VGS und wegen 
VDS-VGS = VDG zu  
VDG ≥ -Vth . 
Diese beiden Beziehungen 
werden als Kanten in den 
Graph eingefügt: 
VGS ≥ VT und  
VDG ≥ -VT.  
 
 
Die Zweigströme werden im einfachsten Fall 
pauschal vorgegeben, z.B. mit mindestens 
50µA pro Transistor, für einzelne Zweige ist 
aber auch die Vorgabe spezieller Werte mög-
lich. Anschließend werden aus den Strombe-
dingungen die Zweigströme so errechnet, 
dass die Kirchoffsche Knotenregel für jeden 
Netzwerkknoten erfüllt ist. 
Sind alle Knotenspannungen und Zweig-
ströme festgelegt, kann daraus die Dimensio-
nierung der Bauelemente berechnet werden. 
Bei MOS-Transistoren sind z.B. Weite (W) 























Abb. 2:  Spannungsbeziehungen an einer Eingangs-
stufe und Graph mit VT = 0.8V 
4 Dimensionierung von MOS-
Transistoren 
Der Drainstrom eines MOS-Transistors in 
einer vorgegebenen Technologie ist abhängig 
von den Design-Parametern (W, L)  und den 
Anschlussspannungen: 
ID = f (VGS, VDS, VSB, L, W) (1) 
VGS und VDS sind gegeben. VSB wird vorläu-
fig auf 0 gesetzt, der relativ geringe Einfluss 
wird durch das verwendete VT > Vth kom-
pensiert. L wird zunächst wegen des gerings-
ten Platzbedarfs auf das technologische Mi-
nimum Lmin gesetzt. Dann ergibt sich eine 
fast lineare Beziehung zwischen ID und W. 
Für gegebenen  ID muss nun W berechnet 
werden. Die verschiedenen Lösungsmöglich-
keiten werden weiter unten diskutiert. Ist das 
berechnete W0 kleiner als das technologische 
Minimum Wmin, wird W=Wmin gesetzt und 
mit der Gleichung  (1) L0 berechnet.  
4.1 Berechnung mit Modellgleichungen 
Die Formeln des Level 1 Modells lassen sich 
einfach nach W umstellen: 
Sättigung) (in 








Das Problem ist, dass nicht alle technologi-
schen Konstanten in den Modellkarten direkt 
enthalten sind, sondern vom Simulator mit 
sehr komplexen Formeln berechnet werden 
[3]. Unter Verwendung der Parameter aus 
den Modellkarten (µ0 statt µeff, VT0 statt Vth), 
und des Bauelements (W statt Weff, L statt 
Leff)  entsteht somit nur eine Näherung, die 
aber als Startlösung für andere Verfahren 
benutzt werden kann. 
4.2 Berechnung mit OCEAN Skript 
Im CADENCE Design Framework besteht 
die Möglichkeit, Simulationsaufgaben mit 
Skripten zu programmieren. Die Skriptspra-
che OCEAN [4] enthält den Befehl root, 
mit dem für eine durch Simulation entstan-
dene Funktion y = f(x) der x-Wert für ein 
gegebenes y berechnet wird. Das verwendete 
Skript wird aus einem Template (Listing 1) 
erzeugt und durchläuft die DC-Analyse mit 
mehreren Sweeplisten. Die Parameter in den 
Sweeplisten müssen so gewählt werden, dass 
alle möglichen Weiten und Längen berück-
sichtigt werden, die Kurve zwischen den 
Werten etwa linear ist, und auch keine Mo-
dellwechsel stattfinden. 
 
4.3 Berechnung mit symbolischer Ana-
lyse 
Diese Möglichkeit wurde nur theoretisch in 
Betracht gezogen, da die Großsignalmodelle 
für MOS-Transistoren noch nicht zur Verfü-
gung standen. 
Listing 1 : Auszug aus dem OCEAN-Skript Template zur Berechnung von W und L 
sweeplists = list( list("0.5u", "1u", "2u", "4u", "8u", "16u") 
                   list("0.35u", "0.6u", "1u", "2u", "4u", "8u")) 
sweepparams = list( "W", "L" ) 
 
foreach (sweeplist, sweepparam) sweeplists sweepparams 
 
  analysis('dc ?saveOppoint t ?param sweepparam ?values sweeplist  ) 
  save( 'i "/M0/D" ) 
   … 
  for each instance not yet sized 
    desVar( "VDS" {$Vds} ) 
    desVar( "VGS" {$Vgs} ) 
    desVar( "IDsoll" {$Ids} ) 
    idsoll = evalstring( desVar("IDsoll")) 
    run() 
    selectResult( 'dc ) 
    idwf = i("/M0/D") 
    S0 = root(idwf idsoll 1) 
    /* if S0 is a valid W or L the device is sized, otherwise the  
device will sized with the next sweeplist */ 
     … 
5 Dimensionierung weiterer Bau-
elemente 
Bipolartransistoren 
Das „Operating Point Driven“ Prinzip ist für 
Bipolartransistoren nicht direkt geeignet. In 
der Literatur gibt es aber Lösungsansätze [6]. 
Widerstände 
Im Graphenmodell wird in Richtung steigen-
der Spannung eine Kante mit 0 Volt Min-
destspannung eingefügt. Sind Knotenspan-
nungen und der Strom durch den Widerstand 
gegeben, kann der Wert mit dem Ohmschen 
Gesetz direkt berechnet werden. 
Spannungsquellen 
An DC-Spannungsquellen werden zwei Kan-
ten in den Graph eingefügt, eine für die Min-
dest- und eine für die Maximalspannung. So 
wird gesichert, dass genau die gewünschte 
Spannung an den Knoten anliegt. 
Stromquellen 
An Stromquellen wird wie bei Widerständen 
eine Kante mit der Gewichtung 0 eingefügt. 
Kapazitäten 
Kapazitäten werden nicht berücksichtigt. 
6 Ergebnisse 
Die beschriebenen Verfahren wurden in ei-
nem Testprogramm implementiert.  Die Di-
mensionierung wurde an Schaltungen mit bis 
zu 20 Transistoren getestet. Die Simulation 
zeigte das gewünschte Verhalten. Eine an-
schließende Optimierung mit WiCkeD er-
reichte in kürzerer Zeit bessere Ergebnisse. 
7 Ausblick 
Der „Operating-Point Driven“ Ansatz erfor-
dert beim Erstentwurf einer Topologie inter-
aktive Eingriffsmöglichkeiten, z.B.  um den 
Strom zu justieren. Daher ist der Einbau in 
den Designflow mit einer grafischen Ober-
fläche sinnvoll.  
Ein weiteres Einsatzgebiet ist die Dimensio-
nierung von technologieunabhängigen Topo-
logien aus entsprechenden Bibliotheken [7].   
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Abstrakt 
Software-basierte Selbsttest (SBST) Konzepte 
für Prozessoren werden zunehmend interessant 
nicht nur durch die At-Speed Test Problematik. 
Auch bezüglich Stromaufnahme und Testzeit 
bietet dieses Testkonzept gegenüber dem 
Standard Verfahren wie etwa Scan-Test 
Vorteile. Als grundsätzlich problematisch ist 
die Erzeugung solcher software-basierten 
Testroutinen anzusehen, da bislang kein 
geeigneter einheitlicher Entwurfsprozess 
vorliegt. 
Deshalb wurde exemplarisch für einen 
einfachen 16-bit Prozessorkern sowohl eine 
manuelle rein funktional erstellte SBST und 
eine automatisch generierte auf 
Strukturinformationen basierende SBST 
untersucht um die Möglichkeiten und Grenzen 
eines solchen Ansatzes aufzuzeigen. 
 
1. Einführung  
 
Der Test von hochintegrierten Schaltungen 
erfolgt derzeit fast ausschließlich per Scan-
Test [1,2]. Einerseits liegt dies sicherlich an 
der dadurch erreichten Fehlerüberdeckung und 
der Verfügbarkeit von zahlreichen 
kommerziellen Testmustergeneratoren. Jedoch 
erfordern ständig kleiner werdende 
Strukturgrößen und damit in der Komplexität 
wachsende Systeme immer umfangreichere 
Herstellungstests. Somit sind Testzeit und 
Testdatenmengen, welche für den Scan-Test 
notwendig sind eigentlich heute schon nicht 
mehr wirtschaftlich tragbar. Grundlegend 
ändern daran auch zahlreiche Ansätze  
bezüglich Testdatenkomprimierung und 
Vorschläge zum Einsatz von On-Chip 
Testcontroller für die Ansteuerung einer 
Vielzahl von Scan-Ketten nichts [3]. 
Andererseits haben einige Autoren mit ihren 
Untersuchungen gezeigt, das teilweise recht 
gute Fehlerüberdeckungen mittels SBST 
erreicht werden können [4,5]. Dabei stellt sich 
letztendlich die Frage wie gut ein 
automatischer Ansatz im Bezug auf eine 
manuell erzeugte Routine ausfallen kann. Dies 
stellt den Schwerpunkt dieser Untersuchungen 
dar.  
Diese Ausarbeitung hat die folgende unterteilt. 
Im Abschnitt 2 wird das verwendete 
Prozessormodell für die Fallstudie vorgestellt. 
Anschließend werden die beiden 
unterschiedlichen Ansätze für die Erzeugung 
der SBST Routinen beschrieben. Unter Punkt 4 
werden die Ergebnisse der beiden Methoden 
dargelegt und verglichen. Dabei werden die 
Möglichkeiten und Grenzen der automatischen 
Erzeugung aufgezeigt. Mit einer kurzen 
Zusammenfassung wird die Ausarbeitung 
abgeschlossen. 
 
2. Prozessormodell T5016tp 
 
Der untersuchte Prozessor T5016tp dient in 
einem übergeordneten hierarchischem 
Testansatz für Systems-on-a-chip als eine 
Kerninstanz. Um den Zusatzaufwand für das 
Gesamtsystem gering zu halten handelt es sich 
um einen 16-Bit Prozessor der neben einem 
RISC-ähnlichen Befehlssatz spezielle 
Hardwarefunktionen beinhaltet.  
So können vier der 16 Register im Datenpfad  
mittels Spezialbefehlen als 2 extern Linear 
Feedback Shift Register (LFSR) oder als 
Multiple Input Signature Register (MISR) oder 
wahlweise kombiniert verwendet werden [3].  
 
 
Abb. 1.: T5016tp Datenpfadstruktur für 
verbesserte funktionale Testbarkeit 
 
Da für das  Einsatzgebiet eine gute funktionale 
Testbarkeit notwendig ist, sind diese 
Strukturen dupliziert und parallel durch die 
entsprechenden Befehle ansteuerbar. Dies 
ermöglicht eine einfache Fehlererkennung 
innerhalb der duplizierten Strukturen, durch 
den Vergleich der Registerinhalte, sofern diese 
mit identischen Daten betrieben werden. 
  
Weiterhin befinden sich im Datenpfad neben 
dem Registerfile die funktionalen Einheiten 
ALU und Shifter für die Festkommaarithmetik 
des Prozessors.  
Um den Anforderungen des hierarchischen 
Testkonzeptes gerecht zu werden, besitzt der 
Prozessor vier parallele jeweils 16-Bit breite 
Ports und einen seriellen Ein/Ausgabe-Port. 
Die Steuerung des Datenaustausches über die 
Schnittstellen erfolgt über spezielle Port-
Befehle.  
Dabei kann ein spezieller TRS-Modus für 2 
Ports aktiviert werden, in welchem ein 
schneller Vergleich zweier 8-Bit Werte 
möglich ist. Der TRS-Controller kann durch 
multiplen Vergleich über mehrere Takte 
erkennen, ob eine vorübergehende oder eine 
permanente Abweichung der beiden Werte 
vorliegt, wobei ein Wert als Golden Vector 
verwendet wird. Diese Funktion dient der 
Unterstützung der Fehleranalyse für den 
Online-Test. 
Da die Schnittstellen im funktionalen 
Selbsttest somit nur sehr beschränkt testbar 
sind, wurden zusätzliche Multiplexer 
Strukturen integriert. Diese ermöglichen im 
speziell konfigurierbaren Test-Modus die an 
die Schnittstellen geschriebenen Werte wieder 
in den Prozessor für eine Überprüfung zu 
leiten. Damit bleibt die Schnittstelle 
letztendlich trotzdem nicht funktional testbar, 
aber es ermöglicht eine Überprüfung der 
Anbindung der Schnittstelle sowohl in die 
Ausgabe als auch in die Eingabe-Richtung. 
In dieser Form ist der Testprozessor T5016tp 
für einen Software-basierten Selbsttest 
verbessert aber nicht optimal ausgelegt, aber 
mit einer Komplexität von zirka 3100 Gatter-
Äquivalenten ist der Aufwand für die 
Implementierung relativ gering. 
 
3. Die SBST Routinen 
 
3.1.  manuelle Erzeugung 
 
Auf Grundlage der RT-Level Beschreibung 
und des Befehlssatzes erfolgte die manuelle 
Erzeugung einer SBST Routine für den 
Prozessor. Die Routine ist dabei so angelegt, 
das jeder Mikrobefehl mindestens einmal 
ausgeführt wird [11].  
Die Struktur der Routine ist so aufgebaut, dass 
zuerst das Registerfile geprüft wird. 
Anschließend erfolgt die Überprüfung der 
einzelnen funktionalen Befehle mittels 
Ausführung und dem Vergleich mit fest in der 
Routine integrierten Referenzwerten. Den 
Abschluss der Routine bildet die Überprüfung 
der IO-Schnittstellen. Da diese trotz der 
hardware-technischen Veränderungen immer 
noch durch die Kerneigenschaften von 
Schnittstellen durch einen Selbsttest nicht 
optimal testbar sind, wurden an dieser Stelle 
detaillierte Einblicke in die Struktur des 
Designs notwendig. Zusätzlich  wurde eine 
Flusskontrolle integriert, welche über die 
einzelnen Abschnitte der Routine eine 
spezielle Berechnung ausführt. Dabei wird nur 
das korrekte Berechnungsdatum erreicht, wenn 
alle Abschnitte genau einmal ausgeführt 
werden. Nachfolgend wird noch etwas 
detaillierter auf die einzelnen umgesetzten 
Konzepte eingegangen. 
Die Analyse von Registerinhalten ist nicht 
trivial, da der LOAD / STORE- Befehlssatz 
einen direkten Vergleich von Registern mit 
Speicherzellen nicht zu lässt. Deshalb erfolgen 
Vergleiche stets mit dem Inhalt eines anderen 
Registers. Für den Test von zwei Registern Ra 
und Rb wird außerdem noch ein Register Rp 
benötigt, das eine Sprungadresse für den 
Fehlerfall enthält. Der komplette Test aller 16 
Register erfordert insgesamt 121 Zeilen Code 
und 246 Byte. Damit ist der einfache Register-
Test schon relativ aufwändig. Allein für den 
Test eines Registers werden sieben 
verschiedene Befehle und zwei zusätzliche 
Register benötigt. Für den Test auf Bridge-
Fehler zwischen den Bits eines Registers 
werden alternierende Bitfolgen 0101... bzw. 
1010... verwendet. Der Vergleichstest zur 
Entdeckung von Kopplungseffekten von 
Registern und Register-Bits gegeneinander 
umfasst 185 Zeilen Code und entspricht 486 
Byte. Überprüft werden dabei nicht nur die 
Bit-Abhängigkeiten der Register, sondern 
indirekt auch die Multiplexer, internen Busse 
so wie der Kopierbefehl, welcher dabei 
verwendet wird.  
Für das Testen der kompletten Multiplexer-
Strukturen vor der ALU wird der Befehl zum 
Löschen der Registerinhalte, sowie der 
Additions- und Kopierbefehl benötigt. Dabei 
wird das Quellregister des Additionsbefehls, 
welches auch das Zielregister ist, mit dem 0-
Vektor initialisiert. Das zweite Register erhält 
einen von Null verschiedenen zufälligen Wert. 
Nach der Additionsoperation befindet sich 
dieses Datum im Zielregister. Nun wird das 
zweite Register zurückgesetzt und durch 
wiederholtes Ausführen einer entsprechend 
gleichartigen Befehlsfolge unter Verwendung 
der Register k und k+1 wird der Ausgangswert 
durch das komplette Registerfile geschoben. 
Abschließend erfolgt eine Überprüfung des 
Anfangs- und Endwertes und bei einer 
  
Abweichung wird ein entsprechende 
Fehlerindikator ausgelöst. Bei Fehlerfreiheit 
erfolgt die Ausführung noch einmal in 
umkehrter Richtung. 
 
Die Erkennung der korrekten Ausführung 
einzelner Mikrobefehle erfolgt in der Regel 
durch Ausführung und Vergleich mit einem 
Referenzwert, der zuvor als Konstante geladen  
wurde. Da viele Befehle aber quasi paarweise 
auftreten (z.B. Inkrement und Dekrement) ist 
teilweise kein spezieller Referenzwert 
notwendig, da das Ergebnis eines früheren 
Tests noch in einem Register gehalten werden 
kann. Auf diese Weise lässt sich das Einlesen 
von Konstanten und damit die Größe der 
Selbsttest-Routine minimieren. Für die 
Spezialbefehle mit den LFSR und MISR 
Funktionalitäten erfolgt der Test durch den 
Betrieb der beiden Strukturen mit gleichen 
Konfigurationen und Daten. Eine 
Fehlererkennung erfolgt erneut durch den 
direkten Vergleich der erzeugten Werte beider 
Komponenten. 
 
Die Konfiguration der parallelen Schnittstellen 
wird im sogenannten Port Config Register 
(PCR) festgelegt. Die Parallelports selbst sind 
zumindest partiell testbar. Für den Testbetrieb 
sind entsprechende zusätzliche Multiplexer 
vorhanden, die ebenfalls über das PCR 
konfiguriert werden. Somit sind Fehler die auf 
den Strukturen bis zur direkten Schnittstelle 
hin vorhanden testbar, jedoch das eigentliche 
IO-Interface nicht. Hier wäre eine Interaktion 
mit externen Baugruppen z. B. Bus-Kopplern 
notwendig. Grund für diese Einschränkung ist 
der hohe Aufwand für die Kopplung 
bidirektionaler Ports. Mit dem beschriebenen 
Szenario kann jedoch für jeden Port ein 
getesteter Betriebsmodus gesichert werden. 
 
Die einzelnen Tests auf strukturelle Fehler und 
die Funktionstests sind nicht vollständig im 
Sinne einer funktionalen Fehlerüberdeckung. 
Deshalb wurde die gesamte Routine in 30 
unterschiedliche Teilbereiche organisiert, 
welche den einzelner Fehlertypen und –orten 
entsprechen. Diese Subroutinen sind nicht 
komplett voneinander unabhängig, sondern es 
werden häufig benutzte Registerwerte einer 
erfolgreich durchlaufenen Teilroutine in der 
folgenden wiederverwendet. Dies dient 
einerseits erneut der Minimierung des 
Einlesens von Konstanten und anderseits 
erfolgt zusätzlich in jedem Abschnitt eine 
spezielle Berechnung unter Verwendung 
einigen dieser Werte, die unabhängig von dem 
in diesem Bereich durchgeführten Test sind. 
Am Ende der letzten Subroutine wird somit 
nur dann das korrekte Ergebnis der 
vollständigen Berechnung geliefert, wenn alle 
Teile fehlerfrei und komplett ausgeführt 
wurden. Mit dieser Flusskontrolle sind unter 
anderem fehlerhafte Sprünge über Teilbereiche 
oder -funktionen hinweg erkennbar. 
 
3.2. Ansatz zur automatischen Generierung 
 
Der Ansatz beruht zum einen auf dem 
Erzeugen funktional erreichbarer Testmuster 
mittel Constraint-ATPG für bestimmte Blöcke 
und zum anderen auf dem Abbilden dieser auf 
Software-Templates [8,9]. Die somit erzeugten 
Befehlssequenzen jedes einzelnen Blockes 
bzw. Baugruppe können dann in geeigneter 
Weise verbunden werden und stellen die 
endgültige Testsoftware dar. 
Zum Testen einzelner Blöcke sind 
Befehlssequenzen gesucht, welche die 
entsprechenden Testmuster an Baugruppen 
anlegen und danach die Testantworten 
auffangen bzw. weiterverarbeiten. Unter 
Umständen sind mehrere Befehle notwendig, 
um ein Testmuster anzulegen oder Antworten 
zu speichern. Denn typischerweise werden 
nicht alle Ein- und Ausgänge eines Blockes 
durch einen einzelnen Befehl angesteuert. 
Zusätzlich bestehen die Templates aus 
weiteren Befehlen, die entweder festgelegte 
Testmuster als Immediate-Werte laden oder 






Abb. 2: ALU mit gepufferten Ein- und 
Ausgängen 
 
Ein Software-Template für die in Abbildung  2 
dargestellte ALU könnte wie in Tabelle 1 
aufgzeigt aussehen. In diesem exemplarischen 
Template dienen die ersten 3 Befehle zum 
Initialisieren der ALU. Die beiden folgenden 
Instruktionen sollen das Ergebnis der 
Operation und damit mögliche Fehler 
innerhalb der ALU, welche sich auf die 
Berechnung ausgewirkt haben, durch das 
  
Schreiben der Ergebnisse in den Speicher für 
eine Auswertung beobachtbar gestalten. 
 
Tabelle 1: ALU Software-Template  
Operation Bemerkungen 
set [OP-A], {data}; lade OP-A mit Daten 
set [OP-B], {data}; lade OP-B mit Daten 
{ALU-OP} [RESULT]; Ausführen der ALU-Operation 
save [RESULT], {MEM1}; RESULT speichern   
save [FLAG], {MEM2}; FLAG speichern 
 
Um eine hohe Ausbeute bei der 
Fehlerüberdeckung zu erreichen sind 
kommerzielle ATPG Tools unverzichtbar. 
Jedoch ist der ATPG Prozess für SBST 
Konzepte nur bedingt geeignet, denn 
beispielsweise sind nicht alle 
Wertekombinationen funktional einstellbar und 
kommen somit als Testmuster nicht in Frage. 
Beim Beispiel der ALU könnten also 
bestimmte ALU Operationscodes nicht 
spezifiziert sein. Demzufolge darf das ATPG 
Tool diese ALU Ansteuerungen nicht 
verwenden, da eine anschließende Abbildung 
auf das Software-Template nicht möglich 
wäre. Mit Hilfe der „Constraint- ATPG“ kann 
genau das Verhalten erzwungen werden und 
eine Testmustergenerierung unter 
Bedingungen erfolgen. Das Prinzip, welches 
dahinter steht, beruht auf dem Modellieren von 
funktionalen Beschränkungen für bestimmte 
Designpunkte. Angenommen der 3 Bit 
Operationscode der ALU lässt die 
Kombinationen 110 und 111 nicht zu. Eine 
Constraint Modellierung dafür könnte 
folgendermaßen aussehen: 
 
add atpg functions alu_111 AND op[2] op[1] ~op[0] 
add atpg functions alu_110 AND op[2] op[1]   op[0] 
add atpg functions no_alu_op AND alu_111 alu_110 
add atpg constraints 0 no_alu_op 
 
Nach der Definition der Funktionen, die den 
nicht gewünschten ALU Operationen 
entsprechen (alu_111, alu_110), können dann 
diese Funktionen explizit verboten werden 
(no_alu_op). Mit dieser Art der ATPG ist es 
möglich funktional gültige Testmuster zu 
generieren. 
Nachdem Templates und Testmuster erzeugt 
wurden, ist ein Abbildungsvorgang zu starten, 
der jedes Testmuster mit dem entsprechenden 
Software-Template verbindet und dadurch die 
komplette SBST Routine erstellt. Hierbei 
werden die Platzhalter im Template mit den 
entsprechenden Werten aus dem Testmuster 
aufgefüllen. Die Menge der gefüllten 
Templates sind miteinander so zu verknüpfen, 
dass eine ablauffähige Software entsteht. Diese 
legt dann systematisch ein Testmuster nach 
dem anderen an eine Baugruppe an und sichert 
die Testantworten im Speicher. 
 
Um die endgültige Güte der erzeugten Routine 
zu ermitteln, ist eine anschließende 
Einzelfehlersimulation unumgänglich. Denn 
die ermittelte Fehlerüberdeckung des 
Testmustergenerators kann von der 
tatsächlichen abweichen. Diese Abweichung 
kann sowohl durch Maskierungen aber auch 
durch die Tatsache entstehen, dass der Ablauf 
der Software unter Umständen mehr 
Testmuster an ein Modul anlegt als das ATPG 




Die manuell erzeugte SBST Routine ist mit ca. 
1,5k Worten recht kompakt und erzielt eine 
Fehlerüberdeckung bezüglich „collapsed“ 
Stuck-At Fehler für den Datenpfad (DP) von 
ca. 92% (8472 der 9197 Fehler) und ca. 83%. 
für den Kontrollpfad (CP). Die 
Gesamtfehlerüberdeckung ist mit ca. 78% 
durch die im Selbsttest recht schlecht zu 
prüfenden Schnittstellen in der IO-Einheit 
etwas geringer. 
Aufgrund der einfachen Struktur und der 
beschränkten Komplexität des verwendeten 
Prozessors wurden zwei verschiedene 
automatische Generierungsansätze betrachtet. 
Zum einem erfolgte die Generierung der 
erforderlichen strukturellen Testmuster 
bezogen auf die gesamte Prozessorstruktur als 
Einheit (Auto. SBST Proz.). Dies erfordert 
dann Templates die den kompletten Zustand 
des Prozessors einstellen. Diese sind mit ca. 80 
Befehlen pro erzeugtem Testmuster recht 
umfangreich.  
 
Tabelle 2: Fehlerüberdeckungen der SBST 






























64.5 95.9 75.3 0.0 94,0 
  
Wie in der Tabelle 2 zu sehen ist erreicht die 
so erzeugte SBST Routine zwar eine 
Fehlerüberdeckung für den Kontrollpfad der 
vergleichbar mit der manuell erzeugten ist. 
Jedoch werden die beiden anderen logischen 
Einheiten (DP, IO) deutlich schlechter 
überdeckt. Wobei die IO-Einheit auf grund der 
allgemein recht geringen funktionalen 
Testbarkeit besonders schlecht abschneidet.  
Weiterhin resultiert die Abbildung der 90 
erzeugten Muster aus der ATPG durch den 
hohen Initialisierungsaufwand in einer 
Routinenlänge von ca. 8k Worte (Tabelle 3). 
Dies stellt auch den Grund für die nahezu 
identische Güte der Routine für den 
Kontrollpfad dar. Es werden somit halt 
fünfmal so viele  Befehle und Daten durch den 
Kontrollpfad geleitet wie bei der manuellen 
Routine.  
 
Tabelle 3: SBST Routinen Eigenschaften 
der unterschiedlichen Ansätze  
SBST Routine  
#Takte #16-bit Worte
Man. SBST 3163 1474 
Auto. SBST Proz. 28080 8150 
Auto. SBST Modular 3157 1306 
Auto. SBST Modular + 3355 1385 
 
Der andere untersuchte Ansatz betrachtet nur 
einzelne Module (Auto. SBST Modular) womit 
sich die notwendigen Initialisierungen recht 
stark einschränken lassen und somit die Länge 
der Routine deutlich reduziert. Die 
Teilroutinen für die einzelnen Module werden 
aneinander gehängt und ergeben die 
Gesamtroutine. Für die ATPG werden dabei 
immer nur die zuvor noch nicht mitentdeckten 
Fehlerpunkte des Moduls verwendet. Dieses 
Vorgehen  entspricht dem Ziel der Generierung 
einer kompakten SBST Routine für das in 
Module unterteilte Gesamtdesign. Damit wird 
nach jedem Modul eine Fehlersimulation nicht 
nur mit den Fehlerpunkten des aktuellen 
Moduls sondern aller noch nachflogend zu  
berücksichtigenden Blöcke notwendig. 
Exemplarisch wurde dies für die 
Basiskomponenten im Datenpfad durchgeführt, 
da diese den größten Anteil am 
Fehleruniversum des Prozessors haben. Die 
Ergebnisse für die einzelnen Blöcke deuten 
darauf hin, das mittels des Modularen 
Konzeptes eine automatische Generierung mit 
vergleichbaren Größenordnungen zu der 
manuell erzeugten SBST Routine bezüglich 
Speicherbedarf und Fehlerüberdeckung 
erreichbar ist. In der Tabelle 4 sind die 
erzielten Überdeckungen für die betrachteten 
Blöcke dargestellt. So werden für die ALU und 
die Registerfile-Multiplexer (MUX) mit 2-6 % 
mehr Fehlerüberdeckung besserer Ergebnisse 
erzielt. Jedoch sind die Ergebnisse für den 
Shifter und die LFSR/MISR-Strukturen etwas 
schlechter als beim manuellen Ansatz.  
 
Tabelle 4: Fehlerüberdeckungen der SBST 















SBST 95,8 84,5 86,0 95,6 
Auto. SBST 
Proz. 95,0 46,7 73,6 94,1 
Auto. SBST 
Modular 98,0 82,3 92,1 94,8 
Auto. SBST 
Modular ++ 99,3 85,2 95,0 92,9 
 
In der letzten Zeile sind zum Vergleich die 
erzielten Ergebnisse für die Betrachtung der 
Module als separate Einheit, unter 
Verwendung der jeweils kompletten Modul-
Fehlerliste für die Erzeugung der Routinen,  
dargestellt. Die Unterschiede bezüglich des 
Modular Ansatzes hängen dabei mit der 
erhöhten abgebildeten Testmusteranzahl 
aufgrund der immer kompletten 
Modulfehlerlisten zusammen. Dabei ist 
erkennbar, das die Ergebnisse bis auf den Test 
der MUX-Struktur nicht signifikant über denen 
der manuell geschriebenen Routine liegen. 
 
Tabelle 5: SBST Routinen Eigenschaften für 
die Datenpfad Module 
SBST Routine  
#Takte #16-bit Worte 
MUX 2273 955 
ALU 293 115 
Shifter 209 82 
Auto. 
SBST 
Modular LFSR/MISR 385 154 
MUX 2273 955 
ALU 775 193 




++ LFSR/MISR 2883 513 
 
In Tabelle 5 sind für beiden Ansätze Modular 
und Modular++ die Größen der Teilroutinen 
aufgezeigt. Dabei wurden die Routinen beim 
Modular Ansatz in der Reihenfolge MUX, 
ALU, Shifter und LFSR/MISR erzeugt. Damit 
ergeben sich zum teil deutlich kürzere 
Teilroutinen beginnend mit der ALU 
gegenüber dem Modular++ Ergebnissen. Die 
Zusammenfassung der Modular++ 
  
Teilroutinen übersteigt mit einer Wortanzahl 
von 1799 schon deutlich die Größe der 
manuellen SBST Routine. 
 
Wie in Tabelle 2 zu sehen ist, erreicht die 
Modular Routine mit ca. 62% eine um fast 
16% geringere Gesamtfehlerüberdeckung als 
die manuell geschriebene Routine. Dabei 
entspricht die Länge mit 1306 Wörter nur ca. 
88% des Aufwandes dieser. Um die 
Fehlerüberdeckung für den Kontrollpfad 
vergleichbarer zu gestalten wird die SBST 
Routine des Modular Ansatzes um noch nicht 
enthaltenen Befehle des Befehlssatzes 
erweitert (Auto. SBST Modular+). Dies 
erfolgte durch einfaches an einander hängen 
der bei der Generierung nicht genutzten 
Instruktionen. Als Ergebnis steigt die 
Fehlerüberdeckung des Kontrollpfades auf 
75% (Tabelle 2). Somit bewirkt eine recht 
triviale Befehlssequenz eine Verbesserung von 
12% und erreicht nun eine ähnliche Güte 
bezüglich des Kontrollpfades wie die manuell 
erzeugte Routine. Jedoch hat diese lokale 
Verbesserung nur einen sehr geringen Einfluss  
auf die Gesamtfehlerüberdeckung. 
Aufgrund der eingeschränkten funktionalen 
Testbarkeit der IO-Schnittstellen wurde auf 
eine Erweiterung der Routine für diese Blöcke 
zu diesem Zeitpunkt verzichtet. Damit sind die 
Ergebnisse grundsätzlich nicht exakt 
vergleichbar. Jedoch lässt sich trotzdem 
feststellen, das eine automatische Erzeugung 
für einfache Prozessoren mit ähnlichen 
Fehlerüberdeckungen und Größenordnungen 
machbar ist. Bei Prozessoren mit 
umfangreichen IO-Schnittstellen erfordert dies 
jedoch wohl auch weiterhin teilweise 
manuellen Einsatz um die allgemein schlecht 
funktional testbaren Strukturen in das SBST 




Es wurde zwei auf struktureller Constraint-
ATPG beruhende SBST Routinen automatisch 
erzeugt und bezüglich der erreichten 
Fehlerüberdeckung und der Routinenlänge mit 
einer manuell erzeugten Selbsttest-Routine 
verglichen. Für die Datenpfad Komponenten 
welche eine gute funktionale Testbarkeit 
aufweisen konnten bessere Ergebnisse erzielt 
werden. Dies liegt an den Vorteilen einer 
ATPG gegenüber dem rein funktionalen 
Designer-Wissen. Für Prozessoren deren 
Datenpfad den Großteil des 
Fehleruniversums ausmacht sollte der 
Ansatz immer hinreichend gute Ergebnisse 
liefern und einem manuellen Erzeugen 
deutlich überlegen sein. Dagegen ist für sehr 
spezielle Strukturen wie die IO-Interfaces ein 
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INTRODUCTION
Comparators are a frequently used building block in ana-
log circuit design. One of its most important properties is
its input referred offset. For the most simple implemen-
tation, an amplifier with a high gain, this is a simple task
that can be carried out with the help of a feedback net-
work and some Monte-Carlo simulation.
However, most circuit implementations of comparators
are much more complicated. Comparators often employ
some hysteresis or some clever clocking scheme to
reduce power dissipation or offset. In those cases how-
ever the determination of the input referred offset is no
longer simple at all. In the latter case DC simulations are
no longer sufficiently as the operation depends on the
circuitÔs transient behavior. In the case of hysteresis a
clever DC analysis has to be carried out because the cir-
cuit provides multiple operating points.
An method for determining the offset is described in [1].
Its basic idea is to build a first-order sigma-delta-modu-
lator comprising the comparator and an ideal integrator.
When steady state is reached, i.e. the high and low times
of the comparator output are equal, then the mean input
value equals the sum of the comparators threshold value
plus the comparators offset. The method is quite simple
but to achieve a meaningful accuracy the simulation
time has to be considerably long until sufficient settle-
ment. If the comparator employs a hysteresis then this
method does not compute the two switching levels and
their offset but a mean threshold value.
This short paper presents a very simple methodology to
determine the offset of arbitrary comparators with the
help of transient simulations. It requires a very simple
testbench and some simple postprocessing only. In the
following the method is introduced and illustrated with
the help of an example.
SIMULATION SETUP
For the proposed method a testbench of the comparators
with is normal surroundings as supply and clock is used.
Additionally a dedicated input has to be provided. The
input value of the comparator has to be ladder-shaped,
see figure 1. This signal can be generated with a triangu-
lar shaped pulse followed by some ideal sample-an-hold
or with a dedicated block in an analog hardware descrip-
tion language (AHDL). For each input value  the com-
parator is activated and its output value  is stored. For
an ideal comparator for all input values  below the
threshold value  the output value  is ª0Ò for all val-
ues greater it is ª1Ò. This setup is shown in figure 1. Tak-
ing device parameter mismatch into account this
behavior might randomly change. This means the com-
parator output might be ª0Ò even if  or may be
ª1Ò although .
The behavior of the comparator eventually depends on
the actual device parameters, especially their matching.
This effect can be modeled with an error signal  with
is added to the comparatorÔs input with all device param-
eters of the comparator at their nominal value, see
figure 2.
To evaluate the influence of the random device parame-
ter variation Monte-Carlo-analysis is used. The result of
each Monte-Carlo-iteration is collected. Now for all
Monte-Carlo-samples for each input value the probabil-
ity
(1)
can be estimated, where  is the number of Monte-
Carlo-iterations and  is the number of runs where the
comparator output is 1 when  is applied. This function
is the integral of  probability density function.
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ABSTRACT: A simple methodology for determining the input referred offset voltage of comparators is presented. This in
general is difÞcult as the output of a comparator is discrete valued. The method relies on a Monte-Carlo-Simulation with
certain comparator input values and some postprocessing of the comparator output data. The comparator is always oper-
ated in its intended environment, there is no modiÞcation of the comparator itself nor some unusual stimuli required.
There is also no known restriction for the type of comparators to be analyzed.
be easily computed. In order to do so (1) can be plotted
in a normal probability plot. This is a graphical tech-
nique for assessing whether or not a data set is approxi-
mately normally distributed. The data  are plotted
against a theoretical normal distribution in such a way
that the points should form an approximate straight line.
From this line the mean value and the standard deviation
can be determined.
In order to generate a normal probability plot the inverse





Now a first order polynomial  is fitted
through the  vs.  plot. From the polynomials coeffi-
cients the mean value and the standard deviation of the
distribution can be calculated:
(4)
This method is illustrated in the following example.
EXAMPLE
The figure 3 shows the functional principle of a non-
clocked comparator incorporating hysteresis and a out-
put latch.
The result of a 700-runs Monte-Carlo simulation is
shown in figure 4. At the input a ramp with 1mV steps is
applied. For each step of the ramp a comparison cycle is
carried out and the comparatorÔs result is stored (in our
case into a file with means of an AHDL-block). In a sub-
sequent postprocessing for each ramp value the number
of comparator output 1 is counted and normalized to the
number of runs.
It can seen both the hysteresis of the comparator as well
as its sensitivity to device parameter mismatch. For the
rising slope and an input voltage of 1.64V in about 60%
of all simulations the comparator output had an output of
ª1Ò, in the rest it remained ª0Ò.
The simulation data of the rising slope have been plotted
in a normal distribution plot, see figure 5. It is seen that
the result is to a good approximation a straight line.
Hence, the offset of the comparator is normal distributed
and its mean value as well its standard deviation can be
calculated using (4).
When normalizing the y-axis to a cumulative normal
distribution then the statistical properties of the compar-
FIGURE 1 - Stimuli for offset-simulation of a compara-
tor
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FIGURE 3 - Simple comparator with hysteresis and
output register





















atorÔs threshold value can be easily read out from the
diagram (16%, 50% or 84%-values respectively), see
figure 6. In this case  and
.
In order to obtain reliable results the values for the
have to be selected carefully. The difference between
two values should be less than the standard deviation of
the offset. Also the minimum and maximum values of
 should always include the respective comparator
threshold, so the interval should span several times the
standard deviation around the comparator threshold.
Those numbers have to be roughly guessed before start-
ing the simulation.
SUMMARY
A very simple methodology to determine the offset of
arbitrary comparators with the help of transient simula-
tions has been presented. It requires a very simple test-
bench and some simple postprocessing only. The
comparator can be simulated in its intended operating
regime.
APPENDIX
In the following Matlab/Octave-Code the above
described data processing has been implemented:
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FIGURE 5 - Normal probability plot
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FIGURE 6 - Normalized normal probability plot
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TABLE 1. Matlab/ Octave Code
% it is assumed that the simulation results are provided
% in the matrix "ydata"
% and the array "xdata"
% (1) ni/N, Þgure 2
y = sum(ydata)/length(ydata);
plot(xdata, y)
% (2) inverse erf for rising slope only
% y(1:21) is this case contains the data
% for the rising slope
v = sqrt(2)*erÞnv(y(1:21)*2-1);
% select values within -2.5 ... 2.5 sigma
i=Þnd(v>-2.5 & v<2.5)
% Þt line through selected values
% Þgure 5
% also Matlabs statistic toolbox functions could be used
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Kurzfassung
In diesem Beitrag wird eine Methode zur Beschreibung von Kostenfaktoren und deren Verknüpfung
über Hierarchiegrenzen hinweg dargestellt. Sie eignet sich sowohl für rein digitale Systeme mit Soft-
wareanteilen als auch für gemischt analog/digitale Systeme. Damit ist sie im Hardware-Software Code-
sign und im Analog-Digital Codesign zum Vergleich verschiedener Systemkompositionen anwendbar.
Die Implementierung mit C++ ermöglicht neben einer Nutzung mit digitalem SystemC auch den Ein-
satz mit der analogen SystemC-Erweiterung SystemC-AMS und vereinfacht die Nutzung gegenüber
einer vorhandenen VHDL-Implementierung. Als Anwendungsbeispiel fungieren Komponenten eines
Systems zur Inertialnavigation.
1 Einleitung
Mit der fortschreitenden Entwicklung von Entwurfswerkzeugen und Bibliotheken für den Mikrosys-
tementwurf entsteht zunehmend die Notwendigkeit, Mikrosysteme nicht nur hinsichtlich funktioneller
Parameter, sondern auch hinsichtlich von Kostenfaktoren im Systementwurf zu optimieren ([1], [2]), da
diese Parameter neben den funktionalen Daten wichtige Kenngrößen eines Systems darstellen. Dabei
sind unter dem Begriff Kosten nicht nur fiskalische Kosten, sondern im Sinne der Terminologie der
mathematischen Optimierung eine Repräsentation einer zu optimierenden Zielfunktion zu verstehen.
Mit dieser Zielfunktion sollen Größen wie z.B. Latenz, Datenrate, Leistungsaufnahme, Chipfläche,
Fehlertoleranz, Testbarkeit, Speicherverbrauch, Herstellungskosten u.a. gewichtet bewertet werden.
Bei der Systemkomposition sind diese Werte einerseits auf das Einhalten einer vorgegebenen Grenze zu
prüfen (z.B. maximal zur Verfügung stehende Chipfläche) und andererseits zu einem globalen Güte-
maß zu verknüpfen. Eine Optimierung dieses globale Gütemaßes führt zu einer Verbesserung der
Systemimplementierung. Die Bestimmung von Kostenwerten auf hoher Abstraktionsebene, wie z.B. in
[3] dargestellt, ist nicht Bestandteil dieser Arbeit.
Um die Datenkonsistenz zwischen Modell und Kostenwerten sicherzustellen, bietet es sich an, die
Kosten in einem simulationsfähigen Werkzeug mit einzubeziehen. Dafür stehen zahlreiche Systembe-
schreibungssprachen wie z.B. SystemVerilog, VHDL/VHDL-AMS und SystemC/SystemC-AMS zur
Verfügung. Dieser Beitrag konvertiert und erweitert eine auf additive Verknüpfungen beschränkte
Implementierung von hierarchischen Kostenbeschreibungen mit VHDL [4] für SystemC um neue Ver-
knüpfungsmöglichkeiten. Eine Nutzung von [4] mit VHDL-AMS scheiterte an der mangelnden Unter-
stützung der IEEE-Sprachkonstrukte durch kommerzielle Simulatoren. SystemC/SystemC-AMS bietet
gegenüber VHDL/VHDL-AMS mehr Möglichkeiten der abstrakten Systembeschreibung, so dass grö-
ßere Systeme beherrschbar sind. Die Funktionsfähigkeit der Kostenmodellierung wird anhand von ana-
logen Komponenten eines Inertialnavigationssystems demonstriert.
2 Implementierung der Kostenmodellierung
Die Realisierung der Kostenmodellierung in SystemC/SystemC-AMS bietet gegenüber der Implemen-
tierung mit VHDL/VHDL-AMS [4] mehrere Vorteile. In SystemC-AMS [6], der analogen Erweiterung
von SystemC [5], besteht im Gegensatz zu VHDL-AMS keine Notwendigkeit, Ports als Verbindungs-
elemente zu nutzen. Stattdessen kommt eine Listenstruktur zur Anwendung. Dies erlaubt die Nutzung
des C++-Pointerkonzepts unabhängig vom Modulinterface. Somit können die Kostenwerte auch wäh-
rend der Laufzeit noch geändert werden, was eine dynamische Bestimmung von Kostenparametern
(z.B. Stromaufnahme) ermöglicht. Außerdem ist es mit vorhandenen C++-Compilern möglich, auto-
matisiert mehrere Implementierungsvarianten zu untersuchen. Im folgenden wird kurz die verwendete
Datenstruktur sowie die zur Verfügung stehenden Funktionen erläutert.
Datenstruktur
Die Kostenwerte jeder Komponente werden in einer eigenen,
durch Membervariablen einer Instanz der neuen Klasse cost
repräsentierten, Struktur abgelegt. Um von einem Element des
Designs aus das nächste zu erreichen, bietet sich eine verzweigte
Listenstruktur an. Dazu enthält jede Komponente einen Zeiger
auf das nächste Element auf gleicher Hierarchieebene (pNext)
und einen Zeiger auf das erste Element der nächsttieferene Hier-
archieebene (vNext). Zusätzlich kann die Komponente mit einer
ID versehen werden. Sie enthält außerdem einen Zeiger auf sich
selbst, mit der beim Parsen des Kostenbaumes der systemweit
eindeutige Instanzname ausgegeben werden kann. Ein optionaler
Kostengrenzvektor dient zum Festlegen der maximal von der
Komponente und deren Unterkomponenten verbrauchbaren Res-
sourcen. Ein Flag limit_exceeded weist auf eine Kostengrenzen-
überschreitung hin. Damit ergibt sich eine Kostenstruktur wie in Bild 1 dargestellt.
Die Kostenwerte einer Komponente werden in einer Struktur als Instanz der neuen Klasse cost abge-
legt, wobei eine verkettete Listenstruktur das Erreichen benachbarter Module ermöglicht. Im Design
entsteht damit ein sog. Kostenbaum (ein Ausschnitt ist in Bild 2 dargestellt). Von dessen oberster Hier-
archieebene können alle Einzelelemente durch Zeigeroperationen angesprochen werden. Ein Vektor
umfasst alle Einzelkosten einer Komponente, ein weiterer Vektor gibt optional die maximal erlaubten
Kosten der Komponente an. Die Bedeutung des Werts erschließt sich aus seiner Position. Tabelle 1 ent-
hält die Elemente der neuen Klasse cost.
Funktionen zur Kostenmodellierung
Zur Erstellung und Analyse des Kostenbaumes muss die Klasse cost um Funktionen erweitert werden.
Die Aufrufe zum Abarbeiten des Kostenbaumes basieren soweit wie möglich auf Rekursion. Die










Bild 1  Kostenstruktur
Kostenvektor im Teilsystem 1
Kostenvektor im Teilsystem 2
Kostenvektor in Komponente 4






Bild 2  Teil eines Kostenbaumes
Für die Berechnung der Kostenwerte wurden neue Operatoren eingeführt. Der schon in der VHDL-Ver-
sion [4] vorhandene Operator ADD summiert die Kostenwerte der Unterkomponenten. Dies ist in den
meisten Fällen ausreichend, z. B. für Chipflächenverbrauch oder Leistungsaufnahme. Der MAX-Ope-
rator bestimmt das Maximum der Kosten (z.B. für die minimale Betriebstemperatur oder die minimale
Taktzeit in einer Pipeline), als Gegenstück fungiert der MIN-Operator. Der vierte Operator MULT mul-
tipliziert die Kostenwerte, z.B. für die direkte Berechnung von Verstärkungen oder Zuverlässigkeitsbe-
rechnungen. Die Operatoren können für jeden Kostentyp (jedes Vektorelement) unabhängig festgelegt
werden. Die Überwachung der Kostengrenzen erfordert eine Fallunterscheidung: Einige Werte wie
Chipflächenverbrauch müssen die Grenze unterschreiten, während andere die Grenze überschreiten sol-
len (z.B. minimale Taktfrequenz). Darum stehen mit COMP_MAX und COMP_MIN zwei neue Ver-
gleichsoperatoren zur Verfügung. Das globale Gütemaß eines Systems wird mit dem Befehl scale()
bestimmt. Dieser berechnet eine gewichtete Summe der Kostenwerte des Top-level-Moduls bezogen
auf die Kostengrenzen. Das Vorzeichen der Gewichte bestimmt das Modul aufgrund des Grenzopera-
tors.
3 Anwendungsbeispiel: Auswerteeinheit für ein kapazitives Beschleuni-
gungssensorarray
Die Funktionalität der Kostenmodellierung wurde an einem abstrakten Beispiel geprüft. Dieses umfas-
ste vier Hierarchieebenen mit Mehrfachinstanziierungen von Komponenten. Alle Tests mit verschiede-
nen Kostenwerten und Kostengrenzen verliefen fehlerlos. Aus Platzgründen soll hier auf eine





cost_module sc_module* Zeiger zum zugehörigen SystemC(-AMS)-Modul
limit_exceeded bool[] Flags für Kostenüberschreitungen
pNext cost* Zeiger auf das nächste Element (hierarchisch horizontal)
vNext cost* Zeiger auf das erste Tochterelement (hierarchisch vertikal)
Tabelle 2: Funktionen der Klasse cost
Funktion Beschreibung
add(cost* a) Fügt ein Modul auf nächstniedriger Hierarchieebene ein
set_val(double[]) Definition der Kostenwerte eines Moduls
set_limit(double[]) Definition der Kostengrenzen eines Moduls
del() Löschen des Kostenbaumes
list_print() Gibt die Kostenwerte aller Elemente aus, Hierarchieebenen sind eingerückt
check_system() Prüft das System auf Kostengrenzenüberschreitungen
sum() Berechnet die Kostenwerte über Hierarchieebenen
scale(double[]) Berechnet das globale Gütemaß
Darstellung dieses Komplexbeispieles verzichtet und statt dessen eine kleinere, aber real aufgetretene
Problemstellung eines Analog-ASIC betrachtet werden. Im Rahmen des SFB 379 „Mikromechanische
Sensor- und Aktorarrays“ enstand ein Demonstrator zur Universellen Bewegungsanalyse (UBAS) [7].
Dieser umfasst Beschleunigungs- und Drehratesensoren sowie die analoge und digitale Verarbeitung
dieser Werte zu Positionsdaten. Für die Beschleunigungssensoren kommt dabei ein Array aus sechs
kapazitiv arbeitenden Einzelsensoren zum Einsatz [8].
Für dieses Array soll eine analoge Auswerteschaltung mit anschließender Analog-Digital-Wandlung
entworfen werden. Die Einzelsensoren liefern bei Anlegen einer Beschleunigung einen Strom, der pro-
portional zur Kapazitätsänderung ist. Dieser wird über sogenannte DeltaC-U-Wandler verstärkt und in
eine Spannung gewandelt. Anschließend ist die Analogspannung in einen Digitalwert umzusetzen, der
in einem FPGA weiter verarbeitet wird. Für A/D-Umsetzung und DeltaC-U-Wandlung sind außerdem
eine Referenz- sowie eine Mittenspannungserzeugung notwendig. Da die verfügbare Fläche pro Einzel-
chip begrenzt ist, sollen pro Analog-IC nur die Signale von drei der sechs Einzelsensoren verarbeitet
werden. Für das gesamte Array sind also zwei Analogchips notwendig.
Es stehen drei verschiedene Realisierungsvarianten zur Auswahl:
A Pro Einzelsensor wird ein DeltaC-U-Wandler und ein eigener AD-Umsetzer implementiert.
B Für das gesamte Array wird ein einzelner DeltaC-U-Wandler mit AD-Umsetzer im Zeitmultiplex
genutzt, direkt am Eingang ist ein Multiplexer für das Umschalten zwischen den Einzelsensoren ein-
zusetzen.
C Es wird für jeden Einzelsensor ein eigener DeltaC-U-Wandler implementiert. Diese übergeben ihre
Werte jedoch über einen Multiplexer an einen einzelnen AD-Umsetzer.
Für jedes Systemelement werden drei Kostenwerte berücksichtigt: Chipfläche, Verarbeitungszeit und
Entwurfszeit. Tabelle 3 gibt eine Übersicht über die zugewiesenen Kostenwerte in der jeweiligen Reali-
sierungsvariante. Die Entwurfszeiten pro Element sind dabei Schätzwerte aus bereits implementierten















A 3 2,295 0,8 3000
B, C 1 2,295 2,5 5000
DeltaC-U-Wandler
A, C 3 0,252 0,1 300
B 1 0,252 0,4 1000
Multiplexer
A 0 - - -
B 2 0,010 0,3 100
C 1 0,010 0,3 100
Padring
A 60 Pads 2,964 0 15
B, C 42 Pads 2,058 0 10
Spannungserzeugung A-C 1 0,049 0 400
globale Verdrahtung
A - 0,050 0 600
B - 0,025 0 250
C - 0,030 0 300
Designs. Für die Pads werden Bibliothekselemente genutzt, was deren Entwurfsaufwand erheblich
reduziert.
Für die Berechnung des skalaren Gütemaßes wird die Verarbeitungszeit übergewichtet, da diese maß-
geblich für die spätere Systemgeschwindigkeit ist. Die benötigte Chipfläche hat bis zu einer bestimm-
ten Grenze (6,25 mm2) kaum Einfluss auf die Herstellungskosten, daher wird sie hier stark
untergewichtet. Sie spielt jedoch als absolute Grenze eine wichtige Rolle als k.o.-Kriterium für die
Realisierbarkeit. Folgende Parameter werden für die Systembeurteilung verwendet:
Grenzen: Fläche 6,25 mm2; Verarbeitungszeit: 3,5 µs; Entwurfszeit: 7500 Zeiteinheiten
Gewichte: Fläche × 0,01; Verarbeitungszeit × 10; Entwurfszeit × 1e-3
Die Anwendung der Kostenmodellierung auf die Systemvarianten A-C erzeugt die folgenden Bild-
schirmausgaben:
Variante A:
system consists of:(cost vector: 10.654 2.7 10315 cost limit: #6.25 3.5 #7500)
  DeltaC_U      cost vector: 0.252 0.1 300      cost limit: -1 -1 -1
  DeltaC_U      cost vector: 0.252 0.1 300        cost limit: -1 -1 -1
  DeltaC_U      cost vector: 0.252 0.1 300      cost limit: -1 -1 -1
  TriGen        cost vector: 0.049 0 400        cost limit: -1 -1 -1
  Padring       cost vector: 2.964 0 15         cost limit: -1 -1 -1
  ADU   cost vector: 2.295 0.8 3000     cost limit: -1 -1 -1
  ADU   cost vector: 2.295 0.8 3000     cost limit: -1 -1 -1
  ADU   cost vector: 2.295 0.8 3000     cost limit: -1 -1 -1
WARNING: 1. cost value in module system_ana1 exceeds cost limit!
WARNING: 3. cost value in module system_ana1 exceeds cost limit!
WARNING: Design is NOT realisable with this configuration!
Weighted scaled costs for System1 7.446993
Check_System: Design is NOT realisable
Variante B:
system consists of:(cost vector: 4.674 3.2 6610 cost limit: 6.25 3.5 7500)
  DeltaC_U      cost vector: 0.252 0.4 1000      cost limit: -1 -1 -1
  TriGen        cost vector: 0.049 0 400        cost limit: -1 -1 -1
  MUX3  cost vector: 0.01 0.15 100      cost limit: -1 -1 -1
  MUX3  cost vector: 0.01 0.15 100      cost limit: -1 -1 -1
  Padring       cost vector: 2.058 0 10         cost limit: -1 -1 -1
  ADU   cost vector: 2.295 2.5 5000     cost limit: -1 -1 -1
 Weighted scaled costs for System1 9.151217
 Check_System: Design is realisable
Variante C:
system consists of:(cost vector: 5.168 3.1 6410 cost limit: 6.25 3.5 7500 )
  DeltaC_U      cost vector: 0.252 0.1 300      cost limit: -1 -1 -1
  DeltaC_U      cost vector: 0.252 0.1 300        cost limit: -1 -1 -1
  DeltaC_U      cost vector: 0.252 0.1 300      cost limit: -1 -1 -1
  TriGen        cost vector: 0.049 0 400        cost limit: -1 -1 -1
  MUX3  cost vector: 0.01 0.3 100       cost limit: -1 -1 -1
  Padring       cost vector: 2.058 0 10         cost limit: -1 -1 -1
  ADU   cost vector: 2.295 2.5 5000     cost limit: -1 -1 -1
 Weighted scaled costs for System1 8.866266
 Check_System: Design is realisable
Variante A scheidet wegen der Kostenüberschreitung bei den Kostenwerten „Fläche“ und „Entwurfs-
zeit“ aus. Dies wird in der Auflistung der Kostenwerte durch ein Doppelkreuz sowie als separate War-
nung angezeigt. Sowohl Variante C als auch Variante B erfüllen die gesetzten Grenzen. Variante C ist
im gegebenen Anwendungsfall gegenüber der Realisierungsmöglichkeit B zu bevorzugen, da sie bei
Einhaltung der Grenzen das skalare Gütemaß minimiert.
4 Zusammenfassung und Ausblick
Dieser Beitrag beschreibt eine Möglichkeit der Kostenmodellierung mit SystemC/SystemC-AMS. Als
Grundlage diente eine bestehenden VHDL/VHDL-AMS Implementierung. Durch die Nutzung der
Konzepte von C++ bietet die Übertragung nach SystemC neue Möglichkeiten der Datenverwaltung
mittels verketteter Listen. Erweiterte Operatoren bieten neue Verknüpfungsmöglichkeiten der Kosten-
parameter. Die neue Implementierung in SystemC/SystemC-AMS wurde anhand eines Anwendungs-
beispiels aus dem Analogentwurf verifiziert.
Durch die Listenstruktur ist es nun möglich, Kostenwerte noch zur Laufzeit zu ändern und damit dyna-
misch aus Simulationsläufen zu generieren. Außerdem ermöglichen vorhandene C++-Compiler, auto-
matisiert mehrere Implementierungsvarianten zu bearbeiten, was Untersuchungen zum Hardware-/
Software-Codesign und zur Partitionierung in analoge und digitale Anteile beschleunigt.
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Abstract
PCM test structures are commonly used to check the produced wafers from the standpoint of the technologist. In general
these structures are managed inside the FAB and are focused on standard device properties. Hence their development and
analysis is not driven by analog circuit blocks, which are sensitive or often used. Especially for DFM/Y of analog circuits
the correlation between design and technology has to be dened. The knowledge of electrical behavior of test structures
helps to improve the designer’s sensitivity to technological questions.
This paper presents a method to bring the PCM methodology into the analog circuit design to improve design performance,
yield estimation and technology correlation. We show how both analog circuit and PCM blocks can be simulated and
analyzed in the design phase.
1 Introduction
Design for manufacturing and yield (DfM/Y) techniques be-
come more important for cooperation of wafer fabrication
(FAB) and circuit design. Technology characterization is es-
sential for both sides. But in general this topic is only driven
by FAB. If design of analog/mixed signal circuits is coming
to technology limits this topic becomes more interesting for
the design. It is interesting for both company structures with
in-house FAB and FAB less.
Process control monitor (PCM) test structures are part of
the SPC (statistical process control). They are used to char-
acterize and to control the technology in reference to the
technology specication such as threshold voltage Vth or in-
ternal parameter for special technology steps which are con-
dential. So the PCM test structures are developed and opti-
mized for technology purposes. The PCM test structures are
located beside the chip area of the customer on the wafer and
are processed by the same technology steps.
The validation of circuit performance in reference to cir-
cuit specication is divided into two main parts. Verication
and test stages are located before and after wafer fabrica-
tion respectively. Verication of the circuit during the design
stage is based on simulation, whose results depend particu-
larly on the accuracy of models. The test stage is used to
validate every fabricated chip and to sort all chips into cate-
gories (e.g. pass/fail).
Especially if the results of verication via simulation and
chip test does not match then the technology performance is
checked. So results of PCM test structures becomes interest-
ing for the analog designer too. PCM data experiences are
necessary for efcient analysis.
Correlation between technology and design is the basis for
successful DfY methods. This correlation can be proven by
suitable test structures.
The paper is divided into four parts. First we give a short
introduction to PCM test structures in fabrication process
and circuit design. The methodology to recognize dened
PCM test structures is presented in section 3. The method-
ology part of the paper is followed by three subsections of
practical examples, in detail that are mismatch of capacitors,
latch-up and bulk current of nmos transistors.
2 PCM Test Structures
2.1 PCM Test Structures for FAB
Only few PCM areas which covers a lot of single PCM test
structures are used for SPC by FAB. Figure 1 shows a exam-
ple of ve PCM areas which are distributed over the wafer.
PCM test structures cost wafer area and measurement time.
Hence the PCM area is reserved for concerns of the FAB but
is not provided for circuit design issues.
Number and measurement effort of the test structures de-
pend on specication and complexity of the technology. In
general the measuring is extracting some properties of every
test structure. Thus a couple of hundred up to thousands of
data are measured and analysed during wafer fabrication.
Criteria for PCM test structures from the view of the FAB
are
• Technology sensitive to control and verify the specica-
tion,
• Correlation to technology steps to support debugging,
• Less area consumption and




Figure 1: Wafer with five PCM areas which contain the test struc-
tures.
2.2 PCM Test Structures for Design
Circuit performance parameters are sensitive to technology
which can be seen on single yield. An analysis of yield
lost [1] shows how performance parameter sensitivities of
analog circuits can help to detect problems in the fabrication
process. The wafer map in Figure 2 shows low yield strips
of a mixed signal chip. It could be found that these strips are
the so-called nger print of the implanter equipment used.
As a result of the problem analysis a construction gap of the
implanter was found and could be solved together with the
tool manufacturer.
The example in Figure 2 claries the following items:
• Test structures have to be sensitive to technology.
Figure 2: Wafer map shows low yield strips coming from defective
implanter equipment. Process steps leave finger print at
the wafer which can be seen at circuit parameters of sen-
sitive circuits.
• Circuit properties have to be covered with test structures.
• Test structures have to be distributed over wafer (nger
print of equipment or technology).
• Area limitation constraints the size of test structures (see
Figure 3).
• Fast and efcient measuring principles are necessary to
save cost.
• Powerful wafer analyser and map tool for automatic and
optical inspection is basis for analysis (e.g. ZMD in-
house tool: WaferAnalyser [2]).
Because the analog performance parameter reviewed
in [1] is sensitive to a number of process parameters the
analysis was expensive and has to be an exception. Other
strategies can help to simplify such an analysis. The basic
idea of the strategies is the implementation of test structures
of key devices (e.g. coils) or sensitive circuit parts (see sec-
tion 4). Such test structures are area optimized to squeeze
them inside a pad ring (see Figure 3a) or between the chips
(see Figure 3b), also called scribe line monitors (SLM).
Device models are the connection from design to the tech-
nology. Accuracy and coverage of the device models are
limited in reference to possible effects. This fact divides the
test structures into two categories:
• Simulation and mesurement or
• Measurement only.
Correlation between technology and design can be re-
traced when results extraction of network simulation in de-
sign stage and property measurement in test stage are sup-
ported. In this case the used models cover the observed ef-
fects. So it is possible to develop the test structures and the
measurement method in a similar manner as circuit design






























Figure 3: Area-saving strategies for test structures of chips. a) Part
of the PAD ring. b) Scribe line monitor (SLM) for uti-
lization of the saw area.
The second category containts test structures for effects
which are not covered by provided models like latch up (see
section 4.2).
3 PCM Test Structures Flow
The choice of the right test structures is not obvious. Some
ways are possible:
• General/standard conguration for analog circuits,
• Individual selected by analog designer and
• Circuit relevant for critical performance parameters (e.g.
tool supported).
The third way provides a method to choose test structures
which are interesting for the used circuitry. Due to the area
limitation for test structures, it is important to choose sensi-
tive test structures. We only want to give some details for
that point.
Figure 4 shows a tool supported ow to consider test struc-
tures and analog/mixed signal circuits. This ow helps the
choice and denition of test structure sets during design.
Circuit design inside the design environment Cadence [3]
is done by the Schematic Entry. Next the simulation is con-
gured and checked with the Analog Design Environment





























Figure 4: Tool supported flow to consider PCM test structures in
circuit design.
The verication is carried out with the ZMD in-house ver-
ication environment called zmdAnalyser [4]. zmdAnalyser
is a design tool driven by analog/mixed signal designers to
improve the design work. This tool extends the Analog De-
sign Environment from Cadence. zmdAnalyser supports ad-
vanced corner and Monte Carlo analysis as well as special
analysis like sensitivity and trimming analysis [5, 6] which
are adapted to our design challenges.
The circuit performance measurements with specications
in reference to technology and operating conditions are the
focus of the verication environment. Figure 4 shows that
this methodology can be expanded to consider test structures
and the circuit. Data post processing inside the analysis step
can be used to investigate e.g. correlation of circuit and test
structure results together. Monte Carlo analysis with global
and local parameter variation is partially interesting for such
an analysis, too.
Advantages of the implementation inside the verication
environment are
• Known design stage of analog circuit design is not af-
fected.
• Test bench and analog circuit need no changes.
• Analog circuit and test structures can be simulated to-
gether over technology sets and operating conditions .
• PCM library contains for every test structure all neces-
sary data e.g. schematic, analysis, measurements and
specication.
• Analysis (e.g. correlation) between circuit performance
and test structure results are possible.
• Reuse of simulation management and analyses of data
post processing.
You should be aware the acceptance of any system like
that presented depends on the quantity and quality of ele-
ments in the test structure library. This library has to contain
elements to cover main design problems and different effects
(see section 3). Next section 4 introduces three examples of
test structures.
4 Examples
Examples for test structures are published in connection with
different analog properties. Behzard Razavi gives a wide
overview in [7] to technology characterization for analog
purposes with simple and effective test circuits. Articles on
the topic design for test (DfT) are interesting sources (e.g.
[8]), too.
Next sections presents three examples of test structures. If
mismatch of capacitors is critical for circuitry the test struc-
ture in section 4.1 should be used. A latch up test structure
in section 4.2 was developed to investigate parasitic effects.
























Phase 1 Phase 2
∆out
Figure 5: Test structure to measure mismatch between capacitors.
a) Circuit of the test structure. b) Input voltage signals
in1 and in2 and output voltage signal out of the measur-
ing principle.
4.1 Capacitor Mismatch
Mismatch problems of devices are known by designers. But
it is sometimes underestimated because current tools and
process design kits (PDK) are based on several assumptions.
Mismatch inuence can be simulated by Monte Carlo simu-
lation. The statistical models used are generated with golden
mismatch layout rules. Hence a correlation between simula-
tion and test results of analog parameters depends on layout
realisation.
For small capacitors used in most analog circuits charac-
terization of mismatch is difcult. A simple test circuit and
measurement principle is presented in [9]. Figure 5a illus-
trates the schematic. The relative mismatch between the ca-
SLM
Figure 6: Layout of a test chip for development of capacitor mis-
match test structures. The SLM structure is marked for
comparison.
pacitor c1 and c2 can be measured. Transistor Mp1 is used
as a source follower to buffer the voltage signal at node X .
Node X can be reseted via the transistor Mn1.
Signals of the measurement principle are shown in Fig-
ure 5b. An interchanged ramp signal is applied at the ports
in1 and in2. During ramp signal at one port the other port
is grounded. The structure forms a capacitive divider for the
input ramp signal. A mismatch between C1 and C2 can be ex-
pressed with ∆C. ∆C has an affect on the slew rate S1 and S2




with ∆S = S2−S1, ∆C = C2−C1 (1)
Parasitic capacitance at node X are canceled due to the
differential measurement principle which is carried out se-
quentially in phase 1 and 2.
The layout of a test chip to analyse mismatch of different
capacity values is shown in Figure 6. The SLM structure
with C1 = C2 = 0.25pF is marked.
4.2 Latch-up
Latch-up is dened as creation of a low-impedance path be-
tween the power supply rails by triggering on a parasitic four
layer (NPNP) bipolar structure. Latch-up immunity is im-
portant and specications are strong, especially for circuits















Figure 7: Test structure to review latch-up behaviour. a) Equiva-
lent circuit of the SCR structure with lateral BJT QNPN ,
vertical BJT QPNP, nwell resistance RNW and pwell re-
sistance RPW of the substrate. b) Layout of the SLM test
structure.
depends on wafer material, general layout and guard tech-
niques. These factors of inuence are unaccounted in device
models. Hence the latch-up inuence can not be simulated
offhand in standard design ows.
Beside the designed devices a number of unavoidable par-
asitic devices are built in a CMOS technology. These devices
are interconnected and form bipolar structures (cf. Figure 7a)
which are called silicon controlled rectier (SCR).
An example layout is shown in Figure 7b. In general net-
work simulation is insufcient supported in the PDKs. For a
xed layout it is possible to extract an equivalent circuit by
hand and create device models via device simulation.
The latch-up behaviour can be characterized by test struc-
tures. Investigation and development of guard structures
is described in [10]. The developed and optimized oat-
ing guard structures ensure a trigger current greater then
400mA@150◦.
That design capability is key know-how to design for au-
tomotive applications. Floating guard structures are also suc-
cessfully implemented in circuits of the AS-interface product
family [11, 12].
4.3 Bulk Current
Bulk current of MOS devices is sensitive to technological
changes. An overview is given in [13]. It can be measured
by the help of a simple test conguration which is illustrated
in Figure 8a. The qualitative characteristic of the bulk cur-
rent IB vs. gate voltage VG for xed source VS and drain VD
voltages is shown in Figure 8b.
A tolerance tube can be dened to distinguish between
specied or problematic technology conditions. Important
properties are the maximum bulk current IBmax at the related
gate voltage VGimax and the shape of the characteristic. These
parameters are shifted outside of the specied tube if for in-
stance the tolerance of implantation or oxide thickness are
violated.
The accuracy of device models (e.g. BSIM3v3) is not fo-
cused at the range of bulk current measurement. The marked












Figure 8: Test structure to measure bulk current. a) Measurement
circuit. b) Schematic diagram of the bulk current with
tolerance tube and area of reduced model accuracy.
5 Summary and Outlook
A method to consider PCM test structures in circuit design
has been presented. This tool-supported ow helps to select
the circuit’s most important test structures. Main advantages
are network simulation and data post processing analyses of
the circuit design together with the test structures. Basis for
the system is a library of test structures. Single devices and
test circuits are supported.
Restrictions of the described way can be seen in accuracy
and coverage of the device models. Not modeled effects like
latch-up can not be simulated and analysed. These test struc-
tures need equivalent circuit and additional device models.
Taking into account the sensitivity of analog circuitry to
technology we are striving to dene the correlation of tech-
nology to analog design in an early design status. Our way
is to utilize special SLMs for this purposes. Additional
SLMs for checking the inuence of physical phenomena
(here latch-up) complete this methodology. In this way the
early prediction of parameter yield will help us to decrease
measurement costs.
Our intention is directed especially to the substrate cur-
rent, which we take as a more integral parameter, which
experiences the inuence of certain technology processing
steps. Here our goal is to dene a tolerance tube, covering
the so-called bell-shape curve.
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Abstract
PCM test structures are commonly used to check the produced wafers from the standpoint of the technologist. In general
these structures are managed inside the FAB and are focused on standard device properties. Hence their development and
analysis is not driven by analog circuit blocks, which are sensitive or often used. Especially for DFM/Y of analog circuits
the correlation between design and technology has to be dened. The knowledge of electrical behavior of test structures
helps to improve the designer’s sensitivity to technological questions.
This paper presents a method to bring the PCM methodology into the analog circuit design to improve design performance,
yield estimation and technology correlation. We show how both analog circuit and PCM blocks can be simulated and
analyzed in the design phase.
1 Introduction
Design for manufacturing and yield (DfM/Y) techniques be-
come more important for cooperation of wafer fabrication
(FAB) and circuit design. Technology characterization is es-
sential for both sides. But in general this topic is only driven
by FAB. If design of analog/mixed signal circuits is coming
to technology limits this topic becomes more interesting for
the design. It is interesting for both company structures with
in-house FAB and FAB less.
Process control monitor (PCM) test structures are part of
the SPC (statistical process control). They are used to char-
acterize and to control the technology in reference to the
technology specication such as threshold voltage Vth or in-
ternal parameter for special technology steps which are con-
dential. So the PCM test structures are developed and opti-
mized for technology purposes. The PCM test structures are
located beside the chip area of the customer on the wafer and
are processed by the same technology steps.
The validation of circuit performance in reference to cir-
cuit specication is divided into two main parts. Verication
and test stages are located before and after wafer fabrica-
tion respectively. Verication of the circuit during the design
stage is based on simulation, whose results depend particu-
larly on the accuracy of models. The test stage is used to
validate every fabricated chip and to sort all chips into cate-
gories (e.g. pass/fail).
Especially if the results of verication via simulation and
chip test does not match then the technology performance is
checked. So results of PCM test structures becomes interest-
ing for the analog designer too. PCM data experiences are
necessary for efcient analysis.
Correlation between technology and design is the basis for
successful DfY methods. This correlation can be proven by
suitable test structures.
The paper is divided into four parts. First we give a short
introduction to PCM test structures in fabrication process
and circuit design. The methodology to recognize dened
PCM test structures is presented in section 3. The method-
ology part of the paper is followed by three subsections of
practical examples, in detail that are mismatch of capacitors,
latch-up and bulk current of nmos transistors.
2 PCM Test Structures
2.1 PCM Test Structures for FAB
Only few PCM areas which covers a lot of single PCM test
structures are used for SPC by FAB. Figure 1 shows a exam-
ple of ve PCM areas which are distributed over the wafer.
PCM test structures cost wafer area and measurement time.
Hence the PCM area is reserved for concerns of the FAB but
is not provided for circuit design issues.
Number and measurement effort of the test structures de-
pend on specication and complexity of the technology. In
general the measuring is extracting some properties of every
test structure. Thus a couple of hundred up to thousands of
data are measured and analysed during wafer fabrication.
Criteria for PCM test structures from the view of the FAB
are
• Technology sensitive to control and verify the specica-
tion,
• Correlation to technology steps to support debugging,
• Less area consumption and




Figure 1: Wafer with five PCM areas which contain the test struc-
tures.
2.2 PCM Test Structures for Design
Circuit performance parameters are sensitive to technology
which can be seen on single yield. An analysis of yield
lost [1] shows how performance parameter sensitivities of
analog circuits can help to detect problems in the fabrication
process. The wafer map in Figure 2 shows low yield strips
of a mixed signal chip. It could be found that these strips are
the so-called nger print of the implanter equipment used.
As a result of the problem analysis a construction gap of the
implanter was found and could be solved together with the
tool manufacturer.
The example in Figure 2 claries the following items:
• Test structures have to be sensitive to technology.
Figure 2: Wafer map shows low yield strips coming from defective
implanter equipment. Process steps leave finger print at
the wafer which can be seen at circuit parameters of sen-
sitive circuits.
• Circuit properties have to be covered with test structures.
• Test structures have to be distributed over wafer (nger
print of equipment or technology).
• Area limitation constraints the size of test structures (see
Figure 3).
• Fast and efcient measuring principles are necessary to
save cost.
• Powerful wafer analyser and map tool for automatic and
optical inspection is basis for analysis (e.g. ZMD in-
house tool: WaferAnalyser [2]).
Because the analog performance parameter reviewed
in [1] is sensitive to a number of process parameters the
analysis was expensive and has to be an exception. Other
strategies can help to simplify such an analysis. The basic
idea of the strategies is the implementation of test structures
of key devices (e.g. coils) or sensitive circuit parts (see sec-
tion 4). Such test structures are area optimized to squeeze
them inside a pad ring (see Figure 3a) or between the chips
(see Figure 3b), also called scribe line monitors (SLM).
Device models are the connection from design to the tech-
nology. Accuracy and coverage of the device models are
limited in reference to possible effects. This fact divides the
test structures into two categories:
• Simulation and mesurement or
• Measurement only.
Correlation between technology and design can be re-
traced when results extraction of network simulation in de-
sign stage and property measurement in test stage are sup-
ported. In this case the used models cover the observed ef-
fects. So it is possible to develop the test structures and the
measurement method in a similar manner as circuit design






























Figure 3: Area-saving strategies for test structures of chips. a) Part
of the PAD ring. b) Scribe line monitor (SLM) for uti-
lization of the saw area.
The second category containts test structures for effects
which are not covered by provided models like latch up (see
section 4.2).
3 PCM Test Structures Flow
The choice of the right test structures is not obvious. Some
ways are possible:
• General/standard conguration for analog circuits,
• Individual selected by analog designer and
• Circuit relevant for critical performance parameters (e.g.
tool supported).
The third way provides a method to choose test structures
which are interesting for the used circuitry. Due to the area
limitation for test structures, it is important to choose sensi-
tive test structures. We only want to give some details for
that point.
Figure 4 shows a tool supported ow to consider test struc-
tures and analog/mixed signal circuits. This ow helps the
choice and denition of test structure sets during design.
Circuit design inside the design environment Cadence [3]
is done by the Schematic Entry. Next the simulation is con-
gured and checked with the Analog Design Environment





























Figure 4: Tool supported flow to consider PCM test structures in
circuit design.
The verication is carried out with the ZMD in-house ver-
ication environment called zmdAnalyser [4]. zmdAnalyser
is a design tool driven by analog/mixed signal designers to
improve the design work. This tool extends the Analog De-
sign Environment from Cadence. zmdAnalyser supports ad-
vanced corner and Monte Carlo analysis as well as special
analysis like sensitivity and trimming analysis [5, 6] which
are adapted to our design challenges.
The circuit performance measurements with specications
in reference to technology and operating conditions are the
focus of the verication environment. Figure 4 shows that
this methodology can be expanded to consider test structures
and the circuit. Data post processing inside the analysis step
can be used to investigate e.g. correlation of circuit and test
structure results together. Monte Carlo analysis with global
and local parameter variation is partially interesting for such
an analysis, too.
Advantages of the implementation inside the verication
environment are
• Known design stage of analog circuit design is not af-
fected.
• Test bench and analog circuit need no changes.
• Analog circuit and test structures can be simulated to-
gether over technology sets and operating conditions .
• PCM library contains for every test structure all neces-
sary data e.g. schematic, analysis, measurements and
specication.
• Analysis (e.g. correlation) between circuit performance
and test structure results are possible.
• Reuse of simulation management and analyses of data
post processing.
You should be aware the acceptance of any system like
that presented depends on the quantity and quality of ele-
ments in the test structure library. This library has to contain
elements to cover main design problems and different effects
(see section 3). Next section 4 introduces three examples of
test structures.
4 Examples
Examples for test structures are published in connection with
different analog properties. Behzard Razavi gives a wide
overview in [7] to technology characterization for analog
purposes with simple and effective test circuits. Articles on
the topic design for test (DfT) are interesting sources (e.g.
[8]), too.
Next sections presents three examples of test structures. If
mismatch of capacitors is critical for circuitry the test struc-
ture in section 4.1 should be used. A latch up test structure
in section 4.2 was developed to investigate parasitic effects.
























Phase 1 Phase 2
∆out
Figure 5: Test structure to measure mismatch between capacitors.
a) Circuit of the test structure. b) Input voltage signals
in1 and in2 and output voltage signal out of the measur-
ing principle.
4.1 Capacitor Mismatch
Mismatch problems of devices are known by designers. But
it is sometimes underestimated because current tools and
process design kits (PDK) are based on several assumptions.
Mismatch inuence can be simulated by Monte Carlo simu-
lation. The statistical models used are generated with golden
mismatch layout rules. Hence a correlation between simula-
tion and test results of analog parameters depends on layout
realisation.
For small capacitors used in most analog circuits charac-
terization of mismatch is difcult. A simple test circuit and
measurement principle is presented in [9]. Figure 5a illus-
trates the schematic. The relative mismatch between the ca-
SLM
Figure 6: Layout of a test chip for development of capacitor mis-
match test structures. The SLM structure is marked for
comparison.
pacitor c1 and c2 can be measured. Transistor Mp1 is used
as a source follower to buffer the voltage signal at node X .
Node X can be reseted via the transistor Mn1.
Signals of the measurement principle are shown in Fig-
ure 5b. An interchanged ramp signal is applied at the ports
in1 and in2. During ramp signal at one port the other port
is grounded. The structure forms a capacitive divider for the
input ramp signal. A mismatch between C1 and C2 can be ex-
pressed with ∆C. ∆C has an affect on the slew rate S1 and S2




with ∆S = S2−S1, ∆C = C2−C1 (1)
Parasitic capacitance at node X are canceled due to the
differential measurement principle which is carried out se-
quentially in phase 1 and 2.
The layout of a test chip to analyse mismatch of different
capacity values is shown in Figure 6. The SLM structure
with C1 = C2 = 0.25pF is marked.
4.2 Latch-up
Latch-up is dened as creation of a low-impedance path be-
tween the power supply rails by triggering on a parasitic four
layer (NPNP) bipolar structure. Latch-up immunity is im-
portant and specications are strong, especially for circuits















Figure 7: Test structure to review latch-up behaviour. a) Equiva-
lent circuit of the SCR structure with lateral BJT QNPN ,
vertical BJT QPNP, nwell resistance RNW and pwell re-
sistance RPW of the substrate. b) Layout of the SLM test
structure.
depends on wafer material, general layout and guard tech-
niques. These factors of inuence are unaccounted in device
models. Hence the latch-up inuence can not be simulated
offhand in standard design ows.
Beside the designed devices a number of unavoidable par-
asitic devices are built in a CMOS technology. These devices
are interconnected and form bipolar structures (cf. Figure 7a)
which are called silicon controlled rectier (SCR).
An example layout is shown in Figure 7b. In general net-
work simulation is insufcient supported in the PDKs. For a
xed layout it is possible to extract an equivalent circuit by
hand and create device models via device simulation.
The latch-up behaviour can be characterized by test struc-
tures. Investigation and development of guard structures
is described in [10]. The developed and optimized oat-
ing guard structures ensure a trigger current greater then
400mA@150◦.
That design capability is key know-how to design for au-
tomotive applications. Floating guard structures are also suc-
cessfully implemented in circuits of the AS-interface product
family [11, 12].
4.3 Bulk Current
Bulk current of MOS devices is sensitive to technological
changes. An overview is given in [13]. It can be measured
by the help of a simple test conguration which is illustrated
in Figure 8a. The qualitative characteristic of the bulk cur-
rent IB vs. gate voltage VG for xed source VS and drain VD
voltages is shown in Figure 8b.
A tolerance tube can be dened to distinguish between
specied or problematic technology conditions. Important
properties are the maximum bulk current IBmax at the related
gate voltage VGimax and the shape of the characteristic. These
parameters are shifted outside of the specied tube if for in-
stance the tolerance of implantation or oxide thickness are
violated.
The accuracy of device models (e.g. BSIM3v3) is not fo-
cused at the range of bulk current measurement. The marked












Figure 8: Test structure to measure bulk current. a) Measurement
circuit. b) Schematic diagram of the bulk current with
tolerance tube and area of reduced model accuracy.
5 Summary and Outlook
A method to consider PCM test structures in circuit design
has been presented. This tool-supported ow helps to select
the circuit’s most important test structures. Main advantages
are network simulation and data post processing analyses of
the circuit design together with the test structures. Basis for
the system is a library of test structures. Single devices and
test circuits are supported.
Restrictions of the described way can be seen in accuracy
and coverage of the device models. Not modeled effects like
latch-up can not be simulated and analysed. These test struc-
tures need equivalent circuit and additional device models.
Taking into account the sensitivity of analog circuitry to
technology we are striving to dene the correlation of tech-
nology to analog design in an early design status. Our way
is to utilize special SLMs for this purposes. Additional
SLMs for checking the inuence of physical phenomena
(here latch-up) complete this methodology. In this way the
early prediction of parameter yield will help us to decrease
measurement costs.
Our intention is directed especially to the substrate cur-
rent, which we take as a more integral parameter, which
experiences the inuence of certain technology processing
steps. Here our goal is to dene a tolerance tube, covering
the so-called bell-shape curve.
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Kurzfassung — Beim Aufbau von konfigurierbaren 
wafer-scale  Systemen  für  pulsgekoppelte  neuronale 
Netze werden hohe Anforderungen an die Kommuni­
kation zwischen einzelnen Komponenten gestellt. Zur 
Unterstützung  des  Hardwareentwurfs,  aber  auch  um 
die  parallele  Entwicklung  der  Software  zu  ermögli­
chen, können Simulationsmodelle verwendet werden. 
Der Aufbau der Architektur und die Implementierung 
als SystemC-Modell [1] werden beschrieben. Aus der 
Simulation  sind  Rückschlüsse  auf  die  Architektur 
möglich, es ergeben sich aber auch Anforderungen an 
die zu entwickelnde Softwareumgebung.
I. EINLEITUNG
Die Abbildung eines neuronalen Netzes [2] auf eine 
Hardwarearchitektur  verlangt  von  dieser  immer  ein 
hohes  Maß  an  Vernetzung  [3]  und  entsprechenden 
Kommunikationsmöglichkeiten.  Zum  Aufbau  eines 
Systems mit mehr als 106 Neuronen und 109 Synapsen 
ist  es  außerdem  erforderlich,  mehrere  einzelne 
Baugruppen des Systems parallel zu betreiben und den 
Datenaustausch zwischen diesen sicherzustellen. 
Um die einzelnen Elemente möglichst direkt in ihrer 
Platzierung zu vernetzen, bietet sich Wafer Scale Inte­
gration an.  Felder  aus  Neuronen  mit  dazugehörigen 
Synapsen werden auf  einem  Die platziert  und durch 
konfigurierbare  Verbindungen  zu  benachbarten 
Blöcken direkt  auf  dem Wafer  miteinander vernetzt. 
Die  Kommunikation  auf  Waferebene  wird  im 
Folgenden  Layer1-Kommunikation  genannt.  Durch 
die Größe des Wafers und die Beschränkungen in der 
Anzahl  der  möglichen  Verbindungen  ist  es  jedoch 
nicht ohne weiteres möglich,  alle benötigten Verbin­
dungen auf diese Weise herzustellen. Weiterhin erfor­
dert ein System der angestrebten Größe den parallelen 
Einsatz  von  mehreren  Wafern.  Um  dafür  Verbin­
dungskapazitäten zur Verfügung zu stellen, wird jeder 
Wafer  mit  einem  Printed  Circuit  Board (PCB) 
verbunden,  welches  die  Kommunikationslücken 
schließen  soll.  Die  Verbindungen  über  das  PCB 
erfolgen  durch  die  Layer2-Kommunikation.  Der 
Aufbau eines solchen Systems ist in Abbildung  1 zu 
sehen.
Abb. 1: Aufbau einer Hardwareeinheit des wafer-scale Systems
Einzelne Pulsereignisse  werden über  das  PCB auf 
dem Wafer verteilt  und zu anderen Wafern transpor­
tiert.  Dabei  werden  verschiedene  Anforderungen  an 
die  digitale  Langreichweitenkommunikation  gestellt, 
um die  Verteilung der  Pulspakete  auch zeitabhängig 
zu gewährleisten. Um die Leistungsfähigkeit verschie­
dener  Verbindungsarchitekturen  für  diesen  Anwen­
dungsfall zu testen und Parameter für einzelne Hard­
warekomponenten zu ermitteln, wird ein Simulations­
modell  verwendet.  Einzelne  Prototypen  des  Systems 
sind in [4] beschrieben.
Im  Folgendem  wird  die  Architektur  mit  ihren 
Einzelkomponenten  und die  Übertragung  der  Pakete 
im System beschrieben. Im Anschluss werden einzelne 
Aspekte  der  Simulation  betrachtet.  Abschließend 
werden ableitbare Parameter für die Hardware und ihr 
Einfluss auf das Systemverhalten erläutert.
II. ARCHITEKTUR
Wie bereits in Abschnitt  I beschrieben, besteht das 
System aus zwei Schichten, dem Wafer und dem PCB. 
Beide  zusammen  bilden  ein  unabhängiges  System, 
dass  neuronale  Netze  mit  bis  zu  200k  Neuronen 
abbilden kann. Der parallele Einsatz mehrerer solcher 
Hardwareeinheiten ermöglicht die Abbildung größerer 
Netze, wobei diese durch den Einsatz einer Software 
für  das  Mapping  partitioniert  und  den  einzelnen 
1Die Arbeit wird finanziert im Rahmen des European Union Information Society Technologies Programms, Projekt FACETS (Nr. 15879). Die Autoren 
sind am Stiftungslehrstuhl Hochparallele VLSI-Systeme und Neuromikroelektronik der TU Dresden tätig.
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Elementen  zugeordnet  werden  müssen.  Der  Aufbau 
der einzelnen Schichten ist im Folgenden beschrieben.
A. Wafer
Der  Wafer  bildet  den  Grundbaustein  des  wafer-
scale  Systems.  Er  besteht  aus  mehreren  Dice,  die 
während des Post-Processings miteinander verbunden 
werden. Auf dem Die liegen High Input Count Analog  
Neuronal  Network (HICANN)  Blöcke,  welche 
Gruppen aus Neuronen und Synapsen enthalten. Diese 
befinden  sich  im  Analog  Neuronal  Network  Core 
(ANNCORE), welcher Quelle und Ziel der Pulsereig­
nisse ist. Weiterhin besitzt jeder HICANN eine Anbin­
dung an die Layer1- und die Layer2-Kommunikation. 
Für  die  Layer1-Kommunikation  ist  ein  Netzwerk 
vorhanden, das Ereignisse über mehrere Busse asyn­
chron überträgt. Diese verteilen die Information durch 
programmierbare  Multiplexer  an  die  benachbarten 
HICANNs  und  deren  Instanzen.  Es  ist  weiterhin 
möglich,  Busse  durch  einen  HICANN-Block  zu 
routen, um deren Nachbarn zu erreichen. Die Verbin­
dungen der HICANN-Blöcke sind in Abbildung  2 zu 
sehen.
Abb. 2: Anordnung und Verbindungen der 
HICANNs auf dem Wafer  
Die Darstellung entspricht  dem Simulationsmodell 
und  beinhaltet  die  Positionierung  der  HICANNs als 
Feld auf den Wafer.  Jeder HICANN besitzt  Layer1-
Verbindungen zu seinem nördlichen, südlichen, west­
lichen und östlichen Nachbarn. 
Die Layer2-Verbindungen bestehen aus einem Inter­
face  zu  den  Digital  Network  Chips (DNCs).  Die 
Kommunikation  erfolgt  paketbasiert.  Über  diese 
Verbindungen können Pulsereignisse zu weit entfern­
teren Zielen auf dem Wafer und auf anderen Wafern 
versendet und von diesen empfangen werden.
B. Printed Circuit Board - PCB
Der  Fokus  des  Simulationsmodells  liegt  auf  der 
Layer2-Kommunikation  und  der  damit  verbundenen 
Architektur des PCBs und seiner Komponenten. Das 
PCB enthält alle Komponenten, die für die Mittel- bis 
Langreichweitenkommunikation  benötigt  werden. 
Dazu  gehören  die  DNCs  für  die  Übertragungen 
vom/zum Wafer  auf  dem PCB für  die  Intra-Wafer-
Kommunikation  und  die  Field  Programmable  Gate  
Arrays (FPGAs) für die Inter-Wafer-Kommunikation. 
Ein mögliches Setup für das PCB zeigt Abbildung  3. 
Die einzelnen Komponenten sind rechts bezeichnet.
Jedes PCB ist mit einem Wafer verbunden. Um die 
Pulsereignisse  zum PCB zu  transportieren,  befinden 
sich auf jeder Seite 25 DNCs. Je ein DNC ist mit vier 
HICANNs auf dem Wafer und sechs weiteren DNCs 
verbunden.  Wie  an  Markierung  1  in  Abbildung  3 
angedeutet,  sind  einzelne  DNCs  miteinander 
verbunden,  um  die  Intra-Wafer-Kommunikation  zu 
realisieren. Dabei sind die Verbindungen so gewählt, 
dass eine möglichst große Strecke überbrückt wird. 
Eine der DNC-Verbindungen dient als Zugang zur 
Inter-Wafer-Kommunikation.  Zu  diesem  Zweck 
befinden sich auf jeder Seite des PCBs drei FPGAs. 
Da  es  aufgrund  der  Schnittstellenressourcen  eines 
FPGA  nicht  möglich  ist,  beliebig  viele  DNCs  mit 
dieser  zu verbinden,  wird  als  Schnittstelle  ein  DNC 
verwendet,  der  im  Folgenden  DNC2FPGA  genannt 
wird. 
Abb. 3: Layer 2 Kommunikation über das PCB
Dieser realisiert in Richtung des FPGA ein Hyper­
transport-Protokoll, um der hohen Datenrate an diesem 
Engpass  gerecht  zu  werden.  Die  FPGAs  sind  mit 
FPGAs  auf  anderen  PCBs  verbunden.  Weiterhin 
dienen  sie  zur  Konfiguration  des  Systems  und  zur 
Beobachtung während des Betriebs.
Der  hier  vorgestellte  Aufbau  des  PCB  mit  den 
Zahlen für die verwendeten Kommunikationsbausteine 
ist  im  Simulationsmodell  parametrierbar,  sodass  je 
nach  Anforderungen  an  die  Übertragungen  Anpas­
sungen vorgenommen und verschiedene Architekturen 
realisiert werden können.
1) Digital Network Chip - DNC
Die Hauptkomponente für die Intra-Wafer-Kommuni­


















Kanäle, wobei jeder mit einem separaten Kommunika­
tionspartner verbunden ist. 
Abbildung 4 zeigt ein Blockschaltbild des DNCs. In 
diesem Setup enthält der DNC 10 Kanäle für die seri­
elle  Kommunikation  mit  Low  Voltage  Differential  
Signaling (LVDS) [5] und einen Hypertransport-Kanal 
zur Verbindung mit der FPGA.
Abb. 4: Blockschaltbild eines Digital Network Cores (DNC)
Jeder  der  seriellen  Kanäle  hat  Zugriff  auf  einen 
Speicher.  Dieser  enthält  die  Informationen  für  das 
Routing  und  kann  zur  Verzögerung  von  Paketen 
verwendet  werden.  Die  verschiedenen  Kanäle  sind 
durch die Switch-Logik miteinander verbunden. Diese 
leitet  die  Pakete  weiter  zu  den  Ausgangskanälen, 
welche  durch  die  Routing-Konfiguration  ausgewählt 
wurden.
Ein einzelner der seriellen Kanäle entspricht einem 
Kanal des MiniLink-Chips, der in [4] beschrieben ist. 
Abbildung 5 zeigt das Blockdiagramm.
Abb. 5: Blockschaltbild eines seriellen Kanals
Es unterteilt sich in zwei Teile, den Empfangsdaten­
pfad in der oberen Hälfte des Moduls und dem Sende­
datenpfad in der unteren Hälfte. Nachdem die Daten 
über den Eingangsport empfangen wurden, verarbeitet 
sie  die  Receive-Logik  und stellt  sie  im Ausgangsre­
gister für die Switching-Logik bereit. Am Eingang des 
Sendedatenpfades befindet sich ein mehrere Elemente 
fassender  Speicher.  Dieser  soll  parallel  eintreffende 
Sendeaufträge (data burst) auf einem Ausgangskanal 
zwischenspeichern. Als Besonderheit werden in diesen 
Speicher  die  Daten sortiert  nach den Zeitmarken im 
Paket  eingefügt,  sodass  am  Ausgang  des  Speichers 
jeweils  das  Ereignis  mit  der  zeitlich  nächsten  Zeit­
marke  anliegt.  Sobald  ein  Paket  bereitsteht,  wird 
dieses  mit  der  Sendelogik  verarbeitet  und  über  den 
Ausgangsport  versendet.  Mit  dieser  Sendefunktiona­
lität  ist  es  möglich,  dass  Pulsereignisse  sich  gegen­
seitig  „überholen“.  Pakete  mit  zeitlich  höherer  Prio­
rität werden vorrangig übertragen.
Die  Switching-Funktionalität des DNC sorgt dafür, 
dass  die  Pakete  in  den  konfigurierten  Ausgangs­
kanälen versendet werden. Dazu wird Label Switching 
verwendet.  Jedes  Paket  ist  durch  ein  Label  gekenn­
zeichnet. Dieses kann für jede Verbindung getauscht 
werden  und  legt  die  Weiterverarbeitung  des  Pakets 
fest.  Über  das  Label  wird  im Speicher,  der  zu dem 
Quellkanal gehört, der Zielkanal und das dortige Label 
nachgeschlagen.  Der  Routing-Speicher  enthält  für 
jeden Zielkanal  des Paketes einen separaten Eintrag, 
sodass ein Multicast, also das Versenden von Paketen 
an mehrere Ziele aus einem Quellpaket möglich ist.
Weiterhin  ist  in  jedem  Eintrag  eine  Zeitmarke 
enthalten. Diese wird dazu verwendet,  für jedes Ziel 
eines  Pulsereignisses  eine  eigene  Auslösezeit  des 
Pulses festzulegen. Da für jeden Neuron-Synapse-Weg 
eine konstante  Verbindungszeit  festgelegt  ist,  enthält 
die  Zeitmarke  im  Routingeintrag  die  Zeitdifferenz 
zwischen  dem  empfangenen  Zeitstempel  und  der 
Auslösezeit am Ziel.
Der  Hypertransport-Kanal  benötigt  keinen 
Routingspeicher.  Pakete  auf  diesem  Kanal  enthalten 
ein  erweitertes  Label,  welches  die  Kanalnummer 
enthält.  Beim  Senden  wird  die  Nummer  des  vorhe­
rigen Empfangskanals an das empfangene Label ange­
fügt und beim Empfangen wird die Zielkanalnummer 
auf  gleiche  Weise  aus  dem  Label  extrahiert  und 
verwendet.
2) Field Programmable Gate Array – FPGA
Für die Inter-Wafer-Kommunikation werden FPGAs 
verwendet.  Sie  empfangen  ihre  Pakete  über  eine 
Hypertransport-Verbindung  vom  DNC2FPGA  und 
von FPGAs  auf  anderen  PCBs.  Mit  diesen  sind  sie 
durch  Punkt-zu-Punkt-Verbindungen  in  einer  Daisy-
Chain-Anordnung  verbunden.  Im  Gegensatz  zur 
Baumstruktur  der  Verbindungsarchitektur  auf  dem 
PCB sind die einzelnen Stationen in einer Kette ange­
ordnet,  was  andere  Möglichkeiten  des  Routings 
erlaubt.
Eine Möglichkeit ist die Verwendung von Zeitfens­
tern, die für jedes Ziel in der Kette definiert werden. 
Pakete, die in diese Fenster gepackt werden, besitzen 












































































































der Breite des Fensters kann die Priorität eines Kanals 
eingestellt werden. Pakete müssen bis zur Versendung 
im  Zeitslot  verzögert  werden.  Am  Ziel  werden  die 
Pulsereignispakete  an  die  DNCs  auf  dem  Ziel-PCB 
weitergeleitet.
Routingspeicher  enthalten  auch  hier  die  Informa­
tionen für das Switching.
III. ROUTING
A. Layer1-Kommunikation
Bei der Layer1-Kommunikation handelt es sich um 
eine  asynchrone,  zeitkontinuierliche,  digitale  Puls­
übertragung.  Jeder  ANNCORE  erzeugt  acht  Busse, 
wovon  jeder  Adressen  spikender  Neuronen  enthält. 
Die Signale auf den Bussen werden in das wafer-scale  
System  weitergereicht,  wo  sie  durch  verschiedene 
programmierbare  Multiplexerstrukturen  zu  ihren 
Zielen  oder  zu  benachbarten  HICANNs  geleitet 
werden. Abbildung  6 zeigt die Layer1-Verbindungen 
in einem HICANN.
Abb. 6: Layer1-Verbindungen im HICANN (Original von Holger 
Eisenreich TUD)
Das  Layer1-Netzwerk  enthält  zwei  Multiplexer­
blöcke,  den  select_switch  und  den  route_-
through_switch.  Die  select_switches 
befinden sich links und rechts vom ANNCORE. Sie 
greifen durch die Konfiguration ausgewählte Layer1-
Busse ab und leiten sie zu den Eingängen des mittleren 
Blocks. Es ist auch möglich denselben Bus mehrfach 
zu verwenden, wenn die Konfiguration es erfordert.
Die  route_through_switches an  den 
äußeren Kanten des HICANN leiten die Layer1-Busse 
von  und  zu  den  Nachbarn.  Sie  werden  ebenfalls 
statisch vor der Laufzeit konfiguriert.
B. Layer2-Kommunikation
Die  Layer2-Kommunikation  ist  paketbasiert.  Für 
jedes Spikeereignis  wird ein Paket  erzeugt,  das eine 
identifizierende  Adresse  und eine  Zeitmarke enthält. 
Das Routing erfolgt über Label Switching, indem ein 
Paket  durch  die  Kanäle  mit  ihren  eigenen  Routing-
Speichern  in  Richtung Ziel  geführt  wird.  Die  Daten 
werden  so  schnell  wie  möglich  weitergeleitet,  um 
dann am Ziel die Verzögerung bis zum Auslösen des 
Spikes zu erfahren.
Die Layer2-Kommunikation unterteilt  sich in zwei 
Bereiche:  dem  Routing  vom  Quellneuron  zu  allen 
Zielen und die Behandlung der Pakete über ihre Zeit­
marken.
Wird ein Paket in einem HICANN erzeugt, enthält 
es als Label seine Neuronennummer und als Zeit die 
Auslösezeit am Startpunkt. Mithilfe des Labels werden 
im Routing-Speicher  am Ausgang  des  Empfangska­
nals des DNCs die Daten für das Weiterleiten gesucht. 
Ein Eintrag in diesem Lookup-Speicher enthält immer 
den Zielkanal,  das Label auf diesem Kanal und eine 
Zeitmarke. Das empfangene Paket erhält dieses neue 
Label  und  wird  an  den  Zielkanal  zum  Versenden 
weitergereicht. Weiterhin wird die Zeitmarke mit der 
Startzeit modifiziert, indem der Zeitwert im Speicher­
eintrag  zu  dem  Empfangenen  hinzuaddiert  wird.  Es 
ergibt sich daraus die Auslösezeit am Ziel. Der Spei­
chereintrag  enthält  somit  die  vorgegebene  Zeitdiffe­
renz  oder  die  maximale  Dauer  des  Transports  vom 
Start bis zum Ziel. Es ist durchaus möglich, dass der 
Speicher mehrere Einträge je Label enthält. In diesem 
Fall  werden  mehrere  Pakete  generiert,  für  jeden 
Eintrag eines, jedes mit einem eigenen Label und einer 
eigenen Zeitmarke (Paket-Multicast). Diese Form des 
Routings wird in allen DNCs durchgeführt.
Am Kanal zum HICANN hin befindet sich ein Spei­
cher, der ankommende Pakete verzögern kann. Da die 
Dauer  der  Übertragung  über  das  gesamte  Netzwerk 
nicht konstant ist, muss der zeitliche Ablauf über die 
Zeitmarken  gesteuert  werden.  Die  ankommenden 
Pakete  werden in  diesen Speicher  sortiert  eingefügt, 
sodass an vorderster Stelle stets das Paket mit der zeit­
lich nächsten Zeitmarke anliegt. Ist der Zeitpunkt des 
Auslösens  bis  auf  eine  definierte  Restzeit  herange­
kommen, wird das Paket zum finalen HICANN über­
tragen,  wo nur noch eine Verzögerung von wenigen 
Takten durchgeführt werden muss. Die Restzeit muss 
so  gewählt  sein,  dass  Übertragungsdelays  akzeptiert 
werden können und gleichzeitig  genügend Speicher­
elemente auf dem HICANN vorhanden sind.
Das  Routing  über  die  FPGAs  wird  über  Zeitslots 


































Der Aufbau des Simulationsmodells entspricht dem 
Aufbau der Hardwarearchitektur. Einzelne Kommuni­
kationskomponenten sind als vereinfachte High-Level-
Beschreibungen vorhanden und geben das angestrebte 
Verhalten  zeit-,  aber  nicht  pinakkurat  wieder.  In 
diesem  Aufbau  werden  die  Blöcke  durch  SystemC-
Klassen beschrieben.
Für die Simulation werden alle benötigten Kompo­
nenten  für  eine  Hardwareschicht  durch  ein  PCB-
Element repräsentiert.  Ein  PCB enthält  alle  verwen­
deten Bausteine und stellt die Verbindungen zwischen 
ihnen  her.  Diese  Hierarchie  ist  in  Abbildung  7 zu 
sehen.
Abb. 7: Hierarchie einer Hardwareschicht
Das PCB-Element besitzt  einen Wafer,  DNCs und 
FPGAs.  DNCs  und  FPGAs  sind,  wie  bereits 
beschrieben miteinander verbunden. Außerdem hat ein 
DNC jeweils  vier  Verbindungen  mit  den  HICANN-
Blöcken auf  dem Wafer.  Dazu beinhaltet  der  Wafer 
ein Feld aus HICANNs, vergl.  Abbildung  2. Zusätz­
lich realisiert der Wafer die wafer-scale Verbindungen 
benachbarter Blöcke. 
Zur  Einstellung  der  Anzahl  an  Komponenten,  der 
Größen von Speichern und Paketen und des Zeitver­
haltens der einzelnen Verbindungstypen existiert eine 
globale Datei mit Parametern. Es wird angestrebt, in 
jeder  Hardwareeinheit  112 DNCs zu verwenden mit 
12 FPGAs.  Auf  jedem Wafer  sollen  sich  dabei  400 
HICANNs  befinden  mit  jeweils  128  Neuronen. 
Gleichzeitig sollen bis zu 6 dieser PCBs miteinander 
vernetzt werden.
Für  den  Betrieb  werden  weiterhin  verschiedene 
Konfigurationsdateien  benötigt,  die  ein  neuronales 
Netz  auf  der  Hardwarearchitektur  abbilden.  Eine 
dieser Dateien enthält für jedes Neuron, das auf dem 
Wafer existiert, eine physische Nummer zur Identifi­
zierung und eine logische Nummer, die einem Neuron 
im  System  ein  Neuron  im Netz  zuweist.  Weiterhin 
werden Einstellungen für das Routing benötigt. Dazu 
werden  die  Konfigurationsdaten  aus  dem  Mapping 
über die FPGAs an die erreichbaren DNCs weiterge­
reicht  und die Routingressourcen konfiguriert.  Es ist 
erforderlich,  dass  für  jede  vorhandene  FPGA  eine 
Konfigurationsdatei existiert. Die Speichereinträge für 
die Routingtabellen werden beispielsweise über spezi­
elle Angaben in dieser Datei mit ihren Werten gefüllt:
<FPGA>
<CHANNEL 0>







Die hier beschriebene FPGA-Konfiguration schreibt 
in die Routing-Speicher von Kanal 0 für Label 0 einen 
Wert  von  0x101000000  und  0x001000005  und 
weiterhin  für  Label  1:  0x001010010  (siehe 
Quellcode).
B. Besonderheiten der SystemC-Implementierung
Die  erste  Realisierung  des  Simulationsmodells 
erfolgt durch SystemC-Klassen. Dabei kann auf Tran­
saction  Level  Modeling (TLM)  [6]  zurückgegriffen 
werden,  um  die  Kommunikation  der  einzelnen 
Baublöcke  zu  realisieren.  Zu diesem Zweck werden 
selbstdefinierte Schnittstellen erstellt:




virtual void receive_event(const 
sc_uint<L2_EVENT_WIDTH>&) = 0; 
... };
 Diese  werden  über  einen  Port  (sc_port)  nach 
außen  bereitgestellt  und  ermöglichen  somit  einen 
funktionalen Zugriff:
class l2_dnc:public l2_dnc_task_if,








Die Übergabe der Paketdaten erfolgt über den Funk­
tionsaufruf.  Im oben  dargestellten  Beispiel  wird  ein 
Interface  definiert,  das  aus  einer  Funktion 
receive_event() besteht,  welche  als  Parameter 
Daten mit einer Bitweite von L2_EVENT_WIDTH über­
geben bekommt. Mithilfe dieser Interfacebeschreibung 
kann  in  der  verwendeten  Klasse  ein  Port  definiert 
werden,  der  Zugriff  auf  die  Funktion 
receive_event() gibt.  Dieser  Port  kann  mit 
l2_fpgal2_dnc
pcb












Klassen verbunden werden,  die  das  Interface  imple­
mentieren.  Die  Instanz,  die  das  sc_port-Interface 
benutzt, kann auf die definierte Funktion des Verbin­
dungspartners zugreifen, nicht aber auf andere. Diese 
Methodik ist im Simulationsmodell für alle Kommuni­
kationsverbindungen genutzt.
Parallel  zur  Übertragung  von  Daten  mithilfe  von 
TLM  werden  Transaktionen  in  sog.  Transaction 
Streams aufgezeichnet,  die  zur  Visualisierung  und 
Auswertung genutzt werden. Der zeitliche Ablauf wird 
dabei durch parametrierbare wait()-Statements reali­
siert. Durch diese zeitgesteuerte funktionale Abarbei­
tung  ist  dieses  Simulationsmodell  nach  [6]  in  die 
Klasse der Busarbitrationsmodelle einzuordnen.
Neben  den  Einstellungen  für  die  Zeiten,  die 
Anzahlen an Komponenten und die Datenbreiten sind 
auch Einstellungen für die Größen der Puffergrößen in 
der  Switching-Architektur  möglich.  Durch  Anpas­
sungen an diesen Parametern kann die  Queue-Archi­
tektur  zwischen  verschieden  großen  Input-/Output-
Queues und reinen Output-Queues gewechselt werden. 
Neben den Größen der Puffer ist  auch deren Vertei­
lung von Bedeutung, um Datenbursts zu bewältigen.
Für  die  spätere  Verwendung  des  Simulationsmo­
dells als Simulationsumgebung für Hardwarebeschrei­
bungen ist  es SystemC möglich,  als  ein Wrapper zu 
arbeiten, der ein pinakkurates Interface zum Simulati­
onsblock  herstellt  und  an  der  passenden  Stelle  im 
System  einbettet.  Schritt  für  Schritt  werden  die 
einzelnen Baublöcke später durch Hardwarebeschrei­
bungen und Schaltungen ersetzt.
V. STATUS UND AUSBLICK
Das  Simulationsmodell  befindet  sich  in  der 
Entwicklung.  Neben  Konfigurationsdaten  für  die 
Abbildung von Netzen wird eine genaue Implementie­
rung für die Kommunikation auf Layer1 benötigt. Die 
Software für das Mapping soll mithilfe des Simulati­
onsmodells  an die  Zielarchitektur  angepasst  werden. 
Die Ergebnisse können dann sofort in der Simulation 
getestet werden.
Während  der  Simulation  ist  das  Verhalten  der 
einzelnen  Kommunikationskomponenten  interessant. 
Dabei  werden  besonders  die  Paketverluste  an  den 
Puffern in Abhängigkeit von der Puffergröße und dem 
auftretenden  Verkehr  beobachtet.  Wichtig  sind  vor 
allem die Fälle, wo mehrere Daten gleichzeitig in eine 
Richtung  gesendet  werden  sollen.  Ebenso  wie  die 
Paketverlustrate,  sind  auch  die  mittleren  Laufzeiten 
eines Pakets vom Start bis zum Ziel abhängig von der 
Puffergröße. Mit den Ergebnissen aus der Simulation 
ist es möglich, die Größen erneut anzupassen, um zu 
einem  akzeptablen  Kompromiss  zwischen  Paketver­
lusten  und  Übertragungszeit  zu  gelangen.  Einen 
Einfluss auf diese Merkmale hat auch die Architektur 
des  Switches.  Puffergrößen  können  durch  Input-
/Output-Queues verringert  werden.  Dafür  wird  aber 
auch die Übertragungszeit der einzelnen Pakete beein­
flusst, da Pakete sich in dieser Architektur gegenseitig 
blockieren können. Gleichzeitig muss das Zusammen­
spiel zwischen Label Switched Routing in den DNCs 
und  Zeitslot-basiertem  Routing  über  die  FPGAs 
getestet werden.
Mit den gewonnenen Erkenntnissen aus der Simula­
tion  kann  die  Realisierung  der  einzelnen  Blöcke  in 
Hardware  fortgeführt  und  die  einzelnen  Blöcke  im 
vorhandenen Gesamtsystem simuliert werden.
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Mit sinkenden Strukturgrößen in der 
Mikroelektronik steigt die Wahrscheinlichkeit für 
transiente Störeffekte durch elektromagnetische 
Kopplung und durch Partikel-Strahlung an. Damit 
wird die gezielte Härtung kritischer Schaltungsteile 
oder die Implementierung von Fehlertoleranz-
Eigenschaften notwendig. Speicherzellen, Latches 
und Flip-Flops gelten als besonders gefährdet. 
Fehlertolerant aufgebaute Latches und Flip-Flops 
benötigen stets mehrere Speicherelemente. Damit 
liegt die Möglichkeit nahe, Scan-Pfad-Elemente 





Die Reduzierung von Bauelementen der 
Mikroelektronik auf Dimensionen um und unter 50 
Nanometer bringt als Nebeneffekt eine steigende 
Empfindlichkeit gegenüber Einflüssen wie 
elektromagnetischer Strahlung, radioaktiver 
Partikel-Strahlung oder kosmischer Höhenstrahlung 
mit [1,2].  Genauere Analysen zeigen, dass 
anscheinend  Speicher-Elemente besonders sensibel 
reagieren. Dies trifft nicht nur auf Memory-
Baugruppen zu, sondern auch auf Flip-Flops und 
Latches. Für kombinatorische Logik ist dagegen die 
Gefährdung als niedriger anzusehen, da sehr kurze 
Spannungseinbrüche während der verfügbaren 
Schaltzeiten noch restauriert werden können. 
Dagegen ist die Halte-Funktion von Flip-Flops und 
Latches als vorrangig gefährdet einzustufen [3]. 
Speicherelemente in sequentieller Logik sind 
darüber hinaus je nach Aufbau auch empfindlich 
gegen Zeitfehler im Clock-Netz. Manche Typen 
von Flip-Flops sind z. B. sensibel gegenüber Zeit-
Fehlern beim Anlegen des Clock- bzw. des 
invertierten Clock-Signals, wenn beide benötigt 
werden. Andere Typen verwenden eine 
Selbsthaltefunktion, die von einem starken externen 
Signal überspielt werden muss. Tatsächlich scheint 
es derzeit so, als habe jeder Hersteller bestimmte 
Präferenzen für die Basis-Architekturen von Flip-
Flops und Latches, die jeweils aber auch 
spezifische Schwachstellen aufweisen [4]. Zunächst 
können Flip-Flops und Latches mit Pass-Transistor-
Strukturen bei Nanotechnologien mit höheren 
Leckströmen und kleinen Spannungshüben 
problematisch werden.  
Eine Härtung gegen bestimmte transiente 
Fehlertypen muss sich jeweils an diesen 
Eigenschaften ausrichten, dasselbe gilt für 
fehlertolerante Strukturen. In realen Schaltungen 
werden Flip-Flops zum Zweck der besseren 
Testbarkeit häufig zu Scan-Pfad-Elementen 
erweitert [5,6]. Dort stellt sich das Problem der 
Fehlerhärtung und der Fehlertoleranz sowohl für 
den funktionalen Betrieb als auch für den Scan-
Betrieb. Bisher hat die Praxis Scan-Path-Elemente 
mit mehr als einer Speicherzelle selten akzeptiert, 
obwohl funktional hochinteressante und sinnvolle 
Modifikationen bekannt sind [7,8] und anscheinend 
in Prozessoren auch partiell verwendet werden [9]. 
Die Notwendigkeit, zur Sicherstellung der 
Fehlertoleranz mehrere Speicher-Elemente 
verwenden zu müssen, sollte sich auch für einen 
verbesserten Scan-Test ausnutzen lassen, ohne dass 
wesentliche Mehrkosten entstehen. Während 
inzwischen Vorschläge und Patente für 
fehlertolerante Latches existieren, sind Scan-Path-
Elemente, welche die Eigenschaft der 
Fehlertoleranz für den funktionalen Betrieb und den 
Scan-Betrieb besitzen und dabei den Test auf 
dynamische Fehler unterstützen, bisher kaum 
untersucht worden. 
 
2. Grundtypen von Latches und Flip-Flops 
 
Eine einfache Latch-Struktur lässt sich durch zwei 
Inverter aufbauen, die durch Rückkopplung zu einer 
Speicherzelle werden, wie sie auch in statischen 




















Abb. 1: Latch mit rückgekoppelten Invertern  
und Transmission Gates 
 
Bei aktiver Clock wird der D-Eingang über ein 
Transmission Gate aktiv, ansonsten ist über ein 
zweites Transmission Gate eine interne 
Haltefunktion aktiv. Das Transmission Gate in der 
internen Rückkopplung kann sogar eingespart 
werden, wenn das Eingangssignal stark genug ist, 
 1
die Stabilisierung durch die Rückkopplung zu 
überspielen. Für den letzteren Fall ist eine 
schwache Auslegung der Inverter bei kleinen 
internen Kapazitäten vorteilhaft. Genau diese 
Eigenschaften machen allerdings die Zelle auch 
anfällig gegen transiente Fehler. Wird im Zustand 
„clock low“, in dem die Speicherung aktiv ist, der 
aufgeladene Kondensator durch ein transientes 
Ereignis entladen, so gerät die Speicherzelle in 
einen metastabilen Zustand, aus dem sie in jede 
Richtung fallen kann. Ein vorübergehender 
metastabiler Zustand kann auch auftreten, wenn 
durch ungünstiges Timing der Clock-Signale bei 
der Version mit 2 Transmission Gates 
vorübergehend weder das Eingangssignal noch die 
Rückkopplung aktiv sind. Damit ist die Stabilität 
der Clock-Signale als kritisch anzusehen. 
Vorteilhaft ist der geringe Aufwand mit nur 6 bzw. 
8 Transistoren. Der Aufbau eines nicht-
transparenten D-Flip-Flops kann einfach nach dem 









Abb. 2: Master-Slave D-Flip-Flop aus 2 Latches 
 
Auch das Flip-Flop hängt in kritischer Weise von 
der Stabilität der Rückkopplungsfunktion in den 
Latches ab.  Die hier verwendeten Transmission 
Gates werden bei kleinen Spannungshüben keine 
idealen Sperreigenschaften aufweisen. Mit 12 bzw. 
16 Transistoren ist die Komplexität des D-FFs 
schon recht hoch. Eine Möglichkeit ist die 
Verwendung von Pass-Transistoren an Stelle der 
Transmission Gates, die sich allerdings weiter 
nachteilig auf die Stabilität auswirken sollte. Eine 
andere Alternative stellt die C2-MOS-Technik dar, 
welche mit nicht komplementären CMOS- 














Abb. 3: Register-Zelle in C2MOS-Technik 
 
Die Struktur kommt zunächst ohne Pass-
Transistoren oder Transmission Gates aus. 
Als Speicherelement dient eine interne Kapazität. 
Bei aktiver Clock wird diese aber nicht durch das 
Eingangssignal auf- oder umgeladen, sondern durch 
einen aktiven Pfad zu VDD oder GND, gesteuert 
durch das Eingangssignal. Bei „clock low“ wird der 
Wert der Speicherzelle invertiert und am Ausgang 
bereitgestellt. Nachteilig ist hier einerseits die 
Abhängigkeit von einer dynamischen Speicher-
funktion und die „high impedance“-Ausgabe bei 
aktivem Takt am Eingang. Soll also der logische 
Wert des vorherigen Signals bis zum High-Low-
Wechsel der Clock stabil am Ausgang bereitgestellt 
werden, so ist eine zusätzliche statische oder 
dynamische Speicher-Funktion am Ausgang 
notwendig. Ohne die Clock-gesteuerten Transis-
toren am Ausgang wird die Schaltung zu einem 
Latch mit 6 Transistoren. Die Abhängigkeit von der 
dynamischen Speicherung lässt sich verringern, 
wenn die Schaltung um einen statischen Haltekreis 
erweitert wird. Das Latch mit zusätzlichem 


































Abb. 4: C2MOS-Latch mit Haltekreis 
 
Mit dieser Variante ist die kritische Abhängigkeit 
von der internen Ladungsspeicherung auf Kosten 
von 4 Transistoren behoben. Es bleibt der Bedarf an 
exakten Clock-Signalen. Durch Einfügung von 
Clock-Schaltern wie in Abb. 3 ist wieder eine 
Trennung des Ausgangs vom Eingang während der 












Abb. 5a: TSPC-Latch  
 
Mit einer im Vergleich zur C2MOS-Logik 
verringerten Transistorzahl von 6 kommt das 
TSPC-Latch (True Single Phase Clocked) [4] aus, 
bei dem Clock-Schalter eingespart werden (Abb. 
5a). Es bleibt auch dort die Abhängigkeit von einer 
















Darüber hinaus kann das TSPC-Latch als wenig 
sensibel gegenüber Clock-Skew-Effekten gelten. 
Eine nochmals minimierte Version des TSPC-Latch 
mit verringertem Voltage Swing ist als „Split 
Output TSPC-Latch“ bekannt geworden (Abb. 5b).  
 
bb. 5b: TSPC Slit-Output-Latch 
s entfällt das Problem der Clock-Skew, jedoch 
bb. 6: C2MOS-Flip-Flop mit statischen Halte- 
 
er Multiplexer zur Umschaltung zwischen 
funktionalem Eingang und Scan-Eingang kann 
hen Eingang für den Scan-Test 
 (Q) eine zusätzliche Absicherung 
Flops und Latches ist in den 
tzten Jahren an wenigen Stellen systematisch 
sation dynamische Fehler 
Latch. D  Muller-C-




neben der dynamischen Speicherung wird hier ein 
verringerter interner Spannungshub und der Verlust 
der Skalierbarkeit von VDD problematisch. 
Nachteilig ist beim TSPC-Latch, dass bei CL = 0 
und D = 1 der vordere interne Knoten (X) die 
dynamische Speicherung leistet, bei CL = 0 und  
D = 0 dagegen der Ausgangsknoten (Q). Deshalb 
ist es im Unterschied zum C2MOS-Latch nicht 
einfach möglich, eine statische Haltefunktion 
„nachzurüsten“. Mit einer weiteren Schaltstufe ist 
die Erweiterung des TSPC-Latch zur TSPC-
Registerzelle einfach möglich, aber diese benötigt 
wiederum eine dynamische Speicherung am 
Ausgang. Insgesamt ist festzustellen, dass derzeit 
verwendete Flip-Flops und Latches mehr oder 
weniger große Schwachstellen bezüglich möglicher 
Störeinflüsse durch Clock-Skews oder interne 
Ladungsspeicherung aufweisen. Die beste Stabilität 
ist vom C2MOS-Latch bzw. Flip-Flop mit 
zusätzlicher statischer Haltefunktion zu erwarten. 
Nachteilig ist, dass die statische Haltefunktion 
kaum testbar ist. Scan-Pfad-Elemente lassen sich 




funtionen und Scan-Eingang 
D
entweder vorgeschaltet werde, er kann aber beim 
C2MOS-Flip-Flop auch in die Pfade zwischen dem 
internen Schaltungsknoten und VDD/GND 
eingebaut werden.  
Ein systematisch fehlergehärtetes C2MOS-Flip-Flop 
mit einem zusätzlic
zeigt Abb. 6. 







durch ein Latch (Keeper), da der Ausgang bei 
„clock high“ sonst von VDD und GND isoliert ist.  







untersucht und optimiert worden [5,9]. Bekannt 
geworden ist die Schaltung eines Latches, welches 
für die besonders gefährdete Speicher-Phase 
Eigenschaften der Fehlertoleranz besitzt (Abb. 7).  
 
 
Abb. 7: Fehlertolerantes Latch für die Kompen- 
 
Die Schaltung verwendet zunächst ein verdoppeltes 
essen Ausgänge werden einem
E
übernimmt einen Eingangswert, wenn beide 
Eingänge gleich sind und speichert ihn. Bei 
unterschiedlichen Eingängen bleibt der vorherige 
wert gespeichert. Während der „clock high“-Phase 
sind die Latches transparent, das C-Element 
speichert den Eingangswert. Bei „clock low“ wird 
der in den Latches gespeicherte Wert nur 
übernommen, wenn beide gleich sind. Unter der 
Annahme, dass der transiente Fehler durch 
Umladung eines Latch während der Speicherphase 
erfolgt, kann entweder das Muller-C-Element die 
Latches korrigieren, oder die Latches können eine 
Fehler im Muller-C-Element ausgleichen. 
Nachteilig ist, dass ein permanenter Fehler in einem 
der Latches nicht kompensiert werden kann. 
Trotzdem benötigt diese Konstruktion eine 
Dreifach-Redundanz bei den Speicherzellen, da das 



















M = 1: function
















4 weitere Transistoren enthält [10]. Eine alternative 
Schaltung mit ebenfalls 3 Latches zeigt Abb. 8. 
Hier sind drei Flip-Flops oder Latches verwendbar. 




usätzlichem statischen Haltekreis zeigt, dass eine 
tbarer Logik hat sich 
ie Scan-Path-Technik [5] bzw. die verwandte 
le Flip-
 Normalbetrieb bezüglich 
- ebenfalls 
- statische Fehler mit 
- ynamische 
- ür den dynamischen Test mit 
 
Ein entsprechend ausgestattetes Scan-Pfad-Element 
  
 
 funktionalen Betrieb wird das Eingangssignal 
wird der Ausgang des XOR-Gatters logisch „1“. 
Dann wird FF1 mit dem Ausgang verbunden. Im 
Normalbetrieb liefert FF2 den Ausgangswert. Die 
Schaltung kann auch permanente Fehler in den 
Flip-Flops oder Latches kompensieren, benötigt 
aber etwa 12 zusätzliche Transistoren. Damit ergibt 
sich etwa eine Vervierfachung des Aufwandes 
gegenüber einem einfachen Latch. Der Vergleich 
mit fehlergehärteten Designs von Flip-Flops und  
 
Abb. 8: Fehlertolerante Flip-Flop-Schal
 
Latches wie etwa dem C2MOS-Latch 
z
systematische Fehlerhärtung gegen transiente 
Fehler signifikant günstiger ist als die 




Für die Implementierung tes
d
LSSD-Techologie [6] als entscheidender Schritt 
herausgestellt, so dass in der Praxis viele Flip-Flops 
als Scan-Path-Elemente realisiert werden. Ein Scan-
Path-Element besteht im einfachsten Fall aus einem 
D-Flip-Flop mit einem vorgeschalteten Multiplexer. 
Es hat in der Vergangenheit Vorschläge gegeben, 
dieses Elemente funktional zu verbessern, um z. B. 
dynamische Tests für kombinatorische Logik oder 
Selbsttest-Funktionen implementieren zu können 
[7,8]. Wegen des damit verbundenen höheren 
Aufwands haben sich aber solche Verfahren nicht 
allgemein durchsetzen können. Das Scan-Path-
Element auf der Basis des D-Flip-Flops (Abb. 2) 
verwendet am Eingang zwei Transmission Gates in 
Serie und dürfte deshalb bezüglich der 
Schaltgeschwindigkeit und bezüglich der 
Störsicherheit nicht optimal sein. Einen alternativen 
Entwurf zeigt Abb. 6. Hier ist das C2MOS-Flip-
Flop um zusätzliche Zweige erweitert. Die sich 
dadurch ergebenden Serienschaltungen von bis zu 3 
Transistoren zwischen dem internen Ausgang und 
VDD bzw. GND sind dynamisch nicht optimal, 
dürften aber weniger störanfällig sein als die 
„schwebenden“ Knoten zwischen mehreren 
Transmission Gates. Hier ist anzunehmen, dass ein 
zusätzliches Latch am Ausgang notwendig wird. 
Mit 22 Transistoren ist der Aufwand nicht gering, 
aber auch das „einfache“ Flip-Flop mit 
Transmission Gates benötigt, erweitert um den 
Multiplexer am Eingang, 20 Transistoren.   
Scan-Path-Elemente unterliegen wie norma
Flops der Beeinflussung durch Strahlung und 
benötigen entsprechende Erweiterungen, wenn ein 
fehlertoleranter Betrieb gewährleistet sein soll. Hier 
ergeben sich neue Chancen. Die in [9] 
vorgeschlagene Implementierung nutzt in 
Erweiterung eines speziellen Scan-Flip-Flops mit 
vier Latches ein sonst nur für den Scan-Betrieb 
benötigtes Latch für die Erzeugung der 
Fehlertoleranz, benötigt aber im Muller-C-Element 
dann insgesamt noch ein fünftes Latch. Bei 
Verfügbarkeit multipler Latches liegt es aber auch 
nahe, diese außer für die Fehlertoleranz auch für die 
Unterstützung dynamischer Tests zu verwenden. 
Letztere benötigen jeweils Sequenzen aus zwei 
Mustern, wobei ein gezieltes Umschalten nur einer 
minimalen Zahl von Eingängen die Qualität des 
Tests (im  Bezug auf Robustheit) verbessern kann. 
Das Scan-Pfad-Element soll deshalb folgende 
Betriebsmodi besitzen: 
- fehlertoleranter




Einzelmustern, fehlertolerant,  
Spezieller Schiebetrieb für d
Fehler 
Test f
Sequenzen aus 2 Mustern. 
ist in Abb. 9 dargestellt. 
 
Abb. 9: Fehlertolerantes Scan-Path-Element für
dynamische Tests 
Im

































Sind die Ausgänge von ff2 und ff3 gleich, so wird 
der Wert von ff2 zum Ausgang durchgeschaltet. 
Tritt ein Unterschied auf, so wird der Ausgang von 
ff1 verwendet. Im normalen Scan-Betrieb werden in 

























Tabelle 1: Steuersignale und Modi 





















































Mittels des Steuersignals SC (scan enable) wird 
zwischen Scan-Modus und funktionalem Betrieb 
umgeschaltet. Das Steuersignal TMR unterscheidet 
zwischen dem „normalen“ fehlertoleranten Betrieb 
(TMR = 1) und dem erweiterten Scan- und 
Funktionsbetrieb für dynamische Tests (TMR = 0).  
Im letzten Fall sind die Flip-Flops FF2 und FF3 in 
Kette geschaltet. Dadurch ergibt sich ein Scan-Pfad 
der doppelten Länge. Es werden dann mit jeweils 2 
Scan-Takten das Flip-Flop FF2 mit dem Init-Bit des 
dynamischen Tests geladen, das Flip-Flop FF3 mit 
dem Test-Bit. Beim doppelten Test-Takt wird dann 
zunächst das Bit aus FF2 an den Ausgang gelegt,  
gleichzeitig wandert das Bit aus FF3 nach FF2. FF3 
„captured“ seinerseits das erste Bit der Testantwort. 
Im zweiten Funktionstakt Test-Bit aus FF2 
angelegt, das erste Testantwort-Bit wandert nach 
FF2, das zweite Testantwort-Bit wird in FF3 
aufgefangen. Damit kann die Testantwort über den 
Scan-Pfad ausgegeben werden. Außerdem kann 
selektiv untersucht werden, ob die Bits in FF2 und 
FF3 unterschiedlich sind. 
Soll ein normaler Scan-Betrieb erfolgen, so wird 
die Schaltung mit TMR = 1 betrieben, der Scan-
Pfad hat dann die „normale“ Länge und ist 
fehlertolerant. In der Version nach Abb. 9 wird ein 
gemeinsamer Ausgang für den Scan-Betrieb und 
den Funktionsbetrieb verwendet. Damit wird die 
angeschlossene Logik auch beim Scan-Betrieb 
jeweils aktiviert, was unnötige Verluste zur Folge 
hat. Die Schaltung nach Abb. 9 kann allerdings 
ohne Zusatzaufwand so modifiziert werden, dass 
der Funktionsausgang im Scan-Betrieb in Ruhe 
bleibt (Abb. 10). Nachteilig ist dann einzig, dass die 
Fehlertoleranz-Eigenschaften für den Funktions-
ausgang für den Scan-Betrieb nicht mehr verfügbar 
sind. 
 
Abb. 10: Scan-Element mit getrennten Aus- 
gängen 
 
5. Zusammenfassung und Ausblick 
 
Eine gezielte Fehlerhärtung von Flip-Flops 
gegenüber transienten Fehler in den Haltekreisen 
mit dynamischer Speicherung scheint mit relativ 
geringem Zusatzaufwand möglich, allerdings nicht 
bei allen praktisch verwendeten Typen von Flip-
Flops und Latches. Insbesondere sind die TSPC-
Typen mit „split output“ als kritisch anzusehen. Für 
Scan-Path-Elemente, welche bei Latches zur 
Fehlererkennung und -kompensation eine Dreifach-
Redundanz verwenden, ist eine Kombination mit 
der Fähigkeit zur Unterstützung dynamischer Tests 
realistisch. 
Abgeschätzt kann der benötigte Zusatzaufwand 
derzeit nur an der Zahl der Transistoren (Tabelle 2). 
 





















































Das TMR-Scan-Element ist noch mal um ca. 40 % 
größer als das erweiterte fehlertolerante Scan-
Element [9], liefert aber entscheidend bessere 
Fehlertoleranz-Eigenschaften neben der Unter-




Wir danken der Deutschen Forschungs-
gemeinschaft (DFG) für die Unterstützung im 
Rahmen des HITSOC Projekts (Aktenzeichen VI 
185/5-1). 
 5
7. Literatur  
  
[1] Dupont, E.; Nicolaidis, M.; Rohr, P.: 
„Embedded Robustness IPs for Transient-
Error-Free ICs“, IEEE Design & Test of 






[2] R. Baumann, „Soft Errors in Advanced 
Computer Systems“, IEEE Design and Test of 
Computers, Vol. 22. No. 3, May/ June 2005, 






[3] N. Seifert, N. Tam, „Timing Vulnerability 
Factors of Sequentials“, IEEE Trans. Device 







[4] J. M. Rabaey, A. Chandrakasan, B Nikolic, 
“Digital Integrated Circuits”, 2nd edition, 







 [5] Funatsu S., Wakatsuki N., and Yamada A., 
"Designing digital circuits with easily testable 
considerations", Proc. IEEE Int. Test Conf., 





 [6] E. B. Eichelberger and T. W. Williams, “A 
Logic Design Structure for LSI Testing”, Proc. 
14th Design Automation Conference, June 





 [7] A. D. Sinhh, E. S. Sogomonyan, M. Gössel, 
and M. Seuring, “Testability Evaluation  of 
Sequential Designs Incorporating the Multi-
Mode Scannable Memory Element”, Proc. 






 [8] E. S. Sogomonyan, A. D. Singh, and M. 
Gössel, “A Multi-Mode Scannable Memory 
Element for High Test Application Efficiency 
and Delay Testing”, Proc. 16th VLSI Test 






 [9] S. Mitra, N. Seifert, M. Zhang, Q. Shi, K. S. 
Kim, „Robust System Design with Built-in 
Soft-Error Resilience“, IEEE Computer 







 [10] M. Shams, M. I. Elmasry, J. C. Ebergen, 
“Optimizing CMOS Implementations of the C-  




















During the design and verification of the Hyperstone S5 flash memory controller, we 
developed a highly effective way to use the SystemVerilog direct programming interface 
(DPI) to integrate an instruction set simulator (ISS) and a software debugger in logic 
simulation. The processor simulation was performed by the ISS, while all other hardware 
components were simulated in the logic simulator. The ISS integration allowed us to filter 
many of the bus accesses out of the logic simulation, accelerating runtime drastically. The 
software debugger integration freed both hardware and software engineers to work in their 
chosen development environments. Other benefits of this approach include testing and 
integrating code earlier in the design cycle and more easily reproducing, in simulation, 
problems found in FPGA prototypes.  
1. Introduction 
The Hyperstone S5 is a powerful single-chip controller for SD/MMC flash memory cards. It 
includes the Hyperstone E1-32X microprocessor core and SD/MMC interface logic. A 
substantial part of the system is implemented in firmware, which makes hardware/software 
co-design and co-verification very advantageous. 
Hardware/software co-verification provides our software engineers early access to the 
hardware design and, through simulation models, to not yet existent flash memories. It also 
supplies additional stimulus for hardware verification, complementing tests developed by 
verification engineers with true stimuli that will occur in the final product. Examples include a 
boot simulation and pre-formatting of the flash controller. 
Due to highly competitive design requirements, a hard macro version of the Hyperstone E1-
32X processor’s 32-bit RISC architecture was used in the system, necessitating a gate-level 
simulation. Not surprisingly, this resulted in simulation performance well below that required 
for hardware/software co-verification. In order to increase the performance of the simulation 
environment, we needed to find a way to accelerate the microprocessor.  
The most cost effective solution was to integrate an ISS model of the existing 
microprocessor. Due to its high abstraction level, the ISS led to the boost in simulation 
performance we needed. Because the E1-32X microprocessor is well established through 
usage in previous successful designs, and, therefore, assumed to be bug-free, the 
verification still addressed the entire DUT.  
We also had to find a way to integrate our high-level software debugger with the HDL 
simulator so our designers could debug their C/assembly source code, rather than viewing 
events only in a waveform display. 
Our software debugging environment communicates with the development board through a 
UART interface. In order to interface it to the HDL simulator, we wrote a behavioral model of 
the UART interface in C. In this way, the same development environment already used by 
the software team could be used to control and examine the hardware simulation.  
The next chapters will describe the steps taken to integrate the ISS and the software 
debugger interface into the HDL-simulation using a SystemVerilog DPI. The productivity 
improvements we achieved using this method will also be presented. 
 
 
Figure 1 – Original processor driven testbench 
2. Testbench evolution 
2.1 The Original Testbench 
The original verification environment for our SD/MMC family of flash controllers was based 
on a processor-driven testbench (PDT). We wrote verification programs in C and assembly 
language and cross-compiled them to the Hyperstone microprocessor. We employed the 
same tools (i.e., compiler, assembler, and linker) used by our software developers to 
generate an object file of the desired test. Then with the help of additional scripts, we 
converted the object file into a loadable memory image for the logic simulation. At the start of 
the simulation, the memory image was loaded by a Verilog system task (i.e., $readmemh) 
into the memory model array. We had a simple verilog testbench to replicate a card interface 
driver. This consisted of a register interface, which was memory mapped to the 
microprocessor, and a finite state machine, which converted I/O accesses from the 
microprocessor into actual SD/MMC bus protocols. Figure 1 depicts the original verification 
environment.  
 
Our verification programs performed the following main tasks: 
• Handle the interrupts and configure the system. 
• Replicate a SD/MMC host, generating proper stimuli in the card bus (i.e., send 
commands and data). 
• Analyze the output, verify the responses, and immediately stop the simulation upon 
errors.  
An entire library of functions to test the system was already available (e.g., functions to send 
commands, to initialize the card, perform data communication, etc.). 
By using these libraries we could program tests at a very high level of abstraction, so the 
task of writing the regression test suite was quite convenient. Although this approach had the 
potential to be very productive, it was rather slow because of the gate-level abstraction of the 
microprocessor. Tests which really stressed the microprocessor’s surrounding hardware 
would require extremely long run times. To achieve a high level of confidence in code and 
functional coverage, we would have to spend several weeks identifying the coverage holes 
and writing the appropriate tests. Single simulations could take hours, and a whole 
regression would take days to run. To write and debug tests we had to wait a long time to get 
to the point where we wanted to test, and typically we had to do this repeatedly. 
In a typical test, the processor comes out of reset, retrieves the reset vector, executes an 
initialization routine, and then branches to the memory location where the test code was 
linked to begin its execution. All the bus cycles required to fetch code from memory are of 
minimal value for functional verification but consume a significant part of runtime. 
2.2 The Virtual Prototype Testbench 
In order to speed up simulation and build a regression test suite that gave us the desired 
level of functional coverage, we decided to replace the gate-level representation of the 
microprocessor with its ISS written in C language (which was already available in-house). 
 
Figure 2 – Testbench matching the real application
Because the ISS comprises all the memories of the system, the processor cycles used to 
fetch the code and, read and write static variables were no longer simulated by the logic 
simulator. Code and data cycles were simply filtered out from the logic simulator, and since 
they were processed in zero simulation time, the simulation advanced through the test code 
at a much faster speed. Only accesses to the memory mapped registers of the hardware or 
to the flash memory had to be simulated by the logic simulator. This drastically reduced the 
turn-around on regression test suites, allowing many more tests to be run in a given time 
frame. 
To accomplish this, we needed to find a mechanism for Verilog code to call functions written 
in C. The first idea was to make use of a Verilog PLI, but the Verilog PLI is a complex 
interface and does not usually support high simulation performance. Conversely, the 
SystemVerilog DPI allows SystemVerilog code to call C functions as if they were native 
Verilog functions without the complexity of defining a system task and the associated callft 
routine, both of which are required by the Verilog PLI. 
By using the ISS in simulation, we achieved a boost in simulation performance that provided 
us with opportunities to further enhance the testbench environment. In the original PDT, the 
embedded processor had to perform both host and card functionality and, therefore was not 
free to run the firmware exclusively. However, the speed improvements obtained permitted 
us to add an additional processor to the testbench. This additional processor could be used 
as an SD/MMC host to run our verification library, whilst the on-chip microprocessor was 
dedicated solely to running the firmware. Figure 2 illustrates the new testbench which 
matched the real application and enabled hardware/firmware co-verification. 
 
3. Using the Systemverilog DPI 
The SystemVerilog DPI allows SystemVerilog code to directly call functions written in C++, or 
standard C and vice versa. Data can be passed between the two domains through function 
arguments and results. This is accomplished with virtually no overhead.  
On both sides the calls look and behave the same as native functions. SystemVerilog can 
therefore call a C imported function as it were a SystemVerilog task or SystemVerilog 
function. In the same way, C can call an exported SystemVerilog task or SystemVerilog 
function as if it were a native C function. 
By calling SystemVerilog functions or tasks, C code can access simulation events and 
consume simulation time. This transfer of control between C and SystemVerilog is actually 
the only means of synchronization, since all functions are assumed to complete their 
execution in zero simulation time.  
SystemVerilog tasks may consume simulation time (by using #, <=, @, and, wait constructs) 
and may call child tasks or functions. SystemVerilog functions may call only child functions 
and are not allowed to consume simulation time.  
C functions that are intended to be called by SystemVerilog are referred to as imported 
functions or tasks and must be declared as follows: 
 
import “DPI-C” [pure|context] function [return-type] 
function_identifier (port_list); 
import “DPI-C” [context] task task_identifier (port_list); 
The import statement defines that the function uses the DPI interface and will be executed in 
C, it contains a prototype of the function name and its arguments.  For example: 
 
import “DPI-C” pure function int mulacc (input int op1, input int 
op2, output longint res); 
 
An import declaration can occur where ever a Verilog task or function definition is allowed. 
An imported function can have input, output, and inout arguments, and it returns a value. An 
imported task does not return a value. C functions can be imported as pure or context. The 
results of a pure function must depend only on its arguments. A context function can use 
global and static variables and can call other C functions. 
It is not legal to call an exported task from within an imported function, but it is legal to call an 
exported task from within an imported task, if this task is declared with the context property. 
Due to this rule, we used only tasks in the ISS integration. 
A Verilog task or function can be exported to C code using a simple export statement: 
 
export “DPI-C” task task_identifier; 
 
The arguments of the Verilog task or function are not listed as part of the DPI export 
declaration, only the name of the task or function must be specified. A task or function can be 
exported only from the same scope where it is defined. 
The following SystemVerilog types are allowed for formal arguments of imported and 
exported tasks or functions: void, byte, shortint, int, longint, real, shortreal, chandle, and 
string. The user is responsible for specifying the correct match between parameters in C and 
SystemVerilog in the DPI declarations. The user is also responsible for the compilation and 
linking of the C source code into a shared library (i.e., windows .DLL, solaris .so, or hp-ux 
.sl), which is then loaded by the simulator. 
4. Integrating the Instruction Set Simulator 
The instruction set simulator is a non-cycle accurate simulation model of the Hyperstone E1-
32X microprocessor written in C language. It simulates not only the full instruction set 
architecture (ISA) but also memories and peripheral circuits, such as timers and interrupt 
controllers. The simulator executes programs written and compiled for the Hyperstone E1-
32X. After every instruction is executed, the entire register stack of the microprocessor is 
saved in a set of variables. Programs are run in a sequential manner, neither instruction 
pipelining nor any timing of the microprocessor at the hardware level is modeled.  
By using the ISS in HDL simulation, the logic simulator only has to simulate cycles originated 
by the SD/MMC interface and the ECC unit. Cycles that originally were being simulated to 
perform the pipeline execution of the microprocessor are now simulated in zero simulation 
time in C. The bus traffic is also substantially reduced because the ISS presents only the bus 
cycles addressed to the external hardware and the testbench to the logic simulator. The 
overhead traffic originally caused by instruction and data fetch is filtered out of the bus. 
To integrate the ISS, its memory interface had to be adapted to call the logic simulator to 
satisfy accesses to the surrounding hardware. Fortunately the ISS memory model was not 
completely flat: accesses to some specific memory ranges were already calling different C 
functions (hardware stubs). So in most cases we simply extended these C functions to turn 
memory transactions into calls to the logic simulator.  Also reset, interrupts, and some pins 
were reported to the ISS. 
Another aspect that had to be taken into consideration was the synchronization between the 
ISS execution and the logic simulator, as there is a trade-off between performance and 
accuracy. For the hardware verification, the software execution can be thought of as 
overhead because the processor is there only to generate bus transactions that will stimulate 
the hardware under test. If we were solely interested in verifying the hardware, we could 
actually replace the processor and the software with a bus functional model written in C or 
SystemVerilog. Yet, we wanted a platform where we could verify the firmware and reuse the 
verification library already available. Therefore, we needed a fully functional model of the 
microprocessor (i.e., the ISS). 
The method we chose for the ISS integration consists of a near cycle-accurate system where 
the ISS is a slave of the logic simulator. It gets called every clock cycle to take over the 
control of the simulation and execute one single instruction. After finishing the execution, it 
gives the control back to the logic simulator. Interrupts are reported on every call. When the 
ISS has to simulate the execution of LOAD/STORE instructions addressed to the external 
hardware, it passes the control back to the logic simulator. Since instructions executed by the 
ISS do not consume simulation time, our system is not cycle equivalent to the real system: 
multi-cycle instructions (e.g., DIV, MUL, etc) are executed in a single call.  
To interface the ISS with the logic simulation we created three new components: 
• A SystemVerilog shell  
• A  C function to interface the actual ISS 
• Verilog tasks to perform the bus transactions for the ISS. 
As a wrapper for our ISS, the SystemVerilog shell replaced the microprocessor netlist in 
simulation. The shell has exactly the same I/Os as the actual Verilog. Internally, instead of 
the gate-level description of the logic, it contains the tasks needed to interface the C code. 
We wrote the interfacing function in C to hold and transmit the required parameters to the 
actual ISS. We imported this C function to the SystemVerilog shell with the following 
statement: 
 
import “DPI-C” context task ProcessorCall (input int reset, input 
int intrpt1, … , input int pin1,…); 
 
This was the only imported task in the SystemVerilog shell. We imported this C function as a 
context task because it calls our ISS, which in turn calls the SystemVerilog exported tasks. 
The function has no output parameters and its return value is not used. The input parameters 
are reset, the interrupts, and some of input pins of the chip. This function is called from 
SystemVerilog every clock cycle so the ISS can execute instructions of the test program. 
One can actually configure the number of instructions that the ISS is allowed to execute after 
each call. The parameters passed are assigned to global variables inside the ISS before its 
main function is called to resume the program execution. Before the function returns, the ISS 
saves its state in a set of global variables. Figure 3 depicts this system. 
 
 
Figure 3 – Instruction Set Simulator (ISS) integration 
In simulation, when the reset signal is released, the imported task is called on the next rising 
edge of the clock.  Then the ISS executes the reset routine, initializing some of the control 
registers and branching to the address where the test program resides. On every new clock 
this function is called again, and one more instruction of the test program is executed. Yet, as 
previously mentioned, the simulation is not cycle accurate with the original microprocessor. 
Multi-cycle instructions present results immediately since the ISS does not model the exact 
timing of the microprocessor. 
When the ISS needs to access the external hardware it makes use of SystemVerilog tasks. 
As stated above, the ISS had to be slightly adjusted to redirect memory mapped accesses to 
the external hardware to the SystemVerilog tasks.  
We described these tasks in the microprocessor SystemVerilog shell and exported them so 
they could be called from the ISS. Whereas the instructions executed by the ISS do not 
consume simulation time, a SystemVerilog task can consume simulation time, providing a 
way for the ISS to synchronize with the simulator.  
Figure 4 exemplifies a Verilog task that generates an I/O read bus protocol for the ISS. When 
a LOAD instruction addressed to the external hardware must be executed, the ISS calls the 
exported task to generate the waveform depicted in figure 5. The required address must be 
gated to the output ports of the Verilog shell that represent the address bus.  
After the address set up time (i.e., one clock cycle), the IORD signal is gated to its respective 
output port, and, finally, after the access time(i.e., 2 clock cycles) the data can be latched 
from the I/O ports of the Verilog data bus. The execution of the ISS is suspended until the 
Verilog task is completed, and the simulation advances in time, based on the task’s time 
controls. 
Note that the task waits for the positive edge of the system clock before it starts executing 
the procedural assignments also the wait statements (e.g., # period * `bus_hold) are 
waiting for an integer number of clocks. In this way, we synchronize all assignments with the 
positive edge of the system clock. 
 
 
Figure 4 – ISS access to the external hardware 
 
Figure 5 - Hardware/software co-verification environment 
5. Integrating the Software Debugger 
Now that we had a virtual prototype, the software developers became interested in simulating 
pieces of their code in the logic simulator. 
Logic simulators are very good for source level debugging of Verilog or VHDL, as well as 
tracing signals, but you have virtually no visibility into the assembly or C firmware driving the 
simulation. You can use the compiler and linker to generate map and listing files, which help 
to find the line of firmware that was being executed for a particular program counter (PC) 
value. You can also set conditional breakpoints on the PC to stop the simulation before a 
specific instruction is executed. Yet these methods are not the most productive ways to 
control the firmware simulation. Also, most firmware developers are not used to working with 
a logic simulator. 
We realized that we could leverage the SystemVerilog DPI to integrate the software 
debugger into the verification environment, allowing hardware and software developers to 
use the same tools that they are currently using in the design process. 
In order to integrate the software debugger in simulation we wrote a behavioral model of a 
pseudo-UART in C and SystemVerilog. We had to model only the data communication 
protocol between the microprocessor and the software debugger. 
The SystemVerilog part of the UART has the same interface as the original RTL. Internally it 
has an address decoder and DPI imported functions to perform the actual byte 
communication. Processor accesses addressed to the configuration registers of the UART 
have been simply ignored. Only the accesses meant to transmit and receive data have been 
processed. The C part of the UART performed the task of interfacing the simulator with the 
serial port of the PC.  
In simulation, after the reset the simulator calls a DPI imported function, which uses an API 
(i.e., CreateFile) to open the serial port connected to the software debugger. When the 
microprocessor needs to send a byte to the software debugger, it issues a write access to 
the UART’s TX register. This access is decoded in the UART SystemVerilog shell, which 
calls a DPI imported function that in turn uses an API (i.e., WriteFile) to send the byte to 
the software debugger through the PC’s serial interface. After sending a byte the 
microprocessor polls the UART status register to see if a byte has been received. This will 
again trigger a DPI call, which in turn uses an API (i.e., ReadFile) to check if there’s a valid 
byte waiting. If the status register signals that a byte has been received, the microprocessor 
reads it from the RX register in the following cycle.  
 
Figure 5 illustrates our final hardware/software co-verification environment. 
6. Benchmarking 
For the functional verification regression suite, our benchmark results revealed that by 
simulating the ISS, we gained runtime improvements of more than 200 times over the actual 
netlist simulation. Designs compiled with the optimization options of the simulator also 
showed interesting speed improvements.  
                              
Figure 7 – Benchmark: Regression runtime & debugger/target data communication speed 
We also compared the speed of communication between the software debugger and the 
flash controller when using our development board (the actual hardware) versus two 
simulations. In hardware, the bottleneck is clearly our debugging protocol, which can only 
transmit 4K bytes/second. In the accelerated simulation, using the ISS, the communication 
between the debugger and the controller was only nine times slower than the development 
board. This is more than fast enough for our software developers to write firmware in this 
simulation environment. The normal netlist simulation was 53 times slower than the 
accelerated simulation. This is still adequate when we need to debug a timing dependent 
problem that requires a cycle accurate simulation.  
7. Conclusions 
The speed improvements gained by using the SystemVerilog DPI, allowed our processor-
driven testbench to evolve to a hardware/firmware co-verification environment. We now have 
fast functional virtual prototype, which enables us to perform functional verification and 
rapidly debug problems found in the FPGA prototype, as long as these problems are not 
dependent on timing relations. For timing dependent problems we can still perform a slower, 
cycle accurate simulation.  
We no longer have to spend time reproducing test cases in the simulation testbench. We can 
now simply hook up the software debugger to the logic simulator to simulate the same piece 
of software that is causing the problem in the FPGA or ASIC sample. The firmware is also 
true stimulus that complements the hardware regression test suite, without additional effort 
for the verification engineer. 
Logic designers are also profiting from the speed improvements, as they work in the same 
environment and can now more rapidly perform the logic changes and updates.  
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Abstract—In this paper we present a dataflow processor
architecture based on [1], which is driven by controlflow
generated tokens. We will show the special properties of
this architecture with regard to scalability, extensibility,
and parallelism. In this context we outline the application
scope and compare our approach with related work.
Advantages and disadvantages will be discussed and we
suggest solutions to solve the disadvantages. Finally an
example of the implementation of this architecture will be
given and we have a look at further developments.
We believe the features of this basic approach predestines
the architecture especially for embedded systems and
system on chips.
I. INTRODUCTION
Dataflow processors boomed for the first time in the
1980s when they were analyzed for use in the supercom-
puting community (e.g. [4]). During that time the pure
dataflow computing model with asynchronous instruction
scheduling was the preferred approach. One problem
of dataflow processors is the memory connection. Fre-
quent memory access and the lack of registers and
caches (compared to von Neumann architectures) make
pure dataflow archtitectures vulnerable to bad memory
performance. So the increasing processor-memory gap
hits dataflow architectures harder then von Neumann
based architectures. Even though this architecture got
out of focus the original reason for this research (data
parallelism) and the analyzed techniques didn’t.
In today’s state of the art microprocessors adapted tech-
niques can be found primordially developed for dataflow
architectures. The most important is multithreading
whose origin can be found in dataflow processors [5].
Principal aim of this technique is to increase parallelism
in processors based on von Neumann architectures.
A new application field arised for processor architectures
in the 1990s, when embedded systems gained impor-
tance. As the first embedded processors were very slim
designs (like ARM RISC-based processors) because of
the special constraints for embedded systems, the present
development of embedded processors points to more
powerful architectures. Changed application scenarios
(e.g. audio or video decoding [8]) with data intensive
tasks require processors that can manage a lot more
parallelism than early embedded processors.
Another trend in the processor industry is the integration
of components on chiplevel previously on boardlevel.
These system on chip design should be supported by the
processor architecture.
In addition to that a more flexible architecture is neces-
sary if an application specific instructionset processor
should be realized. The functionality of these special
embedded processors are adapted to the application
running on them.
The last trend this architecure is influenced by is the real-
ization of embedded processors using field programming
gate arrays (soft intellectual property). The reconfigura-
tion capabilities of FPGAs opened a wide spectrum of
applications for a processor architecture.
In following section we will outline the overall register
transfer level architecture of the synZEN processor.
Section three will focus on a number of critical aspects
during datapath / interconnect design and the respective
realization for FPGAs as the target technology. After
describing the current prototype implementation and
its essential properties, we will draw conclusions from
the current state of work and outline the main project
objectives for the immediate future.
II. ARCHITECTURE
In figure 1 the simplified registertransfer level struc-
ture of a controldriven dataflow processor is shown.
The program counter, instruction memory, instruction
register, and the branch processing unit are depicted on
the left (some simplification were made [no memory
managment unit, cache] for a better overview). The rest
of the picture shows the function units, load and store
units, and the registerfile resp. constant unit. All of these
units are connected with the crossbar switch which is
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Fig. 1. Base architecture of the controlflow driven dataflow processor
shown above them and exchange there consumed and
produced data across it. It is possible to use several
instances of the units which is indicated by the shadow
units. One particular feature of this architecture is the
ring buffers on the data output of function units. They
facilitate to distribute data temporarily with the positive
side effect of shrink the registerfile and especially its port
count. Common superscalar RISC and VLIW architec-
tures tend to need much more ports than those planned
for this controlflow driven dataflow architecture.
In one instruction several, parallel transport operations
are encoded. These operations connect two units to
make a dataexchange possible. Each of them contains
one source address as well as one destination address
for connecting the datapath between them and control
information for the function units that belong to both
addresses. Every port of every unit has a unique address.
Processing one instruction begins with loading the in-
structon from the instruction memory into the instruc-
tion register. The transport operations are read and the
adresses are decoded so that the datapath can be set.
A bold line in figure 1 shows one such datamovement.
The source address encoded in the considered transport
operation is the output of the register file the destination
address is the left input port of the arithmetical logical
unit (ALU). The control information decoded in the
transport operation in this case could be the operation
of the ALU for the destination address and the register
number for the source address.
As soon as all operands are transfered to the destina-
tions the function units generate the results. If there is
one operand missing, the function unit stalls and waits
until the operand appears in the operand register of that
function unit. After generating the result it is written to
the ring buffer, from where it can be used for further
processing.
The transport triggered architecture [6] is based on a
similar approach but uses different techniques. It requires
special trigger register. It doesn’t support chaining (sec-
tion 3.1). In addition there are no ring buffers forcing
the function units to stall in some cases.
III. INTERCONNECTION NETWORK
The interconnect network shown in figure 1 is a basic
approach which guarantees maximum scalability and
flexibility. It is very similar to a crossbar switch. In order
to link an interconnection network like a crossbar switch
a lot of hardware resources are necessary. The lack of
tristate buffer in modern FPGA (the last FPGA series
with tristate buffer from XILINX were the Virtex II Pro
for which XILINX offered a crossbar switch IP) let this
resourceproblem escalate.
Instead of a true crossbar switch two alternatives are pre-
sented. In figure 2a the simplified scheme of a peripheral
approach is shown and in figure 2b centralized approach
is depicted. Both have in common the extensive use of
logic structures on an FPGA because the implementation
of the busstructure is based on multiplexer.
The source and destination addresses are decoded di-
rectly on the connection switches if the peripheral ap-
proach is used. A multiplexer net1 has to evaluate every
databit and every port. In addition to that the same
has to be done for the control information, too. For
every transportoperation two units that select the port
are needed. One for the readaddress and one for the
writeaddress. There are some possibilities to reduce the
1there are more efficient bus infrastructures [7] but FPGA solutions














Fig. 2. Network managment
cost of the interconnection network. We will point them
out in the next sections. There are implicit ones that
reduces the traffic and allow a more efficient use of the
interconnection network and there are explicit ones that
reduce the complexity by design decisions.
A. Chaining
One of the most important features of the in this
paper specified processor architecture is the arbitrary
connection between two function units. It is possible to
chain function units in any order of choice of the user.
This control driven chaining is also called soft chaining.
It is initialized by an transport operation and uses one
explicit bus of the interconnection network. After the
operation this connection is closed and the bus is released
to realise an other connection.
Beside this very common use there are other possibilities
to connect function units. Figure 3a depicts operand
backcoupling. This connection allows to lead back the
result operand directly to one input operand register.
Such functionality could be used by the accumulation
operation. Another possibility is shown in figure 3b:
direct coupling. This works similar to the previous
mentioned method. Instead of directing the result to the
function unit it is routed to an other function unit. In
the shown example the result from a multiplier is routed
to operand register of an ALU. It can be used to map
a multiply accumulate (MAC) operation, which is often
used in data intensive tasks like signal processing, on
it. Both methods use connections with limited flexibility
bypassing the network (grey highlighted ares in the fig-
ures). These connections allow only one destination for
the operands. But they realize very common operation
chains and they release the network, because they are
not driven by transport operations directly but by side
effects of previous operations. If an operand is forwarded
to a function unit, control information is sent with it.
This information can be used to activate these bypass
connections by setting a status register or a sticky bit
(suggested by the squares on the grey background).
Because these connections can be established for several
cycles, these methods are called hard chaining.
The third hard chaining technique we present is result
sharing 3c.
It allows the explicit reuse of a generated operand by
several transition operations. Therefore a sticky bit eval-
uated by the ring buffer has to be set from the operation
that generates the operand. Without these functionality
a multiple reuse is only possible with an intermediate
transition of the operand to the register file. That means
a higher latency for direct following data operations and
more transition operations on the network.
The last shown hard chaining method constant storing
(figure 3d) uses no bypass connection but a sticky bit.
For a continuous use of a constant in the same function
unit the transport operation has to forward the constant
to on operand register of the function unit and has to set
the sticky bit (similar to the other methods).
Once set hard chaining connections can be annulled
explicitly by a transport operation or implicitly by a side
effect of one, if this connection is not required.
B. Reducing port count and connectivity
The number of ports per unit is often given by the
functionality of the unit. Arithmetical and logical units
realize dyadic operation: they process to operands and
generate one operand. For the register file that means
in data intensive applications more read than write ac-
cesses. In addition to that a lot of operands are directly
consumed from ringbuffer by function units. That means
in summary a minimum access to the register file, so
that the number of ports can reduced compared to other
architectures.
The network does not have to be fully connected.
Reducing the connectivity means loosing flexibility in
code generation but with alternating distribution of con-
nections between busses there should be minimal trade





















Fig. 4. Alternative branch processing unit implementations
C. Branch processing unit
The functioning of the branch processing unit in
figure 4a is very similar to the other function units.
It consumes two operands for comparison with each
other and one branch address. The BPU is controlled
by the information sent with the transport operation.
One branch operation needs three transport operations
respectively three ports to the network.
An alternative approach is depicted in figure 4b. The
BPU is controlled directly by an operation in the in-
struction register. Hence the capacity of the instruction
register has to be extended beyond the demand for the
transport operations, but the need for ports is reduced
down to two. For statically known addresses this BPU
needs one cycle like the initially presented BPU. For
dynamically processed branches addresses it takes two
cycles: the first to store the address and the second to
process the branch.
D. Serialization
Another possibility of complexity reduction is datap-
ath serialization of the interconnection network [3]. The
structure of modern FPGA series allows to implement
the necessary shift registers with up to 64 Bit in ele-
mentary structures (Configuration Logic Blocks) [9]. In
case of serialization the network must be clocked higher
than the function units.
IV. PROTOYPE IMPLEMENTATION
We started to design a prototype, where functionality
is reduced to a coprocessor system. It is shown in figure
5.
Data access is memory management unit driven (not
shown in figure 5) and instruction memory is controlled
by the main processor.
Six busses are provided for data transportation. There
are three function units (two ALUs2 and one multiplier),
one register file with 16 entries, one instruction register
controlled BPU and one store unit. Because the three
function units altogether consume six operands, we de-
cided to implement three load units. For streaming tasks
they are planned with burst mode.
All function units provide constant storing and result
sharing. There are also two direct coupling connections
planned: One between the multiplier and ALU1 and
one between ALU1 and ALU2. The network isn’t fully
connected as you can see by the missing squares in the
network matrix in figure 5. Grey filled squares belong to
2multiple function unit instances are depicted as grey shadows
















Fig. 5. Prototype design of synZEN
different instances. The number of connections between
ports and busses conforms to frequency of use and the
number instances of function units. For instance the BPU
is less frequently used than the multiplier in dataflow
intensive tasks and there are two instances of ALU
compared to one of multiplier. Therefore the ports of
BPU and ALU exhibit fewer connections than the ports
belonging to the multiplier.
Altogether there are 19 destination and 8 source ports.
To address all ports in one transport operation five bits
for destination and three bits for source are nedded as
shown in figure 6. Four additional bits per endpoint are
provided for control information (e.g. 16 registers in the
register file have to be addressed). Altogether 16 bit are
needed for one transport operation, when nine bits are






Fig. 6. Transport operation
V. ARCHITECTURAL PLANNING
Obviously the availability of at least one common
compiler tool chain such as the GNU Compiler Collec-
tion (GCC) is mandatory for efficient, practical evalu-
ation and testing of a prototype processor architecture.
The LLVM infrastructure eases the task of GCC compiler
backend generation (and also code optimization) a great
deal. Using the LLVM bytecode as an intermediate
program representation serves the purpose of construct-
ing and programming the controlflow driven dataflow
architecture. The corresponding tools are not directly
integrated into the LLVM tool flow as e.g. compiler
optimization passes or as a code generating backend.
Since the synZEN represents a scaleable processor
architecture with variable amount of computation and
interconnect resources, a code generating backend for the
LLVM would need to know about the actual processor
outline (be created each specific resource configuration)
and be created on a dynamic basis. Instead, we have
chosen to implement an independent, integrated code
analysis and synthesis tool called LLILA-AS (Low Level
Intermediate Language Analysis and Architecture Syn-
thesis). It parses LLVM bytecode as well as assembly
source and is responsible for processor layout planning
and code generation.
a) Architecture Planning: Simple basic block level
dataflow analysis and subsequent code scheduling (with-
out resource constraints) is used to get a first impression
of average and peak code parallelism. In turn, this infor-
mation is used to guide unit and interconnect allocation.
LLVM instruction scheduling is repeated under resource
constraints to compute the set of all possible parallel
operation constellations. As a first measure, the applied
scheduling algorithms (based on a modified list schedul-
ing algorithm) try to make best usage of the processor’s
capabilities of soft and hard chaining as well as result
sharing. Aside from the above measures, cross basic
block optimizations and speculative code execution have
been implemented to enhance execution performance.
Applying ILP techniques, an optimal layout of each
individual ALU instance is achieved.
VI. CONCLUSION
In this paper we presented a controlflow driven
dataflow architecture. In our work we focus to adjust
the datapathes between function units to FPGA structures
and showed the possibilities of (hard) chaining methods
in that context.
An register transfer level description of the synZEN in
VHDL is soon to be completed. Target architecture is
a XILINX Virtex 4 SX 35. We expect first test results
within several weeks and believe that an implementation
with more units than synZEN is achievable.
An other important aspect of further investigation is the
automated code generation. With LLILA-AS we have
a powerful framework for automated instruction coding
and code emitting.
There are also some possibilities to refine or extend
the basic concept. One thinkable extension is condi-
tional transport operation (similar to predication in Intel
Itanium). Also datapath serialization appears to a very
promising task for the immediate future.
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Die Entwicklung von Telekommunikationsnetzwerken unterliegt einer Reihe von Herausforderungen.
Hohe Komplexität, hohe Bandbreite mit veränderlichen Anforderungen, kurze Entwicklungszyklen und
sich ständig ändernde Marktanforderungen sind verbunden mit sich immer schneller ändernden Stan-
dards. Daraus resultieren hohe Risiken für die Entwicklung von Kommunikationslösungen. Die Kombi-
nation von rekonfigurierbaren und ASIC-Technologien bietet eine Möglichkeit, die Vorteile der ASIC-
Technologie weitestgehend zu erhalten und dem Risiko von Standardänderungen und Designfehlern zu
begegnen. Dieser Beitrag stellt anhand eines Ethernet-verarbeitenden SoC eine Möglichkeit vor, paket-
orientierte Netzwerkknoten hinsichtlich zukünftiger Änderungen flexibel zu implementieren. Der Netz-
werkknoten kann über spezielle Ethernet-Pakete rekonfiguriert und somit an geänderte Anforderungen
angepasst werden.
1 Einleitung
Die ständig steigende Komplexität von Kommu-
nikationssystemen, verbunden mit immer neue-
ren Standards, stellt immer höhere Anforderungen
an den Entwurfsprozess. Durch die Dynamik des
Telekommunikationsmarktes werden immer kürze
Entwicklungszyklen gefordert. Eine Folge davon
ist, dass Hersteller, für die eine frühe Präsenz am
Markt sehr wichtig ist, nicht bis zur Verabschie-
dung von Standards und bis zur Fertigstellung der
Spezifikationen warten können. Die Hersteller su-
chen deshalb nach Wegen, nachträglich mit Ände-
rungen der Spezifikation umgehen zu können, um
kostenintensive Re-Designs zu vermeiden und so
die Risiken dieses Vorgehens gering zu halten.
An Backbone-Kommunikationskomponenten
werden immer höhere Anforderungen in punk-
to Verarbeitungsgeschwindigkeit, Entwicklungs-
kosten, Energieverbrauch und Flexibilität ge-
stellt. Dynamisch partiell rekonfigurierbare (dpR)
Systems-on-Chip (SoC), bei denen rekonfigu-
rierbare Inseln auf einem ASIC implemen-
tiert werden, vereinen die Vorzüge einer ASIC-
Implementierung, wie hohe Verarbeitungsge-
schwindigkeit und hohe Energieeffizienz, mit der
Flexibilität eines programmierbaren (General-
Purpose) Prozessors. Die Vorzüge einer solchen
Lösung sind:
• Höhere Geschwindigkeit und bessere Ener-
gieeffizienz gegenüber einer reinen FPGA-
Lösung.
• Erhöhte Flexibilität während der Entwick-
lung, da Spezifikationsänderungen und Feh-
lerkorrekturen später in den Entwurfspro-
zess eingearbeitet werden können.
• Verkürzung der Entwicklungszeit, da Lei-
terplatten sowie Hard- und Software vor ab-
geschlossener ASIC-Verifikation entwickelt
werden können.
• Verlängerung des Produktlebenszyklus, da
bereits gefertigte Produkte angepasst wer-
den können.
• Verkürzung der “Time-to-Market”, da mit
der Produktentwicklung begonnen werden
kann, obwohl die Spezifikation noch nicht
abgeschlossen ist.
• Verringerung der Entwicklungskosten, da
das Risiko und die Anzahl von Re-Designs
verringert wird.
Zur Nutzung dieser Vorteile in einem Netzwerk-
schaltkreis ist es notwendig, den einzusetzenden
ASIC um einen rekonfigurierbaren Teil zu erwei-
tern, der direkt über das Netzwerk angepasst wer-
den kann. Dabei soll eine Anpassung ohne Ein-
beziehung von Service-Personal ermöglicht wer-
den. In diesem Beitrag präsentieren wir einen An-
satz, Rekonfigurationsdaten in einem Netzwerk
unter Nutzung bestehender Telekommunikations-
strukturen und Standardprotokolle zu verteilen.
2 Vorarbeiten
In den letzten Jahren wurde viele Ergebnisse
von Arbeiten an rekonfigurierbaren Architektu-
ren präsentiert. Die meisten beschäftigen sich mit
der effizienten Verwendung neuer rekonfgurier-
barer Technologien, wobei oft die Beschleuni-
gung von Algorithmen im Vordergrund steht [1].
An der Universität Karlsruhe wird die Rekonfi-
gration auf Architekturen verschiedener Granu-
larität untersucht [2]. Dabei wird ein neues in-
teressantes Verfahren partieller Rekonfiguration
für die zweidimensionale Platzierung und Ver-
drahtung für XILINX FPGAs vorgestellt. Ein an-
deres Projekt der Universität Karlsruhe ist die
“Honeycomb”-Architektur, bei der der adaptive
und fehlertolerante Aspekt im Vordergund steht
[3]. An der Riverside Universität von Kalifornien
wurden Betrachtungen zur Verringerung der Ver-
lustleistung durch die Verwendung von reonfigu-
rierbaren Technologien durchgeführt [4].
Das Problem der langwierigen Standardisierungs-
prozesse und dem daraus resultierenden hohen
Risiko für ASIC-Hersteller wurde in [5, 6] von
der Universität Darmstadt und Lucent Technolo-
gies diskutiert. Dabei wurde eine rekonfigurierba-
re Mehr-Kern-Architektur auf Basis des LEON2-
Prozessors für das Optical Transport Network
(OTN) entwickelt und vorgestellt. Die Ergebnisse
dieser Arbeiten bilden die Grundlage für die hier
vorgestellte Methodik.
3 Verteilung von Rekonfigurationsdaten
in einem Netzwerk
Um die Rekonfigurationsdaten in einem Telekom-
munikationsnetzwerk zu den rekonfigurierbaren
Einheiten zu transportieren gibt es drei Möglich-
keiten:
1. Manuelles Update durch Service-Personal.
Dabei werden die Rekonfigurationsdaten
für jedes System vor Ort manuell einge-
spielt. Dies ist die sicherste Methode, die
aber durch die Fahrt zu den Netzwerkknoten
und der damit verbundenen hohen Arbeits-
zeit sehr hohe Kosten verursacht.
2. Kombination der Rekonfigurationsdaten mit
einem Software-Release-Update. Die Re-
konfigurationsdaten werden als Teil ei-
nes Software-Images über dafür reservierte
Kommunikationskanäle von der Netzwerk-
Systemsteuerung auf die rekonfigurierbaren
Einheiten transportiert.
3. In-Band Download mit dem Kommunikati-
onssignal. Dabei werden die Rekonfigura-
tionsdaten über ungenutzte Bandbreite des
Netzwerkes auf existierenden Datenpfaden
verteilt. Es werden dafür keine zusätzlichen
Schnittstellen und Transportwege im Netz-
werk benötigt, da die Rekonfigurationsdaten
wie andere Daten auch durch die Netzwerk-
knoten transportiert werden. Für die Rekon-
figurationsdaten ist lediglich eine besonde-
re Kennzeichnung notwendig, so dass die
Netzwerkknoten die Daten erkennen und
extrahieren können.
In der vorliegenden Arbeit wird die dritte Metho-
de, die In-Band Verteilung, favorisiert, da hierfür
nur der Netzwerkschaltkreis durch ein rekonfigu-
rierbares SoC zu ersetzen ist. Daneben sind keine
Änderungen an der Hard- und Software der Netz-
werkknoten notwendig. Als Kommunikationspro-
tokoll wurde Ethernet ausgewählt, da es sich auf
Grund der großen Verbreitung für einen Demons-
trator sehr gut eignet. Grundsätzlich kann die hier
beschriebene Methode aber auch auf andere Kom-
munikationsprotokolle, wie SDH/SONET, OTN,
IP, Fiber Channel, usw., angewendet werden.
Für die Übertragung in Ethernet-Frames wird der
Rekonfigurationsdatenstrom in kleine Teile zer-
legt, die jeweils von einem Ethernet-Paket trans-














Abbildung 1: Aufbau des Ethernet-Pakets
Die Rekonfigurationsdaten werden in das Daten-
feld des Ethernetrahmens gepackt. Das Rekonfi-
gurationspaket enthält folgende Daten:
• Der Rekonfigurationsdaten-Header kenn-
zeichnet das Datenfeld des Ethernet-Pakets
als Rekonfigurationspaket.
• Über die Rekonfigurationszieladresse wird
das zu rekonfigurierende SoC ausgewählt.
Dabei können auch mehrere SoC adressiert
werden. Da in einem Netzwerk unterschied-
liche SoC (z. B. FPGA, ASIC) vorhanden
sein können, muss aber sichergestellt wer-
den, dass jedes SoC einzeln adressierbar ist.
• Durch die Rekonfigurationspaketnummer
wird es möglich, die Rekonfigurationsdaten
auf mehrere Pakete aufzuteilen und diese
beim Empfänger in der richtigen Reihenfol-
ge wieder zusammenzusetzen.
• Das Feld Rekonfigurationsdaten enthält die
Daten, die beim Empfänger zum Rekonfigu-
rationsstrom zusammengesetzt werden.
In einem Netzwerk werden die Rekonfigurations-
pakete über einen zentralen Gateway verteilt. Wie
Abbildung 2 zeigt, werden die Rekonfigurations-
pakete über den Gateway als Broadcast im Netz-




Für die Realisierung von Kommunikationssyste-
men stehen verschiedene Schaltkreisarchitektu-
ren mit unterschiedlichen Eigenschaften zur Aus-
wahl. ASICs haben eine relativ geringe Leis-
tungsaufnahme und können bei größeren Stück-
zahlen kostengünstig hergestellt werden. Auf-
grund der geringen Leistungsaufnahme verrin-
gern sich ebenfalls die Anforderungen an die
Kühlung der Systeme. Weiter bieten ASICs die
Rechenleistung zur Realisierung von High-End-
Kommunikationssystemen mit Datenraten von
40 Gbit/s und darüber hinaus. Aus diesen Grün-
den werden heute im Telekommunikationsbereich
bevorzugt ASICs eingesetzt.
Distribution Gateway
Abbildung 2: Verteilung der Pakete im Netzwerk
Auf der anderen Seite bieten FPGAs eine sehr
große Flexibilität, da die Implementierung später
durch eine Rekonfiguration geändert und so De-
signfehler korrigiert oder Anpassungen an einen
neuen Standard vorgenommen werden können.
In einen ASIC eingebettete FPGA-Makros bieten
eine Möglichkeit, die Vorteile beider Technolo-
gien miteinander zu verknüpfen. Im Rahmen des
von der Europäischen Union geförderten Projek-
tes Morpheus wird ein ASIC-Schaltkreis entwi-
ckelt, auf dem u. a. ein eingebettetes FPGA-Makro
in M2000-Technologie [7] integriert wird. Da-
mit wird die Voraussetzung geschaffen, ohne Ge-
schwindigkeitsverlust und wesentlicher Zunahme
der Leistungsaufnahme zukünftige Änderungen
zu ermöglichen. Beim Entwurf sind dazu die Tei-
le des Systems, die von zukünftigen Änderungen
betroffen sein könnten, zu bestimmen. Diese wer-
den auf dem eingebetteten FPGA implementiert.
Als unveränderbar bzw. als feststehend angesehe-
ne Komponenten, werden in ASIC-Techologie im-
plementiert. Die Festlegung, wie welche Kompo-
nenten implementiert werden, ist eine grundlegen-
de Entwurfsentscheidung, bei der ein Kompromiss
zwischen einem möglichst kleinen eingebetteten
FPGA und der richtigen Festlegung aller veränder-
lichen Komponenten zu finden ist.
Als Demonstrator für die hier vorgestellte Me-
thodik wird im Morpheus-Projekt ein anpassbarer
Ethernet-Netzwerknoten implementiert. Der we-
















Abbildung 3: Aufbau des Netzwerknotens
Das Paket-Filter bearbeitet die ankommenden
Ethernet-Pakete. Das Filter detektiert Rekonfi-
gurationspakete, die an diesen Knoten adres-
siert sind, dupliziert diese und legt sie im
Rekonfigurations-RAM ab. Rekonfigurationspa-
kete, die nicht an diesen Knoten adressiert sind,
werden wie “normale” Pakete behandelt, über den
Netzwerk-ASIC prozessiert und an die Nachfolge-
knoten weitergeschickt. Da die Adressierung von
mehreren Netzwerkknoten gefordert ist, werden
an den aktuellen Knoten adressierte Rekonfigura-
tionspakete ebenfalls weiter an die Nachfolgekno-
ten geschickt.
Der Rekonfigurations-RAM wird dabei aus-
schließlich für Rekonfigurationsdaten verwendet.
Die Größe des RAMwird durch die Größe des ein-
gebetteten FPGA bestimmt und wird im Verhältnis
zum ASIC-Teil sehr klein ausfallen.
Vor der Rekonfiguration werden die Rekonfigura-
tionsdaten mit Hilfe eine Prüfsumme verifiziert.
Bei erfolgreicher Verifikation wird von der Rekon-
figurationssteuerung die Rekonfiguration des ein-
gebetteten FPGA-Makros durchgeführt.
5 Demonstratorrealisierung
Im Rahmen des Morpheus-Projekts werden
zur Evaluierung der hier beschriebenen Metho-
dik zwei Demonstratoren implementiert. Ziel
des Morpheus-Projekts ist es, einen ASIC mit
mehreren eingebetteten rekonfigurierbaren Ma-
kros unterschiedlicher Technologie herzustel-
len. Der Schaltkreis wird u. a. einen ARM-
Mikrocontroller, die Rekonfigurationssteuerung
und das in M2000-Technologie gefertigte FPGA-
Makro enthalten.
Schon vor der Fertigstellung des Morpheus-
Schaltkreises wird ein auf XILINX-FPGA basie-
render Demonstrator implementiert. Der Demons-
trator besteht aus zwei XUP1 Virtex-II Entwick-
lungsboards. Da beide Demonstratoren sehr viel
kleiner als aktuelle Telekommunikationsschalt-
kreise sind, beschränkt sich die Demonstration auf
die MAC-Grundfunktionalität von Ethernet. Eine
spätere Verwendung des Ansatzes für 40 GBit/s


















Abbildung 4: Aufbau des FPGA-Demonstrators
In Abbildung 4 ist der Aufbau des auf XILINX-
FPGA basierten Demonstrators dargestellt. Die
verwendeten XUP-Boards verfügen u. a. über
eine Ethernet-Schnittstelle und einer XILINX-
spezifischen seriellen Schnittstelle für schnellen
Datentransfer (RocketIO). Board 1 bildet den re-
1XUP: XILINX University Program
konfigurierbaren Teil des späteren ASICs nach
und enthält den Ethernet-MAC2, das Paket-Filter
und eine Loop-Funktion, über die angekommen-
de Ethernet-Pakete an ihre Quelle zurückgesen-
det werden. Für verbessertes Debugging ist der
PC zusätzlich über RS232 mit Board 1 verbunden,
um das auf dem PowerPC laufende Programm zu
überwachen.
Der PC ist über Ethernet mit dem Board ver-
bunden und sendet kontinuierlich Ethernet-Pakete
zum Board. Auf dem Board werden die Pake-
te durch das Filter verarbeitet. Rekonfigurations-
pakete werden vom Filter dupliziert, über die
RocketIO-Schnittstelle zum Board 2 übertragen
und dort im externen RAM abgelegt.
Der PowerPC auf dem zweiten Board übernimmt
die Rekonfiguration des ersten Boards. Er bringt
die Rekonfigurationspakete in die richtige Reihen-
folge und berechnet eine Prüfsumme. Wenn die
Rekonfigurationsdaten vollständig sind und die
Berechnung der Prüfsumme keinen Fehler ergab,
wird der auf Board 1 befindliche FPGA rekonfi-
guriert. Die Rekonfiguration umfasst dabei stehts
den gesamten FPGA. Eine partielle Rekonfigurati-
on ist nicht vorgesehen. Die Größe der Rekonfigu-
rationsdaten beträgt ca. 1,4 MB. Im Select-Map-
Modus mit 8 Bit und 66 MHz benötigt die Rekon-
figuration somit ca. 22 ms. Ziel für den Morpheus-
Schaltkreis ist es, eine Rekonfigurationszeit von
unter 1 ms zu erreichen.
Um den Erfolg der Rekonfiguration zu demons-
trieren, enthält der anfänglich auf Board 1 im-
plementierte MAC-Block einen Fehler bei der
CRC-Berechnung. Die zum PC zurückgesendeten
Ethernet-Pakete enthalten somit eine falsche Prüf-
summe. Mit der Rekonfiguration von Board 1 wird
dieser Fehler behoben. Der Erfolg der Rekonfigu-
ration ist somit direkt auf dem PC durch korrekt
empfangene Ethernet-Pakete sichtbar.
6 Zukünftige Arbeiten
Die laufenden Arbeiten beschäftigen sich damit,
den FPGA-Demonstrator und danach die Anwen-
dung auf dem Morpheus-Schaltkreis zu imple-
mentieren. Bei der Konzeption des Morpheus-
Schaltkreises wurde auf Vielseitigkeit sehr großen
Wert gelegt, um möglichst viele Anwendun-
gen demonstrieren zu können. Der Morpheus-
Schaltkreis ist damit nicht für Telekommunikati-
onsanwendungen optimert und wird deshalb nur
verwendet, um den hier vorgestellten Ansatz zu
demonstrieren. Für den industriellen Einsatz müs-
sen noch die folgenden kommunikationsspezifi-
schen Probleme gelöst werden:
• Unterbrechungsfreie Konfiguration. Bei
dem hier vorgestellten Rekonfigurations-
verfahren gehen Pakete, die während der
Rekonfigurationszeit den Netzwerkknoten
erreichen, verloren. Ziel für den Morpheus-
Demonstrator ist es, eine Rekonfigurati-
onszeit von unter 1 ms zu erreichen. Die-
se Anforderungen reichen aber für ande-
re Anwendungen, wie z. B. SDH/SONET
nicht aus, um Datenverluste zu vermeiden.
Für den industriellen Einsatz ist deshalb ein
Mechanismus erforderlich, der Datenverlus-
te während der Rekonfiguration verhindert.
Eine Möglichkeit wäre, das FPGA-Makro
mit doppelten SRAM-Zellen auszustatten,
so dass durch einfaches Umschalten der
SRAM-Zellen die Rekonfiguration durch-
geführt wird. Dies kann innerhalb eines
Taktes geschehen.
• Sicherheitsaspekte. In einem öffentlich zu-
gänglichen Netzwerk werden die rekonfigu-
rierbaren Netzwerkknoten verschiedensten
Angriffen ausgesetzt sein. Durch ihre Re-
konfigurierbarkeit bieten die Netzwerkkno-
ten ein hervorragendes Ziel, da die Kontrol-
le eines Netzwerkknotens das Ausspähen
von sicherheitsrelevanten Daten wesentlich
vereinfachen kann. Die Rekonfiguration der
Netzwerkknoten muss deshalb durch um-
fangreiche Sicherheitsverfahren geschützt
werden.
• Hohe Datenraten. Im Morpheus-Projekt
wird lediglich die Anwendung bei rela-
tiv geringen Datenraten demonstriert. Hier
müssen weitere Optimierungen vorgenom-
men werden, um hohe Datenraten von
40 Gbit/s und mehr zu erreichen.
• Einheitlicher Zeitpunkt der Rekonfigurati-
on. Da mit der Rekonfiguration eines Netz-
werkknotens das zu verarbeitende Protokoll
geändert werden kann, ist es möglich, dass
2MAC: Medium Access Control
in einem Netzwerk Inkombatibilitäten zwi-
schen den Netzwerkknoten entstehen. Hier
müssen Methoden gefunden werden, die
Rekonfiguration der Knoten im Netzwerk
zu synchronisieren und somit Datenverlus-
te zu vermeiden.
7 Zusammenfassung
In diesem Beitrag wurde eine Methodik zur netz-
werkbasierten Rekonfiguration von Netzwerkkno-
ten vorgestellt. Damit eröffnet sich den Herstel-
lern von Telekommunikationsequipment die Mög-
lichkeit, ihre Produkte früher auf den Markt zu
bringen, noch bevor die entsprechenden Standards
verabschiedet wurden. Ein mit dieser Technolo-
gie ausgestatteter Netzwerkknoten kann über die
existierende Infrastruktur rekonfiguriert werden.
Es wird so möglich, alle Knoten eines Netzwerkes
an einen neuen Standard anzupassen oder Fehler
zu beheben.
Im Rahmen des von der Europäischen Union ge-
förderten Projekts Morpheus wird die hier vor-
gestellte Methodik in zwei Schritten demons-
triert. Im ersten Schritt wird ein XILINX-FPGA
basierter Demonstrator bestehend aus 2 XUP-
Boards implementiert. Im zweiten Schritt wird
der im Morpheus-Projekt entwickelte Schaltkreis
zur Realisierung der Anwendung verwendet. Bis
zur produktreifen Anwendung der Methodik sind
noch verschiedene Probleme, wie Sicherheits-
aspekte, unterbrechungsfreie Konfiguration und
Synchronisation der Rekonfiguration zu lösen.
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Abstract
In this paper we introduce a new class library to model transformations of parallel algorithms. SYMPAD
serves as a basis to develop automated tools and methods to generate efficient implementations of such
algorithms. The paper gives an overview over the general structure, as well as features of the library. We
further describe the fundamental design process that is controlled by our developed methods.
1 Introduction
Many of todays compute intensive applications rely on efficient parallel execution to meet the requirements.
Examples are multimedia and scientific applications. Parallel processing can take place at different levels
of granularity, e.g. as compute clusters, multicore CPUs, subword parallel processing units (MMX, SSE) or
processor arrays.
However, the parallel implementation of algorithms on such architectures is not a trivial task. Compilers
can often extract only small scale parallism. Increased parallelism can be achieved with advanced program-
ming models. Those models represent the operations of the algorithms and the data dependencies between
those operations without unnecessary sequential execution information of operations. We use a model that
represents the operations in a polytope space, the so called iteration space. The model supports the class of
affine indexed algorithms (AIAs).
In this paper we describe a novel design flow that allows us to map parallel algorithms efficiently to
different target architectures supporting parallel processing [13, 8, 14]. The main focus of the paper is set on
the tool support of the design flow, which is based on our C++ class library SYMPAD. We will introduce
SYMPAD in detail.
The paper is structured as follows: First we give some motivation in Sect. 2. In Sect. 3 we describe the
algorithm and the architecture modeling features. In Sect. 5 we illustrate the use of the library in our design
flow. The paper concludes with remarks on important related work and an outlook on future work.
2 Motivation
The focus of our work is on the efficient implementation of parallel algorithms on various parallel archi-
tectures. We selected Affine Indexed Algorithms [9] as an algorithm class because it can be used to describe
a range of algorithms from signal/image processing, multimedia and scientific applications. AIAs have the
advantage that only the data processing is defined in advance. The necessary control code is added during
the final implementation phase. The control code depends on the design decisions during refinement and
the chosen target architecture. The design space for implementing AIAs is huge and hence it is not possible
to solve all issues as a self contained optimization problem. Instead, we use a structured design flow that
allows the optimal solution of associated sub-problems. Additional design exploration allows the designer to
investigate different implementations that meet the given requirements. In order to support this approach ex-
tensive tool support is necessary. The foundation of our tools is the SYMPAD library. In the design flow, the
following problems are addressed: mapping of operations to processing elements, determining an execution
schedule, mapping of data to communication and storage resources, control generation and code generation.
In our approach, the design flow consists of the steps embedding, partitioning, scheduling allocation/binding,
and implementation.
3 Structure of SYMPAD
SYMPAD is a large class library that addresses most aspects in AIA evaluation, optimization and imple-
mentation. The classes may be classified into three fundamental parts:
Base Concepts Base concepts are fundamental to both Data Models and Transfer Methods. The base
concepts provide mostly more convenient interfaces to external libraries. The library features a unified
interface to Integer Linear Program (ILP) Solvers (Glpk [11] and ILOG Cplex [7]). The interface includes
many high level functions to translate non-linear constraints to valid integer linear constraints. In the library
we make extensive use of XML as a common format for the input and output of data. In order to support
syntax checks on XML trees, a class to maintain Document Type Definitions (DTDs) is provided. The XML
import/export functions use libxml2 [5]. Most data models employ data and operations based on a rational
numbers. SYMPAD provides classes for storage and manipulation of rational numbers as well as vectors and
matrices with rational elements. The description of polyhedrons and lattices also uses rational numbers as
key elements. Operations on polyhedrons use methods provided by Polylib [3].
Data Models for Algorithm, Architecture and Intermediate Representation The data models
implement the high level models within the library. The major class describes the AIA itself. Other classes
that store the refinements are derived from the AIA class. SYMPAD provides also classes to model the target
architecture and its parameters. We provide also support for an initial version of an abstract intermediate
representation that is used to generate implementations for several target languages and platforms.
Optimization and Transfer Methods The methods implement the refinement and optimisation steps
as well as the code generation. In Sect. 5 we give an overview on implemented methods.
4 Algorithm and Architecture Description
4.1 AIA input description with .aia
The AIA can be described either in XML, which can become very lengthy even for small algorithms, or
in a domain specific language called .aia. The language only describes the specification of an AIA. In order
to execute the AIA, the design flow is used to generate an implementation of the given AIA. The syntax of
.aia is illustrated briefly with the example in Figure 1. The mathematical description of the edge detection
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y ) ∈ I11 = I7
with N =M = 48
I1 =
{
























index x; index y;
parameter N; parameter M;
[...]
array int pi[N][M] VS_GLOBAL AC_READ RE_RAM;
array int p[N][M] VS_LOCAL AC_READWRITE RE_RAM;
[...]
function inp 1; function abs 1;
gdomain { N == 47; M == 47; };
odomain { x >= 0; x <= N; y >= 0; y <= M;};
s1: p[x][y] = inp( pi[x][y]);
odomain { x >= 0; x <= N; y >= 0;y <= M;};
s2: q[x][y] = 2 * pi[x][y];
[...]
odomain { x >= 1; x <= N-1; y >= 1; y <= M-1;};
s10: v4[x][y] = abs(v3[x][y]);
odomain { x >= 1; x <= N-1; y >= 1; y <= M-1;};
s11: s[x][y] = h4[x][y] + v4[x][y];
(b) .aia notation.
Figure 1. Edge detection algorithm (EDA) as example algorithm.
algorithm (EDA) is given in Fig. 1(a). The corresponding .aia description is shown in Fig. 1(b). The keywords
index and parameter declare index and parameter variable names for the AIA. Next, the indexed variables
are declared by the keyword array. This declaration includes the variable type and information about access
and storage options. The declaration of function allows the introduction of additional operations, e.g. data
input inp or absolute value abs with one parameter each. In general the gdomain defines the space for
parameter variations — for the EDA they are fixed to M = N = 47. The odomain declares the iteration
space for the subsequently defined statement: e.g. the statement s1 is an input statement that assigns the
input variable pi to a uniform variable p.
4.2 Architecture Description
The architecture description models the key components of a processor array. The description is organized
as a hierarchy of components. The top level component is the processor array (PA), see Fig. 2(a). The PA
consists of an array of islands. Each island contains one instance of a processing element type and several
instances of channels associated to this island. Each island has a coordinate in an n-dimensional grid.
This coordinate is used to describe the neighborhood of PEs and serves as a reference coordinate of the
associated channels. The PEs perform the computation and storage of data while the channels are used for
the communication of data between PEs.
Each PE type consists of external ports and functional units (FUs), see Fig. 2(b). The external ports
connect the elements of a PE with channels in the PA architecture. FUs are instances ofmodules, see Fig. 2(b)
and Fig. 2(c). A module implements one or more datapath operations, data storage, and/or dataflow control
operations. The FU ports and external ports can be connected by wires. The modules can be attributed
with different data types on each port, datapath parameters (latency, pipeline offset) and cost parameters
(area, power).
The channel types are characterized by a set of connected endpoints and several model parameters e.g.
data type, data flow parameters (latency, pipeline offset) and cost parameters (area, power). A channel
endpoint refers to an external port of the PE placed at the endpoints’ island. The endpoint coordinates are
relative to the island in which the channel is instanced.
The aim of the architecture description is to provide architectural parameters via a general interface to
the libraries implementation methods. However, code generation, HDL generation etc. for a final implemen-
tation is performed by other methods in SYMPAD. The architecture description can be used twofold: an

















Figure 2. Elements and structure of the architecture description.
5 AIA Refinement
The methods in SYMPAD support our novel design flow to implement AIAs. The design flow consists of
several refinement steps, see Fig. 3. The AIA description follows the initial specification of the algorithm.
The description can be done either in XML or in a concise .aia language. In the library, the methods to
select suitable parameters for the refinement steps are separated from the refined AIA classes itself.
The initial description is then transformed by an embedding operation that results in an embedded AIA.
Embedding can optimize several aspects in the original AIA, e.g. communication between PEs, packing
instructions for subword parallel implementations or the size of the iteration space. The partitioning step is
used to describe the parallel and sequential execution of the iterations on the PA, hence it adapts the AIA
to the number of available PEs and observes memory and communication constraints. In the next step, the
affine statements using global operators and affine indexed variables are localized. Finally, the statements of
the localized AIA are disposed to scheduling and binding. This step assigns an execution time and functional
unit in the architecture to each operation in the localized AIA. This information is annotated to the AIA as
final AIA, from which a final implementation might be generated.
Specification Implementation
AIA AIAAIA AIA
AIA Embedded Partitioned Localized Final Intermediate
Represent.
MethodsMethodsMethods













































































































(c) Localization of input variable a
Figure 4. Algorithm transformations
5.1 Embedding
Embedding is a preprocessing step that transforms the algorithm such that it matches key criteria of
the following refinement steps. Embedding can change the iteration space of the algorithm and the data
dependencies between the statements. SYMPAD provides embedding methods with different optimization
targets. One objective is to achieve unidirectional data dependencies with embedding, as shown in Fig. 4(a)
for the EDA. They are necessary to maintain a high degree of freedom for the scheduling of iterations. In many
cases they are essential to find a valid schedule at all. Furthermore we can reduce the communication costs
by embedding. Statements may be shifted with reference to the global iteration space to reduce the length of
dependencies. After partitioning, this can result in reduced routing requirements during scheduling/binding.
The global iteration space of an AIA may be reduced by a proper alignment of the individual statements.
Reducing the global iteration space may result in shorter execution of the sequential schedule or reduced
hardware requirements.
The embedding methods generate a set of embedding parameters for a given AIA. When applied to the
AIA, the statements are shifted in the iteration space. The refinement operation re-indexes the access to
global variables such that the indexed variables deliver/receive the same data before and after the transfor-
mation.
5.2 Partitioning
Partitioning an algorithm allows the designer to adapt the algorithm to the target architecture within
the given requirements (if it is possible). By selecting appropriate partitioning parameters, the number
of used PEs (and hence, the level of parallelism) can be set. Partitioning also enables execution schemes
that use a given memory hierarchy more efficiently [10]. Hierarchical co-partitioning allows further the
introduction of multi-level parallelism, e.g. the use of subword parallel units within the PEs of a PA [16].
In SYMPAD, a model of hierarchical co-partitioning is implemented. It allows a uniform description of all
possible partitioning schemes: locally sequential/globally parallel (LSGP), locally parallel/globally sequential
(LPGS), co-partitioning and hierarchical co-partitioning by selecting appropriate parameters [10, 17]. In
order to define a partitioning, a partitioning object is filled with data describing the partition size at each
level in the hierarchy. Furthermore, the scheduling order of all dimensions in the sequential partition must be
specified. The partitioning itself allows already to approximate key design parameters: algorithm execution
time (in terms of iterations), required PEs and memory requirements. By applying the partitioning to the
AIA, the individual statements are rewritten to reflect the transformations in the AIA specification.
Figure 4(b) shows a co-partitioning of the 6x6 iteration space with 2x1 LSGP partitions (solid boxes) and
1x3 LPGS partitions (dashed boxes). The partitioned iteration space can be mapped on a linear processor
array with three PEs as shown on the right side of the figure. The succession order of the co-partitions is y
before x. The resulting calculation time for each iteration is given in the iteration points.
5.3 Localization
In AIA it is possible to describe operations that are computed over a subspace of the iteration space, so
called global operators, e.g. the Σ-operator. Similarly, one instance of an indexed variable might be used
in a subspace. In the localization step, global operators are decomposed into ordinary operations, e.g. the
Σ-operator is transformed into equivalent ’+’-operations. Instances of an indexed variable can be transferred
discretely by additional assignment operations, which can reduce the required number of I/O operations, as
shown in Fig. 4(c) for the propagation of variable a. The localization step transforms mutable into constant
data dependencies, which is a necessary prerequisite for the scheduling/binding step.
5.4 Scheduling and Binding
After partitioning, the execution scheme of the iterations within the AIA is fully specified. Now a detailed
scheduling and binding of the operations in each iteration must be found.
Currently, SYMPAD provides a method for scheduling and binding for a special class of AIAs, the sys-
tems of uniform recurrence equations (SURE). The scheduling and binding methods efficiently solve three
fundamental problems in the implementation of parallel algorithms: the data path problem, the communi-
cation problem and the I/O problem [18, 19]. The tool employing this methods read an partitioned AIA
and a description of the target architecture, see Sect. 4.2. It solves the optimization problem to determine
scheduling, binding of the given operations and the routing of data in the smallest possible iteration interval.
The result contains all information necessary to implement the algorithm on the target architecture, as it
has been shown in [15].
5.5 Implementation
The implementation of an AIA depends on the programming model of the target architecture. SYMPAD
provides two abstract intermediate representations that combines the algorithm data flow and the associated
control code. The first representation (complex intermediate representation (IR)) resembles data and control
flow based on the high level data structures used for describing the AIA itself. In addition, it also contains a
sequential order of the statements and a hierarchical basic block representation of the algorithm. The basic
blocks can be easily transfered to a more detailed representation (detailed IR) which consists only of data
and control flow operations. In this representation, it can not be differentiated between data and control
statements anymore. The detailed IR can be written as traditional C-function, which can be used for targets
using sequential C-code as programming model. This allows us to use our partitioning methods to generate a
version using subword parallel data processing. In addition, simple sequential code of the originally specified
AIA can be generated for evaluation and verification.
6 Related Work
There are only few tools that take advantage of inherent parallelism in nested loop programs. Examples
are e.g. SA-C [6], PICO [4] or PARO [2]. Other tools extract parallelism from algorithms described in
imperative languages, e.g. Handel-C [1] and SPARK [12].
However, SYMPAD provides a consistent description of the AIA at all refinement stages. The opti-
mization and parameter selection during refinement depend on the parameters of the target architecture.
SYMPAD implements state of the art methods to optimize embedding, co-partitioning, subword parallel
implementations and communication routing.
7 Conclusion
In this paper we described an extensive class library that is used to model parallel algorithms. The library
is designed to provide support for our implementation methodology for such algorithms. The library also
supports various optimization methods. The library is used to gain better understanding of the interrela-
tionships of the described refinement steps. The goal is to add more automated methods to the library that
simplify efficient implementations of AIAs.
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Implementation von Architekturkonzepten fu¨r HW-Agentensysteme
J. Schneider, M. Naggatz, T. Schmutzler und Rainer G. Spallek





Anforderungen an zuku¨nftige diensterbringende Sys-
teme sind vor allem Flexibilita¨t, Anpassungsfa¨higkeit
und Ausfallsicherheit. Eine aus der Software- (SW)
Technologie bekannte Technik zur Umsetzung solcher
Anforderungen fu¨r diensterbringende Systeme ist die
Agenten-Technologie. Ziel des Beitrages ist es, Eigen-
schaften der SW-Agentensysteme in Hardware (HW)
umzusetzen. Fu¨r die als HW-Agentensysteme bezeich-
neten diensterbringenden Systeme werden Architektur-
konzepte, deren Bereitstellung und Implementationsva-
rianten beschrieben.
1 Einleitung und Motivation
HW-Agentensysteme weisen entsprechend ihrer Vor-
bilder [1],[3] aus der SW-Technologie Eigenschaften,
wie eine von Benutzereingriffen weitestgehende un-
abha¨ngige Arbeitsweise (Autonomie), das Auslo¨sen von
Aktionen aufgrund eigener Initiativen (Proaktivita¨t),
Reaktionen auf ¨Anderungen der Umgebung (Reakti-
vita¨t) und die Kommunikation mit anderen diensterbrin-
genden Systemen (Interaktivita¨t) auf. Zusa¨tzliche Ei-
genschaften sind die Fa¨higkeit aufgrund zuvor geta¨tigter
Entscheidungen bzw. Beobachtungen zu lernen (Intel-
ligenz) oder eine Arbeitsweise im Agentenverbund als
Multi-Agent-Systeme (MAS). Weitere Klassifikations-
merkmale fu¨r Agentensysteme sind in [1],[3],[4] ange-
geben.
Fu¨r eine Umsetzung der aus der SW-Technologie
bekannten Agenteneigenschaften in HW wurde in [4]
ein Architekturkonzept fu¨r HW-Agentensysteme vor-
gestellt. Abbildung 1 zeigt dieses Konzept einer
modularen HW-Agentenarchitektur. Das fu¨r HW-
Agentensysteme geforderte Optimierungsziel, ein fle-
xibles, anpassungsfa¨higes und ausfallsicheres System
mit mo¨glichst wenig HW-Aufwand zur Verfu¨gung zu
stellen, setzt eine leistungsfa¨hige, modulare und univer-
selle Agentenarchitektur voraus. Zur Umsetzung spezi-
fischer Teile einer solchen Agentenarchitektur eignen
sich vor allem FPGAs (Field Programmable Gate Ar-
ray), da diese die gewu¨nschte Flexibilita¨t und Leis-
tungsfa¨higkeit fu¨r eine Implementation besitzen. Diese
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Abbildung 1: modulares Agentenkonzept
bare Logik (PL) bezeichnet, nehmen zur Ausfu¨hrung
der Agentenfunktionen wie z.B. die Verarbeitung von
Ein- und Ausgaben, Kommunikation, Diagnosefunktio-
nen und Aufgabenverteilung speziell angepaßte Funkti-
onseinheiten oder universelle Prozessorkerne auf. Um
eine gezielte Beeinflussung der FPGA-Konfiguration
und damit der Anpassung des HW-Agentensystems zu
erreichen, wurden in [4] und [5] speziell angepaßte Me-
thoden vorgestellt. Diese Ansa¨tze tragen wesentlich zur
Umsetzung der Selbstorganisations- und Robustheitsan-
forderungen des HW-Agenten bei.
Die weiteren Abschnitte des Beitrages sind wie
folgt organisiert: Abschnitt 2 stellt Mo¨glichkeiten
zur Aufgabenverteilung und Strukturierung von HW-
Agentensystemen vor. Abschnitt 3 beschreibt Im-
plementationsvarianten von Architekturkonzepten. Ei-
ne Konzeption eines Service-Environments fu¨r HW-
Agentensysteme zur ¨Uberwachung, Steuerung, Daten-
haltung und Strukturierung von HW-Agentensystemen
wird in Abschnitt 4 vorgestellt. Einige Schlußfolgerun-
gen werden im Abschnitt 5 diskutiert.
2 Plattform fu¨r HW-Agentensysteme
Die in Abbildung 1 dargestellte programmierbare
Logik-Einheit (PL) dient wesentlich zur flexiblen An-
passung der Agentenarchitektur fu¨r die Umsetzung des
Agentenverhaltens und der Aufgabenverteilung. Dabei
existieren zur Realsierung der Agentenstruktur und Um-
setzung der Aufgaben vielfa¨ltige Mo¨glichkeiten [4].
2.1 Aufgabenverteilung und Strukturierung
In [1],[3],[4] wird eine Zusammenfassung der
vielfa¨ltigen Arbeitsabla¨ufe in Agentensystemen gege-
ben. Zu diesen Arbeitsaufgaben geho¨ren u.a. der Infor-
mationsaustausch mit Menschen, der Systemumgebung
oder anderen Agenten u¨ber die Netzwerkschnittstelle,
Koordinationsmanagement und Aktivita¨tsmanagement,
Umsetzung aktorischer und kognitiver Fa¨higkeiten,
Fa¨higkeiten zur Planung und Planausfu¨hrung und
Mo¨glichkeiten zur ¨Uberwachung und Selbstdiagnose.
Die Abarbeitung der im Agentensystem geforder-
ten Aufgaben erfolgt durch effizient arbeitende HW-
und SW-Lo¨sungen auf parallel angeordneten System-
einheiten. Die Anordnung der Systemeinheiten kann
in unterschiedlichen gleichberechtigten nebeneinan-
derliegenden funktionalen Einheiten als
”
horizonta-
le Agentenarchitektur“ oder aber in verschiedenen




tektur“ organisiert werden. Mischformen beider Archi-
tekturansa¨tze sind fu¨r die Umsetzung von Agentensys-
temen mo¨glich [4].
2.2 Konzepte fu¨r Agentenarchitekturen
Fu¨r die Umsetzung der Agentenarchitektur auf der
programmierbaren Logik-Einheit (PL) des HW-
Agentensystems sind sowohl spezielle Verarbeitungs-
einheiten mit spezifisch festgelegter Funktion oder aber
universelle Recheneinheiten wie beispielsweise Pro-
zessorkerne nutzbar. Entsprechend der Anforderungen
an den HW-Agenten soll eine solche Agentenarchi-
tektur zusammengestellt werden ko¨nnen und nach
Konfiguration der programmierbaren Logik-Einheit fu¨r
Steuerungs- und Datenverarbeitungsaufgaben nutzbar
sein [4],[5].
Ziel ist es, die Umsetzung von Agentenfunktionalita¨t
und Selbstdiagnosefunktionalita¨t unter Verwendung von
Prozessorkernen zu erreichen. Abbildung 2 zeigt ver-
schiedene Mo¨glichkeiten fu¨r unterschiedliche Konfigu-
rationsvarianten von Agentenarchitekturen, wobei die
Bearbeitung der unterschiedlichen Funktionalita¨t sym-
bolisch durch ⊕,,⊗, dargestellt ist .
Durch Abbildung 2a wird ein Ansatz dargestellt, in
welchem die Agentenfunktionalita¨t durch einzelne von-
einander unabha¨ngig arbeitende Prozessorkerne reali-
siert wird. Die Bearbeitung einer spezifischen Agen-
tenfunktion durch mehrere Prozessorkerne ist in Ab-




















































Abbildung 2: Konzepte fu¨r Agentenarchitekturen
dung 2c spaltet einen Prozessorkern fu¨r Steuerungsauf-
gaben bzw. Diagnoseaufgaben ab. Hierdurch ko¨nnen
beispielsweise ¨Uberwachungsfunktion und Selbstdia-
gnosefunktionalita¨t bzw. das Management der Aufga-
benverteilung fu¨r die einzelnen Prozessorkerne realisiert
werden. Der Lo¨sungsansatz in Abbildung 2d a¨hnelt dem
Lo¨sungsansatz in 2c. Hier werden allerdings aufgaben-
spezifische Funktionseinheiten gesteuert bzw. mit Da-
tenstro¨men versorgt. Ein Beispiel fu¨r eine parallele Rea-
lisierung von Steuerfunktionalita¨t und Datenstromverar-
beitung durch Integration aufgabenspezifischer Funkti-
onseinheiten wird in Abbildung 2e angegeben. Prozes-
sorkern und aufgabenspezifische Funktionseinheiten ar-
beiten hier autonom. Eine reine Datenstromverarbeitung
durch aufgabenspezifische Funktionseinheiten zeigt Ab-
bildung 2f.
Zur nachfolgenden weiteren Betrachtung in diesem
Beitrag ist vor allem der Fall in Abbildung 2a fu¨r ei-
ne Implementation interessant. Als Grundlage zur Um-
setzung dieser Architektur dient eine leistungsfa¨hige
RISC-Microprozessor Architektur, welche an die 8-Bit
Atmel AVR-Microprozessor Architektur angelehnt ist.
Basierend auf einer modularen Konzeption lassen sich
verschiedene Agentenarchitekturen individuell zusam-
menstellen und generativ erzeugen.
3 Implementation von HW-Agenten
Ein Ansatz, mo¨glichst flexible HW-Agentensysteme mit
autonomen und selbstregulierenden Eigenschaften zu
gestalten, ist die Bereitstellung und Umsetzung vorher
genannter HW-Agentenarchitekturen unter Verwendung
programmierbarer Prozessorkerne.
3.1 Architekturmerkmale
Basis der vorgestellten HW-Agentenarchitekturen bil-
det ein Prozessorkern A8M mit einer Verarbeitungsbrei-
te von 8 Bit, wobei die Befehlssatzarchitektur der des
Atmel ATmega8/16/32 Microprozessors entspricht [6].
Das Konzept dieses Microprozessors wurde modular
ausgelegt, so daß es mo¨glich ist, die beno¨tigten HW-
Agentenarchitekturen genau den gewu¨nschten Erforder-
nissen anzupassen.
Eine minimale Implementation eines solchen Pro-
zessorkerns besteht aus Steuerwerk, Rechenwerk, Be-
fehlsdekoder, internem Speicher/Registerfile und einem
Ein- und Ausgabeport B. Alle weiteren Komponenten
sind optional entsprechend der gegebenen Anforderun-
gen zuschaltbar.
Merkmale eines voll ausgestatteten A8M sind ei-
ne Taktgeschwindigkeit von 64 MHz, flexible Fest-
legung von bis zu 6 I/O-Ports, Watchdog-Timer, 8
Bit Timer/Counter, UART, Interrupt-Einheit, 8 Bit
ALU mit HW-Multiplizierer, Registerfile mit 32 uni-
versell nutzbaren Arbeitsregistern, 64 I/O-Register und
1952x8 Bit internem Speicher. Zusa¨tzlich wurden Si-
gnale eingefu¨hrt, um eine interne Fehleru¨berwachung
durchfu¨hren zu ko¨nnen. An diese Signale sind Kompo-
nenten zur Fehlersuche und ¨Uberwachung anzuschlie-
ßen, welche die Grundlage von Selbstdiagnosefunk-
tionen des HW-Agentensystems bilden. Abbildung 3















































PORT D PORT E PORT F









PORT B PORT CPORT A
























Nachfolgende Tabelle 1 zeigt eine Gegenu¨berstellung
von Syntheseergebnissen der beiden HW-Agenten-
architekturvarianten fu¨r einen Xilinx Spartan-3
xc3s1000 FPGA.
min. A8M max. A8M
Logic Utilization Used Area Used Area
# of Slices 490 6% 733 9%
# of FlipFlops 114 0% 419 2%
# of 4 input LUTs 921 5% 1374 8%
# of bonded IOBs 40 23% 100 57%
# of BRAM 1 4% 1 4%
# of MULT 18x18 1 4% 1 4%
# of GCLKs 1 12% 2 25%
Tabelle 1: Syntheseergebnisse des A8M-Kerns
3.2 Generative Bereitstellung
Der modulare Entwurf der HW-Agentenarchitektur er-
laubt eine individuelle Zusammenstellung des HW-
Agentensystems. Dadurch sind spezielle Systemanpas-
sungen des HW-Agentensystems an die gegebenen Er-
fordernisse mo¨glich. Um HW-Agentensysteme automa-
tisiert in ihrer Funktion und Struktur anzupassen oder
entsprechend zu kombinieren wurde eine Generator-
Software entwickelt. Abbildung 4 verdeutlicht die Ar-
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Abbildung 4: Generierung der A8M-Architektur
lassen sich die in das HW-Agentensystem zu integrie-
renden Komponenten auswa¨hlen und anschließend zu-
sammenschalten. Funktionen wie z.B. die Aktivierung
interner Testsignale kann ein- bzw. ausgeschalten wer-
den.
Grundlage der Generator-SW bildet die eigens ent-
wickelte Scriptssprache AMB (Agent Model Builder),
welche neben der modularen Anpassung der Entwu¨rfe
auch eine Verarbeitung des Intel HEX-Formates zum
Befu¨llen der Programmspeicher der Microprozessorker-
ne und das Anzeigen der hierarchische Abha¨ngigkeiten
des Entwurfes der HW-Agentenarchitektur ermo¨glicht.
3.3 Selbstdiagnosefunktionen
Um HW-Agentensysteme gegenu¨ber Fehlern
und Systemausfa¨llen robuster zu gestalten ist es
mo¨glich, in die HW-Agentenarchitekturen Test- und
¨Uberwachungskomponenten bei Bedarf einzubin-
den. Diese Test- und ¨Uberwachungskomponenten
ermo¨glichen eine Selbstu¨berwachung und die dadurch
bestehende Mo¨glichkeit zur Einleitung der Selbstrepe-
ratur des HW-Agentensystems. Fu¨r den Anschluß dieser
Komponenten wurden aus dem Prozessorkern spezielle
Test- und Diagnosesignale herausgefu¨hrt. Durch diese
Umsetzungsvariante verla¨uft die Fehleru¨berwachung
und Diagnose parallel zu den fu¨r die Erfu¨llung der
Agentenfunktionen verwendeten Microprozessorker-
nen. Die Testkomponenten realisieren eine Fehlervor-
verarbeitung und stehen in direkter Verbindung mit den
Serviceprozessoren. Die evtl. auftretenden Fehlerer-
gebnisse werden an diese weitergereicht. Vorteil dieser
Verfahrensweise ist die durch die Testkomponenten
realisierte Zwischenschicht (Wrapper) einer abstrakten
Fehlerbehandlung fu¨r die Serviceprozessoren. Abbil-
dung 5 verdeutlicht das Konzept zur Selbstdiagnose
in HW-Agentensystemen, welches aus einem A8M-
Serviceprozessor und vier A8M-Prozessorkernen mit
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Abbildung 5: Prinzip der Selbstdiagnose
Serviceprozessoren
Die Serviceprozessoren sind zentraler Bestandteil
des HW-Agentensystems und werden zur Steuerung
und Selbstdiagnose eingesetzt. Vorzugsweise kom-
men fu¨r Serviceprozessoren die minimierten A8M-
Prozessorkerne zur Anwendung. Sie ko¨nnen einzeln
oder mehrfach in den HW-Agenten eingebunden wer-
den. Eine redundante Auslegung der Serviceprozesso-
ren im HW-Agentensystem macht Sinn und vermin-
dert die Wahrscheinlichkeit von Ausfa¨llen des HW-
Agentensystems. Abbildung 6 zeigt ein Konzept zur
Realisierung zweier sich selbst u¨berwachender Service-
prozessoren.
Reagiert ein HW-Agentensystem aufgrund schwer-
wiegender Systemfehler nicht mehr, dann dienen Ser-
viceprozessoren als wesentliches Hilfsmittel fu¨r die
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Abbildung 6: Diagnose von Serviceprozessoren
Fehlerbehandlung. Diese initiieren ohne Eingriff des
Benutzers die Abarbeitung einer Fehlerroutine. Die
eigentliche Fehlerroutine wird als SW abgearbeitet
und kann somit fu¨r verschiedene Problemfa¨lle in-
dividuell erstellt werden bzw. ist leicht a¨nderbar.
Bezu¨glich der ¨Uberwachungsfunktion sind zwei ver-
schiedene Arbeitsmodi mo¨glich. Eine Mo¨glichkeit
ist eine vollsta¨ndige komplett parallele Arbeitswei-
se der Serviceprozessoren. Die andere Mo¨glichkeit
besteht darin, einen der Serviceprozessoren in den
IDLE-Mode zu versetzen, wa¨hrend der andere die
Systemu¨berwachung u¨bernimmt. Im Fall eines Aus-
falls des u¨berwachenden Serviceprozessors u¨bernimmt
der andere die ¨Uberwachungs- und Diagnosefunkti-
on des HW-Agentensystems. Serviceprozessoren arbei-
ten unabha¨ngig von den A8M-Microprozessoren zur
Ausfu¨hrung der Agentenfunktionalita¨t.
Neben der Realisierung der ¨Uberwachungs- und Dia-
gnosefunktionen werden die Serviceprozessoren auch
noch dazu genutzt, Aufgaben an die zur Realisie-
rung der Agentenfunktionalita¨t vorhandenen A8M-
Prozessorkerne zu verteilen. Dazu wird der zur Abarbei-
tung bestimmte Programmcode in den Programmspei-
cher des jeweiligen A8M-Prozessorkerns durch den Ser-
viceprozessor geschrieben.
Selbsttest: Interrupt Check
Die A8M-Architektur besitzt entsprechend seinem
Vorbild, der Atmel AVR-Architektur Interrupts und
Mo¨glichkeiten zur Interruptbehandlung [6]. Externe In-
terrupts werden an den Pins INT0, INT1 und INT2 aus-
gelo¨st. Durch diese Pins wird eine der ¨Uberwachungs-
und Diagnosefunktionen des A8M-Prozessorkerns reali-
siert.
Duch Auslo¨sen eines Interrupts wird ein internes
Testprogramm mit festgelegtem Ablauf, Ein- und Aus-
gaben gestartet. Die Selbsttestkomponente
”
Interrupt
Check (IC-Komponente)“ ku¨mmert sich selbststa¨ndig
um den Start eines Tests und dessen Auswertung. Ab-
bildung 7 zeigt die Integration dieser Selbsttestkompo-
nente in die A8M-Architektur.
Die IC-Komponente besitzt einen mit 1 MHz getak-
teten Timer, welcher bei Ablauf ein Interruptsignal an








































Abbildung 7: Test durch IC-Komponente
zessor wird der in der IC-Komponente enthaltene Ver-
gleichsspeicher mit Werten der zu erwartenden Tester-
gebnisse und des Timerwertes versorgt. Wird ein neu-
er Test durch die IC-Komponente gestartet, dann wird
zuerst der Timerwert gelesen. Sollte der Test des A8M-
Prozessorkerns la¨nger als die vorgegebene Zeitspanne
dauern, dann wird der Serviceprozessor mit einem Feh-
lerhinweis informiert. Der eigentliche Testablauf la¨uft
so ab, daß die aus dem A8M-Prozessorkern kommen-
den Werte mit den Werten im Vergleichsspeicher der IC-
Komponente verglichen werden. Tritt ein Unterschied
auf, wird das als Fehler interpretiert und wiederum wird
der Serviceprozessor informiert.
Selbsttest: Watchdog Observer
Die im A8M-Microprozesserkern implementierte
Watchdog-Funktionalita¨t stellt fu¨r die Selbsttestkom-
ponente
”
Watchdog Observer (WO-Komponent)“ ein
internes Signal des Watchdog-Reset zur Verfu¨gung.
Abbildung 8 zeigt die Integration dieser Selbsttestkom-





















Abbildung 8: Test durch WO-Komponente
Wird vom A8M-Microprozesserkern ein Watchdog-
Reset veranlaßt, dann folgt ein durch den Watchdog-
Timer ausgelo¨ster globaler Reset des A8M-
Microprozesserkerns. Soll es nicht zum Watchdog-
Reset kommen, dann muß der Watchdog-Timer recht-
zeitig zuru¨ckgesetzt werden. La¨uft der Watchdog-Timer
ab, wird der globale Reset ausgelo¨st.
Die WO-Komponente stellt eine Erweite-
rung der Watchdog-Funktionalita¨t des A8M-
Microprozesserkerns dar. Die WO-Komponente
besitzt einen internen 2 Bit Za¨hler der die ausgelo¨sten
Watchdog-Resets mitza¨hlt. Dieser Za¨hler bewirkt
folgende Ereignisse:
• 2x Watchdog-Reset: veranlassen, daß der Be-
fehlsspeicher neu geladen wird und es erfolgt
nach dem Neuladen ein globaler Reset des A8M-
Microprozesserkerns durch den Serviceprozessor.
• 4x Watchdog-Reset: veranlassen, daß das HW-
Agentensystem neu konfiguriert wird.
Durch die WO-Komponente lassen sich vor allem Sys-
temfehler eingrenzen, welche auf einen internen Feh-
ler in der Reset-Struktur oder auf einen permaneten
Fehler in der Programmstruktur (z.B. Endlosschleife)
zuru¨ckzufu¨hren sind.
Die Funktionalita¨t dieser WO-Komponente ist durch
zusa¨tzliches Auswerten von Za¨hlerereignissen bzw.
durch Erweiterung der Bitbreite des Za¨hlers beliebig er-
weiterbar.
Selbsttest: Module Observer
Eine ¨Uberwachung der internen Steuersignale des A8M-
Microprozesserkerns wird von der Selbsttestkomponen-
te
”
Module Observer (MO-Komponente)“ vorgenom-
men. Abbildung 9 zeigt die Integration dieser Selbsttest-






















Abbildung 9: Test durch MO-Komponente
Die zu u¨berwachenden Signale sind hierbei der Be-
fehlsza¨hler und die der Steuerwerksbefehle und des Re-
chenwerks. Diese Werte werden in einem Trace Fi-
le aufgezeichnet. Es kann 16 Werte aufnehmen und
wird dazu genutzt, um den Fehlerzustand vor der
Fehlerbehandlung auszulesen. Weiterhin wird von der
MO-Komponente kontrolliert, ob die letzten vier Be-
fehlsza¨hler unterschiedlich sind. Sind vier Befehlsza¨hler
gleich, dann kann davon ausgegangen werden, daß sich
der A8M-Microprozesserkern in einer Endlosschleife
befindet. Werden vier gleiche Befehlsza¨hler erkannt,
dann kann die SW im Serviceprozessor entscheiden, wie
der Fehler behandelt wird. Fu¨r die Fehlerbehandlung be-
steht wiederum die Mo¨glichkeit, einen Reset am rele-
vanten A8M-Microprozesserkern auszulo¨sen oder aber
das HW-Agentensystem neu zu konfigurieren.
3.4 Multikernarchitektur
Entsprechend der Abbildung 2 findet eine Umsetzung
der Agentenfunktionalita¨t durch den Einsatz program-
mierbarer Prozessorkerne statt. Um eine mo¨glichst ef-
fektive Arbeitsweise im HW-Agenten zu gewa¨hrleisten,
ist der parallele Einsatz mehrerer A8M-Prozessorkerne
mo¨glich.
Um die Verwendung der entwickelten HW-
Agentenarchitektur deutlich zu machen, zeigt Ab-
bildung 10 ein Implementationsbeispiel bestehend
aus:
• 2x A8M-Microprozesserkern mit jeweils einem
Dual-Port RAM,




• 1x Clock Reset Manager.
Die Anbindung der Selbsttest-Komponenten wurde fu¨r
dieses Implementationsbeispiel willku¨rlich gewa¨hlt. Ei-
ne Einbringung der in Abschitt 3.3 vorgestellten Selbst-
testkomponenten pro A8M-Microprozesserkern wa¨re
ebenfalls mo¨glich. Zur Erho¨hung der Ausfallsicherheit
kann entsprechend der Abbildung 6 ein zweiter Service-





































Die Auswertungen der Selbsttestkomponenten wer-
den direkt an den Serviceprozessor gemeldet, wel-
cher ggf. fu¨r eine Fehlerbehandlung genutzt wer-
den kann. Weiterhin ist der Serviceprozessor fu¨r eine
Aufgabenverteilung innerhalb des HW-Agentensystems
zusta¨ndig. Er la¨dt die Befehlsspeicher des jeweiligen
A8M-Microprozesserkerns. Der Clock Reset Manager
stellt die beno¨tigten Takte und das Systemreset zur
Verfu¨gung.
In Tabelle 2 ist das Syntheseergebnis zur Implemen-
tation auf einem Xilinx Spartan-3 xc3s1000 FPGA der
in Abbildung 10 dargestellten Agentenarchitektur auf-
gezeigt. Das implementierte HW-Agentensystem nimmt
etwa 21% auf der verwendeten programmierbaren Lo-
gik ein. Je nach bestehenden Anforderungen ist bei
Verwendung eines Xilinx Spartan-3 xc3s1000 FPGA
noch genu¨gend Platz fu¨r Erweiterungen durch z.B. Hin-
zufu¨gen weiterer A8M-Microprozesserkerne mo¨glich.
HW-Agentensystem
Logic Utilization Used Area
# of Slices 1633 21%
# of FlipFlops 531 3%
# of 4 input LUTs 3110 20%
# of bonded IOBs 37 21%
# of BRAM 6 25%
# of MULT 18x18 3 12%
# of GCLKs 2 25%
# of DCMs 1 25%
Tabelle 2: Syntheseergebnisse des HW-Agenten
Wird hingegen ein kleinerer Vertreter der Spartan-3 Fa-
milie, der xc3s200 FPGA verwendet, dann wird mit dem
in Abbildung 10 dargestellten HW-Agentensystem ei-
ne Auslastung der programmierbaren Logik um 85%
erreicht. Eine Gegenu¨berstellung des Ressourcenver-
brauchs fu¨r den Xilinx Spartan-3 xc3s1000 und xc3s200
FPGA zeigt Abbildung 11. Gegenu¨bergestellt werden
die Fla¨chenauslastung bzgl. des minimal und maximal
ausgestatteten A8M-Microprozesserkerns, Einzel- und
Dualprozessorsystems und des HW-Agentensystems
entsprechend Abbildung 10. Durch das modulare Kon-
Abbildung 11: Syntheseergebnisse
zept ist eine effiziente Auslastung der programmierba-
ren Logik mo¨glich und das HW-Agentensystem kann




Fu¨r Netzwerke, bestehend aus mehreren HW-
Agentensystemen, bedarf es einer zentralisierten
Verwaltung. Ein solches Managementsystem bewa¨ltigt
Verwaltungs- und Steuerungsaufgaben und soll die
Ausfallsicherheit durch Redundanz erho¨hen.
4.1 Systemkonzept
HW-Agentensysteme, welche nach einem Architek-
turansatz entsprechend der Abbildung 1 implemen-
tiert sind, besitzen durch ihren Netzzugang Verbin-
dung zu anderen HW-Agenten bzw. zu ihrer Um-
welt. Durch die Mo¨glichkeit der Vernetzung beste-
hen vielfa¨ltige Mo¨glichkeiten zur Zusammenarbeit zwi-
schen den HW-Agentensystemen. Fu¨r das Manage-
ment der HW-Agentensysteme und der im Hinblick auf
die mit HW-Agentensystemen in Verbindung stehenden






sys“ (Agent Management System) entwickelt. Abbil-































































































Zu diesen Aufgaben geho¨ren in erster Linie die Verwal-
tung von HW-Agentensystemen in dedizierten Agen-
tennetzwerken. Von den im Netzwerk identifizierten
HW-Agentensystemen sollten ihr Systemstatus (rech-
nend, rechenbereit, blockiert) und ihre jeweilige Sys-
temkonfiguration (z.B Anzahl Ausfu¨hrungseinheiten,
Programm- und Datenspeicher, Kapazita¨t und Typ der
programmierbaren Logik, ... ) bekannt sein. Ausfa¨lle
von HW-Agentensystemen sollten fru¨hzeitig bemerkt
werden, so daß eine Aufgabenumverteilung auf andere
HW-Agentensysteme erfolgen kann.
Um mehreren HW-Agentensystemen eine gemeinsa-
me Aufgabe zur Lo¨sung zu u¨bergeben, ist eine Gruppie-
rung der HW-Agentensysteme mitunter sinnvoll. Durch
die
”
Service Environment“-SW lassen sich solche vir-
tuellen Gruppierungen wie die Bildung von hierarchi-
schen Baumstrukturen (siehe Abbildung 13 a) oder
gleichberechtigten HW-Agentenstrukturen (siehe Ab-
bildung 13 b) erreichen.
b)a)
Abbildung 13: Gruppierungen von HW-Agenten
Ein weiterer wichtiger Punkt ist die Kommunikation
zwischen den HW-Agentensystemen. Damit eine Koor-
dination dieser Kommunikation erfolgen kann, verla¨uft
diese u¨ber die
”
Service Environment“-SW. Die eigent-
liche Kommunikation erfolgt u¨ber eine einfache Script-
sprache.
Durch eine Datenbankanbindung ist es mo¨glich,
die Verwaltung von beispielsweise HW-Agenten-
Konfigurationen, Konfigurationsdaten zur Adaption
der programmierbaren Logik, SW-Programme zur
Abarbeitung auf den Microprozessorkernen und
Ausfu¨hrungspla¨nen zur Lo¨sung bestimmter Aufgaben
vorzunehmen. Auf diese Daten kann durch die
”
Service
Environment“-SW zugegriffen werden und sie sind
dadurch fu¨r alle HW-Agentensysteme verfu¨gbar.
Die
”
Service Environment“-SW wird u.a. zur Ver-
waltung der Konfigurationsdaten und Programmda-
ten verwendet. Entsprechend der von den HW-
Agentensystemen kommenden Anforderungen werden
Konfigurationsdaten fu¨r die programmierbare Logik be-
reitgestellt. Nach der Konfiguration von beispielsweise
Microprozessorkernen kann vom HW-Agentensystem
entspechende SW zur aktuellen Problemlo¨sung angefor-
dert werden.
Neben der Verwaltung und Administration von
HW-Agentensystemen existieren zusa¨tzlich virtuelle
Agentensysteme, welche das Verhalten realer HW-
Agentensysteme nachbilden. Durch den Start mehrerer
solcher virtueller Agentensysteme kann die Zusammen-
arbeit mehrerer Agentensysteme simuliert werden.
Die
”
Service Environment“-SW stellt eine graphische
Benutzerschnittstelle zur Verfu¨gung, u¨ber welche Sta-
tusabfragen, Informationsausgaben und Nutzereingaben
mo¨glich sind.
5 Zusammenfassung und Ausblick
In diesem Beitrag wurde die Implementation von
HW-Agentenarchitekturkonzepten beschrieben. Diese
basieren auf dem A8M-Microprozessorkern, welcher
an die Atmel AVR (Atmega8/16/32) Architektur an-
gelehnt ist. Das HW-Agentenarchitekturkonzept kann
SW-basiert generativ bereitgestellt werden und kann
als Multi-Kern-System arbeiten. Dabei ist eine Tren-
nung der A8M-Microprozessorkern-Funktionalita¨t in
Serviceprozessoren und A8M-Microprozessorkerne zur
Ausfu¨hrung der Agentenfunktionalita¨t mo¨glich. Zur
Erho¨hung der Ausfallsicherheit ko¨nnen in den A8M-
Microprozessorkern zusa¨tzlich unterschiedliche Selbst-
testkomponenten implementiert werden. Fu¨r das Ma-
nagement von HW-Agentensystemen wurde eine in
der Programmiersprache Java erstellte
”
Service En-
vironment“-SW vorgestellt. Diese wird zur Ver-
waltung, ¨Uberwachung und Organisation von HW-
Agentensystemen genutzt.
Zuku¨nftige Arbeiten zielen vor allem auf den
praktischen Einsatz der HW-Agentenarchitektur
ab. Zusa¨tzlich werden weitere Ansa¨tze entwickelt,
welche als Selbsttestkomponenten in den A8M-
Microprozessorkern implementiert werden ko¨nnen.
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Zeitbeschränkte Ablaufplanung mit Neuronalen Netzen
für Geclusterte VLIW-Prozessoren
Sebastian Scholz, Mario Schölzel, Peter Bachmann
{sscholz | mas | peter.bachmann}@informatik.tu-cottbus.de
Institut für Informatik, Brandenburgische Technische Universität Cottbus
Zusammenfassung: Es wird ein Ansatz zur zeitbe-
schränkten Ablaufplanung für VLIW-Prozessoren
mit neuronalen Netzen vorgestellt. Bestehende Ar-
beiten werden dahingehend erweitert, dass der Da-
tenpfad des Prozessors über heterogene funktionale
Einheiten verfügen und geclustert sein darf. Es wer-
den zwei Varianten zur Lösung des Problems ange-
geben, deren Qualität mit einem heuristischen
Ansatz verglichen wird und Schlussfolgerungen be-
züglich der Nutzbarkeit neuronaler Netze gezogen.
1 Einleitung
Die Anforderungen an Prozessoren in eingebetteten
Systemen nehmen bezüglich der erforderlichen Ver-
arbeitungsgeschwindigkeit stetig zu. Gleichzeitig
macht der mobile Einsatz solcher Systeme einen
geringen Stromverbrauch erforderlich. Beide Ziele
können unter anderem durch eine parallele Abar-
beitung der Anwendung auf Instruktionsebene durch
den Prozessor erreicht werden, da dadurch dessen
Taktfrequenz reduziert werden kann und gleichzeitig
eine hohe Verarbeitungsgeschwindigkeit garantiert
ist. Die schematische Darstellung eines solchen Pro-














Abbildung 1.1: Modell eines geclusterten VLIW-Prozessors.
Die dargestellten funktionalen Einheiten (FUs) füh-
ren parallel die Operationen der Anwendung aus.
Können alle FUs dieselben Operationen ausführen,
dann handelt es sich um homogene FUs, andernfalls
um heterogene. Die FUs sind zu Clustern zusam-
mengefasst, damit nicht zu viele FUs auf dieselbe
Registerbank zugreifen müssen, da die Erhöhung der
Anzahl der Lese- und Schreibports in einer Regis-
terbank zu einem kubischen Anstieg ihres Platz- und
Stromverbrauches führt [8].  Über ein externes Ver-
bindungsnetzwerk können Daten zwischen den Re-
gisterbänken verschiedener Cluster ausgetauscht
werden. Das abgearbeitete Programm ist statisch
durch den Compiler geplant, so dass bereits zur Ü-
bersetzungszeit der Abarbeitungszeitpunkt jeder
Operationen (Ablaufplan) sowie deren Zuordnung
zu einer FU (Bindung) und zu einem Cluster
(Clusterung) festgelegt wird. Da häufig bereits von
Beginn an fest steht, welche Anwendung in einem
eingebetteten System abgearbeitet wird, können die
Parameter des geclusterten VLIW-Prozessors bereits
vor dessen Fertigung an die Erfordernisse der An-
wendung angepasst werden, um bei geringem
Strom- und Platzverbrauch die erforderliche Ausfüh-
rungsgeschwindigkeit zu erreichen. Hierfür ist je-
doch eine detaillierte Analyse der Anwendung
erforderlich, um die benötigten Ressourcen (aus-
führbare Operationen in jeder FU, Clusteranzahl,
FU-Anzahl je Cluster) des Prozessors zu bestimmen.
Die Anwendung wird dabei als Menge von Basis-
blöcken aufgefasst, wobei ein Basisblock ein ge-
richteter azyklischer Graph (V, E, type) mit der
Kantenmenge E ist, in dem jeder Knoten aus V
durch die Funktion type mit einer Operationsart aus
der Menge O beschriftet ist. 
Das Optimierungsproblem der zeitbeschränkten
Ablaufplanung auf Basisblockebene besteht in der
Erzeugung einer Clusterung, Bindung und eines
Ablaufplans mit einer vorgegebenen Länge zu jedem
Basisblock, so dass dieser Ablaufplan von einem
Prozessor mit minimalem Ressourceneinsatz abge-
arbeitet werden kann. In diesem Artikel wird die
Nutzung von Neuronalen Netzen zur Lösung dieses
Optimierungsproblems der zeitbeschränkten Ablauf-
planung beschrieben und untersucht. In [5, 6] wer-
den Neuronale Netze bereits zur Optimierung von
Ablaufplänen für ungeclusterte VLIW-Prozessoren
mit homogenen FUs genutzt. Der hier untersuchte
Ansatz erweitert diese Ansätze auf geclusterte
VLIW-Prozessoren mit heterogenen FUs. Die er-
zielten Ergebnisse werden mit den Ergebnissen eines
existierenden heuristischen Lösungsansatzes [7]
verglichen und bewertet. 
2 Grundlagen
Zur Lösung des Optimierungsproblems wird ein
stetiges Hopfield-Netz verwendet, da dieser Netztyp
nicht trainiert werden muss. Ein stetiges Hopfield-
Netz ( , , , )N w act θ  ist ein gerichteter Graph mit der
Knotenmenge N (den Neuronen), der Kantenmenge
K = N × N, der Kantengewichtungsfunktion w, der
streng monoton steigenden Aktivierungsfunktion
act und neuronenspezifischer Schwellwerte θi. Jedes
Neuron i besitzt eine Eingabe ui und eine Ausgabe
xi = act(ui). Die Änderung der Eingabe ui ist für
hinreichend kleine Zeitintervalle ∆t definiert als
( , )
(( , ))i j i
j i K
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und ergibt sich aus den um den neuronenspezifi-
schen Schwellwert θi verringerten mit w gewichteten
akkumulierten Ausgaben der Vorgänger des Neu-
rons i. Es sei xG  = (x1,…,x|N|) der Vektor der Ausga-
ben der Neuronen eines Netzes. Ausgehend von
einem beliebigen Startvektor xG  wird die Ausgabe
beliebiger Neuronen neu berechnet und es ist sicher-
gestellt, dass das Netz einen stabilen Zustand er-
reicht, in dem sich für kein Neuron die Ausgabe
nach einer Neuberechnung ändert [3]. Hat ein
Hopfield-Netz diesen stabilen Zustand erreicht, dann
ist xG  ein lokales Minimum der zu diesem Netz ge-
hörenden quadratischen Energiefunktion 
1( ) (( , ))
2 i j i ij N i N i N
E x w i j x x xθ
∈ ∈ ∈
= − ⋅ ⋅ + ⋅∑∑ ∑G (2.2)
Diese Eigenschaft wird genutzt, um mittels
Hopfield-Netzen ein Optimierungsproblem zu lösen
[4]. Durch Differenzieren der Energiefunktion nach
xi ergibt sich 
( , )
( ) (( , )) ij i
j i Ki
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Um die Änderung der Eingabe ∆ui eines Neurons i
zu berechnen, müssen somit die Kantengewichte w
und neuronenspezifischen Schwellwerte θi nicht
bekannt sein, sondern es genügt die Kenntnis einer
differenzierbaren quadratischen Energiefunktion.
Die Ausgabe eines Neurons kann dann durch
xi = act(ui + ∆ui) aktualisiert werden. In [2, 10]
wurde gezeigt, dass sich dieses Modell auch auf
Energiefunktionen höherer Ordnung anwenden lässt.
Sehr häufig sind bei einem Optimierungsproblem
Randbedingungen zu beachten. Insbesondere Rand-









für die Ausgaben der Neuronen {n1, …, nm} mit
xj ∈ [0, 1] lassen sich in einem neuronalen Netz


























2. für T → 0:
1,  falls  für alle {1, } { }
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Beide Eigenschaften gemeinsam sichern also ab,
dass von allen Neuronen das Neuron mit der größten
Ausgabe den Ausgabewert 1 erhält und alle anderen
Neuronen den Ausgabewert 0, wodurch diskrete
Optimierungsprobleme modelliert werden können.
Um T gegen 0 streben zu lassen, wird die Simulati-
on des neuronalen Netzes mit T := T0 begonnen und
nach erreichen eines stabilen Zustandes erneut mit
T := T ⋅ dect, wobei dect ∈ (0,1) gestartet, bis T
einen vorgegebenen Wert unterschreitet.
3 Optimierungsproblem
Zur Lösung des Optimierungsproblems der Cluste-
rung, Ablaufplanung und Bindung wurden zwei
Varianten untersucht:
1. Gekoppelte Ablaufplanung und Bindung vor der
Clusterung, 
2. Nicht gekoppelte Ablaufplanung, Clusterung
und Bindung in dieser Reihenfolge.
In den folgenden zwei Abschnitten werden die E-
nergiefunktionen, die in den beiden Varianten zur
Optimierung verwendet und wie in Formel (2.3)
dargestellt noch differenziert werden müssen, ange-
geben. Abschließend werden die Ergebnisse, die
unter deren Verwendung berechnet wurden, angege-
ben sowie andere Varianten zur Formulierung der
Optimierungsprobleme diskutiert.
3.1 Variante 1 (V1)
In dieser Variante wird die Ablaufplanung und Bin-
dung gekoppelt  vor der Clusterung durchgeführt. 
3.1.1 Ablaufplanung und Bindung
Zur Lösung des Optimierungsproblems der gekop-
pelten zeitbeschränkten Ablaufplanung und Bindung
muss eine Anordnung der Operationen des Basis-
blocks im Ablaufplan der Länge len gefunden wer-
den, so dass die Anzahl der parallel ausgeführten
Operationen minimal ist (O1), die Gesamtkosten der
Operatoren in den FUs des Prozessors minimiert
wurden (O2), die geplanten Operationen die Daten-
abhängigkeiten aus dem Basisblock einhalten (R1),
zu jedem Zeitpunkt durch jede FU nur eine Operati-
on ausgeführt wird (R2), jede Operation genau ein-
mal ausgeführt wird (R3) und die vorgegebene
Ablaufplanlänge len eingehalten wird. Bestimmt
wird für jede Operation ein Startzeitpunkt
(start : V → {1,…,len}) und eine Bindung an eine
FU (fu : V → F). Zur Lösung wird ein neuronales
Netz mit den Neuronen ,tv ax  verwendet, wobei
,
k
v ax  ∈ [0, 1] die Wahrscheinlichkeit angibt, dass die
Operation v zum Zeitpunkt a von der FU k ausge-
führt wird. Die Randbedingung R1 wird durch die,
in die Energiefunktion eingehende Straffunktion 
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abgesichert, wobei F eine Menge funktionaler Ein-
heiten und lat(v) die Anzahl der Takte zur Abarbei-
tung der Operation v (Latenzzeit) ist. Wird eine von
v abhängige Operation u niemals überlappend mit v
ausgeführt, dann hat Formel (3.1) ihr globales Mi-
nimum 0 erreicht und R1 ist sichergestellt. Die
Randbedingung R2 wird durch die Straffunktion
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umgesetzt. Ist eine Operation u von der Operation v
abhängig, so ist bereits durch (3.1) gegesichert, dass
beide Operationen nicht gleichzeitig ausgeführt wer-
den können. Im anderen Fall ist das Produkt genau
dann 0, wenn zu jedem Zeitpunkt, an dem die Ope-
ration v abgearbeitet wird, keine andere nicht abhän-
gige Operation durch dieselbe FU abgearbeitet wird.
Die Randbedingung R3 lässt sich realisieren, indem
für jedes v ∈ V die Ausgangswerte ,kv ax  für alle
























definiert sind. Dadurch ist abgesichert, dass die Ope-
ration v zu genau einem Zeitpunkt von genau einer
FU abgearbeitet wird. Das Optimierungsziel O1
kann als Zielfunktion 
1 ,
1
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höherer Ordnung formuliert werden. Wird die FU k
verwendet, dann gibt es mindestens ein ,kv ax  = 1.
Damit wird das Produkt 0 und der Summand für k 1.
Wird dagegen keine Operation von der FU k ausge-
führt, dann sind alle ,kv ax = 0. Damit ist das Produkt 1
und der Summand für k wird 0. Je weniger FUs also
verwendet werden, desto kleiner ist die Summe. Das
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formuliert werden1. Falls eine FU k eine Operation
der Art t ausführen muss, dann gibt es ein ,kv ax = 1.
Das Produkt wird wiederum 0 und der Term in der
äußeren Klammer 1. Dadurch gehen die Operator-
kosten c(t) in die Summenbildung ein. Wird dage-
gen in der FU k keine Operation der Art t
ausgeführt, dann sind auch alle ,kv ax = 0. Der Term in
der äußeren Klammer wird damit 0 und die Opera-
torkosten auch.
                                                          
1 Für eine Funktion f bezeichne f –1(y) die Menge der
Urbilder von y.
Die angegebenen Ziel- und Straffunktionen werden,
mit entsprechenden Faktoren gewichtet, zur Energie-
funktion ( )E xG  zusammengefasst:
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Differenzieren wie in (2.3) liefert dann die Ände-
rungen der Neuroneneingaben, die dann bei der ite-
rativen Berechnung des stabilen Zustandes des
Netzes genutzt werden.
3.1.2 Clusterung
Basierend auf der errechneten Ablaufplanung und
Bindung wird eine Clusterung cl : V → C der Ope-
rationen berechnet, wobei C eine Menge vorgegebe-
ner Cluster ist. Der durch die Ablaufplanung
festgelegte Startzeitpunkt und die Bindung wird
nicht verändert. Bei der Clusterung sind die tatsäch-
lich benötigten FUs gleichmäßig auf die Cluster zu
verteilen (O1) und die Anzahl der parallel ausge-
führten Kopieroperationen soll minimal sein (O2).
Weiterhin muss eine zulässige Clusterung die fol-
genden Randbedingungen erfüllen: Für (u,v) ∈ E
muss start(u)+lat(u)+lat(copy) ≤ start(v) sein, falls
cl(u) ≠ cl(v) (R1). Außerdem darf jede FU nur ge-
nau einem Cluster zugeordnet werden (R2). 
Das neuronale Netz besteht aus den Neuronen kix ,
wobei kix  die Wahrscheinlichkeit angibt, dass die
FU i dem Cluster k zugeordnet ist. Die Randbedin-
gung R2 kann wieder abgesichert werden, indem für
jedes i ∈ F die Ausgangswerte kix  für alle k ∈ C
















definiert werden. R1 wird durch die Straffunktion
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realisiert. Hier liefert dc(a,b) als Ergebnis eine 1,
wenn die FU a und die FU b demselben Cluster zu-
geordnet werden müssen, weil die FU b eine Opera-
tion ausführt, die das Ergebnis einer von FU a
ausgeführten Operation benötigt und die Ausfüh-
rungszeitpunkte beider Operationen keine Kopier-
operation dazwischen zulassen. Ansonsten liefert
dc(a,b) eine 0 als Ergebnis. O1 wird durch die Ziel-
funktion 
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realisiert. Je stärker die Anzahl der FUs in einem
Cluster k von der durchschnittlichen FU Anzahl je
Cluster abweicht, desto größer wird das Quadrat
dieser Differenz, so dass die Energiefunktion ihr
Minimum 0 nur dann erreicht, wenn die maximale
Anzahl FUs in allen Clustern minimal ist.
Zur Realisierung des Optimierungsziels O2 wird die
Zielfunktion 
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verwendet. Dabei ist nc(i,j) die Anzahl der Kopier-
operationen, die eingefügt werden müssen, um die
von FU j benötigten Werte, die von FU i erzeugt
wurden, zu kopieren, falls beide FUs in verschiede-
nen Clustern angeordnet werden.
Die angegebenen Ziel- und Straffunktionen werden
wiederum geeignet gewichtet zur folgenden Energie-
funktion zusammengefasst:
1 2 1( ) : ( ) ( ) ( )O O RE x E x E x E xα β λ= ⋅ + ⋅ + ⋅G G G G (3.11)
3.1.3 Kopieroperationen planen
Nach der Clusterung muss der Datenflussgraph um
die benötigten Kopieroperationen C erweitert wer-
den. Das heißt, dass zwischen zwei Operationen, die
in verschiedenen Clustern ausgeführt werden, eine
Kopieroperation eingefügt werden muss. Die Ko-
pieroperationen C müssen ebenfalls geplant werden,
wobei die Anzahl der gleichzeitig ausgeführten Ko-
pieroperationen minimiert werden soll (O1), jede
Kopieroperation c frühestens zum Zeitpunkt eet(c)
(nach der Berechnung des zu kopierenden Wertes)
und spätestens zum Zeitpunkt let(c) (lat(copy) Takte
vor der ersten Benutzung des kopierten Wertes im
Zielcluster) gestartet wird (R1) und jede Kopierope-
ration genau einmal ausgeführt wird (R2). 
Das neuronale Netz besteht aus den Neuronen nc,a
mit c ∈ C und eet(c) ≤ a ≤ let(c). Dadurch wird R1
abgesichert. Zur Umsetzung des Optimierungsziels
O1 wird die Funktion
( ) ( ) 1
1 , ,
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let j a lat i
O i a j b
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E x x x
+ −
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genutzt, die die Anzahl der paarweisen Überlappun-
gen von Kopieroperationen i und j berechnet. Die




















sichergestellt. Formel (3.12) stellt somit bereits die
zu optimierende Energiefunktion dar.
3.2 Variante 2 (V2)
In dieser Variante werden die Ablaufplanung,
Clusterung und Bindung getrennt in dieser Reihen-
folge durchgeführt. Dadurch entstehen bei der
Clusterung mehr Freiräume, da noch keine Bindung
der Operationen festgelegt wurde.
3.2.1 Ablaufplanung
Die Ablaufplanung ist ähnlich der in Abschnitt
3.1.1, jedoch muss keine Bindung der Operationen
an FUs vorgenommen werden. Das neuronale Netz
besteht daher aus den Neuronen nv,a mit v ∈ V und
a ∈ {1,…,len}, wobei ein Neuron nv,a die Wahr-
scheinlichkeit angibt, dass die Ausführung der Ope-
ration v zum Zeitpunkt a beginnt. Die Operationen
sind so zu planen, dass die Anzahl der gleichzeitig
ausgeführten Operationen minimal ist (O1), die Da-
tenabhängigkeiten im Basisblock eingehalten wer-
den (R1), jede Operation zu genau einem Zeitpunkt
gestartet wird (R2) und die vorgegebene Ablauf-
planlänge len nicht überschritten wird (R3).
R3 wird durch die vorgegebene Neuronenmenge nv,a




















für die Ausgaben aller Neuronen zur Operationen v.
Die Randbedingung R1 wird, analog zur Straffunk-
tion (3.1), durch die Straffunktion 
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beschrieben. Analog zur Funktion (3.12) wird durch
diese Zielfunktion die Anzahl der paarweisen Über-
lappungen von Operationen gezählt. Jedoch wird
dadurch das Optimierungsziel nicht exakt abgebildet
[9]. Aus den Straf- und Zielfunktionen wird die E-
nergiefunktion
1 1( ) : ( ) ( )O RE x E x E xα λ= ⋅ + ⋅G G G (3.17)
gebildet, die nach xv,a differenziert für jedes Neuron
nv,a die Änderung seiner Eingabe angibt. Nach der
Simulation des Netzes wird für jede Operation v als
Startzeitpunkt das a mit xv,a = 1 gewählt.
3.2.2 Clusterung
Nach der Festlegung eines Startzeitpunktes für jede
Operation, müssen die Operationen den Prozessor-
clustern zugeordnet werden. Dabei soll die Anzahl
der gleichzeitig ausgeführten Operationen in jedem
Cluster minimal sein (O1), in jedem Cluster mög-
lichst wenig verschiedene Operationsarten benötigt
werden (O2) und die Anzahl der parallel ausgeführ-
ten Kopieroperationen minimal sein (O3). Dass jede
Operation genau einem Cluster zugeordnet ist (R2)
und zwischen zwei adjazenten Operationen, die ver-
schiedenen Clustern zugeordnet sind, genügend Zeit
zum Kopieren des Wertes sein muss (R1), sind die
einzuhaltenden Randbedingungen. Das zur Lösung
verwendete neuronale Netz besteht aus den Neuro-
nen kvn  mit v ∈ V und k ∈ C, wobei die Ausgabe kvx
die Wahrscheinlichkeit angibt, dass Operation v dem
Cluster k zugeordnet ist. Die Randbedingung R1
kann durch die Straffunktion 
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formuliert werden, wobei nc(v,u) = 1, falls zwischen
die Operationen v und u keine Kopieroperation ein-
gefügt werden darf und 0 sonst. Die Randbedingung

















abgesichert werden. Analog zur Zielfunktion (3.9)
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definiert, die mehr als |Fc| viele FUs im Cluster c
bestraft. Dabei ist instr(a) := {v | v ∈ V und start(v)
≤ a < start(v) + lat(v)}. Das Optimierungsziel O2
wurde in ähnlicher Form bereits in Formel (3.5)
umgesetzt. Dort wurde eine Zuordnung von Operati-
onen desselben Typs zur selben FU angestrebt, hier





( ) : 1 1 ( )kO v
v type tk t
E x x c t
−∈∈ ∈
⎛ ⎞⎛ ⎞⎟⎜ ⎟⎜ ⎟⎟⎜= − − ⋅⎜ ⎟⎟⎜ ⎜ ⎟⎟⎜⎜ ⎟⎝ ⎠⎝ ⎠∑∑ ∏C O
G (3.21)
Wird keine Operation des Typs t im Cluster k ausge-
führt, dann ist das Produkt 1 und damit die Differenz
in der äußeren Klammer 0, weswegen dieser Opera-
tionstyp in der FU k nicht benötigt wird. Ist dagegen
ein kvx  = 1, dann werden die Kosten c(t) des Opera-
tors t dem Cluster k angerechnet. Das Optimierungs-
ziel O3 wird mittels folgender Zielfunktion
realisiert:
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Analog zur Zielfunktion (3.10) wird durch EO3 eine
Minimierung der Anzahl der insgesamt benötigten
Kopieroperationen angestrebt, indem alle adjazenten
Operationspaare (u,v) gezählt werden, die verschie-
denen Clustern zugeordnet sind. Eine Minimierung
der davon parallel ausgeführten Operationen kann zu
diesem Zeitpunkt noch nicht vorgenommen werden,
da noch keine exakten Ausführungszeitpunkte für
die Kopieroperationen festgelegt wurden. Zusam-
mengefasst ergibt sich damit die Energiefunktion:
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Abschließend müssen die, den einzelnen Clustern
zugeordneten Operationen, noch an die FUs in die-
sen Clustern gebunden werden. Dies geschieht sepa-
rat für jeden Cluster. Dabei sollen die Gesamtkosten
der bereitzustellenden Operatoren innerhalb eines
Clusters minimal sein (O1), zwei zeitgleich ausge-
führte Operationen dürfen nicht derselben FU zuge-
ordnet werden (R1) und jede Operation wird immer
von genau einer FU ausgeführt (R2). R2 kann wie-


















für alle Neuronen zur Operation v sichergestellt
werden, wobei Fc die Menge der FUs im Cluster c
ist. Das Optimierungsziel O1 wird wieder analog zur
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umgesetzt, so dass sich zusammenfassend die Ener-
giefunktion 
1 1( , ) : ( , ) ( , )O RE x c E x c E x cα λ= ⋅ + ⋅G G G (3.25)
ergibt. Die abschließende Planung der Kopieropera-
tionen wird wie in 3.1.3 bereits beschrieben durch-
geführt.
4 Ergebnisse
Beide Varianten wurden mittels der im Abschnitt 2
vorgestellten Methodik und der im Abschnitt 3 an-
gegebenen Energiefunktionen implementiert, mit
verschiedenen Benchmarkprogrammen aus der Sig-
nalverarbeitung, deren Charakteristika in Tabelle 4.1
zusammengefasst sind,  getestet und mit den Ergeb-
nissen der DESCOMP-Heuristik [7] verglichen. 
Name KA CP Name KA CP
ARF 28 8 AMMP 24 3
DCT-DIT 48 7 EQUAKE1 36 4
DCT-LEE 49 9 EQUAKE2 36 4
EWF 34 14 SWIM2 15 5
FFT 38 4 WUPWISE 14 3
Tabelle 4.1: Eigenschaften der verwendeten Basisblöcke. Es ist KA -
Knotenanzahl und CP - kritische Pfadlänge.
Bei den Simulationen wurden für das neuronale Netz
die Parametereinstellungen gemäß der Tabelle 4.2
genutzt, die durch zahlreiche Probeläufe ermittelt
wurden, sowie die ebenfalls in Tabelle 4.2 angege-
benen Kosten für die Operatoren, die in den Bench-
markprogrammen enthalten sind.
Parameter Wert Parameter Wert
T0 50 c(∗) 30
dect 0,8 c(+) 4
c(–) 4
Tabelle 4.2: zur Simulation verwendete Parameterwerte.
Zu den Benchmarkprogrammen wurden Ablaufpläne
unterschiedlicher Längen einschließlich Bindungen
und Clusterungen mittels der zwei Varianten er-
zeugt. Die zur Ausführung der so generierten Ab-
laufpläne benötigten Architekturen wurden
hinsichtlich der benötigten Ports in der größten Re-
gisterbank und Operatoren in den Clustern mit den
durch den DESCOMP-Ansatz erzeugten Architektu-
ren verglichen. In Tabelle 4.3 ist in der Zeile SC die
Anzahl der absolut verglichenen Ablaufpläne ange-
geben. Die Zeilen +P und +Ops geben relativ dazu
die Anzahl der mit Variante 1 bzw. 2 erzeugten Ab-
laufpläne an, für deren Ausführung mehr Ports bzw.
Operatoren in den VLIW-Architekturen benötigt
werden als bei den DESCOMP-Architekturen. A-
nalog ist in den Zeilen –P und –Ops relativ die An-
zahl der Ablaufpläne angegeben, bei denen Ports
bzw. Operatoren eingespart werden konnten.
1 Cluster 2 Cluster 3 Cluster
V1 V2 V1 V2 V1 V2
SC 77 77 16 55 5 28
+P 74% 3% 68% 30% 100% 54%
–P 0% 4% 0% 25% 0% 11%
+Ops 30% 69% n.a. >90% n.a. >90%
–Ops 23% 0% n.a. 0% n.a. 0%
Tabelle 4.3: Vergleich der Ergebnisse von Variante 1 und 2 mit den
DESCOMP Ergebnisse.
Es zeigt sich, dass für Architekturen mit einem
Cluster Variante 2 ähnliche Ergebnisse wie der
DESCOMP-Ansatz liefert, Variante 1 in 74% der
Fälle jedoch mehr Ports benötigt. Ursache dafür ist
vermutlich die hohe Variabelenanzahl und damit die
Existenz vieler lokaler Minima. Dafür benötigt Vari-
ante 1 weniger Operatoren als Variante 2, was an der
gekoppelten Planung und Bindung liegt. Bei
Benchmarkprogrammen mit mehr als 40 Knoten
konnte für Ablaufplanlängen von 17 und größer
keine zulässige Lösung mit neuronalen Netzen ge-
funden werden. Vermutlich dominieren lokale Mi-
nima der Straffunktionen in diesen Fällen die
Energiefunktion zu stark. Bei Architekturen mit 2
und 3 Clustern konnte die Variante 2 DESCOMP-
Lösungen hinsichtlich der Portanzahl noch verbes-
sern, in deutlich mehr Fällen jedoch wurden
schlechtere Ergebnisse erreicht. Für mehr als 3
Cluster wurden keine zulässigen Lösungen mit neu-
ronalen Netzen gefunden, während DESCOMP dazu
durchaus in der Lage war. Die angegebenen Ergeb-
nisse konnten mit dem neuronalen Netz jedoch nur
durch eine individuelle Anpassung der Gewich-
tungsfaktoren in der Energiefunktion an jedes
Benchmarkprogramm und jede Ablaufplanlänge
erreicht werden. Ohne diese Anpassung wäre die
Qualität der Lösungen schlechter und die Anzahl der
unzulässigen Lösungen höher, da die Randbedin-
gungen über Straffunktionen formuliert wurden, das
neuronale Netz aber nicht immer ein globales Mini-
mum findet. Mit den jeweiligen Einstellungen wur-
den mehrere Simulationen je Benchmarkprogramm
und Ablaufplanlänge durchgeführt. In 65% dieser
Simulationen wurde eine zulässige Lösung generiert.
Die Laufzeiten der Simulationen bewegten sich für
Netze mit bis zu 50 Neuronen unter einer Sekunde,
bei 2500 Neuronen ca. 12 Minuten, bei mehr als
5000 Neuronen über 30 Minuten auf einem PC mit
1.5 GHz. Netze mit mehr als 2000 Neuronen wurden
nur in der Variante 1 benötigt.
5 Schlussfolgerungen
Das vorliegende Optimierungsproblem mit neuro-
nalen Netzen zu lösen, ist machbar, jedoch wenig
praktikabel, da viel Zeit in die Anpassung der Ge-
wichtungsfaktoren der Energiefunktionen investiert
werden muss und dieser Schritt kaum automatisier-
bar scheint. Als allgemeiner Lösungsansatz scheiden
neuronale Netze daher aus. Sie eignen sich jedoch
zur Verifikation der Qualität von Lösungen, die mit
anderen Methoden gefunden wurden. 
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Bei der Entwickelung von System-on-Chip (SoC) Debuggern ist es leider hinreichend oft erforder-
lich den Debugger selbst auf mo¨gliche Fehler zu untersuchen. Da alle ernstzunehmenden Debug-
ger konstruktionsbedingt selbst ein eingebettetes System darstellen, erwa¨chst die Notwendigkeit
eine einfache und sicher kontrollierbare Diagnose-Hardware zu entwerfen, welche den Zugang
zur Funktionsweise des Debuggers u¨ber seine Ausga¨nge erschließt.
Derzeitig ist der Test Access Port (TAP nach IEEE 1149.1-Standard) fu¨r viele Integratoren die
Grundlage fu¨r den Zugriff auf ihre instanzierte Hardware. Selbst in forschungsorientierten Multi-
Core System-on-Chip Architekturen wie dem ARM11MP der Firma ARM wird dieses Verfahren
noch immer eingesetzt.
In unserem Beitrag mo¨chten wir ein Spezialwerkzeug zur Analyse des TAP-
Kommunikationsprotokolles vorstellen, welches den Einsatz teurer Analysetechnik (Logik-
Analysatoren) unno¨tig werden la¨sst und daru¨ber hinaus eine komfortable, weitergehende
Unterstu¨tzung fu¨r Multi-Core-Systeme bietet.
Aufbauend auf der Problematik der Abtastung und Erfassung der Signalzusta¨nde am TAP
mittels FPGA wird auf die verschiedenen Visualisierungs- und Analyseaspekte der TAP-
Protokollphasen in einer Multi-Core-Prozessor-Zielsystemumgebung eingegangen.
Die hier vorgestellte Lo¨sung ist im Rahmen eines FuE-Verbundprojektes enstanden. Das Vorha-
ben wird im Rahmen der Technologiefo¨rderung mit Mitteln des Europa¨ischen Fonds fu¨r regionale
Entwicklung (EFRE) 2000-2006 und mit Mitteln des Freistaates Sachsen gefo¨rdert.
1 Einleitung
Das TAP-Protokoll besteht aus minimal vier Signalen (TMS, TDI, TDO, TCK), die eine strikte
Master-Slave-Kommunikation ermo¨glichen. Als Slave wird dabei der zu untersuchende Prozessor
bezeichnet. Ein weiterer Rechner, auch Debug-Host genannt, tritt als Master in Erscheinung.
Wa¨hrend eines Debug-Vorganges werden u¨ber Scan Chains, die ein wesentlicher Bestandteil
der TAP-Schnittstelle sind, Daten und Befehle in den (bzw. aus dem) Slave-Prozessor transferiert.
Eine Scan Chain ist ein Register in dem eine serielle
”
Kette“ von Bits mit fester Semantik vor-
liegt. Neben den im JTAG-Standard festgelegten Scan Chains (ID, Bypass und Boundary Scan)
existieren je nach IP-Core weitere (optionale) Register, welche Debug-Informationen und das
Synchronisations-Verhalten gegenu¨ber dem Master kapseln.
Um eine schnelle Kommunikation u¨ber den TAP zu ermo¨glichen, wird ha¨ufig eine (hardware-
unterstu¨tzte) Zusatzprotokollschicht zwischen Master und Slave implementiert. Diese dient so-
wohl der Datenbu¨ndelung als auch der Protokollkonvertierung. Je nach Realisierung der optio-
nalen Teile des TAP und des dahinter gekapselten SoC ist es nun notwendig diese Schicht zu
analysieren und wenn notwendig entsprechend zu modifizieren.
2 Allgemeiner Aufbau und Arbeitsweise
Diese Werkzeugkette wurde entworfen um nicht formale Verifikation einer eingebetteten Schal-
tung zu ermo¨glichen. Sie besteht aus fu¨nf Verarbeitungsebenen (siehe Abbildung 1). Am Eingang
wird das Signalspiel des Test Access Port erfasst, sodann im FPGA in einen portablen ASCII-
Stream konvertiert und u¨ber die serielle Schnittstelle u¨bertragen. Nach der Erfassung des Streams
durch einen beliebigen Terminal-Client u¨bernimmt die Zustandsu¨bergangsebene die Dekodierung
der aufgezeichneten Daten. Es wird der Versuch unternommen den Trace mit dem Zustand des Test
Access Port-Automaten zu synchronisieren - dies gelingt immer nach einer erfolgreichen Abta-
stung von 5 TCK-Zyklen mit TMS im Zustand
”
High“. Nach erfolgter Synchronisation wird jeder
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Abbildung 1: Structure of the analyzer tool.
in die Zustandsu¨bergangstabelle werden die Datentabellen fu¨r die Generierung der Waveforms er-
zeugt. Die Umsetzung in PostScript oder PDF erfolgt durch ein nachgeschaltenes Script, welches
durch den GNU-Plot-Interpreter [6] ausgefu¨hrt wird. Parallel entsteht C++-Quelltext der direkt
im Kontext der hauseigenen Entwicklung von Debug-Komponenten eingebunden, kompiliert und
ausgefu¨hrt werden kann.
3 Hardware
Zum Einlesen der zum TCK-Takt synchronen Signale TDI, TDO und TMS stehen grundsa¨tzlich
zwei verschiedene Varianten zur Verfu¨gung:
• direktes Einlesen zu den TCK-Taktflanken
• ¨Uberabtastung und Synchronisation mittels TCK-Taktflanken
Fu¨r die hier vorgestelle Hardwarelo¨sung wurde letztere Variante ausgewa¨hlt, da sie eine genaue-
re Festlegung der Abtastzeitpunkte bei entsprechend hoher FPGA-Taktfrequenz ermo¨glicht (siehe
Abbildung 2). Zur TCK-Flankenerkennung kommt dabei eine auf steigende und fallende Takt-












Abbildung 2: Schematic of the trigger circuit.
Fu¨r die Abtastung der TDI, TDO und TMS Signale kommen ebenfalls DDR-Abtastschaltungen
zum Einsatz. Dadurch lassen sich deren Abtastzeitpunkte mit einer Auflo¨sung von einer halb-
en FPGA-Taktperiode bezogen auf die TCK-Flankenerkennung konfigurieren, was insbesondere
bei großen Leitungsla¨ngen in Verbindung mit hohen TCK-Frequenzen (enges Abtastfenster, siehe
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Abbildung 3: Test Access Port Timings.
Die Summe aller abgetasteten Signale adressiert eine Lookup-Tabelle, welche die Signalpegel
in ein ausgabefreundliches ASCII-Format konvertiert. Die so kodierten Signale werden in einem
FIFO-Puffer fu¨r die serielle Schnittstelle bereit gehalten. Eine Siebensegmentanzeige dokumen-
tiert dem Nutzer eventuell auftretende ¨Uberla¨ufe des Zwischenspeichers. Die gesamte Implemen-
tierung nutzt nur knapp 10 % der zur Verfu¨gung stehenden Ressourcen des verwendeten Spartan-
3-FPGAs (siehe Tabelle 1). Der integrierte Timing Analyser der Xilinx-ISE benennt die maxima-
le Taktfrequenz der Schaltung mit 118 MHz. Auf Grund der Beschra¨nkungen durch die Serielle
Schnittstelle (115200) zeigt sein ein ausreichender Einsatzraum der Schaltung bis 25 MHz TAP-
Frequenz. Die Kosten fu¨r das verwendete Entwicklungsboard belaufen sich hierbei auf nicht mehr
als 100 EUR pro eingesetzten FPGA-Board [9, 8].
Number of BUFGMUXs 3 out of 8 37%
Number of DCMs 1 out of 4 25%
Number of External IOBs 22 out of 173 12%
Number of LOCed IOBs 22 out of 22 100%
Number of RAMB16s 8 out of 12 66%
Number of Slices 107 out of 1920 5%
Number of SLICEMs 0 out of 960 0%
Tabelle 1: Device utilization summary Spartan-3.
4 Software
4.1 Besonderheiten der Zustandsu¨bergangstabelle
Mit der Zustandsu¨bergangstabelle ist die Darstellung der Einzelzusta¨nde aller Zentraleinheiten
einer Daisy Chain mo¨glich. In Abbildung 4 wird der Befehl MRS R0,CPSR in das Instruction-
Transfer-Register des ersten Cores des ARM11MP u¨berfu¨hrt. Der Zustand der drei anderen Kerne
ist in diesem Beispiel BYPASS und wurde aus Platzgru¨nden fu¨r diese Vero¨ffentlichung ausgeblen-
det.
+-------+-------------+----------+---------------------+------------------------+
| Count | Local Count | State | Data in | Data out |
+-------+-------------+----------+---------------------+------------------------+
| ... | ... | ... | ... | ... |
| 1589 | 35 | shift_dr | | |
| 1589 | 0 | exit1_dr | 708780000 | F700070A8 |
| | | | DIn[0] = 0xE10F0000 | DOut[0] = 0xEE000E15 |
| | | | MRS R0,CPSR | MCR p14,0,R0,CR0,CR5,0 |
| ... | ... | ... | ... | ... |
Abbildung 4: State transition listing for ARM11MP; core 0 is selected.
Um die Suche in den ausfu¨hrlichen Protokolltabellen der Zustandsu¨bergangsebene zu verein-
fachen wurde ein Disassembler integriert. Dieser ermo¨glicht es, ARM-Befehle der Architekturen
V4 bis V6k inklusive der Erweiterungen fu¨r Vector-Floating-Point 1 und 2 sowie Enhanced-DSP
zu disassemblieren.
Bei der Visualisierung der Zustandu¨berga¨nge kommt dem Zustand RUN TEST IDLE besonde-
re Beachtung zu, da dieser eine undokumentierte Zeitabha¨ngigkeit aufweißt. Ab einer
”
Grenz“-
TCK-Frequenz von ≥ 16 MHz sind zwei Zyklen RUN TEST IDLE notwendig um eine korrekt
funktionierende JTAG-Kommunikation zu gewa¨hrleisten.
Die Darstellung der Zustandsu¨bergangstabelle erfolgt pro abgetastetem Test Access Port. Soll-
ten verschiedene Ports oder unterschiedliche Debug-La¨ufe eines Ports verglichen werden, so sind
neuartige Analysemethoden gefragt.
4.2 Open Trace Format (OTF)
Die Analyse zur Laufzeit erhobener Performance-Daten beno¨tigt ein effektives Visualisierungs-
werkzeug, wie zum Beispiel das
”
Vampir Framework“ der Technischen Universita¨t Dresden
(TUD). Urspru¨nglich entwickelt zur Analyse massiv paralleler Daten, bietet dieses Werkzeug das
Potential zur vergleichenden Visualisierung mehrerer Testpatterns u¨ber multiple Zeitla¨ufe.
Die Spezifikation eines ausdrucksstarken Trace-Dateiformats erfordert die Beachtung einer
großen Anzahl von Randbedingungen. Zum einen die effektive Erfassung eventbasierter, paral-
leler Traces (mehrere FPGA parallel), zum anderen die Zuordnung multipler Debug-La¨ufe in-
nerhalb eines Traces (mehrere Zentraleinheiten daisy-chained). Daru¨ber hinaus muss ein schneller
und umfassender Zugriff auf großen Trace-Datenmengen sowie deren Event-Definitionen mo¨glich
sein.
Das Open Trace Format nutzt ein portables ASCII-Format/encoding. Es verteilt einzelne Traces
zu mehreren Stro¨men (sogenannt Streams), welche aus einer oder mehreren Dateien bestehen
ko¨nnen. Das Kombinieren mehrerer Streams erfolgt dabei transparent durch die OTF-Bibliothek,
wobei die Anzahl der mo¨glichen Streams nicht durch die Anzahl der verfu¨gbaren Datei-Handles
beschra¨nkt wird.
Um die Anforderungen des Debug-Vorganges in das bestehende Framework zu integrieren wur-
den Erweiterungen fu¨r das bestehende OTF definiert. Die read/write Bibliothek stellt dafu¨r ein
portables Interface zur Verfu¨gung. Sie ermo¨glicht sehr effizient den parallelen und verteilten Zu-
griff auf die erhobenen Trace-Daten. Dabei ermo¨glichen gerade die Lesezugriffe auf wahlfreie
Zeitintervalle die Visualisierung der relevanten Daten. Noch zu Unterstu¨tzen sind hier die freie
Auswahl der Debug-Prozesse sowie komplexerer Debug-Daten-Records.
Das Open Trace Format wird am Zentrum fu¨r Informationsdienste und Hochleistungsrechnen
(ZIH) der TUD in Kooperationen mit der Universita¨t von Oregon und dem Lawrence Livermore
National Lab als Nachfolgeformat zum Vampir Trace Format (VTF3) entwickelt. Es ist als Open
Source Software unter der BSD-Lizenz verfu¨gbar.
5 Ergebnisse und Ausblick
Die hier vorgestellte Lo¨sung zeigt eine kostengu¨nstige Alternative zur Signalanalyse von Test
Access Port-Kommunikation mit Logikanalysatoren auf [7]. Daru¨ber hinaus erweitert es die
bisher gegebenen Funktionalita¨ten um den Einsatzbereich auf Multi-Core-Systemen. Durch die
Postmortem-Analyse wird der gro¨ßte Schwachpunkt der beschra¨nkten Aufzeichnungsla¨nge bei
Logikanalysatoren aufgehoben. Eine Nachbetrachtung sowie ein Vergleich mit vorhergehenden
Debug-La¨ufen (Test-Mustern) ist dadurch ebenfalls uneingeschra¨nkt mo¨glich. Daru¨ber hinaus ver-
einfacht der integrierte Disassembler die Versta¨ndlichkeit und Navigation im Debug-Daten-Trace.
Das Gera¨t wurde erfolgreich zur Entwicklung des Debugzugangs fu¨r ARM11-MPCore eingesetzt.
In Zukunft sind die Einbindung der Besonderheiten des PowerPC geplant. Insbesondere die
u¨berraschend eigenwillige Interpretation des IEEE 1149.1 Standards no¨tigen zu einem erweiterten
Konzept in der Zustandsu¨bergangsebene. Auch sind hierfu¨r neue Disassemblerquellen notwendig.
Die Anpassung an beliebig lange Daten-Shift-Register in Daisy Chained-Prozessorumgebungen
ist ebenfalls nicht abgeschlossen. Hier ist eine Modifikation des bestehenden FPGA-Designs un-
umga¨nglich.
Ein anderer Schwerpunkt, neben den Erweiterungen zu Vermehrung der analysierbaren Platt-
formen der Wanze, wird die tiefergehende Integration der Analysefa¨higkeiten des Vampirframe-
works sein. Durch die Einbindung von Zeitserienauswertung ero¨ffnen sich andere Blickwinkel
auf die gewonnen Daten. So vermuten wir durch den Einsatz von Transformationsfunktionen auf
Optimierungspotential der untersuchten Kommunikation schließen zu ko¨nnen.
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Abstract— This paper presents a novel implementation
of an embedded Java microarchitecture for secure, real-
time, and multi-threaded applications. Together with the
support of modern features of object-oriented languages,
such as exception handling, automatic garbage collection
and interface types, a general-purpose platform is estab-
lished which also fits for the agent concept. Especially,
considering real-time issues, new techniques have been
implemented in our Java microarchitecture, such as an
integrated stack and thread management for fast context
switching, concurrent garbage collection for real-time
threads and autonomous control flows through preemptive
round-robin scheduling.
I. INTRODUCTION
Object-oriented programming has led to a fast and
easy development of complex applications with a short
time-to-market. In this domain, Java is very popular as it
addresses also portability and security features through
the definition of the Java Virtual Machine (JVM). As
more and more target systems implement the JVM, the
same application can be executed anywhere. Another
important feature is the compact Java bytecode leading to
small memory requirements and reduced download time.
So, it is predestined for the use in resource constrained
devices. This enables applications running anywhere at
any time as well as the support of agent systems.
As the execution of Java bytecode by interpretation is
known to be rather slow, Just-In-Time (JIT) compilation
has been used to translate Java bytecode to the host
processor’s native instruction set. As this requires much
memory, the alternative of executing Java bytecode na-
tively has been considered for embedded Java implemen-
tations. The challenge is to combine this execution with
real-time constraints to support this application domain.
Our implementation of an embedded Java microarchi-
tecture, called SHAP, fills this gap by implementing new
techniques to support multi-threaded general-purpose
All trademarks are the property of their respective owners.
applications in a secure environment under real-time
constraints. Especially, all JVM concepts are considered
here.
II. RELATED WORK
Quite some research has already been carried out
on the efficient execution of Java bytecode directly on
hardware. This main goal is joined with the mapping of
the basic JVM concepts on hardware structures to enable
the fast operation in embedded systems without the help
of an operating system. Several Java processors have
been developed [1]–[21], which will be briefly surveyed
in this section.
Except for the FemtoJava, all Java processors are
initially designed to completely support all Java byte-
codes. Thus, we will analyze the support of several
JVM concepts and their implementation, particularly
with regard to the support of multiple, real-time threads.
An overview of the properties and the features of selected
Java processors is given in Tab. I. Besides them, there
are several other processors, however, with only limited
information available, which prohibits their inclusion in
the table: the reconfigurable simple Java core (R-Java)
[13], the asynchronous Java processor [14], the VLIW
Java processor [15], the JA108 Java coprocessor [16],
the Jazelle extension of the ARM processor [17], [18],
Lightfoot [19] and AMIDAR [20], [21].
Typically, the design of a Java processor follows that
of a RISC processor. Pipelined bytecode execution is
common, which leads to the well-known conflict be-
tween high clock frequencies (throughput) and the execu-
tion latency of branch instructions. This problem may be
solved with branch prediction, which, however, requires
additional chip area and energy and, thus, conflicts with
the target application domain in embedded systems.
As Java bytecode applies a stack-based execution
model, the stack implementation of a design is a
performance-critical issue. So the stack is typically
mapped onto a fast internal memory or even a register
file. An exception to this rule is, again, FemtoJava, which
TABLE I























































Pipeline stages 5 6 ? 5 4 ? 4
Instruction folding - + + - - ? -
Microcode - + + + + + +
Software Traps - + ? + + + +
Stack Realization e r r ? i r i
Objects - + + + + + +
Multiple Threads - + - (+)a (+)a + +
Thread HW-Support - - - + - + +
Scheduler - ? - H S M M
Synchronization - + - ? (+)b M M
Real-time Threads - ? - + + + +
Garbage Collector - S S S S S H
GC for Real-time Threads - ? - + - - +
Dynamic Class Loading - ? - - - - +
H Hardware M Microcode S Software
i Internal Mem. r Register e External Mem.
+ supported - not supported ? unknown
astatically allocated threads
bsingle global monitor
locates the stack in external memory while mirroring the
two topmost stack entries into registers.
The mapping of the stack on a register file requires
the technique of instruction folding [23]–[26], which
assimilates instructions for stack data movement, like the
loading of local variables, with the actual computational
operation. This yields a typical RISC instruction with
direct operand addressing and may accelerate the execu-
tion of Java programs as it eliminates the unproductive
cycles for data movement. The cost is additional chip
area required for the implementation of the read / write
ports of the register file. To bound the required chip area,
only a limited number of registers is available, and, thus,
an automatic stack spill and fill must be implemented
(called: stack cache). Instruction folding is also available
for stacks mapped onto internal memory but its effect is
known to be much smaller, cf. [2].
Besides the direct implementation of the Java byte-
codes by state machines, it is also common to rely on the
help of microcode (firmware) as well as software traps,
which themselves are backed by Java programs. This
simplifies the implementation of complex bytecodes such
as invokevirtual tremendously and has a positive
effect on the maintainability. Because this approach re-
quires additional memory, there is no general statement if
it requires more or less chip area than an implementation
with complex state machines only.
In addition to the Java bytecodes defined by the Java
Virtual Machine Specification [27], the Java processors
implement special bytecodes for the access to the run-
time system and internal data structures, a task that is
performed by native methods in software JVMs.
Java is an object-oriented platform storing all data
except for primitive data types inside objects located on
the Java heap. This is a memory area usually managed
by a garbage collector (GC), which frees the memory
occupied by unreferenced, i.e. unneeded, objects. The
GC can be implemented in either software or hardware
and is typically responsible for the memory used by
regular (non-real-time) threads.
Multi-threading is another essential JVM concept that
allows the parallel execution of multiple tasks. Usually
regular threads are distinguished from real-time threads,
where real-time means that guarantees about the execu-
tion and answer time of a task can be given. Scheduling
can either be done in hardware, via microcode or with
in software. For a fast thread switch needed for short
response times, hardware assistance for context saving
and loading is required. Last but not least, controlled
access to objects used by multiple threads requires a
synchronization mechanism. Such is commonly available
on a per object basis. An exception is JOP, which pro-
vides only a single global monitor. Furthermore, this Java
processor as well as Komodo support only a statically
allocated number of threads.
The support for real-time threads by the currently
available Java processors is limited. Particularly, there
is no automatic garbage collection in the memory areas
used by real-time threads. Instead, the approach defined
by the Real-Time Specification for JAVA (RTSJ) [28]
is used. It defines designated heap areas, typically one
per real-time thread, with possibly different properties.
Real-time threads then allocate their objects exclusively
from their heap area without any garbage collector
inference. These heap areas can only be destroyed as a
whole as triggered manually by the programmer. Another
approach is the Ravenscar-Java profile [29] – a subset of
the RTSJ. Here, allocation of objects is only allowed in
an initialization phase. On the other hand, some research
results are available, which show that automatic garbage
collection is possible under specific real-time constraints
[22], [30]–[32].
Neither is dynamic class loading at run time stan-
dard. Rather, the whole application is pre-linked into a
memory image, which enables fast execution but inhibits
dynamic class loading afterwards. This is caused by the
layout of the memory image, which would require new
information to be inserted rather than appended. The
linking step by JOP [7] is one example. To provide
dynamic class loading, the information must be stored in
objects on a per class basis instead. The JEM2 processor
[12] takes another approach by managing two parallel
Java Virtual Machines (JVMs). Here, each JVM uses a
pre-linked memory image. It is not stated clearly whether
these images can be replaced at run time.
The aspects of automatic GC for real-time threads
and dynamic class loading at run time are covered in
particular by our project in addition to providing a
general-purpose embedded Java processor for secure,
real-time and multi-threaded applications.
III. THE SHAP CONCEPT
The agent concept as developed in the field of artificial
intelligence, provides a new view on designing complex
systems: interaction of autonomous computing nodes in
distributed systems to establish intelligent behavior. In
spite of the fact that there is no unique definition of an
agent [33]–[39], all these definitions share some common
properties:
• An agent works autonomous by having its own
thread of control.
• An agent is located in an environment and interacts
with it by sensing and acting on it.
Further frequently assigned properties are:
• An agent is reactive, if it continuously perceives the
environment and responds to changes in a timely
fashion.
• A deliberative agent, instead, has an explicit model
of the world, and engage in planning and negotia-
tion with other agents.
• Instead of (simple) sensing, the agent may also
directly communicate with other agents through
specific protocols. This property is also called social
ability.
• A pro-active agent takes the initiative by acting
on the environment, e.g., sending messages, with
preceding requests.
• A mobile agent may travel through a network to
obtain information on-the-spot.
After defining agency, software frameworks arise
introducing APIs for implementing agents. As these
frameworks run on typical operating systems, usage in
embedded systems is not applicable. Furthermore, the
complexity of such frameworks prohibits the prove of
secure parallel execution of agents.
Our aim is to design a hardware platform which
directly provides concepts to run agents with the above
properties in embedded systems in a secure context. This
leads to the main features of our Secure Hardware Agent
Platform, SHAP for short:
• multi-threading (with guaranteed time slots) and fast
thread switching establishing autonomous control
flows,
• thread synchronization through monitors,
• exception handling (for secure execution),
• multiple inheritance through interfaces to provide
complex class frameworks for deliberative and pro-
active agents,
• automatic memory management with garbage col-
lection,
• object serialization, for data transfer on a per object
basis in multi-agent systems to implement mobility,
• integrated devices for sensing and acting of agents
as well as communication between agents.
Real-time support, to establish reactive agents, is
achieved through:
• integrated stack and thread management in hard-
ware,
• integrated automatic and concurrent, i.e. processor-
independent, memory management with garbage
collection,
• fairly distributed processing time through preemp-
tive round-robin scheduling.
Especially, no underlying operating system is required
for the JVM. The maintained low memory footprint
makes SHAP suitable for the application in the embed-
ded system domain. Typical use cases for SHAP are:
• Combination of several SHAP cores to form a
multi-core system with shared memory and concur-
rent memory management with automatic garbage
collection;
• Interconnecting several SHAP microarchitectures to
form a multi-agent-system with data-transfer using
Java objects;
• Embedded system platform providing dynamic
loading of user applications beside their normal
functionality. For example, a prepackaged
UMTS / GSM / GPS transmitter-receiver module
with user specified data pre- / post-processing

















































Fig. 1. Schematic of SHAP Microarchitecture
• Monitor processor checking the consistency of sys-
tem states;
• Adaptive filtering monitor processor for system
debugging and error search.
IV. COMPONENTS
The SHAP concept spans not only the SHAP microar-
chitecture but also all the software components required
to execute Java applications in hardware under real-time
constraints. All components of the microarchitecture
are required to perform their tasks in constant time to
achieve this main goal.
A. Hardware
The design of SHAP follows a strict modular ap-
proach. The interfaces of the individual components,
as depicted in Fig. 1, are on a high logical level as to
achieve a high degree of encapsulation of a component’s
responsibility and its implementation. The autonomous
handling of their responsibilities by the components
enables a high degree of parallelism and frees the central
computing core from continuous burdens as the manage-
ment of the stack and the heap.
a) The CPU: consists of the core (fetch unit,
decoder, arithmetic / logic unit) as well as the on-chip
stack module, and directly executes Java bytecode with
the following differences:
• All branch instructions use absolute target instruc-
tion offsets from the start of the method. This does
not impose a tighter bound on the allowable size
of method code blocks than specified in the current
JVM specification [27, § 4.10] but it eliminates the
need for the GOTO_W instruction.
• Extra bytecodes for system interfacing have been
introduced taking responsibilities of typically native
code of software JVMs.
• Extra bytecodes for interface type coercion.
All Java bytecodes are executed through microcode
in a 4-stage pipeline: bytecode fetch, instruction fetch,
decode and execute. As the microcode subroutine can
be as short as a single instruction, frequently used
Java bytecodes are executed within one cycle. All Java
bytecodes are either executed in constant time or their
execution time is known in advance based on statically
available information, such as the size of a method or
the number of exception table entries. This property
enables the calculation of the execution time of a method
and consequently for a complete application as required
for the real-time constraint. There is one exception
with invokevirtual and invokeinterface. The
called method may be unknown, so that their execution
time cannot be included. Special care has to be taken by
the programmer in this case.
Before the execution of a Java bytecode, several
constraints have to be checked as defined by the JVM
Specification [27]. Static constraints, such as the appro-
priate types of stack operands, are verified at link time
by a bytecode verifier. Thus, the core must only perform
truly dynamic checks such as testing for null references.
The handling of exceptions whether so raised by the
system or by user code is fully supported.
Thread scheduling is implemented in microcode and
assisted by the multi-context capability of the stack,
which is described below. For the scheduler, various
techniques can be considered, of which we chose a
preemptive round-robin scheduling to distribute the ex-
ecution time fairly. Blocking accesses to devices on
the integrated devices bus are exploited by the sched-
uler, which suspends the blocking thread’s execution
for high core utilization in favor of the next in line.
Finally, also monitor synchronization is implemented in
microcode where monitors are associated with object
instances including the instances of class objects for the
synchronization of static code blocks.
TABLE II
OPERATIONS PROVIDED BY STACK COMPONENT
Operation Description
PUSH Pushes a word onto the top of the stack.
POP Pops a word from the top of the stack.
RD VAR Loads a local variable (application date) from the
current stack frame onto the top of the stack.
ST VAR Stores the top of the stack into a local variable of
the current stack frame.
RD FRAME Loads a frame variable (JVM data) from the current
stack frame onto the top of the stack.
RD BW Use top of stack to index this many positions down
into the stack and replace it by the value found
there.
ENTER Establish new method frame with the number of
arguments and local variables just pushed.
LEAVE Destroy current method frame and activate preced-
ing one.
SWITCH Activate stack of the (possibly new) thread specified
by the top of stack.
KILL Destroy stack of the thread specified by the top of
stack.
The rather complex issue of the handling of in-
terface types and the efficient implementation of the
interface bytecode is covered in a separate paper.
It shall only be pointed out here that appropriate support
is provided.
The core also provides an interface to the GC as to
enable its scanning of the stack for alive references. All
references on the stack are marked with an additional
33rd bit set so that the stack module actually handles
33-bit instead of 32-bit data.
The stack subcomponent provides high-level stack
operations executed in constant time to the core. More
so, the operations frequently required by the JVM are
implemented such that they are shadowed totally by the
regular execution of the core pipeline and are guaranteed
to never slow the execution by requiring stalls. These
operations are, in particular: PUSH, POP, LD_VAR,
ST_VAR and LD_FRAME. A short description of their
and the other operation’s function can be found in Tab. II.
For fast access by the core, the two topmost stack values
are stored inside the registers TOS (top-of-stack) and
NOS (next-on-stack).
Besides these rather standard stack operations, also the
method frame management is performed autonomously
through the operations ENTER and LEAVE. As an ex-
ception, the operations require two cycles in total, but
still run in constant time.
Java method invocation is further supported by the
operation RD_BW, which allows to copy a value located















Fig. 2. Exemplary Stack Block Organization
is necessary to retrieve the this argument of a method
invocation to resolve interface and virtual method calls
by its runtime class type.
The stack component also takes care of the stack
substitution (context saving and loading) due to thread
switching. Although thread switching by SWITCH oc-
cupies the stack component for 5 cycles, it is still
performed in constant time. The destruction of a thread’s
stack that finishes normally takes 3 cycles, a forceful
destruction of a large stack space may take longer.
To provide one separate stack for each thread, the
storage space used by the stack module is divided into
equally-sized blocks currently holding up to 64 words.
These blocks are organized in multiple disjunct singly-
linked lists. Each list, except for the list of unused blocks,
represents the stack of one thread. Active thread stacks
are linked backwards so that the topmost block is the root
of the list. The state maintained by the stack module
for the basic management of these lists is limited to
the index of the first block of the free list FB and
to the stack pointer SP identifying the block and the
internal offset of the top of stack of the currently active
thread. The heads of the stacks of inactive threads hold
management information internal to the stack module
and are identified by a handle passed to and returned by
the SWITCH operation. These handles are managed by
the runtime system typically as part of the state of the
Thread objects. An exemplary situation is depicted in
Fig. 2. The creation of a new thread stack is also achieved
through the SWITCH operation by passing it the special
handle -1.
1) Implementation: The organization of the stack
blocks in linked lists enables a fast dynamic growing
and shrinking of the active stack by relinking a block
between the free block list and the list of the active stack.
As the occupied stacks are backwards, this only requires
fast manipulations at the heads of the lists.
The constant execution time of block relinking can,
however, only be guaranteed when the number of blocks
to be relinked is bound. In our case, we restrict ourselves
to a single block whose relinking can be performed
within one cycle. This limits the extend of a method
frame, which must be restricted to a block size with all
its local variables (including arguments) and remaining
operand stack contents, at least, on method exit. The
currently available space of 64 words seems, however,
to be sufficient for just about all practically relevant
applications, cf. [40], [41].
a) The Memory Manager: The memory manager
manages the Java heap by allocating objects, performing
read and write operations on them and, finally, by freeing
memory used by unreferenced objects. This module
encapsulates the complete object management. The CPU
only acts on references, which identify objects, and
offsets into these objects.
All operations of the memory manager are executed
in parallel to the CPU and in constant time but may
take several cycles. This may lead to extra wait cycles
in the pipelined execution of the core but their worst-
case number is known in advance. Thus, execution under
real-time constraints is still available.
To realize garbage collection under real-time con-
straints, the GC itself must fulfill real-time constraints,
i.e. the execution of Java bytecode must still perform in
constant time. One simple approach is to use a stop-the-
world GC, which is implemented as another real-time
thread, which performs a complete heap scan within its
assigned time slot. The worst-case execution time of such
a GC can be calculated in dependence of the heap size.
Although this yields a fixed bound, it would typically
be prohibitively large requiring a very long scheduling
period. The resulting guaranteed response time of the
system would be unacceptable for many applications.
A solution to this problem, is an incremental GC.
We took this approach but, in contrast to others, we
implemented the GC directly in hardware. This enables
parallel execution of the GC to all Java threads. Addition-
ally, the integration into the memory manager minimizes
the path to the memory for fastest possible access.
b) The Method Cache: which caches the currently
executed Java method, which is regularly stored on the
heap (inside the class objects). This is required only for
the von-Neumann architecture of the prototyping board.
c) An Integrated Memory Controller: which pro-
vides a direct interface to external memory, like SRAM
oder DDR-SDRAM, and, thus, does not incur additional
latencies due to external protocols.
d) The Integrated Devices Bus: connects the SHAP
core with its secondary components. Many of these
implement the communication with the outside world.
Others realize a secondary interface to internal compo-
nents as the statistics port to the memory manager. The
bus is mastered and arbitrated exclusively by the CPU.
All connected devices are slaves.
The devices bus supports full 32-bit wide data and
addresses. While the upper part of the address selects the
targeted device, the lower bits may be evaluated by the
device to distinguish several ports or commands. Every
device further supplies the core with two status signals
as applicable. It signals ready when it is able to receive
data from the core, and it asserts available when data
is available for reading from the selected port.
The CPU does not handle all bus devices directly.
It rather interfaces to a single set of address, data and
status lines. The activation of a device to drive these
lines is performed through the device selection based on
the supplied address.
The currently implemented range of devices includes
a serial interface (RS232), a PS/2 keyboard controller,
an LCD controller as well as the statistics interface to
the memory manager. Due to the simple bus interface,
the addition of further devices is straightforward.
B. Software
The currently available software components are:
• An implementation of the “Connected Limited De-
vice Configuration” (CLDC) API [42] — a subset
of the standard Java API especially designed for
embedded devices.
• The ShapLinker, which pre-processes and links the
input class files into a SHAP file ready for execution
on the SHAP microarchitecture. The SHAP file
is not a flat memory image, it rather contains a
designated section with the information for the
construction of a separate runtime class object for
each class. This lays the foundation for dynamic
class loading. The linker may also be ported to the
SHAP microarchitecture to provide an integrated
system.
• An assembler for the microcode used internally by
the core implementation.
V. PROTOTYPE
The SHAP microarchitecture is configurable to fit
for the specific application needs: size of the internal
stack, multi-threading is optional, size of the method
cache, garbage collection is optional, memory controller
is selectable, different (integrated) bus devices.
Currently, prototyping of the SHAP microarchitecture
is done on a SPARTAN-3 Starter Kit Board. The actual
configuration is:
• 8 KByte stack, up to 32 threads,
• 2 KByte method cache,
• memory manager with GC,
• memory controller for external 1 MByte SRAM,
• bus devices: UART, LCD, PS/2, memory statistics
unit
• clock frequency of 50 Mhz,
and has a resource usage on the Spartan3 XC3S1000 of:
Slices 2433 31%
Block RAMs 10 41%
18×18 multiplier: 3 12%
User I/O pins 95 54%
VI. CONCLUSION
This paper presented a novel implementation of an
embedded Java microarchitecture for secure, real-time,
and multi-threaded applications, thus fitting for operation
in multi-agent systems. Due to its additional support
for modern features of object-oriented languages, such
as exception handling, automatic garbage collection and
interfaces, it also establishes a general-purpose platform
built without an underlying operating system.
New techniques have been implemented for specific
real-time issues, such as an integrated stack and thread
management for fast context switching, concurrent GC
for real-time threads and autonomous control flows
through preemptive round-robin scheduling. Open issues
are the further improvement of the memory management
as well as the integration of dynamic class loading.
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  Inhalt— Im  Rahmen  des  FACETS-Projektes  ist  die 
optimierte  Abbildung neuronaler  Netzwerke  durch  spezielle 
Algorithmen auf  dafür  konzipierte  Hardware notwendig, um 
die  Simulation  plastischer  und  pulsierender  Modelle  zu 
ermöglichen. Die Erstellung der biologischen und Hardware-
Modelle  sowie  die  Konzeptionierung  und  Analyse  der 
Algorithmen werden in dieser Arbeit vorgestellt.
Schlüsselwörter—  Genetische  Algorithmen, 
multikriterielle  Optimierung,  pulsierende  neuronale 
Netzwerke, Parallelität
I. EINLEITUNG
Die  Simulation  von  großen  neuronalen  Netzen  ist  auf 
klassischen  Rechnersystemen  aufgrund  der  grundlegenden 
Strukturunterschiede nach wie vor problematisch, so dass im 
Rahmen des FACETS-Projekts eine speziell dafür konzipierte 
hochparallele VLSI-Hardware entworfen und umgesetzt wird. 
Die Übertragung von zu simulierenden Netzwerken in deren 
Konfigurationsspeicher  kann  als  sehr  komplexes 
multikriterielles Optimierungsproblem aufgefasst werden, was 
die Evaluierung und Implementierung geeigneter Algorithmen, 
wie  z.B.  multi-objektive  genetische  Algorithmen,  in  einem 
modularen, performanten und parallelrechnenden  Framework 
nötig macht. 
Es folgt zunächst die formale Analyse des zu optimierenden 
Problems  (II),  die  Modellierung  der  biologischen  und 
Hardware-Systeme  (III)  sowie  die  Vorstellung  der 
umgesetzten  Algorithmen  (IV).  Abschließend  wird  die 
Evaluierung  der  Verfahren  erläutert  und  deren  Ergebnisse 
zusammengefasst (V).
II. PROBLEMANALYSE
Die Anforderung des FACETS-Projektes an das Mapping (dt.: 
Abbilden) ist eine vollständige, verlustminimierte, zeitgerechte 
und  optimierte  Übertragungsvorschrift  des  biologischen 
Modells  auf  die  Hardware.  Formal  lässt  sich  dieses 
Optimierungsproblem,  bestehend  aus  der  Abbildung  der 
Neuronen und Synapsen sowie deren Parameter und Topologie 
auf entsprechende VLSI-Komponenten, als Abbildung:
pp BHm →: (1)
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beschreiben.  H repräsentiert  die  Menge  aller  Hardware-
Elemente  und  B die  Menge  aller  biologischen  Elemente. 




















l steht für den minimalen Verlust, d.h. keine nicht abbildbaren 
biologischen  Komponenten  oder  unmögliche  Hardware-
anforderungen.  c repräsentiert  die  optimale  Umsetzung  der 
Abbildung  im  Rahmen  vorgegebener  Beschränkungen,  wie 
z.B. Parametergrenzen. Im Sinne einer Wichtung der einzelnen 
Kriterien  wurde  zur  Vergleichbarkeit  kein  Pareto-Optimum 




Zur  Systemmodellierung  wird  eine  Graphendarstellung  GB,H 
genutzt.  Die  Knoten  VG repräsentieren  die  Elemente  und 
Parameter  der  Modelle,  die  gerichteten  Kanten  EG  die 
topologischen  Eigenschaften  sowie  die  semantische 
Zuordnung der Knoten zueinander.
Abbildung  1  zeigt  beispielhaft  die  Modellierung  eines 
neuronalen Netzwerks aus Neuronen (N) und Synapsen (S) als 
Graph mit Erhaltung der Topologie und Einführung spezieller 
Parameterknoten für die Parameter (P).
Analog  erfolgt  die  Umsetzung  der  Hardware-Modelle  als 
Graph,  was  in  Abbildung  2  beispielhaft  dargestellt  ist. 
Neuronen (N),  verbunden  mit  einem synaptischen  Feld  (S), 
Abbildung komplexer, pulsierender, neuronaler 
Netzwerke auf spezielle Neuronale VLSI Hardware
Karsten Wendt, Matthias Ehrlich, Christian Mayr, René Schüffny
Abbildung 1: biologische Modellierung als Graph
sind an ein Bussystem (l1),  bestehend aus Kodierern (WTA) 
und  Crossbars  (CB),  angeschlossen.  Pulse  der  Neuronen 
können in diesem Beispiel über das Bussystem wieder in die 
Synapsen  eingespeist  werden.  Die  Modellierung  erfolgt  als 
Graph  mit  Erhaltung  der  Topologie  und  Einführung 
zusätzlicher Knoten für die Parameter (P).
B.Mapping als Graphenrelation
Resultierend daraus verallgemeinert sich die Abbildung m zu 



























VB repräsentiert  jeweils  die  Menge  aller  Knoten  der 
biologischen und  VH die der Hardware-Graphenmodelle. Die 
Abbildung  rm ist  nicht  disjunkt,  d.h.  biologische  Elemente 
können mehreren Hardwarekomponenten zugewiesen sein und 
umgekehrt.
Abbildung 3: abstraktes hierarchisches Hardware-Modell
Zur  Evaluierung  der  Algorithmen  wird  ein  abstraktes 
hierarchisches  Hardware-Modell,  bestehend  aus 
Hardwareblöcken  für  Neuronen  und 
Kommunikationselementen für Synapsen, erstellt. Abbildung 3 
zeigt ein schematisches Beispielmodell aus Blöcken bl0..2 über 
drei Ebenen und zwei Kommunikationsschichten con0,1. Damit 
kann ein rechts angedeutetes FACETS-System aus mehreren 
Wafern  auf  der  oberen  Ebene  sowie  Neuronen-  und 
Synapsenblöcken und deren Kommunikationselementen, bzw. 
die  neuronalen und synaptischen Schaltungen selbst  auf den 
unteren  beiden Ebenen dargestellt werden.
Algorithmenintern  werden  die  Modelle  zur  effizienten 
Verarbeitung in verschiedene Matrizen transformiert,  welche 
die  Topologie  des  Netzwerks,  der  Hardware  sowie  die 
Nutzungskosten  und  Beschränkungen  der 
Hardwarekomponenten  abbilden.  Die  Kostenfunktionen  der 
Optimierung über rm ergeben sich sinngemäß aus lB,H  und cB,H.
IV. ALGORITHMIERUNG
A.Gesamter Mapping-Prozess
Der  gesamte  Mapping-Prozess  ist  in  einzelne  Mapping-
Schritte  unterteilt,  was  die  Nutzung  unterschiedlicher 
Optimierungsalgorithmen  für  jede  Hardware-Ebene 
ermöglicht.  Abbildung 4 zeigt an einem Beispiel den Ablauf 
des  Mapping-Vorgangs.  Beginnend  auf  der  obersten  Ebene 
wird  das  biologische  Modell  von  einem  Verfahren 
NMappAlg00 in  Teilnetze  zerlegt  und  deren  Neuronen  den 
obersten  Hardware-Knoten  also  z.B.  verschiedenen  Wafern 
zugeordnet.  Untergeordnete  Algorithmen  wie  z.B. 
NMappAlg11 segmentieren die Teilnetze weiter und weisen sie 
entsprechenden Blöcken  der  nächsten  Hardware-Ebene,  d.h. 
verschiedenen Bereichen auf dem Wafer zu (siehe Abschnitt 
B).
Nach der Abbildung aller Neuronen des biologischen Netzes 
ordnet  abschließend  ein  Algorithmus  SMappAlg die 
synaptischen  Verbindungen  den  Kommunikationselementen 
des  Hardware-Modells  zu  (siehe  Abschnitt  C).  Dadurch 
verallgemeinern  sich  die  Algorithmen  zu 
Optimierungsverfahren für einzelne Hardware-Ebenen.
Abbildung 2: Hardware-Modellierung als Graph
Abbildung 4: gesamter Mapping-Prozess
Die  Entwicklung  und  Analyse  der  Algorithmen  erfolgte  in 
einem dafür entworfenen modularen C++ -Framework, was die 
Erweiterung der Algorithmen, Modelle und Kostenfunktionen 
unabhängig voneinander möglich macht.
B.Umgesetzte Algorithmen
Folgende Algorithmen wurden zur optimierten Abbildung der 
Neuronen  auf  die  Hardware-Elemente  konzipiert  und 
umgesetzt.  Aufgrund  der  in  Entwicklung  befindlichen 
Hardware  des  FACETS-Projekts  konzentrieren  sich  die 
Verfahren  auf  die  topologische  Optimierung  der  Netze 
hinsichtlich der Hardwarebeschreibung.
1) Vollsuche
Die  Vollsuche  permutiert  sequentiell  die  Neuronen-
Abbildungen so, dass alle möglichen Zuordnungen mittels der 
Kostenfunktionen bewertet werden und so die beste Abbildung 
ermittelt  wird.  Aufgrund des  np-schweren Problems wurden 
Optimierungen  wie  Branch-And-Cut-Meta-Heuristiken  und 
angepasste  Mapping-Reihenfolgen  eingeführt.  Der 
Algorithmus ist daher als exaktes Verfahren einzuordnen.[2][6]
2) Einsortierungsverfahren
Die  Funktionsweise  des  Einsortierungsverfahrens  beruht  auf 
dem  sequentiellen  Abbilden  noch  nicht  zugeordneter 
Neuronen zu  den  Hardware-Elementen  so,  dass  jeweils  ein 
minimaler Anstieg der Kosten erreicht wird. Zur Optimierung 
wurde eine angepasste Mapping-Reihenfolge eingeführt. Das 
Verfahren  ist  als  Greedy-  (dt.:  gierig)  Algorithmus 
einzustufen.[2]
3) Zufällig permutierende Suche
Die  zufällig  permutierende  Suche  wird  mit  einem 
randomisierten Initial-Mapping gestartet. Iterativ werden zwei 
Neuronenzuordnungen  ausgewählt  und  permutiert.  Werden 
dadurch die  Kosten verringert,  wird der  Tausch beibehalten 
und ansonsten rückgängig gemacht. Das Verfahren terminiert 
nach  einer  gegeben  Anzahl  von  Iterationen  ohne 
Kostenverbesserung  und  ist  als  stochastische  Suche 
einzustufen.[2]
Aufgrund der häufigen Berechnung des Kostengradienten bei 
einer Indexpermutation wurde ein spezielles Verfahren erstellt, 
was die effiziente Ermittlung des Gradienten bei den meisten 
Hardware-Modellen  ermöglicht.  Andernfalls  ist  die 
aufwändige Kostenevaluierung für das Gesamtsystem vor und 
nach der Permutation nötig. Abbildung 5 zeigt schematisch die 
Neuplatzierung  der  Synapsen  (schwarze  Punkte)  in  einer 
Verbindungsmatrix bei der Permutation der Neuronen x und y.  
Die  Graufärbungen  symbolisieren  die  verschiedenen 
Verbindungskosten zwischen den Hardwareblöcken b0 bis  b5. 
So  sind  die  veränderten  Kosten  der  synaptischen 
Verbindungen zwischen Block b0 und b1 ersichtlich, die durch 
die  Permutation  (x,y) zu  Verbindungen  (b0,b3) werden.  Das 
Verfahren ermittelt demnach entlang der Zeilen und Spalten x 
und y die Kostendifferenz der Indexpermutation.
Weiterhin ist aufgrund der  skalierbaren Laufzeit  der  Einsatz 
einer Hill-Climbing (dt.: Bergsteiger)-Meta-Heuristik möglich, 
welche den Algorithmus mehrfach mit verschiedenen Initial-
Mappings startet, um die Abhängigkeit der Ergebnisse von der 
Qualität der initialen Daten zu reduzieren.[6]
Zur  weiteren  Optimierung  wurde  das  Verfahren  in  seiner 
Suchbreite so erweitert, dass in jeder Iteration n verschiedene 
Indexpermutationen  ermittelt  und  bewertet  werden  und  die 
jeweils beste ausgewählt wird.
Außerdem wurde eine  Simulated-Annealing  (dt.:  Simuliertes 
Erstarren)  -Meta-Heuristik  implementiert,  welche  mit  einer 
sinkenden  Wahrscheinlichkeit  p auch  verschlechternde 
Indexpermutationen erlaubt, um das Verlassen lokaler Optima 
zu ermöglichen.[6]
Der Algorithmus wurde aufgrund seiner  geeigneten Struktur 
exemplarisch mittels  Multi-Threading in einer Master-Slave-
Architektur  parallelisiert.  Ein  Anzahl  von  Threads  ermitteln 
jeweils  gleichzeitig  eine  neue  zufällige  Indexpermutation 
sowie deren Kostengradient. Ein Master-Thread organisiert die 
Verteilung der  Aufgaben und ermittelt  die  beste  verfügbare 
Permutation. Auf diese Weise ist der aufwändigste Abschnitt 
des Algorithmus parallelisiert.[7]
4) Verbessernde Rücksprung-Suche
Die verbessernde Rücksprung-Suche basiert ebenfalls auf dem 
Prinzip  der  Indexpermutation.  Für eine gegebene Abbildung 
werden  für  einen  Iterationsschritt  die  besten  n 
Indexpermutationen ermittelt und die jeweils beste ausgewählt. 
Im Fall keiner weiteren Verbesserung springt der Algorithmus 
im Suchbaum zurück, um die Suche an anderer Stelle mit der 
nächstbesten  Permutation  fortzusetzen.  Abbildung  6  zeigt 
schematisch den Pfad des Algorithmus in einem Suchbaum aus 
Indexpermutationen (IP)  sowie dessen  Rücksprünge im Fall 
Abbildung 6: Rücksprünge 
im Suchbaum
Abbildung 5: Kosten-
gradient bei einer 
Abbildungspermutation
keiner weiteren Verbesserung. Das Verfahren ist als Greedy-
Algorithmus einzustufen.[2]
Zur  Optimierung  wurden  verschiedene  Rücksprung-
weitenregelungen  eingeführt,  um den  Suchraum in  kürzerer 
Zeit abzudecken:
• tnext = t – a Rücksprung um a Rekursionstiefen
• tnext = t / a skalierter Rücksprung
• tnext = random(0 .. t-1) randomisierter Rücksprung
Aufgrund der geringen Änderungen der Abbildung innerhalb 
eines  Iterationsschrittes  wurde  der  Algorithmus  um  ein 
Verfahren  erweitert,  das  nur  die  möglichen 
Indexpermutationen,  die  während  der  letzten  Iteration 
beeinflusst worden, erneut evaluiert.
Um auftretende Zyklen zu vermeiden, wurde eine Tabu-Meta-
Heuristik  eingeführt,  die  bereits  ausgeführte 
Indexpermutationen speichert und für die nächsten Iterationen 
verbietet.[6]
5) Genetischer Algorithmus
Mit  einer  Population  aus  Individuen,  deren  Genome  die 
Neuronenabbildung darstellen  und  deren  Fitness  die  Kosten 
der Abbildung  repräsentieren, steht ein Set an Lösungen zur 
Verfügung,  die  durch  genetische  Operationen  iterativ 








Der  Algorithmus terminiert  nach einer  gegeben Anzahl  von 
Iterationen bzw.  Generationen in  denen  keine  Verbesserung 
erzielt  wurde  und  ist als  evolutionäres  Verfahren 
einzustufen.[2][3][5][8]
Die  Duplikation,  bzw.  Rekombination  ist  durch  drei 
verschiedene Verfahren realisiert [4]:
• Vermehrung  durch  Kopieren:  ein  zufällig  ausgewähltes 
Individuum wird in die Folgegeneration kopiert
• Vermehrung  durch  stochastische  Rekombination:  die 
Gene  zweier  zufällig  ausgewählter  Individuen  werden 
zufällig  miteinander  zu  einem  neuen  Individuum 
kombiniert.  Invalide  Gene,  wie  die  Abbildung  zweier 
Neuronen  auf  das  gleiche  Hardware-Element  werden 
durch einen nachfolgenden Korrekturschritt behoben. Ein 
Beispiel ist in Abbildung 7 dargestellt.
• Vermehrung  durch  selektive  Rekombination:  die  Gene 
zweier  zufällig ausgewählter  Individuen werden selektiv 
zu einem neuen Individuum kombiniert, indem das jeweils 
bessere  Gen  der  beiden  Eltern  ausgewählt  wird.  Die 
Evaluierung  der  einzelnen  Gene  erfolgt  gemäß  ihrem 
Beitrag  zur  Fitness  des  Individuums.  Demnach  sind 
Neuronenabbildungen,  die  geringe  Kosten  verursachen 
die  besseren  Gene.  Abbildung  8  zeigt  schematisch  die 
selektive Rekombination zweier Individuen.
Die Mutation ist durch mehrere zufällige Indexpermutationen, 
wie bereits unter c) vorgestellt realisiert. [4]
Zur Reduktion der aktuellen Generation nach der Vermehrung 
und  Mutation  auf  die  Ursprungsgröße  g werden  zwei 
verschiedene Selektionsverfahren eingesetzt [4]:
• Rang-Selektion:  Die  Individuen  werden  gemäß  ihrer 
Fitness  geordnet.  Anschließend  werden  die  g besten 
Individuen  ausgewählt,  welche  die  Population  der 
nächsten Generation darstellen.
• Stochastische  Selektion:  Die  Individuen  werden  gemäß 
ihrer Fitness geordnet. Begonnen mit dem besten wird das 
aktuelle Individuum mit einer Wahrscheinlichkeit  psel aus 
der  Liste  entfernt  und  in  die  nächste  Generation 
übernommen,  bzw.  mit  einer  Wahrscheinlichkeit  1-psel 
übersprungen  und  zum  nächstbesten  Individuum 
übergegangen.  Das  Verfahren  endet  nach  g 
Listendurchläufen.
Weiterhin  wurde  zur  Erhaltung der  genetischen Diversivität 
eine  Fitness-Sharing (dt.:  Fitness-Teilung)  -Meta-Heuristik 
genutzt, welche die Fitness ähnlicher Individuen reduziert, um 
das Verlassen lokaler Optima zu ermöglichen. [5][8]
6) Segmentierungsverfahren
Das Segmentierungsverfahren zur Lösung des multikriteriellen 
Optimierungsproblems wurde auf der Überlegung aufgebaut, 
dass  letztlich  eine  Zuweisung  eines  abstrakten  Hardware-
Elements  zu  je  einer  Neuronengruppe  erfolgen  soll,  deren 
Neuronen  möglichst  viele  Eigenschaften  teilen.  Als 
gemeinsame Eigenschaften können hierbei z.B.
• die synaptische Konnektivität
• gleiche Parameter
• gemeinsame sendende / empfangende Neuronen
angesehen  werden.  Ähnlich  den  Algorithmen  zur 
automatischen Darstellung von Graphen werden die Neuronen 
als  Punkte  in  einem  n-dimensionalen  Raum  modelliert, 
nachfolgend  Neuronenpunkte genannt,  wobei die  Entfernung 
zwischen zwei Punkten mit zunehmender Anzahl gemeinsamer 
Abbildung 7: Stochastische 
Rekombination
Abbildung 8: Selektive 
Rekombination
Eigenschaften abnehmen soll.  Um die Selbstorganisation des 
Modells  zu  ermöglichen,  werden  verschiedene  Kräfte 
eingeführt,  die  jeweils  den  Einfluss  von  Eigenschaften,  die 
zwei Neuronen teilen oder  nicht,  repräsentieren. Der  Betrag 
der Kräfte zwischen den Neuronenpunkten ist dabei von
• der Entfernung zueinander
• den Zuständen des Systems bzw. der Neuronenpunkte
• Parametern,  welche  die  Wichtung  der  geteilten 
Eigenschaften  hinsichtlich  der  Gesamtoptimierung 
angeben
abhängig.  Schrittweise  werden  gem.  diesen  Kräften  die 
Neuronenpunkte in dem n-dimensionalen Raum bewegt bzw. 
die Kräfte aktualisiert.  Das Ergebnis ist eine Anordnung der 
Punkte  so,  dass  Neuronen  mit  vielen  gemeinsamen 
Eigenschaften  nah  beieinander  bzw.  mit  wenigen  geteilten 
Eigenschaften weiter voneinander entfernt positioniert sind. So 
ist eine Extraktion der Neuronengruppen möglich. Abbildung 
9  zeigt  an  einem  Beispiel  die  Segmentierung  von  sechs 
Neuronenpunkten  gem.  ihrer  Konnektivität,  sodass  eine 
Aufteilung auf zwei Blöcke b0 und b1 möglich ist.
Eine  mögliche  Skalierung  der  anziehenden  Kräfte  fcon bei 
synaptischer  Konnektivität  zweier  Neuronenpunkte  und  fnocon 
bei keiner Konnektivität kann wie folgt angegeben werden:






parcon und parnocon sind jeweils Parameter, die den Einfluss der 
Eigenschaft  hinsichtlich der  Segmentierung angeben.  dist ist 
die Entfernung der Neuronenpunkte im n-dimensionalen Raum 
zueinander. Der Algorithmus realisiert weitere Kräfte, welche 
die Optimierungsziele des Verfahrens modellieren.
Neben  der  Gruppierung  der  Neuronenpunkte  gem.  ihren 
Eigenschaften  muss  parallel  eine  Zuordnung  zu  den 
Hardwareblöcken  so  erfolgen,  dass  deren  Beschränkungen 
nicht  verletzt  werden.  Zu  diesem  Zweck  wurde  für  jeden 
Hardwareblock  ein  sog.  Clusterpunkt eingeführt,  was  die 
Integration  weiterer  Kräfte  zwischen  Cluster-  und 
Neuronenpunkten  bedeutet.  In  jedem  Iterationsschritt  wird 
jeder Neuronenpunkt dem nächsten Clusterpunkt zugeordnet, 
was die  Abbildung der  Neuronen auf  die  Hardware-Blöcke, 
und damit  das Mapping in dieser  Hardware-Ebene darstellt. 
Gleichzeitig wird anhand dieser Zuordnung, das sog. Gewicht 
jedes  Clusterpunktes  bestimmt.  Das  Gewicht  beeinflusst 
maßgeblich die Skalierung der vom Clusterpunkt verursachten 
Kräfte  und  sorgt  für  eine  gleichmäßige  Aufteilung  der 
Neuronenpunkte auf die Hardware-Blöcke.
Um das System nicht expandieren, kollabieren, stagnieren oder 
oszillieren zu lassen,  ist  eine gezielte  Parametrisierung aller 
Kräfte nötig. Zu diesem Zweck wurden u.a. sog. Cluster-Halos 
eingeführt,  welche  die  für  die  Segmentierung  irrelevanten 
starken  Kräfte  isoliert,  gleichzeitig  aber  die  Plastizität  des 
Systems sichert.
Der  Algorithmus wurde aufgrund seiner  geeigneten Struktur 
exemplarisch mittels Multi-Processing in einer Master-Slave-
Architektur  parallelisiert.  Die  physikalische  Trennung  der 
Prozesse durch separate Speicher und Prozessoren macht eine 
spezielle  Kommunikationsstruktur  erforderlich,  die  mit einer 
LAM (Local Area Multicomputing) / MPI (Message Passing 
Interface)-Implementierung umgesetzt wurde.[7] 
Nach  der  Initialisierung  der  Arbeitsprozesse  mit  nötigen 
Daten,  wie  z.B.  der  Verbindungsmatrix,  verteilt  der 
Hauptprozess  in  jeder  Iteration  die  Aufgaben  zur 
gleichzeitigen  Evaluierung  der  Kräfte  der  Neuronen-  und 
Clusterpunkte.  Diese  Kräfte  werden  vom  Hauptprozess 
gesammelt  und  skaliert  und  die  Parameter  für  die  nächste 
Iteration an die Arbeitsprozesse übermittelt.
7) Diagonalisierungsverfahren nach CutHill McKee
Bei  geeignter  Indizierung  der  Hardwareblöcke  ist  die 
Diagonalisierung der Verbindungsmatrix sinnvoll.  Zu diesem 
Zweck  wurde  das  Verfahren  nach CutHill-McKee 
eingesetzt.[9]
C. Synapsenverteilungsverfahren
Das Synapsenverteilungsverfahren bildet nach abgeschlossener 
Zuordnung  aller  Neuronen  zu  Hardware-Elementen  die 
Synapsen  auf  die  niedrigst  möglichen  Kommunikations-
elemente  ab.  In  Abhängigkeit  der  topologischen Entfernung 
der  beiden beteiligten  Neuronen sowie den Beschränkungen 
der Kommunikation, z.B. durch maximale Ein- und Ausgänge 
werden  die  Synapsen  im  hierarchischen  Hardware-Modell 
(siehe Abbildung 3) von unten nach oben eingeordnet.
V. AUSWERTUNG DER ALGORITHMEN
A.Test-Szenarien
Zur  Analyse  der  Optimierungsalgorithmen  wurden 
verschiedenen  Test-Szenarien  entworfen,  die  jeweils  aus 
einem biologischen und einem Hardware-Modell bestehen, die 
aufeinander abgebildet werden sollen. Abbildung 10 zeigt die 
drei  Verbindungsmatrizen  der  verwendeten  biologischen 
Modelle,  Abbildung 11 die schematische Darstellung einiger 
Hardware-Modelle.
Abbildung 9: Netzsegmentierung
Abbildung 10: biologische Modelle
B.Ergebnisse
Zum  Vergleich  der  Algorithmen  wurden  u.a.  die  Laufzeit 
sowie  die  relative  Kostenoptimierung  der  Algorithmen  in 
jedem  Test-Szenario  erhoben.  Weiterhin  wurde  die 
Untersuchung für viel versprechende Algorithmen vertieft und 
spezielle Daten zur Verfahrensoptimierung ermittelt.
Die  erzielten  relativen  Kosten-Optimierungen  sind  für  alle 
Verfahren  von  den  Modellgrößen  unabhängig. 
Zusammenfassend lässt sich für die Algorithmen sagen:
1) Vollsuche
Das Verfahren konvergiert für sehr kleine Modelle aufgrund 
der  exponentiell  zunehmenden  Möglichkeiten  nicht  in 
annehmbarer  Zeit  und  wurde  daher  von  der  weiteren 
Untersuchung ausgeschlossen.
2) Einsortierungsverfahren
Die  Laufzeit  nimmt  mit  wachsenden  Modellgrößen 
vergleichsweise  sehr  stark  zu.  Die  erzielten 
Kostenoptimierungen  sind  aufgrund  der  zeitig  und  damit 
suboptimal abgebildeten Neuronen als vergleichsweise gering 
zu bewerten. Das Verfahren ist daher ungeeignet.
3) Zufällig permutierende Suche und Genetische Suche
Im  Fall  effizient  ermittelbarer  Kostengradienten  nimmt  die 
Laufzeit  mit  wachsenden  Modellgrößen  vergleichsweise 
durchschnittlich  zu.  Bei  komplexen  Hardware-Modellen 
hingegen steigt die Laufzeit vergleichsweise sehr stark an. Die 
erzielten  Kostenoptimierungen  sind  vergleichsweise  gut  bis 
sehr gut. Die Verfahren sind daher für große Netze, aber nur 
bestimmte Hardware-Modelle geeignet.
Die  Fitness-Sharing-  und  Rekombination-Operatoren  der 
Genetischen Suche verschlechtern die  Konvergenz, bzw. die 
Leistung  des  Algorithmus  erheblich.  Die  Wahl  der  beiden 
Selektionsverfahren ist für die Leistung irrelevant.
4) Verbessernde Rücksprung-Suche
Die  Laufzeit  nimmt  mit  wachsenden  Modellgrößen 
vergleichsweise  sehr  stark  zu.  Die  erzielten 
Kostenoptimierungen  sind  als  vergleichsweise  sehr  gut  zu 
bewerten. Das Verfahren ist daher für die Optimierung kleiner 
Modelle geeignet.
5) Segmentierungsverfahren
Die  Laufzeit  nimmt  mit  wachsenden  Modellgrößen 
vergleichsweise  langsam  zu.  Die  erzielten 
Kostenoptimierungen sind als vergleichsweise gut bis sehr gut 
zu  bewerten.  Das  Verfahren  ist  daher  für  die  Optimierung 
großer bis sehr großer Modelle geeignet.
6) Diagonalisierungsverfahren CutHill-McKee
Die  Laufzeit  nimmt  mit  wachsenden  Modellgrößen 
vergleichsweise  sehr  langsam  zu.  Die  erzielten 
Kostenoptimierungen sind in Abhängigkeit vom verwendeten 
Hardware-Modell  als  durchschnittlich  bis  sehr  gering  zu 
bewerten. Das Verfahren ist daher für die Optimierung großer 
bis  sehr  großer  Netze,  aber  nur  sehr  spezieller  Hardware-
Modelle geeignet.
VI. ZUSAMMENFASSUNG
Zur  Erstellung  und  Analyse  der  multikriteriellen 
Optimierungsalgorithmen  wurde  zunächst  eine  formale 
Problembeschreibung sowie geeignete Kostenfunktionen und 
Modellbeschreibungen als Graphen gefunden.
Darauf aufbauend wurden in einem Framework der gesamte 
Mapping-Prozess umgesetzt  sowie verschiedene Algorithmen 
entwickelt und optimiert.
In  verschiedenen  Test-Szenarien  wurden  die  Algorithmen 
anschließend systematisch hinsichtlich Kriterien wie Laufzeit 
und relative Kostenoptimierung untersucht.
Dabei  kristallisierten  sich  die  zufällig  permutierende  Suche, 
die  genetische  Suche  sowie  das  speziell  entwickelte 
Segmentierungsverfahren  als  leistungsstärkste  Algorithmen 
heraus.
Für  die  vollständige  Abbildung  der  Netze  auf  die  VLSI-
Hardware sind die gefunden Algorithmen zu verbessern und zu 
erweitern  sowie  die  erstellten  Modellbeschreibungen 
auszubauen. Weiterhin müssen neue Algorithmen erstellt und 
evaluiert  werden  um  die  Abbildungsbeschreibung  zu 
verfeinern und zu vervollständigen.
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