In the earliest phases of star-forming clouds, stable molecular species, such as CO, are important coolants in the gas phase. Depletion of these molecules on dust surfaces affects the thermal balance of molecular clouds and with that their whole evolution. For the first time, we study the effect of grain surface chemistry (GSC) on star formation and its impact on the initial mass function (IMF). We follow a contracting translucent cloud in which we treat the gas-grain chemical interplay in detail, including the process of freeze-out. We perform 3D hydrodynamical simulations under three different conditions, a pure gas-phase model, a freeze-out model, and a complete chemistry model. The models display different thermal evolution during cloud collapse as also indicated in Hocuk, Cazaux & Spaans 2014, but to a lesser degree because of a different dust temperature treatment, which is more accurate for cloud cores. The equation of state (EOS) of the gas becomes softer with CO freeze-out and the results show that at the onset of star formation, the cloud retains its evolution history such that the number of formed stars differ (by 7%) between the three models. While the stellar mass distribution results in a different IMF when we consider pure freeze-out, with the complete treatment of the GSC, the divergence from a pure gas-phase model is minimal. We find that the impact of freeze-out is balanced by the non-thermal processes; chemical and photodesorption. We also find an average filament width of 0.12 pc (±0.03 pc), and speculate that this may be a result from the changes in the EOS caused by the gas-dust thermal coupling. We conclude that GSC plays a big role in the chemical composition of molecular clouds and that surface processes are needed to accurately interpret observations, however, that GSC does not have a significant impact as far as star formation and the IMF is concerned.
INTRODUCTION
Substantial depletion of gas-phase species has been observed in various star-forming regions such as low-mass starless cores and high-mass star-forming clouds (e.g., Tafalla et al. 2002 Tafalla et al. , 2004 Hernandez et al. 2011; Fontani et al. 2012; Liu, Wu & Zhang 2013; Giannetti et al. 2014) . Depletion occurs when species are drained from the gas-phase and deposited on grain surfaces. Observational data indicate that depletion factors can go up to 80 and beyond, where the depletion factor is defined as the expected abundance over the observed abundance of a gas-phase species, while gas temperatures of up to 25 K can exist in high-mass pre-stellar cores (Fontani et al. 2012 ). This leaves the warmer gas to coexist with the colder dust when there is sufficient time for depletion to become significant (Goldsmith 2001) . The importance of freeze-out on the (thermo)dynamics of an evolving interstellar cloud may eventually impact star formation altogether.
⋆ E-mail: seyit@mpe.mpg.de At number densities exceeding n H 3×10 4 cm −3 , where n H is the total hydrogen nuclei number density, freeze-out is not expected to play a significant role on the thermal balance since gas and grain will be tightly coupled and their temperatures will approach each other. Heat transfer through collisions with dust rather than line emission will then dominate the cooling of a cloud. However, below this critical density, and with sufficient UV extinction for molecules to survive, depletion can perturb the thermal balance by inhibiting cooling, especially by freezing out CO. This will increase the temperature of the gas as shown in Hocuk, Cazaux & Spaans (2014) , hereafter Paper I. In regions such as cold dense clumps and cores with dust temperatures below 20 K, CO molecules will be locked up in ice. These CO molecules cannot thermally evaporate back into the gas phase and the freeze-out timescale is sufficiently short ( 10 4 yr, Visser, Bergin & Jørgensen 2015) to deplete all molecules within a cloud lifetime (10 6 yr). Other molecules, like water and methanol, await a similar fate. In models and numerical simulations that consider freeze-out, when not including other means of desorption, usually near 100% depletion is seen in cold (∼10 K) environments, much greater than what is observed. Unless a strong heat source like a nearby protostar reveals the rich organic chemistry on dust mantles (Cazaux et al. 2003) , frozen molecules will remain solid and, therefore, unable to contribute to cooling through ro-vibrational line emissions.
Non-thermal desorption, however, can liberate the frozen species that are thermally locked. Photodesorption is often considered as an effective physical mechanism to release surface molecules (e.g., Fayolle et al. 2011; Guzmán et al. 2013; Kalvāns 2015) to the gas phase, thereby explaining how unexpected high amount of molecules can exist in the gas phase (e.g., Bacmann et al. 2012; Caselli et al. 2012; Vastel et al. 2014) . Molecules can be photodesorbed by a direct process or an indirect process through exciting neighboring molecules (e.g., Bertin et al. 2013; van Hemert, Takahashi & van Dishoeck 2015) . Photons suffer, however, from attenuation deeper into the cloud because of the high extinction naturally arising towards dense regions. This is also generally the place where the ices are known to exist. Cosmic rays (CRs), on the other hand, can penetrate deeply and excite H 2 molecules, which then fluoresce producing UV photons locally. This is a secondary form of photodesorption, one that is only marginally affected by the column density. Even though the flux of secondary UV photons is much lower than the general background UV field, CR-induced UV (CRUV) can dominate the UV photon production at high visual extinctions (A V > 10 mag). The process that is dubbed CR desorption, which is not included in this work, typically indicates the desorption following the dust heating upon direct collision with a CR. This can proceed via 'whole-grain heating' (Leger, Jura & Omont 1985; Hasegawa & Herbst 1993) or through explosive desorption due to 'impulsive spot heating' (Ivlev et al. 2015b ).
Another way to transfer species from the solid phase into the gas phase is through chemical desorption (Garrod, Wakelam & Herbst 2007; Dulieu et al. 2013) , also known as reactive desorption (e.g., Vasyunin & Herbst 2013) . This non-thermal desorption is not affected by the depth of the cloud, but is rather the result of rich and reactive chemistry on surfaces. The exothermicity of the reaction, the binding energy of the species, and the degrees of freedom of the formed products is what determines the likelihood of this process. It should be noted that 'chemically driven desorption' (Takahashi & Williams 2000) is a more specific mechanism that occurs through an energetic reaction on grain surfaces, such as the Eley-Rideal (ER) mechanism of H 2 formation, kicking out a molecule next to it. Chemical desorption has been shown to be an important desorption process in cold dense cores (Hocuk & Cazaux 2015; Ruaud et al. 2015; Noble et al. 2015) .
All of these processes cause the molecules to experience phase-transitions depending on the conditions of the environment and the importance of each process. It will affect the cooling properties of the gas. Moreover, some species, like CO, are optically thick at cloud densities of 10 4 cm −3 such that a decrease in the abundance will result in the reduction of self-shielding, counterbalancing each other to a certain degree. So, the question becomes: Does freeze-out have a strong enough impact on the thermal balance to affect star formation and if so, can other (non-thermal) processes counter act the depleting nature of freeze-out? Paper I showed that freeze-out does impact the thermal balance of an evolving cloud enough to change the equation of state (EOS). The role of the gas-dust interplay on the final stellar masses should therefore be carefully studied, and, if significant, need to be properly addressed in the theories of star and filament formation (see also Seifried & Walch 2015) .
The stellar initial mass function (IMF) in the Milky Way is often observed to follow a universal, Salpeter-like (Salpeter 1955) power-law at high masses (M 0.5M ⊙ ), see for example a review by Bastian, Covey & Meyer (2010) . Although the low-mass end of the IMF is still a topic of debate (van Dokkum & Conroy 2011; Peacock et al. 2014) , it is generally thought that gravity causes the power-law behavior at the high-mass end (e.g., Schneider et al. 2013) , while more recently the idea of preferential attachment has been proposed (Klishin & Chilingarian 2015) that is similar to the competitive accretion theory (Bonnell et al. 1997) . In extragalactic regions, variations in the IMF are more frequently reported (see Kroupa et al. 2013 , and references therein). Aside from the variation in the distribution of stellar masses, a link is often made to the fragmentation of a cloud into clumps and cores and the core mass distribution (Könyves et al. 2010; André et al. 2010) . In order to fully dissect this problem, one has to explore the earlier stages of cloud evolution. Numerical simulations have been able to reproduce the log-normal shape of the IMF with the power-law tail. However, dust chemistry has never been considered as an important factor in shaping the IMF, even though it was thought to be able to have an impact on the thermodynamics of a gas cloud at n H 10 4.5 cm −3 (Goldsmith 2001) , thus, also affecting the cloud fragmentation. Larson (2005) suggested that a departure from an isothermal EOS might be enough to set the characteristic mass of the IMF, while also affecting filament sizes as the isothermal case provides support for a cylinder. Peters et al. (2012) showed that a sub-isothermal EOS already enhances filamentary structures. In this study we investigate the impact of GSC on star-forming clouds by considering different levels of complexity of the GSC and show numerically how strong a collapsing cloud, thereby the IMF, can be influenced by different GSC processes.
This work is a follow-up on an earlier study on the effects of freeze-out during cloud evolution. In Paper I, we showed that freeze-out had a significant effect on the thermal balance of a diffuse cloud evolving into a molecular cloud, leading to a fluctuation of the EOS around the critical value of unity. We hypothesized that this could lead to an altered fragmentation epoch with the end result of different star formation efficiencies and different initial stellar masses at the moment of star formation. In this paper, we initiate our simulations from a translucent cloud stage and continue upon this project with higher resolution simulations. In addition to the previous work, we added an extra element to our models by also testing against a complete grain surface chemistry model as was recently presented in Hocuk & Cazaux (2015) . The complete chemistry model has the aforementioned non-thermal desorption processes that can counter the effect of freeze-out. One major difference is that in this work we adopt a different, but more accurate treatment to compute the dust temperature.
For the impact on star formation, we focus on the process of freeze-out, because it has likely the most dramatic effect on the thermodynamics. This has consequences on the pressure and the density evolution of the cloud. Since molecule freezing is being affected by many processes, the compete gas-grain chemical interplay must be considered in order to treat the freeze-out process most accurately. Next to freeze-out, other important influences on the thermodynamics by dust grains will arise by forming increasingly more complex molecules and with that the many line transitions they allow, like methanol once they are released into the gas phase, but detailed line cooling from complex molecules is currently beyond the scope of this work.
Our paper is divided into five sections. In Sect. 2, we explain our models, outline our code, and show the initial conditions. In Sect. 3, we describe the chemistry and our chemical network, with further details on this given in appendix A. We address the thermal balance, providing all the heating and cooling processes used in this work, where the equations are given in appendix B. We also elaborate on the adopted dust temperature calculation method. In Sect. 4, we present our results on the chemical and thermal evolution and the stellar mass distribution. Finally, in Sect. 5 we summarize our conclusions and discuss the caveats.
NUMERICAL METHOD

The code
The code that is used to perform the numerical simulations in this work is the adaptive-mesh refinement (AMR) hydrodynamical code flash 4.0 (Fryxell et al. 2000; Dubey et al. 2009 ). Hydrodynamic equations were solved with the directionally split piecewiseparabolic method (PPM; Colella & Woodward 1984) , which is well-suited to handle gas dynamics and contact discontinuities, such as shocks. The Poisson equations were solved with the Multigrid solver in which gravity is coupled to the Euler equations through the momentum and energy equations. We employed the multi-species unit that is able to follow each species with its own properties in order to track multiple fluids. To prevent overshoots in the mass fractions as a result of the PPM advection, we applied the consistent multi-fluid advection scheme (Plewa & Müller 1999) .
Our work combines the physical processes on a wide range of scales associated with the field of star formation, cloud dynamics, thermodynamics, and chemistry. We used time-dependent heating and cooling rates to solve the thermal energy equation at each mesh point (grid cell) and perform rate equations for computations of the chemistry in gas and solid phases. The cloud dynamics advances through the hydrodynamic calculations of our code. Magnetic fields were not included in this work. We presume that our cloud is supercritical and thus not supported by magnetic fields.
For our simulations we consider and include processes such as gravity, turbulence (non-driven), shocks, external radiation field, polytropic EOS, multiple species, sink particles, thermodynamics, and chemistry. Descriptions for the well-tested physics modules that are not default to the flash code can be found in Hocuk & Spaans (2010) and Paper I. Column densities are calculated from the UV flux at each cell by tracing 14 equally weighted rays with long characteristics (see Hocuk & Cazaux 2015) . We use the sink particle routine that is described in Hocuk & Spaans (2011) , which adopts the methods from Krumholz, McKee & Klein (2004) and Federrath et al. (2010) . The flash code has also an integrated sink particle module that is similar to our own. The key physics modules important for this work, surface chemistry and thermodynamics, are explained in detail in Sect. 3, appendices A and B, and, concerning the equations and formulations of the GSC, also in Hocuk & Cazaux (2015) .
We point out that there are several differences in the numerical prescription as compared to the work done in Paper I. The main differences are, the version of the chemistry database with newer reaction rates and coefficients (see Sect. 3.1 and Tables C2 and C3) , extending non-thermal desorption to multiple species (see Sect. 3.3) , and the adopted expression for the dust temperature (see Sect. 3.5). The changes were driven by most recent experimental and observational findings. These changes are next to the increased spatial and temporal resolution of the simulation and the addition of sink particles in order to follow star formation.
Three models
To address the impact of freeze-out and non-thermal desorption to star formation we devise three models. We run a simulation with each model in order to better understand the underlying physical impact. Each model is identical to the other in every other aspect than the ones mentioned below. We identify our models in the following way:
Pure gas: For this model we exclude any surface species from our calculations. This does not mean that there is no dust, it means that the chemistry is occurring in the gas phase only. Dust is considered in the thermal balance with the gas-grain coupling and we do calculate the dust temperature. The initial species abundances slightly differs from the models with surface species (see Sect. 3.2).
Gas+freeze-out:
For this model we include surface species alongside the gas species, but disallow any reactions or photoprocesses on surfaces. This is to exclude all forms of non-thermal desorption. Only accretion of gas-phase species and thermal evaporation are permitted. This includes the H 2 formation through the ER process.
Full chemistry: For this model we include all species and the complete set of reactions. The simulation is much more computationally demanding, while the chemical time-step is also generally much smaller. This does not affect the hydrodynamical time-step, which may otherwise be a factor in the formation of sink particles as this partially depends on time resolution.
Initial conditions
We simulate gravitationally bound spherical clouds that are in a stage of collapse. Each cloud is initially in a translucent stage with uniform conditions inside the cloud. A translucent cloud is a molecular cloud with visual extinction in the 1-5 mag and density in the 10 2 -10 4 cm −3 range in which both photoprocesses and gas-phase reactions play an important role in the chemistry (e.g., Corby et al. 2015) . The cloud edge is similar (density, temperature, pressure, and abundances) to the diffuse atomic medium and has different initial conditions compared to the cloud interior. We allow for a smooth transition from the cloud edge to the uniform inner parts. The transition region covers the range from the outer edge to 30% of the cloud radius, which corresponds to a visual extinction (A V ) of unity. The initial number density of the model clouds is n H = 10 3 cm −3 . The interstellar environment as well as the cloud edge have a density of n H = 1 cm −3 . The model clouds have an effective radius of 4.27 pc and a total mass of 7.35×10 3 M ⊙ . The total mass in the rest of the simulation domain is negligible, and < 1%, relative to the cloud mass. A graphical representation of the initial conditions is given in Fig. 1 mentary density structure of the cloud in a timescale much shorter than a free-fall time (t ff ) or a cooling time (t cool ).
A background UV field radiation flux of G 0 = 1 in terms of the Habing field (Habing 1968 ) is assumed pertaining to the average interstellar medium (ISM) conditions of our Milky Way. Due to the photoelectric heating, this yields a temperature gradient from 10 K inside the cloud to 50 K just at the edge of the cloud (Meijerink & Spaans 2005) , while the dust temperature increases from 6 to 18 K inside out. The isothermal sound speed of the cloud in this region ranges between c s = 0.20 and 0.45 km s −1 . The temperature will not stay fixed as the thermal balance is solved timedependently by considering the most important heating and cooling processes, see Sect. 3.4. The temperature in the diffuse ISM (n H 1 cm −3 ), for example, can go up from several hundred to a few thousand Kelvin due to photoelectric heating and shocks.
All hydrogen inside the three translucent clouds is set to molecular form while it is atomic at the cloud edge. A mixture exists in the transition region. We obtained these abundances by running a 1D model until convergence was reached, which is explained in more detail in Sect. 3.2. Atomic species are also more ionized at the cloud edge and neutral inside. See Tables 1 and 2 for the edge and center abundances. In total, we include 41 different gas-phase and surface-bound 'ice' species in our models.
We placed our clouds in cubic boxes of size 15 pc 3 , with periodic boundary conditions. We refined our grid according to a strict Jeans length (λ J ) criterion, with a resolution of n Jeans 16 cells/λ J . Given a maximum resolution of 1024 3 cells and utilizing the AMR, the spatial resolution yields 15 pc/1024 ≃ 0.015 pc, which equals to a smallest size scale of slightly below 3000 AU.
ANALYTICAL METHOD
Chemistry
We perform time-dependent rate equations that include both gasphase and surface reactions. Ices and gas-phase species are described in the same manner, in number densities, to make the interaction easier. The inter-exchange between the two phases proceed through the adsorption and the desorption processes, or through the ER mechanism. Chemical reactions involving dust grains are divided into six categories (A1) accretion (adsorption) of gas phase species on to grains, (A2) evaporation (thermal desorption) of ices, (A3) two-body surface reactions, (A4) CR processes, (A5) photoprocesses that include photodissociation, photodesorption, and CRUV photoprocesses, (C4) chemisorption of H including the ER formation of H 2 .
The headings within the parentheses point to the specific sections in the appendix where these processes are described in more detail. The Tables C1, C3 , and C4 in the appendix display the considered surface reactions in this work.
Gas-phase reactions are taken from the Kinetic Database for Astrochemistry version 2014 (KiDA, Wakelam et al. 2015) . This version has over 1000 more reactions as compared to the previous version (Wakelam et al. 2012) , which in our case only amounts to 19 additional gas-phase reactions because we do not utilize the entire network (see Sect. 3.2) . In addition, the newer version also has many different reaction coefficients. Almost all the new coefficients are for photoprocesses particularly important for this study. In summary, the photoprocesses in the new version are more efficient at low columns, but more quickly attenuated towards higher opacities. We refer the reader to the KiDA database for the equations and the corresponding parameters. The gas-phase reactions in our network include bimolecular reactions, charge-exchange reactions, radiative associations, associative detachment, electronic recombination and attachment, ionization or dissociation of neutral species by UV photons, and ionization or dissociation of species by direct collision with CR particles or by secondary UV photons following H 2 excitation. Tables C1 and C2 in the appendix show all the gas-phase reactions considered in this work.
Chemical reactions are solved using a fast and stable semiimplicit scheme following Schleicher et al. (2008) . This is an improved scheme over the first-order backwards differencing (BDF) method developed by Anninos et al. (1997) . The manner in which this solver is applied can also be found in Hocuk & Cazaux (2015) . The present grain surface chemistry rate equations are not modified at low fluxes to account for the discrete nature of grain particles (Caselli, Hasegawa & Herbst 1998; Garrod 2008) .
Chemical network
We consider in our simulations a total of 41 species. Only species with the elements H, C, and O are considered in this work. Tables 1 and 2 list the species and their initial abundances, whereas Table 2 is not applicable for the model pure gas. Of these, 25 are gas-phase and 16 are surface species. Together they comprise 280 reactions. The complete set of reactions is listed in appendix C.
The choice of initial values can sometimes have an effect on the final results. The presence or absence of a species at the start, either on dust or in the gas-phase, may influence the thermodynamical evolution. This is something we noticed during our trial runs. Therefore, it is appropriate to start with more realistic initial abundances according to the conditions of the model cloud. This creates a small difference in the beginning between the models. We obtained our initial abundances by performing two 1D simulations of a diffuse cloud, with and without surface species. We used 
Notes. The symbol ⊥ denotes a surface/ice species. ⊥H c is the chemically adsorbed counterpart of ⊥H.
atomic initial conditions, except for hydrogen which was in molecular form, and typical Galactic elemental abundances as given in Table 1 for the cloud edge. We ended these runs when the diffuse clouds evolved into the starting conditions of this work. We neglected all the abundances below a value of n x i /n H = 10 −9 . For all three models, we adopt solar metallicity and a dustto-gas mass ratio of 0.01, a common value for local galaxies (Fisher et al. 2014) . A lower ratio or metallicity is expected to result in a reduced star-formation rate, even in the same galaxy (Yıldız et al. 2015) . The grain-size distribution is that of Mathis, Rumpl & Nordsieck (1977) , hereafter MRN.
Non-thermal desorption
We consider non-thermal desorption from two different channels, i.e., desorption through UV photons and through exothermic reactions. We plan to include desorption by direct CR impact in the 
. See the reference.
future. The photodesorption is included for the species CO, H 2 O, H 2 CO, CH 3 OH which is induced either by primary UV photons or by secondary UV photons from CRs. The photodesorption rate is calculated as
where R phdes is the photodesorption rate and k phdes is the rate coefficient following Chaparro Molano & Kamp (2012) . In these equations χ is the UV field strength (Draine 1978) , whereas the photon flux produced by this field per unit area is
15 cm −2 is the surface density of available absorption sites per unit grain area assuming 3 Å separation between sites, N lay = 2 is the assumed number of ice layers that photons can penetrate for photodesorption (Andersson et al. 2006; Arasa et al. 2010; Muñoz Caro et al. 2010) , n x i is the number density of species x i , f ss is the self-shielding factor, which is obtained from Draine & Bertoldi (1996) for H 2 and from Visser, van Dishoeck & Black (2009) for CO, and Y i is the photodesorption yield per photon. The photodesorption yields are given in Table 3 .
It is advisable to note that the photodesorption yield for methanol should be taken as an upper limit. Recent work by Muñoz Caro et al. (in preparation) suggests that the actual yields are much lower, by about a factor 10. It seems that methanol preferably dissociates rather than to desorb. On a similar note, CO photodesorption yields are found to be increasing with decreasing temperature (Muñoz Caro et al. 2010 ). These are not considered here.
The CRUV photon flux is computed by following once again Chaparro Molano & Kamp (2012) ,
where N CU = 10, 000 is the flux of locally generated CRUV photons in cm −2 s −1 for molecular clouds (Shen et al. 2004 ) and ζ CR is the CR ionization rate per H 2 molecule. For the ζ CR in this work we take 5 × 10 Chemical desorption is included for all the reactions that are exothermic. We use a probabilistic approach for the reaction products to desorb into the gas phase or to stay on the surface. Our simulations are run with the desorption probabilities that have been recently obtained experimentally by Dulieu et al. (2013) and Minissale et al. (2016) , with the assumption that we have a mixed graphite/silicate dust. Table 4 provides the desorption probabilities. For ice, if a desorption probability could not be derived from the experiments because the probability was too low, we assume that the chemical desorption is one-fifth of the desorption probability derived on bare surfaces. More precise measurements are being performed. We use the methods from Hocuk & Cazaux (2015) to calculate the chemical desorption rate, which is also explained in Sect. A3 with additional details. One important point is that when considering both photodesorption and chemical desorption, there is the possibility that the desorption yields provided for photons does already partially include chemical desorption, since photons can also dissociate molecules only to see them immediately reform. The photodesorption yields cannot distinguish between direct and indirect (chemical) desorption. This is not an important issue in our work, because we do not consider high UV fields and we focus on regions with A V > 1 mag, where chemical desorption always dominates over photodesorption.
Thermodynamics
In order to properly address the thermodynamics of the gas cloud, we compute the heating and cooling rates time dependently that go hand-in-hand with the chemistry calculations. In this way, by solving the thermal balance, the gas and the dust temperature is obtained. Since the dust temperature is directly linked to the chemistry, we compute this at each iteration of the convergence sub-cycle of the chemistry time-step.
For our models we treat the most important heating and cooling rates that pertain to molecular clouds within a large temperature range (T g = 5 − 5000 K). The used heating and cooling processes are summarized here with the details provided in appendix B. The references in the parentheses point to the appropriate appendix sections where they are further discussed. The gas-phase heating processes we consider are: The most important heating processes for the clouds in this work come from photoelectric heating at cloud edge and from compressional heating together with the CR heating in deeper regions. Main cooling is coming from the atomic finestructure lines at low densities, while CO ro-vibrational line cooling takes over once molecules start to form. Eventually, at densities above 10 4.5 cm −3 , gas-grain collisional coupling will dominate the heat transfer between the two phases. Several of the heating and cooling processes are treated in an approximate fashion, which is explained in the relevant sections of the appendix. Molecular cooling by formaldehyde and methanol, which could potentially be significant, is not treated in this work.
Dust temperature
For surface reactions the dust temperature is essential. Since many reactions rates depend exponentially on the dust temperature, a precise knowledge of this variable is highly preferred. This is especially important in the colder parts of the cloud with a temperature of around 10 K, where a single Kelvin temperature fluctuation can imply an order of magnitude difference in the rates. It is advisable to note that there are also great uncertainties in the surface binding and diffusion energies of many species. Fortunately, such uncertainties do not necessarily translate into as big fluctuations in the final abundances, since calculated abundances are more sensitive to the relative reaction rates between those who compete with each other rather than the absolute reaction rates.
The dust temperature also (indirectly) affects the gas temperature. This is because many of the important cooling rates depend on the abundances of key species that are influenced by dust, and also because of the strong heat transfer due to the gas-grain collisional coupling at densities above a few 10 4 cm −3 . In the end, the reaction rates will drive the formation of species, build-up of ices, and the depletion of gas-phase molecules.
To calculate the dust temperature we adopt the formulation presented by Zucconi, Walmsley & Galli (2001) . This was extended to encompass also the low A V by Garrod & Pauly (2011) . 
. By adopting the above mentioned way of calculating the dust temperature, we stepped down from using the analytical expression of Hollenbach, Takahashi & Tielens (1991) as we did in Paper I, which is a major difference with the this work.
The Zucconi, Walmsley & Galli (2001) dust temperature is obtained from a fit to the observed dust temperature of the prestellar core L1544 at various A V . We believe that this reproduces the dust temperature much better at low and at high A V for G 0 = 1. In an upcoming work (Hocuk et al., in preparation), we will perform a much more detailed analysis of the dust temperature in which we explore the impact of the refractory material, ice growth, coagulation, and heating by CRs and provide our own formulation.
RESULTS
We present our results on the impact of dust grains on cloud dynamics and star formation. For the three models, pure gas, gas+freeze-out, and full chemistry, as described in Sect. 2.2, we report in the coming sections the chemical evolution, the thermal profile, the gas compressibility, fragmentation, star formation, and the mass distribution. In all our models, we allow the clouds to evolve until the cloud free-fall time of t ff ≡ 3π/32Gρ 0 = 1.63 Myr is reached. The presented results are obtained from these final stages.
General behavior
All clouds reach the density of n H 10 7 cm −3 , while sink particle formation already occurs in clumps with gas densities between n H = 3 × 10 5 − 10 7 cm −3 . The gas temperature lingers around in the range 7-10 K in the denser regions at which point the dust temperature is strongly coupled to the gas. Sink particles form in all three models. In every case, the interstellar cloud collapses without delay. With this comes a caveat, which is that simulated non-magnetized clouds collapse too fast once gravitational contraction kicks in. As a consequence, the star formation efficiencies are generally too high (Krumholz & Tan 2007; Van Loo, Tan & Falle 2015) . Our velocities and efficiencies will therefore be higher compared to observations. We show in Fig. 2 density slices of the pure gas model, representative for all three models, in the final moments before cloud collapse.
Chemical evolution
The biggest impact of dust on an interstellar cloud is on the abundances of species. The model clouds strongly differ in their chemical evolution and there are several fundamental differences that we highlight here. In Fig. 3 we show the abundances of a select number of species as a function of number density. The pure gas model evolves by converting H into H 2 and C into CO. These transitions occur in the density regime around 250 cm −3 , with the H abundance stabilizing at n H = 10 5 cm −3 . The H to H 2 transition can be a bit deceptive here, since we already start the cloud molecular towards the center, but an equilibrium in creation and destruction of H 2 is reached irrespective of starting conditions. We can see that O drops about an order of magnitude to reach a stable abundance of n(O)/n H = 10 −4.5 , while O 2 becomes more abundant than O in the gas phase. A lot of atomic hydrogen and oxygen is still present at high densities (n H 10 5 cm −3 ). This means that there are no efficient (gas-phase) channels to deplete the atomic species in cold, T g ≈ 10 K, environments. O 2 , which is usually overpredicted in numerical models (see, e.g., Yıldız et al. 2013 ) is also clearly too high when surface chemistry is not considered. We obtain a value of n(O 2 )/n H = 7 × 10 −5 at the end of the run. Water abundance peaks at a density around n H =10 3.6 cm −3 , with a value of a few 10 −7 . This then drops below 10 −9 at higher densities. In this region, the destruction of water is mostly due to the positively charged ions. On the top, a density slice through the center along the Z-axis is shown. On the bottom, sink particles are over plotted on top of the slice with a slight position shift to make most of the sink particles visible. The legends show the number density in cm −3 (top) and the particle mass of the sink particles in M ⊙ (bottom).
In the gas+freeze-out model all gas-phase species, aside from H and H 2 , either remain below the abundance of 10 −7.5 or dive under it at densities above n H 10 6 cm −3 . Only few cations, like H + and H + 3 , have a notable presence, which follows from the high abundances of H and H 2 in the gas phase. In contrast to the pure gas simulation, the abundance of atomic hydrogen drops nearly linearly with increasing density, corresponding to a constant number density of roughly n(H) ≈ 1 cm −3 in every region where n H 10 5 cm −3 . We can see that this is also true for the full chemistry model, even at lower densities, i.e., n H 10 cm −3 where 1 cm
n(H) 10 cm −3 . While the abundance of OH in the gas+freeze-out model is only slightly lower in comparison to the pure gas model, O and O 2 are greatly reduced. The abundance of CO, after reaching a value of a few 10 −5 , drops rapidly, because it freezes out. CO is, however, able to survive in the gas phase at low densities, because of the low adsorption rates. The timescale to CO freezeout, which can be estimated by t D ≈ 10 9 /n H yr, is longer at n H < 600 cm −3 than the cloud dynamical time. The density at which freeze-out starts to occur noticeably is around n H 10 3 cm −3 . This is rather significant, because it is the regime where CO begins to dominate the thermal balance. Several observations are in agreement with this result by seeing significant ( 50%) CO depletion around densities of n H = 10 4 cm −3 (Fontani et al. 2012; Liu, Wu & Zhang 2013) . So, the premise is valid.
The full chemistry model exhibits a much richer chemistry. The abundances of most species are much higher, and, as a result, the mean molecular weight µ increases. This is demonstrated in Fig. 4 . The biggest difference in µ comes from the dust catalyzed H 2 formation early on. We can see in Fig. 3 that the H to H 2 transition occurs earlier when GSC is included. The transition happens around a density of n H = 30 cm −3 , slightly higher but consistent with observations of the Perseus molecular cloud (Bialy et al. 2015) . H 2 formation is either enhanced by surface reactions or by the ER process. That the ER mechanism plays a role in the H 2 formation at high temperatures is proven by the fact that the H to H 2 transition is also shifted to lower densities in the gas+freeze-out model, where the ER process was the only extra formation channel in comparison to the pure gas model. This shows that the high temperature formation route is a viable pathway to form H 2 , in accordance with Boschman et al. (2015) . We can also infer this from the bump between the green and the black lines around µ = 1.5 in Fig. 4 . Above n H = 10 5 cm −3 , when nearly all hydrogen is in molecular form, the difference in µ is mostly generated due to the increased presence of the more massive molecules, which results in a much smaller difference in µ due to their relative low abundance. We reach a plateau at a µ of slightly above 2. This is lower than 2.3, because Helium is not included in our network. Water is forming abundantly in this model. The gas-phase abundance reaches a value of 10 −6 after which it seems to settle down at 10 −9 . Carbon dioxide, formaldehyde, and methanol, are now also present in the gas phase. The oxygen abundance in this run maintains its descend after the onset of freeze-out until it reaches 10 −9 at n H = 10 7 cm −3 . Similar to atomic hydrogen, the oxygen number density stays constant at n(O) ≈ 10 −2 cm −3 in every region where n H 10 4 cm −3 . O 2 formation is slightly catalyzed by dust at low densities, giving higher abundances than those obtained through gas-phase reactions, and peaks around n H = 10 4 cm −3 , but decreases afterwards due to freeze-out. This shows that O 2 , like water and CO, is susceptible to freeze-out even if this does not make abundant O 2 ice. The total amount of O 2 , in any phase, decreases after n H = 10 5 cm −3 . OH is more abundant compared to the other models and is no longer depleted below n H = 10 5 cm −3 . New channels to form OH are provided by grain surfaces, with a high probability to chemically desorb. The drop in OH between n H ∼ 10 5 − 10 7 cm −3 is only caused by the depletion of O from the gas phase. The abundance of OH settles around a few 10 −9 . This is in contrast with the recent work by Tassis et al. (2014) on the fact that OH is not tracing the central regions of dense cores because of freeze-out.
One major difference with respect to the other models is the presence of CO 2 . From this we can conclude that GSC is a prerequisite for the formation of CO 2 as it is for formaldehyde, methanol, and other complex species.
Temperature profile
By affecting the chemistry and changing the molecular abundances in the gas phase, dust grains have an indirect impact on the thermal balance of the cloud. The gas temperature varies between the models since the cooling rates are especially a function of the chemical abundances. The cloud temperature typically drops from 100 K at n H ≃ 10 2 cm −3 to below 10 K at densities above n H = 10 4 cm −3 . In between, the gas temperature is mostly regulated by the gaseous CO abundance, which can fluctuate. This is where freeze-out plays its most significant role. We show the temperature evolution for our three model clouds in Fig. 5 .
In agreement with the findings of Paper I, the gas+freeze-out model displays a different evolution in temperature than the other cloud models. The key difference is that the temperature in the gas+freeze-out model is higher in the 10 3 −10 4 cm −3 range. The eye can be guided by the red colored regions in Fig. 5 where most of the matter lies. We find that the temperature is a few Kelvin higher in the gas+freeze-out model around the density of n H = 10 4 cm −3 compared to the other models. Although seemingly a small difference, this is a critical regime where the cloud is prone to fragmentation and it may still have a sizeable impact. We discuss this further in Sect. 4.4. At densities above n H = 10 4.5 cm −3 cooling by gas-grain collisions dominates in all cases, rendering the thermal differences between the models negligible.
It is advisable to note that the process of freeze-out has a less profound impact on the thermal evolution as compared to Paper I. There are several reasons for this, but the main one being the difference in the adopted dust temperature, which is much higher now (e.g., T d at cloud edge is 18 K now as opposed to 12 K). To confirm this, we simulated a cloud with the previously used Hollenbach, Takahashi & Tielens (1991) dust temperature calculation method and kept everything else the same, except the resolution, which was lower. We get much more CO depletion, as indicated, and the gas temperature does experience a larger fluctuation.
The phase diagram of the full chemistry model (Fig. 5 bottom right) remarkably resembles the pure gas model. We verify that this is due to non-thermal desorption that is reducing the effectivity of freeze-out. This already suggests that only small differences will emerge between these two models during the formation of stars.
Equation of state
The EOS tells us how compressible the gas is and how susceptible the cloud is to fragmentation. The stiffness of the EOS is crucial in this matter, which depends on how the change in pressure (or temperature) scales with the change in density. Instead of looking at absolute quantities like the Jeans mass, following the derivative of the pressure as a function of density is more meaningful.
In our models we employed a polytropic EOS (Spaans & Silk 2000) . This EOS has a proportionality of the form
with γ eos as the polytropic exponent. Since the EOS of an ideal gas is defined as P ∝ ρT g , the polytropic exponent can be written as
which is related to the logarithmic derivatives of the heating and cooling functions of the gas. Here n ≡ n H /µ. We obtain the EOS by observing the slope of the temperature-density phase diagrams (Fig. 5) , that is, by taking the derivative of the gas temperature as a function of n. We bin the obtained data using 20 bins per dex. In Fig 6 we display γ eos as a function of n for the three models.
One can see that the polytropic exponent of the EOS peaks at a density around n = 10 3.4 cm −3 . The gas+freeze-out model peaks at a slightly higher density and has a smaller peak width than the other two models. This is because of the slower cooling, implying longer times to reach minimum temperatures. The gas+freeze-out model also has a lower γ eos and stays below the isothermal γ eos = 1 line. This makes the gas more prone to fragmentation and compact object formation, since the gas temperature, which we can formulate . The scaling of the EOS. The polytropic exponent γ eos is plotted against number density (n ≡ n H /µ) in black circles, where the pure gas model is overlaid in red for the GSC models to highlight the difference. The dashed line refers to the isothermal case.
as T g ∝ ρ γeos−1 , will continually decrease with increasing density during contraction.
In all three models γ eos reaches a local minimum at a density of n = 2.0 − 2.5 × 10 4 cm −3 . Multiplying by µ this corresponds to n H = 4.0 − 5.0 × 10 4 cm −3 , matching the regime where gas and dust become collisionally coupled. Once again this shows that fragmentation is set at this important density regime, since dγ/dρ is consistently larger than 0 at higher densities. At the density of n = 5.9 − 6.0 × 10 5 cm −3 the gas becomes isothermal, meaning that the gas temperature is strongly coupled to the dust temperature. The latter stays nearly constant beyond these densities, as we can see from the formulation (Eq. 5). A slight increase in temperature, i.e., T g ∝ ρ 0.09 with γ eos ≃ 1.09, in the density regime n H ≈ 10 6 − 10 11 cm −3 is normally predicted for solar metallicity (Omukai 2000; Omukai et al. 2005 ).
Filamentary structure
Due to turbulent motions, the spherical clouds become filamentary after initiating the runs. We measure the filament sizes to be on average 0.12 pc in diameter in our simulations, but there are hints that this size may be resolution limited (see e.g., Hennebelle 2013). The filaments are resolved by 6-7 cells given the spatial resolution of 0.015 pc. We measure the filaments by taking the FWHM of random local maxima at different time-steps. We do notice that the filaments are slightly more compact at the beginning and grow in size as time progresses and density accumulates. The total increase is about a factor of two.
It is often observed that filaments are 0.1 pc in size (Arzoumanian et al. 2011; André et al. 2014; Koch & Rosolowsky 2015) , though, tentative detections of compact filaments have been made with higher resolution observations (Pineda et al. 2015) . We point out that the size of 0.1 pc is the typical Jeans length, λ J , when the density is around n = n H /µ = 3 × 10 4 cm −3 . This is the density where the gas and dust start to be well coupled and the cloud enters a collisionally dominated pressure regime. We can see this when we formulate the Jeans length for gas-grain collisionally coupled conditions, i.e., where c s is the sound speed, ρ is the mass density and k B is the Boltzmann constant. At these densities one can safely assume that everything is in molecular form and that µ ≃ 2.3 (note that we have µ = 2 from our models). For a near isothermal case, i.e. γ eos = 0.9, the sound speed becomes 0.16 km s −1 at a gas temperature of 8 K, assuming the gas temperature is close to the dust temperature. For densities of n 3 × 10 4 cm −3 this is likely to be the case. This size becomes 0.12 pc if the gas temperature does turn out to be a bit higher, say 10 K, or when µ = 2.0. In Fig. 7 we plot λ J as a function of A V , which is representative for all models.
Length scales below this size will not gravitationally contract until higher densities or lower temperatures are reached to overcome the internal gas pressure. However, the temperature cannot decrease much further as it is tightly coupled to the dust. It will, in fact, be efficiently heated by the dust when the gas cools below the dust temperature as long as the two phases stay coupled. The only way to compress further is to increase its density. This will not decrease the Jeans length as strongly since the dependence is only by the square root. A possible reason why these length scales are more easily observed is because it just takes more time to decrease the Jeans length any further. In Fig. 5 , we indeed see mass piling up around these critical densities. Moreover, filaments accreting surrounding material will see an increase in their widths. If this scales about equally as the ρ 1/2 decrease in Jeans length, the filament sizes may remain almost constant until accretion stops.
Our concept is a different one than the reasoning given by Larson (2005) , where the idea was that the transition through an isothermal EOS, γ eos = 1, provides enough thermal support to stop a cylinder from gravitational contraction along the radial direction. We reach such a condition at the density of n H ≃ 1.2 × 10 6 cm −3 , where the Jeans length would be on the order of 0.022 pc. Here, we argue that dust cooling causes the EOS to reach a minimum at lower densities (n H /µ = 2-3×10 4 cm −3 ) and that this is the moment where λ J ≃ 0.1 pc. From this point on, the change in γ eos is positive towards higher densities, thereby suppressing further fragmentation and making this size scale a preferred one for fragmentation. Thus, no thermal support is required. It is worth noting that also other explanations have been suggested recently, i.e., ambipolar diffusion (Ntormousi, Hennebelle & André 2015) and turbulence (Federrath 2015) .
We find that the gas already reaches cold ∼10 K temperatures at a density of n H = 3000 cm −3 (Fig. 5) . The cooling slows down after this point and the heating even prevails for a short period, causing the gas temperature to rise. Henceforth, the Jeans mass M J , with its strong temperature scaling, also stalls. At this phase M J ≈ 13 M ⊙ . Sink particles only start to form when the density increases by at least two orders of magnitude, i.e., where the Jeans mass drops below 1 M ⊙ . This means that the density still has to increase and it does so either through gas accretion on to filaments, or, and mainly, through filaments crossing one another. This is in agreement with the suggested scenario by observers working both in massive star-forming regions (e.g., Hennemann 
Star formation
We see the first sink particles forming in the intersections between the filaments. This happens after a cloud evolution of 8.9 × 10 5 yr, that is 0.55 of the cloud free-fall time. The primary sink particle locations at the onset of star formation is highlighted in Fig. 8 . The densities are higher in these regions and the first sink particle forms within the northern clump at an average clump density around the center of n H = 3 × 10 5 cm −3 , see the enclosed region by the middle black circle in Fig. 8 . Generally, however, sink particles form at clump densities of around n H = 10 6 cm −3 . Multiple sink particles are forming out of these knots, and the more massive a clump the more sink particles it produces, while only occasional sink particle forms along the filaments. The most massive sink particle sits in the largest clump at the center of the deepest potential well. This is not the center of the cloud, the density is not particularly high there, but the northern clump. The mass of the most massive particle grows fast, from 1 M ⊙ to 25 M ⊙ in 0.5 Myr, but most of this comes from capturing the protostars in the process of forming around it, all conceived within the same clump. We generally only see merging events for stars that are forming in the same parental clump, which concerns only about 9-10 % of the stars during the entire run for each model.
Lower mass stars have a higher chance of surviving when the most massive star is less massive, thereby avoiding merging because of the lower escape velocity, or if they are kicked out due to gravitational interactions. This means that more massive stars are more isolated than others. To coin a phrase "it is lonely at the top" holds up here. Indeed, we see that as more stars are forming, and the interactions between the stars increase, less mergers occur and more sub-solar mass stars survive. It is at this moment that the IMF is being shaped. The low-mass star population can continue to grow in this way, enhanced by the fact that as gaseous matter gets depleted, low-mass star formation is preferred over high-mass star formation, but stellar feedback will slow down and regulate Krumholz et al. 2010; Dib et al. 2010) . On the other hand, stellar feedback also reduces accretion, which mostly affects the high-mass stars. Stellar feedback is not included in our models, but we do not continue our simulations beyond a cloud free-fall time where it would have the biggest impact. The first stars have a mass of around 0.5 M ⊙ . Numerical resolution limits us from forming lower mass stars. After their formation they start to accrete surrounding material. In the end, on average 47% of the total mass comes from accretion, as measured at t = t ff . The rest is acquired at formation. Thus,
By counting the number of formed sink particles at any given time, we have an idea on the star formation rate. Dividing the total mass of the sink particles by the total mass inside the cloud, we obtain the star formation efficiency, i.e., SFE = M sinks / M sinks + M gas . Measured at t = t ff , this becomes the normalized quantity SFE/t ff . We show in Table 5 the SFEs and other quantities for the three models. Here we can see that the number of formed sink particles is greater in the GSC included runs, gas+freeze-out and full chemistry, but that in general the differences are too little to make hard statements.
The IMFs
With the emergence of a sizable number of stars, we can construct the IMFs. The IMFs are logarithmically binned histograms with a fixed number of bins between 0.2 and 20 M ⊙ , where the number of stars within a bin is plotted against its mass. In Fig. 9 , we show the mass distributions for the three cloud models. To act as a reference, we overlay three well-known IMFs in our figures. These are the Salpeter (1955) , Kroupa (2001), and Chabrier (2003) IMFs.
In order to compile the IMFs, and to be epoch independent, we took the sink-particles from all time frames of the simulation and normalized them. To verify, we also made the comparison at a single epoch, i.e., t = t ff , which happens to be the same time when the clouds converted equal amount of gas into sink particles. In either case, the results are similar. The error bars for the IMFs are obtained from the Poisson distribution, i.e., error = √ N bin . A power-law is fitted to the data points, given by the orange dashed line, above the most likely turn-over mass. The characteristic mass was not fixed and was allowed to change for each model.
There are no great differences between the models pure gas and full chemistry. The only thing that stands out is that the gas+freeze-out model is somewhat different from the others. The main difference is that the slope is steeper and diverges from the Salpeter slope. There are more solar and sub-solar mass stars compared to the other models. This also shows from the increased number of sink particles in this model. Despite the fact that the temperatures were higher, the resulting softer EOS makes star formation easier with more low-mass stars forming. The more massive stars do not grow as much because of the increased fragmentation. This is in agreement with the theory of fragmentation induced starvation (Peters et al. 2010) . Knowing that the gas+freeze-out model is an extreme case, the main result is that for the simulated conditions in this work no significant deviation is found in the IMF by changing the chemistry details, as long as the dust temperature is properly calculated.
CONCLUSIONS
With the implementation of detailed surface chemistry calculations in 3D hydrodynamical simulations, we have explored the impact of dust chemistry on the EOS, molecular cloud structure, star formation, and on the IMF. Our three models comprised three levels of complexity in the chemical network by increasing the gas-grain interaction. We simulated collapsing clouds with two extreme depletion scenarios, one where everything remains in the gas phase in a pure gas-phase model and the other where everything that is adsorbed will remain frozen as long as the temperature of the dust remains cold in a gas plus freeze-out model. The third model had the full gas and grain surface chemistry implemented, with nonthermal channels like chemical and photodesorption. Chemistry: The impact of surface reactions on cloud chemistry is unquestionable. Without GSC, we do not see any significant molecule formation heavier than HCO at temperatures below 100 K in a cloud lifetime. When we do include GSC, we see a lot of methanol and formaldehyde forming and the abundances of water and OH are enhanced. The impact of non-thermal desorption is also fundamental. Without it, species quickly freeze out on dust surfaces at already diffuse cloud conditions, while molecules are efficiently released into the gas phase through chemical and photodesorption. We find significant increase in the water, formaldehyde, and methanol abundances in the gas phase when non-thermal desorption is included. The H 2 abundance is enhanced from both the H 2 formation on grain surfaces as well as the ER mechanism at high temperatures. We see the H to H 2 transition occurring at lower densities, i.e., n H = 30 cm −3 , in simulations with the full chemistry implemented. We conclude that chemistry, with a detailed consideration of the gas-grain interplay, is needed to explain the observed gas-phase molecular abundances, the ice abundances, the presence of complex (organic) molecules, the H to H 2 transition, and the CO depletion factors in the ISM.
Thermal balance: While grain surface chemistry has a profound impact on the abundances of gas-phase species, its impact on the thermal balance is more conservative. This is partly because self-shielding works in the opposite direction of cooling when the abundances of species are changed. We also find that when one cooling channel is deprived, other cooling pathways take over to cover the loss to some degree. Still, a respectable difference in the thermal profiles can be seen. The changes in the thermal balance also affect the EOS. When considering the freeze-out process, regardless of the 2 − 3 K higher gas temperatures, the EOS becomes softer, i.e. lower values of γ eos due to cooling deprivation, which we show in Fig. 6 . The reason being that because gas cools less rapidly as a result of CO freeze-out, the temperature does not increase as much (or at all) in the regime n H = 10 3.5 − 10 4.5 cm −3 Figure 10 . Illustrating the impact of freeze-out on gas temperature in a collapsing cloud. The dashed line portrays how the gas temperature changes when freeze-out is considered during cloud evolution. The main cooling channels (black) and the heating by CRs and compression (red) together with the main effects of freeze-out (blue) are given in the figure. where heating gradually dominates over cooling due to CRs and adiabatic compression. This process also does not allow for the gas temperature to drop (much) below the dust temperature. The second drop comes from the gas being efficiently cooled by dust grains at n H > 10 4.5 cm −3 , strongly linking the temperature in the two phases together. In Fig. 10 , we sketch the general effects of the freeze-out process on the gas temperature by giving two extreme examples, pure gas phase reactions and freeze-out without the ability of nonthermal desorption.
Cloud structure: The arising fluctuations in the EOS have ramifications on cloud fragmentation. At densities above n H > 10 4.5 cm −3 , the Jeans length is on the order of 0.1 pc and γ eos growing close to the order of unity. The gas temperature will not cool much further at this stage, or heat up, since it is anchored to the dust temperature, suspending the Jeans length at this size scale. Only through the increase in density, the Jeans length (∝ ρ −1/2 ) can further decrease. As a result, it will not change as greatly by further compression from this point onward. This delay allows the gas to fragment at this scale more preferably. We find typical filament sizes of 0.12 pc in our simulations, albeit, that this may be resolution limited. The filaments are narrower early on in the simulation, but get thicker towards the formation of stars, possibly because of accretion and as a result of the collapsing cloud. Therefore, the filament thickness may be an indication of cloud evolution time.
Star formation: Star formation occurs mostly in the intersections between filaments, where the densities are higher and the potential wells are deeper. There is also significant inflow of gas to these knots. The first star formation events occur around half a cloud free-fall time, with sink particle masses on the order of 0.5 M ⊙ . The efficiency of star formation is somewhat on the high side, SFE = 18%. This is not entirely unexpected as it is known that simulated non-magnetized clouds generally collapse too fast once gravitational contraction kicks in (Krumholz & Tan 2007; Van Loo, Tan & Falle 2015) . We find that the number of formed stars is higher in the models that include freeze-out, owing to the softer EOS. This causes the IMFs to slightly differ between the three models. The increased star formation in the dust included runs result in a slightly steeper high-mass slopes, which deviate from Salpeter, but only marginally. We conclude that surface chemistry enhances star formation, if only a little, by increasing the number of low-mass stars, but that there is negligible impact as far as the IMF is concerned. The distribution of stellar masses are robust to the chemical changes in the very early phases of cloud evolution.
Caveats
Despite the decrease in mergers with increasing interaction between stars and the depletion of gas, favoring low-mass star formation, the slope of the IMF flattens with time (beyond a freefall time) as a result of continual and strong accretion by massive stars. This can be prevented if sellar feedback is introduced for future generation of stars. We note that when plotting the IMFs just after t = t ff , the GSC models now reproduce the Salpeter slope rather well, while the pure gas model becomes top-heavy. From this point of view, one could conclude that surface chemistry is actually needed to reproduce the universal IMF. Thus, instead of concluding based on absolute values, such as the slope, which can depend on the moment picture, we conclude on the relative differences between the models as these are unaffected. The qualitative results are robust against time and manner of plotting.
Since solid-state chemistry is still a developing field, many of the species binding energies, diffusion energies, and activation barriers are yet uncertain. These values can change in the future. We realize that this may affect our chemistry and thus the cloud evolution. However, since our main focus is on the impact of freeze-out, especially of CO, this process is better known than others. While the fine details may affect the species abundances, it is not expected to see any significant changes in star formation and the IMF.
The processes of photodesorption and chemical desorption are also not yet fully understood, especially for molecules residing on icy surfaces. The substrate of the grain mantle, the size of the grain, or the neighboring species may significantly affect the desorption rates. These will change the results of the full chemistry model to be either more comparable to the gas+freeze-out model or to the pure gas model. However, observed depletion factors do imply that desorption, by any means, is not dominant enough to completely negate the process of freeze-out (e.g., Fontani et al. 2012; Caselli et al. 2012; Liu, Wu & Zhang 2013; Giannetti et al. 2014) .
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A1 Adsorption on to dust grains
Species in the gas phase can be accreted on to grain surfaces. This depends on the motion of the gas species relative to the dust particle. Since the motions are dominated by thermal velocity, the adsorption rate depends on the square root of the gas temperature as v th = 8k B T g /πm. Once the gas species is in contact with the dust, there is a probability for it to stick on the surface of the grain. The sticking coefficient is calculated as
where T g is the gas temperature and T d is the dust temperature (Hollenbach & McKee 1979) . It should be noted that this coefficient is inherently contrived for H atoms. Using this, the adsorption rate becomes
where R ads is the adsorption rate, k ads is the adsorption rate coefficient, n d is the number density of dust grains, σ d is the cross section of the grain, v x i is the thermal velocity of species x i , that is, v x i = 8k B T g /πm x i , with m x i the mass in grams, and n x i is the number density of the engaging species. In this equation, n d σ d represents the total cross section of dust in cm −1 , which is obtained by integrating over the grain-size distribution.
The MRN grain-size distribution (Mathis, Rumpl & Nordsieck 1977 ) is adopted here, with a value of
This distribution is chosen rather than the one of Weingartner & Draine (2001) , which has a three times larger total cross section, α WD = 3 × 10 −21 cm 2 , because MRN does not include poly-cyclic aromatic hydrocarbons (PAHs). The freeze-out of species on PAHs to form ices is not known.
A2 Thermal desorption, evaporation
After species are bound on grain surfaces, they can evaporate back into the gas. The evaporation rate depends exponentially on the dust temperature and on the binding energies of the species with the substrate. The binding energy of each species differs according to the type of substrate. Two possible substrates are considered here, bare surfaces (assuming carbon substrate) and water ice substrate, since ices are mostly made of water. Species adsorbed on water ice substrate have in most cases binding energies higher than on bare dust or other ices (e.g., see . Species on top of CO, which can attain a significant coverage on dust, have binding energies that more closely resemble the binding energies of bare dust (e.g., Sandford & Allamandola 1988; Karssemeijer et al. 2014) . Therefore, the binding energies on CO are chosen to be the same as on bare dust.
The fraction of the dust covered by (water) ice F ice and bare F bare is computed to distinguish between the two. Together with the deposited amount of water ice, this fraction depends on the total number of possible attachable sites on grain surfaces per cubic cm of space, designated as n d n sites , which is defined as
where the radius of dust is given by r d and the typical separation between two adsorption sites on a grain surface is given by a pp , which is assumed to be 3 Å. A full monolayer (mly) is reached when all the possible sites on a grain surface are occupied by an atom or a molecule. To convert this from monolayers to number densities, one needs to multiply by n d n sites . For the dust-to-gas mass ratio ǫ d intrinsic to the dust number density n d , the typical value of 0.01 is adopted. The fractions, F ice and F bare , are obtained in the following manner; if the grain is covered by less than 1 mly of water ice,
When the grain is covered by more than one layer of water ice, F ice ≡ 1. The bare fraction of the dust is obtained by
At this stage it is assumed that the bound species are homogeneously distributed and the cases where stratified layers of species can form are neglected. This assumption can lead to an over-or underestimation of reaction rates because the species abundances on different substrates can differ. It is expected, however, that since the situation F bare ≈ F ice is not very common, the over-or underestimation will only be marginal. With these definitions, it is possible to formulate the evaporation rate as follows:
where R evap is the evaporation rate, k evap is the evaporation rate coefficient, ν 0 is the oscillation frequency, which is typically 10 12 s −1
for physisorbed species, E bare,i and E ice,i are the binding energies layers only the first two layers are allowed to be penetrated by UV photons. As shown by Andersson et al. (2006) , Arasa et al. (2010), and Muñoz Caro et al. (2010) , the uppermost few layers alone contribute to photodesorption. Photodissociation does seem to occur deeper into the ice, but trapping and recombination of species tend to dominate (Andersson & van Dishoeck 2008) . This means that the highest number density that the photons can see is n x i = min(n x i , 2n d n sites ). This restriction is also enforced for reactions with CRUV photons, as given in Sect. A4. Self-shielding, denoted as f ss , is taken into account for H 2 and CO molecules. These molecules can shield the medium against photoprocesses on grain surfaces as well as for species in the gas phase. The self-shielding factor for H 2 is obtained from Draine & Bertoldi (1996) equation 37, which is formulated as
where x ≡ N H 2 /5 × 10 14 cm −2 , b 5 ≡ b/10 5 cm s −1 , and b is the line broadening of H 2 lines, which is taken as 3 km s −1 . This factor is solely a function of H 2 column density N H 2 . For CO molecules, self-shielding is established by incorporating the selfshielding tables from Visser, van Dishoeck & Black (2009) into the code. Given an H 2 column and a CO column, the factor f ss is obtained from the tables. For all other species f ss = 1.
APPENDIX B: THERMODYNAMICS
Here the heating and cooling rates are described and their relevance to the models explained. To be used in many of the upcoming equations, G x , the dust attenuated UV flux is defined as
where G 0 is the radiation flux in Habing field units (Habing 1968) , A V ≡ 1.086 τ V is the extinction in visible wavelengths with τ V the opacity in visible wavelengths, and γ λ (= A λ /A V ) is the wavelength specific extinction normalized to visible. The value of γ λ can be obtained from, e.g., Cardelli, Clayton & Mathis (1989) . Here the Planck averaged value of γ λ = 1.8 is adopted.
B1 Heating rates
The most prominent non-conserving, non-equilibrium heating processes that are relevant to this work are introduced here. The heating processes include photoelectric heating, H 2 photodissociation heating, H 2 collisional de-excitation heating, CR heating, and, in situations when the gas temperature is lower than the dust temperature, gas-grain collisional heating. Compressional heating and shock heating are taken into account through the hydrodynamics, the EOS, and the shock routines of flash. The heating functions and their rates are mainly obtained from Hollenbach & McKee (1979) ; Tielens & Hollenbach (1985) ; Bakes & Tielens (1994) ; Meijerink & Spaans (2005) ; Woitke, Kamp & Thi (2009) , with some additions and adjustments of our own.
B1.1 Photoelectric heating
UV photons can eject electrons from atomic shells with excess kinetic energy upon photoabsorption. Electrons ejected in this way can collide with other atoms to transfer heat into the system. Neutral and positively charged (Ivlev et al. 2015a ) dust particles are efficient electron suppliers. Photoelectric emission by small dust grains and PAHs is a dominant heating source in the diffuse ISM, which is an important part of the parameter space. This rate depends on the total density n H , the electron number density n e , and the radiation field strength G x . The expressions provided by Bakes & Tielens (1994) ; Meijerink & Spaans (2005) and Keto & Caselli (2008) are used here to calculate this type of heating. The photoelectric heating rate is defined as
where the heating efficiency ǫ, which inherently estimates the grain charge, is given by
0.7
(1 + 2 × 10 −4 ψ) .
In here, ψ is the grain charge parameter that estimates the ratio of ionization over recombination. ψ is defined as
The first term of the efficiency equation (Eq. B3) describes the efficiency of PAHs, while the second term approximates the larger grains. This expression can be extended to account for very large grains (VLGs > 1µm) as provided by Kamp & Bertoldi (2000) and Woitke, Kamp & Thi (2009) using equations 93 and 94 in the latter paper. Since it is not expected to have much VLGs during the evolution of translucent clouds, this has been excluded here.
It can be noted that by taking He into account in the number density, as Bate & Keto (2015) advocate, the photoelectric heating rate needs to be multiplied by a factor 1.33. Whereas Wolfire et al. (2003) add a factor 1.3 due to the increased PAH abundances, following the Tielens et al. (1999) PAH analysis. However, Wolfire et al. (2003) also modify the electron number density in ψ with a factor φ PAH = 0.5 to scale the electron-PAH collision rates, which reduces the heating efficiency.
B1.2 H 2 photodissociation heating
Energetic UV photons can also dissociate H 2 molecules into neutral hydrogen atoms. The process involves exciting the H 2 molecule by Lyman-Werner band UV photons which can spontaneously decay into the electronic ground state. About 10% of the excited H 2 molecules decay by dissociating the molecule, thereby releasing 0.4 eV in the form of kinetic energy (Stephens & Dalgarno 1973; Spaans 1996) . To obtain the photodissociation rate, one has to take into account the H 2 self-shielding f ss that is described in Eq. A11. Photodissociation heating by H 2 is one of the main photodissociation heating rates in the ISM due to the relative high H 2 abundance. This heating rate is given by , the heating rate depends on the atomic hydrogen number density n HI and molecular hydrogen number density n H 2 , the two main collisional partners that de-excite H 2 . The condensed version of this rate is expressed as
where C (Tielens & Hollenbach 1985) and ∆E ul = 2.6 eV is the effective energy of the pseudo vibrational level (London 1978) .
In this work n H ⋆ 2 is not directly calculated, but approximated by n H ⋆ 2 = 10 −7 n H 2 . It seems that n H ⋆ 2 /n H 2 10 −6 is a commonly found value for various ISM with A V > 1, see Agúndez et al. (2010) . However, the choice of n H ⋆ 2 is not vital as this heating rate is typically orders of magnitude lower than other heating rates at cold (T g < 100 K) ISM conditions. The gas temperature in the current simulations is always below 100 K at densities above 100 cm −3 . On a separate note, a correction may be applied to n H ⋆ 2 by subtracting the collisional excitation of H 2 , i.e., n H ⋆ 2 − n H 2 exp(−∆E ul /k B T g ), following Woitke, Kamp & Thi (2009) .
B1.4 CR heating
Gas heating by CRs is considerably lower compared to heating by UV photons at low opacities. They can, however, penetrate high column densities while experiencing very little extinction, i.e., N H > 10 25 cm −2 or 96 g cm −2 (Woitke, Kamp & Thi 2009) , which is about 5 orders of magnitude larger than UV photons can penetrate (Bergin & Tafalla 2007; Papadopoulos et al. 2011) . Because of this, CR heating can become a dominant heating source deep inside a molecular cloud. Atomic and molecular hydrogen releases about 3.5 and 8 eV, respectively, into the gas upon primary ionization (Jonkheid et al. 2004) . Combining both atomic and molecular heating, the CR heating rate due to H 2 ionization including the small He ionization contribution (Tielens & Hollenbach 1985; Meijerink & Spaans 2005) together with the HI ionization (Jonkheid et al. 2004; Woitke, Kamp & Thi 2009) , is given by Γ CR = ζ CR 1.5 × 10 −11 n H 2 + 0.55 × 10 −11 n HI erg cm
where ζ CR is the primary CR ionization rate for which the value of ζ CR = 5 × 10 −17 s −1 is adopted (Spaans & Silk 2000) . Higher ionization rates of up to 10 −15 s −1 have also been found Goto et al. 2008; Indriolo & McCall 2012) , however, in general there seems to be a sharp drop at about N H 2 = 10 22 cm −2 , i.e., A V ≈ 10 to an ionization rate that lies in between 10 −17 − 10 −16 s −1 (Ivlev et al. 2015a ). Jonkheid et al. (2004) used a prefactor of 2.5 × 10 −11 erg for the first term of Eq. B7, which means that they either assume more energy is converted to heat by the free electrons or that secondary ionizations with significant energy are also considered. In this case the CR heating will be about 67% higher in molecular clouds.
B2 Cooling rates
The cooling of the gas is insured by several different types of non-conserving, non-equilibrium processes. These processes are: electron recombination with PAHs cooling, electron impact with H (i.e., Ly α) cooling, metastable transition of [OI]-630 nm cooling, fine-structure line cooling of [OI]-63 µm, [CI]-609 µm and [CII]-158 µm, molecular cooling by H 2 , CO, OH, and H 2 O, and gas-grain collisional cooling. The last mentioned is the same function as given in heating except that the gas in this case is warmer than the dust. The cooling functions and their rates are gathered from Sternberg & Dalgarno (1989) , Neufeld & Kaufman (1993) , Bakes & Tielens (1994) , Neufeld, Lepp & Melnick (1995) , Meijerink & Spaans (2005) , Woitke, Kamp & Thi (2009 ), Omukai, Hosokawa & Yoshida (2010 , and Paper I. Cooling by adiabatic expansion is handled by the EOS routines of flash.
B2.1 Electron recombination with PAHs cooling
Electrons can recombine with atoms and molecules, and in particular with PAHs, which cool the gas as a result. The electron's kinetic energy is radiated away in this case. Each recombination results in a loss of E rec 3 2 k B T e , on average, which is the mean kinetic energy of the recombining electrons. In reality this is typically lower and about E rec ∼ 0.7k B T e , because the slower electrons are more easily captured by protons. This form of cooling is important at high temperatures, i.e., T g 5000 K and therefore not critical to the results in this work.
The cooling scales with the gas temperature and with the parameter ψ (Eq. B4) due to its effect on Coulomb interactions. Following the analytical expression of Bakes & Tielens (1994) , the electron recombination cooling rate is approximated by 
where β rec ≡ 0.735/T 0.068 g .
B2.2 Electron impact with H: Ly α cooling
Electrons impacting hydrogen atoms can result in the excitation of the atom to the second electronic state. The decay to the ground state releases a Ly α photon which can escape the local medium. This form of cooling is highly efficient at gas temperatures above 8000 K, which increases with temperature. The rate depends on the total hydrogen and electron number densities. Neglecting Ly α line trapping, which is a good approximation for cold or optically thin regions, the cooling rate is given by (Spitzer 1978) Λ Lyα = 7.3 × 10 −19 n e n H exp − 118, 400 K T g erg cm
where 118,400 K = 10.2 eV is the excitation energy to the second electronic state and the prefactor contains the transition energy and the collisional de-excitation coefficient.
B2.3 Metastable [OI]-630 nm cooling
At temperatures in excess of a few 1000 K, the 1 D-3 P metastable line emission due to neutral oxygen is also efficient. This form of cooling arises as a result of hydrogen atoms exciting neutral oxygen atoms through collisions. Similar to expression Eq. B9, the [OI]-630 nm metastable line cooling is defined as Λ OI−630 = 1.8 × 10 −24 n OI n H exp − 22, 800 K T g erg cm
where n OI is the neutral oxygen number density (Sternberg & Dalgarno 1989 Relevant constants, such as the Einstein A, collisional partner densities, as well as the critical species densities are gathered from LAMDA (Schöier et al. 2005) .
B2.5 Molecular cooling by H 2 , CO, H 2 O, and OH
In the presence of molecules at densities of n H 3×10 4 cm −3 , with some dependence on opacity and temperature, molecular rovibrational line cooling will dominate the thermal balance of interstellar gas clouds. Among the typical molecules present in molecular clouds, H 2 , CO, and H 2 O are the most prominent coolants for a variety of different physical conditions. In the current calculations, next to the aforementioned molecular transitions, the rotational transitions of OH are also included. Owing to the lower transitional energies of the rotational levels, rotational transition cooling (emitted in µm wavelengths) will be more effective at lower temperatures, while vibrational transition cooling (emitted in the infrared) is often more efficient at higher temperatures.
A detailed treatment of the radiative cooling processes is implemented as provided by Neufeld & Kaufman (1993) for the molecules H 2 , CO (vibrational), and H 2 O (high T), complemented by Neufeld, Lepp & Melnick (1995) for H 2 O (low T), and by Omukai, Hosokawa & Yoshida (2010) for CO (rotational) and OH. The final cooling functions are calculated and applied using the four-parameter (L 0 , ℓ LTE , n 1 2 , α f ) fitting function described and defined by Neufeld & Kaufman (1993) as
where L mol,x i is the cooling function with x i = [H 2 , CO, H 2 O, OH], L 0 is the cooling function coefficient in the low density limit, which depends on T g alone, and ℓ LTE , n 1 2 , and α f are functions of both T g and the column density parameter N x i (Neufeld & Kaufman 1993) . The column density parameter is defined as
4.18 × 10 −22 n H cm −1 ). A Weingartner & Draine (2001) distribution will give a factor three larger rate than MRN.
APPENDIX C: REACTION TABLES
Here we tabulate the gas-phase and the surface reactions including the adopted activation barriers in Kelvin, E A , within the relevant tables. The 24 self-evident accretion and evaporation reactions, for example H → ⊥H and ⊥CO → CO, are omitted. Table C1 . Photoprocesses (64). 
