Systems with delays are a specific group of dynamic systems. The fact that some delays can be short and some can be long makes system analysis and control design much more complex. In this paper we present a proposal to solve the problem of stability and control design of continuous time systems with time-varying delays. Based on the Lyapunov-Krasovskii functional the stability condition is derived using the linear matrix inequality (LMI) techniques, and convex optimization principle to find LMI variables which simultaneously satisfies the limitations given by the theory of Lyapunov-Krasovskii functionals. Obtained solution is the feasible convex LMI problem for the static controller design. Finally the design method is demonstrated using a system model example.
INTRODUCTION
Systems with delays frequently appear in engineering, where time delays are the property of a physical system. Whenever material, information or energy is physically transmitted from one place to another, there is a delay associated with the transmission. The value of the delay is determined by the distance and the transmission speed, where some delays are short, some are very long. Since delays might lead to a system destabilization, additive conditions, based on the assumption that in the system there is information on delays states, are taking into account in design task formulation. Such systems are called systems with delayed state variables. However, the presence of long delays makes system analysis and control design substantially much more complex.
The study of functional differential equations started long before 1900, but the mathematical formulation of the problems were developed in the 20th century. Thus, the notion of a functional differential equation was introduced by Myshkis [13] in 1949. A further progress have been made to study systems with delays in the past 50 years ( [14] , [2] and the references therein); main ideas concerning the work in this area can be found in e.g. Krasovskii [8] (time-domain approach, extension of the Lyapunov second method to functional differential equations). Burton [1] (refinements of the Lyapunov-Krasovskii theory and periodic solutions) During the last decades, we have witnessed significant development in the control of time-delay systems. Some recent comprehensive introductions to the problem are in Greeki [5] , Marshall et al. [12] , Kolmanovskii and Myshkis [7] and Hale and Lunel [6] .
In this paper the design task of the stabilizing controller for the closed-loop system is transmuted into LMI framework and solved. There are two ways to use the second method of Lyapunov for time-delay systems. The first is based on the theory of Lyapunov-Krasovskii functionals and the other is based on the theory of LyapunovRazumikhin functions. The paper extends the control design and stability analyzing methods based on theory of Lyapunov-Krasovskii functionals with limited speed of change of time delays on the interval β = 0, 1).
SYSTEM MODEL
Equations of linear dynamic systems with time delay are as followṡ
where τ(t) > 0 is the time-varying delay of state, q(t) ∈ IR n is a vector of the state, u(t) ∈ IR r and y(t) ∈ IR m are vectors of the input and output variables, A ∈ IR n×n is the nominal system matrix, A d ∈ IR n×n , B ∈ IR n×r , C ∈ IR m×n . Problem of the interest is to design stable close-loop system with the linear memoryless state feedback controller of the form
where t ≥ 0 and K ∈ IR r×n is the controller gain matrix.
BASIC PRELIMINARIES
Working with the linear matrix inequalities the concept of symmetric positive definite matrix or positive semidefinite matrix is principally used. The necessary and sufficient conditions for positive definiteness of a symmetric matrix P are:
-there is a regular matrix Q, such as that
-all eigenvalues of the matrix P are positive, -all main subdeterminants of the matrix P are positive
Working with the norm, in the next · denotes the standard Euclidean norm, and · ∞ the H ∞ norm.
S are real matrices of appropriate dimensions, then the next inequalities are equivalent
Proof. (e.g. see [9, 10] ) Let the linear matrix inequalities takes form
than using Gauss elimination it yields
and it is evident that this transformation does not change positivity (6) , and so (7) implies (5).
Definition 3.1. (Lyapunov function [11, 15] ) For some τ(t) > 0 the equilibrium 0 of system (1), (2) is:
-uniformly stable if there exists a positive definite continuous functional v(q t (θ )) whose derivativė v(q t (θ )) is negative semi-definite functional; -uniformly asymptotically stable if there exists a positive definite upper-bounded continuous functional v(q t (θ )), whose derivativev(q t (θ )) is negative definite functional; -uniformly exponentially stable if there exist a positive definite continuous functional v(q t (θ )) and positive real constants α, β , γ, δ such that
The linear time delay system of form (1), (2) is stable with quadratic performance C(sI − A) −1 B ∞ = λ foṙ τ(t) ≤ β if exists a symmetric positive definite matrix P and Q and a scalar variable γ > 0 such that
Hereafter, * denotes the symmetric item in a symmetric matrix. The problem is reduced to solving LMI i.e. to find matrices P and Q, P ∈ IR n×n , Q ∈ IR n×n , and a scalar variable γ > 0, which simultaneously satisfies the boundary (8).
Proof. Defining Lyapunov-Krasovskii functional candidate as follows
Using Laplace transform, let
whenỹ(s),ũ(s) stand for Laplace transform of m dimensional output vector and r dimensional input vector signal, respectively and G(s) is the transfer function matrix. Then Parcevall's theorem implies
Since H ∞ norm can be interpreted as a maximum gain in any direction and at any frequency then there exists a scalar γλ 2 > 0 such that Lyapunov-Krasovskkii functional candidate be positive definite. The result of the functional derivative of v(q(t),t) iṡ
Inserting (1) into (12) gives
where
Creating a composite vector q • (t)
the inequality (13) can be rewritten in a form
where ∆ • 11 = A T P + PA + Q + C T C. Using Schur complement property it is possible to write
It is obvious that (17) implies (8).
PARAMETER DESIGN
Theorem 4.1. For system (1), (2) the necessary and sufficient condition for the stable nominal control (4) with quadratic performance C(sI − A) −1 B ∞ = λ is that there exist positive definite symmetric matrices X, Z, matrix Y and a scalar variable γ > 0, such that the following LMIs are satisfied
where ∆ 11 = XA T + AX − BY − YB T . The control law gain matrix is then given as
Proof. The linear state feedback control law, defined in (4) gives rise to the closed-loop system as followṡ
Subsituting in (8) gives for P = P T > 0 and
where ∆ • 11 = (A − BK) T P + P(A − BK) + Q. Defining the congruence transform matrix
and premultiplying (21) from the left and right side by T 1 gives
where ∆ 11 = XA T + AX − BY − YB T + XQX. Using the Schur complement (24) can be modified as
Defining the next congruence transform matrix
and then premultiplying (25) from the right and left side by (26) modify it in the form
It is obvious that (28) implies (18).
ILLUSTRATIVE EXAMPLE
To demonstrate the algorithm properties it was assumed that system is given by (1), (2) 
Simulation
Time-delay linear dynamic system (1), (2) is raised up to the steady state starting with the nonzero initial condi-
In Figure 1 to 3 is shown the time response of the closed-loop system with respect to the stability region conditioned by the delay time changes interval 0 <τ(t) ≤ 1. Simulations were made with the prescribed values β = 0.1, β = 0.5, β = 0.99 from above defined interval. Note, the closed-loop system is t ∈ −τ(t), 0) unstable, because one's eigenvalue of A d positive. Closed-loop system reaches the steady state values of output variables approximately in time instants less then 11s. It can be easily seen that the criterion proposed in this paper to design the memoryless feedback controller gives acceptable solutions. Moreover, the limited range of the delay time changes interval 0 <τ(t) ≤ 1 is given by the necessary negativeness of the Lyapunov-Krasovskii functional derivative.
CONCLUDING REMARKS
Time delays can appear as a part of the dynamics in many technological processes. Presence of delays in the system is making the analysis and control design more complex because it has a negative impact on the stability of system. Tendency to instability generally grows with respect to the size of the time delay. Therefore, the proposal of ensuring stability and control design systems with delays is a very interesting topic in the scientific community.
The method uses the standard LMI numerical optimization procedures to manipulate the system feedback gain matrix as the direct design variable. Since it is necessary to propose an asymptotically stable closed-loop system, to solve the control design problem in the sense of delayindependent criteria, we typically use such modifications of Lyapunov-Krasovskii functional as shown above. An example, illustrating the design method certifies the presented principle is applicable. 
