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Abstract—We examine the deployment of a large multi-user
multiple-input multiple-output (MIMO) system and the resulting
Energy Efficiency (EE) considering a 2D rectangular array with
increasing antenna elements within a fixed physical space. The
resulting increasing mutual coupling and correlation among
the base station (BS) antennas are incorporated by deriving
a practical mutual coupling matrix which considers coupling
among all antenna elements. We also provide a realistic analysis
of the energy consumption using a new model, taking into account
the circuit power consumption as a function of the number of
BS antennas and then present a performance analysis of the
system with respect to EE. Our analysis shows that while spectral
efficiency increases with increasing number of BS antennas in a
massive MIMO system, EE does not increase boundlessly when
the increasing number of antennas are to be accommodated
within a fixed physical space and the total power consumed is
considered to be a function of the BS antennas. Accordingly,
analytic expressions for the optimum number of antennas to
attain maximum EE are obtained.
Index terms- Antenna correlation, mutual coupling, energy
efficiency, massive MIMO.
I. INTRODUCTION
To meet the ever-increasing demands for the next genera-
tion of wireless communication, large scale MIMO systems
equipped with very large antenna arrays at the BS serving
smaller number of users [1] are introduced that can attain
very high spectral efficiencies (SE) [2]. However, due to
the limited availability of wireless spectrum, massive MIMO
can only be truly exploited by significantly increasing the
number of antennas deployed per unit area [4]. A usual
practice when deploying antenna elements is to space them
by a distance equal to the wavelength of the transmitted
frequency or more. One of the constraints towards this end
is the limited availability of physical area at the base station.
Massively densified antenna deployment is a way out but it
leads to two effects- spatial correlation and antenna mutual
coupling. The proximity of the antenna elements as signal
sources and electrical components causes antenna correlation
and coupling respectively [5]. The nulls and the maximum
of the radiation pattern of the antennas are shifted owing to
the mutual coupling among them [6]. Mutual coupling effects
among antenna elements in 1D linear arrays have been studied
in [7]- [12]. While [7] and [8] focus on the performance of
adaptive arrays when exerted to mutual coupling, [5], [13] and
[14] examine the performance of massive MIMO systems with
antenna elements affected by mutual coupling.
Energy consumption and power radiation has become a
major health and economic hazard over the years [3]. While
[21] discusses the electrical power consumptions of power am-
plifiers, cooling systems and associated circuits installed at a
BS, [16] discusses about designing optimal EE massive MIMO
systems. Through this paper, we analyse how massive MIMO
bounded by a fixed physical space fares to the demands of
increasing EE while contributing towards high SE. While most
existing works predict over-optimistic performance assuming
arrays with unbounded physical space, the more relevant work
in [5] considers only linear arrays and a simplified mutual
coupling model. In this work, we consider a more realistic
2D planar array bounded by a fixed physical space with an
area of about 1m2 and analytically account for the full mutual
coupling model of the array. We reflect on the uplink of such a
system affected by antenna correlation and mutual coupling at
the BS while keeping the dimensions of the physical spacing
of the antenna array in check. We calculate the EE of this
system with the help of a new power consumption model
incorporating parameters like power consumed by amplifiers,
other digital circuits and loss due to mutual coupling.
II. SYSTEM MODEL
We consider the uplink of a single cell multi-user MIMO
arrangement with one BS equipped with a uniform rectangular
2D antenna array in a fixed physical space of area   as
shown in Fig. 1. Each row and column of the antenna array
consists of n and m dipole antennas respectively with each
element separated from the other by a distance d within a
row or a column. M = n ⇥ m is the total number of
antennas receiving signals from K single-antenna users with
M   K. The users are assumed to transmit their data in
the same time-frequency resource with   being the carrier
wavelength. It is also assumed that d <  /2, for antenna
coupling to significantly impact the performance of the system.
Furthermore, the length and breadth of the rectangular array
are ↵  and    (↵,  2 N) respectively which leads to the
following expressions-
  = ↵  2, d =
↵ 
m  1 =
  
n  1 . (1)
Let W represent a semi-correlated frequency-flat channel
matrix with no line of sight between the BS and the K users
which is modeled as W = HF
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Fig. 1: An illustration of a 2D rectangular array consisting
of M dipole antennas serving K single-antenna users located
uniformly within the cell diameter in the uplink.
represents the uplink channel where ⌃M is the BS correlation
matrix, ⌦ denotes the Kronecker product operator and F is
a K ⇥K diagonal matrix with [Fkk] =  k.
p
 k models the
geometric attenuation and shadow fading which is assumed to
be independent over M and constant over several coherence
time intervals. This holds true owing to the assumption that
d ⌧ smin, where smin is the minimum distance between
an arbitrary user and the BS and  k changes very slowly
with time. The M ⇥ 1 received vector at the BS can thus be
expressed as y =WPx+ z; where x 2 CK⇥1 is the symbol
transmitted by the K users. P is a K⇥K diagonal matrix with
p = [p1 . . . pk . . . pK ] being the diagonal where the average
transmitted power of the users, pi   0 for i = 1, 2, . . . ,K and
z ⇠ CN (0, IM ) is a vector of additive white Gaussian noise
at the BS.
Assuming fading to be correlated only at the BS [18]
and incorporating correlation and mutual coupling among the
receiving antennas, we model H as [5]
H =
⇥
h1, . . . hk, . . . hK
⇤
, (2)
where hk is a M ⇥1 channel vector of the k-th user; given as
hk =  Akgk, (3)
where   2 CM⇥M denotes the mutual coupling matrix,
Ak 2 CM⇥D denotes the receive steering matrix containingD
steering vectors of the receive antenna array with D denoting
the number of direction of arrivals (DOAs) and the vector
gk ⇠ CN (0, ID) has a dimension of D ⇥ 1. Furthermore,
[HHH] ⇠ CWK(M,⌃M ) where CWK(M,⌃M ) denotes a
complex Wishart distribution with degrees of freedom M ,
dimension K and covariance ⌃M .
A. Channel correlation at the receiver side
The steering matrix with respect to the ith DOA can be
expressed as
Ai = ac( i, ✓)ar( i, ✓)
T , (4)
where ac(✓, ) 2 Cn⇥1 and ar(✓, ) 2 Cm⇥1 are the column
and row array steering vectors respectively given as
ac( i, ✓) =
h
1, ej
2⇡
  d cos i sin ✓, . . . , ej
2⇡
  d(n 1) cos i sin ✓
iT
,
ar( i, ✓) =
h
1, ej
2⇡
  d sin i sin ✓, . . . , ej
2⇡
  d(m 1) sin i sin ✓
iT
.
Using the vector valued operator vec{·}, which maps a m⇥n
matrix to a mn⇥1 column vector by stacking the columns of
the matrix, the array steering matrix may be transformed to a
2-D array steering vector as
a( i, ✓) = vec{Ai}. (5)
The M ⇥D steering matrix of the array can now be given as
A = [a( 1, ✓), . . . ,a( i, ✓), . . . ,a( D, ✓)], (6)
where a( i, ✓) 2 CM⇥1 for i 2 1, 2, 3 . . . , D. Throughout
this paper we consider d to be equidistant and the D DOAs
are randomly and independently distributed in an angle spread
determined by the azimuth  i 2 [ ⇡2 , ⇡2 ], i = 1, 2, 3 . . . , D
and the elevation ✓ 2 [ ⇡2 , ⇡2 ]. Different degrees of correlation
are obtained by varying   of the semi-correlated (D, )
channel.
B. Mutual Coupling at the receiver side
The mutual coupling matrix,   of the array is defined as
[6]
  = (ZL + ZA)(Z+ ZLI)
 1, (7)
where ZL and ZA denote load and antenna impedance respec-
tively while Z denotes the mutual impedance matrix.
Let d(i,k)(j,l) = d
p
(i  j)2 + (k   l)2 denote the distance
between the antenna located at the ith row and kth column
and the antenna located at the jth row and lth column of the
rectangular array with i, j 2 1, 2, . . . , n and k, l 2 1, 2, . . . ,m.
Then Z can be constructed as aM⇥M matrix as shown in (8)
using EMF method [6]. Z(i,k)(j,l) is an element of Z, given
as
Z(i,k)(j,l) = R(i,k)(j,l) + jX(i,k)(j,l). (9)
R(i,k)(j,l) and X(i,k)(j,l) are self-mutual-resistance and self-
mutual-reactance between antenna located at the ith row and
kth column and the antenna located at the jth row and lth
column respectively and given as [6]
R(i,k)(j,l) =
p
µ0
4⇡
p
✏0
[2Cin(u0)  Cin(u1)  Cin(u2)] ,
X(i,k)(j,l) =
p
µ0
4⇡
p
✏0
[2Sin(u0)  Sin(u1)  Sin(u2)] ,
where µ0 and ✏0 denote the magnetic and electric constants.
u0 = 2⇡d(i,k)(j,l), u1 = 2⇡
⇣
l +
q
d2(i,k)(j,l) + l
2
⌘
and u2 =
2⇡
⇣
 l +
q
d2(i,k)(j,l) + l
2
⌘
and Cin(.) and Sin(.) are cosine
and sine integral functions respectively defined as
Cin(a) =   + ln(a) +
Z a
0
cos t  1
t
dt, Sin(a) =
Z a
0
sin t
t
dt,
Z =
26666666666666664
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(8)
where   is the Euler-Mascheroni constant and l is the length
of the dipole antenna. The correlation matrix at the BS can
now be given as
⌃M = E{HHH} =  AE{gkgHk }AH H
= K AAH H . (10)
III. ENERGY EFFICIENCY
EE of a communication link is the total energy consumption
required per bit i.e., the ratio of the sum rate achieved to the
total consumed power, and is expressed in bits/joule as [17].
⇠ =
R
pPA + pRF + pCoup
(11)
where R is the uplink spectral efficiency of the system, pPA
and pRF are the power consumed by the power amplifiers and
the RF components of the systems respectively and pCoup is
the power loss due to mutual coupling. Hereinafter we consider
that every user is guaranteed a minimum fixed rate, R˜k so as
to define R as
R =
XK
k=1
✓
T  K⌧
T
◆
R˜k (12)
where T is the length of coherence time interval and ⌧ is the
length of uplink pilots during transmission. To achieve this
equal rate condition, we use the approach given in [19] for
solving the power control problem in mobile scenarios using
Perron’s theorem. Accordingly, the power allocated to the kth
user can be assigned as
pk =
 k
qk    kGki (13)
where
qk =
|vkHwk|2
||vk||2 and Gki =
(
|vkHwi|2
||vk||2 , for i 6= k
0, for i = k.
(14)
 k = 2R˜k   1 is the minimum targeted SINR of the kth
user and V = [v1,v2, . . . ,vk . . . ,vK ] 2 CM⇥K is a linear
detector. Since it is much easier to compute the analytic
expressions with a ZF detector, henceforth we consider ZF
detection to compute the analytic results while MRC will be
used only for comparison purposes in the simulation results.
For ZF detection, V =W
 
WHW
  1. The total transmitted
power for K users can now be given as
pt = E{1(1⇥K)p}. (15)
A. Power Amplifiers
The average power in watts consumed by the power ampli-
fiers during uplink transmission can be approximated as [17]
pPA = pt(↵+ 1) (16)
where ↵ = ⇣⌘   1 with ⇣ being the modulation-dependent
peak to average power ratios while ⌘ is the power amplifier
efficiency.
Proposition 1. Let p¯ = f(   ) be a parameter used to allocate
power in order to attain a optimum EE. Hence, considering
ZF processing at the BS, with no loss of generality, we can
define the minimum transmitted rate for all users assuming
M   K + 1 as
R˜ = log2(1 + p¯(M  K)). (17)
Thus the total power consumed by the power amplifiers during
one complete cycle of uplink at the BS can be given as
pPAZF = Kp¯ tr[⌃
 1
M ]
⇣
⌘
(18)
Proof. From (13) and (17), we have for a ZF receiver,
pk = p¯(M  K)
⇥
(WHW) 1
⇤
kk
(19)
Therefore, using the properties of trace of a matrix [20] and
from (15) and (16) we have
pPAZF = Kp¯(M  K)
⇣
⌘
E
 
tr
⇥
(WHW) 1
⇤ 
= Kp¯(M  K) ⇣
⌘
tr
⇥
⌃ 1M
⇤
M  K
= Kp¯ tr[⌃ 1M ]
⇣
⌘
B. RF Chains
The average power in watts consumed in the RF chains with
respect to the kth user can be given as [17]
pRFk = p
A
fix +Mp
BS +KpUE (20)
where pAfix is the fixed power consumption at the BS depen-
dent on the communication technology, A 2 {LTE,WIFI},
pBS is the power required at the BS to run the circuit compo-
nents, pUE is the power associated with the user equipments
which are defined as follows
pBS = pBSmix + p
BS
filt + p
BS
ADC + p
BS
DAC + p
BS
OSC , (21)
pUE = pUEmix + p
UE
filt + p
UE
ADC + p
UE
DAC + p
UE
OSC , (22)
where pmix, pfilt, pADC , pDAC and pOSC denote the power
consumed by the mixers, filters, analog-to-digital converters,
digital-to-analog converters and local oscillator respectively1.
C. Mutual Coupling
The mutual coupling effect among antennas in the vicinity
of each other as discussed earlier increases the power con-
sumption of the system. The terminal voltage for a particular
antenna at the BS can be given as [7]
vi =
MX
j=1,i 6=j
ij i,j , (23)
where, vi denotes the terminal voltage at the ith antenna ele-
ment due to a unit current in the jth antenna element when the
current in all other antenna elements is zero and  i,j is the total
mutual coupling experienced by the ith antenna element due to
all other antennas. Furthermore, iBS = [i1, i2, i3 . . . . . . iM ]T ,
and vBS = [v1, v2, v3 . . . . . . vM ]T , where iBS and vBS are
vectors of currents and voltages respectively associated with
the dipole antennas in the array. The power loss due to
coupling based on current maximum now follows as
pcoup = vTBSiBS . (24)
The EE of the system now follows from (11-23) as
⇠ =
K
T (T  K⌧) log2(1 + p¯(M  K))
Kp¯ tr[⌃ 1M ]
⇣
⌘ +Mp
BS +KpUE + pCoup
. (25)
Definition 1. If a local maximum exists in a strictly quasi-
concave function, it is also the global maximum [21]. The
global optimum can then be obtained by setting the partial
derivative of the quasi-concave function to zero.
Proposition 2. Considering ZF processing scheme at BS and
diversity loss due to mutual coupling, the optimum number
of antennas, M that can be accommodated within a fixed
physical space,   which maximizes the EE, ⇠ can be given
by (26) where W (⇤) is the product logarithm function and
e = 2.71828 is the Euler’s number. The rest of the parameters
have already been discussed before. Furthermore, it can also
be shown that the stationary point Mmax is also a global
maximum and the EE curve is quasi-concave, which increases
for K + 1  M  Mmax, attains a global maximum, Mmax
and then decreases for Mmax  M  1. Moreover, for a
given M , p¯ is given by (27).
Proof. We rewrite (25) as
⇠ZF (M) =
K
T (T  K⌧) log2(1  p¯K + p¯M)
Kp¯ tr[⌃ 1M ]
⇣
⌘ +Kp
UE + pCoup +MpBS
.
(28)
1The components considered in this paper may vary from set-ups used in
practical scenarios. Any other components used can easily be included in the
expressions of pBS and pUE while the ones that are not may be removed.
Let (1  p¯K) = a, p¯ = b, Kp¯ tr[⌃ 1M ] ⇣⌘ +KpUE+pCoup = c,
pBS = d and KT (T  K⌧) = f . Therefore, (28) implies
⇠ZF (M) =
f log2(a+ bM)
c+ dM
. (29)
In order to prove that the objective function, ⇠ZF (M) is
quasi-concave it is sufficient to prove that the upper contour
sets S = {M ⌫ 0|⇠ZF (M)    } of ⇠ZF (M) are convex
for any  2 R [22]. We investigate the cases when   0
and  > 0. When   0, the set is empty in the contour
⇠ZF (M) =  . Thus ⇠ZF (M) is strictly quasi-convex when
  0. Now when  > 0, S is equivalent to⇢
M   0
     f log2(a+ bM)c+ dM    
 
=)
⇢
M   0
     c + dM   f log2(a+ bM)  0  .
(30)
Let F = c + dM   f log2(a+ bM). Now F is strictly
convex within the range of M as its Hessian is positive
definite. Hence S is strictly convex which concludes that
⇠ZF (M) is a quasi-concave function of M .
Now using Definition 1, we can say that the local maximum
of ⇠ZF is also the global maximum. Furthermore as M !1,
⇠ZF ! 0. Since M ⇥ 0, the local maximum is obtained by
calculating the first derivative and setting it to zero as shown
below. From (29) we have
@⇠ZF (M)
@M
=
@
⇣
f log2(a+bM)
c+dM
⌘
@M
=
fb
(a+ bM)(c+ dM) ln 2
  fd ln(a+ bM)
(c+ dM)2 ln 2
.
(31)
Now equating (31) to zero we have
b(c+ dM)
a+ bM
= d ln(a+ bM)
=) bc  ad
a+ bM
= d (ln(a+ bM)  1) . (32)
Let ln(a + bM)   1 = x. Therefore exp(x + 1) = a + bM .
Thus (32) implies
bc  ad
exp(x+ 1)
= dx
=) bc
de
  a
e
= x exp(x)
=) x = W
✓
bc
de
  a
e
◆
, (33)
where W , known as the product logarithm is the inverse
function of f(W ) = WeW for any complex number W .
Substituting x with ln(a+ bM)  1 we have
Mmax =
exp
 
W
 
bc
de   ae
 
+ 1
   a
b
. (34)
Now replacing a, b, c, d with their equivalent parameters, we
have the desired result. Quasi-concavity thus implies that
Mmax =
1
p¯
24exp
8<:W
0@ p¯
⇣
Kp¯ tr[⌃ 1M ]
⇣
⌘ +Kp
UE + pCoup
⌘
pBSe
  1  p¯K
e
1A+ 1
9=;+ p¯K   1
35 (26)
p¯max =
1
M  K
"
exp
(
W
 
(M  K)(MpBS +KpUE + pCoup)
K tr[⌃ 1M ]
⇣
⌘ e
  1
e
!
+ 1
)
  1
#
(27)
Mmax is a global maximum and ⇠ZF is increasing for
M < Mmax and decreasing for M > Mmax. Thus Mmax
is the unique optimal M to attain a maximum ⇠ZF .
Equation (27) can be proved similarly by changing the
differentiation variable from M to p¯. Accordingly we can
parameterize a, b, c, d as 1, (M   K), (KpUE + pCoup +
MpBS),Ktr[⌃ 1M ]
⇣
⌘ respectively. The quasi-concavity of
⇠ZF (p¯) follows accordingly similar to the proof of (26).
Hence, the local maximum will also be the global maximum
which can be found by setting the first derivative to zero, i.e.,
@⇠ZF (p¯)
@p¯
= 0. (35)
Solving (35) similarly as before, we obtain the desired result.
The details are omitted due to space limitations.
IV. RESULTS AND DISCUSSION
In this section we analyse the behaviour of the proposed
model by increasing the number of antennas at the BS while
keeping the area of the rectangular array fixed. Typically for
a fixed physical spacing, increasing the number of antennas is
associated with decreasing the spacing between the antennas,
thus increasing mutual coupling which in turn reduces the
EE. Therefore, there is a fundamental trade-off between the
EE of the system and the number of antennas at the BS,
which will be evident from the simulation results. To obtain
a fair comparison, we explore two of the current transmission
technologies, namely WIFI and LTE in terms of their fixed
transmit power budget.
As stated before, we consider a single hexagonal cell with a
diameter of smax = 3000 meters which extends from vertex to
vertex. The BS is located at the center of the cell with K = 10
users uniformly distributed in the cell. The minimum distance,
smin between a user and the BS is 50 meters. The large scale
fading as described in the system model is defined as  k =
tk
(sk/smin)⌫
, where tk is the log-normal random variable with a
variance  2s , sk is the distance between the kth user and the BS
varying anywhere between smin and smax and ⌫ is the path-
loss exponent varying from 2 to 4, with 2 denoting free space
propagation and 4 denoting a relatively lossy environment.
For our simulations we choose D = 150,  s = 10dB, ⌫ =
3.8, T = 196, ⌧ = 10, ⌘ = 0.35. The length of the dipoles
is 0.5  while values of ZA and ZM are considered to be
50⌦. Pmixk = 30.3mW, P
filt
k = 2.5mW, P
ADC
k = P
DAC
k =
1.6mW, P osck = 50mW, P
WIFI
fix = 25dBm and P
LTE
fix =
43dBm.
We examine the scenario, where the physical spacing of the
array is constrained with an area of 1m⇥1m. Accordingly, we
consider three scenarios of fixed physical spaces of 3 ⇥ 3 ,
5  ⇥ 5  and 7  ⇥ 7  and illustrate the corresponding EE
of the proposed system in Figs. 2, 3 and 4 respectively. The
spacing among the antennas varies depending on the number
of antennas which in turn affects the mutual coupling matrix.
Here we show the achievable EE in a large MIMO system with
mutual coupling, considering ZF and MRC detection at the
BS. The dashed and continuous lines show the performances of
WIFI and LTE systems respectively. On increasing the number
of antennas M , the spectral efficiency of the system increases.
However, d is inversely proportional to M which decreases
with increasing M ; thus also decreasing EE which is evident
from the curves. Also to be noted is the shape of the EE curves
which are quasi-concave functions of M . Furthermore, WIFI
systems with low fixed power consumption naturally perform
better than LTE systems from EE point of view but the gap
in their performance reduces with the increase in the number
of antennas. It can also be noted that ZF outperforms MRC in
all the three scenarios. The optimal M for ZF as calculated in
section III is also plotted. Our analysis thus shows that number
of antennas in the range of 50-120 depending on the array
spacing, serving around 10 users can be can be considered to
be an optimal solution from EE point of view when mutual
coupling is considered among the neighboring antennas.
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Fig. 2: EE with respect to M considering mutual coupling at
the BS for ↵ = 3 ,   = 3 .
V. CONCLUSIONS
Mutual coupling greatly affects the capacity of a commu-
nication system, especially when a large number of antennas
are to be rigged within a fixed physical space. In general,
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Fig. 3: EE with respect to M considering mutual coupling at
the BS for ↵ = 5 ,   = 5 .
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Fig. 4: EE with respect to M considering mutual coupling at
the BS for ↵ = 7 ,   = 7 .
massive MIMO systems are considered to achieve high EE
with the increase in number of BS antennas which might be
misleading when constrained BS physical space and critical
antenna spacing are considered. We have given an analysis of
the effects of mutual coupling on the EE for a realistic massive
MIMO setup. Simulation results show that as the spacing
between the antennas is reduced, the coupling among them
increases, resulting in a dip in EE performance. Depending on
the physical space, an optimum number of antennas is found
with the objective of achieving high EE. It is evident that high
EE can be obtained but at the cost of reducingM or increasing
 .
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