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a b s t r a c t
We consider spaces of the form span〈1, t, . . . , tn−4, u1(t), u2(t), u3(t), u4(t)〉, where the
functions ui (i = 1, . . . , 4) are algebraic polynomials, or trigonometric or hyperbolic
functions. We find intervals [0, α] where we can guarantee that the spaces possess
normalized totally positive bases (and so, shape preserving representations). We construct
their normalized B-bases (with optimal shape preserving properties). We also present a
unified approach to deal with the associated spline spaces. A recursive procedure to obtain
bases with optimal shape preserving and stability properties is presented.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction and preliminaries
In the last decade, a great interest in the design of curves in spaces mixing algebraic, trigonometric and hyperbolic
functions has arisen (see, for instance, [1–11]). One of the more general approaches in this field has been provided by [4],
where spaces of the form
span〈1, t, . . . , tn−2, u(t), v(t)〉, (1)
requiring suitable assumptions on the two functions u, v, were analyzed. However, six-dimensional spaces considered in [2]
do not belong to the family (1). Here we again consider the system (1, t, . . . , tn−2) and incorporate four additional functions
instead of two. The generated spaces allow us to obtain the exact representation of many curves of interest in engineering
and most useful spaces used in curve design are particular examples of these spaces.
Let us recall that a system (u0, . . . , un) is normalized on an interval I if
∑n
i=0 ui(t) = 1, t ∈ I and normalizable on I if∑n
i=0 ui(t) 6= 0 for all t ∈ I . Bases providing shape preserving representations (see [12,13]) are precisely the normalized and
totally positive bases (that is, all minors of their collocation matrices are nonnegative). When the space has a normalized
totally positive basis, the normalized B-bases present optimal shape preserving properties (cf. [14,15]). A totally positive
basis (b0, . . . , bn) of a space U is a B-basis if for any other totally positive basis (u0, . . . , un) of U the matrix K of change of
basis
(u0, . . . , un) = (b0, . . . , bn)K
is totally positive (all its minors are nonnegative). In Theorem 4.2 of [14] it was proved that a spacewith a normalized totally
positive basis always has a unique normalized B-basis. For instance, the Bernstein basis is the normalized B-basis in the case
of the space of polynomials of degree at most n on a compact interval (see [12]) or the B-spline basis is the normalized
B-basis in the case of the space of spline polynomials.
∗ Corresponding author.
E-mail address:mainare@unican.es (E. Mainar).
0898-1221/$ – see front matter© 2009 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2009.11.009
1510 E. Mainar, J.M. Peña / Computers and Mathematics with Applications 59 (2010) 1509–1523
The following sufficient condition for B-bases corresponds to the implication (ii) implies (i) of Theorem 3.2 of [15] and is
going to be used in the upcoming proofs.
Lemma 1. Let U be a vector space of functions defined on a closed set I ⊂ Rwith a normalizable (respectively, normalized) totally
positive basis and let (v0, . . . , vn) be a basis (respectively, normalized basis) of U formed by nonnegative functions. Assume that
for each i = 0, 1, . . . , n, Ii := {t ∈ Ii|vi(t) 6= 0} is an interval and let ai ∈ R ∪ {−∞} and bi ∈ R ∪ {+∞} be the infimum and
supremum, respectively, of Ii. If
aj ≤ ak, bj ≤ bk, lim
t→a+j
vk(t)
vj(t)
= 0 and lim
t→b+k
vj(t)
vk(t)
= 0
whenever j < k, then (v0, . . . , vn) is a B-basis (respectively, the normalized B-basis) of U.
In this paper we are going to extend techniques for standard polynomial and trigonometric splines to a more general
context. Although blossoming (or polar forms) and subdivision are powerful techniques, here we present a different
approach simply based on elementary analytic properties of the spaces and providing tools to obtain explicit expressions
of the B-bases. Thus, the simplicity of the proofs and of the formulation of the needed hypotheses is an advantage of our
approach.
The paper is organised as follows. In Section 2 we provide a recursive procedure to construct normalized B-bases of
the spaces Vn (n > 3) considered in this paper. The start point considers four-dimensional spaces V3 possessing B-bases,
although they do not always possess normalized B-basis. The recursive procedure starts with B-bases of V3. In Section 3, we
find intervals [0, α] such that the spaces Vn possess (when n > 3) the normalized B-bases constructed in Section 2.
Spline spaces provide more flexibility for curve design. In Section 4 we construct the corresponding spline spaces and
their bases. In Section 5,we present a unified recursive procedure to obtain normalized B-bases for these spline spaces. Other
properties satisfied by these bases, such as optimal stability, are shown (see [16]). Matrices of change of basis relating the
normalized B-bases of the spline spaces and the spaces presented in Section 2 are also derived recursively. Finally, Section 6
is devoted to the convergence of the normalized B-bases.
2. Construction of the normalized B-bases
A space of functionsU ⊆ C(R) is invariant under translations if, for any u ∈ U, τ ∈ R, the function v(t) := u(t − τ),
t ∈ R, belongs toU. IfU is a finite-dimensional space of C1(R) that is invariant under translations, then we have for any
u ∈ U that h−1(u(t + h)− u(t)) ∈ U and, taking h→ 0, we can deduce that the derivative u′ ∈ U (see Appendix of [17]).
ThereforeU ⊆ C∞(R).
It is well known that the solutions of a homogeneous linear differential equation of order n+ 1
u(n+1)(t)+ an(t)u(n)(t)+ · · · + a0(t)u(t) = 0, t ∈ I, (2)
are invariant under translations if and only if the coefficients ai(t) are constant. In this case the equation
u(n+1)(t)+ anu(n)(t)+ · · · + a0u(t) = 0, t ∈ I, (3)
is autonomous and the phase flow satisfies
φ(t; t0) = φ(t − t0; 0), t, t0 ∈ I. (4)
A space of functionsU ⊆ C(R) is invariant under reflections if for any u ∈ U and τ ∈ R, the function v(t) := u(τ − t), t ∈ R
belongs toU. IfU is invariant under reflections, thenU is invariant under translations. IfU is a finite-dimensional space
of C1(R) that is invariant under reflections, thenU is the set of solutions of an homogeneous linear differential equation of
order n+ 1 (3) such that its characteristic polynomial p(x) = xn+1 + anxn + · · · + a0 is either an even or an odd function.
Let us consider the homogeneous linear differential equation
u(IV )(t)+ a1u′′(t)+ a0u(t) = 0, a0, a1 ∈ R. (5)
The characteristic polynomial of (5), p(x) = x4 + a1x2 + a0, is an even function, and so the space V3 of solutions of (5) is
invariant under translations and reflections.
Let us recall that for a given space of functionsU, the space of the derivativesU′ is defined by
U′ := {u′ | u ∈ U}.
Let us present the list of the different characteristic polynomials of (5), the corresponding spaces V3 of solutions of (5) and
for n > 3, the (n+ 1)-dimensional spaces Vn satisfying V ′k = Vk−1 for all k = 4, . . . , n. Letting Uk := 〈1, t, . . . , tk−1〉 for any
k, we have:
(i) If p(x) = x4 then V3 = U4 and Vn = Un+1.
(ii) If p(x) = (x2 − w21)(x2 − w22)withw1 6= 0,w2 6= 0,w1 6= w2 then
V3 = 〈cosh(w1t), sinh(w1t), cosh(w2t), sinh(w2t)〉 and Vn = 〈Un−3, V3〉.
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(iii) If p(x) = (x2 + w21)(x2 + w22)withw1 6= 0,w2 6= 0,w1 6= w2 then
V3 = 〈cos(w1t), sin(w1t), cos(w2t), sin(w2t)〉 and Vn = 〈Un−3, V3〉.
(iv) If p(x) = (x2 + w21)(x2 − w22)withw1 6= 0,w2 6= 0 then
V3 = 〈cos(w1t), sin(w1t), cosh(w2t), sinh(w2t)〉 and Vn = 〈Un−3, V3〉.
(v) If p(x) = (x2 − w2)2 withw 6= 0 then
V3 = 〈cosh(wt), sinh(wt), t cosh(wt), t sinh(wt)〉 and Vn = 〈Un−3, V3〉.
(vi) If p(x) = (x2 + w2)2 withw 6= 0 then
V3 = 〈cos(wt), sin(wt), t cos(wt), t sin(wt)〉 and Vn = 〈Un−3, V3〉.
(vii) If p(x) = (x2 + w2)x2 withw 6= 0 then
V3 = 〈1, t, cos(wt), sin(wt)〉 and Vn = 〈Un−1, cos(wt), sin(wt)〉.
(viii) If p(x) = (x2 − w2)x2 withw 6= 0 then
V3 = 〈1, t, cosh(wt), sinh(wt)〉 and Vn = 〈Un−1, cosh(wt), sinh(wt)〉.
A space can possess B-bases although it has no normalized B-basis (see [15] or [9]). In this section, we shall find B-bases for
the spaces V3 and normalized B-bases for the spaces Vn (n > 3) obtained from them.
Let us now consider the initial value problem
u(IV )(t)+ a1u′′(t)+ a0u(t) = 0, a1, a0 ∈ R,
u(0) = 0, u′(0) = 0, u′′(0) = 0, u′′′(0) = 1. (6)
Let S(t) be the unique solution of (6). Since S(0) = 0, S ′(0) = 0, S ′′(0) = 0, S ′′′(0) = 1, there exists α > 0 such that
S(t) > 0, ∀t ∈ (0, α] and S ′(t) > 0, ∀t ∈ (0, α]. In fact,
zS′ < zS, (7)
where zS and zS′ denote the first positive zero of S and S ′, respectively.
Let
ψ(t) := detW (S, S ′)(t) = S(t)S ′′(t)− S ′(t)2, (8)
whereW (S, S ′)(t) is the Wronskian matrixW (S, S ′)(t) :=
(
S(t) S′(t)
S′(t) S′′(t)
)
. In order to start the iterative procedure to obtain
the bases, let us consider α < min(zS′ , zψ ), where zψ denotes the first positive zero of ψ , and define on [0, α] the system
v3 = (v0,3, . . . , v3,3) by:
v3,3(t) := S(t)/S(α), v0,3(t) := v3,3(α − t)
v2,3(t) := S ′(t)/S ′(α)− S(t)/S(α), v1,3(t) := v2,3(α − t), t ∈ [0, α]. (9)
Let I be an interval of the real line. Let us recall that an extended Chebyshev space is a (n + 1)-dimensional subspace U
of Cn(I) such that each nonzero function in U has at most n zeroes counting multiplicities. The following definition was
introduced in [1]. A basis (u0, . . . , un) of an (n + 1)-dimensional space U in Cn(I) is canonical at t ∈ I if the Wronskian
matrixW (u0, . . . , un)(t) := (u(i)j (t))0≤i,j≤n is lower triangular with nonzero diagonal entries.
The following auxiliary result is a direct consequence of Proposition 3.2 of [1].
Lemma 2. Let U be a four-dimensional space of differentiable functions that is invariant under reflections. Let (u0, . . . , u3)
be a canonical basis at 0 of U such that W (u0, . . . , u3)(0) has positive diagonal entries. Let φ(t) := u3(t) and ψ(t) :=
detW (u2, u3)(t). Then U is an extended Chebyshev space on each interval [0, α] with α < min(zφ, zψ ), where zφ and zψ
denote the first positive zero of φ and ψ , respectively.
Taking into account this lemma we can prove the following result.
Theorem 3. For any α < min(zS′ , zψ ), V3 is an extended Chebyshev space on [0, α] where zS′ and zψ denote the first positive
zero of S ′ and ψ , respectively. Moreover the basis v3 of (9) is a B-basis of V3 and satisfies
v0,3(0) = v3,3(α) = 1,
v
(j)
i,3(0) = v(k)i,3 (α) = 0, j = 0, . . . , i− 1, k = 0, . . . , 3− i− 1,
v′1,3(0) =
−ψ(α)
S ′(α)S(α)
> 0, v′′2,3(0) =
1
S ′(α)
> 0, v(3)3,3(0) =
1
S(α)
> 0,
v
(3)
0,3(α) =
−1
S(α)
< 0, v′′1,3(α) =
1
S ′(α)
> 0, v′2,3(α) =
ψ(α)
S ′(α)S(α)
< 0. (10)
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Proof. The system (S ′′′, S ′′, S ′, S) is formed by functions of V3. Let us see that it is formed by linearly independent functions
and so it is a basis of V3, which is a four-dimensional vector space. Consider
∑3
i=0 ciS(3−i)(t) = 0, t ∈ [0, α]. From the fact
that S(t) is solution of (6), taking t = 0, we deduce c0 = 0. Differentiating the previous linear combination, taking t = 0
and using (6) we deduce again that c1 = c2 = c3 = 0.
Furthermore, the system (S ′′′, S ′′, S ′, S) is a canonical basis at 0 of V3 such that the diagonal entries ofW (S ′′′, S ′′, S ′, S)(0)
are all 1. By (7), min(zS′ , zψ ) < min(zS, zψ ). Thus, from Lemma 2, V3 is an extended Chebyshev space on [0, α].
Since S(t) and S ′(t) are solutions of the differential equation (5), from the definition (9) it can be immediately checked
that vi,3(t), i = 0, . . . , 3, are all solutions of (5). Differentiating in (9), one can obtain the expressions (without the signs) of
the derivatives of the functions at the endpoints of [0, α] given in (10). Let us now prove the nonnegativity of the functions
on [0, α]. Since S(k)(0) = 0, k = 0, 1, 2, S(3)(0) = 1 and α < zS′ < zS , we deduce that S(t) > 0, ∀t ∈ (0, α]. Thus
v0,3(t) ≥ 0, ∀t ∈ [0, α] and v3,3(t) ≥ 0, ∀t ∈ [0, α]. Observe that, with the same reasoning and taking into account that
α < zS′ , we can deduce that S ′(t) > 0, ∀t ∈ (0, α]. Equalities (10) imply that v2,3 has a zero of multiplicity 2 at t = 0 and
a zero of multiplicity 1 at t = α. Since V3 is a four-dimensional extended Chebyshev space on [0, α] we conclude that v2,3
has constant sign on (0, α). Finally, since v′′2,3(0) = 1/S ′(α) > 0, v2,3 is positive on (0, α) and v1,3(t) = v2,3(α − t) ≥ 0,
t ∈ (0, α]. This proves that v3 is formed by nonnegative functions of V3 on [0, α].
Observe that, since v2,3(t) ≥ 0 for all t ∈ [0, α] and v2,3(α) = 0, we have v′2,3(α) = ψ(α)/(S ′(α)S(α)) < 0. Taking into
account that S(α) > 0 and S ′(α) > 0, the signs of the derivatives of the functions at the endpoints of [0, α] given in (10) can
be immediately obtained. In order to check the linear independence of v3, consider
∑3
i=0 c3vi,3(t) = 0, t ∈ [0, α]. Taking
t = 0, we deduce, from v0,3(0) 6= 0, that c0 = 0. Differentiating the previous linear combination 3 times we deduce from
v
(k)
k,3(0) 6= 0 that ck = 0, k = 1, 2, 3. This proves that v3 is a basis of V3.
Since V3 is an extended Chebyshev space, V3 has a totally positive basis (u0, . . . , u3) (see Theorem 2.4(iii) of [1]). Let
us see that this basis (of nonnegative functions) is normalizable. Otherwise,
∑3
i=0 ui(t) = 0 for some t ∈ [0, α] and so
ui(t) = 0 for all i = 0, . . . , 3 and all functions of the space would vanish at t . In particular, vi,3(t) = 0 for some t ∈ [0, α]
for all i = 0, . . . , 3 that contradicts the fact that v3 is a basis of V3 formed by nonnegative functions on [0, α] satisfying (10)
and shows that the totally positive basis (u0, . . . , u3) is normalizable.
Finally, from (10) the basis v3 satisfies
lim
t→0+
vk,3(t)/vj,3(t) = 0 and lim
t→α−
vj,3(t)/vk,3(t) = 0 (11)
whenever j < k. Then, since the space has a normalizable totally positive basis, by Lemma 1, v3 is a B-basis. 
Observe that, except for the cases (i), (vii) and (viii), 1 6∈ V3. ThenV3 has no normalized totally positive bases and therefore
it does not possess shape preserving representations.
The following theorem was obtained in [1] and confirms the equivalence between the existence of normalized B-bases
in a space and the existence of extended Chebyshev bases in the space of the derivatives.
Theorem 4. Let U be an (n + 1)-dimensional subspace of Cn[a, b] such that 1 ∈ U. ThenU is an extended Chebyshev space
with a normalized B-basis on [a, b] if and only if the spaceU′ := {u′ | u ∈ U} is extended Chebyshev on [a, b].
For n > 3, a normalized basis vn = (v0,n, . . . , vn,n) of Vn can be defined recursively by:
v0,n(t) := 1−
∫ t
0
δ0,n−1v0,n−1(s)ds,
vi,n(t) :=
∫ t
0
(
δi−1,n−1vi−1,n−1(s)− δi,n−1vi,n−1(s)
)
ds, i = 1, . . . , n− 1,
vn,n(t) :=
∫ t
0
δn−1,n−1vn−1,n−1(s)ds, (12)
where δi,n := 1/
∫ α
0 vi,n(s)ds. These recursive construction of a normalized basis has beenpreviously used by several authors;
see for example [3].
For vn, we canderive the followingproperties analogous to theproperties at the endpoints obtained for v3 and, in addition,
that we now have a normalized system.
Theorem 5. For n > 3, Vn is an extended Chebyshev space with normalized B-basis on [0, α] for any α < min(zS′ , zψ ). The
system vn, defined in (12), is the normalized B-basis of Vn. Moreover, at the endpoints of the interval [0, α] it has the same
properties as the Bernstein basis of polynomials of degree n, that is
v0,n(0) = vn,n(α) = 1.
v
(j)
i,n(0) = v(k)i,n (α) = 0, j = 0, . . . , i− 1, k = 0, . . . , n− i− 1.
v
(i)
i,n(0) = δi−1,n−1δi−2,n−2 · · · δ0,n−i, i = 1, . . . , n− 3.
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v
(i)
i,n(0) = δi−1,n−1δi−2,n−2 · · · δi+3−n,3v(i+3−n)i+3−n,3(0), i = n− 2, n− 1, n.
v
(n−i)
i,n (α) = (−1)n−iδi,n−1δi,n−2 · · · δi,3v(3−i)i,3 (α), i = 0, 1, 2.
v
(n−i)
i,n (α) = (−1)n−iδi,n−1δi,n−2 · · · δi,i, i = 3, . . . , n− 1. (13)
Proof. By the iterated application of Theorems 3 and 4, we can guarantee that Vn is an extended Chebyshev space with a
normalized B-basis on [0, α] (which, in particular, is totally positive).
Differentiating in (12) the expression of the derivatives of the functions at the endpoints of the interval [0, α] can
be obtained by induction on n. Moreover (v0,n, . . . , vn,n) are linearly independent. Consider a trivial linear combination∑n
i=0 civi,n(t) = 0, t ∈ [0, α]. By letting t = 0 and taking into account (13) we get c0 = 0. Differentiating and taking again
t = 0, we deduce c1 = 0, . . . , cn = 0. Thus, by construction (v0,n, . . . , vn,n) is a normalized basis of Vn.
Let us prove that the system is formedbynonnegative functions on [0, α].Vn is a (n+1)-dimensional extendedChebyshev
space on [0, α]. That means that vi,n has at most n zeroes on [0, α]. Since by (13), t = 0 is a zero of multiplicity i of vi,n and
t = α is a zero of multiplicity n− i of vi,n, we deduce that vi,n(t) 6= 0 ∀t ∈ (0, α). Since, by (13) and (10), v(i)i,n(0) > 0, then
vi,n(t) ≥ 0, t ∈ (0, α), i = 0, . . . , n. (14)
Finally, let us see that the basis defined in (12) is precisely the normalized B-basis of Vn for any n > 3. From (13) the basis
vn satisfies
lim
t→0+
vk,n(t)/vj,n(t) = 0 and lim
t→α−
vj,n(t)/vk,n(t) = 0 (15)
whenever j < k. Then, since the space has a normalized totally positive basis, by Lemma 1, vn is the normalized B-basis of
Vn. 
Observe that taking into account (12) the derivatives of vn can be immediately obtained. Letting v−1,n−1 := 0 and
vn,n−1 := 0, for n > 3 we have
v′i,n(t) = δi−1,n−1vi−1,n−1(t)− δi,n−1vi,n−1(t), i = 0, . . . , n.
Then we can write
d
dt
vn(t) = vn−1(t)Dn−1, t ∈ [0, α], (16)
Dn−1 =

−δ0,n−1 δ0,n−1
−δ1,n−1 δ1,n−1
. . .
. . .
−δn−1,n−1 δn−1,n−1

n×(n+1)
. (17)
3. Computing min(zS ′, zψ) for the spaces V3
Let us obtain intervals where V3 is an extended Chebyshev space and Vn is an extended Chebyshev spacewith normalized
B-basis for n > 3. Theorems 3 and 5 require to compute min(zS′ , zψ ), where zS′ and zψ denote the first positive zero of S ′
and ψ , respectively. Let us observe that in some cases Vn and S(t) depend on a parameter w. Therefore zS′ and zψ are also
dependent ofw. For this reason we are going to denote zS′(w) and zψ (w).
We start with the following well-known result.
Remark 6. For any n ≥ 4, span〈1, . . . , tn〉, t ∈ [0, α], is an extended Chebyshev space with a normalized B-basis on
each interval [0, α] such that α > 0. Moreover the basis (12) is its normalized B-basis on [0, α] and coincides with the
corresponding Bernstein basis. This is due to the uniqueness of the normalized B-basis and the fact that the Bernstein basis
is also a normalized B-basis (see [12,14]).
Theorem 7. The space span〈cosh t, sinh t, cosh(wt), sinh(wt)〉, w > 0, w 6= 1 is extended Chebyshev on each interval [0, α]
such that α > 0.
Proof. It can be checked that S(t) = (sinh(wt) − w sinh t)/(w(w2 − 1)), S ′(t) = (cosh(wt) − cosh t)/(w2 − 1). By
considering the monotonicity of cosh, we immediately deduce S ′(t) > 0 ∀t > 0 and so min(zS′(w), zψ (w)) = zψ (w). Let
ψ(t) = detW (S, S ′)(t) = 2w (cosh t cosh(wt)− 1)− (w
2 + 1) sinh t sinh(wt)
w(w − 1)2(w + 1)2 .
It can be checked thatψ ′(t) = (sinh(wt) cosh t −w sinh t cosh(wt))/(w(w− 1)(w+ 1)),ψ ′′(t) = −(sinh(wt) sinh t)/w.
Since ψ(0) = ψ ′(0) = 0 and ψ ′′(t) < 0 ∀t > 0, we have min(zS′(w), zψ (w)) = zψ (w) = ∞ for allw > 0,w 6= 1. 
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Corollary 8. For any n ≥ 4, span〈1, . . . , tn−4, cosh t, sinh t, cosh(wt), sinh(wt)〉, w > 0, w 6= 1, is an extended Chebyshev
space with a normalized B-basis on each interval [0, α] such that α > 0. Moreover the basis (12) is its normalized B-basis on
[0, α].
Theorem 9. The space span〈cos t, sin t, cos(wt), sin(wt)〉, w > 0, w 6= 1, is extended Chebyshev on each interval [0, α] such
that 0 < α < 2pi/(w + 1).
Proof. It can be checked that S(t) = (sin(wt)−w sin t)/(w(1−w2)), S ′(t) = (cos(wt)− cos t)/(1−w2) = (2 sin((w +
1)t/2) sin((w−1)t/2))/(w2−1). Ifw > 0 andw 6= 1, then zS′(w) = min(2pi/(w+1), 2pi/(1−w)) = 2pi/(w+1) < 2pi .
Thus min(zS′(w), zψ (w)) ≤ zS′(w) = 2pi/(w + 1) for allw > 0,w 6= 1.
It can be checked that
ψ(t) = detW (S, S ′)(t) = (1+ w
2) sin t sin(wt)+ 2w (cos t cos(wt)− 1)
w(w2 − 1)2 .
Let us define the auxiliary functions η(s) := w sin s cos(ws) − cos s sin(ws), %(s) := w cos s sin(ws) − sin s cos(ws).
Then w(w2 − 1)2ψ(t) = 4%(t/2)η(t/2) and therefore, for any w > 0, w 6= 1, the first positive zero of ψ satisfies
zψ (w) = 2min(zη(w), zρ(w)).
Differentiating we obtain η′(s) = (1− w2) sin s sin(ws), %′(s) = (w2 − 1) cos s cos(ws). If 0 < w < 1, η′(s) > 0 for all
s ∈ [0, pi). Since η(0) = 0, we conclude that η(s) is positive on (0, pi] and that 2zη(w) > 2pi > 2pi/(w + 1). On the other
hand, ρ ′(s) < 0 for all s ∈ (0, pi/2) and ρ ′(s) > 0 for all s ∈ (pi/2,min(pi/(2w), pi)). Since 0 < pi/2 < pi/(w + 1) <
min(pi/(2w), pi) and taking into account that pi/2 < pi/(w+1) < pi and 0 < wpi/(w+1) < pi/2 for 0 < w < 1, it can be
immediately deduced that ρ(pi/(w+ 1)) = w cos(pi/(w+ 1)) sin(wpi/(w+ 1))− sin(pi/(w+ 1)) cos(wpi/(w+ 1)) < 0
and we conclude that 2zρ(w) > 2pi/(w + 1). In conclusion, zψ (w) = 2min(zη(w), zρ(w)) > 2pi/(w + 1) and
min(zψ (w), zS′(w)) = zS′(w) = 2pi/(w + 1).
If w > 1, then η′(s) < 0 for all s ∈ (0, pi/w). Since η(0) = 0, we have that η(s) < 0 ∀s ∈ (0, pi/w) and
then 2zη(w) > 2pi/w > 2pi/(w + 1). On the other hand, ρ ′(s) > 0 for all s ∈ (0, pi/(2w)) and ρ ′(s) < 0 for all
s ∈ (pi/(2w),min(3pi/(2w), pi/2)). Since 0 < pi/(2w) < pi/(w + 1) < min(3pi/(2w), pi/2) and taking into account
that 0 < pi/(w + 1) < pi/2 and pi/2 < wpi/(w + 1) < pi forw > 1 it can be immediately deduced that ρ(pi/(w + 1)) =
w cos(pi/(w+ 1)) sin(wpi/(w+ 1))− sin(pi/(w+ 1)) cos(wpi/(w+ 1)) > 0 and we conclude that 2zρ(w) > 2pi/(w+ 1).
In conclusion, zψ (w) = 2min(zη(w), zρ(w)) > 2pi/(w + 1) and min(zψ (w), zS′) = zS′(w) = 2pi/(w + 1). 
Corollary 10. For any n ≥ 4, span〈1, . . . , tn−4, cos t, sin t, cos(wt), sin(wt)〉,w > 0,w 6= 1, is an extended Chebyshev space
with a normalized B-basis on each interval [0, α] such that 0 < α < 2pi/(w + 1).
Theorem 11. The space span〈cos t, sin t, cosh(wt), sinh(wt)〉,w > 0, is extended Chebyshev on each interval [0, α] such that
0 < α < zψ (w) and zψ (w) coincides with the first positive solution of the equation
w tanh(wt/2) = − tan(t/2), t ∈ (pi, 2pi).
Moreover, zψ (w) is a decreasing function of w such that limw→0 zψ (w) = 2pi , limw→+∞ zψ (w) = pi .
Proof. It can be checked that S(t) = (sinh(wt) − w sin t)/(w(w2 + 1)), S ′(t) = (cosh(wt) − cos t)/(w2 + 1). Since
cosh t > 1 ∀t > 0 and 0 ≤ cos t ≤ 1 ∀t > 0, we deduce that S ′(t) > 0 ∀t > 0 and so, min(zS′(w), zψ (w)) = zψ (w). It can
be checked that
ψ(t) = detW (S, S ′)(t) = (1− w
2) sin t sinh(wt)+ 2w (cos t cosh(wt)− 1)
w(w2 + 1)2 .
Let us define the auxiliary functions %(s) := cos s sinh(ws) − w sin s cosh(ws), η(s) := w cos s sinh(ws) + sin s cosh(ws).
Then w(1 + w2)2ψ(t) = 4%(t/2)η(t/2). Differentiating we obtain %′(s) = −(1 + w2) sin s sinh(ws). Since %(0) = 0
and %(s) is strictly decreasing on s ∈ (0, pi), we deduce that %(s) does not vanish on s ∈ (0, pi]. On the other hand,
%(pi) = − sinh(wpi) < 0 and %(3pi/2) = w cosh(3piw/2) > 0. Since %(s) is strictly increasing on (pi, 3pi/2), we have
that %(s) has a unique zero z%(w) on (pi, 3pi/2).
Differentiating we obtain η′(s) = (1+w2) cos s cosh(ws). Since η(0) = 0 and η(s) is strictly increasing on s ∈ (0, pi/2),
we deduce that η(s) does not vanish on s ∈ (0, pi/2]. On the other hand, η(pi/2) = cosh(wpi/2) > 0 and η(pi) =
−w sinh(wpi) < 0. Since η(s) is strictly decreasing on (pi/2, pi), we have that η(s) has a unique zero zη(w) on (pi/2, pi). So,
zψ (w) = 2zη(w).
Let g(s, w) = tan s + w tanh(ws). Since g(s, w) = η(s)/(cos s cosh(ws)), we have g(zη(w),w) = 0. Differentiating
g(s, w)we obtain
∂g
∂w
(s, w) = sinh(2ws)+ 2ws
2 cosh(ws)2
> 0, ∀s > 0,
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and
∂g
∂s
(s, w) = cosh
2(2ws)+ w2 cos2(s)
cos2(s) cosh2(ws)
> 0, ∀s > 0.
If 0 < w1 < w2, then g(s, w1) < g(s, w2). Evaluating at s = zη(w1), we obtain g(zη(w1), w2) > 0. Since
lims→pi/2+ g(s, w2) = −∞ and g(s, w2) is a strictly increasing function of s, we deduce that zη(w2) < zη(w1). So, zη(w) is
a strictly decreasing function ofw and therefore zψ (w) is a strictly decreasing function ofw.
Let us observe that pi/2 < zη(w) < arctanw. Then, taking limits when w →∞, we derive limw→∞ zη(w) = pi/2 and
so, limw→∞ zψ (w) = pi . Let
h(s) := −s tan s, s ∈ (pi/2, pi]. (18)
The function h is continuous and strictly decreasing on (0,∞) because
h′(s) = − tan s− s(1+ tan2(s)) = − sin(2s)− 2s
2 cos2(s)
< 0, s > 0. (19)
So, the inverse of h is a continuous function h−1 : [0,∞) → (pi/2, pi] and zη(w) is the unique solution of the equation
s = h−1(ws tanh(ws)). Since s ∈ (pi/2, pi], |ws| ≤ piw→ 0 as w→ 0, and then the function h−1(ws tanh(ws)) converges
uniformly to the constant h−1(0) = pi . So, limw→0 zη(w) = pi and limw→0 zψ (w) = 2pi . Since zη(w) is a decreasing function
ofw, zη(w) ∈ (pi/2, pi) and zψ (w) ∈ (pi, 2pi). 
Corollary 12. For any n ≥ 4, span〈1, . . . , tn−4, cos t, sin t, cosh(wt), sinh(wt)〉,w > 0 is an extended Chebyshev space with
a normalized B-basis on each interval [0, α] such that 0 < α < zψ (w) and zψ (w) coincides with the first positive solution of the
equationw tanh(wt/2) = − tan(t/2), t ∈ (pi, 2pi). Moreover the basis (12) is its normalized B-basis on [0, α].
Theorem 13. The space span〈cosh t, sinh t, t cosh t, t sinh t〉, is extended Chebyshev on each interval [0, α] such that α > 0.
Proof. It can be checked that S(t) = (t cosh t − sinh t)/2, S ′(t) = (t sinh t)/2, and ψ(t) = detW (S, S ′)(t) = (t2 −
sinh2(t))/4 = (t − sinh t)(t + sinh t)/4. Since sinh t > t > 0 ∀t > 0 we deduce S ′(t) > 0 ∀t > 0, ψ(t) < 0 ∀t > 0 and
then min(zS′ , zψ ) = ∞. 
Corollary 14. For any n ≥ 4, span〈1, . . . , tn−4, cosh t, sinh t, t cosh t, t sinh t〉, is an extended Chebyshev space with a
normalized B-basis on each interval [0, α] such that α > 0. Moreover the basis (12) is its normalized B-basis on [0, α].
Theorem 15. The space span〈cos t, sin t, t cos t, t sin t〉, is extended Chebyshev on each interval [0, α] such that 0 < α < pi .
Proof. It can be checked that S(t) = (sin t−t cos t)/2, S ′(t) = (t sin t)/2, andψ(t) := detW (S, S ′)(t) = (sin2(t)−t2)/4 =
−(t − sin t)(t + sin t)/4. Clearly, zS′ = pi . Since t > sin t > 0 for 0 < t < pi , we deduce ψ(t) < 0 for 0 < t < pi and then
min(zS′ , zψ ) = pi . 
Corollary 16. For any n ≥ 4, span〈1, . . . , tn−4, cos t, sin t, t cos t, t sin t〉, is an extended Chebyshev space with a normalized
B-basis on each interval [0, α] such that 0 < α < pi . Moreover the basis (12) is its normalized B-basis on [0, α].
Theorem 17. The space span〈1, t, cos t, sin t〉, is extended Chebyshev on each interval [0, α] such that 0 < α < 2pi .
Proof. It can be checked that S(t) = t − sin t, S ′(t) = 1 − cos t, ψ(t) = t sin t − 2 + 2 cos t . Clearly, zS′ = 2pi , zψ = 2pi
and the result follows. 
Corollary 18. For any n ≥ 4, span〈1, . . . , tn−2, cos t, sin t〉, is an extended Chebyshev space with a normalized B-basis on each
interval [0, α] such that 0 < α < 2pi . Moreover the basis (12) is its normalized B-basis on [0, α].
Sharper results are provided in [1].
Theorem 19. The space span〈1, t, cosh t, sinh t〉, is extended Chebyshev on each interval [0, α] such that α > 0.
Proof. It can be checked that S(t) = sinh t − t, S ′(t) = −1 + cosh t , ψ(t) = −2 − t sinh t + 2 cosh t . Since cosh t > 1
for all t > 0, then S ′(t) > 0 for all t > 0 and then zS′ = ∞. Differentiating we obtain ψ ′(t) = sinh t − t cosh t and
ψ ′′(t) = −t sinh t < 0 for all t > 0 and deduce that zψ ′ = ∞. Thus min(zS′ , zψ ) = ∞. 
Corollary 20. For any n ≥ 4, span〈1, . . . , tn−2, cosh t, sinh t〉, is an extended Chebyshev space with a normalized B-basis on
each interval [0, α] such that α > 0. Moreover the basis (12) is its normalized B-basis on [0, α].
4. An integral construction of uniform generalized B-spline bases
Let us now consider a set of equally spaced knots ti := iα (i = 0,±1,±2, . . .). We denote the collection of uniform
generalized B-splines of order k defined on R by Sk,α , in which each function is k − 1 times continuously differentiable at
the knot ti (i = 0,±1,±2, . . .) and on each interval [ti, ti+1] (i = 0,±1,±2, . . .) it is a function in Vk. It can be easily
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checked that the usual operations of addition and scalar multiplication of functions of Sk,α are closed, i.e., Sk,α is a linear
space. A minimal requirement for a basis of Sk,α being called generalized B-spline basis of order k is that the basis functions
are nonnegative, form a partition of the unity, and have small supports. The proof of the following result is straightforward.
Lemma 21. If 1 6∈ V3, there does not exist generalized B-spline basis of S3,α .
In order to construct a basis of Sk,αk ≥ 4, let us first define a set of piecewise functions on V3 satisfying some
differentiability conditions at the knots. Let
φ(t) := detW (S ′′, S)(t) = S ′′(t)S ′(t)− S ′′′(t)S(t). (20)
Letm3 = (m0,3, . . . ,m3,3) be the system of functions defined on [0, α] by:
m3(t) := v3(t)A, t ∈ [0, α],
A := λ
1 M 1 00 LM/2 L 00 L LM/2 0
0 1 M 1
 , L := −2S ′(α)2
ψ(α)
,M := 2φ(α)
S(α)
, λ > 0,
(21)
where v3 is the basis of V3 defined in (9).
Theorem 22. For 0 < α < min(zS′ , zψ , zφ), the system m3 defined in (21) is formed by nonnegative functions on [0, α].
Moreover, if S(α) < φ(α) thenm3 is a totally positive basis of V3.
Proof. Since 0 < α < min(zS′ , zψ ), by Theorem 3, v3 is a B-basis of V3 and, in particular, it is formed by nonnegative
functions on [0, α]. Moreover,ψ and φ do not vanish on (0, α]. Taking into account that S is the solution of the initial value
problem (6), the Taylor expansion of ψ and φ can be written as ψ(t) = −t4/12+ O(t5), φ(t) = t3/3+ O(t4) and we have
that ψ(t) < 0 and φ(t) > 0 for all t ∈ (0, α]. In particular, ψ(α) < 0, φ(α) > 0 and then we can immediately conclude
the positivity of the entries of A and thatm3 is formed by nonnegative functions on [0, α].
Since v3 is a B-basis of V3, in order to prove the total positivity ofm3, it remains to prove, by Corollary 3.9(iv) of [14], thatA
is totally positive. By Theorem 2.1 of [18] it is sufficient to check that all minors of Awith consecutive rows are nonnegative.
If S(α) < φ(α), we can write
detA =
∣∣∣∣LM/2 LL LM/2
∣∣∣∣ = 4S ′(α)4
(
φ2(α)− S2(α))
ψ2(t)S2(α)
> 0, (22)
the positivity of these minors can be easily confirmed and the result follows. 
Remark 23. It can be immediately checked that the Taylor expansion of φ − S is φ(t)− S(t) = t3/3+ O(t4). Then we can
guarantee the existence of an interval I = (0,M) such that φ(t)− S(t) > 0 for all t ∈ I and therefore α > 0 satisfying the
requirements so thatm3 is a totally positive basis of V3.
The matrix A of (21) has been obtained so that the functions ofm3 satisfy
m(k)0,3(α) = 0, m(k)3,3(0) = 0, m(k)i,3 (0) = m(k)i+1,3(α), k = 0, 1, 2. (23)
Then, associated with the equally spaced knots ti = iα (i = 0,±1, . . .), we can define the system M3 := (Mi,3)∞−∞ of
piecewise functions defined on R by:
M0,3(t) :=
{
mj,3
(
t − t3−j
)
, t ∈ [t3−j, t4−j], j = 0, 1, 2, 3
0, elsewhere,
Mi,3(t) := M0,3(t − ti) i = ±1,±2, . . . .
(24)
From (23), Mi,3 is a two times continuously differentiable function supported on [ti, ti+4] and for any j 6∈ {i − 3, . . . , i},
Mj,3(t) = 0 for all t ∈ Ii = [ti, ti+1]. Moreover,Mi−k,3(t) = m3−k,3(t − ti) for all t ∈ Ii and k = 0, . . . , 3. Then we can write
M3(t) = v3(t − ti)A = m3(t − ti), t ∈ Ii. (25)
Clearly, taking α < min(zS′ , zψ , zφ) we can guarantee the nonnegativity of the functions Mi,3, i = 0,±1,±2 . . . and, as a
consequence of Theorem 22, we have the following result.
Theorem 24. If α < min(zS′ , zψ , zφ) and S(α) < φ(α), the system M3 = (Mi,3)∞−∞ given in (24) is a totally positive basis
of S3,α .
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Proof. Let us first prove that M3 is formed by linearly independent functions on R. Consider
∑∞
j=−∞ cjMj,3(t) = 0, t ∈ R.
From (25), taking into account that A is nonsingular and that, by Theorem 22, v3 is a basis of V3 we immediately deduce
cj = 0 for j ∈ {i, i − 1, i − 2, i − 3}. By considering all intervals [tj, tj+1] and using the same reasoning, we obtain ci = 0,
i = 0,±1,±2, . . . .
On the other hand, by Theorem 22, if α < min(zS′ , zψ , zφ) and S(α) < φ(α), the systemm3 defined in (21) is a totally
positive basis of V3 and therefore all its collocation matrices are totally positive. Then the total positivity of all collocation
matrices ofM3 can be easily deduced. 
From now on we shall consider α < min(zS′ , zψ , zφ) so that the system m3 defined in (21) is formed by nonnegative
functions on [0, α]. From Lemma 21, if 1 6∈ V3, there do not exist generalized B-spline bases of S3,α . In order to obtain
generalized B-spline bases of Sk,α , for any k > 3 we are going to define the piecewise functionsMk = (Mi,k)∞−∞ with
Mi,k(t) := δk−1
∫ t
t−α
Mi,k−1(x)dx, i = 0,±1,±2, . . . , (26)
where δk−1 := 1/
∫∞
−∞Mi,k−1(x)dx. Clearly, definition (26) is equivalent to
Mi,k(t) = δk−1
∫ t
−∞
(
Mi,k−1(x)−Mi+1,k−1(x)
)
dx, i = 0,±1,±2, . . . . (27)
Some basic properties of the functions defined in (26) can be listed as follows.
Nonnegativity. From the nonnegativity of the functions ofM3, using an inductive reasoning and (26) we deduceMi,k(t) ≥ 0
for i = 0,±1,±2, . . . , k ≥ 3 and α < min(zS′ , zψ , zφ).
Local support. By definition (??), supp(Mi,3) = [ti, ti+4]. For k > 3, using (26) or equivalently (27), it can be proved by
induction on k that
supp
(
Mi,k
) = [ti, ti+k+1], ∀i, k ≥ 3. (28)
Partition of unity. Taking into account the local support of the functions (see (28)) and (26) we can write for any t ∈
[ti+k, ti+k+1]
∞∑
j=−∞
Mi,k(t) =
k∑
j=0
Mi+j,k(t) = δk−1
k∑
j=0
∫ t
t−α
Mi+j,k−1(x)dx
= δk−1
k∑
j=0
∫ t
t−α
Mi,k−1(x− jα)dx = δk−1
∫ ti+k
ti
Mi,k−1(x)dx = 1. (29)
Linear independence. Mi,k (i = 0,±1,±2, . . .) are linearly independent on (−∞,∞). In Theorem 24 we have shown
that Mi−3,3, . . . ,Mi,3 are linearly independent functions on [ti, ti+1]. Then it can be easily proved, by induction on k, that
Mi−k,k, . . . ,Mi,k are linearly independent functions on [ti, ti+1] and so, that they form a basis of Vk. Moreover, if we have
a linear combination f and the coefficient of a basis function Mi,k is nonzero, then it can be checked that [ti, ti+k+1] =
suppMi,k ⊆ supp f . Then, by Proposition 3.2 of [19] the basis functions are locally linearly independent and so, by Theorem
3.7 of [19], the basis (Mi,k)∞−∞ is least supported in the sense explained in that paper.
Derivative. From (27), we get
M ′i,k(t) = δk−1
(
Mi,k−1(t)−Mi+1,k−1(t)
)
(i = 0,±1,±2, . . .). (30)
Taking into account that Mi,3 is a two times continuously differentiable function supported on [ti, ti+4] and (30), we can
deduce by induction on k ≥ 3 that Mi,k is a k − 1 times continuously differentiable function supported on [ti, ti+k+1].
Moreover,Mi,k has a k-fold zero at t = ti and at t = ti+k+1.
If we consider Ii = [ti, ti+1] and denote Mi,k := (Mi−k,k, . . . ,Mi,k), taking into account that Mi−k,k−1(t) = 0 and
Mi+1,k−1(t) = 0 ∀t ∈ Ii we can write
d
dt
Mi,k(t) = Mi,k−1(t)Ck−1, t ∈ Ii, k > 3,
Ck−1 = δk−1

−1 1
−1 1
. . .
. . .
−1 1

k×(k+1)
.
Symmetry. From the symmetry of the functions of v3, (i.e., vi,3(t) = v3−i,3(α− t), t ∈ [0, α]) and the structure of the matrix
A defined in (21), we can immediately deduce the symmetry of the functions ofm3, i.e.,
mi,3(t) = m3−i,3(α − t), t ∈ [0, α] i = 0, . . . , 3. (31)
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Then we can immediately deduce
Mi,k ((i+ k+ 1)α − t) = Mi,k(iα + t). (32)
Taking into account the previous properties we can say that the system of functions defined in (26) is a generalized
uniform B-spline basis of Sk,α for k ≥ 4.
5. The normalized B-basis of generalized uniform B-splines
Given a matrix A = (aij)1≤i,j≤n, we shall denote A# := (an−i+1,n−j+1)1≤i,j≤n. Let us start by defining the following systems
of functions on [0, α]. Let n3 = (n0,3, . . . , n3,3), ni3 = (ni0, . . . , ni3) and nn−j3 = (nn−j0 , . . . , nn−j3 ) such that
n3(t) = v3(t)A, ni3(t) = v3(t)Ai, nn−j3 (t) = v3(t)A#j , t ∈ [0, α],
0 ≤ i, j ≤ 1, where A is the matrix defined in (21) and
A0 := λ

1 0 0 0
0
LM
2
0 0
0 L
L(φ2(α)− S2(α))
S(α)φ(α)
0
0 1
2φ2(α)− S2(α)
S(α)φ(α)
1

, A1 := λ

1
2φ2(α)− S2(α)
S(α)φ(α)
1 0
0
LM
2
L 0
0 L
LM
2
0
0 1 M 1

,
λ > 0 and L = −2S ′(α)2/ψ(α), M = 2φ(α)/S(α). The matrices A0 and A1, have been obtained so that the functions of
ni3i = 0, 1 satisfy
(n0j )
(k)(0) = 0, k = 0, . . . , j− 1, j = 1, . . . , 3; (n00)(k)(α) = 0, k = 0, 1, 2,
(n1j )
(k)(0) = (n0j+1)(k)(α), j = 0, 1, 2, k = 0, 1, 2, (33)
and the functions of nn−i3 i = 0, 1 satisfy
(nnj )
(k)(α) = 0, k = 0, . . . , 2− j, j = 1, . . . , 3; (nn3)(k)(0) = 0, k = 0, 1, 2,
(nnj )
(k)(0) = (nn−1j+1 )(k)(α) j = 0, 1, 2, k = 0, 1, 2. (34)
Given [a, b], let us consider the knot sequence
a = t−3 = · · · = t0 < t1 < · · · < tn−3 < tn−2 = · · · = tn+1 = b
where ti+1− ti = α for i = 0, . . . , n− 3, α < min{zS′ , zψ , zφ} and S(α) < φ(α). Let Ii := [ti, ti+1] for i = 0, . . . , n− 3. Then
let us consider the system N3 = (N0,3, . . . ,Nn,3) of functions with supp(Ni,3) = [ti−3, ti+1]:
Ni,3(t) :=
{
nji−j
(
t − tj
)
, t ∈ Ij, 0 ≤ j ≤ i
0, elsewhere, i = 0, 1, 2,
Ni,3(t) :=
{
nj,3
(
t − ti−j
)
, t ∈ Ij, j = 0, 1, 2, 3
0, elsewhere, i = 3, . . . , n− 3,
Ni,3(t) :=
{
ni−j+3j
(
t − ti−j
)
, t ∈ Ii−j, i− n+ 3 ≤ j ≤ 3
0, elsewhere, i = n− 2, n− 1, n,
(35)
where n20 := n0,3 and nn−23 := n3,3.
If we focus on Ii, the system Ni,3 := (Ni,3, . . . ,Ni+3,3) formed by the nonvanishing functions satisfy
Ni,3(t) = vi,3(t − ti)Ai,3, t ∈ Ii (36)
where A0,3 = A0, A1,3 = A1, Ai,3 = A for i = 2, . . . , n− 5, An−4,3 = A#1 and An−3,3 = A#0 . Since Ai,3 is a nonsingular totally
positive matrix for all iwe immediately deduce that Ni,3 is a totally positive basis of V3 on Ii. Moreover, taking into account
(33) and (34) we have that the functions Ni,3 are two times continuously differentiable.
Theorem 25. If α < min(zS′ , zψ , zφ) and S(α) < φ(α), the system N3 defined in (35) is a B-basis of S3,α([a, b]).
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Proof. Observe that if α < min(zS′ , zψ , zφ) and S(α) < φ(α), all the previous matrices are regular and formed by
nonnegative entries. Moreover, it can be easily checked that they are totally positive matrices. Since v3 is a B-basis of V3
then all the defined systems are totally positive.
Let us now prove that N3 is formed by linearly independent functions on [a, b]. Consider∑nj=0 cjNj,3(t) = 0, t ∈ [a, b].
From (36), taking into account that Ai,3 is nonsingular and that, by Theorem 22, v3 is a basis of V3 we immediately deduce
cj = 0 for j ∈ {i, i − 1, i − 2, i − 3}. By considering all intervals [tj, tj+1] and using the same reasoning, we obtain ci = 0,
i = 0,±1,±2, . . ..
Since the restrictions of the functions to each interval Ij (j = 0, . . . , n − 3) generate V3, which is invariant under
translations and a Chebyshev space (see Theorem3), S3,α([a, b]), generated byN0, . . . ,Nn, is a space of Chebyshevian splines
and then it is well known that it has a totally positive basis (see Chapter 9 of [20]). In addition, this basis (of nonnegative
functions) is clearly normalizable.
It can be checked that limt→t+j−3 Nk,3(t)/Nj,3(t) = 0, limt→t−k+1 Nj,3(t)/Nk,3(t) = 0whenever j < k. Then, since S3,α([a, b])
has a normalizable totally positive basis, by Lemma 1, N3 is a B-basis of S3,α([a, b]). 
Observe that, by Lemma 21, if 1 6∈ V3, there do not exist generalized B-spline bases for the space S3,α and then it does not
have shapepreserving representations. In order to obtain spaceswith shapepreserving representations including S3,α([a, b])
let us study the space of the integrals of the functions of S3,α([a, b]).
For k > 3, a normalized basis Nk = (N0,k, . . . ,Nn+k−3,k) of Sk,α([a, b]) associated with the knot vector
a = t−k = · · · = t0 < t1 < · · · < tn−3 < tn−2 = · · · = tn+k−2 = b
can be defined recursively by:
N0,k(t) := 1−
∫ t
−∞
δ0,k−1N0,k−1(s)ds,
Ni,k(t) :=
∫ t
−∞
(
δi−1,k−1Ni−1,k−1(s)− δi,k−1Ni,k−1(s)
)
ds,
Nn+k−3,k(t) :=
∫ t
−∞
δn+k−4,k−1Nn+k−4,k−1(s)ds,
(37)
i = 1, . . . , n+ k− 4, where δi,k−1 := 1/
∫∞
−∞ Ni,k−1(s)ds.
Besides the properties listed in Section 3, we have the following result.
Theorem 26. If α < min(zS′ , zψ , zφ) and S(α) < φ(α), for k > 3 the system Nk defined in (37) is the normalized B-basis of
Sk,α([a, b]).
Proof. We are going to prove the result by induction on k. First, let us considerN4 and prove that it is formed by nonnegative
functions on [a, b]. If α < min(zS′ , zψ , zφ) and S(α) < φ(α), by Theorem 25, N3 is totally positive on [a, b] and for any
τ0 < τ1,∣∣∣∣Ni−1,3(τ0) Ni,3(τ0)Ni−1,3(τ1) Ni,3(τ1)
∣∣∣∣ ≥ 0.
Thus we can guarantee that Ni−1,3/Ni,3 is a decreasing function on [a, b]. Moreover since the restrictions of the functions of
N3 to any [tj, tj+1] are functions in V3 that is, by Theorem 3, an extended Chebyshev space, we can deduce that Ni−1,3/Ni,3 is
a strictly decreasing function on [a, b].
On the other hand, since Ni,3 is a nonnegative two times continuously differentiable function supported on [ti−3, ti+1]
for i = 0, . . . , n, by (37), we deduce that Ni,4 is three times continuously differentiable function supported on [ti−4, ti+1],
and that N (j)i,4(ti−4) = 0 for j = 0, 1, 2 and N (3)i,4 (ti−4) = δi−1,3N ′′i−1,3(ti−4) > 0 for i = 0, . . . , n + 1. Moreover, using the
convention δ−1,3 := 0 and δn+1,3 := 0 we can write
N ′i,4(t) = δi−1,3Ni−1,3(t)− δi,3Ni,3(t), i = 0, . . . , n+ 1. (38)
Taking into account that Ni−1,3/Ni,3 is a strictly decreasing function we deduce that N ′i,4(t) vanishes at most once on
(ti−4, ti+1) and conclude the positivity of Ni,4 on (ti−4, ti+1).
Since N3 is formed by linearly independent functions on [a, b] whose restrictions to each interval Ij (j = 0, . . . , n − 1)
generate V3, using (37) and (12), we can easily deduce that N4 is also formed by linearly independent functions whose
restrictions to each Ij (j = 0, . . . , n−1) generate V4, which is a Chebyshev space (see Theorem 3). Thus S4,α([a, b]) is a space
of Chebyshevian splines and then it is well known that it has a totally positive basis (see Chapter 9 of [20]). It can be proved
that this totally positive basis is normalizable because the basis (N0,4, . . . ,Nn+1,4) is normalized. It can be also checked that
lim
t→t+j−4
Ni,4(t)/Nj,4(t) = 0, and lim
t→t−i+1
Nj,4(t)/Ni,4(t) = 0 (39)
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whenever j < i. Since S4,α([a, b]) has a normalizable totally positive basis, by Lemma 1, N4 is the normalized B-basis of
S4,α([a, b]). Using the same reasoning as for N4, we can prove that if Nk is the normalized B-basis of Sk,α([a, b]) then Nk+1 is
the normalized B-basis of Sk+1,α([a, b]) and the result follows for k ≥ 4. 
From the previous result, we can derive two additional properties of generalized B-spline basis. On the one hand, by (39)
and the implication (ii) implies (i) of Theorem 3.1 of [16], it has optimal stability properties. On the other hand, since it is
totally positive and the basis functions are locally linearly independent, when they are continuous the basis satisfies the
Schoenberg–Whitney property for the Lagrange interpolation problem by Theorem 3.1 of [21].
5.1. The exchange between the normalized B-bases
Let Nk = (N0,k, . . . ,Nn+k−3,k) be the normalized B-basis of Sk,α([a, b]) associated with the knot vector
a = t−k = · · · = t0 < t1 < · · · < tn−3 < tn−2 = · · · = tn+k−2 = b
where ti+1 − ti = α for all i = 0, . . . , n− 3, α < min{zS′ , zψ , zφ} and S(α) < φ(α). Let Ii := [ti, ti+1] for i = 0, . . . , n− 3.
Let vk := (v0,k, . . . , vk,k) the normalized B-basis of Vk on [0, α]. We shall analyze the change of basis between Nk and vk.
Let us now focus on Ii = [ti, ti+1]. The system formed by the nonvanishing functions on IiNi,k := (Ni,k, . . . ,Ni+k,k) is a
basis of Vk on Ii. Taking into account that Ni−1,k−1(t) = 0 and Ni+1,k−1(t) = 0 ∀t ∈ Ii we can write
d
dt
Ni,k(t) = Ni,k−1(t)Ci,k−1, t ∈ Ii, k > 3, (40)
Ci,k−1 =

−δi,k−1 δi,k−1
−δi+1,k−1 δi+1,k−1
. . .
. . .
−δi+k−1,k−1 δi+k−1,k−1

k×(k+1)
(41)
where δj,k−1 := 1/
∫∞
−∞ Nj,k−1(s) ds for j = i, . . . , i+ k− 1.
On the other hand, the system vi,k := (v0,k(t − ti), . . . , vk,k(t − ti)) is the normalized B-basis of Vk on Ii. Therefore, Ni,k
and vi,k are both bases of Vk on Ii and each of them can be expressed in terms of the other. That is, there exists a nonsingular
matrix Ai,k = (a[i,k]`,j )(k+1)×(k+1) such that
Ni,k(t) = vi,k(t)Ai,k, t ∈ Ii. (42)
In particular, by (35),Ni,3(t) = v3(t)Ai,3,∀t ∈ Ii, for i = 0, . . . , n−3, whereA0,3 = A0,A1,3 = A1,Ai,3 = A, i = 2, . . . , n−5,
An−4,3 = A#1 , An−3,3 = A#0 , as seen in (36).
The following result generalizes Theorem 1 of [22] and shows that the matrices Ai,k of (42) can be computed recursively.
The first part of the proof is analogous to that of Theorem 1 of [22], but we include it for the sake of completeness.
Theorem 27. For k > 3 and i = 0, . . . , n − 3, the matrix Ai,k = (a[i,k]i,j )(k+1)×(k+1) transforming the generalized B-spline basis
Ni,k = (Ni,k, . . . ,Ni+k,k) of Sk,α([a, b]) on Ii and the normalized B-basis vi,k(t) = (v0,k(t−ui), . . . , vk,k(t−ui)) of Vk satisfying
(42) can be computed recursively by:
Ai,k =
(
Dk−1 0
0 1
)−1 (Ai,k−1 0
0 1
)(
Ci,k−1 0
gk,0gk,1 · · · gk,k−1 gk,k
)
, (43)
where the k× (k+ 1)matrices Dk−1 and Ck−1 are those of (17) and (41), respectively, and for j = 0, . . . , k
gk,j =
k−1∑
p=0
dp,k−1
(
δi+j−1,k−1
i∑
`=i+j−k
a[`,k−1]p,i+j−1 − δi+j,k−1
i∑
`=i+j−k+1
a[`,k−1]p,i+j
)
. (44)
Proof. By (42),
d
dt
Ni,k(t) = ddt vi,k(t)Ai,k, t ∈ Ii, k ≥ 3, i = 0, . . . , n− 3. (45)
Substituting (17) and (40) in (45), we get Ni,k−1(t)Ci,k = vk−1(t)Dk−1Ai,kt ∈ Ii and, by (42) again,
Ai,k−1Ci,k = Dk−1Ai,k, k > 3, i = 0, . . . , n− 3. (46)
By the end point interpolation property of the normalized B-basis vi,k, a[i,k]k,j = Ni+j,k(ti+1) for all j = 0, . . . , k and then
Eq. (46) can be rewritten as(
Ai,k−1 0
0 1
)(
Ci,k−1 0
gk,0gk,1 · · · gk,k−1 gk,k
)
=
(
Dk−1 0
0 1
)
Ai,k, (47)
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where gk,j = a[i,k]k,j = Ni+j,k(ti+1) for all j = 0, . . . , k, k > 3 and i = 0, . . . , n− 3. In order to conclude the proof we just have
to obtain (44). From (37), and using the convection δ−1,k−1
∫ ti+1
0 N−1,k−1(s)ds ≡ 1 and δk,k−1
∫ ti+1
0 Nk,k−1(s)ds ≡ 0, we can
write
Ni+j,k(ti+1) = δi+j−1,k−1
∫ ti+1
0
Ni+j−1,k−1(s)ds− δi+j,k−1
∫ ti+1
0
Ni+j,k−1(s)ds
=
i∑
`=0
(
δi+j−1,k−1
∫ t`+1
t`
Ni+j−1,k−1(s)ds− δi+j,k−1
∫ t`+1
t`
Ni+j,k−1(s)ds
)
.
Since suppNi+j−1,k−1 = [ti+j−k, ti+j] and suppNi+j,k−1 = [ti+j−k+1, ti+j+1],
gk,j =
i∑
`=i+j−k
δi+j−1,k−1
∫ t`+1
t`
Ni+j−1,k−1(s)ds− δi+j,k−1
i∑
`=i+j−k+1
∫ t`+1
t`
Ni+j,k−1(s)ds.
On the other hand, since by (42), Ni+j−1,k−1(t) = ∑k−1p=0 a[`,k−1]p,i+j−1vp,k−1(t − t`), Ni+j,k−1(t) = ∑k−1p=0 a[`,k−1]p,i+j (t − t`) for all
t ∈ [t`, t`+1] and
∫ t`+1
t`
vp,k−1(t − t`) =
∫ α
0 vp,k−1(t) = dp for p = 0, . . . , k− 1, we can write
gk,j =
k−1∑
p=0
dp
(
δi+j−1,k−1
i∑
`=i+j−k
a[`,k−1]p,i+j−1 − δi+j,k−1
i∑
`=i+j−k+1
a[`,k−1]p,i+j
)
,
for all j = 0, . . . , k. 
6. Convergence of normalized B-bases
The parameter α not only controls the length of the interval of definition. It can also be seen as a shape factor with a
tension-like effect in all curves generated by generalized Bernstein bases. The following result will explain what happens
when α→ 0. In order to prevent generalized Bernstein bases from losing their domain intervals [0, α] for α→ 0, we need
reparametrization by newα(τ ) := oldα(τα) in following discussions. Then the new functions are defined on fixed intervals
[0, 1] and could have the parameter α→ 0.
Lemma 28. For any n ≥ 4, as α → 0 the normalized B-basis of Vn converges uniformly to the Bernstein Basis (b0,n, . . . , bn,n)
of degree n on [0, 1].
Proof. The result can be proved by induction on n. It can be checked that v4,4(t) = C(t)/C(α) where C(t) :=
∫ t
0 S(x)dx.
After reparametrizing by τ = t/α, developing by the Taylor expansion at τ = 0 one has
v4,4(τα)− τ 4 = O(α
5)
α4/24+ O(α5) +
(
α4
α4 + O(α5) − 1
)
τ 4.
Taking into account that
lim
α→0
O(α5)
α4/24+ O(α5) = 0, limα→0
α4
α4 + O(α5) − 1 = 0
one immediately deduce that
lim
α→0 max0≤τ≤1
∣∣v4,4(ατ)− τ 4∣∣ = 0.
Similarly, it can be proved that limα→0max0≤τ≤1 t|vi,4(ατ)−
(
4
i
)
τ i(1− τ)4−i| = 0 and the result holds for n = 4.
After reparametrizing by τ = t/α, suppose that, by inductive hypothesis, wi,n−1(τ ) := vi,n−1(ατ), limα→0wi,n−1(τ ) =
bi,n−1(τ ). By (12), we have
vi,n(t) =
∫ t
0 vi−1,n−1(s)ds∫ α
0 vi−1,n−1(s)ds
−
∫ t
0 vi,n−1(s)ds∫ α
0 vi,n−1(s)ds
.
Since
∫ 1
0 bi,n(τ )dτ = 1/(n+ 1)we have
lim
α→0w
′
i,n(τ ) = lim
α→0
(
wi−1,n−1(τ )∫ 1
0 vi−1,n−1(ατ)dτ
− wi,n−1(τ )∫ 1
0 vi,n−1(ατ)dτ
)
= n (bi−1,n−1(τ )− bi,n−1(τ )) = b′i,n(τ ).
Finally, since vi,n(0) = bi,n(0)we have limα→0wi,n(τ ) = bi,n(τ ). 
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As a consequence of Theorem 27, the convergence of the normalized B-basisNk = (N0,k, . . . ,Nn+k−3,k) of Sk,α([a, b]) can
be easily proved.
Theorem 29. As α → 0, Nk = (N0,k, . . . ,Nn+k−3,k) converges to the polynomial B-spline basis of degree k with knot vector
a = t−k = · · · = t0 < t1 < · · · < tn−3 < tn−2 = · · · = tn+k−2 = b.
Proof. The result can be proved by induction on k. Let τ := (t − ti)/α for reparametrizing the functions on the interval
0 ≤ τ ≤ 1. By Lemma 28 as α → 0, vi,4(ti + ατ) i = 0, . . . , 4 approaches uniformly the Bernstein polynomial bi,4(τ ). On
the one hand, using the Taylor expansion of S(t) one can easily obtain
lim
α→0A0,3 = λ
1 0 0 00 12 0 00 6 9 0
0 1 7/2 1
 , lim
α→0A1,3 = λ
1 7/2 1 00 12 6 00 6 12 0
0 1 4 1
 ,
lim
α→0Ai,3 = λ
1 4 1 00 12 2 00 2 12 0
0 1 4 1
 .
(48)
Using Theorem 27, and (48) we have obtained limα→0 Ai,4 = Ai with
A0 =

1 0 0 0 0
0 1 0 0 0
0 1/2 1/2 0 0
0 1/4 7/12 1/6 0
0 1/8 37/72 23/72 1/24
 , A1 =

1/8 37/72 23/72 1/24 0
0 4/9 17/36 1/12 0
0 2/9 11/18 1/6 0
0 1/9 5/9 1/3 0
0 1/18 4/9 11/24 1/24
 ,
A2 =

1/18 4/9 11/24 1/24 0
0 1/3 7/12 1/12 0
0 1/6 2/3 1/6 0
0 1/12 7/12 1/3 0
0 1/24 11/24 11/24 1/24
 , Ai =

1/24 11/24 11/24 1/24 0
0 1/3 7/12 1/12 0
0 1/6 2/3 1/6 0
0 1/12 7/12 1/3 0
0 1/24 11/24 11/24 1/24
 ,
for i = 3, . . . , n− 6. Since Ni,4(t) = vi,4(t)Ait ∈ Ii we can write
lim
α→0Ni,4(ti + ατ) = limα→0 vi,4(ti + ατ)Ai = (B
4
0(τ ), B
4
1(τ ), B
4
2(τ ), B
4
3(τ ), B
4
4(τ ))Ai
that is the matrix form of the uniform polynomial B-spline basis. Suppose now that it holds for k − 1. Using (27), we can
write
lim
α→0N
′
i,k(t) = lim
α→0
(
δi,k−1Ni,k−1(t)− δi+1,k−1Ni+1,k−1(t)
) = b′i,k−1(t),
where (b0,k−1, . . . , bn+k−4,k−1) denotes the polynomial B-spline basis of degree k − 1. Finally, since Ni,n(0) = bi,n(0) we
have limα→0 Ni,n(τ ) = bi,n(τ ). 
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