This paper designs non-adaptive querying policies (NQPs) for the noisy 20 questions game based on error-correction codes. The querying accuracy of a specific NQP is upper bounded by a function of the minimum distance among its codewords. As a result, the row-column constraint is put on codewords of NQPs for scenarios with limited detection to enlarge their minimum distance for improving the querying accuracy, where the limited detection means that only a small number of intervals can be detected at each querying round. Then, it is used to protect the least significant bits in unequal error protection NQPs with linear codes for unlimited detection scenarios. In particular, these structures allow us to deterministically optimize parameters for better querying accuracy. Simulation results show that our methods achieve quantized mean squared error up to several magnitudes compared with the NQPs based on random block coding.
I. INTRODUCTION
In the noisy 20 questions game [1] , the player repeatedly asks queries to the oracle who knows the answer, and receives noisy responses from the oracle. When estimating the value of a target variable is the purpose of the player, the core problem here is to design the optimal query sequence for a minimum estimation error given a fixed number of queries [2] . This game and its querying policies are important for target localization in various areas including computer vision and molecular biology, such as character localization [1] , chemometric toxin-detection [3] and mitochondria localization [4] . For example, a character localization problem in computer vision can be modeled as a noisy 20 questions game [1] . In this case, classifiers based on machine learning techniques act as oracles, which provide noisy responses to a player for locating the position of a specific character in a noisy image.
Several querying policies based on this game are proposed [2] , [5] , [6] . There are two types of policies, adaptive querying policies [5] and non-adaptive querying policies
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(NQPs) [2] , [6] . The main difference is that the former require previous queries and noisy responses to determine the next query, while the latter determine all the queries in advance without feedback from the oracle. In particular, for adaptive policies, bisection querying policy [5] asks whether the target variable belongs to the right or left of the median of the updated posterior distribution via feedback, which maximally reduces the remaining uncertainty of the target variable. For NQPs, querying policy based on random block coding (RBC-NQP) [2] generates randomly distributed codebook for player to ask, which achieves good quantized mean squared error (QMSE) and exponentially decreasing rate of the QMSE, namely QMSE exponent. Querying policy based on unequal error protection (UEP) superposition codes (UEPSC-NQP) [2] provides a higher level of error protection for more significant information, which further increases QMSE exponent. Besides, a querying policy based on fountain codes [6] is delicately designed for a data acquisition system with crowdsourcing task.
This paper focuses on the querying accuracy, QMSE, of NQPs with finite number of queries. A specific NQP is considered as a sequence of ordered codewords of a VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ structured error-correction code (ECC). It is well known that the frame error-rate (FER) of an ECC is deterministically upper bounded by its minimum Hamming distance. Moreover, these upper bounds work well to guide construction and optimization of ECCs [7] , [8] . Similarly, we give upper bounds on the QMSE of NQPs from their minimum distances. It shows that QMSE can be reduced by enlarging minimum distances. Furthermore, we investigate the parameter optimization of UEP-NQPs, consisting of the design for the most significant bits (MSBs) and the design for the least significant bits (LSBs). An upper bound on the QMSE of UEP-NQPs is derived from minimum distances related to MSBs and LSBs. Following the above bounds, we design NQPs for target localization problem for various scenarios. First, we prove that the minimum distances of NQPs for limited detection scenarios can be maximized, if their codewords satisfy the row-column (RC) constraint [9] , [10] . It results in a NQP, named RC-NQP, with high querying accuracy for such scenarios. It is worth mentioning that the RC constraint was usually put on parity-check matrices rather than codewords to construct good low-density parity-check (LDPC) codes [9] . Second, we investigate UEP-NQPs for unlimited detection scenarios. We consider the design for LSBs as NQPs for limited detection scenarios. Then, we use linear codes instead of random coding for MSBs, whose minimum distances can be explicitly analyzed and controlled. The RC constraint and linearity allow us to show the accuracy trade-offs between the designs for MSBs and LSBs with the help of Gilbert bound [8] and our upper bound on the QMSE of UEP-NQPs. As a result, our proposed UEP-NQP can be deterministically optimized to obtain better querying accuracy. Simulation results verify that our proposed NQPs with optimized parameters can provide better QMSE than existing NQPs and UEP-NQPs.
The outline of this paper is as follows. Section II introduces the model of noisy 20 questions game for target localization as well as existing NQPs. Section III investigates the relation between NQPs and their minimum Hamming distances. In Section IV, we design NQPs with the RC constraint and linearity for the scenarios with and without limited detection. Last, conclusions are drawn in Section V.
II. PRELIMINARIES
Random variables are represented by capital letters, and their specific realizations are represented by lower case letters. Suppose that information is transmitted through a binary symmetric channel (BSC) with bit-error probability ∈ (0, 0.5), denoted as BSC( ). The statistical expectation operator is denoted as E[ ]. The indicator operator is denoted as
y y y) denotes the Hamming distance between two binary sequences x x x and y y y.
A. MODEL OF NOISY 20 QUESTIONS GAME FOR TARGET LOCALIZATION
Consider a target localization problem in the context of the noisy 20 questions game. We focus on the general case with questions of length N instead of 20. To estimate the value of a target variable X * ∼ unif[0, 1], the player poses an N -length sequence of binary queries Q Q Q N 1 to the oracle, where Q Q Q N 1 = (Q 1 , Q 2 , . . . , Q N ). For 1 ≤ i ≤ N , Q i denotes the i-th query: whether X * belongs to the querying region A i ⊂ [0, 1]. To determine each query Q i , or equivalently, each querying region A i , a specific strategy, usually named querying policy, is required to design based on different methods in information theory, channel coding, etc. According to Q Q Q N 1 provided by the designed querying policy, the oracle provides the correct
Then, the correct answers are transmitted through BSC( ). After that, the player computes the estimateX N of X * based on the received noisy answers
In the case of NQPs, the player poses preset queries Q Q Q N 1 to the oracle for estimating X * ∼ unif[0, 1]. According to the actual resolution requirement, X * is quantized to k bits and approximated as the k-length dyadic expansion, i.e., X * ≈ 0.
As a result, estimating the value of X * corresponds to finding the sub-interval
In general, a certain number γ ∈ N of all the sub-intervals are selected in advance as A i at each querying round for 1 ≤ i ≤ N . The distribution parameter α denotes the proportion of the detected sub-intervals at each round, i.e., Remark: Due to the practical constraints such as equipment limitation, the value of α may be restricted. In this paper, we discuss both unlimited detection scenarios and limited detection scenarios. The former mean that the value of α can be arbitrary (α is usually set to about 0.5 [2] ), while the latter mean α 0.5. In fact, there is a one-on-one mapping between designing an N -query NQP to localize the target variable X * among 2 k areas and constructing an (N , k) block code with codewords
In other words, this mapping relationship is represented by an encoding map f : {0, 1, . . . , 2 k − 1} → {0, 1} N . As shown in Fig. 1 , this encoding map can be denoted by a 2 k × N querying matrix V, where the 1's in the j-th column of V indicate the detected intervals in the j-th querying round for 1 ≤ j ≤ N . Besides, each row of V represents a codeword of the (N , k) block code. The row weights of V may be different. If all rows of V have the same weight ρ, the distribution parameter α also represents the density of non-zero components in each row, i.e., α = γ 2 k = ρ N . To measure the estimation error between X * andX N , we consider the QMSE, denoted as E[c q (X * ,X N )], where the expectation is with respect to the joint distribution of X * and Y Y Y N 1 [2] . Then, it can be calculated as
where B i is the i-th bit of X * ,B i is the estimate of B i and
B. AN OVERVIEW OF NON-ADAPTIVE QUERYING POLICIES
RBC-NQP [2] and UEPSC-NQP [2] are two well-known NQPs.
For RBC-NQP [2] , the querying areas at each querying round follow α = 0.5, where the querying areas are randomly chosen. Specifically, the querying matrix of RBC-NQP is defined by a random block code with independent and identically distributed (i.i.d) codewords, where each symbol of each codeword follows an i.i.d Bernoulli distribution with parameter 0.5, denoted as Bernoulli(0.5). This policy achieves the QMSE that decreases exponentially in N [2] .
For UEPSC-NQP [2] , it provides higher level of protection for the MSBs than the LSBs. Specifically, UEPSC-NQP is designed by superimposing two types of random block codes generated by different distributions, where one code for MSBs follows Bernoulli(0.5) and the other for LSBs follows Bernoulli(θ), 0 < θ < 0.5. It is proved that the best achievable QMSE exponent of UEPSC-NQP in the asymptotic regime (i.e., N → ∞) for very noisy BSCs is strictly better than that of RBC-NQP. Simulation results show that UEPSC-NQP can achieve better QMSE than that of RBC-NQP in non-asymptotic regimes of N [2] .
Here we can summarize the UEP-NQPs based on superposition coding as follows. Let k M and k L denote the resolution parameters for MSBs and LSBs, respectively, which satisfy
Then, a 2 k L × N binary matrix V LSB with a small distribution parameter α L ∈ (0, 0.5) and a 2 k M × N binary matrix V MSB with distribution parameter α M = 0.5 are constructed, where α L and α M denote the densities of non-zero components in each column of V LSB and V MSB , respectively. Last, the row c c c i of V MSB is used to modify V LSB for each group V i , i = 0, 1, . . . , 2 k M − 1, as follows:
C. RC CONSTRAINT OF LDPC CODES
A LDPC code is defined as the null space of a sparse paritycheck matrix H. The RC constraint means that no two rows (or two columns) of H can have more than one position in common where they both have non-zero components [9] . It usually gives us good LDPC codes.
From the view of graphical representation, a LDPC code can be described by a bipartite graph called Tanner graph, which consists of a set of nodes and edges. These nodes are separated into variable nodes and check nodes, and only the nodes of different types can be connected by the edges. A sequence of edges that form a closed path is defined as a cycle, and the length of a cycle is exactly the number of edges in the sequence. The possible minimum length of a cycle in the Tanner graph is 4, while the RC constraint ensures no existence of length-4 cycles [9] .
In order to construct H which satisfies RC constraint, methods based on computer search such as progressive-edgegrowth (PEG) algorithm [11] and methods based on algebraic or combinatorial tools [12] , [13] are widely used.
III. QMSE ANALYSIS BASED ON MINIMUM HAMMING DISTANCE
Minimum Hamming distance indicates the error performance of ECCs. It plays a very important role in ECC design. In this section, we propose to analyze the QMSE of NQPs based on minimum Hamming distance. The derived upper bound on the QMSE of NQPs shows that the QMSE can be reduced by enlarging their minimum distances. Moreover, we provide an upper bound on the QMSE of UEP-NQPs from minimum distances related to MSBs and LSBs.
First, we discuss the relation between the QMSE and minimum Hamming distance. Suppose that the target X * belongs to the M -th interval, and a NQP is used for detection. As described in Section II, the oracle provides the correct answers, namely the codeword z z z (M ) (the M -th row of V). After transmitting z z z (M ) through the BSC( ), the player receives the noisy vector
where y y y and e e e represent specific realizations of the received vector and the error vector, respectively.
Recall the QMSE, which can be expressed as
whereM is the estimate of M . According to Eq. (1), 
where p Y |Z (y|z) is the transition probability of the BSC( ). Under the ML rule,M = M means that there exists an index
Thus, the error probability Pr(M = M ) is the same as that of t-error-correcting code over a BSC and upper bounded by
where t = D min −1 2 is called the error-correcting capability of V, and D min is the minimum Hamming distance, i.e.,
The above upper bound shows that enlarging the minimum Hamming distance may result in small QMSE. Recall Eq. (1) and Eq. (2), the QMSE is determined not only by the error probability Pr(M = M ), but also by (B i −B i )2 k−i , which is related to the errors occurred in different bit levels. In order to further reduce the QMSE, the MSBs of X * may acquire a higher level of protection than that of LSBs. In [2] , Chung et al. proposed to superimpose two random block codes with various distribution parameters for MSBs and LSBs, respectively. These codes provide UEP for MSBs and LSBs such that a better QMSE is achieved.
Recall the UEP-NQPs as described in Section II-B. The typical Hamming weight among codewords (i.e., row weight ρ) of V LSB can be small by decreasing α L . If the minimum distance among codewords of V MSB is large enough, the superimposed codewords of V corresponding to the same MSBs will be concentrated together, while those codewords with various MSBs will be distributed far away from each other. As a result, the probability of correctly decoding the MSBs will be higher and a better QMSE can be expected.
It is worth mentioning that large α L can increase the Hamming distance between any two codewords in the same group, while it may decrease the distance between any two codewords in the various groups. In other words, α L for LSBs provides a trade-off between the querying accuracy of MSBs and that of LSBs. Besides, k M and k L determine the number of groups and the number of codewords in each group, respectively, which can also affect the querying accuracy.
To sum up, given the required parameters N , k and for unlimited detection scenarios, the QMSE of a UEP-NQP can be strongly related to the tunable parameters α L and k M . However, the associated methods to quantitatively measure the above relationship are still absent. In order to optimize these parameters, we present a theoretical analysis guided by Hamming distance for upper bound on the QMSE of UEP-NQPs as follows.
Consider the 2 k × N matrix V with error-correcting capability t = D min −1 
where t L = D L,min −1 2
. Proof: Given the resolution parameters k M and k L , the information bits (B 1 , . . . , B k ) of X * are partitioned into the group of MSBs (B 1 , . . . , B k M ) and the group of LSBs (B k M +1 , . . . , B k M +k L ). Let M 1 ∈ {0, . . . , 2 k M −1} be the more significant information determined by the group of MSBs, and M 2 ∈ {0, . . . , 2 k L − 1} be the less significant information determined by the group of LSBs. Then, the QMSE can be expressed as 
According to the inequality (4), Pr(M = M ) and Pr(M 2 = M 2 |M 1 = M 1 ) can be bounded above as follows. First, Pr(M 2 = M 2 |M 1 = M 1 ) represents the error probability of decoding M 2 under the condition of correctly decoded M 1 . From (4), it can be bounded above as
where t L = D L,min −1 2 . Second, Pr(M = M ) is upper bounded by a function of D min . Consider two arbitrary codewords z z z (i 1 ) and z z z (j 1 ) of V MSB , as well as two arbitrary codewords z z z (i 2 ) and z z z (j 2 ) of V LSB . The minimum possible value of D(z z z (i 1 ) , z z z (j 1 ) ) is D M ,min , while the maximum possible value of D(z z z (i 2 ) , z z z (j 2 ) ) is 2 N α L . After superposition, two arbitrary codewords z z z (i) and z z z (j) of V can be represented by z z z (i) = z z z (i 1 ) + z z z (i 2 ) and z z z (j) = z z z (j 1 ) + z z z (j 2 ) , respectively. Thus, the minimum possible value of D(z z z (i) , z z z (j) ) (i.e., D min ) can be bounded below as
As a result, t = D min −1
Therefore, Pr(M = M ) can be bounded above as
where u = max D M ,min −2 N α L ,0 −1 2 . Last, by combining (7), (8) and (10), we have (5) . Remark: In fact, the bounds derived from minimum Hamming distance are not tight for FER of ECCs. However, minimum Hamming distance as well as its bounds is instructive and useful in the design of ECCs, particularly for finite length. There are lots of work that construct good ECCs by enlarging minimum distance. The next section will verify that our upper bounds derived from minimum distance are instructive for designing NQPs.
IV. QUERYING POLICIES DESIGN GUIDED BY MINIMUM HAMMING DISTANCE
Following the proposed upper bounds derived from minimum Hamming distance, this section proposes to design NQPs for target localization problem under various scenarios. First, we maximize the minimum distance of NQPs for limited detection scenarios by introducing RC constraint into their codewords. As a result, the proposed RC-NQP improves the querying accuracy for such scenarios. Then, for unlimited detection scenarios, we design a UEP-NQP, named LRC-NQP, by using linear codes and RC-constrained matrices for MSBs and LSBs, respectively. Thanks to these structures, we are able to deterministically optimize parameters of the proposed LRC-NQP for achieving better querying accuracy.
A. NOTATIONS AND DEFINITIONS
NQPs usually involve many notations and definitions. Before we give our NQPs, we re-list them as follows for easy reference. • k M and k L : resolution parameters for MSBs and LSBs, respectively.
• V MSB and V LSB : binary matrices for MSBs and LSBs, respectively.
• α M and α L : densities of non-zero components in each column of V MSB and V LSB , respectively.
• : bit-error probability of the BSC.
B. QUERYING POLICY BASED ON RC CONSTRAINT
For limited detection scenarios, only γ 2 k intervals are detected in each round. Thus, the column weight of the querying matrix V is only γ . If all rows have the same weight, the row weight of the querying matrix is ρ = N γ 2 k . In this case, V is a sparse matrix which has more 0's than 1's. If random block coding [14] is used to generate the rows of V, the distance between two codewords ranges from 0 to 2ρ. It may result in small minimum Hamming distance.
In order to design a NQP for such scenarios with large minimum distance, we have to further investigate the minimum distance D min of V. Clearly, D min of V is 2ρ, if and only if any two rows of V have no positions where they both have 1's. The equivalent condition is that the column weight of V is 1.
Thus, the minimum distance D min is at most 2ρ − 2 if we need to detect multiple intervals in one querying round. To keep D min = 2ρ − 2 in our construction, any two rows of V should have at most one position in common where they both have 1's. In fact, it is very similar to the RC constraint on the parity-check matrices of LDPC codes as described in Section II-C. The difference is that we put such a constraint on codewords instead of parity-check matrices. Then, the wellknown construction methods for LDPC parity-check matrices can be used to generate codewords of the querying matrix V. For example, methods based on computer search such as PEG algorithm [11] and methods based on algebraic or combinatorial tools [12] , [13] . In this paper, the PEG algorithm is used to construct the querying matrix of RC-NQP.
Example 1: Assume X * = 0.512. Let k = 4, N = 16 and α = 0.25 be the querying parameters. We construct an RCconstrained sparse matrix as our querying matrix V, 
where the column weight γ and the row weight ρ are both 4.
As the oracle and the player agree on this querying matrix, the player asks 16 queries (corresponding to 16 columns) to the oracle to locate X * . Because 0.512 ∈ [8/2 4 , 9/2 4 ), the oracle's answer should be z z z (8) = 0 0 1 0 1 0 0 0 0 0 1 0 0 0 0 1 . Since the minimum Hamming distance of V is 6, the errorcorrecting capability t is 2. In other words, the player will make the right decision following the ML rule as long as there is less than or equal to two errors in the received vector y y y. Thus, the error probability follows Pr(M = M ) ≤ We next show the simulation results of the proposed RC-NQP with RBC-NQP and UEPSC-NQP under the scenarios of α 0.5. In each of the examples below, we generate a specific randomly constructed codebook for RBC-NQP or UEPSC-NQP to test its performance. To make a fair comparison, we set the same code rate R = (k ln 2)/N (nats/channel use) for various NQPs. The QMSEs of the above NQPs are simulated by Monte Carlo methods, where one test point is ended with 1000 error eventsM = M . ML search is used for all the policies. After each decoding process, the target variable X * is re-randomly generated by unif[0, 1] regardless of the decoding result. The simulation is based on C/C++ code.
Example 2: Test the three policies over the BSC(0.03) under the scenarios of α 0.5 with various numbers of queries.
Following the reference [2, Figure 10 ], we choose the simulation pairs (125, 9) , (150, 11), (175, 12) for both RBC-NQP and RC-NQP, and the pairs (125, 5, 4), (150, 6, 5), (175, 6, 6) for UEPSC-NQP. According to Fig. 2 , the QMSE of RC-NQP is lower than those of RBC-NQP [2] and UEPSC-NQP [2] in the scenario of α = 0.05. Specifically, the QMSE of RC-NQP is about two orders of magnitude less than that of RBC-NQP and one order of magnitude less than that of UEPSC-NQP when N = 175. Besides, the QMSE of RC-NQP is lower than that of RBC-NQP and nearly same to that of UEPSC-NQP in the scenario of α = 0.02.
Moreover, the impact of α is indicated in Fig. 2 . It shows that the QMSE of any policy with α = 0.05 is lower than that of any policy with α = 0.02, since more areas are detected at each round when α = 0.05. However, to increase α, more equipments such as detection sensors may be required.
Example 3: Test the three policies at various BSC bit-error probabilities under the scenario of α = 0.03 when N = 125 and k = 9.
As illustrated in Fig. 3 , the QMSE of RC-NQP is about five orders of magnitude less than those of RBC-NQP and UEPSC-NQP over the BSC(0.001).
C. UNEQUAL ERROR PROTECTION LRC-NQP
As shown in Theorem 1, it is reasonable to enlarge the minimum Hamming distance for improving the querying accuracy. Since minimum distances of linear codes can be explicitly analyzed and controlled, we use linear codes instead of random coding for MSBs. Moreover, we find that the design for LSBs is similar to NQPs for limited detection scenarios in the previous subsection. Thus, LSBs are protected by RCconstrained matrices.
The steps of constructing LRC-NQP follow the superposition [2] described in Section III. First, V LSB with α L < 0.5 is defined by RC-NQP, which is obtained from the PEG algorithm. Then, V MSB with α M = 0.5 is given by a linear code C with good minimum distance. Specifically, each row of V MSB is a codeword of C. As a result, all the rows of V MSB form a k M -dimensional subspace, whose weights are not the same due to the existence of all-zero codeword. 1 1 1 1 1 1 Then, we have
For instance, 
and d min is the minimum possible value of d.
Proof: According to Theorem 12.3.2 (Gilbert bound for linear codes) in [8] , it can be inferred that for fixed integers 
In addition, D L,min = 2 N α L − 2. As a result, we have the conclusion from Theorem 1.
Similar to RBC-NQP, the querying matrix V can be defined only by linear codes for the scenario of α = 0.5, and the corresponding policy is denoted as LC-NQP. We next compare the proposed LRC-NQP and LC-NQP with other policies under different scenarios. Our simulation results verify that LRC-NQP can provide UEP to further improve the querying accuracy. In addition, it is shown that LC-NQP with efficient decoding algorithm can be applied in the scenario of detecting target in a large number of areas, i.e., large resolution parameter k, where exhaustive ML search is of limited interest due to its huge computational complexity.
Example 5: Test the different policies at various BSC biterror probabilities under the scenario of α = 0.5 when N = 25 and k = 16.
In this case, LC-NQP (two lines with triangular points in Fig. 4 ) is defined by a (25, 16) systematic LDPC code with constant column weight 3. LC-NQP for MSBs (line with star points in Fig. 4 ) is defined by a (25, 8) LDPC code with constant column weight 3. Besides, RBC-RC-NQP denotes the UEP-NQP constructed in a similar way to that of LRC-NQP, where MSBs are protected by RBC-NQP with α M = 0.5 and LSBs are protected by RC-NQP with α L < 0.5.
First, we compare the different policies with ML search. As shown in Fig. 4 , the QMSE of LRC-NQP is about one third of those of other policies over the BSC(0.001). In addition, the QMSE of LC-NQP is almost same to that of RBC-NQP, while the QMSE of RBC-RC-NQP is lower than that of RBC-NQP and similar to that of UEPSC-NQP.
Second, for LC-NQP, some efficient decoding algorithms for linear codes can be used to correct errors instead of the exhaustive ML search. For example, message passing algorithms for LDPC codes [15] . In order to completely replace ML search, systematic encoding can be applied with linear codes to generate the querying matrix V of LC-NQP. Specifically, the first (or last) k bits in each row of V equal to the dyadic expansion of the corresponding row index (index starts from 0), such as the matrix V MSB , as shown in Example 4. With the linear and systematic structures, after eliminating errors by efficient decoding, we can directly output the information bits B i 's from the message part instead of ML search for determining the index M and dyadic expansion.
In this case where N = 25 and k = 16, LC-NQP with log-domain sum-product algorithm (SPA) [15] is also tested. The maximum iteration number of log-domain SPA is set to 50. As shown in Fig. 4 , the QMSE of LC-NQP with log-domain SPA is almost same to those of RBC-NQP and LC-NQP with ML search in the region of low BSC bit-error probability. However, it is worth mentioning that LC-NQP with log-domain SPA performs better than RBC-NQP and LC-NQP with ML search in the region of high BSC bit-error probability, since incomplete decoding algorithms (e.g., logdomain SPA) may have lower BER of the message part than that of complete decoding algorithms (e.g., ML search).
Example 6: Test the different policies with various k M and α L at various BSC bit-error probabilities under the scenario of α = 0.5.
Based on Proposition 1, we can optimize the parameters of LRC-NQP to achieve better accuracy. For instance, given the required parameters N = 25, k = 16 and = 0.04, the estimated upper bounds corresponding to the various k M and α L are calculated by (11) . Using the estimated bound corresponding to k M = 8 and α L = 0.125 in Fig. 4 as a benchmark, two pairs of parameters with smaller estimated bounds are selected and listed in Table 1 . Also, the estimated bounds at various BSC bit-error probabilities are depicted in Fig. 5 (dashed lines) . As demonstrated in Fig. 5 , the LRC-NQP with specific k M and α L , which corresponds to smaller estimated upper bound, achieves better QMSE. Besides, we test UEPSC-NQP with various k M and α L as a comparison. It shows that LRC-NQP outperforms UEPSC-NQP under the same parameter settings in Fig. 5 . Moreover, it indicates that Proposition 1 can be used to optimize the parameters of UEPSC-NQP, though it is not derived under the condition of UEPSC-NQP. Example 7: Test the different policies over the BSC(0.26) under the scenario of α = 0.5 with various numbers of queries. In this case, LC-NQP (line with triangular points in Fig. 6 ) and LC-NQP for MSBs (line with star points in Fig. 6 ) are defined by generalized LDPC-Hadamard codes [16] with respective parameters N and k. ML search is used for all the policies. According to Fig. 6 , LRC-NQP achieves the best QMSE among all the policies. In addition, LC-NQP performs slightly better than RBC-NQP, while RBC-RC-NQP performs better than RBC-NQP and performs as well as UEPSC-NQP. Example 8: Test the different policies at various BSC biterror probabilities under the scenario of α = 0.5 when N = 151 and k = 11.
In this case, LC-NQP (line with triangular points in Fig. 7 ) is defined by a (151, 11) LDPC code with constant column Fig. 7 ) is defined by a (151, 6) generalized LDPC-Hadamard code [16] . ML search is used for all the policies. According to Fig. 7 , LRC-NQP achieves the best QMSE among all the policies. Besides, the QMSE of LC-NQP is almost same to that of RBC-NQP, while the QMSE of RBC-RC-NQP is lower than that of RBC-NQP and nearly same to that of UEPSC-NQP.
Example 9: Test LC-NQP with efficient decoding algorithm under the scenario of large resolution parameter k.
In this case, three LDPC codes for 5G with parameters (1352, 260), (1664, 320) and (2080, 400) [17] are used to define LC-NQP. Log-domain SPA is used for decoding. As shown in Fig. 8 , LC-NQP achieves good QMSE with linear complexity under the scenario of large k, where exhaustive ML search is hardly applicable due to the exponential complexity.
V. CONCLUSION
In this paper, we have designed NQPs for target localization problem for various scenarios. First, guided by Hamming distance, the QMSE of a specific NQP is analyzed, and an upper bound on the QMSE of UEP-NQPs is derived to tune their parameters for accuracy improvement. Then, two structures, RC constraint and linearity, are introduced to process querying for the scenarios with and without limited detection. Simulation results verify that these structures together with our parameter optimization based on the above bounds are able to lower the QMSE up to several magnitudes.
