Ryser's Conjecture states that for any r-partite r-uniform hypergraph the vertex cover number is at most r − 1 times the matching number. This conjecture is only known to be true for r ≤ 3. For intersecting hypergraphs, Ryser's Conjecture reduces to saying that the edges of every r-partite intersecting hypergraph can be covered by r − 1 vertices. This special case of the conjecture has only been proven for r ≤ 5.
Introduction
A hypergraph consists of a vertex set V = V (H) and a set E = E(H) of edges, where each edge is a nonempty subset of V. A hypergraph is called r-uniform if all it's edges have The focus of this paper is on extremal hypergraphs for the intersecting version of Ryser's Conjecture, i.e. those r-partite hypergraphs for which the cover number is exactly r − 1. There are very few known constructions of such graphs. For large r the only known extremal constructions come from projective planes and exist only when r − 1 is a prime power. These constructions are referred to as truncated projective plane hypergraphs and are constructed as follows (we assume familiarity with the axioms of the finite projective plane, details of which can be found in [14] ).
Assume r − 1 is a prime power and consider the projective plane of order r viewed as an r-uniform intersecting hypergraph H. Let v be any vertex in H and let E v be the set of r hyperedges in H that contain v. Let H ′ be the hypergraph formed from H by removing the vertex v and the hyperedges E v . Since every hyperedge in H ′ intersects each hyperedge in E v exactly once (which follows from the axioms of finite projective planes), H ′ can be viewed as an r-partite intersecting hypergraph where each partition consists of the vertices of one of the hyperedges in E v excluding v. Since H ′ contains (r − 1) 2 edges and each vertex in H ′ also has degree (r − 1) 2 , it can be seen that H ′ requires at least r − 1 vertices to cover its edges. Finally, since the hyperedges of H ′ can be covered by the r − 1 vertices that make up any of the partitions of H ′ , it can be seen that τ (H ′ ) = r − 1. Thus H ′ is an extremal hypergraph for Ryser's Conjecture, and is what we shall refer to as the truncated projective plane construction.
From the above recipe, it follows that for each finite projective plane of order q there exist a (q + 1)-partite intersecting extremal hypergraph for Ryser's Conjecture. Also, since a finite projective plane of order q contains q 2 + q + 1 lines, the corresponding extremal hypergraph will contain q 2 hyperedges. Furthermore, since whenever q − 1 is a prime power there is a finite projective plane of order q, we have an infinite family of r ′ s for which there is an extremal r-partite hypergraph for Ryser's Conjecture.
Our motivation for researching extremal hypergraphs for the intersecting case of Ryser's Conjecture is mainly due to two reasons. The first reason is that as noted by Mansour, Song and Yuster in their study [11] of such hypergraphs the truncated projective plane construction is not the "correct" extremal construction since it contains more hyperedges than necessary. They defined f (r) as the minimum integer so that there exist an r-partite intersecting hypergraph H with τ (H) ≥ r − 1 and with f (r) edges, then they showed that f (3) = 3, f (4) = 6, f (5) = 9 and that 12 ≤ f (6) ≤ 15, less than the (r − 1) 2 hyperedges contained in the respective truncated projective plane construction for each of r = 3, 4, 5 and 6. Furthermore, the truncated construction is not defined for all r, so it is interesting to find other constructions of extremal hypergraphs.
Another reason to study extremal hypergraphs in the intersecting case, is a recent study by Haxell, Narins, and Szabó of extremal hypergraphs in the r = 3 case of Ryser's Conjecture [8] . Using topological methods, they were able to characterize all hypergraphs which are extremal for the r = 3 case of Ryser's Conjecture (not just intersecting ones). Their main result is that for r = 3, any extremal hypergraph is formed from a vertex-disjoint union of intersecting extremal hypergraphs as well as some "extra" edges. It would be interesting to find similar characterizations for r > 3. An intermediate step towards this is to better understand intersecting extremal graphs.
The first contribution of this paper is that we improve the aforementioned bound 12 ≤ f (6) ≤ 15 proved in [11] by showing that:
This theorem was also proved independently by Aharoni, Barat, and Wanless [3] .
The second contribution of this paper revolves around the value of f (7) for which no bound is currently known. The truncated projective plane construction doesn't help in this case, since it has been proved that finite projective planes of order 6 do not exist.
Since 6 is not a prime power, there exist no finite projective planes of order 6 that are constructed via a vector space of finite fields. However, this is not sufficient to rule out other constructions of finite projective planes of order 6. The first published proof that no finite projective planes of order 6 exist is due to Tarry [12] in 1901 through exhaustive enumeration, in his proof related to Euler's conjecture on the non-existence of Graeco-Latin squares of order 6. The non-existence of finite projective planes of order 6 also follows from Bruck-Ryser theorem 1 [4] which states that:
If a finite projective plane of order q exists and q is congruent to 1 or 2 (mod 4), then q must be the sum of two squares.
Our second contribution in this paper presents the first known upperbound for f (7).
To prove Theorem 1.3, we present a 7-partite hypergraph with 22 edges that has a covering number equal to 6, which was generated by the aid of a computer search.
In [3] , Aharoni, Barat, and Wanless also found a 7-partite intersecting extremal hypergraph for Ryser's Conjecture with 17 edges. In fact, they were able to show that f (7) = 17.
The value of f (6)
To settle the case f (6) we will first show that f (6) > 12, by proving that f (6) = 12 and then combine it with the result f (6) > 11 established in [11] . We will then present a 6-partite intersecting extremal hypergraph with 13 edges, which shows that f (6) = 13.
For a given hypergraph H and a vertex v ∈ V (H), we let E(v) denote the set {e ∈ E(H) : v ∈ e}, and we denote the degree of v by d(v) = |E(v)|. We also use the notation ∆(H) to denote the maximum degree over all vertices of H. Finally, for two distinct vertices v and w in H, the co-degree of v and w, denoted by c(v, w), is defined as
In the rest of the paper we will make use of the following trivial bound on the covering number of an intersecting hypergraph: if H is an intersecting hypergraph then τ (H) ≤
. This bound follows since a cover of size
can be established via the greedy algorithm given that every two hyperedges in an intersecting hypergraph intersect in at least one vertex. We will call any cover obtained this way a greedy cover of the hypergraph.
Proof that f (6) > 12
The strategy we adapt to prove that f (6) = 12, is first to assume that H is a 6-partite extremal hypergraph that contains exactly 12 edges and then showing via a case-by-case analysis that all possible values of ∆(H) lead to a contradiction. When ∆(H) is large it can be shown that a cover C of H can be formed such that |C| < 5, contradicting the extremality of H. When ∆(H) is small it can be shown that some of the hyperedges of H don't intersect each other contradicting the fact that H is intersecting.
The case ∆(H) = 4 turns out to be more difficult to deal with than the other cases, and to settle it we will require some facts concerning the degree structure of intersecting 6-partite hypergraphs with 8 hyperedges and a covering number equal to 4. We will start by proving these facts before presenting the proof of f (6) > 12. Proof. For the rest of proof let H ′ be as in the statement of the Lemma. We can assume ∆(H ′ ) ≤ 3, otherwise we can find a cover C of H ′ with |C| ≤ 3 by including in C a vertex of degree more than 3, and greedily covering the remaining uncovered hyperedges. We will proceed via a series of claims. Proof. Suppose, for the sake of contradiction that G contains at most one vertex of degree 3. Let v be this vertex (if it exists). Since G is intersecting, there are 7 2 = 21 intersections between the edges. Three of these intersections can occur at v, and the rest must all occur at distinct vertices of degree 2. Therefore there must be at least 19 vertices in G ′ of degree ≥ 2. By the Pigeonhole Principle some partition of G has at least 4 vertices of degree at least 2. Since G has 7 edges, some edge must pass through two vertices in this partition contradicting G being 6-partite.
Claim 2.3. Every edge in H
′ contains a vertex of degree 3.
Proof. If E is an edge of H ′ , then it has 6 vertices and must intersect the 7 other edges of H ′ . By the Pigeonhole Principle, one of the vertices of E must have degree 3.
Claim 2.4. For any pair of vertices u and v of degree
Proof. Suppose that there are two vertices u, v ∈ V (H ′ ) of degree 3 which are not contained in a common edge. Then, since |E(H ′ )| = 8, there are only two edges in H ′ which do not contain either u or v. These two edges must intersect in some vertex w. This gives a cover {u, v, w} of H ′ of order 3, contradicting our assumption that τ (H ′ ) > 3.
Let K be the non-uniform hypergraph formed from H ′ by deleting the vertices with degree less than 3. Formally V (K) is the set of vertices of H ′ with degree 3 and
Notice that by Claim 2.3, we have that |K| = |H ′ | = 8 and the edges in H have order at least 1. Moreover, from the definition of K, we have that K satisfies the conclusion of Claim 2.4 and K is 3-regular.
Proof. By the definition of K, there is an edge
′′ be the hypergraph formed from H ′ by removing the edge A ′ . It is easy to check that H ′′ satisfies all the conditions of Claim 2.2, and hence contains two vertices u and v with degree 3. Since ∆(H ′ ) ≤ 3, the vertices u and v could not be contained in A ′ (or A) giving the result.
Proof. Since all edges in K contain at least one vertex, Claim 2.5 implies that |V (K)| ≥ 3.
Suppose that |V (K)| = 3. By Claim 2.5, we have that |E| ≤ 1 for every edge E ∈ K. This contradicts K satisfying Claim 2.4.
Suppose that |V (K)| = 4. As in the previous case, Claim 2.5 implies that we have |E| ≤ 2 for every edge E ∈ K. Then, Claim 2.4 implies that for every pair of distinct vertices u, v ∈ V (K) the edge {u, v} is in K. Since K is 3-regular, there cannot be any other edges in K, which contradicts K = 8.
Suppose that |V (K)| = 5. Claim 2.5 implies that we have |E| ≤ 3 for every edge E ∈ (K). Let e i be the number of edges E ∈ K satisfying |E| = i. Notice that since |E| ≤ 3 for every edge E ∈ K, we have that e i = 0 for i > 3.
Since K has 5 vertices and 8 edges and is 3-regular, we have the following.
Combining (1) and (2), we obtain the following
There are five cases, depending on the value of e 1 .
• Suppose that e 1 ≤ 1. Then (3), together with e 3 ≥ 0 implies that in fact e 1 = 1 and hence from (3) and (4) we obtain e 2 = 7 and e 3 = 0. This contradicts Claim 2.4 which implies that e 2 + 3e 3 ≥ 5 2 = 10.
• Suppose that e 1 = 2. Then we have e 3 = 1 and e 2 = 5. Again, this contradicts e 2 + 3e 3 ≥ 5 2 = 10.
• Suppose that e 1 = 3. Then we have e 3 = 2 and e 2 = 3. Let {v 1 }, {v 2 }, and {v 3 } be the three edges of K of order 1. Notice that by Claim 2.4 and ∆(K) ≤ 3, for each i, the vertex v i must each be contained in two edges E, F of order 3 satisfying E ∩ F = {v i }. This leads to a contradiction since there are only two edges in K of order 3.
• Suppose that e 1 = 4. Then we have e 3 = 3 and e 2 = 1. Let {v 1 , v 2 } be the edge of order 2 in K. Since |V (K)| = 5 and there are four edges of K of order 1, either {v 1 } or {v 2 } must be an edge of K. There can only be one more edge going through this vertex, and by Claim 2.4, it would also have to pass through the remaining three vertices v 3 , v 4 , and v 5 . This contradicts |E| ≤ 3 holding for every edge in K.
• Suppose that e 1 ≥ 4. In this case (4) gives |e 2 | < 0 which is impossible.
Claim 2.7. The hypergraph K contains two edges E and F such that E ∩ F ≥ 2.
Proof. Claim 2.5 implies that we have |E| ≤ 4 for any edge E ∈ K.
Suppose that we have an edge E of order 4 in
Suppose that all edges E ∈ K satisfy |E| ≤ 3. If a vertex v ∈ V (K) is contained in three edges of order 3, then two of these edges have intersection greater than 2, proving the claim. Therefore we have that any v ∈ V (K) is contained in at most two edges of order 3. By Claim 2.4, every vertex v ∈ V (K) is then contained in exactly two edges of order 3 and one edge of order 2. The number of edges of order 2 in K must therefore be |V (K)|/2 = 3 and the number of edges of order 3 in K must be 2|V (K)|/3 = 4. This contradicts K having 8 edges.
Now Claim 2.6 proves that H
′ contains six vertices of degree 3, and Claim 2.4 shows that these vertices are all in different partitions of H. Claim 2.7 shows that there exist at least two hyperedges in H ′ such that they share at least two vertices of degree 3 in common. Together these facts prove Lemma 2.1.
Using Lemma 2.1 we are able to determine precisely all possible degree structures of intersecting 6-partite hypergraphs with 8 hyperedges and a covering number equal to 4. However, by Lemma 2.1, we know that at least one pair of hyperedges have in common at least two vertices of degree 3, therefore we can reduce the previous bound by 1 to account for this duplication, which makes the maximum number of intersection contributed by the vertices of degree 3 equal to 17. Hence, the vertices of degree 2 in H ′ need to account for at least 28 − 17 = 11 of the intersections in H ′ .
Since |E(H ′ )| = 8, and each partition of H ′ contains a vertex of degree 3, the maximum number of degree 2 vertices that H ′ can contain in each partition is two. Therefore if H ′ contains 11 vertices of degree 2 then by the Pigeonhole Principle in at least five partitions of H ′ it will contain two vertices of degree 2, and in the remaining partition we must have either one vertex of degree 2 or two vertices of degree 2.
If one of the partitions of H ′ contains exactly one vertex of degree 2, then apart from the vertex of degree 3 the remaining vertices in that partition will all have degree 1. These two possibilities prove the degree scheme stated in Lemma 2.8.
Proof. Let H be a 6-partite intersecting hypergraph containing 12 edges and assume that τ (H) = 5. We will proceed by showing that all possible values of ∆(H) lead to a contradiction.
Case ∆(H) ≥ 6: Assume that ∆(H) ≥ 6, and let v ∈ V (H) be vertex such that d(v) ≥ 6, finally denote by H ′ ⊂ E(H) the set of hyperedges that don't contain v, which forms an intersecting 6-partite sub-hypergraph of H.
We have |E(H ′ )| ≤ 6 and therefore we can greedily cover H ′ with a cover C such that |C| ≤ 3. Therefore the set C ′ = C ∪ {v} covers H, and |C ′ | < 5 which contradicts H being extremal.
Case ∆(H) = 5: Assume that ∆(H) = 5 and let v ∈ V (H) such that d(v) = 5, and define the intersecting 6-partite sub-hypergraph H ′ ⊂ E(H) to consist of the 7 hyperedges in E(H) that don't contain v.
If H
′ has a cover C such that |C| ≤ 3, then the cover C ′ = C∪{v} covers H and |C ′ | < 5 which contradicts H being extremal. We can therefore assume that τ (H ′ ) = 4. = 21 intersections between hyperedges of H ′ , for H ′ to be an intersecting hypergraph, which leads to a contradiction.
Case ∆(H) = 4: Assume that ∆(H) = 4 and let v ∈ V (H) be a vertex such that d(v) = 4. Let H ′ be the intersecting 6-partite sub-hypergraph H ′ ⊂ E(H) consisting of the 8 hyperedges in E(H) that don't contain v.
If we can cover H
′ by a cover C such that |C| ≤ 3, then the set C ′ = C ∪ {v} covers the whole of H, and since |C ′ | < 5 this will contradict H being extremal. Therefore can assume that τ (H ′ ) = 4.
Since τ (H ′ ) = 4, then as in the proof of Lemma 2.1, we must have ∆(H ′ ) ≤ 3 (since otherwise, we could cover 4 edges by one vertex, and the remaining edges greedily by 2 vertices.).
Denote by H
′′ the set of four hyperedge that contain the vertex v ′ of degree 4 (i.e. the hyperedges not in H ′ ). Since H is an intersecting hypergraph, the number of intersections in H between hyperedges in H ′′ and hyperedges in H ′ is equal to 4 · 8 = 32, and these intersections need to occur in 5 partitions of H; since in the partition that contain v ′ the hyperedges in H ′′ are disjoint from the hyperedges in H ′ .
From Lemma 2.8 we know that H ′ can have two types of degree schemes in its partitions, which we will refer to as Type A and Type B : We will now establish the maximum number of intersections possible that can occur between the hyperedges of H ′′ and the hyperedges of H ′ in each of the two types of degree schemes and show that this is less the minimum required for H to be intersecting. Proof. If all the hyperedges in H ′′ contained a vertex from S, then S would cover all of H and |S| = 4, contradicting the fact that H is extremal. Thus at most three hyperedges in H ′′ can contain a vertex from S.
Let w ′ be the vertex in S that has degree 3. We note that if more than one hyperedge from H ′′ contained w ′ , then w ′ will have a degree in H that exceeds 4, which contradicts ∆(H) = 4. Therefore at most one hyperedge of H ′′ can contain w ′ .
Suppose that at most two hyperedges of H ′′ contain vertices from S, since at most one of them can contain a vertex of degree 3, this case trivially satisfies the claim.
Thus the only remaining case that needs to be checked is when all three hyperedges of H ′′ contain a vertex from S.
Let e i be the number of hyperedges in H ′′ that contain a vertex in S of degree i in H ′ . From the above we have:
Suppose that exactly three hyperedges of H ′′ contain vertices from S, and one of the hyperedges in H ′′ contains w ′ . Let e and e ′ denote the remaining two hyperedges of H ′ that contain a vertex in S. It can be seen that e and e ′ contain the vertices in S of degree 2 in H ′ in three possible ways, and we first show two of these possibilities lead to a contradiction:
• Each of e and e ′ contain one of the vertices in S of degree 2 in H ′ . In this case, w ′ and the two vertices in S of degree 2 will cover 4 + 3 + 3 = 10 hyperedges of H, and since we can cover the remaining two hyperedges of H by a vertex, this will contradict τ (H) = 5.
• Hyperedges e and e ′ contain the same vertex in S of degree 2 in H ′ . In this case the aforementioned vertex and w ′ cover 4 + 4 = 8 hyperedges of H. Since, we can greedily cover the remaining 4 hyperedges of H with 2 vertices, this will allow us to cover H with 4 vertices, contradicting the fact that τ (H) = 5.
• At most one of the hyperedges e and e ′ contains a vertex in S of degree 2 in H ′ .
From the above case analysis, it follows that if one of the hyperedges in H ′′ contained the vertex in S of degree 3 in H ′ , then at most one hyperedge from H ′′ contains a vertex in S of degree 2 in H ′ . We represent this as the inequality:
The number of intersections between hyperedges in H ′′ and vertices in S, can be represented as the inequality e 1 + 2e 2 + 3e 3 . By combining the inequalities (1) and (5) we obtain the following bound on the number of intersections:
Which proves that the maximum number of intersections between the set H ′′ and partitions with degree scheme of Type A is equal to 6.
Claim 2.11. Let S be a partition of H of Type B. Then the maximum number of intersection in H that can occur between hyperedges in H ′′ and hyperedges in H ′
within S is at most 7.
Proof. Let w ′ be the vertex in S of degree 3 in H ′ , and let w ′′ be the vertex in S of degree 2 in H ′ . We note that the no more than one hyperedge of H ′′ can contain w ′ , otherwise w ′ will have a degree that exceeds 4 in H which contradicts ∆(H) = 4. Similarly, ∆(H) = 4 implies that the maximum number of hyperedges in H ′′ that can contain w ′′ in S is equal to 2.
If a hyperedge in H ′′ contains w ′ , and more than one hyperedge in H ′′ contain w ′′ , then w ′ and w ′′ cover 8 or more hyperedges of H, and therefore the remaining hyperedges can be greedily covered by two vertices or less, contradicting τ (H) = 5. Thus if one of the hyperedges in H ′′ contains w ′ , then at most one other hyperedge of E ′ can contain w ′′ , or in inequality form:
We have that the expression e 1 + 2e 2 + 3e 3 represents number of intersection between H ′′ and (H ′ ), which we can bound by combining the inequalities (1) and (5) we obtain:
Which proves that the maximum number of intersections between the set of vertices H ′′ and H ′ in a partition with degree scheme of Type B is equal to 7.
Since there is only one partition with degree scheme of Type B, and all intersections between H ′′ and H ′ occur in five partitions of H ′ then the maximum number of intersection that can occur between H ′′ and H ′ is equal to 7 + 6 · 4 = 31, which is one short of the 32 intersections required to make H intersecting, a contradiction.
Case ∆(H) ≤ 3: Since H is extremal each partition needs to have at least 5 vertices (otherwise the vertices of partition with less than 5 vertices will form a cover of H contradicting τ (H) = 5), therefore each partition can have at most three vertices with degree 3.
Hence the maximum number of intersections between the hyperedges that can occur in a particular partition of H is when the partition consists of three vertices with degree 3, along with another vertex of degree 2 and another vertex of degree 1, in which case the maximum number of intersections per partition would be equal to 10. It follows that the maximum total number of intersections that can occur in all the partitions of H is 60.
However, if H is an intersecting hypergraph with 12 edges then it will need to have 12 2 = 66 intersections. Therefore a hypergraph with ∆(H) ≤ 3 can't be extremal.
An example showing f (6) = 13
In this section we present a 6-partite intersecting hypergraph H such that τ (H) = 5. All partitions of H except the first one contain 5 vertices, while the first partition contains 6 vertices. We denote the hyperedges of H by E i for 1 ≤ i ≤ 13. We will use the notation (i, j) to denote the j-th vertex in the i-th partition of H. The hyperedges of H are: (2, 4) , (3, 4) , (4, 5) , (5, 3), (6, 5)}, E 2 = {(1, 2), (2, 5), (3, 2), (4, 5), (5, 5), (6, 3)}, (2, 4) , (3, 5) , (4, 3) , (5, 4) , (6, 3) }, E 4 = {(1, 4), (2, 1), (3, 5) , (4, 4) , (5, 5) , (6, 5) }, (2, 5) , (3, 4) , (4, 2) , (5, 4) , (6, 4) }, (2, 2) , (3, 5) , (4, 5) , (5, 1) , (6, 4) }, (2, 5) , (3, 1) , (4, 3), (5, 2), (6, 5)}, E 8 = {(1, 5), (2, 4) , (3, 3) , (4, 2), (5, 5), (6, 2)}, (2, 3) , (3, 4) , (4, 4) , (5, 3) , (6, 3) }, E 10 = {(1, 6), (2, 2) , (3, 4) , (4, 3) , (5, 5) , (6, 1)}, (2, 4) , (3, 2) , (4, 4), (5, 2), (6, 4)}, E 12 = {(1, 6), (2, 5) , (3, 5) , (4, 1), (5, 3), (6, 2)}, (2, 3) , (3, 3) , (4, 5) , (5, 4) , (6, 5 )}
In the appendix we provide another representation of H which presents it in terms of its degree structure. It is easy to check that H is intersecting, and by noting that five of the six partitions of H contain 5 vertices we see that τ (H) ≤ 5.
Lemma 2.12. τ (H) = 5
It could be verified using a computer search that H cannot be covered by less than five vertices by enumerating all possible subset of V (H) consisting of four vertices and checking if they cover H. Since |V (H)| = 31 this can be executed very quickly on a standard desktop computer.
However by making some observations on the degree and intersection structure of H we are able to present a proof in the appendix that τ (H) > 4 by checking far fewer cases in comparison to the 31 4 cases checked by the total enumeration approach.
Lemma 2.12 allows us to complete the prove of Theorem 1.1.
Proof of Theorem 1.1. From [11] we know that f (6) > 11, and by Theorem 2.9 we know that f (6) = 12. Therefore, by Lemma 2.12 we have that f (6) must be equal to 13.
The case of f (7)
By the aid of a computer program we were able to generate a 7-partite hypergraph H ′ that contains 22 hyperedges and has a covering number of 6 vertices.
Again, using the notation (i, j) to denote the j-th vertex in the i-th partition of H ′ . Using this notation the hyperedges of H ′ are (2, 1) , (3, 1) , (4, 1), (5, 1), (6, 1), (7, 1)}, (2, 2) , (3, 2) , (4, 2), (5, 2), (6, 3), (7, 3)}, (2, 3) , (3, 3) , (4, 3) , (5, 3) , (6, 4) , (7, 4) }, (2, 4) , (3, 4) , (4, 4) , (5, 4) , (6, 5) , (7, 5) }, It would be of great interest to construct new examples of hypergraphs with τ (H) = r − 1, particularly for large r. To this end it would be interesting to even find hypergraphs for which τ (H) is "close" to r −1. Notice that from the projective plane construction, for every r it is possible to construct an r-partite intersecting hypergraphs with τ (H) = r − o(r), where o(r)/r → 0 as r → ∞. Indeed if for some r there exists an r-partite intersecting hypergraph H with cover number τ , then there are also s-partite intersecting hypergraphs with cover number τ for ever s ≥ r (these are constructed from H simply by adding s − r new vertices to each edge). Therefore to construct hypergraphs with τ (H) = r − o(r) it is sufficient to know that for every ǫ > 0, there is an N such that for all n > N there is a prime power between n and (1 + ǫ)n. In fact, there is always a prime in this interval for sufficiently large n. This can be shown using the Prime Number Theorem as an easy exercise.
Any family of graphs satisfying τ (H) = r − o(r) which is different from the projective plane construction would already be interesting. We set the following problem to motivate further research.
Problem 4.1. For some fixed constant c and every r construct an r-uniform r-partite intersecting hypergraph with τ (H) = r − c.
In this paper we were interested in constructing extremal hypergraph for Ryser's Conjecture which had as few edges as possible. Mansour, Song and Yuster conjectured that such hypergraphs have linearly many edges.
Conjecture 4.2 (Mansour, Song, and Yuster, [11] ). Let f (r) be the smallest integer for which there exists an r-uniform r-partite intersecting hypergraph with f (r) edges and τ (H) = r − 1. Then f (r) = Θ(r).
The first non-trivial lowerbound on f (r) was proved in [11] , while the current best lowerbound is f (r) > 3.052r + O(1) proved in [3] .
A Appendix: Proof of Lemma 2.12
To make it easier to verify the claims in the following proof, Table 1 provides another representation of the hypergraph H referred to in Lemma 2.12. Table 1 presents H in terms of its degree structure, where we use the notation E(v) to denote the set of hyperedges in H that contain the vertex v. Each row in Table 1 corresponds to a partition of H, and the columns break downs the vertices in a given partition according to their degrees.
Partition 1 We first observe that if we exclude the hyperedge E 1 from H then the remaining hyperedges H form a linear hypergraph. A hypergraph G is linear if the pairwise intersection of any two hyperedges in G is a singleton set.
Claim A.1. For all E i , E j ∈ E(H) such that i, j ∈ {2, . . . , 13} and i = j we have that
On the other hand the hyperedge E 1 intersect only two hyperedges of H more than once.
Claim A.2. |E 1 ∩ E 9 | = |E 1 ∩ E 13 | = 2 and |E 1 ∩ E i | = 1 for all E i ∈ E(H), i ∈ {9, 13} Furthermore, we observe that some of the hyperedges in H form a 2-regular sub-hypergraph of H.
Claim A.3. Let S 1 = {E 1 , E 2 , E 3 , E 4 , E 5 }, S 2 = {E 4 , E 6 , E 9 , E 10 , E 13 } and S 3 = {E 2 , E 7 , E 8 , E 11 , E 13 }, then S 1 , S 2 and S 3 are all 2-regular linear sub-hypergraphs of H, and thus we have τ (S 1 ) = τ (S 2 ) = τ (S 3 ) = 3.
We next show that if H has a cover C that contains a vertex of degree 4 then |C| > 4. From Table 1 we can see that the partitions of H can be categorized into two types, those that contain two vertices of degree 4 and those that only contain one vertex of degree 4.
In Claim A.4 we will show that if C contains a vertex of degree 4 that is also from a partition with two vertices of degree 4 then |C| > 4. While in Claim A.8 we will show that |C| > 4 if C contains a vertex of degree 4 that is from a partition that contains only one vertex of degree 4. Proof. Assume that C is as in the claim, and that C contains the vertex (1, 6) . If C is a cover of H that contains (1, 6) then if C doesn't contain (1, 5) (the other vertex of degree 4 in partition 1) then by Claim A.1 it must contain at least four more vertices to cover E 6 , E 7 , E 8 and E 9 .
Hence assume C contains both (1, 6) and (1, 5) . By Claim A.3, C needs to contain three more vertices to cover the hyperedges in S 1 = {E 1 , E 2 , E 3 , E 4 , E 5 }. Therefore if C contains (1, 6) it will contain at least five vertices.
The cases when v is one of the vertices (1, 5) , (2, 4) , (2, 5) and (3, 4) are proved identically, replacing S 1 with S 2 or S 3 where necessary. This leaves the case (3, 5) where the above reasoning doesn't apply since in this case it is possible to cover the hyperedges not in E((3, 5)) by three vertices (since |E 1 ∩ E 9 | = |{(3, 4), (5, 3)}| = 2). However, if C doesn't contain (5, 3) we can still apply the above reasoning to get |C| > 4. Therefore assume C contains (3, 5) and (5, 3) . In this situation C must still contain three more vertices to cover the edges in S 3 which concludes the proof.
We now consider the covers of H that contain a vertex of degree 4 and are in a partition that only contains one vertex of degree 4. These vertices are (4, 5), (5, 5) and (6, 5) .
