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対応分析によるデータ解析＊
中 山 慶 一 郎＊＊
１．はじめに
幾つかの選択肢をもつ質問から構成される多く
の調査データの解析に利用される手法の１つとし
て対応分析（Correspondence Analysis）は、か
なり利用されつつある。本稿では、対応分析の理
論の解説と、それの調査データの適応の仕方、お
よび、Rを用いた簡単な分析例を提示しようとす
るものである。
この論文でとりあげる分析手法は多くの異なる
名前を持っており、そのうち主要なものを列挙す
ると、主成分尺度分析（Principal components of
scale analysis）（Guttman; Lond）、質的データの要
因分析（factorial analysis of qualitative data）（Burt），
双対尺度法（dual scaling）（Nishisato），数量化３
類（third method of quantification）（Hayashi），多
重対応分析（multiple correspondence analyisis）
（BenZécri, Cazes, Lebart, Greeacre），等質性分析
（homogeneity analysis）（Gifi）などが挙げられる。
これらの手法は、多次元尺度法（multidimensional
scaling）、主成分分析（principal component analysis）、
尺度分析（scale analysis）などの考えを出発点と
して、様々なデータ解析から導出されてきた。
対応分析は単純な２次元表や多重表の行と列間
の対応する測定値を分析する探索的データ解析の
手法であり、また記述的データ解析の技法でもあ
る。複雑なデータを単純化して、２次元または３
次元での行と列のグラフィカルな表示は、変数
間、対象物間の構造的関連性の発見に役立つ。対
応分析はかなり柔軟にデータに適応する性質を
持っている。対応分析は、１）データ行列が充分
に大きく簡単な統計分析ではデータの構造がわか
らないとき、２）変数が同質で、行または列間の
統計的距離を計算する意味があるとき、データ行
列の行と列の幾何的図形による解釈ができ、分析
を容易にし、関連性の探索に役立つ利点がある。
２．対応分析について
ここでは、 Greenacre（２００６，２００７）に従って、
一般に用いられている多重対応分析（MCA）の
説明を行うことにする。
Primitive matrix, N
元のデータ行列、N（I, J）は I× Jのクロス表
（contingency table）とし、この行列の要素は nij
する。（ i＝１，２，. . . . .，I）,（ j＝１，２，. . . . .，J）
プロファイル（Profiles）
クロス表の内容を理解するには各セルの実際の
度数を比較するのはあまり意味がない。各行およ
び各列は異なる反応数をもつので、データ全体数
nに対する比率で比較する。nijの周辺度数
（marginal frequencies）を、ni＋と n＋jで表す。
ni＋ ＝
j
nij n＋j＝
i
nij
度数の総計は、n ＝
j

i
nijであるので、row
profilesは ri＝
ni＋
n
、column profilesは cj＝
n＋j
n
となる。
行プロファイルの行列（Matrix of Row Profiles）
は
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Rows Columns Total
１ ２ J
１ n１１／n１＋ n１２／n１＋ ・・・・・ n１J／n１＋ １
２ n２１／n２＋ n２２／n２＋ ・・・・・ n２J／n２＋ １
・ ・ ・ ・ ・・・・ ・
 n１／n＋ n２／n＋ ・・・・ nJ／n＋ １
Expected
row profile cj n＋１／n n＋２／n ・・・・ n＋J／n １
Rows Columns Expectedcolumn profile ri
１ ２ J ri
１ n１１／n＋１ n１２／n＋１ ・・・・・ n１J／n＋１ n１＋／n
２ n２１／n＋２ n２２／n＋２ ・・・・・ n２J／n＋２ n２＋／n
・ ・ ・ ・ ・・・・ ・
 n１／n＋ n２／n＋ ・・・・ nJ／n＋ n＋／n
total １ １ ・・・・ １ １


i
（aij－ cj）２
ai－ cj
c
＝
cj

i
（bij－ ri）２
bj－ ri
r
＝
ri
ai－ cj
２
c
であり、列プロファイルの行列（Matrix of Column
Profiles）は、
χ２距離とχ２統計量
対応分析では変数間、個体間の距離を定義する
ために、χ２距離（Chi-square distance）を用いる。
いま、i行の observed profile aiから、i行の
expected profile cj間の χ２distanceを
と定義し、同様に j列の observed profile bjと、j
列の expected profile ri間の χ２distanceは
となる。
ここで、i番目の行プロファイルに、inertia
（標準化された分散）を、
Inertia＝ m
j
（ rij－ rj）２
rj
rij＝
nij
ni＋
rj＝
n＋j
n
と定義する。mは行、列のある量 ni＋、n＋jであ
る。列 profileと、平均 profile（centroid）との距
離の加重平均を inertiaといい、χ２統計量との関
連は次式で示される。
Total inertiaを Φ２とすると、
Φ２＝
χ２
n
＝
i
ri
＝
i
ri
j
（
pij
ri
－ cj）２cj，
aij＝
nij
ni＋
＝
nijn
ni＋n
＝
pij
pi＋
＝
pij
ri
が、行に対して成り立ち、列に対しても同様に、
Φ２＝
j
cj
i
（
pij
cj
－ rj）２ri，
bij＝
nij
n＋j
＝
pij
cj
となる。
行プロファイルに対する χ２統計量は、
χ２＝ ni＋ ×（nijni＋ － n＋jn）２n＋ jn
＝ ni＋ ×（Pijri＋ － cj）２cj
列プロファイルに対する χ２統計量は、
χ２＝ n＋ j×（nijn＋ j－ ni＋n）２ni＋n
＝ n＋ j×（pijcj－ ri）２ri
ただし、pij＝
nij
n
ri＝
ni＋
n
cj＝
n＋j
n
である。
これらの χ２統計量は、独立性の検定に使用さ
れるものと同一である。
χ２統計量は、
χ２＝（nij－ ni＋n＋ jn）２
ni＋n＋ jn
＝（pij－ ricj）２
ricj
で相対度数 pijの標準化残差の平方和である。
行と列の双対性を考えて、整理すると、
Φ２＝
χ２
n
＝
i, j
（pij－ ricj）２
ricj
となる。S＝
（pij－ ricj）ricj を、標準残差 Standrard
Residualsといい、対応分析の基礎となる。Sは
Correspondence Matrixともいい、I× Jの行列
で、行変数から見ると、その profileは I次元空
間の I個の点を表し、各点は行 profileから
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Kk＝１
centroidの距離を標準化したものである。
Sを行列表示とし、ここで、Dr＝ diag（ri）、
Dc＝ diag（cj） とする。
Sは連続変量における分散共分散行列に該当す
るもので、多変量解析のデータ行列の分解理論に
よると、S＝ UDαVTとなる。
これを Sの特異値分解 SVD（Singular Value
Decomposition）といい、ここでは、（ I× J）の
行列とする。Uは SSTの固有ベクトルであり、V
は STSの固有べクトルである。Dαは STSの固
有値 λk平方根を要素とする対角行列 Dα＝ diag
（λk１２）で あ る。た だ し、k＝１，２，. . . . .，K，K
＝min｛ I－１，J－１｝であり、λk＝ αk２ 即ち、固
有値（principal inertia）は特異値（singular value）
の平方に等しい。
STS＝ VDαUTUDαVT＝ VDα２VT＝ VΛVT
SST＝ UDαVT VDαUT＝ UDα２UT＝ UΛUT
UUT＝ VVT＝ I
Sの要素別の表現では、
Sij＝ λk１２uikvjk
行と列との互いの対応関係を分析するのに固有
ベクトル ukと vkに注目する。例えば、最初の２
つの固有値が支配的であるとすると、sij～ λ１１２
ui１vj１＋ λ２１２ui２vj２で近似される。
座標 ui１と vj１が他の座標に比較して同符号で大
きければ、sijも大きく、i番目の行と j番目の列
のカテゴリー間に正の連関が大である。又、異符
号で大きければ、負の連関が大きくなる。
対応分析の応用では、最初の２つの固有値、λ１、
λ２が固有ベクトルで説明される χ２全体の比率の
多くを占めるときグラフ表示されるのが普通であ
る。対応分析では Sの加重された行と列の射影
projectionの値 fk、gk、によってグラフ表示される。
ここで、行と列の双対関係 dual relation
vk＝
１
λk
STuk uk＝
１
λk
Svk
を利用して、
fk＝ Dr－１２Svk＝λk Dr－１２uk
gk＝ Dc－１２STuk＝λk Dc－１２vk
成分座標値 Principal coordinateが得られる。
Greenacre［１，２］は fk、gk以外に φk、γkを次の
ように定義し、標準座標値 Standard coordinate
と呼んでいる。
φk＝ Dr－１２uk γk＝ Dc－１２vk
行と列の座標を行列表示すると、
行の主成分座標（Principal coordinates of rows）：
F＝ Dr－１２UDα＝ΦDα
列の主成分座標（Principal coordinates of columns）：
G＝ Dc－１２VDα＝ΓDα
行の標準座標（Standard coordinates of rows）：
Φ＝ Dr－１２U
列の標準座標（Standard coordinates of columns）：
Γ＝ Dc－１２V
となる。各座標の加重平方和を計算すると、
Principal coordinateでは、
´FDrFT＝ GDcGT＝ Dα
Standard coordinateでは、
ΦDrΦT＝ΓDcΓT＝ I
となるので、この両者のスケールの違いは、Dα
（principal intertia α２k）だけである。
３．調査データへの適用
調査データに対応分析を用いることにする。一
般に社会調査や意識調査に用いられる調査データ
は、幾つかの質問項目から構成されている。各質
問は４つか５つの選択肢を持つものが多い。ここ
で、例として取り上げるのは、関西学院大学社会
学部真鍋研究室によって２００７年３月に実施された
「価値観と生活意識に関する調査」１）である。
例として、問１２の質問 a、墓参について（a１，
a２，a３，a４），更 に、性 別（男（m）、女（f）），
年齢別（（若年（young），中年（middle），老年
（old））を取り上げる。データは回答者が設問に
１）この調査の概要については、関西学院大学社会学部紀要１０４，真鍋一史「日本的な「宗教意識」の構造」を参照
されたい。
【L：】Server／関西学院大学／社会学部紀要／社会学部紀要第１０８号／【研究ノート】中山慶一郎 ４ 校
October ２００９ ― ―１３５
表１ response pattern matrix
Q１２ 性 年齢
２ １ ３
２ １ ３
１ ２ ２
１ ２ ２
１ ２ ２
・ ・ ・
・ ・ ・
・ ・ ・
３ １ ３
表２ indicator（dummy）variable matrix
a１ a２ a３ a４ m f young middle old
０ １ ０ ０ １ ０ ０ ０ １
０ １ ０ ０ １ ０ ０ ０ １
１ ０ ０ ０ ０ １ ０ １ ０
１ ０ ０ ０ ０ １ ０ １ ０
１ ０ ０ ０ ０ １ ０ １ ０
・ ・ ・ ・ ・ ・ ・ ・ ・
・ ・ ・ ・ ・ ・ ・ ・ ・
・ ・ ・ ・ ・ ・ ・ ・ ・
０ ０ １ ０ １ ０ ０ ０ １
>table.N 表３．クロス表 N
a１ a２ a３ a４
m ２２９ ７９ ６５ ４０
f ３０４ ７７ ５６ ２７
young ６４ ４０ ３５ ２１
middle １５３ ５９ ４６ ３２
old ３１６ ５７ ４０ １４
表４ table Pと r及び c
a１ a２ a３ a４ r
m ０．１３０５５９ ０．０４５０４ ０．０３７０５８ ０．０２２８０５ ０．２３５４６２
f ０．１７３３１８ ０．０４３９ ０．０３１９２７ ０．０１５３９３ ０．２６４５３８
young ０．０３６４８８ ０．０２２８０５ ０．０１９９５４ ０．０１１９７３ ０．０９１２２
middle ０．０８７２２９ ０．０３３６３７ ０．０２６２２６ ０．０１８２４４ ０．１６５３３６
old ０．１８０１６ ０．０３２４９７ ０．０２２８０５ ０．００７９８２ ０．２４３４４４
c ０．６０７７５４ ０．１７７８７９ ０．１３７９７ ０．０７６３９７ １
対して選択した項目の番号を示している。通常、
調査データは表１のように質問に対して回答者が
選択した項目の番号を示したものが、データとし
て得られる。以下の計算プロセスは Rを用いる。
表１のデータを Rに読み込むには、 ここでは、
Excel上のシートから直接読み込むことにする。
Excel上でデータ範囲を指定して、
>data<-read.table(“clipboard”,header=TRUE)
とするのが簡便である。元のデータから表２のダ
ミー変数に変換するには、青木のプログラムを利
用してから、変数名を書き込むことにする。
>data.dummy<-make.dummy２）(data)
>colnames(data.dummy)<-c(“a1”,“a2”,“a3”,“a4”,
“m”,“f”,“young”,“middle”,“old”)
>data1<-data.dummy[,c(1:4)]
＃質問 aのみのデータ
>data2<-data.dummy[,c(5:9)]
＃demographicのみのデータ
１．Q１２と性別、年齢別データ（Demographic
Data）のクロス表を作成するために、質問の
回答データと他と分割して計算を実行する。
>table.N<-t(data2)%*%data1
２．クロスデータから、確率行列 P＝（１n）Nを
つくり、行と列の周辺度数を求める。
Row and Column masses r, cは
r＝ P１ c＝ PT１
ri＝
J
j＝１
pij cj＝
J
i＝１
pij
さらに、行と列の rと cの対角行列をもとめる。
Dr＝ diag（r） Dc＝ diag（c）
>table.P<-table.N/sum(table.N)
>r<-apply(table.P,1,sum) ＃列の周辺度数の比率
>c<-apply(table.P,2,sum) ＃行の周辺度数の比率
２）http://aoki2.si.gunma-u.ac.jp/R/index.htmlより、数量化３類の subprogramを利用した
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>S 表５
a１ a２ a３ a４
m －０．０３３１６ ０．０１５４２２ ０．０２５３６３ ０．０３５９１１
f ０．０３１２８５ －０．０１４５５ －０．０２３９３ －０．０３３８８
young －０．０８０４９ ０．０５１６４７ ０．０６５６８３ ０．０５９９３９
middle －０．０４１８１ ０．０２４６５１ ０．０２２６０６ ０．０４９９４１
old ０．０８３７２８ －０．０５１９３ －０．０５８８４ －０．０７７８５
>S.svd
表６ Singular value（Eigen value）, Eigen vector
$d
singular
value ２．１７E―０１ ２．１６E―０２ ７．７８E―０３ ７．０８E―１７
eigen
value ４．７３E―０２ ４．６７E―０４ ６．０６E―０５ ５．０１E―３３
$u
［，１］ ［，２］ ［，３］ ［，４］
m －０．２６０８４ ０．２４５０４６ －０．６３３２４ －０．３５７７２
f ０．２４６０８９ －０．２３１１９ ０．５９７４２５ －０．３７９１６
young －０．５９６６５ －０．６７９１７ －０．０１７０５ －０．３６４５１
middle －０．３３０２９ ０．６４２１４９ ０．３８４５４８ －０．４９０７３
old ０．６３７４２９ －０．１１３４６ －０．３０６４７ －０．５９５４７
$v
［，１］ ［，２］ ［，３］ ［，４］
a１ ０．６０４９０１ ０．１３６８６７ －０．０８７２３ －０．７７９５９
a２ －０．３６６３ －０．２８７５９ ０．７７７９６９ －０．４２１７６
a３ －０．４４４４８ －０．５４０２９ －０．６１０３８ －０．３７１４４
a４ －０．５４９８７ ０．７７８８７６ －０．１２０８１ －０．２７６４
［，１］ ［，２］ ［，３］ ［，４］
m －０．１１６９ ０．０１０９０９ －０．０１０１６ －５．２２E―１７
f ０．１０４０５５ －０．００９７１ ０．００９０４２ －５．２２E―１７
young －０．４２９６３ －０．０４８５８ －０．０００４４ －８．５４E―１７
middle －０．１７６６６ ０．０３４１１６ ０．００７３６２ －８．５４E―１７
old ０．２８０９６３ －０．００４９７ －０．００４８４ －８．５４E―１７
>F
>G
［，１］ ［，２］ ［，３］ ［，４］
a１ ０．１６８７４８ ０．００３７９３ －０．０００８７ －７．０８E―１７
a２ －０．１８８８８ －０．０１４７３ ０．０１４３５９ －７．０８E―１７
a３ －０．２６０２４ －０．０３１４２ －０．０１２７９ －７．０８E―１７
a４ －０．４３２６５ ０．０６０８７５ －０．００３４ －７．０８E―１７
３．S（対応行列、標準化残差行列）を計算する。
S＝ Dr－１２（P－ rcT）Dc－１２
>Drmh<-diag(1/sqrt(r)) ＃Dr－１２を求める
>Dcmh<-diag(1/sqrt(c)) ＃Dc－１２を求める
>S<-Drmh %*% (table.P-r %o%c) %*% Dcmh
＃Sを求める
４．Sの特異値分解（Singular value decomposition）
を行う。
>S.svd<-svd(S)
５．固有根、固有ベクトルを用いて、行と列変数
の、Principal coordinates F, Gを計算する。
>F<-Drmh %*% S.svd$u %*% diag(S.svd$d)
>G<-Dcmh %*% S.svd$v %*% diag(S.svd$d)
６．ここで、性別、年齢別データ及び回答データ
の計算結果である、Fと Gについて、第１
主成分軸と第２主成分軸の得点の散布図
biplotを描いてみる。
>x<-F[,1]
>y<-F[,2]
>plot(x,y,col=“grey”,pch=16,xlim=c(-0.5,0.3),ylim=c
(-0.3,0.3))
>text(x,y,c(“m”,“f”,“young”,“middle”,“old”),adj=c
(0,0))
>x<-G[,1]
>y<-G[,2]
>par(new=T)
>plot(x,y,col=“red”,pch=16,xlim=c(-0.5,0.3),ylim=c
(-0.3,0.3))
>text(x,y,c(“a1”,“a2”,“a3”,“a4”),adj=c(1,1))
>abline(h=0,v=0,lty=“13”)
>a<-“λ1=98.9%”;b<-“λ2=0.98%”
>text(0.19,0.01,a,cex=1.0)
>text(-0.02,0.3,b,cex=1.0)
>
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Principal inertias （eigenvalues）：
１ ２ ３
Value ０．０４７２９７ ０．０００４６７ ６．１０E―０５
Percentage ９８．９０％ ０．９８％ ０．１３％
Rows:
m f young middle old
Mass ０．２３５４６２ ０．２６４５３８ ０．０９１２２ ０．１６５３３６ ０．２４３４４４
ChiDist ０．１１７８５１ ０．１０４８９８ ０．４３２３６５ ０．１８００７３ ０．２８１０４９
Inertia ０．００３２７ ０．００２９１１ ０．０１７０５３ ０．００５３６１ ０．０１９２２９
Standard １ －０．５３７５５ ０．４７８４６２ －１．９７５４９ －０．８１２３ １．２９１９１１
Standard ２ ０．５０４９９６ －０．４４９４９ －２．２４８７２ １．５７９２５３ －０．２２９９５
Principal １ －０．１１６９ ０．１０４０５５ －０．４２９６３ －０．１７６６６ ０．２８０９６３
Principal ２ ０．０１０９１３ －０．００９７１ －０．０４８６ ０．０３４１２８ －０．００４９７
C（１，r） ０．０６８０３８ ０．０６０５６ ０．３５５９９２ ０．１０９０９４ ０．４０６３１５
C（２，r） ０．０６００４８ ０．０５３４４８ ０．４６１２７７ ０．４１２３５６ ０．０１２８７２
Columns:
a１ a２ a３ a４
Mass ０．６０７７５４ ０．１７７８７９ ０．１３７９７ ０．０７６３９７
ChiDist ０．１６８７９２ ０．１８９９９８ ０．２６２４４３ ０．４３６９２８
Inertia ０．０１７３１５ ０．００６４２１ ０．００９５０３ ０．０１４５８５
Standard １ ０．７７５９２７ －０．８６８５１ －１．１９６６３ －１．９８９４１
Standard ２ ０．１７５５６３ －０．６８１９ －１．４５４５６ ２．８１７９３５
Principal １ ０．１６８７４８ －０．１８８８８ －０．２６０２４ －０．４３２６５
Principal ２ ０．００３７９４ －０．０１４７４ －０．０３１４３ ０．０６０８９６
C（１，c) ０．３６５９０５ ０．１３４１７５ ０．１９７５６２ ０．３０２３５８
C（２，c) ０．０１８７３３ ０．０８２７１ ０．２９１９０９ ０．６０６６４９
７．実際の分析では、Rのパッケージを利用する
のがよい。Rのパッケージとしては、いくつ
かのサイトがあるが、ここでは、caを用い
た分析を述べる。
>library(ca)
>ca(table.P)
>plot(ca(table.P))
を実行すれば、以下の結果が出力される３）。
グラフの出力は上と同じである。
さらに、FDrFT＝ Dλ、GDcGT＝ Dλなる関係
があるので、
ri fik２＝ λk

i, k
ri fik２＝
j, k
ci gjk２
（total ineritia）
 iri fik２＝ j cj gjk２＝ λk
（principal ineritia）
さらにstandard coordinateとprincipal coordinate
の間に fik＝λk φikが存在するので、
k
ri fik２
λk
＝

k
riφik２＝１となる。
同様に、gjk＝λk δ jkから、

k
ci gjk２
λk
＝
k
cjδ jk２＝１である。
これらは、fikの分散に対する行 iの absolute
contributionであり、gjkの分散に対する列 jの
absolute contributionという。
C(i,r),C(i,c)i=1,2は対応分析によるグラフを解
釈するに役立つ。
Absolute contributionを Rを用いて計算するに
は、次のプログラムを実行すればよい。
>F[,1]＾ 2*r/S.svd$d[1]＾ 2
>F[,2]＾ 2*r/S.svd$d[2]＾ 2
>G[,1]＾ 2*c/S.svd$d[1]＾ 2
>G[,2]＾ 2*c/S.svd$d[2]＾ 2
principal coordinate variableは平均０で分散は
３）ca()の出力は表の Standardまでである。また、グラフの出力はすべてカラーで表わされているが、印刷ではカ
ラーでは表示されていないので、正確なグラフの出力は Rのプログラムを実行し、確かめることが出来る。
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a c e f i sex age
１ ２ ３ ４ ４ １ １ ３
２ ２ ３ ４ ４ ２ １ ３
３ １ ２ ３ ４ １ ２ ２
４ １ １ １ １ １ ２ ３
５ １ ３ ４ ４ ２ ２ ２
８８２ ４ ３ ４ ４ ４ ２ １
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i.2
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c.1
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e.1
f.1
a.1
e.2
a.2
i.3
記号 内容
Q１２a
Q１２c
Q１２e
Q１２f
Q１２i
a１―a４
c１―c４
e１―e４
f１―f４
i１―１４
お盆やお彼岸などに墓参りをする
お守りやおふだを買う
ふだんから礼拝やお勤めなど宗教的な行いをする
聖書や経典など宗教関係の本を読む
仏壇を拝む
λkである。
４．Rを用いた多重対応分析（MCA）の
計算例
実際の調査データを Rを用いる例で示すこと
にする。前節で用いたデータを拡大し、宗教的行
動に関する質問群 Q１２４）から、 a, c, e, f, iを選び、
Demographic variableである sex, ageとの関連に
ついて分析する。以下は単に分析の手順を示すこ
とを主な目的とする。
<-data<-read.table(“clipboard”,header=TRUE)
＃データの読み込み
１．データの精査
集計したデータには欠測値が含まれるのが普通
であるので、データを精査してプログラムに入力
する。Rでは、簡単に処理できる。今の場合，欠
測値５）をデータから除くことにする。
>attach(data) ＃変数名を data.frameに登録する
>missing<-a==9｜c==9｜e==9｜f==9｜i==9｜sex==99｜
age==99 ＃変数名の欠測値を指定
>data<-data[!missing,]
＃欠測値を除いたデータを dataにする
>dim(data)
[1] 853 7
>data1<-data[,c(1:5)]
＃変数名だけのデータを data1とする
２．data1の多重対応分析（MCA）を行う。
５つの質問を一括して処理する。
>library(ca)６） ＃package ca()を呼び出す
>z1<-mjca(data1,lambda=“indicator”)
＃MCAを計算、caの packageから
mjca()を使用
>plot(z1,what=c(“none”,“all”))
＃変数のみのグラフを書く
４）宗教的な行動についての質問
５）欠測値は、９，９９で指定されている場合である。
６）MCAのパッケージとして、代表的なものである。対応分析について Rでのパッケージでは、MASSの corres,
mca, Facto MineRでの CA. MCAなどがある。詳しくは、Rのサイト、CRAN Task View:multivariate Statistics
を参照されたい。
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>plot(z1,labels=c(0,2)) ＃変数と個人のグラフ
>plot(z1,what=c(“none”,“all”),arrows=c(FALSE,
TRUE)) ＃変数のベクトルを矢で示す
これらのグラフは変数の２次元における配置
（response pattern）を表す。変数がどのようにま
とまっているか、原点の左右にどの変数がある
か、原点からの距離などから、軸の意味づけなど
考慮する。
２．Response patternの分析
ａ．２次元の response patternの分析より、さら
に高次の３次元空間の点の分布を見ることが
出来る。
>library(scatterplot3d)７）
＃package scatterolot3d（）を呼び出す
>x<-z1$colcoord[,1]*z 1$sv[1]
＃変数の第２主座標の値
>y<-z1$colcoord[,2]*z1$sv[2]
＃変数の第２主座標の値
>z<-z1$colcoord[,3]*z1$sv[3]
＃変数の第３主座標の値
>scatterplot3d(x,y,z,pch=1)
＃変数の３次元の配置を書く
>x<-z1$rowcoord[,1]*z 1$sv[1]
>y<-z1$rowcoord[,2]*z 1$sv[2]
>z<-z1$rowcoord[,3]*z 1$sv[3]
>scatterplot3d(x,y,z,pch=1)
＃個人データの３次元配置を書く
ｂ．２変量データの凸包（convex hull）
２変量散布図（biplot）は縮約したデータのパ
ターンを表すが、convex hull８）を書くことにより
データの外れ値（outlier）を見つけることが出来
７）多変量データの Graphical Procedureのパッケージ
８）参考文献（６）p.２４
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質問×性別・年齢別のクロス表
a．１ a．２ a．３ a．４ c．１ c．２ c．３ c．４
sex．１ ２２３ ７８ ６４ ４０ ７１ ７８ １２７ １２９
sex．２ ２９０ ７５ ５６ ２７ １１８ １１５ １２６ ８９
age．１ ６３ ４０ ３５ ２１ ３１ ４１ ４７ ４０
age．２ １４９ ５９ ４５ ３２ ６７ ６５ ８４ ６９
age．３ ３０１ ５４ ４０ １４ ９１ ８７ １２２ １０９
る。
列変数について、
>x<-z1$colcoord[,1]*z1$sv[1]
＃principal coordinateの第１座標
>y<-z1$colcoord[,2]*z1$sv[2] ＃主軸の第２座標
>plot(x,y,pch=1) ＃図をかく
>hull<-chull(x,y)
＃x,yの convex hullの値をもとめる
>polygon(x[hull],y[hull]) ＃convex hullを描く
>text(x[hull],y[hull],z 1.mca$levelnames[hull],adj=
c(1,1)) ＃変数名をかく
行変数（個人のデータ）について
>x<-z1$rowcoord[,1]*z1$sv[1]
＃principal coordinateの第１座標
>y<-z1$rowcoord[,2]*z1.mca$sv[2]
＃主軸の第２座標
>plot(x,y,pch=1)
>hull<-chull(x,y)
>polygon(x[hull],y[hull])
>text(x[hull] ,y[hull] ,z1$rownames[hull] , adj=c
(0,0))
３．Demographic variableとのクロス分析
次に、性別、年齢別変数を導入して、質問変数
と個人データとのクロス表との構造解析を行うこ
とにする。
ａ．元のデータか ら Demograpic variableと
Questionのクロス表を作成し、対応分析を
実行する。
>dim(data)
[1] 853 7
>library(ca) ＃package caを呼び出す
>z2<-mjca(data,lambda=Burt９）) ＃MCAの計算
>z3<-z2$Burt[21:25,1:20]
＃バート表から求めるクロス表を取り出す
>z3 クロス表
９）MCAのクロス表、２次元のクロス表を一般化したもの
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e．１ e．２ e．３ e．４ f．１ f．２ f．３ f．４
sex．１ ４３ ５１ ６３ ２４８ １８ ２２ ５４ ３１１
sex．２ ７３ ４４ ６５ ２６６ ２６ ２７ ５５ ３４０
age．１ ５ １２ １４ １２８ ６ ２ ９ １４２
age．２ ２８ ２３ ４５ １８９ １１ １５ １９ ２４０
age．３ ８３ ６０ ６９ １９７ ２７ ３２ ８１ ２６９
i．１ i．２ i．３ i．４
sex．１ １１８ ７４ ９６ １１７
sex．２ １７１ ８１ ８６ １１０
age．１ １９ ３１ ４９ ６０
age．２ ６３ ５２ ７４ ９６
age．３ ２０７ ７２ ５９ ７１
age.2
a.4
age.1
age.3a.3
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>ca(z3) ＃通常の計算
>plot(ca(z3) ＃Biplotを描く
この計算例では、前節で述べたように、ダミー
変数に変換しないで、直接関数から計算した。図
からは、ほぼ１次元上の位置から変数の意図する
ことが理解できよう。
ｂ．個人と質問のクロス表から、Domographic
factorsの効果を分析する。
ここでは、MCAの計算結果を性別、年齢別に
分割し、各要因ごとに、楕円体（ellipsoid）と
convex hullを組み合わせてみることにする。
>z1<-mjca(data1,lambda=“Burt”) ＃MCAの計算
>x<-z1$rowcoord[,1]*z1$sv[1]
＃各個人の第１主成分軸の値
>y<-z1$rowcoord[,2]*z1$sv[2]
＃各個人の第２主成分軸の値
>ds<-cbind(x,y,data[6:7])
＃各個人のデータと sex, ageのデータを作る
>s1<-subset(ds,sex==1,select=c(x,y))
＃男性のデータ（x,y）を取り出す
>s2<-subset(ds,sex==2,select=c(x,y))
＃女性のデータを取り出す
>s3<-subset(ds,age==1,select=c(x,y))
＃若年のデータを取り出す
>s4<-subset(ds,age==2,select=c(x,y))
＃中年のデータを取り出す
>s5<-subset(ds,age==3,select=c(x,y))
＃老年のデータを取り出す
性別についての楕円体１０）をかく
>plot(x,y,pch=1)
>abline(h=0,v=0,lty=“13”) ＃軸を描く
>draw.ellipse(x,y,col=“red”)
＃全体のデータの楕円を赤で描く
>draw.ellipse(s1,col=“blue”) ＃男性を青で描く
>draw.ellipse(s2,col=“green”) ＃女性を緑で描く
>legend(0.5,1.4,c(“全体”,“男”,“女”),lty=1,
col=c(“red”,“blue”,“green”)) ＃凡例
年齢別の楕円体
>plot(x,y,pch=1)
>abline(h=0,v=0,lty=“13”)
１０）Rには、ellipseパッケージがある。
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>draw.ellipse１１）(x,y,col=“red”)
>draw.ellipse(s3,col=“blue”)
>draw.ellipse(s4,col=“green”)
>draw.ellipse(s5,col=“navy”)
>legend(0.5,1.4,c(“全体”,“若年”,“中年”,“老年”),lty=
1,col=c(“red”,“blue”,“green”,“navy”))
性別の convex hull
>plot(x,y,pch=1)
>abline(h=0,v=0,lty=“13”)
>hull<-chull(s1$x,s1$y)
>polygon(s1$x[hull],s1$y[hull])
＃男性の convex hull
>text(s1$x[hull],s1$y[hull],rownames(s1)[hull],adj
=c(1,1)) ＃名前をつける
> hull<-chull(s2$x,s2$y)
> polygon(s2$x[hull],s2$y[hull])
＃女性の convex hull
>text(s2$x[hull],s2$y[hull],rownames(s2)[hull],adj
=c(0,0),col=“red”)
年齢別の convex hull
>plot(x,y,pch=1)
>abline(h=0,v=0,lty=“13”)
>hull<-chull(s3$x,s3$y)
>polygon(s3$x[hull],s3$y[hull])
>text(s3$x[hull],s3$y[hull],rownames(s3)[hull],adj
=c(1,1))
１１）http://zoonek2.free.fr/UNIX/48.R/all.htmlより、
>draw.ellipse
function(
x,y=NULL,N=100,method=lines,...)
{
if (is.null(y)){
y<-x[,2]
x<-x[,1]
}
center<-c(mean(x),mean(y))
m<-matrix(c(var(x),cov(x,y),
cov(x,y),var(y)),
nr=2,nc=2)
e<-eigen(m)
r<-sqrt(e$values)
v<-e$vectors
theta<-seq(0,2*pi,length=N)
x<-center[1]+r[1]*v[1,1]*cos(theta)+r[2]*v[1,2]*sin(theta)
y<-center[2]+r[1]*v[2,1]*cos(theta)+r[2]*v[2,2]*sin(theta)
method(x,y,...)
}
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>hull<-chull(s3$x,s3$y)
>polygon(s3$x[hull],s3$y[hull])
>text(s3$x[hull],s3$y[hull],rownames(s3)[hull],adj
=c(0,0),col=“red”)
S3を S4、S5に変えて、プログラムを続ける。
aでは、Demogrphic variableによる構造的変
化が見て取れるし、bでは、更に、外れ値の情報
が得られる。また、各グループについて、通常の
統計分析を行うのが便利である。
ここの分析では、性別については殆ど差がなく、
年齢別でも、差がない。わずかに年齢別で宗教心
が薄れていくのが見られる。
５．おわりに
ここまで分析した手法は、MCAと geometric
analysisの一部であるが、実証分析が蓄積される
に従って、分析の有効性が明白になると思う。
CAは多くの多方面にわたる理論的研究が進行中
であり、分析結果の安定性についての議論も存在
する。対応分析は、２次元のクロス表から説明さ
れることが多いし、類似の他の解析方法によって
も計算上ほぼ同じ結果がもたらされる、これらを
統一して説明する理論ができることが、期待され
る。また、分析結果はグラフ表示されるが、その
解釈は常に明瞭であるとは云えない。
一方、データ構造をみると、データの個数×変
数（n×m）という行列で表されるのが普通であ
るが、クロスデータのデータ構造から理論の展開
を見ると、１．変数×変数、２．個数×変数との
２種類あるが、caでは、１は lambda=Burt、２
は lambda=indicatorとして区別している。一般に
理論の解説では１の場合から説明することが多
い。この場合、行変数と列変数は相互に入れ替え
ることが出来、Biplotの解釈も各変数の相対的位
置の相違及び、互いの変数の位置関係で説明され
ることがある。
これに対して、２の場合は変数の配置と個人の
配置とは別々に説明され、個人の配置の分析は
Geometric data analysisと呼ばれている。この点
については、４節で少しとりあつかっている。
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Statistical Data Analysis by the method of correspondence analyisis
ABSTRACT
Correspondence analysis is a statistical method to analyze and describe graphically
and synthetically large amounts of data, which are the results of social investigation. I
explain the essence of the theory of correspondence analysis and show how to apply it to
the social investigation by implementing the software R program.
Key Words : correspondence analysis, multiple correspondence analysis, R
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