Abstract-This study points out some weaknesses of existing Quantum-Inspired Evolutionary Algorithms (QEA) and explains in particular how hitchhiking phenomenons can slow down the discovery of optimal solutions and encourage premature convergence. A new algorithm, called Versatile Quantuminspired Evolutionary Algorithm (vQEA), is proposed. With vQEA, the attractors moving the population through the search space are replaced at every generation without considering their fitness. The new algorithm is much more reactive. It always adapts the search toward the last promising solution found thus leading to a smoother and more efficient exploration.
I. INTRODUCTION
Quantum-Inspired Evolutionary Algorithms (QEA) apply Quantum Computing Principles to enhance classical Evolutionary Algorithms (EA). In the last ten years QEA received a lot of attention and have already demonstrated their superiority compared to classical EA for solving complex benchmark problems such as combinatorial [7] , numerical [9] , [2] and multiobjective optimization [17] , as well as real world problems namely disk allocation method [14] , face detection [12] , rigid image registration [3] , training of multi layer perceptron [18] , signal processing [15] and clustering of gene expression data [21] . However QEA are still poorly understood and their integration into the theory of Evolutionary Computation is missing. The main reason for that is probably because of a lack in an unified definition of QEA.
We think that the most illustrative example of QEA is the algorithm firstly proposed by Han and Kim in [7] where some major principles of Quantum Computing are used such as, the quantum and collapsed bit, the linear superposition of states and the quantum rotation gate. This algorithm has been studied several times in terms of both experimental and theoretical behavior, and tested on ideal cases, on classical optimization benchmarks but also on real world problems, [7] , [6] , [14] , [9] , [12] and [10] .
Nevertheless, we think that some specific characteristics of QEA have not received enough attention yet. In section II-A we recall briefly some basic quantum principles inspiring QEA, then a revisited description of its features is provided in section II-B. Some new tools for exploring the dynamics † Knowledge Engineering and Research Institute (KEDRI) www.kedri.info Auckland University of Technology (AUT) 581-585 Great South Road, Penrose Auckland, New Zealand of QEA are proposed and a clear trend in promoting hitchhiking is demonstrated. In section II-B we introduce a novel algorithm called Versatile Quantum-inspired Evolutionary Algorithm (vQEA) which intends to remove elitism from the evolutionary process. With vQEA the information about the search space collected during evolution is not kept at the individual level but continuously renewed and shared among the whole population. In section IV, vQEA is tested on different benchmark problems and compared to the classical versions of EA and QEA. Finally in section V, the role of elitism is discussed in the light of Estimation of Distribution Algorithms (EDA).
II. QUANTUM-INSPIRED EVOLUTIONARY ALGORITHM
Quantum-Inspired Evolutionary Algorithms (QEA) apply Quantum Computing Principles to enhance classical Evolutionary Algorithms (EA).
A. Quantum Computing Principles
The smallest information unit in today's digital computers is one bit being either in the state "1" or "0" at any given time. The corresponding analogue on a quantum computer is represented by a quantum bit or Qbit [11] . Similar to classical bits, a Qbit may be in "1"-state or "0"-state but additionally also in any superposition of both states. A Qbit state |Ψ can be defined as
where α and β are complex numbers defining probabilities at which the corresponding state is likely to appear when a Qbit is collapsed, i.e. read or measured. In another word, the probability of a Qbit to collapse to state "0" and "1" is |α| 2 and |β| 2 respectively 1 . In a more geometrical aspect, an angle θ is defined such that cos(θ) = |α| and sin(θ) = |β|.
In order to modify the probabilities α and β, quantum gates can be applied. We note that several quantum gates have been proposed such as (controlled) NOT -gate, rotation gate and Hadamard gate, see [11] for details.
B. Description of the QEA
In this section we propose a revisited description of the QEA, originally published in [7] , see [6] for a comprehensive definition. QEA is a generational population-based search method which behavior can be decomposed in three different and interacting levels, see Figure 1 . Fig. 1 . Description of the QEA with three levels 1) Quantum individuals: The lowest level corresponds to quantum individuals. A Qindividual i at generation t is noted Q i (t) and corresponds to a string of λ concatenated Qbits:
Each Qindividual has to be viewed as a distribution of bit strings of length λ. Even if a Qindividual is unchanged, its fitness is reevaluated every generation according to a realization of the distribution. For that purpose, each Q i is first measured to form a binary individual C i in a collapsed state 2 and then the fitness evaluation takes place. In the sense of classical EA, Q i is the genotype while C i is the phenotype of a given individual.
To each individual Q i is also attached a binary string A i acting as an attractor for Q i . Indeed, every generation C i and A i are compared in terms of both fitness and bit values. If A i is better than C i and if their bit values differ, a quantum 2 The way a Q i collaspes is described in [7] gate operator is applied on the corresponding Qbits of Q i . Thus the distribution Q i is slightly moved toward a given solution A i of the search space. We note that if C i is better than A i the individual attractor is updated.
In classical EA variation operators like crossover or mutation operations are used to explore the search space. The quantum analogue for these operators is called a quantum gate. In this study, the rotation gate is used to modify the Qbits in a solution. The j th Qbit at time t of Q i is updated as follows:
where the constant Δθ is a rotation angle designed in compliance with the application problem [8] . We note that the sign of Δθ determines the sense of rotation (clockwise for negative values).
2) Quantum groups: The second level corresponds to quantum groups. The population is divided into m Qgroups each containing n Qindividuals having the ability of synchronizing their attractors. For that purpose, the best attractor (in terms of fitness) of a group, noted B group , is stored at every generation and is periodically distributed to the group attractors. This phase of local synchronization is controlled by the parameter S local .
3) Quantum population: The set of all n×m Qindividuals forms the quantum population and defines the topmost level of QEA. As for Qgroups, the individuals of a Qpopulation can synchronize their attractors. For that purpose, the best attractor (in terms of fitness) among all Qgroups, noted B global , is stored every generation and is periodically distributed to the group attractors. This phase of global synchronization is controlled by the parameter S global . We note that in the initial population all the Qbits are fixed with |α| 2 = |β| 2 = 1/2 so that the two states "0" and "1" are equiprobable in collapsed individuals.
C. QEA on the OneMax problem
The OneMax Problem consists of maximizing the number of ones of a bit string and the global optimum is noted 1 λ . In this section the behavior of QEA on the OneMax problem is studied for λ=100. For that purpose new tools for monitoring the dynamics of both Qindividuals and Qbits are used. The setting of the evolutionary parameters is similar to the settings proposed in [7] , with a population of 10 individuals, 5 groups, Δθ = ±0.01π, S local =1 and S global =100. The Figure 2 presents the typical evolution of the 100 Qbits of the Qindividual Q 6 on the OneMax problem. Each point Q j 6 (t) corresponds to a given Qbit j and a given generation t. The color (gray scale) indicates the value of the corresponding |β| 2 , from black for |β| 2 = 0 to white for |β| 2 = 1.0. Thus, a Qindividual with all Qbits such that |β| 2 1.0 is likely to collapsed into the global optimum 1 λ . We see that the evolutionary process starts by construction with initial |β| 2 values equal to 1/2. Most of the Qbits evolve toward the optimum as the color changes to white. Nevertheless we can see clearly that some Q bits are rotated toward the wrong direction as some very dark points appear. For the vast majority of them, they finally move toward the expected value with |β| 2 close to 1, but one of them Q 33 6 has converged with |β| 2 close to 0. For this run QEA was not able to find the global optimum in 500 generations. Figure 3 . We see that the |β| value is converging toward 0 as of the first generations and as a consequence the state of the collapsed bit is most of the time 0. We note also that the state of the attractor bit demonstrates few variations and is also most of the time 0, except for two very short periods before generation 100. An attractor is always chosen according to its fitness. So the attractor A 6 is always better than the collapsed individual C 6 even if the value of its 33 th Qbit is not well adapted.
D. Hitchhiking and the irreversible choice
A quantum individual Q i explores a given region of the search space. If a good solution is found in this region, this one is chosen as an attractor and the exploration will concentrate on this new area. In the general case, two ways exist for an attractor A i to be updated, either when a better collapsed individual C i is found, or when a synchronization phase occurs. At the individual level, when a new attractor A i is chosen in the search space, the corresponding Q i will be slightly moved toward this point until a better C i is found. But what if not better C i is found during this move ? Then Fig. 3 . Typical evolution of a Quantum bit, Collapsed bit and Attractor bit with QEA on the OneMax problem the algorithm is trapped and converges prematurely to this point. The only opportunity for an individual to escape from this attractor is that a synchronization phase replaces it with a better attractor produced elsewhere. Otherwise it is possible that the choice of a very good but non optimal attractor is irreversible.
We think that the weakness of QEA described here is similar to what happens in Classical Genetic Algorithms (CGA) with the so called hitchhiking phenomenon firstly described as a serious bottleneck for CGA in [4] . Hitchhiking corresponds to the increase in frequency of a "bad" allele at a given locus in the population due to the presence of nearby highly fit alleles on the same chromosomes [5] . As a consequence, the eventual better alleles at the same locus (as the hitchhiking allele) tend to disappear in the population and there is no way for the evolutionary process to retrieve them. In CGA, random mutation and uniform crossover are two known remedies against hitchhiking.
III. VERSATILE QUANTUM-INSPIRED EVOLUTIONARY ALGORITHM
In this section we present an improved version of QEA, called the Versatile Quantum-inspired Evolutionary Algorithm (vQEA) avoiding the weaknesses reported above.
A. Description of vQEA
In order to prevent both the case of irreversible choice and the hitchhiking phenomenon, the strategy for updating attractors is modified. We introduce a new parameter controlling this strategy based on elitism. In the classical QEA, the update procedure (called attractor update in Figure 1 ) applies elitism such that an attractor A i is replaced by C i only if C i is better. With vQEA this parameter is simply switched off. Therefore the attractors are replaced at every generation without considering their fitness and so they demonstrate a very high volatility. Moreover to ensure the convergence of vQEA, the global synchronization is also performed every generation in such way that all the attractors are identical and at generation t+1 corresponds to the best solution found at generation t.
We note that with such a setting, the group size n and local synchronization parameters S local do not affect the algorithm anymore. With vQEA the information about the search space collected during evolution is not kept at the individual level but continuously renewed and shared among the whole population 3 . Nevertheless we think that the concept of group, which is similar to demes in classical EA, is interesting and we do not intend to removed it definitely. In this study, we avoid the tuning of n and S local and concentrate on the effects of removing elitism from QEA. Thus the simplified sequential procedure of vQEA is detailed in Algorithm 1. The sets of all the quantum individuals, collapsed individuals and attractors at generation t are noted Q(t), C(t) and A(t) respectively.
Algorithm 1
The Versatile Quantum-inspired EA (vQEA) 1: t ⇐ 0 2: initialize Q(t) and A(t) 3: while not termination condition do make C(t) by observing the states of Q(t) evaluate C(t) 6: update Q(t) according to C(t) and A(t) using QGate
store the best of C(t) into B global (t) 8: synchronize A(t) with B global (t)
t ⇐ t + 1 10: end while
B. vQEA on the OneMax problem
The behavior of vQEA on the OneMax problem is studied for λ = 100. The setting of the evolutionary parameters is kept almost unchanged to allow fair comparison with QEA, with a population of 10 individuals, Δθ = ±0.01π, of course no elitism and global synchronization every generation (local synchronization and number of group being meaningless).
We have plotted Figure 4 the evolution of two illustrative Qbits for QEA (dashed line) and vQEA (solid line) on the OneMax problem. Actually the value of θ(t) is reported in the polar coordinates system, the radius is given by t and the angle corresponds to θ such that cos(θ) = |α| and sin(θ) = |β|. For both algorithms a successful run is presented since for both cases the angle θ finally reached an expected value close to 90 degree, i.e. β close to 1.0. Nevertheless it is clear that QEA and vQEA display a very different behavior. With QEA strong decisions are made and when a rotation sense is chosen this one is kept during several generations. In fact this constancy is related to the strategy adopted for updating the attractors that is based on elitism. Conversely for vQEA, the trajectory of θ(t) is much more unsettled and during the first 300 generations, a high number of variations is reported. 3 It is worth noticing that an extra long term memory mechanism has been added to store the best collapsed individual found ever, but this mechanism does not influence the algorithm Nevertheless, the overall evolution is much smoother than with the classical QEA. To illustrate this situation, we have also computed for both algorithms the average total number of different attractors used per individual during one run of 500 generations on the OneMax problem. We found 25.5 for QEA and more than 372 for vQEA, meaning that the "life duration" of an attractor is around 19.6 generations for QEA and only 1.34 generation for vQEA .
The Figure 5 presents the typical evolution with vQEA of the 100 Qbits of the Qindividual Q 5 on the OneMax problem. We can see a phase of more than 100 generations where the Qindividual stay undecided. Then all the Qbits evolve slowly toward the optimum as the color changes to white. We note that for this run vQEA was able to find the global optimum in 298 generations.
To understand this behavior of Qbits, we have plotted the evolution of Q Figure 6 . We see that the |β| value is slowly but continuously moving toward 1 which is expected. Meanwhile the attractor bit reports many changes of its state at the early generations then the frequency is decreasing and finally the attractor bit converges to 1.
IV. EXPERIMENTS
In this section, vQEA is tested and compared to a Classical Genetic Algorithm (CGA ) and to a QEA on two benchmark problems. For both problems the fitness of the average best solution found over 30 runs is presented. We use a statistical unpaired, two-tailed t-test with 95% confidence to determine if results are significantly different. 
A. Optimization of a 01-knapsack problem
This NP-hard problem consists in finding the most valuable subset among N items of different profits and volumes that fit in a knapsack of limited capacity. In [8] , QEA was already evaluated on a 01-knapsack problem. For both CGA and QEA, the same settings for the evolutionary parameters are used here. We note that the population size is equal to 100 for the CGA and only 10 for both QEA and vQEA . For vQEA of course the elitism was switched off and S global set to one. The results are reported in Table I for N =500 items. Our implementation of CGA and QEA found solutions comparable to [8] . QEA significantly outperforms the CGA but the best results came with vQEA. The improvement of the average profit obtained when comparing vQEA to QEA is almost equivalent to the improvement obtained when comparing QEA to CGA. In Figure 7 , the evolution of the average best profit is plotted for the three algorithms. We see that during the first 306 generations the CGA reports the best profit then, until the generation 1000, vQEA outperforms both CGA and QEA. The solutions discovered by CGA and vQEA at generation 306 correspond to an average profit of 2932. This value is reached by the QEA only at generation 454. 
B. Optimization of NK-landscapes problems
In [13] , Stuart Kauffman developed the NK-landscapes to model systems which performance depends not only on the states of their N components but also on the K interactions between them. They have been used in theoretical biology for example to study gene networks, evolution of proteins or immune systems. The NK-landscapes define also a family of combinatorial optimization problems that are now widely used as benchmarks for EA. According to Weinberger [19] , the model affords a "tunably rugged" fitness landscape. The parameter N determines the size of the search space while K controls the number of local optima, from no local optima for K = 0 to 2 N N +1 for K = N − 1. In this study, the K interactions between the N parts of the systems are chosen randomly and the corresponding problem has been proved to be NP-complete for K ≥ 1 [19] . The performances of the three algorithms are studied for problems of increasing size with N =256, 512, 1024, 2048 and 4096 and of increasing difficulty with K varying from 0 to 8. Each run corresponds to 10, 000 generations.
The average fitness of the best solutions found with K=0 and 8 are plotted in Figure 8 (error bars corresponds to three times the standard deviation). In part A, for K=0 and N =256 the problem is very simple and can be easily solved by the three algorithms. While N increases, we see that both CGA and QEA are outperformed by vQEA. Moreover the average fitness of the solutions found with vQEA is almost unaffected by N . In part B for K=8 the performances of the three algorithms are not significantly different for N =256 and 512 but for higher N the trend reported for K=0 is still present. These results demonstrate that vQEA is a highly scalable algorithm even for difficult problems. In Figure 9 we have plotted the relative fitness of the best solutions found for N =4096 and for different values of K, i.e. the results obtained by the CGA are used as a reference. It is clear that the performance of vQEA compared to CGA are almost independent of the difficulty with vQEA around 14% better than CGA. Conversely for QEA this ratio varies from less than 8% for K=0 to nearly 5% for K=8. We note also that the standard deviation reported for vQEA is the smallest, indicating that most of the 30 runs have found nearly the same good solution. For further inter-comparisons, Fig. 9 . Relative fitness of the best solution found on NK-landscapes with N =4096 the overall numerical results obtained with CGA, QEA and vQEA are reported Table II .
The Figure 10 presents two isofitness clouds. In these clouds, each point of coordinates (gen A , gen B ) corresponds to the average number of generations, i.e. gen A and gen B , needed by two different algorithms, respectively A and B, to reach the same fitness value. We introduce this kind of representation to allow practical comparisons of computational resources required by algorithms reporting different best fitness values and different convergence speeds. In our case, the isofitness clouds have been computed from all the experiments on the NK-landscapes reported above. It is worth noticing that the underlying assumption is that the resources needed for computing one generation are equivalent between all the algorithms tested, which is partly false. Indeed, when CGA and QEA (same for vQEA) are compared, the size of the populations are significantly different, respectively 100 and 10 individuals and so a generation is processed faster with QEA or vQEA than with CGA.
In part (A) CGA and QEA are compared. We see that most of the points are located under the line y = x showing that QEA was faster than CGA. The biggest difference in convergence speed is reported for points at the bottom right corner of the figure meaning that it requires 10, 000 generations to CGA to discover solutions which fitness was found by QEA around generation 1, 000. However we note that for the early generations, i.e. before 1000, some points indicate that CGA was the first to reach a given fitness level. After studying the data, we have found that those points correspond to the easiest problems with small values of N (256 and 512) and K equal to 0. The part (B) displays the isofitness cloud obtained for QEA vs vQEA. It is clear that vQEA is almost always faster than QEA whatever the size and the difficulty of the problem. We see also that, after the generation 4,000, the "slope" of the cloud is nearly equal to 0. This means that the QEA needs a very high number (asymptotically an infinite number) of generations to find solutions as good as the solutions found by vQEA in less than 2,000 generations. According to [16] , the algorithms that use a probabilistic model of promising solutions to guide further exploration of the search space are called Estimation of Distribution Algorithms (EDA). We think that in QEA the Qindividuals act as a probabilistic models and so, as it has already been claimed in [20] and [10] , QEA is a new approach belonging to EDA. In this section the role of elitism in EDA is briefly discussed.
In CGA elitism has been introduced as a protection mechanism to counteract the disruptive effects of genetic operators such as the uniform crossover. In some EDA the probabilistic models can undergo perturbations to explore the search space but these perturbations do not have dramatic consequences and elitism is not necessary. Moreover with some other EDA, the probabilistic models are completely reconstructed every generation and elitism is not used. Nevertheless we found in [1] an interesting counter example where an EDA is presented and better results are reported with elitism. But in that case a uniform crossover is also applied to bit strings. So we think that as far as no disruptive operators are employed, there is no need for an EDA and so for a quantum inspired algorithm to have recourse to elitism. This is one the reasons why vQEA performs better than QEA .
VI. CONCLUSIONS
The Quantum-Inspired Evolutionary Algorithm (QEA) introduced in [7] and studied in this paper is elitist. The exploration of the search space is driven by attractors corresponding to the best solution found so far either at the individual, local or global level. If a non-optimal solution is propagated to the global level then this solution starts to attract the entire population. In that case, to avoid being trapped, the algorithm has to discover a better solution before converging to this global attractor.
To prevent the choice of an attractor from being irreversible, the Versatile Quantum-Inspired Evolutionary Algorithm (vQEA) is proposed. With vQEA, the elitism is switched off and the search at time t + 1 is driven by the best solution found at time t. Simply removing elitism has strong consequences. With vQEA the information about the search space collected during evolution is not kept at the individual level but continuously renewed and shared among the whole population. In terms of both speed and accuracy vQEA performs better than QEA on different benchmark problems.
The dynamics of QEA and vQEA are very distinct. The short term behavior of QEA is almost always constant because preferential search directions are chosen and followed during several generations. Conversely with vQEA, the short term behavior is much more unsettled and the search directions are reevaluated every generation. Thus the eventual decision errors do not have long term consequences. vQEA is continuously adapting the search to local information while the quantum individuals act as memory buffers to keep track of the search history. This leads to a much more smooth and efficient long term exploration of the search space.
In this study, since all the attractors are synchronized at every generation, the local level with the Qgroups are meaningless. Nevertheless we think that the concept of group, which is similar to demes in classical EA, is very promising and further studies should address the setting of both local and global synchronization.
In future work the relationship between Quantum-Inspired Evolutionary Algorithms and Estimation of Distribution Algorithms should be investigated strongly, some empirical comparisons should be performed and an unified definition should be proposed.
