The linear sum assignment problem is a fundamental combinatorial optimisation problem and can be broadly defined as: given an n × m, m ≥ n benefit matrix B = (b i j ), matching each row to a different column so that the sum of entries at the row-column intersections is maximised. This paper describes the application of a new fast heuristic algorithm, Asymmetric Greedy Search, to the asymmetric version (n = m) of the linear sum assignment problem. Extensive computational experiments, using a range of model graphs demonstrate the effectiveness of the algorithm. The heuristic was also incorporated within an algorithm for the non-sequential protein structure matching problem where non-sequential alignment between two proteins, normally of different numbers of amino acids, needs to be maximised.
Introduction
Linear sum assignment problems (LSAPs) are classical combinatorial optimisation problems that occur in many applications. Basically, the maximisation variant of LSAP arises when, given a matrix of assignment benefits, the requirement is to assign the entity represented by a row of the benefit matrix to the entity represented by a column of the benefit matrix such that all rows are assigned to a single column, at most one row is assigned to a column and the sum of the assignment benefits is maximised. Note Institute for Glycomics, Griffith University, Gold Coast, QLD 4222, Australia that the maximisation variant of LSAP can easily be transformed into a minimisation variant by replacing the benefit matrix with a cost matrix C where element c i j of C is equal to A − b i j with A = max i, j (c i j ) and the goal is to minimise the total cost of the assignments. As a simple example of the LSAP, the rows of the cost matrix C could represent workers, the columns could represent tasks and each element c i j of C is the cost of assigning worker i to task j.
Formally, given a n×m benefit matrix B with elements b i j , i ∈ I = {1, . . . , n}, j ∈ J = {1, . . . , m} and m ≥ n the maximisation variant of the asymmetric LSAP can be defined per Eq. 1. 
When n = m the problem is referred to as the symmetric LSAP and all columns are assigned to a row but, when m > n, the problem is the asymmetric LSAP and there will be unassigned columns in the final solution.
LSAPs can be found in fields as varied as bioinformatics (Konovalov et al. 2005; Zaslavskiy et al. 2009; Milenković et al. 2010) , computer vision (Cheng et al. 1996 (Cheng et al. , 2001 Lowe 2004) as well as subproblems within a number of other combinatorial optimisation problems.
One of the first exact algorithms to solve the LSAP was the Hungarian Algorithm (Kuhn 1955 ) however many other exact algorithms have subsequently been developed (Burkard et al. 2012) . These include the Auction Algorithm (Bertsekas 1988) which is currently considered to be one of the fastest algorithms for finding the optimal solution to the assignment problem. However, for large-scale or complex instances of the assignment problem, exact algorithms are not viable options, particularly within time-constrained applications.
Heuristic algorithms have been applied to many different optimisation problems and most have the characteristics that, when compared to exact methods, they are fast, normally start with a viable solution and iteratively make improvements so at any point in time a viable solution is available. Thus they are suitable for time constrained LSAP applications, particularly when a solution is required that is very close to but not necessarily optimal.
A recent LSAP heuristic algorithm, Deep Greedy Switching (DGS) (Naiem and El-Beltagy 2013) was developed to solve the centralised peer to peer live streaming problem which requires solving instances of the assignment problem with greater than 10,000 persons and objects in less than one minute. The Asymmetric Greedy Search (AGS) algorithm developed in this study shares some similarities with DGS but was developed to solve the asymmetric LSAP as a component of a non-sequential protein structure alignment algorithm where, because of the number of protein pairs to be aligned, time is of the essence and very good solutions rather than an optimal solution are required.
The remainder of this paper is organised as follows: in Sect. 2, the AGS algorithm developed in this study is presented and discussed while Sect. 3 contains experimental results for this algorithm as compared to the results attained by the Hungarian and Auction algorithms on model LSAP problems in addition to an evaluation of the results of using AGS for the protein structure alignment problem. Finally, Sect. 4 contains a conclusion that summarises this paper and discusses opportunities for future research.
Algorithm
AGS is an algorithm for quickly finding solutions to the LSAP problem that are very close to optimal. The details of AGS are shown in Algorithm 1 where, after first generating an initial solution (line 1), the algorithm creates, for each row, the best row {R, R b } and column {C, C b } vectors of possible swaps (lines 2-3) and performs these in largest benefit to smallest benefit order until there are none remaining which improve the total benefit (lines 5-11) of the solution. During this improvement phase, the only updates to the best row {R, R b } and column {C, C b } benefit vectors are those for the row(s) involved in the swap. When there is no benefit improvement possible, {R, R b }, {C, C b } are regenerated (lines 12-13) and the improvement phase (lines 5-11) is repeated. The algorithm terminates when there are no improving swaps available after {R, R b }, {C, C b } have been regenerated (lines 12-13).
Algorithm 1: AGS : Addresses the maximisation LSAP problem.
Input:
The n × m benefit matrix B. Output: The n length assignment vector V . Data: R is the best row swap vector, R b is the benefit values for R, C is the best unused column swap vector and C b is the benefit values for C.
The functions used in Algorithm AGS are:
• I nitial(n, m) : Creates the initial assignment vector V by sequentially assigning each of the n rows to the unassigned column which has the maximum benefit for this row. (BestCol Swap) is O(n(m − n)) so these operations need to be minimised. However the improvement phase of AGS (lines 5-11) only performs, at each iteration, the updates for the rows actually involved in the row and column swaps so these time complexities reduce to
Computational experiments
The major objectives of these computational experiments were to evaluate the performance of AGS as compared to exact algorithms Hungarian (Kuhn 1955) and Auction (Bertsekas 1988) , and the heuristic algorithm DGS (Naiem and El-Beltagy 2013) on model LSAP problem instances. In addition, results are presented giving a comparison between a sequential protein structure alignment algorithm (incorporating dynamic programming) and a non-sequential protein structure alignment algorithm (replacing dynamic programming with AGS).
As a basic guide for future comparisons with these results, all experiments were performed on a computer that, when executing the DIMACS Machine Benchmark 1 required 0.17 CPU seconds for r300.5, 1.08 CPU seconds for r400.5 and 4.12 CPU seconds for r500.5.
LSAP model problems
Three model LSAP benchmarks were utilised: RAND and GEOM as used by (Bus and Tvrdiḱ 2009) , and a new LSAP model instance benchmark developed in this study, DMON (Deterministic MOdel BeNchmark). • RAND: The b i j values are random integer values that are uniformly distributed between 1 and C where C is a constant input value.
• GEOM: First 2n points are distributed randomly on a 2D graph square of dimen-
where C is a constant input value. Based on these geometric vertices, each b i j value is set as the Euclidean distance between point i from the first n generated points and point j from the second n generated points.
• DMON: With regards to the RAND and GEOM benchmarks, the use of randomly generated integer values makes it very difficult to guarantee exact duplication of instances across different computers and software systems. A second disadvantage is that benchmarks that require a complete benefit matrix to be initially generated and stored, such as RAND and GEOM, are not scaleable to very large LSAP problems. To overcome these issues and allow for very large LSAP model instances to be created we use Eq. 2 to calculate b i j (i ∈ I , j ∈ J ) rather than storing a copy of the DMON benefit matrix.
We observed that to formulate a non-trivial benchmark benefit matrix, the range of b i j values in each row should be small and the number of duplicates minimised. The sub-expression σ of Eq. 2 creates an offset value for each b i j and then a factor which is unique for each b i j is added. The total of these two is then converted to the range 1 . . . m + 1. A 50 × 50 benefit matrix generated using Eq. 2 is presented in Fig. 1 , where values are grey scale coded in the range 1 . . . 51 and there appears to be no discernible pattern in the b i j values.
For all experiments involving the RAND and GEOM benchmarks, 100 trials of each algorithm were performed using 100 different RAND and GEOM benefit matrices and the average of each result are presented in the tables. For all tables: presented CPU time is in seconds, the Bene f it% column is the final total benefit attained by AGS expressed as a percentage of that attained by the exact (Hungarian / Auction) algorithms, and R is the ratio of the Auction CPU time to the AGS/DGS CPU time giving a relative measure of AGS/DGS performance. In all trials, the final total benefit results obtained by Hungarian and Auction were identical (but the actual assignments could differ). Table 1 shows the performance of AGS on GEOM instances with regard to the initial starting solution (Steps is the number of iterations of the while loop at line 5 of the AGS algorithm shown in Algorithm 1). The initial assignment vector V was generated as follows for each row of the table: Greedy Min, a greedy method was used which assigned the column of minimum benefit to each row; Random, the initial assignment of rows to columns was performed uniformly randomly; Greedy Max, a greedy method was used which assigned the column of maximum benefit to each row. While the amount of computation required varied with each starting point, AGS attained almost identical final results which demonstrates the robustness of the algorithm.
Robustness of AGS

AGS, hungarian and auction for RAND and GEOM with C = 1, 000 and n varying
Tables 2 and 3 present the results attained by the Hungarian, Auction and AGS algorithms for instances of the RAND and GEOM benchmarks. As expected, AGS used less CPU time than the two exact algorithms for all instances and, for RAND, the lowest accuracy achieved by AGS was 99.74 % (average = 99.93 %) and for GEOM, 99.98 % (average = 99.99 %) of that attained by Hungarian / Auction, with an average R of 9.59 and 71.00 for RAND and GEOM respectively. Of note from these tables is that Hungarian was slower than Auction for RAND but faster than Auction for GEOM. This is consistent with previous results (Ramakrishnan et al. 1993) where the Auction algorithm performed poorly over the more complex GEOM problems. 4.3 AGS, hungarian and auction for RAND and GEOM with n = 10, 000 and C varying Tables 4, 5 and Fig. 2 show the results for Hungarian, Auction and AGS on RAND and GEOM problems with n = 10, 000 and varying C. For the AGS algorithm there is little impact on CPU time by varying C for the RAND problem and a very small linear increase in CPU time for GEOM. For the Auction algorithm, the CPU time required for the RAND problem remained relatively constant as C increased while, for the GEOM problem, the CPU time required increased linearly in proportion to C. However, for the Hungarian algorithm, the CPU time on the RAND problem initially increased as C increased but then started decreasing at C = 3000 and remained relatively constant for C ≥ 5000. From further investigation, presented in Fig. 3 showing the Hungarian algorithm CPU time expressed as a percentage of the maximum CPU time for each of the n = 2500, 5000 and 10000 RAND instances, it can be seen that maximum CPU usage occurs at C values of 600, 1200 and 2400 respectively. The ratio n/C for these three cases is constant at 4.16. As to why this transition seems to occur at n/C = 4.16 is currently unresolved and is possibly a side-effect of our implementation. For the GEOM problem, the CPU time requirements of the Hungarian algorithm tended to slowly increase with C.
AGS and DGS for RAND and GEOM instances
Tables 6 and 7 present the results attained by DGS and AGS algorithms for low-cost RAND and GEOM benchmark instances (C = 1, 000) while Tables 8 and 9 present the results attained by DGS and AGS algorithms for high-cost RAND and GEOM benchmark instances (C = 100, 000). For these tables, the benefit and R values of DGS are those detailed in (Naiem and El-Beltagy 2013) . These results show that both heuristic methods, AGS and DGS, attain comparable results in terms of accuracy on the RAND instances with a maximum overall benefit difference of 0.1 %, which could be a consequence of differences in the randomly generated benefit matrices. For GEOM instances, AGS attained increased or equivalent accuracy to DGS in all cases. On average, across both RAND and GEOM instances, AGS is significantly faster than DGS. 
AGS and auction for DMON instances
Tables 10, 11 and 12 present the results attained by Auction and AGS algorithms for instances of the DMON benchmark with low-range n (1,000-10,000), mid-range n (11,000-25,000) and high-range n (26,000-50,000) respectively. Because of excessive memory requirements regarding storage of the reduced benefit matrix, the Hungarian algorithm was applied only to low-range instances of the DMON benchmark. For the purposes of future comparison, the final benefit values achieved by both methods are also presented. These results demonstrate AGS using significantly less CPU time for all instances, with an average R of 10.19. The lowest accuracy achieved by AGS for these experiments was 99.63 % (average = 99.95 %) of that attained by Auction.
Non-sequential protein structure alignment using AGS
Proteins are large biological molecules that exist within cells and are the primary enablers for the execution of cellular functionality. Proteins consist of a sequence of amino acids and, as only 20 unique amino acids exist within proteins, there are 20 n different combinations possible for an n amino acid protein. All protein amino acids consisting of a backbone, centred on Carbon Alpha (C α ) atoms, and various side chains which make each amino acid chemically different. The assembly of amino acids comprising a protein is known as its sequence which plays a large role in determining the three-dimensional structure (or shape) of the protein and it is this structure which largely determines the proteins function. Protein structure alignment is a commonly used technique to identify commonality of function between proteins and addresses the following problem: Given two protein structures P A and P B , using some structural metric, determine the three-dimensional alignment of P A with P B that maximises that metric's score. All currently developed protein structure alignment algorithms fall into two broad categories: Sequential and Non-Sequential. Sequential structure alignments are performed with the following two constraints: E xclusivit y, where an amino acid must be aligned with at most one (Strickland et al. 2005) . However, in some cases, an alteration or rearrangement of protein topology through either evolutionary means or circular / non-cyclic permutations can create proteins that may be structurally similar but have different ordering of residue sequences. Non-Sequential structure alignments are required in this situation and, while they retain the Exclusivity constraint, they are not restricted by the Ordering constraint. The non-sequential protein structure alignment tool SPalignNS was created from the sequential protein structure alignment tool SPalign (Yang et al. 2012 ) by replacing the dynamic programming (which is restricted to sequential alignments) component with the AGS algorithm. In terms of aligning a pair of protein structures non-sequentially, we generate a benefit matrix using SP-score (Yang et al. 2012) as the objective function for each residue from P A aligned with each residue from P B . Attained assignment solutions then directly represent the set of individual protein-protein pairs of residue alignments.
The performance of SPalignNS was compared with the SPalign (sequential) results using the following metrics: the number of aligned amino acids (Nali), Root Mean Square Deviation (RMSD), and Structure Overlap (SO). RMSD is calculated using the amino acid alignment mappings, and provides an overall indication of how well the matched aligned residues contribute to the three-dimensional structure similarity. However this metric has a dependance on the alignment length (Guyon and Tuffery 2014) . SO is defined as the percentage value of all aligned residues that are within 3.5Å of each other after superimposition. The overall protein structure alignment goal is to minimise RMSD (geometric divergence) whilst maximising Nali and SO (coverage). We applied both SPalign and SPalignNS to the protein pair, 1PUGB-1PKPA2 that are related to each other structurally by multiple loop permutation (Dai and Zhou 2011) . Comparative metrics for this alignment can be found in Table 13 and it is pictorially shown in Fig. 4 for SPalign (left) and SPalignNS (right). It can be seen that the sequential alignment has only successfully aligned one of the three central β-sheets. By aligning non-sequentially with SPalignNS it can be seen from the right portion of the figure that all of the central β-sheets have been matched to a corresponding β-sheet. This yields a significant improvement of SO, increasing by over 20 % for a total of 66.22 %. Further details regarding the performance of SPalignNS are available in (Brown et al. 2015) .
Conclusion
In this paper, a new heuristic algorithm was proposed for the asymmetric LSAP. Furthermore we propose a new method for deterministically generating model benefit matrices for evaluating future LSAP algorithms. The results obtained by this algorithm was evaluated against exact solutions obtained on model benefit matrices having up to 50, 000 rows and columns.
The LSAP algorithm implemented in this paper was targeted more at efficiency while still obtaining results which are very close to the optimal result. Typically the results obtained were within 0.1 % of optimal and the speed-up generally at least a factor of 10. Future research directions include exploring other variants of LSAP and developing parallel implementations of AGS.
