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Abstract
We compute Yukawa couplings in type IIa string theory compactified on a six-torus
in the presence of intersecting D6-branes. The six-torus is generated by an SO(12) root
lattice. Yukawa couplings are expressed as sums over worldsheet instantons. Our result
extends known expressions to a non-factorisable torus. As an aside we also fill in some
details for the factorisable torus and non-coprime intersection numbers.
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1 Introduction
One of the avenues taken to find an embedding of Standard Model particle physics into
string theory consists of intersecting D6-branes in type IIA theory [1–25]. For reviews and
a book providing also more references see e.g. [26–29]. Toroidal orientifolds form a small
subclass of more general Calabi–Yau compactifications. Apart from their mathematical
simplicity the major advantage of toroidal models is that string theory can be exactly
quantised in those backgrounds. Various low energy quantities can be computed from
scratch. Effective degrees of freedom are explicitly given in terms of string vibration modes.
Coupling constants are related to correlation functions of corresponding vertex operators.
Interactions in intersecting brane models have been considered in [30–46].
In the present paper we focus on worldsheet instanton contributions to cubic Yukawa
couplings. These have been worked out for a factorisable six-torus in [31]. In our context,
a factorisable six-torus is a six dimensional torus which can be decomposed into the direct
product of three mutually orthogonal two-tori. Yukawa couplings can be written as product
of three theta functions where each function’s arguments depend on the Ka¨hler modulus of
the corresponding two-torus and open string moduli. The authors of [31] speculate that a
more general (non-factorisable) six-torus will lead to multi-theta functions. We will show
this to be indeed the case by working out details for a six-torus which is the quotient of
R6 with respect to shifts by SO(12) root vectors. Our analysis can be easily extended
to other non-factorisable six-tori. Intersecting D-branes on non-factorisable tori and their
orientifolds have been discussed in [47–51].
In section 2 we recall general statements on how to obtain Yukawa couplings for inter-
secting D6-branes. Section 3 discusses how to represent cycles wrapped by D6-branes. Here
we follow and supplement the presentation of [48,50]. A D6-brane is, as in the factorisable
case, described by three pairs of wrapping numbers. The closeness to the factorisable rep-
resentation turns out to be of great advantage in the computation of Yukawa couplings.
It is also useful for constructing orientifolds where the point group leaves also factorisable
T 6 invariant. In other cases, such as the Z12 orientifold, a different representation of D6-
branes has been employed [47, 51]. It will be interesting to find out whether our way of
characterising the wrapped three-cycle can be useful also for those constructions. Section
4 is devoted on how to label inequivalent intersection points. It turns out that now such
inequivalent labels take values on a three dimensional lattice quotiented by a sublattice.
In section 5 we derive a general expression for the Yukawa coupling. It is expressed as a
sum over a three dimensional lattice resulting in a multi-theta function. In section 6 we
illustrate our general procedure at two examples. Section 7 provides our conclusions. In
an appendix we revisit a discussion carried out in [31]. We give a more detailed derivation
of their result for the case that intersection numbers are not coprime.
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2 Intersecting D6-Branes and Worldsheet Instantons
Yukawa couplings within intersecting D6-brane models of type IIA string theory have been
discussed in general in [31]. There, for type IIA strings compactified on a factorisable
six-torus, an explicit computation is presented. The results can be easily extended to the,
phenomenologically more relevant, orientifolds of such tori by inclusion of respective image
branes. In our context, a factorisable six-torus is a torus which can be decomposed into a
product of three mutually orthogonal two-tori. We are going to extend the results of [31]
to the case of non-factorisable six-tori. Before doing so, let us recapitulate some general
considerations from [31].
After compactifing six of the ten initial spacetime dimensions on a Calabi–Yau threefold
M = CY 3, the whole non-compact Minkowski space M4 will be filled with D6-branes. In
compact space they will wrap special Lagrangian 3-cycles Πa ∈ H3(M,Z):
M4 × Πa ⊂M4 ×M. (1)
Compactification of type II theories then leads toN = 2 supersymmetry in four dimensions.
Breaking to the phenomenologically interesting amount of N = 1 supersymmetry will be
discussed shortly. Calabi–Yau threefolds are Ricci-flat Ka¨hler manifoldsM with a complex
structure J , a Riemannian metric g and additionally a nowhere vanishing holomorphic
(3,0)-form Ω called the volume form satisfying
ω3
3!
= −
(
i
2
)3
Ω ∧ Ω, (2)
where ω is the Ka¨hler 2-form of g and J . Both, the volume form Ω and the Ka¨hler 2-form
ω, are used to construct calibration forms on CY 3. For the 3-cycles Πa to become special
Lagrangian, they must be calibrated by a real closed three form with proper normalisation,
viz. cos θReΩ + sin θ ImΩ = Re
(
e−iθΩ
)
(see e.g. [52]). A calibrated submanifold is a
respresentative of a given homology class with minimal volume. For Calabi-Yau manifolds
an equivalent condition for submanifolds calibrated w.r.t. Re
(
e−iθΩ
)
is [53]
ω|Πa ≡ 0 and Im(e−iθΩ)|Πa ≡ 0. (3)
The factor of e−iθ is a phase, where θ parameterises how a U(1)R symmetry of an N = 1
supersymmetry is embedded into the SU(2)R of the, so far, unbroken N = 2 superalgebra.
Indeed, placing a D-brane on a special Lagrangain cycle breaks N = 2 to the corresponding
N = 1 supersymmetry [54].
Due to Gauss’ law the total RR charge generated by D-branes (and O-planes in ori-
entifolds) must add up to zero in compact space. This is known as tadpole cancellation
condition ∑
a
Na[Πa] = 0. (4)
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Stacking N D-branes on top of each other open strings living on the stack will form the
adjoint representation of a U(N) gauge group. Each intersection of two stacks of D-
branes with respective gauge groups U(N) and U(M) accomodates chiral fermions in a
bifundamental representation of U(N)×U(M). If the branes of both stacks Πa and Πb are
calibrated w.r.t. the same 3-form in (3) (i.e. θa = θb) one scalar particle at each intersection
point becomes massless and fills together with the fermion a chiral N = 1 multiplet.
In intersecting D-brane models one can have also topologically non-trivial solutions
to the e.o.m. of the open string, called a worldsheet instanton. Open string instantons
are Riemannian surfaces embedded into the target space by placing the boundary of the
surface on 1-cycles lying in the compact factor of D-brane worldvolumes. Yukawa couplings
in Type IIA occur from open string instantons connecting three intersection points where,
for instance, the Higgs and a left- and right handed fermion live. To fulfill the e.o.m. the
string instanton must be a holomorphic disc D calibrated w.r.t. ω. The volume of such an
instanton can be associated with the classical value of the string action and because this
is minimised, the instanton volume is also minimised. The area A of D in target space
will determine the size of the Yukawa couplings. For each triplet of intersection points
there can be infinitely many instanton solutions since the Euclidean worldsheet can wrap
two-cycles in compact space an arbitrary integer number of times. Therefore, the Yukawa
coupling, Yijk, is expressed as an infinite sum over such wrapping numbers
Yijk ∝
∑
e−
Aijk
2piα′ , (5)
where each component in (i, j, k) labels inequivalent intersections of a brane pair. So, the
triplet stands for a triplet of chiral multiplets. The individual labels differ among multiplets
in the same representation, i.e. they can be viewed as family indices. (Note, however, that
the number of families can in general depend on the representation, unlike in the Standard
Model). The area Aijk =
∫
∂D
ω is minimised, where ∂D is the the boundary’s postion of
the holomorphic disc in the target space. The area depends on (i, j, k) due to the condition
that ∂D has to pass through points which are equivalent to the ones labeled by (i, j, k).
3 Branes on Non-Factorisable Six-Tori
Explicit computations by means of comformal field theory can be performed when the
Calabi-Yau 3-fold degenerates to an orbifold (on which string theory is still well defined).
For simplicity, we will discuss the case of toroidal compactification. To obtain a compact-
ification we first decompose ten dimensional spacetime into a product of four dimensional
spacetime times R6. By identifying points related by lattice shifts R6 is replaced by a
six-torus T 6. As an example for a non-factorisable lattice we consider the SO(12) root
lattice, i.e. w.r.t. Cartesian coordinates on R6 the compactification lattice is generated by
SO(12) simple roots,
e1 = (1,−1, 0, 0, 0, 0),
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e2 = (0, 1,−1, 0, 0, 0),
e3 = (0, 0, 1,−1, 0, 0), (6)
e4 = (0, 0, 0, 1,−1, 0),
e5 = (0, 0, 0, 0, 1,−1),
e6 = (0, 0, 0, 0, 1, 1).
It is convenient to introduce three complex coordinates on R6, as
zi = x2i−1 + ix2i, i = 1, 2, 3. (7)
So, the Ka¨hler two-form is
ω =
i
2
3∑
i=1
d zi ∧ d zi. (8)
The associated (3, 0)-form satisfying (2) is
Ω = dz1 ∧ dz2 ∧ dz3. (9)
Note, that (2) fixes Ω only up to a phase. This ambiguity is already parameterised by θ in
the calibration form Re
(
e−iθΩ
)
. Another ambiguity lies in the choice of complex structure,
i.e. by picking the pairs of real coordinates which form a complex one in (7). Here, we
anticipate that finally one wants to take an orbifold of T 6 where the point group consists
of simultaneous rotations in the three complex planes such that the rotation angles add
up to zero. Our choice ensures that ω as well as Ω are invariant under the point group.
Now, we need to specify special Lagrangian submanifolds w.r.t. Re
(
e−iθΩ
)
. Viewed as
submanifolds of C3, they should have the additional property that constant shifts in the
coordinates provide again special Lagrangian submanifolds. This ensures that we can
compactify C3 to a T 6. The first condition in (3) is satisfied if the location of the D-
brane can be obtained from three equations relating zi to its complex conjugate for each
i = 1, 2, 3. In particular we take the submanifold of solutions to
x2i = (tanϕi) x2i−1, i = 1, 2, 3. (10)
Eq. (10) defines angles up to shifts by pi. However, we define the angles up to shifts by 2pi
by encoding also the orientation of a line via the sign of cosϕi and, if cosϕi = 0, via the
sign of sinϕi. The second condition in (3) leads to
sin (θ − ϕ1 − ϕ2 − ϕ3) = 0, (11)
and thus specifies the form w.r.t. which our submanifold is calibrated. Indeed the calibra-
tion form on our submanifold is
Re
(
e−iθΩ
)∣∣
Π
=
cos (θ − ϕ1 − ϕ2 − ϕ3)
cosϕ1 cosϕ2 cosϕ3
dx1 ∧ dx2 ∧ dx3. (12)
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If |ϕi| = pi/2 we replace dxi by (cotϕi) dyi. The metric induced on the submanifold is
g|Π =
3∑
i=1
(
1 + tan2 ϕi
)
dx2i (13)
leading to the volume form
vol|Π =
√
det g dx1 ∧ dx2 ∧ dx3 = 1
cosϕ1 cosϕ2 cosϕ3
dx1 ∧ dx2 ∧ dx3, (14)
where, in the second step, we have chosen the branch of the square root such that shifting
individual angles by pi reverses the orientation, i.e. changes the sign of the volume form.
Equating (14) to the expression in (12) removes one of the two solutions to (11), and yields
θ = ϕ1 + ϕ2 + ϕ3. (15)
Shifting θ by pi produces and extra sign in the calibration form which can be absorbed by
inverting the orientation on the submanifold. A D-brane on a submanifold of one orienta-
tion is equivalent to an anti D-brane on the same submanifold with inverted orientation.
In summary, we can parametrise the 3-cycle homology class as in the factorisable case
Πa =
3∏
i=1
(nia[a] +m
i
a[b]) with n
i
a,m
i
a ∈ Z (16)
where
[a] = (1, 0) , [b] = (0, 1) (17)
are one-cycles on a T 2 = R2/Λ, and Λ is a quadratic lattice of unit size. The subscript
a labels different cycles (to be wrapped by branes). The previously used angles can be
obtained from
ϕi = arctan
mi
ni
,
sign (cosϕi) = sign (n
i) if ni 6= 0,
sign (sinϕi) = sign (m
i) if ni = 0,
(18)
where we supressed the label a. Later, we will turn on geometric moduli in each plane
(such that the notion of factorisable versus non-factorisable is preserved). This is done by
modifying (17) to (i ∈ {1, 2, 3})
[a]i =
(
ai1, a
i
2
)
, [b]i =
(
bi1, b
i
2
)
. (19)
The value of the angles is now computed from
ϕi = arctan
niai2 +m
ibi2
niai1 +mb
i
1
,
sign (cosϕi) = sign (n
iai1 +m
ibi1) if n
iai1 +m
ibi1 6= 0,
sign (sinϕi) = sign (n
iai2 +m
ibi2) if n
iai1 +m
ibi1 = 0.
(20)
At first, (16) looks applicable only to factorisable six-tori. The product is to be un-
derstood as the cross product1 mapping a triplet of one-cycles in T 2 to a three-cycle in
1The crossproduct of three subsets A, B and C of a set M is a subset of the Cartesian product
M ×M ×M given by A×B × C = {(a, b, c) |a ∈ A, b ∈ B, c ∈ C }.
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T 2 × T 2 × T 2. However, with some modifications this notion can also be carried over to
the non-factorisable T 6 = R6/ΛSO(12) [48]2. Most easily this can be seen if (we drop the
brane label a in the present discussion)
mi + ni = 0 mod 2 (21)
for all i = 1, 2, 3. In this case the cross product yields trivially a closed three-cycle on
R6/ΛSO(12). Consider now the case that for one plane, say the first, the sum of the wrapping
numbers is odd, i.e.
m1 + n1 = odd. (22)
We claim that then the cross product
(2n1, 2m1)× (n2,m2)× (n3,m3) (23)
yields a closed three-cycle on R6/ΛSO(12) for any integer choice of the wrapping numbers
in the second and third plane. The cross product (23) can be viewed as a set of points
M =
{(
2n1x, 2m1x, n2y,m2y, n3z,m3z
)
, x, y, z ∈ [0, 1]} . (24)
It remains to show that this set is an invariant subset of R6/ΛSO(12) under shifting any of
the parameters x, y, z by one. For x this is trivial. If n2 +m2 is odd the statement can be
seen also for y → y + 1 after a suitable reparameterisation of our set M . To this end we
first decompose the set
M = M1 ∪M2,
M1 =
{(
n1x,m1x, n2y,m2y, n3z,m3z
)
, x, y, z ∈ [0, 1]} , (25)
M2 =
{(
n1x+ n1,m1x+m1, n2y,m2y, n3z,m3z
)
, x, y, z ∈ [0, 1]} .
Since both, n1 +m1 and n2 +m2 are odd the six dimensional vector
~V =
(−n1,−m1, n2,m2, 0, 0) (26)
is in the SO(12) lattice. Shifting the position vector in M2 by that vector and forming
the union of M1 with M2 afterwards we obtain an equivalent parameterisation of M in
R6/ΛSO(12),
M =
{(
n1x,m1x, 2n2y, 2m2y, n3z,m3z
)
, x, y, z ∈ [0, 1]} , (27)
in which closure under y → y+ 1 is obvious. If m3 +n3 is also odd an analogous argument
shows closure under z → z+1. In summary, we characterise a three-cycle on R6/ΛSO(12) by
three pairs of integer wrapping numbers (ni,mi), i = 1, 2, 3 such that one of the following
conditions hold:
2In [48] a three-cycle was associated with the antisymmetrised tensor product of SO(12) lattice vectors.
Here, we just focus on the set of points representing the cycle.
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• Condition (21) holds for i = 1, 2, 3. For at least two pairs ni and mi are coprime.
For the remaining pair they are either also coprime or can be written as ni = 2k,
mi = 2l with k + l odd and k, l coprime.
• Condition (21) does not hold for exactly one pair. The integers in that pair are
coprime. One of the pairs satisfying (21) contains coprime integers whereas the other
one consists of even numbers (2k, 2l) with coprime integers k, l and k + l is odd.
• Condition (21) does not hold for exactly two pairs. The remaining pair consists of
even numbers (2k, 2l) with coprime integers k, l and k + l is odd.
Otherwise the cycle is either multiply wrapped or not closed in R6/ΛSO(12). For instance
the cycle (2, 0) × (2, 0) × (1, 0) corresponds to a stack of two branes wrapping (2, 0) ×
(1, 0) × (1, 0), for which the last condition of our list is satisfied. On the other hand, the
cycle (1, 0)× (1, 0)× (1, 0) is not closed and has to be replaced by e.g. (2, 0)× (1, 0)× (1, 0).
4 Labelling Inequivalent Intersections
In order to write down general expressions (such as in (5)) it is useful to label different
chiral multiplets by different numbers. Since chiral multiplets are localised at intersection
points of two stacks of D-branes this amounts to labelling inequivalent intersection points.
Let us recall how this is done for a factorisable T 6. Consider two stacks of branes wrapping
three-cycles Πa and Πb, respectively. These three-cycles are specified by their wrapping
numbers as in (16), respectively an analogous expression with subscript a replaced by b.
For the factorisable T 6 the intersection number can be written as a product of three integers
(viz. the intersection numbers on the T 2 factors)
Iab =
3∏
i=1
I
(i)
ab , with I
(i)
ab = n
i
am
i
b −mianib. (28)
Therefore, it is convenient to label the intersecction point by a triplet of integers(
j(1), j(2), j(3)
)
, with j(i) ∈
{
0, 1, . . . ,
∣∣∣I(i)ab ∣∣∣− 1} . (29)
It remains to associate a particular intersection locus to a label. For the factorisable T 6
we focus on a T 2 factor which we obtain by taking the quotient of the complex plane with
respect to a square unit lattice. For the moment, we consider the case that all D-branes
pass through the origin. The equation determining the intersection points is(
na x
ma x
)
=
(
nb y
mb y
)
+
(
k
l
)
, (30)
where k and l are integers corresponding to lattice shifts. The real variables x and y pa-
rameterise the subsets at which the D-branes are located. One finds the following positions
8
of intersection points
Πa ∩ Πb|T 2 =
{(
na
kmb−lnb
Iab
ma
kmb−lnb
Iab
)∣∣∣∣∣ k, l ∈ Z
}
. (31)
If the factor kmb−lnb
Iab
is integer the corresponding intersection point is equivalent to the
origin. Since ma and na are coprime Iab cannot be a non trivial divisor of both numbers.
The integers k and l specify the position of the intersection point. The relation to its label
is given by
kmb − lnb = i mod |Iab| . (32)
Notice that since nb and mb are coprime k and l can be arranged such that the left hand
side of (32) equals any of the integers in [0, |Iab|). For each of the T 2 factors the space of
inequivalent labels is given by
Z
|Iab|Z .
Combining the three T 2 factors making up the factorisable T 6 we find that labels of inequiv-
alent intersection points are triplets taking values on the factorisable three dimensional
quotient lattice (
i(1), i(2), i(3)
) ∈ 3⊗
k=1
Z∣∣∣I(k)ab ∣∣∣Z . (33)
For the non-factorisable T 6 we will see now that inequivalent labels can take values on
a non-factorisable three dimensional quotient lattice. Instead of (30) we have to solve the
full six dimensional equation and find (up to SO(12) lattice shifts)
Πa ∩ Πb =
{(
Aab n
1
a, Aabm
1
a, Bab n
2
a, Babm
2
a, Cab n
3
a, Cabm
3
a
)T
, with
Aab =
t1m
1
b − t2n1b
I
(1)
ab
, Bab =
t3m
2
b − t4n2b
I
(2)
ab
, Cab =
t5m
3
b − t6n3b
I
(3)
ab
, (34)
I
(i)
ab =
(
niam
i
b − nibmia
)
, ~t = (t1, t2, t3, t4, t5, t6)
T ∈ ΛSO(12)
}
The actual space of inequivalent labels depends on which of the configurations listed in
section 3 is realised. We will discuss nine different examples in the following.
Case 1
Here, we consider the case that
∀i∈{1,2,3}∀x∈{a,b}
(
nix +m
i
x = 0 mod 2, g.c.d.
(
nix,m
i
x
)
= 1
)
, (35)
where g.c.d. (. . .) assigns the greatest common divisor to the list of integers in its argument.
The inequivalent labels are in a subset of{(
t1m
1
b − t2n1b , t3m2b − t4n2b , t5m3b − t6n3b
) |~t ∈ ΛSO(12)} = ΛSO(6), (36)
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where ΛSO(6) is the lattice generated by SO(6) simple roots,
α1 = (1,−1, 0) , α2 = (0, 1,−1) , α3 = (0, 1, 1) . (37)
Shifting the ith component of the three-dimensional label by an integer multiple of I
(i)
ab
leads to an equivalent label. Thus our quotient lattice of inequivalent labels is
ΛSO(6)
I
(1)
ab Z⊗ I(2)ab Z⊗ I(3)ab Z
(38)
The number of inequivalent intersection points is given by the index of the quotient lattice∣∣∣∣∣ ΛSO(6)I(1)ab Z⊗ I(2)ab Z⊗ I(3)ab Z
∣∣∣∣∣ =
∣∣∣∣∣EI(1)ab Z⊗I(2)ab Z⊗I(3)ab ZEΛSO(6)
∣∣∣∣∣ , (39)
where the E’s are the determinants of the dreibein corresponding to the lattice indicated
by the subscript. Especially
E
I
(1)
ab Z⊗I
(2)
ab Z⊗I
(3)
ab Z
= det
 I
(1)
ab 0 0
0 I
(2)
ab 0
0 0 I
(3)
ab
 = I(1)ab I(2)ab I(3)ab , (40)
EΛSO(6) = det
 1 −1 00 1 −1
0 1 1
 = 2. (41)
Hence the number of inequivalent intersection labels equals the modulus of the intersection
number Iab, where [47,48]
Iab =
1
2
3∏
i=1
I
(i)
ab . (42)
As an aside we notice that in the case considered here all the I
(i)
ab are even which can be
easily seen by rewriting
I
(i)
ab =
nia −mia
2
(
nib +m
i
b
)− nia +mia
2
(
nib −mib
)
, (43)
which is the difference between two even numbers. This confirms that we are taking the
quotient with respect to a sublattice of ΛSO(6).
Case 2
Here we consider the configuration
g.c.d.
(
n1a,m
1
a
)
= 2,
n1a +m
1
a
2
= odd,
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∀i∈{2,3}
(
nia +m
i
a = 0 mod 2, g.c.d.
(
nia,m
i
a
)
= 1
)
, (44)
∀i∈{1,2,3}
(
nib +m
i
b = 0 mod 2, g.c.d.
(
nib,m
i
b
)
= 1
)
.
Since the configuration of stack b is the same as in the previous case conclusion (36) still
holds. Now shifting i(1) by an integer multiple of I
(1)
ab /2 already leads to an equivalent point
on T 6. One can show that I
(1)
ab /2 can be written as the difference of an even and an odd
number and hence is odd. So shifting i(1) by I
(1)
ab /2 has to be accompanied by shifting any
of the other two remaining label components by an odd number. This however leads to
an inequivalent point since I
(2)
ab and I
(3)
ab are even. Therefore the sublattice with respect to
which we take the quotient is the same as in the previous example and we arrive at the
same result.
Case 3
Here, we consider the previous situation with the roles of stacks a and b swapped,
∀i∈{1,2,3}
(
nia +m
i
a = 0 mod 2, g.c.d.
(
nia,m
i
a
)
= 1
)
,
g.c.d.
(
n1b ,m
1
b
)
= 2,
n1b +m
1
b
2
= odd, (45)
∀i∈{2,3}
(
nib +m
i
b = 0 mod 2, g.c.d.
(
nib,m
i
b
)
= 1
)
.
Now, the label takes values in{(
t1m
1
b − t2n1b , t3m2b − t4n2b , t5m3b − t6n3b
) |~t ∈ ΛSO(12)} = 2Z⊗ Z⊗ Z (46)
where 2Z denotes the set of even numbers. The difference to (36) comes about as follows.
Since n1b and m
1
b are even the first component of the index is even. It is not affected by
shifts (
t1
t2
)
→
(
t1
t2
)
+
(
n1b
2
m1b
2
)
. (47)
This shift does not correspond to the first two components of a ΛSO(12) lattice vector. So, if
we shift any of the other label-components by an integer we can always associate a ΛSO(12)
lattice vector to it by leaving or adding the contribution (47). So, now we obtain for the
space of inequivalent labels the quotient lattice
2Z⊗ Z⊗ Z
I
(1)
ab Z⊗ I(2)ab Z⊗ I(3)ab Z
, (48)
whose index is again |Iab| as it should be.
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Case 4
The fourth configuration we consider is
g.c.d.
(
n1a,m
1
a
)
= 2,
n1a +m
1
a
2
= odd,
∀i∈{2,3}
(
g.c.d.
(
nia,m
i
a
)
= 1
)
, n2a +m
2
a = even, n
3
a +m
3
a = odd, (49)
∀i∈{1,2,3}
(
nib +m
i
b = 0 mod 2, g.c.d.
(
nib,m
i
b
)
= 1
)
.
Since the configuration of stack b is the same as in the first case the space of inequivalent
labels will be again some quotient of ΛSO(6). This time the sublattice of equivalence shifts
looks slightly different, it is generated by
β1 =
(
I
(1)
ab , 0, 0
)
, β2 =
(
0, I
(2)
ab , 0
)
, β3 =
(
1
2
I
(1)
ab , 0, I
(3)
ab
)
. (50)
The determinant of this dreibein is the same as in case one and hence the index of the
quotient lattice is still |Iab|.
Case 5
We consider the previous case with a and b interchanged,
∀i∈{1,2,3}
(
nia +m
i
a = 0 mod 2, g.c.d.
(
nia,m
i
a
)
= 1
)
,
g.c.d.
(
n1b ,m
1
b
)
= 2,
n1b +m
1
b
2
= odd, (51)
∀i∈{2,3}
(
g.c.d.
(
nib,m
i
b
)
= 1
)
, n2b +m
2
b = even, n
3
b +m
3
b = odd.
The quotient lattice of inequivalent intersection labels is the same as in (48).
Case 6
The set of wrapping numbers satisfies
∀x∈{a,b}
(
g.c.d.
(
n1x,m
1
x
)
= 2,
n1x +m
1
x
2
= odd
)
,
∀x∈{a,b}∀i∈{2,3}
(
nix +m
i
x = 0 mod 2, g.c.d.
(
nix,m
i
x
)
= 1
)
. (52)
Inequivalent labels are in (48). This does not change if we permute the three pairs of wrap-
ping numbers for stack a whereas such a permutation in stack b results in a corresponding
permuation of the order of the factors in the numerator in (48).
12
Case 7
We consider configurations of the form
g.c.d.
(
n1a,m
1
a
)
= 2,
n1a +m
1
a
2
= odd,
∀i∈{2,3}
(
nia +m
i
a = 0 mod 2, g.c.d.
(
nia,m
I
a
)
= 1
)
,
g.c.d.
(
n1b ,m
1
b
)
= 2,
n1b +m
1
b
2
= odd, (53)
∀i∈{2,3}
(
g.c.d.
(
nib,m
i
b
)
= 1
)
,
n2b +m
2
b = 0 mod 2, n
3
b +m
3
b = odd.
The space of inequivalent labels is again quotient lattice (48). Permuting the pairs of
wrapping number in stack a does not change this. Permuting the pairs of wrapping numbers
in stack b alters the position of 2Z in (48).
Case 8
We take the configuration of the previous case with a and b swapped,
g.c.d.
(
n1a,m
1
a
)
= 2,
n1a +m
1
a
2
= odd,
∀i∈{2,3}
(
g.c.d.
(
nia,m
i
a
)
= 1
)
,
n2a +m
2
a = 0 mod 2, n
3
a +m
3
a = odd, (54)
g.c.d.
(
n1b ,m
1
b
)
= 2,
n1b +m
1
b
2
= odd,
∀i∈{2,3}
(
nib +m
i
b = 0 mod 2, g.c.d.
(
nib,m
i
b
)
= 1
)
.
The space of inequivalent labels are equivalence classes in the set of lattice vectors
2Z⊗ Z⊗ Z, (55)
with respect to shifts generated by
β1 =
(
I
(1)
ab , 0, 0
)
, β2 =
(
I
(1)
ab
2
, I
(2)
ab , 0
)
, β3 =
(
0, 0, I
(3)
ab
)
. (56)
The index of this quotient lattice is |Iab|. Permuting pairs of wrapping numbers gives again
very similar results and will not be discussed in detail.
Case 9
Finally, we look at configurations of the form
g.c.d.
(
n1a,m
1
a
)
= 2,
n1a +m
1
a
2
= odd,
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∀i∈{2,3}
(
g.c.d.
(
nia,m
i
a
)
= 1
)
,
n2a +m
2
a = 0 mod 2, n
3
a +m
3
a = odd, (57)
g.c.d.
(
n1b ,m
1
b
)
= 2,
n1b +m
1
b
2
= odd,
∀i∈{2,3}
(
g.c.d.
(
nib,m
i
b
)
= 1
)
,
n2b +m
2
b = 0 mod 2, n
3
b +m
3
b = odd.
Here, the space of inequivalent labels is identical to the previous case 8.
5 Yukawa Couplings
In [31] Yukawa couplings have been computed as a sum over worldsheet instantons. These
instantons are Euclidean open string worldsheets. The worldsheet parameters take values
on a disc which is holomorphically or anti-holomorphically mapped to a two dimensional
surface in target space. The boundary of the disc is mapped to curves lying within the
wordlvolume of D6-branes and passing through three intersection points. The three mul-
tiplets, whose Yukawa coupling is being computed, are each localised at one of the three
intersection points. As explained in [31] (especially in their appendix A3) projections of the
worldsheet image onto each of the three complex planes (appearing in T 6 = C3/ΛSO(12))
are straight triangles (possibly points). The instanton action is the area of the worldsheet
image in units of α′. For a holomorphic or anti-holomorphic embedding this area is given
by the sum of the areas of the three projection triangles (where a point has zero area).
Here, we will also include the possibility of brane stacks not passing through the origin,
i.e. we shift the branes position by
Πx → Πx +
3∑
i=1
ix
(nix)
2 + (mix)
2
(−mixk2i−1 + nixk2i) , (58)
where the kl’s form the canonical basis of R6 (one in the lth row and zero else) and
x ∈ {a, b, c}. The positions of intersection points are shifted by the ’s. For the loci of the
triangle’s vertices in the ith plane we find4
(ab)i =
(
nib
mib
) i(i)
I
(i)
ba
+
ia
I
(i)
ab
− (m
i
bm
i
a + n
i
bn
i
a) b(
(nib)
2
+ (mib)
2
)
I
(i)
ab
+
( −mib
nib
)
ib
(nib)
2
+ (mib)
2 +
(
p2i−1
p2i
)
,
(ac)i =
(
nia
mia
)(
j(i)
I
(i)
ac
+
ic
I
(i)
ca
− (m
i
am
i
c + n
i
an
i
c) a(
(nia)
2 + (mia)
2) I(i)ca
)
+
3The arguments given there do not depend on the choice of compactification lattice.
4Although many details of the calculation do not differ from the factorisable case [31] we present it for
the sake of our presentation’s self-containedness.
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( −mia
nia
)
ia
(nia)
2 + (mia)
2 +
(
q2i−1
q2i
)
, (59)
(bc)i =
(
nic
mic
)(
k(i)
I
(i)
cb
+
ib
I
(i)
bc
− (m
i
bm
i
c + n
i
bn
i
c) c(
(nic)
2 + (mic)
2) I(i)bc
)
+( −mic
nic
)
ic
(nic)
2 + (mic)
2 +
(
t2i−1
t2i
)
,
where
(
i(1), i(2), i(3)
)
,
(
j(1), j(2), j(3)
)
,
(
k(1), k(2), k(3)
)
label inequivalent intersection points
between stacks a and b, stacks a and c, stacks b and c, respectively. The vectors (p1, . . . , p6),
(q1, . . . , q6) and (t1, . . . , t6) belong to the compactification lattice ΛSO(12). We denote by
z
(i)
a , z
(i)
b , z
(i)
c (i ∈ {1, 2, 3}) two-dimensional directional vectors connecting vertices of the
triangle, specifically
z(i)a =
−−−−−−→
(ab)i (ac)i,
z
(i)
b =
−−−−−−→
(bc)i (ab)i, (60)
z(i)c =
−−−−−−→
(ac)i (bc)i.
These vectors are parallel to the edges of the triangle and have to add up to zero if the
three points (59) are indeed vertices of a triangle,
z(i)a + z
(i)
b + z
(i)
c = 0. (61)
This condition together with the requirement that the vectors in (60) are parallel to projec-
tions of cycles wrapped by the stack of D-branes connecting the corresponding intersection
points (projection of stack a onto the ith plane for z
(i)
a and so on) reduce the number
of parameters in (59). Before imposing these conditions it proves useful to relabel the
intersection points,
i(i) → i(i)I(i)ac /d(i)a , j(i) → j(i)I(i)cb /d(i)c , k(i) → k(i)I(i)ba /d(i)b . (62)
where
d(i)a = g.c.d.
(
I
(i)
ab , I
(i)
ac
)
, d
(i)
b = g.c.d.
(
I
(i)
ba , I
(i)
bc
)
, d(i)c = g.c.d.
(
I(i)ca , I
(i)
cb
)
. (63)
Let us pause to point out a difference to the factorisable T 6 where d
(i)
a = d
(i)
b = d
(i)
c =
d(i). This follows from the identity(
nib
mib
)
I(i)ac = I
(i)
ab
(
nic
mic
)
+ I
(i)
bc
(
nia
mia
)
. (64)
For instance, nib and m
i
b are coprime on a factorisable T
6 and hence I
(i)
ac must be divisible
by g.c.d.
(
I
(i)
ab , I
(i)
bc
)
. Hence, the greatest common divisor of all three intersection numbers,
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d(i), equals the greatest common divisor of any pair. In the non-factorisable case, however,
it can happen that e.g. g.c.d. (nib,m
i
b) = 2 in which case one would conclude d
(i) = d
(i)
b /2.
Imagine for instance that g.c.d. (n1b ,m
1
b) = 2 whereas (n
1
a,m
1
a) and (n
1
c ,m
1
c) are pairs of
coprime numbers. Then I
(1)
ab and I
(1)
bc are twice the numbers belonging to the factorisable
T 6 whereas I
(1)
ac does not change. So, in that case d
(1)
b = 2d
(1).
In terms of the relabelled intersection points the directional vectors in (60) read
z(i)a = v
i
a +
(
nia
mia
)(
j(i)I
(i)
cb
d
(i)
c I
(i)
ac
+
ic
I
(i)
ca
− (m
i
am
i
c + n
i
an
i
c) 
i
a(
(nia)
2 + (mia)
2) I(i)ca
)
−
(
nib
mib
)
i(i)I
(i)
ac
d
(i)
a I
(i)
ba
+
(
q2i−1 − p2i−1
q2i − p2i
)
,
z
(i)
b = v
i
b +
(
nib
mib
) i(i)I(i)ac
d
(i)
a I
(i)
ba
+
ia
I
(i)
ab
− (m
i
bm
i
a + n
i
bn
i
a) 
i
b(
(nib)
2
+ (mib)
2
)
I
(i)
ab

−
(
nic
mic
)
k(i)I
(i)
ba
d
(i)
b I
(i)
cb
+
(
p2i−1 − t2i−1
p2i − t2i
)
, (65)
z(i)c = v
i
c +
(
nic
mic
)(
k(i)I
(i)
ba
d
(i)
b I
(i)
cb
+
ib
I
(i)
bc
− (m
i
bm
i
c + n
i
bn
i
c) 
i
c(
(nic)
2 + (mic)
2) I(i)bc
)
−
(
nia
mia
)
j(i)I
(i)
cb
d
(i)
c I
(i)
ac
+
(
t2i−1 − q2i−1
t2i − q2i
)
,
with the two dimensional vectors
via = −
(
nib
mib
) ia
I
(i)
ab
− (m
i
bm
i
a + n
i
bn
i
a) b(
(nib)
2
+ (mib)
2
)
I
(i)
ab
+ ( −mia
nia
)
ia
(nia)
2 + (mia)
2
−
( −mib
nib
)
ib
(nib)
2
+ (mib)
2 ,
vib = −
(
nic
mic
)(
ib
I
(i)
bc
− (m
i
bm
i
c + n
i
bn
i
c) c(
(nic)
2 + (mic)
2) I(i)bc
)
+
( −mib
nib
)
ib
(nib)
2
+ (mib)
2
−
( −mic
nic
)
ic
(nic)
2 + (mic)
2 , (66)
vic = −
(
nia
mia
)(
ic
I
(i)
ca
− (m
i
am
i
c + n
i
an
i
c) a(
(nia)
2 + (mia)
2) I(i)ca
)
+
( −mic
nic
)
ic
(nic)
2 + (mic)
2
−
( −mia
nia
)
ia
(nia)
2 + (mia)
2 .
Conditions on the SO(12) lattice vectors p, q and t arise upon imposing that vectors in
(65) are parallel to two dimensional projections of the cycles wrapped by the corresponding
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D-branes. For instance z
(i)
a should be parallel to (nia,m
i
a)
T
. Therefore the scalar product
of z
(i)
a with (mia,−nia)T has to vanish. This yields three (i ∈ {1, 2, 3}) linear Diophantine
equations
nia (q2i − p2i)−mia (q2i−1 − p2i−1) = −
i(i)I
(i)
ac
d
(i)
a
. (67)
Each equation is solvable only if the r.h.s. is devisable by g.c.d.
(
n
(i)
a ,m
(i)
a
)
. However, even
for g.c.d.
(
n
(i)
a ,m
(i)
a
)
= 2 this does not impose additional conditions since in that case i(i)
is even (see e.g. case 3 of previous section). There are infinitely many solutions,(
q2i−1 − p2i−1
q2i − p2i
)
= − i
(i)
d
(i)
a
(
nic
mic
)
+ q(i)a
(
nia
mia
)
, (68)
where q
(i)
a have to be chosen such that q − p on the l.h.s. is in ΛSO(12). That is, the vector
on the l.h.s. must have integer components and in addition the condition
3∑
i=1
(
−q(i)a
(
nia +m
i
a
)
+
i(i) (nic +m
i
c)
d
(i)
a
)
= 0 mod 2. (69)
is satisfied. Also notice that via drops out of the scalar product in (67) implying that it is
parallel to (nia,m
i
a)
T
and hence
via =
(
nia
mia
) 〈via,( niamia
)〉
(nia)
2 + (mia)
2 . (70)
Using this as well as the identities in (64) and
miam
i
c + n
i
an
i
c
I
(i)
ac
+
nian
i
b +m
i
am
i
b
I
(i)
ba
=
(
(nia)
2
+ (mia)
2
)
I
(i)
bc
I
(i)
ac I
(i)
ba
(71)
one finally finds
z(i)a =
(
nia
mia
)
I
(i)
bc
(
i(i)
d
(i)
a I
(i)
ab
+
j(i)
d
(i)
c I
(i)
ca
+
I
(i)
bc 
i
a + I
(i)
ca ib + I
(i)
ab 
i
c
I
(i)
ca I
(i)
ab I
(i)
bc
+
q
(i)
a
I
(i)
bc
)
. (72)
Analogously one finds
z
(i)
b =
(
nib
mib
)
I(i)ca
(
i(i)
d
(i)
a I
(i)
ab
+
k(i)
d
(i)
b I
(i)
bc
+
I
(i)
bc 
i
a + I
(i)
ca ib + I
(i)
ab 
i
c
I
(i)
ca I
(i)
ab I
(i)
bc
+
q
(i)
b
I
(i)
ca
)
, (73)
z(i)c =
(
nic
mic
)
I
(i)
ab
(
j(i)
d
(i)
c I
(i)
ca
+
k(i)
d
(i)
b I
(i)
bc
+
I
(i)
bc 
i
a + I
(i)
ca ib + I
(i)
ab 
i
c
I
(i)
ca I
(i)
ab I
(i)
bc
+
q
(i)
c
I
(i)
ab
)
, (74)
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where the qb’s and qc’s satisfy respective conditions,
−k
(i)
d
(i)
b
(
nia
mia
)
+ q
(i)
b
(
nib
mib
)
∈ Z2, (75)
3∑
i=1
(
−q(i)b
(
nib +m
i
b
)
+
k(i) (nia +m
i
a)
d
(i)
b
)
= 0 mod 2, (76)
− j
(i)
d
(i)
c
(
nib
mib
)
+ q(i)c
(
nic
mic
)
∈ Z2, (77)
3∑
i=1
(
−q(i)c
(
nic +m
i
c
)
+
j(i) (nib +m
i
b)
d
(i)
c
)
= 0 mod 2. (78)
Finally, we demand the triangles to close in each plane, i.e.
z(i)a + z
(i)
b + z
(i)
c = 0, for i ∈ {1, 2, 3} . (79)
For each plane this provides two equations for three variables q
(i)
a , q
(i)
b , q
(i)
c . Hence there
will be three free parameters `(1), `(2), `(3). The solutions are
q(i)a =
k(i)
d
(i)
b
+
I
(i)
bc `
(i)
d(i)
, (80)
q
(i)
b =
j(i)
d
(i)
c
+
I
(i)
ca `(i)
d(i)
, (81)
q(i)c =
i(i)
d
(i)
a
+
I
(i)
ab `
(i)
d(i)
, (82)
where
d(i) = g.c.d.
(
d(i)a , d
(i)
b , d
(i)
c
)
.
Selection rules resulting from (68), (69) and (75)–(78) impose further conditions on these
parameters. We call the set of solutions Λ3, i.e.(
`(1), `(2), `(3)
) ∈ Λ3, (83)
Λ3 denotes a three dimensional lattice possibly with a lable dependent off-set. The world-
sheet area of an instanton coupling strings localised at intersections i, j, k is (recall each
label consists of three components)
Ai,j,k (`) =
1
2
3∑
h=1
√∣∣∣z(h)a ∣∣∣2 ∣∣∣z(h)b ∣∣∣2 − (z(h)a T z(h)b )2
=
1
2
3∑
h=1
∣∣∣I(h)ab I(h)bc I(h)ca ∣∣∣
(
i(h)
d
(h)
a I
(h)
ab
+
j(h)
d
(h)
c I
(h)
ca
+
k(h)
d
(h)
b I
(h)
bc
+ ˜(h) +
`(h)
d(h)
)2
, (84)
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with
˜(i) =
I
(i)
bc 
i
a + I
(i)
ca ib + I
(i)
ab 
i
c
I
(i)
ca I
(i)
ab I
(i)
bc
. (85)
Deforming the metric in each of the complex planes does not affect the property of T 6 to
be non-factorisable. This can be easily included by ‘covariantising’ our expression. Two
dimensional scalar products, as they occur e.g. in (58) are modified in an obvious way. We
keep (i) with the understanding that its normalisation depends on the metric in the ith
plane. Antisymmetric combinations like I
(i)
ab transform as densities and should be multiplied
with
√
g(i), where g(i) is the metric’s determinant in the ith plane. It is typically replaced
by the Ka¨hler modulus
g(i) = (2pi)2A(i). (86)
Strictly speaking this would be only the Ka¨hler modulus if we compactified the two compo-
nents of z(i) on unit circles. Also in our case we expect a non-trivial B field with indices in
the ith plane to amount to a complexified A(i). For the deformed 2d geometries we obtain
Ai,j,k (`) =
(2pi)2
2
3∑
h=1
A(h)
∣∣∣I(h)ab I(h)bc I(h)ca ∣∣∣
(
i(h)
d
(h)
a I
(h)
ab
+
j(h)
d
(h)
c I
(h)
ca
+
k(h)
d
(h)
b I
(h)
bc
+ ˜(h) +
`(h)
d(h)
)2
.
(87)
The Yukawa coupling is obtained as a sum over worldsheet instantons
Yijk = hquσabc
∑
`∈Λ3
exp
(
−Ai,j,k (`)
2piα′
)
, (88)
where
σabc = sign (IabIbcIca) ,
and hqu is a quantum contribution in accordance with the corresponding discussion in [31].
Their discussion about Wilson lines could be carried over to the present situation as well.
By picking a basis in Λ3 and replacing the sum over lattice vectors by a sum over its
integer components our expression for the Yukawa coupling can be brought into the form
of a multi-theta function as anticipated in [31].
6 Examples
In the present section we will look at two examples. The first example is designed to focus
just on specific characteristics of branes on non-factorisable six-tori. The second example
will be slightly more complex also featuring subtleties in cases where some intersection
points lose their label in the process of relabelling.
First, we discuss a very simple setup where particularities due to the non-factorisable
compactification can be demonstrated. We choose the wrapping numbers according to
table 1.
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plane (i) 1 2 3
(nia,m
i
a) (2, 0) (1, 0) (1, 0)
(nib,m
i
b) (0, 1) (0, 2) (0, 1)
(nic,m
i
c) (3, 1) (1, 1) (1, 1)
I
(i)
ab 2 2 1
Iab 2
I
(i)
ac 2 1 1
Iac 1
I
(i)
bc −3 −2 1
Ibc 3
Table 1: Cycles and intersection numbers for first example.
Inequivalent labels i of the ab-intersection take values in
i ∈ 2Z⊗ Z⊗ Z
Γ
(89)
where Γ is a lattice generated by
(2, 1, 0) , (0, 2, 0) , (0, 1, 1) . (90)
There are two equivalence classes which we represent as
i ∈ {(0, 0, 0) , (2, 0, 0)} . (91)
For the ac-intersections there is only one inequivalent label which we choose as
j = (0, 0, 0) . (92)
Finally, the label of bc-intersections k takes values in
k ∈ Z⊗ 2Z⊗ Z
3Z⊗ 2Z⊗ Z . (93)
Again we can choose representatives of equivalence classes with vanishing second and third
components,
k ∈ {(0, 0, 0) , (1, 0, 0) , (2, 0, 0)} . (94)
Since all our labels have non-zero entries only in the first component we replace the three-
dimensional vectors by their first components in the following. Note further, that in our
particular example relabelling according to (62) maps labels to equivalent labels. The
assignment of labels to intersection points is visualised in figure 1. The largest Yukawa
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1′, 2′
2
0, 0 ,00, 0, 0 0′, 2 0′ 0, 0, 0
2′
1
0
1′
2
Figure 1: A simple example showing subtleties for non-factorisable tori. Since inequiva-
lent labels can be chosen to have only non-vanishing first components we wrote just the
first component. Labels are assigned according to our rules. (In the particular example,
relabelling does not affect them). Values for i, j, k are depicted in blue, green, red, re-
spectively. Brane stacks a, b, c are drawn in green, blue, read, respectively. Interssections
with primed labels are related to intersections with the same unprimed labels by a lattice
shift with non-vanishing components in the first and second plane.
coupling is among fields which are localised at i = 0, j = 0 and k = 0. Selection rules yield
the condition 
−6`(1)
0
−2`(2)
0
`(3)
0
 ,

0
−2`(1)
0
2`(2)
0
`(3)
 ,

6`(1)
2`(1)
2`(2)
2`(2)
`(3)
`(3)
 ∈ ΛSO(12). (95)
They are solved by
`(1) =
l(1)
2
, `(2) =
l(2)
2
, `(3) = l(3), l ≡
 l(1)l(2)
l(3)
 ∈ ΛSO(6), (96)
where ΛSO(6) consists of three dimensional vectors whose integer components sum to an
even number. For the Yukawa coupling we find
Y000 = −hqu
∑
l∈ΛSO(6)
exp
{
− pi
α′
(
3A(1)
(
l(1)
)2
+ A(2)
(
l(2)
)2
+ A(3)
(
l(3)
)2)}
. (97)
It is also illustrative to compare Y201 to Y001 which would be identical on a factorisable
T 6. In both cases the selection rules remain the same as for Y000. The couplings can be
expressed as a sum over SO(6) lattice vectors. Instead of writing down the full instanton
sum let us focus on leading contributions, i.e. smallest triangles. We start with Y201. In
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z
(1)
b
z
(1)
c
z
(1)
a
Figure 2: The triangle is the worldsheet instanton providing the leading contribution to
Y201. Shown is the projection on the first plane. The area on the other two planes is zero.
this case, the smallest triangle has zero area in the second and third plane and is depicted
in figure 2. This can be easily confirmed by an explicit computation with l = 0
z1a =
(
2
0
)
(−3)
(
1
2
− 1
3
)
=
( −1
0
)
, (98)
z1b =
(
0
1
)
(−2)
(
1
2
− 1
3
)
=
(
0
−1
3
)
, (99)
z1c =
(
3
1
)
2
(
1
2
− 1
3
)
=
(
1
1
3
)
. (100)
For Y001 we find for l = 0
z1a =
(
2
0
)
(−3)
(
−1
3
)
=
(
2
0
)
, (101)
z1b =
(
0
1
)
(−2)
(
−1
3
)
=
(
0
2
3
)
, (102)
z1c =
(
3
1
)
2
(
−1
3
)
=
( −2
−2
3
)
. (103)
The corresponding triangle is drawn in figure 3. In this case there is another competing
contribution to the coupling. It corresponds to the choice
l =
 −11
0
→ ` =
 −121
2
0
 . (104)
In the first plane this mimics replacing i = 0 by i = 2 and we obtain the same set of vectors
as in (98) – (100). For the second plane we get
z(2)a =
(
1
0
)
(−2)
(
1
2
)
=
( −1
0
)
, (105)
z
(2)
b =
(
0
2
)
(−1)
(
1
2
)
=
(
0
−1
)
, (106)
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z
(1)
a
z
(1)
b z
(1)
c
i = 0
Figure 3: The triangle is the worldsheet instanton providing one of the leading contribution
to Y001. Shown is the projection on the first plane. The area on the other two planes is
zero.
z(2)c =
(
1
1
)
2
(
1
2
)
=
(
1
1
)
. (107)
So, for ` as in (104) the worldsheet instanton action is given by the sum of triangles in
figure 4. Depending on metric moduli this area can be smaller than the ` = 0 contribution
in figure 3.
z
(1)
b
z
(1)
c
z
(1)
a z
(2)
a
z
(2)
b
z
(2)
c
Figure 4: The triangle is the worldsheet instanton providing another leading contribution
to Y001. Shown is the projection on the first and second planes. The area on the third
plane is zero. There is also a worldsheet instanton with the role of second and third plane
interchanged.
As a second example we look at a more generic setup where intersection points lose
their label by relabelling. (A simpler discussion relevant for factorisable lattices can be
found in appendix A.) Wrapping and intersection numbers are displayed in table 2.
Next, we need to label intersection points. First we will follow the prescreption (59).
Let us begin with intersections of stacks a and b. Intersection points pab are up to SO(12)
lattice shifts given by
pab =
{(−3t1 − t2
−3 , 0, 2
t3 − t4
2
, 0,
t5 − t6
3
, −2t5 − t6
3
) ∣∣∣~t ∈ ΛSO(12)} (108)
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plane (i) 1 2 3
(nia,m
i
a) (1,−3) (1, 1) (1, 1)
(nib,m
i
b) (1, 0) (2, 0) (1,−2)
(nic,m
i
c) (2, 3) (4, 6) (1,−1r)
I
(i)
ab 3 −2 −3
Iab 9
I
(i)
ac 9 2 −2
Iac −18
I
(i)
bc 3 12 1
Ibc 18
Table 2: Cycles and intersection numbers for second example.
We label those points by a triplet
i = (−3t1 − t2, t3 − t4, t5 − t6) , (109)
which is a lattice vector in ΛSO(6). Shifting labels as
i→ i+ (0, 2, 0) , i→ i+ (3, 1, 0) , i→ i+ (0, 1, 3) . (110)
leads to equivalent intersection points on T 6. Therefore, inequivalent labels belong to the
lattice quotient
i ∈ ΛSO(6)
Γab
, (111)
with
Γab =
{
3∑
i=1
ni~ei
∣∣∣∣∣ni ∈ Z, ~e1 =
02
0
 , ~e2 =
31
0
 , ~e3 =
01
3
}.
Relabelling according to (62) corresponds to
(i(1), i(2), i(3))→ (3i(1), i(2), −2i(3)) , (112)
where new labels are again defined up to shifts in Γab. If new labels obtained from inequiv-
alent labels become equivalent on the lattice quotient we do not assign a label to one of the
corresponding intersection points. For instance the label (1, 0, 1) is mapped to (3, 0,−2).
Adding the Γab lattice vector (−3, 0, 3) assigns equivalently the label (0, 0, 1) which is how-
ever already used for the non equivalent intersection point erstwhile labelled by (0, 1, 1).
Therefore points labelled originally by (1, 0, 1) lose their label. Analogously one finds the
old label (2, 1, 1) would be also relabelled to (0, 0, 1). New labels for (2, 0, 2) and (1, 1, 2)
are equivalent to label (0, 0, 2) reserved for the relabelled (0, 0, 2). Old labels (2, 0, 0) and
(1, 1, 0) are mapped to (0, 0, 0) which is already taken by the relabelled (0, 0, 0). In table 3
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old label i new label i′ coordinates
(0, 0, 0) (0, 0, 0) (0, 0, 0, 0, 0, 0)
(1, 0, 1) − (−1
3
, 0, 0, 0, 1
3
,−2
3
)
(2, 0, 0) − (−2
3
, 0, 0, 0, 0, 0
)
(0, 0, 2) (0, 0, 2)
(
0, 0, 0, 0, 2
3
,−4
3
)
(2, 0, 2) − (−2
3
, 0, 0, 0, 2
3
,−4
3
)
(1, 1, 0) − (−1
3
, 0, 1, 0, 0, 0
)
(0, 1, 1) (0, 0, 1)
(
0, 0, 1, 0, 1
3
,−2
3
)
(2, 1, 1) − (−2
3
, 0, 1, 0, 1
3
,−2
3
)
(1, 1, 2) − (−1
3
, 0, 1, 0, 1
3
,−4
3
)
Table 3: Labels and coordinates of intersection points.
the labels before and after relabelling and the corresponding coordinates on the torus are
listed, a hyphen means “label lost”.
Next, we investigate intersections of stacks a and c. Up to SO(12) lattice shifts, inter-
section points are in the set
pac=
{(
3t1 − 2t2
9
,−33t1 − 2t2
9
,
6t3 − 4t4
2
,
6t3 − 4t4
2
,
t5 + t6
2
,
t5 + t6
2
)∣∣~t ∈ ΛSO(12)}. (113)
We see that the labels j = (3t1 − 2t2, 6t3 − 4t4, −t5 − t6) are a subset of the factorised
lattice Z⊗ 2Z⊗ Z and shifting labels by
j → j + (9, 0, 0) , j → j + (0, 2, 0) , j → j + (0, 0, 2) , (114)
leaves pac invariant on the torus. The rule for relabelling components of j is given by
j(1) → −j(1) mod 9, j(2) → −6j(2) mod 2, j(3) → −j(3) mod 2. (115)
In table 4 one can find the coordinates of labels j.
Finally we need to know which labels to assign to intersections of stacks b and c. Up
to lattice shifts intersection points pbc are given by
pbc =
{(
2
t2
3
, 3
t2
3
, 4
2t4
12
, 6
2t4
12
, 2t5 + t6, −2t5 − t6
) ∣∣~t ∈ ΛSO(12)} . (116)
One can see that labels k = (t2, 2t4, 2t5 + t6) take values on the lattice Z ⊗ 2Z ⊗ Z and
intersections points are equivalent on the torus if related by the following shifts,
k → k + (0, 0, 1) , k → k + (0, 12, 0) , k → k + (3, 6, 0) . (117)
The set of inequivalent labels is represented by
k ∈ Z⊗ 2Z⊗ Z
Γbc
, (118)
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old label j new label j′ coordinates
(0, 0, 0) (0, 0, 0) (0, 0, 0, 0, 0, 0)
(1, 0, 0) (8, 0, 0)
(
1
9
,−1
3
, 0, 0, 0, 0
)
(2, 0, 0) (7, 0, 0)
(
2
9
,−2
3
, 0, 0, 0, 0
)
(3, 0, 0) (6, 0, 0)
(
1
3
,−1, 0, 0, 0, 0)
(4, 0, 0) (5, 0, 0)
(
4
9
,−4
3
, 0, 0, 0, 0
)
(5, 0, 0) (4, 0, 0)
(
5
9
,−5
3
, 0, 0, 0, 0
)
(6, 0, 0) (3, 0, 0)
(
2
3
,−2, 0, 0, 0, 0)
(7, 0, 0) (2, 0, 0)
(
7
9
,−7
3
, 0, 0, 0, 0
)
(8, 0, 0) (1, 0, 0)
(
8
9
,−8
3
, 0, 0, 0, 0
)
(0, 0, 1) (0, 0, 1)
(
0, 0, 0, 0, 1
2
, 1
2
)
(1, 0, 1) (8, 0, 1)
(
1
9
,−1
3
, 0, 0, 1
2
, 1
2
)
(2, 0, 1) (7, 0, 1)
(
2
9
,−2
3
, 0, 0, 1
2
, 1
2
)
(3, 0, 1) (6, 0, 1)
(
1
3
,−1, 0, 0, 1
2
, 1
2
)
(4, 0, 1) (5, 0, 1)
(
4
9
,−4
3
, 0, 0, 1
2
, 1
2
)
(5, 0, 1) (4, 0, 1)
(
5
9
,−5
3
, 0, 0, 1
2
, 1
2
)
(6, 0, 1) (3, 0, 1)
(
2
3
,−2, 0, 0, 1
2
, 1
2
)
(7, 0, 1) (2, 0, 1)
(
7
9
,−7
3
, 0, 0, 1
2
, 1
2
)
(8, 0, 1) (1, 0, 1)
(
8
9
,−8
3
, 0, 0, 1
2
, 1
2
)
Table 4: Labels and coordinates of intersection points.
with
Γbc =
{
3∑
i=1
ni~ei
∣∣∣∣∣ni ∈ Z, ~e1 =
00
1
 , ~e2 =
 012
0
 , ~e3 =
36
0
}.
Relabelling according to (62) amounts to redefining(
k(1), k(2), k(3)
)→ (−k(1), k(2), 3k(3)) mod shifts by Γbc lattice vectors. (119)
The situation is summarised in table 5.
The data given in the tables 3, 4 and 5 contain every information we need to compute
all trilinear couplings. Our example is designed such that not all couplings differ from zero.
To illustrate that we study selection rules for couplings to fields belonging to intersection
label i = (0, 0, 0). These were discussed in the previous section in (68), (69), (75) – (78).
For our example they take the form
q
(1)
a
−3q(1)a
q
(2)
a
q
(2)
a
q
(3)
a
q
(3)
a

,

q
(1)
b − k
(1)
3
k(1)
2q
(2)
b − k
(2)
2
−k(2)
2
q
(3)
b − k(3)
−2q(3)b − k(3)

,

2q
(1)
c − j(1)3
3q
(1)
c
4q
(2)
c − j(2)
6q
(2)
c
q
(3)
c − j(3)
−q(3)c + 2j(3)

∈ ΛSO(12). (120)
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old label k new label k′ coordinates
(0, 0, 0) (0, 0, 0) (0, 0, 0, 0, 0, 0)
(1, 0, 0) (−1, 0, 0) (−2
3
,−1, 0, 0, 0, 0)
(2, 0, 0) (−2, 0, 0) (−4
3
,−2, 0, 0, 0, 0)
(0, 2, 0) (0, 2, 0)
(
0, 0,−2
3
,−1, 0, 0)
(1, 2, 0) (−1, 2, 0) (−2
3
,−1,−2
3
,−1, 0, 0)
(2, 2, 0) (2, 2, 0)
(−4
3
,−2,−2
3
,−1, 0, 0)
(0, 4, 0) (0, 4, 0)
(
0, 0,−4
3
,−2, 0, 0)
(1, 4, 0) (−1, 4, 0) (−2
3
,−1,−4
3
,−2, 0, 0)
(2, 4, 0) (−2, 14, 0) (−4
3
,−2,−4
3
,−2, 0, 0)
(0, 6, 0) (0, 6, 0) (0, 0,−2,−3, 0, 0)
(1, 6, 0) (−1, 6, 0) (−2
3
,−1,−2,−3, 0, 0)
(2, 6, 0) (−2, 6, 0) (−4
3
,−2,−2,−3, 0, 0)
(0, 8, 0) (0, 8, 0)
(
0, 0,−8
3
,−4, 0, 0)
(1, 8, 0) (−1, 8, 0) (−2
3
,−1,−8
3
,−4, 0, 0)
(2, 8, 0) (−2, 8, 0) (−4
3
,−2,−8
3
,−4, 0, 0)
(0, 10, 0) (0, 10, 0)
(
0, 0,−10
3
,−5, 0, 0)
(1, 10, 0) (−1, 10, 0) (−2
3
,−1,−10
3
,−5, 0, 0)
(2, 10, 0) (−2, 10, 0) (−4
3
,−2,−10
3
,−5, 0, 0)
Table 5: Labels and coordinates of intersection points.
On the other hand conditions for triangles to close fix the q’s to be the form (80)–(82)
which for our example read
q(1)a =
k(1)
3
+ `(1), q
(2)
a = k
(2)
2
+ 6`(2), q(3)a = k
(3) + `(3),
q
(1)
b =
j(1)
3
− 3`(1), q(2)b = j
(2)
2
− `(2), q(3)b = j(3) + 2`(3), (121)
q(1)c = `
(1), q
(2)
c = −`(2), q(3)c = −3`(3).
Plugging that into (120) yields conditions on the other labels, k and j, as well as on the
`(i)’s. Imposing the necessary condition on vectors in (120) to have integer components
results in
`(1) = −k
(1)
3
+ l(1), with l(1) ∈ Z,
j(1)
3
= p+
k(1)
3
, with p ∈ Z,
`(2) =
l(2)
2
with l(2) ∈ Z,
`(3) = l(3) with l(3) ∈ Z.
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Note that the second of the above conditions contains a restriction on possible values for
labels j and k. Hence, it is really a selection rule for non vanishing couplings. Imposing
now the full condition (120) yields in addition
l(1) + l(2) + p+ j(3) = 0 mod 2.
So, up to some offset depending on j(3) +p, the instanton sum will be a sum over the three
dimensional lattice ΛSO(4) ⊗ Z, where the ΛSO(4) consists of four dimensional vectors with
integer components whose sum is even.
As an example we present the coupling between fields lokcalised at points corresponding
to “new” labels i = (0, 0, 0), j = (8, 0, 0) and k = (−1, 0, 0),
−hqu
∑
l∈(1, 0, 0)+ΛS0(4)⊗Z
exp
(
− pi
α′
[
9A(1)
(
8 + 3l(1)
)2
+ 12A(2)l(2)
2
+ 6A(3)l(3)
2
])
,
where l =
(
l(1), l(2), l(3)
)
is the worldsheet instanton winding number. The edges of the
area, spread by the instanton, are given by the vectors
z
(1)
a
z
(2)
a
z
(3)
a
 =

−8
9
+ l(1)
8
3
− 3l(1)
3l(2)
3l(2)
l(3)
l(3)
 ,
z
(1)
b
z
(2)
b
z
(3)
b
 =

22
3
− 3l(1)
0
−l(2)
0
2l(3)
−4l(3)
 ,
z
(1)
c
z
(2)
c
z
(3)
c
 =

−17
9
+ 2l(1)
−8
3
+ 3l(1)
−2l(2)
−3l(2)
−3`(3)
3l(3)
 . (122)
The leading contribution to the Yukawa coupling comes either from the instanton with the
winding numbers l = (1, 0, 0) or l = (0, 1, 0) depending on the values for A(1) and A(2). In
figure 5 the worldsheet instanton with the winding number l = (1, 0, 0) is depicted.
As we have seen, intersections sometimes lose their label in the process of relabelling.
Still, we can compute Yukawa couplings involving fields localised at such intersection. The
general strategy is as follows. First, consider the intersection which loses its label in the
process of relabelling. We shift the old label by a fraction of an equivalence shift. The
fraction is determined by the greatest common divisor of the three intersection numbers.
The shifted label should be mapped to an existing new label by relabelling. The other labels
need in general also to be shifted by the same fraction of corresponding equivalence shifts.
Which particular equivalence shift should be taken is determined by the requirements that
the shifted label exists, and its relabelled version exists. Further, associated coordinate
shifts should coincide on R6/ΛSO(12) for all three intersections. If this way selection rules
cannot be satisfied the corresponding Yukawa coupling is zero. We illustrate the general
prescription at an example.
Consider three intersections with original labels i = (2, 0, 0), j = (4, 0, 0) and k =
(2, 6, 0). We indicate the positions of the corresponding intersections in figure 6. The
intersection point of stacks a and b loses its label in the process of relabelling. Using our
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0, 8, −1
0 −1
8
0, 8, −1
Figure 5: The values in red, blue and green are first components of labels i, j and k.
The red, green and blue coloured lines correspond to the cycles of the branes a, b and c.
The yellow area highlighted shows the volume of the instanton with the winding number
l = (1, 0, 0) connecting intersections with labels i = (0, 0, 0), j = (8, 0, 0) and k = (−1, 0, 0)
(after relabelling).
Figure 6: The intersection marked by the red disc loses its label in the process of relabelling.
The Yukawa coupling to fields localised at intersections marked by blue and green discs
can still be computed and is identical to the previously considered coupling.
general prescription we change labels by third fractions of equivalence shifts, explicitly
given by
i→ i− 1
3
(6, 0, 0) , j → j − 1
3
(9, 0, 0) , k → k − 1
3
(3, 18, 0) . (123)
The shifted labels are identical to the original labels of our previously computed coupling.
As expected, we obtain the same coupling, now.
29
7 Conclusions
The major subject of the current paper is the computation of Yukawa couplings in inter-
secting brane models on non-factorisable tori. The result can be found in Eq. (88). For the
factorisable torus a similar expression is given in [31]. The most significant difference is
that the latter can be written as a product of three theta functions whereas (88) contains
a multi-theta function. For our calculation we represent D-branes in a way closely related
to branes on factorisable T 6. We carefully address the question of how to label intersection
points. It turns out that a label in general takes values on a three dimensional quotient
lattice. Our original prescription of assigning labels to intersections depends only on the
two branes involved but is asymmetric under permuting them. For the computation of
Yukawa couplings it is convenient to re-assign new labels depending now even on the third
brane. After such relabelling the computation of Yukawa couplings leads to Diophantine
equations of a particular form. They are equivalent to equations arrising in the problem
of finding for a given brane a partner brane such that their intersection number takes a
given value. Moreover, branes and intersection numbers correspond to ones already given
by the setup. Therefore the general solution can be given in terms of wrapping numbers
of the model and quantities reflecting the fact that parallel branes have zero intersection
number. The number of these additional quantities is further reduced by more concistency
conditions and one is left with three dimensional lattice vectors. These can be viewed
as labelling worldsheet instantons, i.e. they can be understood as generalised wrapping
numbers for open string worldsheet instantons. If these wrapping numbers take values on
a factorisable lattice the Yukawa coupling will be expressed in terms of a product of three
theta functions. Generically this is not possible.
We discuss subtleties for intersection numbers having non-trivial common divisors. We
find that our way of relabelling intersections is not always bijective in such cases, i.e. some
intersections lose their label. On the other hand there is a degeneracy in Yukawa couplings,
i.e. different cubic interactions have identical coupling constants. This fact allows to relate
couplings for fields with no label to others which can be computed.
We hope our work will contribute to efforts in intersecting brane model building. It
should help to extend existing strategies to the study of non-factorisable tori. Recent
attempts in that direction have been reported in [51]. There, Z12 orientifolds with chiral
spectra are investigated. It will be interesting to find out whether techniques developed in
our paper can also be used in that context. Certainly, our methods are easily adopted to
all orientifolds whose point group can be also realised as an automorphism of a factorisable
six-torus.
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A T2 with Non-Coprime Intersection Numbers
To deal with the case of non-coprime intersection numbers the authors of [31] used a
well motivated general ansatz together with a case by case study to compute Yukawa
couplings. The second step is best performed by drawing a picture and fitting it with the
general ansatz. Here, we propose an alternative treatment allowing for a more formalised
deduction of the same results. That will involve relabelling intersection points in such a
way that some inequivalent labels are lost. Yukawa couplings containing corresponding
fields are equal to other Yukawa couplings. These contain fields belonging to intersection
points retained after relabelling. Since we are considering just one T 2 factor we drop the
index labelling the three complex planes. Further we consider the unit square lattice and
the case that all branes pass through the origin. The analog of equations (59) reads
(ab) =
(
nb
mb
)
i
Iba
+
(
p1
p2
)
,
(ac) =
(
na
ma
)
j
Iac
+
(
q1
q2
)
, (124)
(bc) =
(
nc
mc
)
k
Icb
+
(
t1
t2
)
,
where now the pα, qα, tα are just integers with no further constraints. The labels i, j, k are
defined up to shifts by integer multiples of Iba, Iac and Ibc, respectively. Then, as explained
in section 5 the greatest common divisor for any pair of intersection numbers is equal to
d = g.c.d. (Iab, Iac, Ibc) . (125)
The relabelling in (62) simplifies to
i→ iIac/d, j → jIcb/d, k → kIba/d (126)
yielding
(ab) =
(
nb
mb
)
iIac
dIba
+
(
p1
p2
)
,
(ac) =
(
na
ma
)
jIcb
dIac
+
(
q1
q2
)
, (127)
(bc) =
(
nc
mc
)
kIba
dIcb
+
(
t1
t2
)
.
In general it will happen that this expression misses some intersection points if e.g. Iac/d
is devisable by Iab. We proceed by computing directional vectors connecting intersection
points
za =
−−−−−→
(ab) (ac) =
(
na
ma
)
jIcb
dIac
−
(
nb
mb
)
iIac
dIba
+
(
q1 − p1
q2 − p2
)
,
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zb =
−−−−−→
(bc) (ab) =
(
nb
mb
)
iIac
dIba
−
(
nc
mc
)
kIba
dIcb
+
(
p1 − t1
p2 − t2
)
, (128)
zc =
−−−−−→
(ac) (bc) =
(
nc
mc
)
kIba
dIcb
−
(
na
ma
)
jIcb
dIac
+
(
t1 − q1
t2 − q2
)
.
Imposing zx to be parallel to (nx,mx)
T for x ∈ {a, b, c} gives linear Diophantine equations
with solutions (
q1 − p1
q2 − p2
)
=
(
na
ma
)
qa −
(
nc
mc
)
i
d
,(
p1 − t1
p2 − t2
)
=
(
nb
mb
)
qb −
(
na
ma
)
k
d
, (129)(
t1 − q1
t2 − q2
)
=
(
nc
mc
)
qc −
(
nb
mb
)
j
d
,
where qa, qb and qc are parameters which are related via the condition for the triangle to
close
za + zb + zc = 0. (130)
These provide two equations for the three parameters qx. We parameterise the solution by
l0 + l where l0 denotes a fractional part and l an integer. For the qx one finds
qa =
k
d
+
(l0 + l) Ibc
d
, qb =
j
d
+
(l0 + l) Ica
d
, qc =
i
d
+
(l0 + l) Iab
d
(131)
Then the zx can be written as
za =
(
na
ma
)
Ibc
d
(x0 + l) , zb =
(
nb
mb
)
Ica
d
(x0 + l) , zc =
(
nc
mc
)
Iab
d
(x0 + l) , (132)
with
x0 =
i
Iab
+
j
Ica
+
k
Ibc
+ l0, (133)
which is defined up to integer shifts. One still has to take into account that the vectors on
the left hand sides of (129) have integer entries. This provides selection rules on possible
Yukawa couplings. The integer parameter l contributes only integer numbers to the right
hand sides and just drops off the selection rules. For l0 running through
1
d
, 2
d
, . . ., d−1
d
one
will get different selection rules on the intersection labels. Thus l0, indeed, represents a
contribution to x0 of the form s (i, j, k) /d as postulated in [31].
To illustrate our general discussion we revisit an example discussed in [31]. The wrap-
ping numbers are
(na,ma) = (1, 0) , (nb,mb) = (1, 2) , (nc,mc) = (1,−4) . (134)
The setup is depicted in figure 7. Here labels are allocated to intersection points according
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Figure 7: Setup from [31]. Labels are assigned according to our rules before relabelling.
Values for i, j, k are depicted in blue, green, red, respectively. Brane stacks a, b, c are
drawn in green, blue, read, respectively.
to (124). Relabelling as in (126) amounts to the replacements
i : (0, 1)→ (0, no label), j : (0, 1, 2, 3)→ (0, 3, 2, 1) , k : (0, 1, 2, 3, 4, 5)→ (0, 5, 4, 3, 2, 1) ,
where we notice that the intersection point previously labelled by i = 1 does not have a
label any more. However, for any triangle containing a vertex labelled by i = 1 one can
find a congruent triangle with vertex labelled by i = 0. The selection rules (taken from
(129)) imply that k + j has to be even, always. For l0 = 0, k and j must be even whereas
for l0 =
1
2
they must be odd. The situation can be summarised in the selection rule
k + j = 0 mod 2, (135)
together with (recall x0 is defined modulo one)
x0 =
j
4
− k
6
+
j
2
=
3j
4
− k
6
. (136)
This agrees with the result reported in [31] as long as i = 0. Now suppose, we want
to obtain the Yukawa coupling for the triplet (i, j, k) = (1, 1, 4) in figure 7. Since the
intersection point labelled by i = 1 loses its label in the process of relabelling we first
perform a shift
(i, j, k)→ (i, j, k)− 1
d
(Iba, Iac, Icb) , (137)
i.e. by (1, 2,−3). This tells us that the Yukawa coupling of fields localised at (0, 3, 1) is the
same. Relabelling maps this finally to (i, j, k) = (0, 1, 5). With (136) and (132) we obtain
for l = 0
x0 = − 1
12
, za =
(
1
4
0
)
, zb =
( −1
6−1
3
)
, zc =
( − 1
12
1
3
)
,
in accordance with figure 7.
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