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Abstract
An important idea in neural information processing is the communication-through-coherence hypothesis, according to which com-
munication between two brain regions is effective only if they are phase-locked. Also of importance is neuronal variability, a
phenomenon in which a single neuron’s inter-firing times may be highly variable. In this work, we aim to connect these two ideas
by studying the effects of that variability on the capability of neurons to reach phase synchronization. We simulate a network of
modified-Hodgkin-Huxley-bursting neurons possessing a small-world topology. First, variability is shown to be correlated with
the average degree of phase synchronization of the network. Next, restricting to spatial variability - which measures the deviation
of firing times between all neurons in the network - we show that it is positively correlated to a behavior we call promiscuity,
which is the tendency of neurons to to have their relative phases change with time. This relation is observed in all cases we tested,
regardless of the degree of synchronization or the strength of the inter-neuronal coupling: high variability implies high promiscuity
(low duration of phase-locking), even if the network as a whole is synchronized and the coupling is strong. We argue that spatial
variability actually generates promiscuity. Therefore, we conclude that variability has a strong influence on both the degree and the
manner in which neurons phase synchronize, which is another reason for its relevance in neural communication.
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1. Introduction
The brain manages to robustly and efficiently process huge
amounts of information [1, 2, 3]. Of the various different ways
in which this information can be encoded, one then expects that
they exhibit at least some degree of robustness. Two possible
coding strategies are the rate and temporal codes, in which in-
formation is encoded in the rate and in the timing of spikes,
respectively [4]. Considering that neurons can have variations
in their inter-firing intervals [5, 6, 7, 8, 9, 10, 11], it is impor-
tant to consider the interactions between this variability and the
supposed robustness of the two codes. The neuronal variability
may represent unwanted noise insofar as it causes fluctuations
in the firing rate [12]. In this case, for a constant input, one
would expect a constant firing rate coding it, which may in re-
ality not happen because of the variability. On the other hand,
variability may represent extra information since it affects the
timing of spikes [12], in which case the differences in the tim-
ings, generated by the variability, can carry information.
Besides these effects on the codes, variability may also have
an indirect effect on information processing because it can influ-
ence the phase synchronization of networks. This phenomenon
of phase synchronization happens when neurons start their fir-
ing at or sufficiently close to the same time. It is related to var-
ious memory and conscious processes [13, 14, 15] and is also
important in information processing, where it serves to increase
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the saliency of neural responses, thus facilitating their linking
(binding) [13, 16, 17].
Another important example relating oscillatory behavior to
information coding is given by Fries [17]. It relies on the ob-
servation that neuronal groups have a tendency to oscillate and
that these oscillations affect the likelihood of spike output and
sensitivity to synaptic input. The author proposes, that these
oscillations create windows of effective communication, when
regions have their output and input sensitivity coinciding [17].
Further, a phase can be defined for an oscillating time series
to represent where in the oscillation cycle the series is. In this
way, coherently oscillating regions can be viewed as a phase-
locked (their relative phase is kept constant). With this termi-
nology, we can rephrase the communication-through-coherence
hypothesis stated above to say that communication is effective
only between phase-locked regions.
The effect that neural variability has on phase synchroniza-
tion and phase-locking is still unclear. In this work, we in-
vestigate this relation by simulating a network of temperature-
dependent Hodgkin-Huxley-type neurons, proposed by Braun
et al. [18], and henceforth called HB neurons, coupled in a
small-world and random topologies with excitatory chemical
synapses.
A network topology, also sometimes called connection scheme,
refers to the structure in which neurons are connected. A small-
world topology is characterized by having a short average path
length (distance) between neurons, yet with high local cluster-
ing [19]. From a neuronal information processing point of view,
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this is very appealing since it supports both segregated (local)
and distributed (global) behaviors [20]. Small-world networks
also have been shown to have high efficienciy, due to having a
high complexity even with only few nonlocal connections [21],
and to optimize wiring and energy costs [20, 22]. Supporting
this theoretical attractiveness, these topologies have been ob-
served in a wide range of cases, such as in the nervous system
of C. elegans [19], the macaque monkey, the cat [23], and in the
vertebrate brainstem reticular formation [24].
Neurons in the HB model present bursts, which are rapid
sequences of spikes followed by a long quiescent period. Burst-
ing neurons are thought to be important in information process-
ing [25]: compared to single spikes, bursts are more reliably
transmitted to postsynaptic neurons [26] and appear to trans-
mit at least the same amount of information [27]. Bursts also
have a greater ability to elicit responses on postsynaptic neu-
rons [25, 28].
Networks with the HB model have already had their syn-
chronization characteristics studied in detail for different cou-
pling strengths or temperatures in a small-world and scale-free
topologies [29, 30, 31, 32, 33, 34, 35, 36]. A transition from
desynchronization, for very low coupling, to chaotic burst syn-
chronization, for sufficiently strong coupling, was generally ob-
served. The specific behavior between these two cases, how-
ever, was seen to differ strongly for different temperatures [31,
36].
For some values of temperature, in the coupling region be-
fore the transition to chaotic burst synchronization, the network
was observed to be always desynchronized [31, 36]. Increas-
ing the temperature, this always desynchronized region changes
to one with a local maximum in the synchronization quanti-
fier, meaning that with the increase in coupling the network
changes from desynchronized to burst synchronized and then to
desynchronized again before the chaotic burst synchronization
[29, 33]. Further increase of the temperature makes the network
start to synchronize even for very low coupling strengths. For
some values of coupling, the synchronization is so strong that
even the spikes within bursts are synchronized [31]. That is,
three temperature intervals were observed for which networks
have distinct synchronization behavior before an eventual tran-
sition to chaotic burst synchronization.
Studying the uncoupled neurons, it was observed [31] that
there were also three different behaviors: for lower tempera-
tures, neurons have various Inter-Burst Interval (IBI) values,
indicative of chaotic behavior. With an increase of temperature,
neurons then have two IBI values. A further increase leads to
only one IBI value. The three synchronization behaviors for
weakly coupled networks are related to the three IBI behaviors
for uncoupled neurons: for weak coupling, networks with tem-
perature values corresponding to chaotic behavior in uncoupled
neurons did not synchronize. In this same regime, for tempera-
tures in which uncoupled neurons had two IBIs the coupled net-
work had the local maximum in synchronization, as described
previously. Still for the same coupling strengths, for temper-
atures in which uncoupled neurons had one IBI the network
synchronized strongly.
Therefore, it was concluded that, for these coupling strengths,
the synchronization behavior of the coupled networks were linked
to the local dynamics of the uncoupled neurons [31].
In the strong coupling regime, where networks achieved
chaotic phase synchronization in a very similar way for all tem-
peratures investigated, it was concluded that the forcing be-
tween neurons is strong enough to synchronize the network re-
gardless of what the uncoupled dynamics is. This also leads
to the remark that the individual dynamics only plays an im-
portant role for weak coupling. Applying a pulsed current in
the network, the burst synchronization for weak coupling in the
second temperature interval was successfully suppressed, while
still maintaing the asymptotic synchronization [33].
In this work, we extend some of these results and show
that the variability, measured by the standard deviation of the
Inter-Burst Intervals (IBI) divided by their mean value, cor-
relates with the degree of synchronization, measured by the
Kuramoto Order Parameter [37], for all the temperature values
corresponding to the different behaviors mentioned previously.
We also show that there is a phenomenon we call promiscuity,
which is the tendency of the relative phases between different
neurons to change in time. The phases are calculated from the
start of each neuron’s firing (in the HB case, their bursts) and
the relative phase is just the difference between the phases of
different neurons. In this case, if promiscuity is zero, neurons
are phase-locked and the higher the promiscuity the less neu-
rons stay in phase with each other.
Promiscuity is shown to be different for network states with
similar degrees of synchronization, but different coupling strengths
- therefore allowing one to distinguish between them. We mea-
sure promiscuity in two different ways. The first is by counting
how many neurons leave and enter the network cluster - defined
here as all neurons within one standard deviation of the mean
value of each bursting event.
The second way calculates how much, on average, the burst
start times of different neurons drift in relation to each other.
The higher this value, the higher the probability that the dif-
ference between neurons’ bursts times changes over time. This
average drift method has the advantage of being parameter-free,
corroborates the results obtained by the clustering analysis and
can be easily applied to any time series of inter-burst or inter-
spike intervals.
The results obtained were for both small-world and random
networks and are very similar.
We finally argue that variability generates promiscuity, due
to a simple statistical process, described in the conclusions.
The paper is organized as follows: in section 2 we introduce
the methods we use - including the neuronal model and the syn-
chronization quantifiers -, we also define the two types of vari-
ability, the clustering algorithm and the average drift measure.
In section 3 we show the results and analysis, presenting, fi-
nally, the conclusions in section 4.
2. Methods
2.1. Neuronal Model
To simulate the neurons, we used an adapted Hodgkin-Huxley
model, proposed by Braun et al [18]. It consists of six differen-
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tial equations and introduces the influence of temperature. The
membrane potencial for the ith neuron at time t, Vi(t), is given
by the master equation
CM
dVi(t)
dt
= −Ji,Na − Ji,K − Ji,sd − Ji,sr − Ji,L − Ji,coup, (1)
in which CM is the specific membrane capacitance; Ji,Na, Ji,K,
and Ji,L are the Sodium, Potassium, and Leakage current den-
sities, respectively; Ji,sd, Ji,sr are current densities related to the
subthreshold depolarization (sd) and repolarization (sr); Ji,coup
is the current density due to the interneuronal coupling.
The specific current densities Jα, for α = {Na,K, sd, sr,L},
are described by the Nernst potential Eα of the respective ion or
leak channels:
Ji,Na = ρg¯Naai,Na(Vi − ENa), (2)
Ji,K = ρg¯Kai,K(Vi − EK), (3)
Ji,sd = ρg¯sdai,sd(Vi − Esd), (4)
Ji,sa = ρg¯saai,sa(Vi − Esa), (5)
Ji,L = g¯L(Vi − EL). (6)
The gα are maximum specific conductances, ρ is the first scale
factor, which serves to introduce the temperature dependence,
and is given by
ρ = ρ(T−T0)/T 00 . (7)
The aα are variables responsible for the channel activations,
whose temporal evolutions are
dai,Na
dt
=
φ
τNa
(ai,Na,∞ − ai,Na), (8)
dai,K
dt
=
φ
τK
(ai,K,∞ − ai,K), (9)
dai,sd
dt
=
φ
τsd
(ai,sd,∞ − ai,sd), (10)
dai,sa
dt
=
φ
τsa
(−ηJi,sd − γai,sa) (11)
where the parameters η and γ describe the increase and de-
crease, respectively, of the concentration of Ca2+ ions. The
second scale factor φ is
φ = φ(T−T0)/T 00 . (12)
The ai,α,∞ (α = {Na,K, sd}) are activation functions which de-
pend on the membrane potential through the equations
aNa,∞ =
1
1 + exp[−sNa(Vi − V0Na)] , (13)
aK,∞ =
1
1 + exp[−sK(Vi − V0K)] , (14)
asd,∞ =
1
1 + exp[−ssd(Vi − V0sd)] . (15)
All previously unmentioned terms are constants, given in
table 1. Finally, the coupling current Ji,coup is
Ji,coup = gc
ε
ν
(Vi − Esyn)
∑
j∈Γi
r j(t), (16)
where ε is the coupling parameter, which controls the strength
of the coupling; ν is the normalization factor, defined as the
maximum degree of connectivity of the network; gc is a unitary
parameter with conductance units; Esyn is the synaptic reversal
potential, whose value is taken to ensure that the synapse is
always excitatory; Γi is the set of neurons connected to the i-th
neuron; r j is the coupling variable and has a temporal evolution
given by [38]
dr j
dt
=
(
1
τr
− 1
τd
)
1 − r j
1 + exp[−s0(V j − V0)] −
r j
τd
. (17)
We note that the coupling current can be written as Jcoup =
g¯P(V − Esyn) [4], so that we can identify g¯ = gcε/ν as the
maximum conductivity of the postsynaptic membrane and the
summation as the fraction of bound postsynaptic receptors P.
Thus, r j can be seen as the fraction of bound receptors of the
i-th neuron that can be activated by the j-th neuron.
The integration is done using the CVODE solver [39], with
a 12th order Adams-Moulton predictor-corrector method, ab-
solute and relative tolerances of 10−6, and maximum time step
h = 0.01 ms. The initial conditions are given randomly in the
interval [−65, 0] for V and [0, 1] for the other variables. Sim-
ulations are run for 25 s, 15 s of which are considered to be
transient dynamics and disregarded.
The parameter values were obtained from [18], with two al-
terations done for convenience, which do not alter the dynam-
ical behavior: (i) temperatures were rescaled, by changing T0,
so that the relevant behavior lies in a range plausible for mam-
mals (around 37 ◦C); (ii) characteristic times were rescaled so
that the frequency of bursts was around 10 Hz. Since the system
is invariant under time translations, this change only affects the
values of the burst times: except for these values, the dynamic
behavior is exactly the same.
In Fig. 1 we show a typical membrane potential (blue line)
for an uncoupled neuron and the corresponding burst start times
(orange circles).
4000 5000 6000 7000 8000
t(ms)
−60
−40
−20
0
V
(m
V
)
Figure 1: Membrane potential V of an uncoupled neuron, represented as the
blue line, for T = 38 ◦C and the burst start times, represented as the orange
circles.
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Table 1: Parameter values of the constants for the Huber-Braun neuron model [18].
Membrane capacitance Cm = 1.0 µF/cm2
Maximum conductances (mS/cm2) gNa = 1.5 gK = 2.0 gsd = 0.25 gsa = 0.4
gl = 0.1 gc ≡ 1.0
Characteristic times (ms): τNa = 0.05 τK = 2.0 τsd = 10 τsa = 20
τr = 0.5 τd = 8.0
Reversal potentials (mV): ENa = 50 EK = −90 Esd = 50 Esa = −90
El = −60 V0Na = −25 V0K = −25 V0sd = −40
Esyn = 20
Other parameters: ρ0 = 1.3 φ0 = 3.0
T0 = 50 ◦C T 0 = 10 ◦C sNa = 0.25 mV−1 η = 0.012 cm2/µA
ssd = 0.09 mV−1 γ = 0.17 sK = 0.25 mV−1 s0 = 1.0 mV−1
Network parameters: N = 1024 N = 7328 ν = 15
2.2. Topologies
We used the small-world topology proposed by Newman
and Watts [40], in which a regular network of size N and k = 4
neighbors is generated and then a number N − 2kN of con-
nections is added, thus totalling N connections. This number
of added connections is chosen in such a way that the aver-
age path length of the network is low (comparable to a random
topology) and the clustering coefficient is high (much higher
than random), so that this network is locally clusterized, but
still neurons are not so far away (in a number of connections
sense) from each other [19].
The network generated with this algorithm is directed, mean-
ing that if neuron i is connected j, then j is not necessarily
connected to i. This is chosen to be so because the synapses
are chemical and therefore not symmetrical. The network also
has no self-loops, since we consider that neurons don’t connect
back to themselves.
Another algorithm, proposed by Watts and Strogatz [19]
also has been used to generate the small-world networks, with
similar results being obtained.
2.3. Synchronization Quantifiers
Phase synchronization is a state in which the oscillators of
the system have similar phases, but may have different ampli-
tudes [41]. To quantify the degree of synchronization of a neu-
ral network, we first introduce the phase θi(t) for each neuron.
We define it as starting in 0, increasing by 2pi every time a burst
starts and being a linear interpolation in between [42]
θi(t) = 2piki + 2pi
t − tk,i
tk+1,i − tk,i , (tk < t < tk+1) (18)
where tk,i is the time at which the k-th burst of the i-th neuron
ocurred, called the burst start time.
We remark that this definition works for all parameter val-
ues studied in this work. For coupling strengths higher than the
ones used, single spikes start appearing a significant distance
between adjacent bursts and so a problem arises when defining
a phase. In the cases we studied, however, this is not significant
because these events are rare and the distances are small, so the
isolated spike are considered to belong to the previous burst.
The measurement of the phase synchronization is done via
the Kuramoto order parameter [37]
R(t) =
1
N
∣∣∣∣∣∣∣∣
N∑
j=1
eiθ j(t)
∣∣∣∣∣∣∣∣ , (19)
where i is the imaginary unit here. The quantifier R is 0 if
the network is completely desynchronized (each neuron has an-
other neuron with opposite phase) and is 1 if the network is
completely synchronized in phase (every neuron has the same
phase). We may take the time average,
〈R〉 = 1
n
t f∑
t=t0
R(t), (20)
where t0 is the transient time and t f is the total simulation time
and n = (t f − t0)/h is the number of steps, with h being the time
step.
2.4. Variability
We define the k-th Inter-Burst Interval (IBI) of the i-th neu-
ron as the difference between its kth and (k + 1)th burst start
times
IBIk,i = tk+1,i − tk,i. (21)
The variability is measured by the coeficient of variability
CV , defined as [43, 44]
CV =
σ(IBI)
〈IBI〉 , (22)
where 〈IBI〉 is the time average taken over the IBIs of all neu-
rons and σ(IBI) is the standard deviation of the IBIs, which
may be calculated in 2 different ways: (1) by taking the spatial
average of the deviation of a neurons’ IBI over time, denoted
CVt; (2) by taking the time average of the deviation over space,
denoted CVs:
σt =
1
N
N∑
i=1
σ
( kmax∑
k=1
IBIk,i
)
(23)
σs =
1
kmax
kmax∑
k=1
σ
( N∑
i=1
IBIk,i
)
, (24)
in which kmax denotes the total number of IBIs analyzed.
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2.5. Clustering Analysis
In a phase synchronized network, neurons’ burst times tend
to be distributed closely around a mean value for every bursting
event. In panel (b) of Fig. 2 are depicted the burst start times
of all neurons in a network for one single event for T = 38 ◦C
and ε = 0.00879. From the corresponding histogram (panel
(a)), one can see that neurons tend to group themselves around
a mean value.
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Figure 2: Panel (b) depicts the network raster plot for T = 38 ◦C and ε =
0.00879. Here, each black circle represents the time where a burst starts. The
blue line represents the mean value of the bursting start times and the green area
the standard deviation, which defines the cluster. Panel (a) shows the normal-
ized histogram from the bursting start times depicted in panel (b).
To quantify this observation, we first define a cluster to be
the set of neurons that are within one standard deviation from
the mean value of the bursting event. In Fig. 2, the mean value
corresponds to the blue line, and the cluster to the green area.
We are interested in studying how the relative bursting times
of neurons change with time. In this way, it is appropriate to
study the changes in the cluster composition throughout time.
With this in mind, we generalize the cluster definition to con-
sider the behavior for multiple bursting events in the following
way: identify the clusters Ck for every bursting event k for T
events and consider only neurons who are in all clusters. This
intersection C1 ∩ C2 ∩ · · · ∩ CT will be called a T -cluster and
the collection of T bursting events is called a cluster event.
This can be summarized in the following algorithm
1. Identify the approximate time of the bursting event through
a local maximum on the histogram of the burst times.
2. Choose the burst times that are sufficiently close (within
one half of a bursting period) for each neuron.
3. Take the mean value of the burst times obtained above,
resulting in the mean burst time.
4. Collect all neurons whose burst time is within one stan-
dard deviation from the mean burst time in a cluster.
5. Repeat the above for T events.
6. Take the intersection of all the clusters obtained above to
get the T -cluster.
The number of neurons inside each cluster Ck is naturally
defined as the cluster size CS k. Once all clusters are identi-
fied, we select two adjacent clusters, described by the sets Ck
and Ck+1, respectively, and count the numberLk of neurons that
leave the cluster (i.e. the size of the set Ck\Ck+1). Finally, taking
the average over various bursting events, we obtain the mean
cluster size CS and the mean number of neurons that leave the
clusters L. A downside of this clustering analysis is its neces-
sity to identify what we call a bursting event and identifying
which of a neuron’s burst start times correspond to this event.
This relies on a certain minimum degree of synchronization of
the network: if the network is unsufficiently synchronized, the
analysis cannot be applied. In that case, another method needs
to be considered. We introduce such a method in the next sub-
section (2.6).
2.6. Average temporal drift
In this section, we define a quantity to measure if the tempo-
ral distances between neurons’ bursts remain locked or change
in time. To do this, we start with the time tk,i of the start of
k-th burst of the i-th neuron, and then calculate the temporal
distance of each pair of neurons (i, j) for each event k
δki j = |tk,i − tk, j|. (25)
Then we calculate the absolute difference of this distance
between sucessive events for each pair (i, j),
∆li j = |δki j − δk−1i j |. (26)
The temporal average of ∆i j, 〈∆i j〉, measures the tendency
of the pair (i, j) to drift away from each other across time. We
average the result over all pairs of neurons, resulting in ∆ ≡
〈∆i j〉, which is termed the average drift of the network. This
average drift tendency ∆ measures how much, on average, the
temporal distances between neurons’ firings change. If it is low,
neurons are locked together, the difference between their burst
start times remaining fixed. If it is high, neurons are not phase-
locked.
3. Results and discussions
3.1. Variability and degree of synchronization
The main scenario of synchronization and the neurons’ vari-
ability as a function of the coupling strength ε is depicted in
Fig. 3. The degree of synchronization, measured by the time-
averaged Kuramoto order parameter (Eq. 20), is shown in the
first row of Fig. 3 for different values of temperature T .
The coupling strength values are in the interval [0, 0.09],
with the uncoupled case being the first value used.
Panel (a) depicts the behavior for T = 37 ◦C, in which a
monotonic transition to phase synchronization is observed, sim-
ilar to that noticed in Kuramoto Oscillators [37]. In panel (b),
for T = 38 ◦C, there is a local maximum of the synchronization
quantifier in the weak coupling regime, characterizing a non-
monotonic transition [29]. Panel (c) corresponds to T = 40 ◦C.
In this case, the local maximum of 〈R〉 is replaced by a global
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Figure 3: The scenario of synchronization and its relation to the neurons’ variability as a function of coupling strength for different values of temperature. The first
row corresponds to the mean Kuramoto order parameter (〈R〉); the second to the coefficients of variability (CVt and CVs); the third to the IBI bifurcation diagram.
The columns correspond, from left to right, to temperatures T = 37 ◦C, T = 38 ◦C, and 40 ◦C. Different behaviors are observed: in the first column (T = 37 ◦C), a
traditional transition from non-synchronized to a phase-synchronized state is observed, with variabilities being high. Increasing the temperature to T = 38 ◦C and
T = 40 ◦C, in the second and third columns, leads the system to a different scenario, with a non-monotonic synchronization level phenomena. In these cases, the
local maxima of 〈R〉 happens just where variabilities (CVt and CVs) are low. Results are given by an average over 10 initial conditions.
maximum, in which spike synchronization can be observed for
weak coupling, as reported in [31].
We notice that the network has very different behaviors for
weak coupling, ranging from desynchronization to burst syn-
chronization to even complete synchronization by a change of
temperature T . For high coupling strengths, roughly in [0.06, 0.09],
the behavior is almost independent of T , due to the network
having chaotic phase synchronization [31].
The second row of Fig. 3 shows the variabilities, as defined
in section 2.4: temporal variability (CVt) is in blue and spatial
variability (CVs) is in orange. Panel (d) (T = 37 ◦C) depicts
high values of CV for small values of ε, which decreases in
the high coupling regime. Panel (e) (T = 38 ◦C) depicts a CV
minimum for the weak coupling regime, which is followed by
a maximum. Increasing the coupling further, CV decreases, but
not below the previous minimum. In panel (f) (T = 40 ◦C),
we see a significant decrease in the two variabilities. Following
the periodic behavior in the uncoupled case, the variabilties are
very close to zero for very weak coupling (ε . 0.01). After
that, the CVs start to increase and a corresponding decrease in
the degree of phase synchronization 〈R〉 is observed in panel
(c). This culminates in a maximum of the CVs, which happens
together with a minimum in 〈R〉.
These results show a clear correlation for the weak coupling
regime (ε . 0.02): a high variability (CVt or CVs) is associated
with low degree of synchronization (〈R〉), as in T = 37 ◦C and
low variability is associated with high synchronization (for both
T = 38 ◦C and T = 40 ◦C). This relation is especially clear for
the last two temperatures, in which regions with almost zero
variability are the ones with almost complete synchronization.
The third row of Fig. 3 shows the bifurcation diagrams for
the Inter-Burst Intervals of neurons in the network. The color
of each point is determined by the logarithmic density ln(λ) of
the corresponding IBI. The density λ is equal to the number of
times the IBI was observed divided by the total number of IBIs
observed. The colorbar, shown on the right, has values in the
interval [−12,−4]. These bifurcation diagrams explain most of
the transitions in the dynamics of the network when the cou-
pling strength is varied. Those transitions are reflected by char-
acteristic changes in the probability distribution of IBIs, par-
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ticularly in the width of the probability density function, lead-
ing to larger standard deviations or in the location of its max-
imum value leading to a shift in the mean value. The changes
in variability are related to changes in the width and each of
the transitions described above in the slope of variability can be
associated to such changes in the width of the IBI PDF.
An important detail consists in the behavior for tempera-
tures T = 38 ◦C, 40 ◦C, in which the network desynchronizes
as coupling strength is increased. The analysis suggests that, in
these cases, the coupling strength begins to be strong enough to
induce a more chaotic behavior (reflected in the increase of the
variability), which desynchronizes the network.
A further increase in the coupling strength makes the net-
work assume a chaotic burst synchronization. This result is in
line with previous observations [31, 36] that the local, individ-
ual behavior of the neurons is very relevant to the global, cou-
pled behavior for weak coupling. For higher coupling strengths
that is no longer the case, since forcing is strong enough to be
dominant. Here, we arrive at this conclusion from the variabil-
ity statistical analysis, a different approach than the one used
previously: instead of using the individual membrane potentials
or the mean field, we analyse just the burst times.
3.2. Promiscuity
3.2.1. Raster Plots
To get more information about the synchronization charac-
teristics of the network, Fig. 4 depicts the raster plot of the
burst starting times for the synchronization states of the net-
work in the weak and strong coupling regimes. In these cases,
after the transient time (t0), we identify the cluster, using the
protocol defined in section 2.5, for the first bursting event. All
neurons inside the first cluster (green) are painted blue and all
outside are painted red. For subsequent events, this coloring
scheme is mantained, which means that a blue (red) dot in Fig.
4 represents a neuron that was (not) inside the cluster in the first
event (green area). In this context, panel (a) depicts the network
for T = 38 ◦C and ε = 0.00879, the local maximum in Fig. 3.
We note that neurons inside the cluster tend to remain inside,
while those outside tend to remain outside. The opposite is true
in panel (b), where the network has the same temperature but
the coupling strength is increased to ε = 0.09 (a chaotic phase-
synchronized state). In this case, there is very strong mingling
between neurons (blue and red dots are mixed).
A similar behavior is observed for the network with T =
40 ◦C. Panel (c) of Fig. 4 depicts the state of synchronization
in the weak coupling regime (ε = 0.00879), in which a mixture
of blue and red dots is not observed. This phenomenon is very
accentuated in this case: the profile seems frozen in time (i.e.
there is almost zero promiscuity). This reflects the almost zero
degree of variability. Finally, panel (d) depicts the raster plot
for ε = 0.1 and T = 40 ◦C where there is a mixture between
the blue and red dots in a very similar way to the behavior of a
network with the same coupling and T = 38 ◦C. The difference
in temperature does not seem to affect the behavior for the high
coupling regime.
Given the definition of promiscuity, introduced in section
3.2, the cases stated previously in Fig. 4, ε = 0.00879 (pan-
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Figure 4: Raster plots of the burst start times for different values of temperature
T and coupling strength ε. Blue points correspond to neurons that were in the
first cluster (defined with T = 1) of the graph and red squares to neurons that
were not. The region painted green displays the interval within which neurons
are considered to be in the cluster, which is defined by the standard deviation
of the bursting start times. Here, panels (a) and (b) correspond to the case of
T = 38 ◦C where ε = 0.00879 and ε = 0.09, respectively. Panels (c) and (d)
represent the case of T = 40 ◦C for ε = 0.00879 and ε = 0.09, respectively. For
both cases, in the region of smaller coupling strength neurons tend to stay in
the cluster, while for the higher coupling neurons tend to mingle more. Time t
shown is the time after 15s of transient dynamics.
els (a) and (c)) have low promiscuity (neurons are more phase-
locked) and ε = 0.1 (panels (b) and (d)) have high promiscuity
(neurons are less phase-locked).
It is also noteworthy that the promiscuity follows the same
tendencies as the spatial variability, shown in Fig. 3.
3.2.2. Clustering Analysis
The previous observations, depicted in Fig. 4, can be made
more quantitative by identifying the T -clusters (as defined in
section 2.5) for all clustering events and calculating CS/N (the
average cluster size CS normalized by the network size N) as
a function of the number T of bursting events. This is done
in Fig. 5, in which panel (a) represents the behavior for T =
38 ◦C and panel (b) for T = 40 ◦C. In both panels, blue lines
correspond to ε = 0.00879, representative of the synchronized
state for weak coupling, and orange lines correspond to ε =
0.09, representative of the strong coupling synchronization (see
Fig. 3).
The results of Fig. 5 show a similar behavior of CS/N
for both temperatures considered: in the weak coupling regime
(blue lines), the normalized size of the cluster tends to remain
high even for high values of T , contrary to the strong coupling
regime (orange lines), in which CS/N tends to vanishing val-
ues as the number of bursting events is increased. These results
indicate that neurons tend to stay in the cluster for longer times
(i.e. promiscuity is lower) for the weak coupling cases. This
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Figure 5: Cluster size CS normalized by the network size N as a function of
the number of bursting events T for T = 38 ◦C (panel a) and T = 40 ◦C (panel
b). The cluster is defined following section 2.5 and its size’s dependence on T
refletcs how many neurons remain together for T bursting events. Blues lines
(ε = 0.00879) represent the synchronized states for the weak coupling regime,
while oranges lines (ε = 0.09000) do so for the high coupling regime. The
slope of the curve is proportional to the variability: orange lines, corresponding
to high variability, have a steeper decline compared to the blue ones, with low
variability. This is most visible in panel (b), in which the blue line (almost
zero variability) has an almost zero decline. Results are averaged over 10 initial
conditions, with vanishing errorbars not shown.
phenomenon is especially clear for T = 40 ◦C, in which the
blue line has zero decline, indicating that all neurons in the T -
cluster stay together through at least 15 subsequent events.
It is worth remembering that networks in the strong cou-
pling regime have the same or even higher values of the av-
erage Kuramoto order parameter 〈R〉, in comparison to ones
with weak coupling. Even still, they have higher promiscuity,
showing that higher degree of synchronization does not imply
in longer duration of phase-locking (i.e. lower promiscuity).
The curves for strong coupling (ε = 0.09) are very similiar for
the two temperatures, reflecting the fact that dynamics in this
case is really due to the coupling, not to the local dynamics
(which is affected by the temperatures) [31].
We extend the previous analysis for all coupling strengths
in Fig. 6, which depicts the normalized cluster size CS/N (first
column) and the average normalized number of neurons that
leave subsequent clusters L/CS (second column) as a function
of the coupling strength ε. Each row corresponds to different
values of temperature: T = 37 ◦C, 38 ◦C, 40 ◦C from top to bot-
tom, respectively. Furthermore, different values of the number
of bursting events T are considered, represented in different
line colors: blue for T = 1, orange for T = 2, green for T = 5
and red for T = 10. The light gray areas are regions where it is
not possible to define cluster by using the approach defined in
the section 2.5.
The difference in behavior is much more stark for weak cou-
pling strengths (ε < 0.04). In this region, for T = 37 ◦C (panels
(a) and (b)) there is no defined cluster since the network is not
sufficiently synchronized. For T = 38 ◦C (panels (c)), there is a
high number of neurons in the cluster, with a peak at the local
maximum of the Kuramoto Order Parameter, shown in Fig. 3.
Increasing the number T of events, the normalized cluster size
CS/N decreases, but not by much, indicating that most neurons
stay in the cluster for at least T = 10 events, which is reflected
in the low value of L/CS (panel (d)). Still for weak coupling,
for T = 40 ◦C (panel (e)) almost the whole network is clustered
(CS/N ≈ 1). For these two temperatures, in the very weak
coupling interval (ε . 0.01), there is almost no change in the
value of CS/N as T is increased, which is corroborated by the
value of L/CS , in panel (f) and is a quantitative representation
of what was observed in the raster plot of Fig. 4. This region is
precisely the one with almost zero spatial variability (CVs) (cf.
Fig. 3).
For higher values of coupling, (ε & 0.04), in T = 40 ◦C,
the decrease with T is much more significant, reflecting the
increase of CVs. In this regime the behavior is very similar
for all temperatures: neurons group together around a cluster,
but do not remain inside for more than, at most, a few bursting
events: that is, the duration of phase locking is very short.
In short, comparing regions of weak coupling with ones of
high coupling, we note that the degree of synchronization (mea-
sured by 〈R〉) may be similar, but the promiscuity is very dif-
ferent: networks with weaker coupling are less promiscuous in
these cases.
Furthermore, we note that, once again, promiscuity and vari-
ability follow the same tendencies, as can be seen by comparing
CVs in Fig. 3 with L/CS in Fig. 6.
3.2.3. Average temporal drift
At last, a parameter-free approach is used to verify the re-
sults about the promiscuity of a neural network. As defined
in the section 2.6 the average temporal drift (∆) measures the
average changes in the distance between burst times.
Fig. 7 shows ∆ as a function of the coupling strength ε for
different temperature, as considered in main scenario (Fig. 3).
For T = 37 ◦C (blue line), the drift starts high and decreases
with an increase of coupling, indicating higher promiscuity for
weaker coupling strengths. This was not observed with the clus-
tering method, as depicted in Fig. 6 since synchronization in
this region is so weak that a cluster could not be defined.
For T = 38 ◦C (orange line), the average temporal drift ∆
has a minimum in the region of weak coupling, coinciding with
the local maximum of 〈R〉 (Fig. 3). A coupling strength in-
crease makes ∆ go up until a maximum is reached, correspond-
ing to the local minimum of 〈R〉. Further increase of coupling
decreases ∆, but the final value is still higher than in the low
coupling regime.
Similar phenomena are observed for T = 40 ◦C (green line):
there is lower promiscuity (lower ∆) for weak coupling (ε .
0.04), where spatial variability is also lower - and higher promis-
cuity (higher ∆) for high coupling (ε & 0.04), where spatial
variability is higher.
Promiscuity (measured in this case by ∆) has a non-monotonic
dependence on the coupling strength (ε) and this dependence
profile changes with the temperature T . However, the relation
between promiscuity ∆ and the spatial variability CVs, observed
in Fig. 3 is maintained in all cases: the two quantities have the
same tendencies. This coincidence of tendencies between the
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Figure 6: Normalized cluster size (CS/N) (first column) and normalized number of neurons that leave the clusters (L/CS ) (second column) as a function of coupling
strength ε for temperatures T = 37 ◦C, T = 38 ◦C, T = 40 ◦C (first, second and third rows, respectively). The line colors are varied according to the number T
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variability is smaller. The lower decrease in these regions indicates that neurons remain in the cluster for longer times. A similar information can be observed for
L/CS , in which the quantifier is lower for weak coupling, meaning that fewer neurons leave the cluster in this case. Also, the correlation between L/CS and the
spatial variability is notable. All values are averages over 10 different initial conditions, with the errorbars corresponding to the standard deviation over them.
drift ∆ and the spatial variability CVs calls into question if they
are equivalent by construction. This is in fact not the case: it is
possible for ∆ to change, but for CVs to remain constant.
Very similar results were also observed in random networks
with the same number N of connections, created through the
algorithm proposed in [45].
4. Conclusions
The Inter-Burst Interval (IBI) variabilities were measured
in a network of modified-Hodgkin-Huxley neurons and shown
to affect the phase synchronization of the network. Firstly, for
small coupling strengths, the degree of phase synchronization
was observed to be inversely proportional to both temporal and
spatial variabilities. This correlation is observed even for dif-
ferent behaviors: from no synchronization to almost complete
synchronization.
Secondly, spatial variability was shown to be positively cor-
related with neuronal promiscuity, the tendency of neurons to
change their relative phases in time. That is, for low variability,
the neuronal promiscuity is low: neurons tend to stay together
throughout time; for high variability, promiscuity is high: neu-
rons tend to mingle.
It is striking that, in general, promiscuity is not directly re-
lated to the degree of synchronization (it was observed only for
small coupling strengths). As such, there can be highly syn-
chronized networks with low promiscuity, but also ones with
high. In fact, this high promiscuity is present in all investigated
temperatures for high coupling strengths, which is counterintu-
itive: in those cases, neurons that are strongly coupled are also
less locked together.
Since, according to the communication-through-coherence
hypothesis [17], absence of phase coherence may prevent com-
munication between neuronal groups, then we note that this
relation between variability and phase-locking is important to
keep in mind in the study of neural communication.
We argue that the relation between spatial variability and
promiscuity is actually causal, in that the former actually gen-
erates the latter. This occurs simply because the higher the
variability, the higher the pool of available IBIs, so the higher
the chance neurons will choose different IBI and therefore the
harder it is for neurons to stay locked together (ie the higher
the promiscuity). This effect is statistical in nature, so it should
be present to some extent in networks with spatial variability
in the inter-firing (spikes or bursts) intervals. In fact, it was al-
ways observed for this neuronal model, with small-world and
random topologies, as shown in the paper and in the appendix,
respectively.
It is worth noting that some regions of different coupling
strengths, but same degree of phase synchronization, exhibited
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Figure 7: Average drift ∆ as a function of the coupling strength ε. The blue, or-
ange and green lines refer to T = 37 ◦C, T = 38 ◦C, and T = 40 ◦C, respectively.
The average drift is a second measure of promiscuity and, as such, corroborates
the results obtained via the clustering method in Fig. 6. It has the advantages
of being parameter-free and working for all degrees of synchronization in the
network. Results are averaged over 10 initial conditions, with errorbars equal
to the standard deviation over them.
different dynamical behaviors (reflected in their promiscuity),
illustrating that the synchronization behavior of a network goes
beyond just the degree of synchronization.
We conclude that spatial variability affects not just the de-
gree of phase synchronization, but also its form: it generates
promiscuity, influencing the duration of phase-locking. We sug-
gest, then, that spatial variability is a useful quantity to consider
in the study of neuronal communication.
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