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5RÉSUMÉ : Modèles de sensibilité dans le cadre de la méthode de Monte-Carlo :
illustrations en transfert radiatif
En physique du transport, la méthode de Monte-Carlo est abordée comme une méthode de
simulation numérique de phénomènes stochastiques. Cette approche permet une compréhen-
sion intuitive de la méthode grâce aux images statistiques de transport corpusculaire qui ac-
compagnent habituellement le développement d’algorithmes. A partir de ce type d’algorithmes,
nous proposons une démarche méthodologique permettant de développer une formulation in-
tégrale de la grandeur estimée. Cette écriture intégrale permet notamment d’utiliser diverses
techniques d’optimisation, essentiellement en vue d’une diminution des temps de calculs.
Une fois que l’intégrale est explicitée, nous proposons une méthodologie basée sur la mé-
thode de Monte-Carlo permettant d’ajouter à un code existant des estimations de sensibilités
pour un coût supplémentaire en temps de calcul relativement faible. Cette méthodologie s’ap-
plique à tous les types de sensibilités. Dans le cas de sensibilités à la déformation du domaine
(sensibilité à un paramètre dont le domaine d’intégration est dépendant), un champ de vitesse
de déformation du domaine est introduit de manière arbitraire. Les incertitudes statistiques
associées aux estimations de sensibilités étant dépendantes du choix de ce champ de vitesse,
nous proposons une technique systématique de construction d’un tel champ assurant une bonne
qualité de convergence.
Cette méthodologie d’estimation simultanée de sensibilités a été évaluée en transfert radiatif
sur des exemples académiques inspirés de problématiques courantes en imagerie médicale, en
énergétique et en synthèse d’image. Chacun de ces exemples ayant une complexité algorith-
mique particulière, nous avons pu identifier les principales difficultés de mise en oeuvre dans le
cadre du transport de photons et proposer une série de premières solutions effectives pour les
surmonter.
ABSTRACT : Sensitivity models for Monte Carlo methods : illustrations in ra-
diative transfer
In the frame of transport physics, the Monte Carlo method is considered as a numerical tool
for simulation of stochastic phenomena. This approach allows an intuitive use of the Monte
Carlo method following the statistical physics of corpuscular transport, leading to fast develop-
ments of suited algorithms. In this work, we propose a methodology that associates an integral
formulation of the estimated quantities to any such intuitive Monte Carlo algorithm. The in-
tegral formulation makes it possible in particular to benefit from all available Monte Carlo
optimization techniques.
Starting from the integral formulation, it is then shown that when a Monte Carlo algorithm
is used for the estimation of any physical quantity A, a fast additional procedure can be imple-
mented that simultaneously estimates the sensitivity of A to any problem parameter. When a
change in the parameter changes the integration domain (domain-deformation sensitivities), a
domain-deformation velocity field is required. The statistical uncertainties of the sensitivity esti-
mations depend on the choice of this velocity field. Practically speaking, a systematic procedure
is proposed here to design velocity fields that insure good convergence qualities.
6The corresponding Monte Carlo methodology for sensitivity estimation has been tested on
radiative transfer applications. Academic configurations related to current problems of medical
imaging, energetics and computer graphics are presented. Different level of complexity arise from
these academics examples and allow us to identify the main implementation difficulties leading
us to the proposition of a series of first effective solutions for algorithmic implementation.
Table des matières
1 Introduction 9
2 Méthode de Monte-Carlo en transfert radiatif 13
2.1 Rappels de physique statistique : équation de Boltzmann et équation de transfert
radiatif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.1 Équation de Boltzmann . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.1.2 Émission, absorption et diffusion de photons . . . . . . . . . . . . . . . . 15
2.1.3 Établissement de l’équation de Transfert Radiatif à partir de l’équation
de Boltzmann . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.1.4 ETR sous forme intégrale . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2 Méthode de Monte-Carlo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.1 Présentation de MMC par une approche analogue . . . . . . . . . . . . . 27
2.2.2 Méthodes de Monte-Carlo pour le calcul intégral (MMC intégrales) . . . 31
2.2.3 Liens entre l’approche analogue et l’approche intégrale . . . . . . . . . . 35
2.2.4 Quelques techniques d’optimisations de la méthode de Monte-Carlo . . . 39
2.2.5 Exemples d’optimisation en transferts radiatifs . . . . . . . . . . . . . . . 42
3 Calcul de sensibilités par la méthode de Monte-Carlo 47
3.1 Calcul de sensibilités paramétriques par la méthode de Monte-Carlo . . . . . . . 50
3.1.1 Principe du calcul simultané de sensibilités . . . . . . . . . . . . . . . . . 51
3.1.2 Remarques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.1.3 Influence de la formulation sur le calcul de sensibilité . . . . . . . . . . . 54
3.2 Extension au calcul de sensibilités à la déformation du domaine . . . . . . . . . 57
3.2.1 Principe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.2.2 Discussion sur le choix de la vitesse de déformation et proposition d’une
démarche systématique . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3 Tests de mise en oeuvre du calcul de sensibilité au domaine . . . . . . . . . . . . 65
3.3.1 Trois exemples simples de mise en oeuvre . . . . . . . . . . . . . . . . . . 65
3.3.2 Travaux de formulation pour une application non triviale : la diffusion
multiple . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4 Mise en oeuvre dans le domaine des transferts radiatifs 87
4.1 Exemples d’applications du calcul de sensibilités paramétriques . . . . . . . . . . 88
4.2 Calcul de la sensibilité au temps d’un signal radiatif . . . . . . . . . . . . . . . . 93
7
8 TABLE DES MATIÈRES
4.2.1 Discussion sur les algorithmes de Monte-Carlo dans des problèmes insta-
tionnaires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.2.2 Calcul de la sensibilité à t de T (t) avec l’algorithme inverse . . . . . . . . 99
4.2.3 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.3 Problèmes de type source-détecteur . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.3.1 Formulation intégrale de la transmission d’un signal radiatif depuis une
source jusqu’à un détecteur . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.3.2 Algorithme de Monte-Carlo déduit de l’expression 4.3.1 . . . . . . . . . . 104
4.3.3 Exemples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.3.4 Discussion sur les estimations de sensibilités géométriques dans ce type
de problème . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.4 Calcul de sensibilités à la déformation géométrique d’un système . . . . . . . . . 112
4.4.1 Description de l’exemple . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.4.2 Écriture intégrale de L(r,u) . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.4.3 Algorithme de Monte-Carlo utilisé . . . . . . . . . . . . . . . . . . . . . . 115
4.4.4 Développement du calcul de la sensibilité ∂xCL(r,u) . . . . . . . . . . . 117
5 Conclusions et perspectives 125
A Choix du tirage aléatoire d’une position de diffusion 129
A.1 Première densité de probabilité . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
A.2 Deuxième densité de probabilité . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
A.3 Troisième densité de probabilité . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
B Algorithme analogue testé dans un problème de type source-détecteur 135
Chapitre 1
Introduction
La présente étude s’est développée dans une équipe de recherche dont une des activités prin-
cipales concerne la simulation numérique des transferts radiatifs par la méthode de Monte-Carlo
(MMC). Cette thématique est commune à deux contextes scientifiques d’intérêt pour le labora-
toire d’Energétique (LE) et le laboratoire de Génie des procédés des solides divisés (LGPSD) :
– un contexte science pour l’ingénieur : on peut notamment citer deux thèses, celle d’Amaury
de Lataillade[1] et celle de Patrice Pérez[2] qui ont porté sur l’étude de l’influence des transferts
radiatifs infrarouges dans des systèmes en combustion.
– un contexte science atmosphérique : la thèse de Vincent Eymet[3] a eu pour objectif l’analyse
des transferts radiatifs infrarouges dans des atmosphères planétaires (Terre, Mars et Vénus,
collaboration avec le Laboratoire de Météorologie Dynamique) dans le but d’apporter des élé-
ments de compréhension des mécanismes détaillés de l’effet de serre et de ses conséquences en
termes de dynamique atmosphérique.
Dans chacune de ces études, d’importants codes de calcul numérique ont été développés pour
tenir compte entre autres de la complexité spectrale des gaz (effet combiné de millions de raies
d’absorption sur l’ensemble de l’infrarouge thermique), de la complexité géométrique des sys-
tèmes (chambres de combustion), des phénomènes de diffusion et de réflexion multiples, etc.
Au fur et à mesure que les configurations physiques et géométriques se sont complexifiées, un
besoin de plus en plus important d’accélération des temps de calcul s’est fait ressentir, ce qui a
conduit l’équipe à mener une réflexion d’ordre méthodologique sur la méthode de Monte-Carlo.
Plusieurs techniques d’optimisation de la méthode de Monte-Carlo ont ainsi été conçues au
cours des dix dernières années1 pour surmonter différentes difficultés de convergence des calculs
de transferts radiatifs :
– dans des milieux quasi-isothermes[4, 5, 6],
– dans des milieux optiquement épais en absorption[7] et en diffusion[8],
– dans des géométries complexes[2] (où dans le cadre d’une collaboration avec l’Institut de Re-
cherche Informatique de Toulouse, Patrice Pérez s’est servi d’algorithmes de synthèse d’image
pour accélérer la simulation des transferts radiatifs infrarouges par MMC).
Parmi ces réflexions, une propriété de la méthode de Monte-Carlo a été plusieurs fois uti-
lisée avec succès : la possibilité, à partir d’un algorithme de Monte-Carlo existant, d’ajouter
un calcul de sensibilités pour un coût numérique supplémentaire relativement faible. Ces cal-
1Nous discutons de certains de ces travaux dans le paragraphe 2.2.4 du chapitre 2
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culs simultanés de sensibilités ont comme première conséquence de réduire significativement les
temps nécessaires aux études paramétriques mais ils ont également permis le couplage (à l’aide
d’extrapolations linéaires) des transferts radiatifs avec d’autres mécanismes physiques comme
la conduction[4], la convection[9], la dynamique des fluides et la cinétique chimique[1]. Cette
méthodologie de calcul de sensibilité a été formalisée dans [10] mais de nombreuses questions
sont restées en suspens. Quelles sont les limites de son utilisation ? Dans [10], il est montré que
cette méthodologie ne peut pas être appliqué à des paramètres dont le domaine d’intégration est
dépendant2 ; est-ce que cette difficulté peut être facilement contournée ? Est-il possible d’étendre
son champ d’application à tous les types de paramètres ? Avec quels types d’algorithmes peut-on
l’utiliser ? Quelles sont les difficultés de mise en oeuvre pratique et comment les surmonter ? etc.
C’est à ce type de questions que nous essaierons de répondre. Notre questionnement a donc
pour origine des préoccupations concernant essentiellement la simulation numérique des trans-
ferts radiatifs, mais cela nous a rapidement conduit à des réflexions d’ordre méthodologique sur
le calcul de sensibilités par la méthode de Monte-Carlo dans un cadre général : notre contexte
est particulier (celui du rayonnement ou plus généralement du transport linéaire), mais nous
pensons que les réponses que nous proposerons peuvent avoir une résonance dans d’autres do-
maines scientifiques.
Le manuscrit est articulé autour d’une proposition théorique (au paragraphe 3.2 du chapitre
3), que nous présenterons sans lien spécifique avec le contexte radiatif. Dans la seconde partie
du chapitre 3 (paragraphe 3.3), nous allons tester cette proposition sur divers exemples inspirés
de problématiques courantes en rayonnement. Si ces tests proviennent du contexte radiatif, les
conclusions et les questions théoriques qui en émergeront garderont un caractère de généralité.
Ce ne sera par contre plus le cas du chapitre 4 où nous présenterons des applications acadé-
miques du calcul de sensibilités pensées en fonction de problématiques posées en rayonnement
thermique. Il en va de même dans le chapitre 2, où nous présentons la méthode de Monte-Carlo
dans le cadre de la simulation numérique des transferts radiatifs. Ce chapitre est donc essen-
tiellement inspiré de notre pratique radiative, excepté au paragraphe 2.2.2 où nous décrivons
la méthode selon une approche théorique générale.
Pour terminer cette brève partie introductive, j’aimerais alerter le lecteur sur l’état d’esprit
qui a conduit à la réalisation de ce manuscrit. Il est clair que cette thèse aurait pu s’écrire de
différentes façons en mettant en exergue tel ou tel message. J’ai fait un double choix :
– le premier concerne certainement la proposition théorique (cf paragraphe 3.2). Cette partie
a évolué et mûri durant toute la thèse mais à aucun moment de ce manuscrit je ne présenterais
la chronologie de cette évolution et les différentes étapes de généralisation. J’ai considéré cette
partie comme assez mûre pour que la présentation soit synthétique et tout à fait générale.
Probablement que cela rend plus ardue la lecture de ce passage dans un premier temps mais je
considère cependant qu’il sera plus utile sous cette forme pour les utilisateurs de la méthode.
– le second choix concerne la mise en oeuvre. Cette fois-ci, la présentation est tout à fait
différente. Il est évident que le niveau de généralité n’est absolument pas le même et que ma
2Nous verrons dans le chapitre 3 que cette méthodologie se base sur des écritures intégrales des grandeurs
dont on cherche des sensibilités
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réflexion s’est concentré sur un type d’application bien précis. J’ai pris alors le partis pris de ne
pas concentrer le message sur l’application elle-même, mais plus de mettre en évidence ce que
sont le type de travail et la méthodologie permettant de surmonter les difficultés de mise en
oeuvre. Probablement que ces parties sont moins abouties mais elles me semblent bien refléter
ce qu’a été mon quotidien.
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Chapitre 2
Méthode de Monte-Carlo dans le cadre de
la simulation numérique des transferts
radiatifs
Comme nous venons de le souligner, au cours de ce chapitre introductif et tout au long
de ce manuscrit, nous allons présenter la méthode de Monte-Carlo et des développements mé-
thodologiques sur cette méthode en nous appuyant sur des exemples illustratifs de calcul de
transferts radiatifs. C’est pourquoi nous commençons par introduire brièvement quelques no-
tions de physique statistique du transport linéaire dont nous aurons besoin ultérieurement dans
ce manuscrit, en nous intéressant plus précisément au transport de photons. Nous aborderons
ensuite la méthode de Monte-Carlo selon deux approches différentes : une première approche,
dite analogue, qui consiste à se baser sur la description statistique des transferts radiatifs et
une seconde approche, dite intégrale, qui consiste à considérer MMC comme une méthode nu-
mérique de calcul intégral. Cette seconde approche a une portée plus générale puisqu’elle ne
nécessite pas une description stochastique des phénomènes étudiées et peut s’étendre à toutes
les applications où le problème mathématique peut s’écrire en intégrale.
2.1 Rappels de physique statistique : équation de Boltz-
mann et équation de transfert radiatif
Nous introduisons dans ce paragraphe quelques notions de physique des transferts radiatifs
dont nous nous servirons tout au long de cette étude. Dans le but de présenter par la suite
la méthode de Monte-Carlo, nous choisissons de mettre en valeur l’aspect stochastique de la
description physique du rayonnement thermique. Pour cela, nous commençons par présenter
l’équation de Boltzmann à partir de laquelle nous déduirons l’équation des transferts radiatifs.
Ces rappels sont loin d’être exhaustifs, aussi pour une description plus complète, nous ren-
voyons aux ouvrages de référence en physique statistique[11] et en transferts radiatifs[12, 13, 14].
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2.1.1 Équation de Boltzmann
Aussi appelée équation d’évolution de la fonction de distribution monoparticulaire f(v, r, t),
l’équation de Boltzmann établit un bilan de conservation des particules dans un volume élémen-
taire de l’espace des phases drdv ∈ R6. f(r,v, t)drdv représente le nombre moyen de particules
qui, à l’instant t, ont une position dans un élément de volume dr centré en r et une vitesse
dans un élément de l’espace des vitesses dv centré en v.
Il est possible à partir des hypothèses de la mécanique classique d’écrire l’équation d’évolu-
tion de la fonction de distribution monoparticulaire sous la forme [15] :
∂tf(r,v, t) + v.∇rf(r,v, t) + Fext(r, t).∇vf(r,v, t) = [C] (2.1.1)
où Fext(r, t) est la somme des forces extérieures (forces autres que les interactions particulaires).
Le terme ∂tf(r,v, t) décrit la variation de f en fonction du temps, v.∇rf(r,v, t) est un terme
de transport des particules, Fext(r, t).∇vf(r,v, t) traduit l’accélération des particules si celles-ci
sont soumises à un champ de forces extérieures et [C] est le terme collisionnel.
Ce terme collisionnel traduit toutes les interactions, y compris les interactions à distance,
entre les particules du système. Il s’écrit dans un cadre général à partir de la fonction de distri-
bution à deux corps qui elle-même obéit à une équation dépendant de la fonction de distribution
à trois corps, etc (hiérarchie BBGKY). On procède généralement à des simplifications en suppo-
sant que les collisions sont locales et quasi-instantanées et en négligeant toutes les corrélations
entre particules. [C] s’écrit alors comme un terme source-puit représentant le nombre moyen de
particules entrant ou sortant dans le volume de l’espace des phases drdv à l’instant t suite aux
phénomènes de collision entre particules. On obtient ainsi l’équation de Boltzmann.
Remarque : échelles microscopique et macroscopique, modélisation mésoscopique
L’équation de Boltzmann correspond à une modélisation mésoscopique basée sur une description
statistique du mouvement des particules à l’échelle microscopique.
Les états de chaque particule (ici la position et la vitesse de la particule) correspondent à
l’état microscopique q ou micro-état du système dans un espace des phases à 6n dimensions
(si on suppose le système composé de n particules). L’état macroscopique du système est alors
décrit au moyen d’une loi de probabilité p(q) sur l’espace des micro-états (que l’on appelle Ω).
Ainsi une grandeur macroscopique A est égale à la valeur moyenne à l’échelle macroscopique
d’une observable microscopique A :
A =< A >p=
∑
q∈Ω
A(q)p(q) (2.1.2)
Lors d’une modélisation mésoscopique, on ne considère pas les états de chaque particule mais
une distribution de ces états. Lors d’une modélisation macroscopique, on ne considère plus
la distribution des vitesses des particules et on ne conserve plus que la distribution spatiale,
les informations sur les vitesses se réduisant aux premiers moments de la distribution (com-
munément la vitesse moyenne et la température). Les grandeurs macroscopiques se déduisent
donc des grandeurs mésoscopiques par une intégration sur l’espace des vitesses. Par exemple,
la densité de particules ρ est égale à :
ρ(r, t) =
∫
R3
dvf(r,v, t)
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ou encore le flux de particules J est égal à :
J(r, t) =
∫
R3
dvvf(r,v, t)
Ainsi, à partir de la fonction de distribution f , on peut déduire l’ensemble des grandeurs
caractérisant l’état macroscopique du système.
2.1.2 Émission, absorption et diffusion de photons
Le rayonnement thermique correspond aux transferts de chaleur issus de la propagation de
corpuscules de lumière appelés photons1. Dans le but d’écrire par la suite le terme collisionnel de
l’équation de Transfert Radiatif, décrivons dans un premier temps les interactions provoquant
l’apparition ou la disparition de photons : l’émission, l’absorption et la diffusion.
Émission et absorption
Les émissions et absorptions de photons sont associées aux transitions d’une molécule d’un
niveau énergétique à un autre. La fréquence du photon, absorbé ou émis, dépend de la diffé-
rence entre ces niveaux d’énergie. Trois types d’interactions rayonnement-matière sont identi-
fiés : l’émission spontanée, l’émission induite et l’absorption. Pour décrire chacun de ces phé-
nomènes, considérons deux états moléculaires d’énergie E1 et E2 (E1 < E2). Lors de l’émission
spontanée, la molécule transite de l’état E2 à E1 et émet un photon d’énergie E2−E1 = hν où
h = 6, 626.10−34J.s est la constante de Planck. ν est la fréquence de l’onde électromagnétique
correspondante. Lors de l’émission induite, un photon d’énergie hν correspondant à l’écart éner-
gétique entre E1 et E2 interagit avec une molécule occupant l’état E2 et provoque l’émission
d’un photon identique d’énergie hν. Lors de l’absorption, le photon d’énergie hν interagit avec
une molécule occupant l’état E1 qui va transiter vers l’état E2 tandis que le photon disparaît
(voir figure 2.1).
Coefficient d’absorption kaν Si on considère le trajet d’un photon de fréquence ν, la pro-
babilité pour que ce photon soit absorbé sur une distance élémentaire dl autour du point r
est kaν(r)dl. Le coefficient d’absorption kaν(r) s’exprime en m−1, il est égal à l’inverse du libre
parcours moyen d’absorption (distance moyenne que parcourt un photon avant d’être absorbé)
du photon dans le volume élémentaire dr autour de r. kaν dépend de la fréquence ν, des
concentrations en gaz et en particules, de la température et de la pression en r.
Hypothèse d’équilibre thermodynamique local Sous cette hypothèse, on admet qu’en
tout point r d’un milieu semi-transparent, les propriétés thermodynamiques locales, c’est-à-dire
dans un volume élémentaire dr, sont les mêmes que lorsque ce volume élémentaire est plongé
dans un milieu à l’équilibre thermodynamique. Une conséquence de cette hypothèse est que
l’on va pouvoir considérer l’émission au point r comme égale à ce que serait son absorption
1Le rayonnement thermique peut être considéré sous deux aspects : l’aspect corpusculaire qui décrit le rayon-
nement thermique par le transport de photons et l’aspect ondulatoire qui le décrit comme la propagation d’ondes
électromagnétiques. Cette dualité trouve son explication dans la théorie quantique où les aspects corpusculaires
et ondulatoires du rayonnement sont inséparables[16]
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hν hν hν2hν
E1
E2
Diffusion d’un photon
Emission spontanée d’un photon
Emission induite d’un photon
Absorption d’un photon
Fig. 2.1 – Représentation schématique des phénomènes d’émission, d’absorption et de diffusion
de photons
dans une cavité fermée à l’équilibre. Ainsi, le coefficient d’absorption va aussi être utilisé pour
caractériser l’émission d’un volume de gaz comme nous le verrons ultérieurement lorsque nous
présenterons le terme collisionnel de l’ETR.
Remarque Le spectre d’absorption (ou d’émission) d’un gaz peut être représenté par les
variations de kaν en fonction de ν. Dans les contextes applicatifs qui motivent cette étude, ce
spectre2 est généralement très compliqué à modéliser car très irrégulier. De nombreux modèles
de spectres de gaz ont alors été proposés[17]. La présentation de ces modèles sortant du cadre
de cette étude, nous ne citerons rapidement que le modèle “raie-par-raie” qui est une référence
en terme de précision.
Une raie d’absorption caractérise les phénomènes d’absorption correspondant à une transi-
tion énergétique d’une molécule. Cette transition énergétique ne correspond pas à une fréquence
unique ν mais à une distribution des fréquences en raison des phénomènes d’élargissement de
raies (élargissement collisionnel, naturel et par effet Doppler). Une raie représente cette distri-
bution : une raie i d’une espèce k est caractérisée par son profil de raie Fi,k(ν− νci) où νci est la
position du centre de la raie. Ce profil de raie dépend des conditions thermophysiques du gaz.
Dans le chapitre suivant (paragraphe 3.3.1), à des fins méthodologiques, nous traiterons un cas
où une couche est constituée d’un gaz, supposé avoir un spectre composé d’une seule et unique
raie. Cette raie est alors modélisée par un profil de Lorentz de la forme suivante :
Fi,k(ν − νci) = δi
π[(νi − νci)2 + δ2i ]
(2.1.3)
où δi est la demi-largeur à mi-hauteur de la raie.
Un spectre est constitué d’un très grand nombre de raies. Le modèle “raie-par-raie” recons-
truit ce spectre d’absorption d’un gaz ou d’un mélange de gaz en déterminant le coefficient
2Lors de l’étude du rayonnement thermique, les spectres étudiées sont compris entre 0, 1 et 100μm incluant
une partie du domaine ultraviolet, le domaine visible et le domaine infrarouge (domaine où les échanges radiatifs
sont le plus important en combustion et en météorologie)
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d’absorption à la fréquence ν par le recouvrement de l’ensemble des raies :
kaν =
Nespèces∑
k=1
Nraies∑
i=1
XkP
kBT
Si,kFi,k(ν − νci) (2.1.4)
où XkP est la pression partielle de l’espèce k et Si,k est l’intensité de la raie i de l’espèce k (Si,k
représente l’intégrale sur tout le spectre de la contribution de la raie au coefficient d’absorption)
Diffusion du rayonnement
Le phénomène de diffusion du rayonnement est provoqué par un autre type d’interaction
entre un photon et une molécule. Cette interaction se traduit par une déviation du photon
de sa trajectoire initiale (voir la figure 2.1). Dans ce manuscrit, nous supposerons la diffusion
élastique (l’énergie du photon et donc sa fréquence reste inchangée).
Coefficient de diffusion kdν De manière analogue au coefficient d’absorption, la probabilité
de diffusion d’un photon d’énergie hν sur une distance élémentaire dl autour de r est kdν(r)dl.
Ce coefficient s’exprime aussi en m−1 et est égal à l’inverse du libre parcours moyen de diffusion
(distance moyenne que parcourt un photon entre deux diffusions successives) du photon dans
le volume élémentaire dr autour de r. kdν(r) dépend de la fréquence, de la concentration et
des propriétés optiques des particules en suspension dans le milieu, de la température et de la
pression.
Fonction de phase Φν(r,u1 → u2) La fonction de phase décrit la distribution directionnelle
des photons provenant de la direction u1 et diffusés au point r. Φν(r,u1 → u2) dépend de la
fréquence et des propriétés optiques des particules. Au cours des applications traitées dans cette
étude, la diffusion sera souvent supposé isotrope. Sous cette hypothèse, la fonction de phase
s’écrit :
Φ =
1
4π
(2.1.5)
Dans le cadre d’applications où l’hypothèse d’isotropie n’est plus valable, on peut citer la
fonction d’Henyey-Greenstein[18] qui est communément utilisée pour modéliser la fonction de
phase lors d’applications de types atmosphériques[19] ou biomédicales[20].
2.1.3 Établissement de l’équation de Transfert Radiatif à partir de
l’équation de Boltzmann
Nous allons maintenant établir à partir de l’équation 2.1.1 l’équation de Transfert Radiatif.
Il faut noter que dans le cas du transport de photons, l’espace des phases est un espace à cinq
dimensions si l’indice de réfraction du milieu de propagation est constant. Cet espace des phases
est alors composé des trois dimensions spatiales r(x, y, z) et de deux dimensions directionnelles
u(θ, φ) (u représente la direction de propagation des photons). La vitesse de la lumière c est
supposée égale à c0
n
(où c0 est la vitesse de la lumière dans le vide et n l’indice de réfraction du
milieu de propagation). Ceci revient à inclure dans la vitesse de propagation les effets de retard
liés à la diffusion ce qui permet de négliger la diffusion moléculaire et de ne considérer que la
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diffusion par des inhomogénéités ou par des particules. Le module de la vitesse de la lumière
étant constante, seules deux dimensions sont nécessaires pour définir l’espace des vitesses3.
L’équation d’évolution de la fonction de distribution des photons de fréquence ν, fν(r,u, t),
s’écrit alors :
∂tfν(r,u, t) + cu.∇rfν(r,u, t) = [C]ν (2.1.6)
où nous avons supprimé le terme d’accélération des particules de l’équation 2.1.1 et où c est la
vitesse de propagation des photons dans le milieu considéré.
Nous avons vu précédemment que si on néglige les corrélations entre particules et si on
suppose que les collisions sont locales et quasi-instantanées, le terme collisionnel de l’équation
de Boltzmann est un terme source-puit tenant compte de l’apparition et de la disparition des
particules dans un volume de l’espace des phases drdv suite aux diverses interactions que
subissent ces particules. Dans le cas des photons, nous gardons ces hypothèses et nous allons
écrire le terme collisionnel en sachant que les interactions provoquant la “disparition” ou la
“création” de photons sont l’émission, l’absorption et la diffusion. Mais avant d’exprimer les
termes correspondant à ces interactions, commençons par introduire la luminance, grandeur
mésoscopique utilisée pour décrire le transport des photons, que l’on relie facilement à la fonction
de distribution f .
Luminance
La grandeur mésoscopique décrivant le rayonnement en un point de l’espace des phases est
généralement la luminance plutôt que la fonction de distribution. La luminance monochroma-
tique Lν(r,u, t) au point r, dans la direction u et à l’instant t s’exprime en W.m−2.str−1.Hz−1.
C’est une puissance par unité de surface normale à la direction u, par unité d’angle solide et
par unité de fréquence. Si on raisonne en modèle monochromatique, la quantité de chaleur δQ
qui traverse pendant dt la surface dS⊥ (surface perpendiculaire à u) dans la direction u s’écrit :
δQ = Lν(r,u, t)dtdudS⊥ (2.1.7)
fν(r,u, t)drdu représente le nombre moyen de photons de fréquence ν par unité de volume de
l’espace des phase et δQ est aussi égale au nombre de photons fν(r,u, t) c0n dtdS⊥ de fréquence ν
présents dans le volume dS⊥ c0dtn (voir figure 2.2) et se propageant dans la direction u, multiplié
par l’énergie de chaque photons hν soit :
δQ = fν(r,u, t)
c0
n
dtdudS⊥hν (2.1.8)
On relie ainsi facilement la luminance et la fonction de distribution :
Lν(r,u, t) = fν(r,u, t)
c0
n
hν (2.1.9)
L’équation 2.1.6 s’écrit alors :
1
c
∂tLν(r,u, t) + u.∇rLν(r,u, t) = [C] (2.1.10)
3Dans les applications qui nous intéressent, les collisions sont supposées élastiques, c’est-à-dire que la fré-
quence du photon reste inchangée. Il n’est pas nécessaire d’inclure la fréquence du photon comme dimension
supplémentaire dans cet espace des phases
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c0dt
n
u
dS⊥
Fig. 2.2 – La quantité d’énergie δQ qui traverse la surface dS⊥ pendant dt est égale au nombre
de photons se propageant dans la direction u dans le volume c0
n
dtdS⊥ multiplié par l’énergie de
chaque photon.
Écriture du terme de “disparition” de photons
La disparition de photons du volume de l’espace des phases drdu est provoquée par les
phénomènes d’absorption et de diffusion sortante. En considérant qu’un photon ne peut pas
interagir avec un autre photon et en supposant qu’il existe toujours une échelle en dessous
de laquelle les lieux d’interactions possibles sont distribués spatialement aléatoirement de fa-
çon uniforme, ce terme de disparition des photons est alors linéaire et s’écrit sous la forme :
−kν(r)Lν(r,u, t) où kν(r) = kaν(r) + kdν(r) est le coefficient d’extinction. Pour comprendre
précisément ce terme d’un point de vue statistique, rappelons les images physiques associées à
la loi de Beer-Lambert :
Atténuation exponentielle et absence de mémoire : loi de Beer-Lambert Considérons
un photon en r, à l’instant t se déplaçant dans la direction u. On note σ la distance que parcourt
ce photon entre l’instant t et l’instant de sa prochaine interaction avec la matière. pΣ(σ)dσ est
la probabilité pour qu’une interaction ait lieu entre σ et σ + dσ. pΣ(σ) est définie sur R+. On
note T (l) la probabilité que σ soit supérieur à une distance l :
Tr,u,t(l) =
∫ +∞
l
pΣ(σ)dσ (2.1.11)
On s’intéresse alors à la probabilité que σ soit supérieur à l1 + l2 :
Tr,u,t(l1 + l2) = Tr,u,t(l1)× T (l2|l1) (2.1.12)
où T (l2|l1) est la probabilité conditionnelle que le photon parcourt encore une distance l2 sans
interaction, sachant qu’il a parcouru une distance l1 sans interaction depuis r. L’hypothèse d’une
distribution aléatoire des lieux d’interactions permet d’affirmer qu’il n’y a aucune corrélation
statistique entre ce qui advient au corpuscule à partir de l2 et ce qui est advenu précédemment.
C’est l’équivalent d’une absence de mémoire. Ainsi, T (l2|l1) n’est fonction que de l2 :
Tr,u,t(l1 + l2) = Tr,u,t(l1)Tr1,u,t1(l2) (2.1.13)
où r1 = r + l1cu et t1 = t + l1c . Si on suppose que le milieu est uniforme et sans évolution
temporelle alors les probabilités d’interaction sont identiques pour deux particules de même
vitesse en (r, t) et (r1, t1). On peut donc écrire :
Tr1,u,t1(l2) = Tr,u,t(l2) (2.1.14)
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La fonction Tr,v,t vérifie donc la propriété suivante :
Tr,u,t(l1 + l2) = Tr,u,t(l1)Tr,u,t(l2) (2.1.15)
Elle est donc de forme exponentielle et les contraintes Tr,u,t(0) = 1 et Tr,u,t(l) ≤ 1 conduisent
à :
Tr,u,t(l) = exp(− l
a
) (2.1.16)
où a est un paramètre positif. En reportant cette expression dans l’équation 2.1.11 et en dérivant
par rapport à l, on obtient la densité de probabilité du libre parcours l sous la forme
pΣ(σ) =
1
a
exp(−σ
a
) (2.1.17)
En notant λ le libre parcours moyen du photon, la contrainte suivante est imposée :∫ +∞
0
σpΣ(σ)dσ =
∫ +∞
0
σ
a
exp(−σ
a
)dσ = λ (2.1.18)
qui nous conduit à :
a = λ (2.1.19)
On obtient donc sous l’hypothèse d’un milieu homogène et temporellement invariant :
T (l) = exp(− l
λ
)
pΣ(σ) =
1
λ
exp(−σ
λ
) (2.1.20)
Si le milieu est purement absorbant (sans diffusion), le coefficient d’absorption est égal à l’inverse
du libre parcours moyen et l’équation 2.1.20 peut s’écrire :
T (l) = exp(−kaνl)
pΣ(σ) = kaν exp(−kaνσ) (2.1.21)
Si maintenant le milieu est purement diffusif (sans absorption) :
T (l) = exp(−kdνl)
pΣ(σ) = kdν exp(−kdνσ) (2.1.22)
Ces équations se généralisent sans difficulté à un milieu hétérogène, absorbant et diffusant
(toujours temporellement invariant) par
T (l) = exp
(
−
∫ l
0
kν(σ)dσ
)
pΣ(σ) = kν exp
(
−
∫ σ
0
kν(σ)dσ
)
(2.1.23)
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où kν = kaν + kdν est appelé le coefficient d’extinction. L’équation 2.1.23 est la loi de Beer-
Lambert4, pΣ(σ)dσ étant la probabilité que le photon subisse une extinction (par absorption
ou par diffusion) entre les distances σ et σ + dσ.
Ainsi, si on considère l’équation 2.1.6 dans laquelle on suppose qu’il n’y a pas de source de
photons et que le milieu est sans évolution temporelle, la loi de Beer nous donne la valeur de
L(r,u, t) suivante :
Lν(r,u, t) = exp
(
−
∫ l
0
kν(σ)dσ
)
Lν(r0,u, t0) (2.1.24)
avec l = c(t− t0) et r = r0 + cu(t− t0) et t0 = t− ||r−r0||c . Cette dernière équation est solution
de l’équation différentielle suivante :
1
c
∂tLν(r,u, t) + u.∇rLν(r,u, t) = −kν(r)Lν(r,u, t) (2.1.25)
où l’on retrouve le terme de disparition des photons−kν(r)Lν(r,u, t) ou−
(
kaν(r)+kdν(r)
)
Lν(r,u, t)
du terme collisionnel
Écriture du terme source
La création de photons dans drdu est dûe à l’émission de photons et à la diffusion entrante.
L’émission de photons dépend des propriétés thermodynamiques locales du milieu de pro-
pagation. Pour la modéliser au sein d’un volume élémentaire drdu de l’espace des phases, on
se place dans une condition d’équilibre à une température T . A l’équilibre, la luminance est
uniforme, isotrope et est donnée par la loi de Planck (on parlera de luminance de Planck ou de
luminance noire) :
L0ν(T ) = 2
hν3
c2
[
e
hν
kBT − 1
] (2.1.26)
où kB = 1, 3805.10−23J.K−1 est la constante de Boltzmann et c0 = 2, 99792.108m.s−1 la vitesse
de la lumière dans le vide. La condition d’équilibre impose également que les termes collisionnels
d’absorption et d’émission se compensent exactement. Avec ce qui précède, la luminance étant
égale à L0ν(T ), le terme d’absorption est −kaνL0ν(T ). On en conclue donc que le terme d’émis-
sion est +kaν(r)L0ν(T ). Mais à ce stade, ce modèle d’émission ne vaut que pour une condition
d’équilibre. C’est là qu’intervient l’hypothèse d’équilibre thermodynamique local permettant
de conserver ce modèle dans des configurations hors équilibre en remplaçant la température
T par la température locale T (r). On retient donc que la contribution de l’émission au terme
collisionnel est +kaν(r)L0ν
(
T (r)
)
.
Le terme de diffusion entrante représente l’ensemble des diffusions vers u ayant lieu dans le
volume dr. Ce terme s’écrit : kdν(r)
∫
4π
du′Φ(r,u′ → u)Lν(r,u′, t). Le produit kdν(r)Lν(r,u′, t)
4Dans la suite de ce chapitre, nous allons présenter la méthode de Monte-Carlo en nous basant sur une
description statistique du transport de photons. Par exemple, nous utiliserons la fonction de phase en l’interpré-
tant comme la densité de probabilité de la direction de diffusion sur la sphère unité. De même, nous utiliserons
régulièrement les lois de Beer-Lambert et de Lambert pour définir respectivement les densités de probabilité
d’extinction et les densités de probabilité de direction d’incidence d’un rayonnement isotrope à la frontière du
système.
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traduit l’occurrence d’évènements de diffusion pour les photons se propageant dans la direction
u′ et Φ(r,u′ → u) traduit la probabilité qu’une telle diffusion conduise à l’apparition d’un
photon dans la direction u. L’intégrale sur 4π permet de tenir compte des diffusions vers u de
photons provenant de toutes les directions.
Écriture de l’ETR
Le terme collisionnel [C]ν pour des photons de fréquence ν s’écrit finalement :
[C]ν = −(kaν(r) + kdν(r))Lν(r,u, t) + kaν(r)L0ν(r, t) + kdν(r)
∫
4π
du′Φ(r,u′ → u)Lν(r,u′, t)
(2.1.27)
L’ETR sous forme différentielle est alors :
1
c
∂tLν(r,u, t) + u.∇L(r,u, t) = −(kaν(r) + kdν(r))Lν(r,u, t) + kaν(r)L0ν(r, t)
+kdν(r)
∫
4π
du′Φ(r,u′ → u)Lν(r,u′, t) (2.1.28)
où L0ν(r, t) est la luminance noire au point r à l’instant t. Les conditions aux limites se
définissent aux bords du système, généralement une paroi (réelle ou virtuelle), localement plane,
noire ou réfléchissante. En un point rw situé à la paroi, la luminance s’exprime par :
Lν(rw,u, t) = (rw,u)L
0
ν(rw) +
∫
2π
du′ρ(rw,u
′ → u)Lν(rw,u′, t) (2.1.29)
où (rw,u) est le coefficient d’émissivité directionnel au point rw. ρ(rw,u′ → u) est le
coefficient de réflectivité directionnel au point rw, correspondant à la fraction de la luminance
provenant de la direction u′ qui est réfléchie dans la direction u (équivalent de la fonction de
phase pour une surface).
n
θ θ
Réflexion diffuse Réflexion spéculaire
u’u
rw rw
Fig. 2.3 – Représentation des réflexions spéculaires et des réflexions diffuses sur une surface
Si la paroi est purement spéculaire, la réflexion obéit aux lois de Snell-Descartes (voir la
figure 2.3). Si la paroi est diffuse, la réflexion obéit à la loi de Lambert :
ρ(rw,u
′ → u) = u
′.n
π
(1− (rw,u′)) (2.1.30)
2.1. RAPPELS DE PHYSIQUE STATISTIQUE : ÉQUATION DE BOLTZMANN ET ÉQUATION DE
TRANSFERT RADIATIF 23
Méthodes numériques de résolution de l’ETR De nombreuses méthodes de résolution
numérique ont été développées pour résoudre l’ETR. Des hypothèses simplificatrices telle que
la stationnarité (régulièrement utilisée car les échanges radiatifs sont souvent beaucoup plus
rapides que les échanges par d’autres modes de transfert d’énergie), la non prise en compte de
certains phénomènes physiques ou la simplification des propriétés spectrales des milieux de pro-
pagations permettent le développement de nouveaux modèles radiatifs et de nouvelles méthodes
numériques plus efficaces. Par exemple, l’ETR est à l’origine de l’équation du rendu[21] (où les
phénomènes d’absorption et de diffusion sont négligés), et qui est généralement bien adaptée
aux problématiques posées en synthèse d’image. Dans d’autres contextes tel que l’étude des
transferts radiatifs dans des systèmes en combustion, les phénomènes de diffusions peuvent être
négligés si les fractions volumiques et le diamètre des particules en suspension dans le milieu
(comme les suies par exemples) sont faibles[22, 23] ce qui réduit très significativement le niveau
de difficulté.
Parmi les méthodes numériques résolvant l’ETR sous sa forme différentielle, on peut citer les
méthodes aux ordonnées discrètes (DOM) introduite par Chandrasekhar[24]. Les DOM sont ba-
sées sur une discrétisation de l’espace des directions et une discrétisation spatiale (type volumes
finis) de l’ETR. Sa rapidité et sa précision satisfaisante dans de nombreuses configurations[25]
en font une des méthodes les plus utilisées. On peut citer à titre d’exemples des travaux ré-
cents associés à cette méthode[26] proposant des solutions effectives pour le couplage avec des
codes de dynamique des fluides. Cependant, la discrétisation angulaire reste un problème sous
certaines conditions induisant des erreurs numériques comme “l’effet de rayon”[26]. Quant à la
discrétisation spatiale, il est connu qu’elle induit de la diffusion numérique. De plus, les DOM
deviennent coûteuse en temps de calcul lorsque l’on doit tenir compte de manière précise des
propriétés spectrales des gaz, ou des phénomènes de diffusion et de réflexions multiples.
On peut aussi citer la méthode aux harmoniques sphériques introduite par Jeans[27] (pour
l’étude des transferts radiatifs en astrophysique) ou méthode PN , régulièrement utilisée pour
résoudre l’ETR, qui est basée sur une décomposition en harmoniques sphériques de la luminance.
Le nombre N détermine l’ordre de l’approximation. Le premier niveau d’approximation, P1, est
couramment utilisé et donne des résultats précis pour de fortes épaisseurs optiques. Les niveaux
d’approximations supérieurs permettent de traiter des milieux plus minces et de mieux rendre
compte des distributions angulaires à la paroi[28].
Une autre catégorie de méthodes consiste à résoudre l’ETR sous sa forme intégrale. Parmi
celles-ci, la méthode du lancer de rayon est basée sur une discrétisation de l’espace des directions[14].
Pour chaque direction, le principe consiste à découper le rayon en segments supposés homogènes
et isothermes pour lesquels on calcule une transmittivité moyenne. Cette méthode devient ra-
pidement coûteuse en temps de calcul quand on considère les phénomènes de diffusions et de
réflexions multiples.
La méthode de Monte-Carlo fait partie de cette catégorie de méthodes résolvant l’ETR sous
sa forme intégrale que nous présentons maintenant.
24 CHAPITRE 2. MÉTHODE DE MONTE-CARLO EN TRANSFERT RADIATIF
2.1.4 ETR sous forme intégrale
On note Tν(ri → rj) la fraction d’énergie transmise sans diffusion du point ri jusqu’au
point rj :
Tν(ri → rj) = exp
(
−
∫ rj
ri
(kaν + kdν)dr
)
(2.1.31)
Les points notés rw, rw1, . . . sont sur la frontière du système (voir figure 2.4).
rw
rw3
r4
u4
σ4
r3 u3
u1
r1
σ3
σ2
r
rw1
u2
r2
σ1
u
rw2
Fig. 2.4 – Représentation des notations utilisées lors de l’expression 2.1.33 de l’ETR sous sa
forme intégrale
Vocabulaire choisi Au cours de ce manuscrit, nous distinguerons la transmittivité et la
transmittance. Nous appellerons transmittivité Tν la grandeur que nous venons de définir. Nous
appellerons transmittance (que nous noterons T ) la fraction d’énergie totale transmise entre
deux éléments géométriques, avec ou sans diffusion5.
L’ETR sous forme intégrale s’écrit :
Lν(r,u, t) = Lν(rw,u, tw)Tν(rw → r) +
∫ ||r−rw ||
0
dσ1(r1)Tν(r1 → r)
{
kaνL
0
ν(r1, t1)
+kdν
∫
4π
φν(r1,u1 → u)Lν(r1,u1, t1)dΩ(u1)
}
(2.1.32)
où σ1 = ||r1−r|| est l’abscisse curviligne du point r1 ∈ [rw, r]. Le terme Lν(rw,u, tw)Tν(rw →
r) décrit la luminance émise ou/et réfléchie depuis rw à l’instant tw = t− ||r−rw ||c et transmise
5Lorsque l’on considère un milieu purement absorbant, ces deux grandeurs sont égales
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sans diffusion jusqu’à r. kaνL0ν(r1, t1)Tν(r1 → r) décrit la luminance émise au point r1 à
l’instant t1 et transmise sans diffusion jusqu’à r à l’instant t et Tν(r1 → r)kdν
∫
4π
φν(r1,u1 →
u)Lν(r1,u1, t1)dΩ(u1) décrit la luminance provenant de la direction u1, diffusée en r1 vers u et
transmise jusqu’à r. Après développement de la luminance Lν(r1,u1, t1), on obtient l’expression
suivante6 :
Lν(r,u, t) = Lν(rw,u, tw)Tν(rw → r) +
∫ ||r−rw ||
0
dσ1(r1)Tν(r1 → r)
{
kaνL
0
ν(r1, t1)
+kdν
∫
4π
du1φν(r1,u1 → u)
{
Lν(rw1,u1, tw1)Tν(rw1 → r1) +∫ ||r1−rw1||
0
dσ2(r2)Tν(r2 → r1)
{
kaνL
0
ν(r2, t2) + kdν
∫
4π
du2φν(r2,u2 → u1)
{
Lν(rw2,u2, tw2)Tν(rw2 → r2) +
∫ ||r2−rw2||
0
dσ3(r3)Tν(r3 → r2)
{
kaνL
0
ν(r3, t3)
+ . . .
}}}}
(2.1.33)
où twi|{i∈N∗+} est égal à :
twi = t− ||r − r1||+ ||r1 − r2||+ · · ·+ ||ri− rwi||
c
twi|{i∈N∗+} est l’instant où une émission et/ou réflexion ont lieu depuis le point rwi situé sur
une frontière du système. rwi est l’intersection de la demi-droite partant du point ri dans la
direction −ui (voir figure 2.4). La luminance à la frontière du système Lν(rwi,u, twi) est donnée
par l’équation 2.1.29. ti|{i∈N∗+} est l’instant d’émission au point ri|{i∈N∗+} :
ti = t− ||r − r1||+ ||r1 − r2||+ · · ·+ ||ri−1 − ri||
c
Remarque Lν(r,u, t) peut aussi s’écrire sous la forme suivante :
Lν(r,u, t) =
∫
Γν(r,u,t)
dγkaν(rγ)L
0
ν(rγ, tγ) exp(−τγ) (2.1.34)
où Γ(r,u, t) est l’espace des chemins optiques incidents au point r, dans la direction u et à
l’instant t. τγ est l’épaisseur optique du milieu traversé par γ :
τγ =
∫ lγ
0
(kaν + kdν)dl (2.1.35)
où lγ est la distance totale parcourue par le chemin optique γ émis au point rγ à l’instant
tγ = t − lγc et transmis à l’instant t au point r dans la direction u. Ce type d’écriture est
présenté de façon plus détaillée dans la thèse d’A. de Lataillade[1].
Dans l’expression 2.1.33 de l’ETR, l’espace des chemins optiques est décomposé en sous-
espaces de chemins optiques ayant le même nombre de diffusions : la luminance est égale à une
6Dans cette expression, la notation dui est équivalente à dΩ(ui).
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somme de termes dont chacun décrit la contribution d’un de ces sous-espaces. Par exemple, le
terme
Lν(rw,u, tw)Tν(rw → r) +
∫ ||r−rw ||
0
dσ1(r1)Tν(r → r1)kaνL0ν(r1, t1) (2.1.36)
décrit la contribution de l’ensemble des chemins optiques ne subissant aucune diffusion. Ces
chemins optiques sont alors défini par leur position d’émission r1 ∈ [rw, r]. Le terme∫ ||r−rw ||
0
dσ1(r1)Tν(r → r1)kdν
∫
4π
du1φν(r1,u1 → u)
{
Lν(rw1,u1, tw1)Tν(rw1 → r1) +∫ ||r1−rw1||
0
dσ2(r2)Tν(r1 → r2)kaνL0ν(r2, t2)
}
(2.1.37)
décrit la contribution de l’ensemble des chemins optiques subissant une seule diffusion. Ces
chemins optiques sont définis par la position d’émission r2 ∈ [rw1, r1], la direction d’émission
u1 et la position de diffusion r1.
Au cours de ce manuscrit, il nous arrivera fréquemment de présenter de telles écritures
intégrales de l’ETR, c’est-à-dire en nous appuyant sur une décomposition en sous-ensembles
définis par le nombre de diffusions ou de réflexions de l’espace des chemins optiques.
2.2 Méthode de Monte-Carlo (MMC)
Introduite par Metropolis[29], la méthode de Monte-Carlo est une méthode statistique de
calcul numérique. Nous choisissons dans cette présentation de MMC de distinguer deux ap-
proches différentes :
– Une première approche que nous appellerons approche “analogue” consiste à considérer
MMC comme une méthode de simulation numérique de phénomènes statistiques. En trans-
ferts radiatifs, cette approche se base sur les notions de physique statistique que nous avons
introduites précédemment.
– La seconde approche, que nous appellerons approche “intégrale”, consiste à considérer
MMC comme une méthode numérique de calcul intégral. Cette approche a donc comme préa-
lable la proposition d’une formulation intégrale pour chaque grandeur physique étudiée. MMC
peut être ainsi considérée en transferts radiatifs comme une méthode de résolution numérique
de l’ETR sous forme intégrale. Nous choisissons de porter l’accent sur cette seconde approche
de MMC car la méthodologie d’estimation simultanée de sensibilités que nous décrivons au
chapitre suivant est basée sur les principes du calcul intégral par Monte-Carlo.
Avant d’aller plus loin, soulignons le fait que ces deux approches ne sont jamais exclusives.
L’approche analogue est souvent mise en avant dans la littérature concernant la simulation
numérique des transferts radiatifs par MMC [14, 30, 13, 31]. Il existe deux raisons principales
à cela : la première est dûe au fait qu’une description analogue de MMC, se basant sur des
images physiques de transport corpusculaire permet une compréhension intuitive de la méthode.
La seconde raison est que certains avantages offerts par l’approche intégrale de MMC restent
utilisables même en occultant les principes de bases du calcul intégral par MMC. Nous discutons
de ce dernier point au cours du paragraphe 2.2.4 dans lequel nous présentons des méthodes
d’optimisations de MMC. Si l’approche analogue est ainsi régulièrement suffisante pour décrire
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les algorithmes de Monte-Carlo, nous verrons cependant que dans certaines applications, l’aspect
intégral de MMC peut servir à surmonter des difficultés de convergence inhérentes aux MMC
analogues.
En fin de chapitre, nous présenterons quelques techniques d’optimisations de la méthode et
nous nous intéresserons plus spécifiquement à deux études effectuées au laboratoire d’Energé-
tique et au Laboratoire de Génie des procédés des solides divisés. Cette thèse a été réalisée dans
la continuité de ces travaux où l’aspect intégral de MMC a été mis en valeur comme ayant permis
d’optimiser MMC dans des milieux optiquement épais et dans des milieux quasi-isothermes.
2.2.1 Présentation de MMC par une approche analogue
Nous avons vu précédemment que les équations de conservations en physique du transport
correspondent à une description stochastique du mouvement des particules à l’échelle microsco-
pique. Les méthodes de Monte-Carlo dites analogues consistent à reconstruire cette statistique
par la simulation d’un grand nombre de trajectoires de particules dans le système considéré. La
grandeur physique est alors calculée par la moyenne de l’observable microscopique correspon-
dante. Par exemple, si on s’intéresse à la transmission d’un faisceau laser à travers une couche
de gaz, la méthode de Monte-Carlo analogue consiste à simuler la trajectoire d’un grand nombre
de photons à l’intérieur de la couche. La fraction d’énergie transmise à travers cette couche sera
alors estimée par le calcul du pourcentage de photons transmis.
Générations pseudo-aléatoires d’une variable aléatoire
La simulation du trajet optique d’un photon est fonction des probabilités d’occurrence
des divers évènements pouvant intervenir dans le système (comme l’émission, l’absorption ou
des diffusions de photons). Chaque évènement est généré aléatoirement selon une densité de
probabilité. Cette génération aléatoire s’effectue selon un processus numérique permettant de
simuler une suite de nombre aléatoire distribués uniformément sur un intervalle donné (dans
notre cas, nous nous intéressons à des générateurs aléatoires sur l’intervalle [0, 1]). Cette suite
de nombres est dite pseudo-aléatoire puisque divers algorithmes mathématiques permettent de
“simuler le hasard”. Ces générations sont maîtrisées et ont une période donnée. Plus la période
sera grande et plus le générateur pseudo-aléatoire sera intéressant7. A titre de référence, on
peut citer le générateur RANLUX de la librairie informatique du CERN[32], même si pour les
exemples auxquels nous allons nous intéresser, des générateurs moins évolués (tels que ceux de
Numerical Recipes[33]) peuvent être satisfaisants.
A partir de nombres aléatoires Ri ∈ [0, 1], on cherche ensuite à déduire une réalisation xi
d’une variable aléatoire X. Par exemple, si on cherche la position de diffusion d’un photon,
cette réalisation correspondra à l’abscisse curviligne σ de cette position le long de la trajectoire
directe. Pour obtenir une réalisation xi d’une variable aléatoire X selon la densité de probabilité
pX définie sur [a, b] à partir de nombres aléatoires Ri ∈ [0, 1], il existe différentes méthodes.
Lorsque cela est possible d’un point de vue analytique, on utilise la fonction de répartition
ou fonction de distribution cumulée g(x) =
∫ x
a
pX(y)dy. Celle-ci décrit la probabilité qu’une
7Il existe bien d’autres critères pour définir la qualité d’un générateur (par exemple sa capacité à couvrir
uniformément l’intervalle sur des zones et non uniquement sur la période complète).
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réalisation y de la variable aléatoire X ait une valeur inférieure à x. Cette fonction est croissante
et définie sur [0, 1], donc en posant Ri = g(xi), on obtient la réalisation xi par l’inversion de la
fonction de distribution cumulée :
xi = g
−1(Ri) (2.2.1)
Revenons à l’exemple du tirage aléatoire d’une position de diffusion. Nous avons vu précédem-
ment que la probabilité pour que la distance parcourue par un photon entre deux diffusions
soit σ suit la loi de Beer-Lambert. La densité de probabilité, définie sur R+, est donc égale à
pΣ(σ) = kde
− R σ
0
kd(l)dl. Si on suppose le coefficient de diffusion constant le long du trajet optique,
l’épaisseur optique peut s’écrire :
∫ σ
0
kd(l)dl = kdσ et la fonction de répartition g(σ) est alors
égale à :
g(σ) =
∫ σ
0
kde
−kdldl = 1− e−kdσ (2.2.2)
Si Rσ est le nombre aléatoire générée dans l’intervalle [0, 1], la position σ est alors déduite de :
σ = − ln(1−Rσ)
kd
(2.2.3)
L’inversion de la fonction de distribution cumulée permet donc de déduire la réalisation d’une
variable aléatoire monodimensionnelle. Il existe d’autres techniques de génération d’une réali-
sation d’une variable aléatoire, décrites notamment dans [34] et que nous ne présentons pas ici
car cela sort du cadre de cette thèse.
Dans les cas où la fonction de distribution cumulée ne peut pas être inversée, nous préfére-
rons changer de densité de probabilité par la technique d’échantillonnage préférentiel que nous
décrivons dans la suite de ce chapitre (voir le paragraphe 2.2.4)8.
Remarque Lorsque la variable aléatoire considérée n’est plus scalaire mais vectorielle, il est
toujours possible de se ramener à la génération de plusieurs variables aléatoires monodimen-
sionnelles. Par exemple le tirage aléatoire d’une direction (d’émission ou de diffusion) u peut
se ramener au tirage aléatoire de deux scalaires qui sont les deux angles, azimutal ϕ et polaire
θ, définissant cette direction. La probabilité pU(u)du est alors égale à :
pU(u)du = pΘ(θ)pφ(ϕ/θ)dϕdθ (2.2.4)
Dans la suite de ce chapitre, au cours de la présentation du principe du calcul intégral par
MMC, nous verrons que le fait de pouvoir toujours se ramener au tirage aléatoire d’une réa-
lisation de variables aléatoires monodimensionnelles va permettre de décomposer le domaine
d’intégration D de la grandeur intégrale estimée par MMC en un produit de n sous-domaines
monodimensionnels (si n est la dimension du domaine D) :
D = D1 ×D2 × · · · ×Dn (2.2.5)
où ∀i ∈ {1, . . . , n} Di est monodimensionnel. Nous insistons sur ce point car nous allons nous
servir de cette décomposition du domaine d’intégration dans le chapitre suivant au cours des
développements nous permettant d’établir une méthodologie d’estimation de sensibilités à la
déformation du domaine par MMC.
8Dans le chapitre 4, paragraphe 4.1, nous traiterons un exemple d’algorithme de Monte-Carlo analogue où
nous avons été contraint de changer de densité de probabilité parce qu’il n’était pas possible d’inverser la fonction
de répartition. Nous discutons de ce point particulier en annexe A
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Exemple d’algorithme
Pour illustration, nous allons détailler un algorithme de Monte-Carlo déduit d’une approche
analogue. Nous allons considérer dans cet exemple une couche monodimensionnelle absorbante
et diffusante, dont une des faces est soumise à un rayonnement gris isotrope. Les coefficients
d’absorption ka et de diffusion kd sont homogènes dans la couche. Nous allons présenter un
algorithme analogue permettant d’estimer la fraction d’énergie transmise par la couche ou
transmittance que nous notons T . Comme nous le disions précédemment, ce type d’algorithme
consiste à simuler le trajet optique de N photons et à calculer le pourcentage de photons
transmis. Nous allons décrire dans ce paragraphe comment simuler le trajet optique d’un photon.
Avec une approche analogue, un algorithme dit “direct”9 est basé sur le suivi d’un photon de-
puis son émission, au cours de ces diverses interactions avec le milieu de propagation (réflexion,
diffusion etc.) et jusqu’à son absorption ou sa sortie du système.
Direction d’incidence La génération d’un trajet optique dans cet exemple débute avec le ti-
rage aléatoire d’une direction d’incidence. Ce tirage dépend du coefficient d’émissivité direction-
nel. Dans le cas d’un rayonnement isotrope, la génération aléatoire d’une direction d’incidence
u0(ϕ0, θ0) se fait selon la densité de probabilité déduite de la loi de Lambert :
pU0(u0) =
cos θ0
π
(2.2.6)
où θ0 ∈ [0, π2 ] est l’angle polaire et ϕ0 ∈ [0, 2π] l’angle azimutal. D’après la relation
pU0(u0)du0 =
cos θ0
π
sin θ0dϕ0dθ0 = pφ0dϕ0pΘ0dθ0 (2.2.7)
on déduit le tirage aléatoire des deux angles ϕ0 et θ0 selon les deux densités de probabilité :
pφ0 =
1
2π
pΘ0(θ0) = 2 sin θ0 cos θ0 (2.2.8)
Suivi d’un photon dans le milieu de propagation Une fois que la direction de pro-
pagation du photon est connue, il faut déterminer une position d’extinction r suivant la loi
d’atténuation exponentielle de Beer-Lambert décrite précédemment. Cette position définie par
son abscisse curviligne noté σ le long du trajet optique est générée aléatoirement selon la densité
de probabilité :
pΣ(σ) = ke
− R σ
0
k(l)dl (2.2.9)
où k est le coefficient d’extinction égal à ka + kd. Dans cet exemple k est constant, on a donc
pΣ(σ) = ke
−kσ.
Si cette position d’extinction est hors de la couche, soit le photon est transmis soit il est
réfléchi par la couche. Dans ce cas, on passe à la simulation du trajet optique d’un autre
photon. Si la position d’extinction est dans la couche, il reste à savoir si cette extinction a lieu
9Nous appelons ces algorithmes “directs” dans le but de les différencier des algorithmes inverses dont nous
discutons dans la suite de ce paragraphe
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par absorption ou par diffusion. Pour cela, on sait que l’albédo de diffusion ω = kd
ka+kd
représente
la probabilité pour que cette extinction ait lieu par diffusion. On génère alors aléatoirement un
nombre R ∈ [0, 1]. Si R > ω alors l’extinction a lieu par absorption. Dans ce cas, le photon
n’est pas transmis et on passe à la simulation du trajet optique d’un autre photon. Si R < ω
alors l’extinction a lieu par diffusion et on passe au tirage aléatoire d’une direction de diffusion.
Le tirage aléatoire d’une direction de diffusion u(θ, ϕ) se fait selon la densité de probabilité
donnée par la fonction de phase. Si la diffusion est isotrope, on a :
pUdu =
du
4π
= pΘpφdϕdθ (2.2.10)
dont on déduit pΘ(θ) = sin θ2 et pφ =
1
2π
. Une fois que u est déterminé, on tire aléatoirement une
nouvelle position d’extinction de la même manière que précédemment.
Cet algorithme est détaillé sur la figure 2.5.
 
Le photon n’est pas transmis Le photon est transmis
Calcul du pourcentage de photons transmis
Tirage aléatoire de la jème position d’extinction selon pΣj (σj)
Tirage aléatoire permettant de déterminer si l’extinction
a eu lieu par diffusion ou par absorption
Si l’extinction a lieu par absorptionSi l’extinction a lieu par diffusion
Si i = N Si i < N , i→ i + 1
optique de N photons
Boucle de i = 1 à N
j = 1
j → j + 1
i = 0
Tirage aléatoire d’une direction de diffusion uj
selon pUj (uj)
Si le photon est réfléchi
par la couche
Si la position d’extinction est dans la couche Si la position d’extinction est hors de la couche
pour la simulation du trajet
Tirage aléatoire d’une direction d’incidence selon pU0(u0)
Fig. 2.5 – Exemple d’algorithme analogue utilisé pour le calcul de la transmittance à travers
une couche monodimensionnelle, absorbante et diffusante d’un rayonnement gris et isotrope
Remarques sur le développement des algorithmes analogues
Nous avons choisi de présenter un algorithme basé sur le suivi d’un photon au cours de
ses diverses interactions avec la matière. Il existe de nombreux et divers algorithmes analogues
ne suivant pas le trajet du photon comme nous l’avons décrit. Par exemple, afin d’éviter que
de nombreux photons soient trop vite absorbés (ce qui peut augmenter fortement l’incertitude
statistique associée à la transmittance), il est possible de découpler dans l’algorithme les phé-
nomènes de diffusion et d’absorption. Dans ces cas-là, l’image physique correspondante est le
suivi d’un paquet de photons. On simule alors le trajet optique de N paquets de photons en ne
considérant dans un premier temps que les phénomènes de diffusion. Ensuite, en fonction de ce
trajet optique (de sa longueur et des propriétés optiques du milieu de propagation), l’absorption
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est traitée séparément par la multiplication de la puissance initiale du paquet de photon par un
terme tenant compte de l’atténuation exponentielle par absorption10. Dans l’exemple que nous
venons de traiter, la grandeur calculée ne serait plus le pourcentage de photons transmis mais
la valeur moyenne de la puissance radiative transmise par les N paquets de photons. Wong
et al ont étudié les avantages et les inconvénients des différentes techniques de traitement de
l’absorption dans [35]. Nous verrons par la suite que ce changement d’algorithme peut aussi
s’interpréter à l’aide de l’approche intégrale.
Algorithme de Monte-Carlo inverse Basé sur le principe de réciprocité[36], un algorithme
de Monte-Carlo inverse consiste à suivre les chemins optiques des photons dans leurs sens
inverses, c’est-à-dire depuis le point final du trajet optique jusqu’à la source d’émission. Les
MMC inverses sont bien adaptées aux systèmes avec une source radiative large et des détecteurs
de petite taille puisqu’elles évitent de perdre du temps à générer des trajets optiques partant
de la source mais n’atteignant pas le détecteur. Walters et Buckius[37], Ishimoto [38] et Modest
[39] ont contribué aux développements des méthodes de Monte-Carlo inverse. Lu et Hsu[40] ont
développé des algorithmes de Monte-Carlo inverse dans des problèmes instationnaires. Nous
revenons sur cette dernière étude dans le chapitre 4, paragraphe 4.2.
Comme dit en introduction de ce paragraphe, cette approche analogue, basée sur le point
de vue statistique du transport, est complétée par une seconde approche dite intégrale. Cette
seconde approche va notamment permettre d’estimer l’incertitude statistique sur les résultats
mais aussi d’optimiser, si nécessaire, des algorithmes de MMC.
Dans la suite de ce chapitre, après avoir présenté les principes du calcul intégral par MMC,
nous effectuerons le lien entre l’approche analogue et l’approche intégrale. Nous montrerons ainsi
comment à partir d’un algorithme analogue, il est possible d’expliciter sous forme intégrale la
grandeur estimée et nous en déduirons qu’il est possible d’associer simplement à chaque algo-
rithme une formulation intégrale, et réciproquement d’associer à chaque formulation intégrale
un algorithme.
2.2.2 Méthodes de Monte-Carlo pour le calcul intégral (MMC inté-
grales)
Nous commençons par rappeler le théorème de la limite centrale, qui va permettre l’estima-
tion de l’incertitude statistique associée au calcul numérique d’une intégrale par MMC.
Énoncé du théorème de la limite centrale Soient {X1, X2, ..., XN} un ensemble de N
variables aléatoires11 indépendantes et parentes. Les espérances de chacune de ces variables
aléatoires sont égales de même que les variances : ∀i = 1, . . . , N E(Xi) = m et σ2Xi = σ2. On
pose SN = X1 + · · ·+ XN . La loi de probabilité pSN de la variable aléatoire SN converge vers
10Si on note γ le trajet optique parcouru par le paquet de photons, et lγ la longueur de ce chemin optique, la
puissance initiale Pi du paquet de photons émis est alors multiplié par exp(−
∫ lγ
0
kadl) qui est égal à exp(−kalγ)
si le coefficient d’absorption est homogène (loi de Beer-Lambert).
11Les notations usuelles en statistique consiste à écrire les variables aléatoires en majuscule. La réalisation
d’une variable aléatoire X sera notée en minuscule x. Nous noterons la densité de probabilité d’une variable
aléatoire X par un symbole p indicé par le nom de la variable aléatoire : pX . Son écart-type sera noté σX
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la loi normale pour N → +∞ :
pSN (sN) →
1√
2πNσ2
exp
(−(sN −Nm)2
2Nσ2
)
(2.2.11)
Commentaires Le principe d’une méthode de Monte-Carlo est d’estimer une intégrale I
comme l’espérance d’une variable aléatoire W , soit I = E(W ). L’algorithme consiste alors
à effectuer une réalisation yN = sNN avec sN = w1 + · · · + wN de la variable aléatoire YN à
l’aide d’un grand nombre N de réalisations indépendantes w1, w2, . . . , wN de W . Cette réali-
sation yN =
w1 + · · ·+ wN
N
va servir d’estimateur de I puisque l’on a, si N est assez grand,
yN =< W >N	 E(W ) = I (on note < W >N la valeur moyenne de N réalisations indépen-
dantes de la variable aléatoire W ). Connaissant la distribution de la variable aléatoire YN (voir
yN
I=E(W) 
σY
N
 
pY
N
 
(yN)
Fig. 2.6 – Tracé de la loi normale
la figure 2.6) grâce au théorème de la limite centrale, on peut également estimer l’erreur statis-
tique correspondante à l’aide de l’écart-type σYN =
σW√
N
de YN ( σW est l’écart-type de W égal à
σW =
√
E(W 2)− E(W )2 ). L’erreur statistique sur l’estimation de I sera d’autant plus faible
que σYN diminue et d’après la loi normale, la réalisation yN a une probabilité égale à 0, 683 de
se trouver dans l’intervalle [I − σYN ; I + σYN ], une probabilité égale à 0, 954 de se trouver dans
l’intervalle [I − 2σYN ; I + 2σYN ] et une probabilité égale à 0, 997 de se trouver dans l’intervalle
[I − 3σYN ; I + 3σYN ]. .
Principe du calcul intégral par MMC
Calcul d’une intégrale simple Soit une intégrale simple I,
I =
∫ b
a
f(x)dx (2.2.12)
L’introduction d’une densité de probabilité pX(x) définissant une variable aléatoire X permet
de récrire I sous la forme :
I =
∫ b
a
pX(x)
f(x)
pX(x)
dx =
∫ b
a
pX(x)wI(x)dx (2.2.13)
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Dans la suite, nous appellerons wI(x) = f(x)pX(x) la fonction poids de Monte-Carlo associée au
calcul de I. Si on définit la variable aléatoire WI =
f(X)
pX(X)
, l’intégrale I est égale à l’espérance
de WI :
I = E(WI) =< WI >N→+∞ (2.2.14)
On génère alors aléatoirement une série de réalisations {xi}i=1,N de la variable aléatoire X dont
on déduit une série de réalisations {wI,j = wI(xj)}j=1,N de la variable aléatoire WI . De cette
série, on va déduire une réalisation yN de la variable aléatoire yN =
wI,1+···+wI,N
N
et qui va nous
servir à estimer l’espérance de W , et par conséquent d’estimateur de I.
I = E(WI) 	 yN = Î =< WI >N= 1
N
N∑
j=1
wI,j (2.2.15)
Par application du théorème de la limite centrale, on en déduit que l’écart-type associé à cette
estimation de I est égal à :
σbI = σyN =
σWI√
N
=
√
E(W 2I )− E(W )2√
N
(2.2.16)
De la même manière que l’on a estimé I, on va avec la même série de réalisations indépendantes
{wI,j = wI(xj)}j=1,N de WI estimer cet écart-type σbI :
σbI 	
√
< W 2I >N − < WI >2N√
N
=
1√
N
√√√√ 1
N
N∑
j=1
w2I,j −
(
1
N
N∑
j=1
wI,j
)2
(2.2.17)
Calcul d’une intégrale multiple On considère maintenant une intégrale multiple de la
forme :
In =
∫
D
f(x)dx (2.2.18)
où le domaine D est de dimension n ∈ N+ et x ∈ D. Nous avons déjà précisé que dans les appli-
cations qui nous intéressent, la génération aléatoire d’une réalisation x d’une variable aléatoire
X vectorielle de dimension n pouvait se ramener à n réalisations successives (x1, x2, . . . , xn)
de n variables aléatoires monodimensionnelles X1, X2, . . . , Xn. Chacune des variables aléatoires
Xi
∣∣
{i=1,...,n} est donc définie sur un sous-domaine monodimensionnel Di
∣∣
{i=1,...,n} tel que :
D = D1 ×D2 × · · · ×Dn (2.2.19)
La variable aléatoire Xi pouvant être dépendante des variables aléatoires X1, . . . , Xi−1 précé-
dente, l’intégrale In peut donc s’écrire sous la forme :
In =
∫
D1
dx1
∫
D2
dx2
∫
D3
dx3 . . .
∫
Dn
dxnf(x1, x2, . . . , xn) (2.2.20)
Le principe établi pour une intégrale simple s’étend alors sans difficulté à une intégrale multiple.
On note pXi(xi|x1, . . . , xi−1) la densité de probabilité de la variable aléatoire Xi connaissant les
34 CHAPITRE 2. MÉTHODE DE MONTE-CARLO EN TRANSFERT RADIATIF
réalisations x1, . . . , xi−1 des variables aléatoires X1, . . . , Xi−1. Si on introduit n telles densités
de probabilités, on peut réécrire In sous la forme :
In =
∫
D1
pX1(x1)dx1
∫
D2
pX2(x2/x1)dx2 . . .
∫
Dn
pXn(xn/x1, . . . , xn−1)dxn
f(x1, . . . , xn)∏n
i=1 pXi(xi/x1, . . . , xi−1)
(2.2.21)
On pose alors la fonction poids de Monte-Carlo :
wIn(x1, . . . , xn) =
f(x1, . . . , xn)∏n
i=1 pXi(xi/x1, . . . , xi−1)
(2.2.22)
et on introduit la variable aléatoire WIn =
f(X1,...,Xn)Qn
i=1 pXi(Xi/X1,...,Xi−1)
. La grandeur In est alors
égale à l’espérance de la variable aléatoire WIn :
In = E(WIn) =< WIn >N→+∞ (2.2.23)
On effectue donc une série deN réalisations de la variable aléatoire WIn : {wIn,j(x1j , . . . , xnj)}j=1,N
pour estimer In par la valeur moyenne < WIn >N :
In 	 În =< WIn >N=
1
N
N∑
j=1
wIn,j (2.2.24)
L’incertitude statistique associée à l’estimation de In est alors calculée par :
σcIn =
σWIn√
N
	
√
< W 2In >N − < WIn >2N√
N
=
1√
N
√√√√ 1
N
N∑
j=1
w2In,j −
(
1
N
N∑
j=1
wIn,j
)2
(2.2.25)
Remarque : Récriture d’une intégrale à l’aide de l’introduction des densités de
probabilités
Toutes les intégrales ne sont pas de la même forme que In. De nombreuses équations, telle
que l’ETR, s’écrivent plutôt sous la forme suivante :
I =
∫
D1
dx1
{
f1(x1) + g1(x1)
∫
D2
dx2
{
f2(x1, x2) + g2(x1, x2)
∫
D3
dx3
{
f3(x1, x2, x3) +
. . .
}}}
(2.2.26)
où f1, g1, . . . sont des fonctions quelconques.
Si on introduit les densités de probabilité pXi(xi/x1, . . . , xi−1) dans l’intégrale de l’équation
2.2.26, on obtient l’écriture suivante :
I =
∫
D1
pX1(x1)dx1
{
f1(x1)
pX1(x1)
+
g1(x1)
pX1(x1)
∫
D2
pX2(x2/x1)dx2{
f2(x1, x2)
pX2(x2/x1)
+
g2(x1, x2)
pX2(x2/x1)
∫
D3
pX3(x3/x1, x2)dx3
{
f3(x1, x2, x3)
pX3(x3/x1, x2)
+ . . .
}}}
(2.2.27)
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Il est aisé de réécrire cette intégrale sous une forme adéquate au principe du calcul intégral par
MMC. On se sert du fait que toutes les intégrales sont pondérées par une densité de probabilité.
On réécrit I en regroupant l’ensemble des intégrales pondérées en utilisant la relation simple
suivante
f(x) = f(x)
∫
D
pY (y)dy =
∫
D
f(x)pY (y)dy (2.2.28)
On applique ce type de relation à l’équation 2.2.27 et on obtient :
I =
∫
D1
pX1(x1)dx1
∫
D2
pX2(x2/x1)dx2
∫
D3
pX3(x3/x1, x2)dx3 . . .
{
f1(x1)
pX1(x1)
+
g1(x1)
pX1(x1){
f2(x1, x2)
pX2(x2/x1)
+
g2(x1, x2)
pX2(x2/x1)
{
f3(x1, x2, x3)
pX3(x3/x1, x2)
+ . . .
}}}
(2.2.29)
On retrouve ainsi une écriture similaire à celle de l’équation 2.2.20, le poids wI étant donc :
wI(x1, x2, . . . ) =
f1(x1)
pX1(x1)
+
g1(x1)
pX1(x1)
{
f2(x1, x2)
pX2(x2/x1)
+
g2(x1, x2)
pX2(x2/x1)
{
f3(x1, x2, x3)
pX3(x3/x1, x2)
+ . . .
}}
(2.2.30)
2.2.3 Liens entre l’approche analogue et l’approche intégrale
Toutes les méthodes de Monte-Carlo auxquelles nous songeons calculent une intégrale. Dans
le cas des algorithmes analogues, nous avons vu que l’intégrale estimée n’a pas besoin d’être
explicitée. Cependant, pour appliquer la méthodologie de calcul simultanée de sensibilité par
MMC présentée au chapitre suivant, l’écriture intégrale de la grandeur dont on souhaite estimer
des sensibilités est nécessaire. Ainsi si l’on souhaite appliquer cette méthodologie à un algorithme
analogue, il faut au préalable formuler la grandeur estimée par cet algorithme. Dans ce but,
nous présentons une démarche méthodologique permettant de déduire à partir d’un algorithme
analogue une formulation intégrale correspondante.
Développement d’une formulation intégrale à partir d’un algorithme
Dans la présentation qui suit, nous nous appuyons sur l’exemple d’algorithme analogue pré-
senté au paragraphe 2.2.1 et décrit sur la figure 2.5. Cet algorithme permet le calcul de la
fraction d’énergie transmise (la transmittance T ) par une couche monodimensionnelle, absor-
bante, diffusante, et soumise à un rayonnement gris isotrope.
La démarche que nous proposons consiste à :
– Associer à chaque nouvelle génération aléatoire une intégrale avec des bornes d’intégrations
déduites du domaine dans lequel la densité de probabilité est définie. Au fur et à mesure que
les générations aléatoires se succèdent, les intégrales s’empilent alors les unes sur les autres.
– Décrire chaque condition imposée par l’algorithme à l’aide de la fonction échelon (ou
heaviside) notée H(x) et définie par :
H(x) =
{
1 si x > 0
0 si x < 0
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On suit ainsi l’algorithme point par point et on reconstruit la formulation intégrale de
la grandeur estimée. Sur la figure 2.5, la première étape de l’algorithme consiste à générer
aléatoirement une direction d’incidence selon pU0(u0) =
cos θ0
π
. D’après le principe du calcul
intégral par MMC, cela correspond à l’intégrale suivante (cf équation 2.2.10) :
T =
∫
2π
pU0(u0)du0 · · · =
∫ 2π
0
pΦ0(ϕ0)dϕ0
∫ π
2
0
pΘ0(θ0)dθ0 . . . (2.2.31)
La seconde étape de l’algorithme consiste à générer aléatoirement une position d’extinction σ1
selon pΣ1(σ1) = ke−kσ1 . On rappelle que k = ka+kd est le coefficient d’extinction constant dans
la couche et que σ1 est l’abscisse curviligne de la première position d’extinction du photon. Cette
génération correspond à une intégrale sur le sous-domaine monodimensionnel R+ = [0,+∞[
qui représente l’ensemble des valeurs possible de σ1. On empile donc l’intégrale suivante sur
l’expression de T :
T =
∫
2π
pU0(u0)du0
∫ +∞
0
pΣ1(σ1)dσ1 . . . (2.2.32)
Ensuite, l’algorithme dépend d’une condition : soit la position d’extinction est à l’intérieur de la
couche, soit la position d’extinction est à l’extérieur de la couche. Pour décrire cette condition,
on introduit la distance d0 = ecos θ0 qui est la distance maximale que doit parcourir le photon
avant de sortir de la couche. Si σ1 > d0, ce qui se traduit formellement par H(σ1 − d0) = 1
le photon est transmis par la couche sans subir d’extinction. Si σ1 < d0 ce qui équivaut à
H(d0−σ1) = 1, alors on continue de simuler le trajet optique du photon. On traduit donc cette
condition dans l’expression de T par :
T =
∫
2π
pU0(u0)du0
∫ +∞
0
pΣ1(σ1)dσ1
{
H(σ1 − d0) + H(d0 − σ1) . . .
}
(2.2.33)
Si H(d0−σ1) = 1, le photon subit une extinction à l’intérieur de la couche. D’après l’algorithme,
on génère alors aléatoirement un nombre r1 uniformément sur [0, 1]. Cette génération aléatoire
se traduit par l’empilement d’une nouvelle intégrale selon :
T =
∫
2π
pU0(u0)du0
∫ +∞
0
pΣ1(σ1)dσ1
{
H(σ1 − d0) + H(d0 − σ1)
∫ 1
0
dr1 . . .
}
(2.2.34)
De r1 on déduit en fonction de l’albédo de diffusion ω = kdka+kd le fait que l’extinction a lieu
par absorption ou diffusion : Si (r1 > ω) ≡ (H(r1 − ω) = 1), l’extinction a lieu par absorption,
le photon n’est pas transmis. On multiplie alors par 0 puisque ce photon ne fait pas partie du
pourcentage de photon transmis. Si (r1 < ω) ≡ (H(ω−r1) = 1), l’extinction a lieu par diffusion,
on continue alors la simulation du trajet optique. Formellement cela se traduit par :
T =
∫
2π
pU0(u0)du0
∫ +∞
0
pΣ1(σ1)dσ1
{
H(σ1 − d0) + H(d0 − σ1)∫ 1
0
dr1
{
H(r1 − ω)× 0 + H(ω − r1) . . .
}}
=
∫
2π
pU0(u0)du0
∫ +∞
0
pΣ1(σ1)dσ1
{
H(σ1 − d0) + H(d0 − σ1)∫ 1
0
dr1
{
H(ω − r1) . . .
}}
(2.2.35)
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Si H(ω−r1) = 1, on génère aléatoirement une direction de diffusion selon la fonction de phase :
pU1(u1) = Φ(σ1,u0 → u1) puis on génère aléatoirement une nouvelle position d’extinction σ2
selon pΣ2(σ2) = ke−kσ2 où k = ka + kd. Cela se traduit formellement par :
T =
∫
2π
pU0(u0)du0
∫ +∞
0
pΣ1(σ1)dσ1
{
H(σ1 − d0) + H(d0 − σ1)
∫ 1
0
dr1
{
H(ω − r1)
∫
4π
pU1(u1)du1
∫ +∞
0
pΣ2(σ2)dσ2 . . .
}
(2.2.36)
Comme précédemment, soit σ2 est dans la couche, soit σ2 est à l’extérieur de la couche. On
u1
e
z = 0 z = e
u0
ez
θ0
σ1
σ2
u2
Fig. 2.7 – Description des notations utilisées lors de la formulation de la transmittance donnée
par 2.2.37 .
introduit alors d1 tel que si (σ2 > d1) ≡ (H(σ2 − d1) = 1), la seconde position d’extinction est
à l’extérieur de la couche. Dans ce cas-là, soit le photon est transmis, soit il est réfléchi ; cela
dépend de la direction de propagation du photon u1. Si u1 est dirigé vers la face de la couche
soumise au rayonnement incident (face d’équation z = 0 sur la figure 2.7), le produit scalaire
u1.ez est négatif et le photon sera réfléchi12. Si (u1.ez > 0) ≡ (H(u1.ez) = 1) le photon sera
transmis. Si maintenant (σ2 < d1) ≡ (H(d1− σ2) = 1), alors la simulation du trajet optique du
photon se poursuit. On obtient alors l’expression suivante de T :
T =
∫
2π
pU0(u0)du0
∫ +∞
0
pΣ1(σ1)dσ1
{
H(σ1 − d0) + H(d0 − σ1)
∫ 1
0
dr1
{
H(r1 − ω)× 0 +
H(ω − r1)
∫
4π
pU1(u1)du1
∫ +∞
0
pΣ2(σ2)dσ2{
H(σ2 − d1)
{
H(−u1.ez)× 0 + H(u1.ez)
}
+ H(d1 − σ2) . . .
}}}
(2.2.37)
12Par réfléchi, nous entendons que le photon est rétrodiffusé par la couche et ressort de celle-ci par la même
face que celle par laquelle ce photon est entré dans la couche
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T se réécrit alors :
T =
∫
2π
pU0(u0)du0
∫ +∞
0
pΣ1(σ1)dσ1
∫ 1
0
dr1
∫
4π
pU1(u1)du1
∫ +∞
0
pΣ2(σ2)dσ2 . . .
w(u0, σ1, r1,u1, σ2, . . . ) (2.2.38)
où w(u0, σ1, r1,u1, σ2, . . . ) est la fonction poids de Monte-Carlo qui s’écrit :
w(u0, σ1, r1,u1, σ2, . . . ) = H(σ1 − d0) + H(d0 − σ1)H(ω − r1)
{
H(σ2 − d1)H(u1.ez) + H(d1 − σ2) . . .
}
(2.2.39)
w est égal à 1 si le photon est transmis et égal à 0 s’il ne l’est pas.
“Association” d’un algorithme et d’une formulation intégrale
L’expression 2.2.37 de la transmittance T est une formulation intégrale déduite de l’algo-
rithme donné sur la figure 2.5. Cette démarche envisagée de manière réciproque nous conduit
simplement d’une formulation intégrale à un algorithme.
A titre d’exemple rappelons l’expression de l’ETR intégrale (voir le paragraphe 2.1.4) :
Lν(r,u, t) = Lν(rw,u, tw)Tν(rw → r) +
∫ ||r−rw ||
0
dσ1(r1)Tν(r1 → r)
{
kaνL
0
ν(r1, t1)
+kdν
∫
4π
du1φν(r1,u1 → u)
{
Lν(rw1,u1, tw1)Tν(rw1 → r1) +∫ ||r1−rw1||
0
dσ2(r2)Tν(r2 → r1)
{
kaνL
0
ν(r2, t2) + kdν
∫
4π
du2φν(r2,u2 → u1)
{
Lν(rw2,u2, tw2)Tν(rw2 → r2) +
∫ ||r2−rw2||
0
dσ3(r3)Tν(r3 → r2)
{
kaνL
0
ν(r3, t3)
+ . . .
}}}}
(2.2.40)
Cette intégrale se réécrit en introduisant les densités de probabilités sous la forme
Lν(r,u, t) =
∫ ||r−rw ||
0
pΣ1(σ1)dσ1(r1)
∫
4π
pU1(u1|σ1)du1
∫ ||r1−rw1||
0
pΣ2(σ2|u1, σ1)dσ2(r2)∫
4π
pU2(u2|σ1,u1, σ2)du2 . . . w(σ1,u1, σ2,u2, . . . ) (2.2.41)
où la fonction w est égale à :
w(σ1,u1, σ2,u2, . . . ) = Lν(rw,u, tw)Tν(rw → r) + Tν(r1 → r)
pΣ1(σ1)
{
kaνL
0
ν(r1, t1)
+kdν
φν(r1,u1 → u)
pU1(u1|σ1)
{
Lν(rw1,u1, tw1)Tν(rw1 → r1) +
Tν(r2 → r1)
pΣ2(σ2|u1, σ1)
{
kaνL
0
ν(r2, t2) + kdν
φν(r2,u2 → u1)
pU2(u2|σ1,u1, σ2){
Lν(rw2,u2, tw2)Tν(rw2 → r2) + . . .
}}}}
(2.2.42)
2.2. MÉTHODE DE MONTE-CARLO 39
De cette écriture intégrale, on déduit un algorithme consistant à :
– Générer aléatoirement une position de diffusion r1 sur le segment défini par les points rw
et r (voir la figure 2.4 où ces notations sont représentées sur un exemple de chemin optique).
– Générer aléatoirement une direction de diffusion u1 sur l’espace des angles solides 4π.
– Générer aléatoirement une nouvelle position de diffusion r2 sur le segment défini par les
points rw1 et r1 puis une nouvelle direction de diffusion u2 et ainsi de suite.
L’algorithme ainsi déduit de l’ETR consiste à générer aléatoirement un trajet optique γ
dans son sens inverse, en partant du point d’arrivée r, dans la direction −u. Ce trajet est défini
par les positions et directions successives tirées aléatoirement : (r1,−u1, r2,−u2, . . . ). r1 est
alors la dernière diffusion du trajet γ, r2 est son avant-dernière diffusion et ainsi de suite. A la
fin de la génération aléatoire du trajet γ, que l’on définit par un critère géométrique, physique
ou mathématique (nous discutons de ce point particulier dans la suite de ce paragraphe), on
calcule alors la fonction poids w et on recommence la génération aléatoire d’un nouveau trajet
optique.
Remarque sur la dimension infinie du domaine d’intégration De façon générale en
théorie du transport, lorsque des phénomènes de diffusions ou de réflexions multiples sont pris
en compte, les intégrales (expression 2.2.37 par exemple) ont des domaines d’intégration de
dimension infinie. L’algorithme que nous venons de présenter, basé sur l’ETR, est incomplet
puisque nous n’avons pas introduit de critère permettant d’arrêter la génération aléatoire du
trajet optique.
Ceci n’est pas une difficulté lorsque les algorithmes de Monte-Carlo sont développés à l’aide
d’une approche analogue puisque les conditions d’arrêts de la simulation du trajet optique sont
automatiques. Ces conditions sont alors basées sur des critères physiques ou géométriques. Par
exemple, dans l’algorithme analogue de la figure 2.5, il existe plusieurs conditions d’arrêt. La
première est physique : l’algorithme arrête de simuler le trajet optique du photon si celui-ci est
absorbé. La seconde est géométrique : l’algorithme arrête de simuler le trajet optique du photon
si celui-ci sort de la couche. D’un point de vue formel, ces conditions d’arrêts se traduisent par
l’introduction de fonctions échelons dans l’intégrale. Au cours de ce manuscrit13, il nous arrivera
de développer des algorithmes à partir d’une intégrale de dimension infinie. Dans ces cas-là,
nous serons inversement contraints de travailler au préalable sur la formulation intégrale de la
grandeur à l’aide des fonctions échelons pour introduire une condition d’arrêt de la simulation.
2.2.4 Quelques techniques d’optimisations de la méthode de Monte-
Carlo
Nous présentons maintenant des techniques d’optimisations des méthodes de Monte-Carlo
qui sont fréquemment employées dans le cadre du calcul des transferts radiatifs et dont nous
serons amené à rediscuter au cours de ce manuscrit. Nous renvoyons le lecteur aux ouvrages de
référence sur la méthode tels que [34] ou [41] pour une présentation plus complète.
Par optimisation, nous entendons une diminution des temps de calcul des codes basés sur
MMC, de manière indirecte, par une diminution des variances associées aux estimations : pour
une incertitude statistique fixée, on peut ainsi diminuer le nombre N d’échantillons nécessaires.
13Dans le chapitre 4, paragraphe 4.3 et 4.4
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Échantillonage préférentiel
Considérons à nouveau l’intégrale suivante introduite dans le paragraphe 2.2.2 :
I =
∫ b
a
f(x)dx (2.2.43)
que l’on estime à l’aide d’un algorithme de Monte-Carlo dans lequel on a introduit une densité
de probabilité pX(x) définie sur D. L’expression de l’écart-type de l’estimation obtenue par cet
algorithme est donnée par l’équation 2.2.17 que nous rappelons :
σbI 	
√
< W 2I >N − < WI >2N√
N
=
1√
N
√√√√ 1
N
N∑
i=1
w2I,j −
(
1
N
N∑
i=1
wI,j
)2
L’écart-type est dépendant du choix de la densité de probabilité à travers la distribution de la
variable aléatoire WI =
f(X)
pX(X)
. L’échantillonnage préférentiel consiste à choisir astucieusement
la densité de probabilité14 pX(x) pour diminuer l’écart-type[34, 42]. La variable aléatoire W a
alors une distribution différente et un écart-type différent mais son espérance reste inchangée :
les lois de tirage aléatoire sont modifiées mais l’algorithme converge toujours vers I exactement
(pour un nombre infini de tirages).
Application de l’échantillonnage préférentiel à partir d’un algorithme analogue
L’échantillonnage préférentiel est une technique d’optimisation déduite de l’approche intégrale
de MMC. Cependant, cette technique s’applique aisément aux algorithmes de Monte-Carlo
analogues sans qu’il soit nécessaire d’expliciter complètement l’intégrale. Par exemple, dans un
algorithme analogue quelconque, supposons que l’on souhaite remplacer une densité de pro-
babilité pY (y) utilisée pour générer aléatoirement une variable y par la densité de probabilité
p2Y (y). Ce changement implique de multiplier la puissance radiative du photon (ou du paquet
de photons) par pY (y)
p2Y (y)
à chaque nouvelle génération aléatoire de y, .
Choix d’une densité de probabilité Dans une logique d’échantillonnage par importance,
il est facile de voir que si la fonction f ne change pas de signe sur l’intervalle, la densité de
probabilité
pX(x) =
f(x)∫ b
a
f(x)dx
=
f(x)
I
(2.2.44)
conduit à une variance nulle, c’est-à-dire à une estimation exacte de I quelque soit le nombre de
tirages. Ceci signifie simplement que si on connaît la solution analytique de l’intégrale, on peut
définir une densité de probabilité idéale telle que chaque génération se traduit par une valeur
du poids qui est exactement la solution. Si l’intégrale est connue, l’utilisation de la méthode de
Monte-Carlo est particulièrement inutile, mais on retiendra tout de même que plus l’expression
de la densité de probabilité se rapproche de l’expression 2.2.44, plus l’erreur diminue. Ainsi, pour
optimiser la méthode de Monte-Carlo, une possibilité est d’adapter une densité de probabilité
en fonction de solutions analytiques obtenues dans des cas limites (par exemple en transfert
14Ce raisonnement s’étend sans difficulté au cas des intégrales multiples
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radiatif des solutions à la limite optiquement épaisse et à la limite optiquement mince), puis
d’étendre cette densité de probabilité par une somme pondérée à des cas plus généraux. A. de
Lataillade a par exemple suivi cette logique pour optimiser une densité de probabilité pour le
tirage aléatoire d’une direction d’émission afin d’adapter un algorithme de Monte-Carlo à des
milieux d’épaisseurs optiques variées[7]15.
Optimisations par reformulation intégrale
Nous avons vu précédemment qu’à chaque algorithme de MMC, on pouvait associer une
formulation intégrale. Un changement d’écriture par des exercices de reformulation peut donc
changer l’algorithme et par conséquent faire varier les incertitudes statistiques associées aux
estimations. Nous allons illustrer cette affirmation en reprenant l’exemple de l’algorithme ana-
logue présenté dans la figure 2.5.
Nous avions obtenu dans le paragraphe 2.2.3 l’expression suivante de la fraction d’énergie
transmise par une couche monodimensionnelle absorbante, diffusante, et soumise à un rayon-
nement gris isotrope sur une de ses faces :
T =
∫
2π
pU0(u0)du0
∫ +∞
0
pΣ1(σ1)dσ1
{
H(σ1 − d0) + H(d0 − σ1)
∫ 1
0
dr1
{
H(r1 − ω)× 0 +
H(ω − r1)
∫
4π
pU1(u1)du1
∫ +∞
0
pΣ2(σ2)dσ2{
H(σ2 − d1)
{
H(−u1.ez)× 0 + H(u1.ez)
}
+ H(d1 − σ2) . . .
}}}
(2.2.45)
On remarque d’ores et déjà que ∀i ∈ N+, ∫ 1
0
dri
{
H(ri−ω)× 0+H(ω− ri)
}
= ω, on en déduit
alors l’écriture suivante de T :
T =
∫ 2π
0
pU0(u0)du0
∫ +∞
0
pΣ1(σ1)dσ1
{
H(σ1 − d0) + H(d0 − σ1)ω
×
∫
4π
pU1(u1)du1
∫ +∞
0
pΣ2(σ2)dσ2
{
H(σ2 − d1)
{
H(−u1.ez)× 0 +
H(u1.ez)
}
+ H(d1 − σ2) . . .
}}
=
∫ 2π
0
pU0(u0)du0
∫ +∞
0
pΣ1(σ1)dσ1
∫
4π
pU1(u1)du1
∫ +∞
0
pΣ2(σ2)dσ2 . . .
w2(u0, σ1, r1,u1, σ2, . . . ) (2.2.46)
où w2(u0, σ1, r1,u1, σ2, . . . ) est la fonction poids du nouvel algorithme de Monte-Carlo déduit
de cette reformulation :
w2(u0, σ1, r1,u1, σ2, . . . ) = H(σ1 − d0) + H(d0 − σ1)ω
{
H(σ2 − d1){
H(−u1.ez)× 0 + H(u1.ez)
}
+ H(d1 − σ2) . . .
}
(2.2.47)
15Nous rediscutons ultérieurement dans ce chapitre de l’étude présentée dans [7]
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Cet algorithme diffère du précédent par le fait que l’on n’effectue plus de test pour savoir si
l’extinction a eu lieu par absorption ou diffusion. L’image physique correspondante est basée
sur le transport d’un paquet de photons. A chaque nouvelle extinction, on considère qu’il y
a absorption et diffusion et l’on ne tient compte que de la puissance radiative du paquet de
photons qui est diffusée en multipliant le poids par l’albédo. On remarque de façon anecdotique
que le passage du premier algorithme au second supprime un tirage aléatoire à chaque nouvelle
extinction ce qui se traduit par un gain direct en temps de calcul
Remarque Au cours de la présentation des algorithmes analogues, nous avons discuté des
algorithmes où les phénomènes de diffusion et d’absorption étaient découplés. Dans le cas du
calcul de la grandeur T , la formulation intégrale associée à cet algorithme est équivalente à
l’expression 2.2.46 ; la seule différence se trouve être le choix des densités de probabilités pΣi(σi)
qui sont maintenant égales à kde−kdσi (au lieu de (ka+kd)e−(ka+kd)σi). L’expression de la fonction
poids est alors :
w3(u0, σ1, r1,u1, σ2, . . . ) = H(σ1 − d0)e−kad0 + H(d0 − σ1)e−ka(σ1+d1)
{
H(σ2 − d1)H(u1.ez) +
H(d1 − σ2) . . .
}
(2.2.48)
Nous sommes passés de la fonction poids 2.2.47 à la fonction 2.2.48 par la technique d’échan-
tillonnage préférentiel. Lors de cet algorithme, le trajet optique est simulé en ne tenant compte
que des phénomènes de diffusion et l’absorption est traitée de manière intégrée en multipliant
le poids par un terme d’atténuation exponentielle.
D’autres types de travaux sur la formulation peuvent changer un algorithme. Nous traite-
rons notamment un cas dans le chapitre suivant (voir le paragraphe 3.1.3) où un changement
d’algorithme est basé sur une reformulation intégrale par changement de variable.
2.2.5 Exemples d’optimisation en transferts radiatifs
Cette thèse s’inscrit dans la continuité des études sur la méthode de Monte-Carlo dans
le cadre des transferts radiatifs effectuées au laboratoire d’énergétique (LE) et au laboratoire
de génie des procédés des solides divisés (LGPSD) et dont nous présentons brièvement deux
exemples dans cette fin de chapitre.
Le premier exemple concerne une optimisation de MMC basée sur le choix d’une formulation
intégrale ; le second concerne une optimisation basée sur les deux techniques de reformulations
intégrales et d’échantillonnage préférentiel.
MMC basée sur une formulation en puissances nettes échangées
La formulation en puissances nettes échangées (PNE) est basée sur le principe de réciprocité.
Introduite par Green[43] en science atmosphérique et Hottel et Sarofim[44] en science pour
l’ingénieur, cette formulation a été appliquée et développée dans le cadre de MMC dans de
nombreux travaux au LE et au LGPSD[4, 5, 6, 45, 2, 8] mais aussi par Tessé et al[46, 47, 48]. Ce
choix de formulation permet d’exprimer simplement le bilan radiatif des éléments du découpage
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géométrique d’un système. Par exemple :
SR(Vi) =
NV∑
j=1
ψ(Vi, Vj) +
NS∑
j=1
ψ(Vi, Sj) (2.2.49)
où ψ(Vi, Vj) est la puissance nette échangée entre les éléments volumiques Vi et Vj et ψ(Vi, Sj)
est la puissance nette échangée entre Vi et l’élément surfacique Sj . NV est le nombre de mailles
volumiques dans le système et NS le nombre de mailles surfaciques. La puissance nette échangée
entre deux éléments de volume Vi et Vj s’écrit :
ψ(Vi, Vj) =
∫
Vi
dri
∫
Vj
drj
∫
Γ(ri→rj)
dγkaν(ri)e
−τγkaν(rj)[Lν(rj(γ))− Lν(ri(γ))] (2.2.50)
où Γ(ri → rj) représente l’ensemble des chemins optiques émis en ri et transmis jusqu’au
ri
rj
γ
Ei
Ej
Fig. 2.8 – Description des notations utilisées lors de l’expression 2.2.50
point rj. τγ est l’épaisseur optique du trajet optique γ ∈ Γ(ri → rj).
τγ =
∫ lγ
0
kaνdl (2.2.51)
où lγ est la longueur totale de γ (voir la figure 2.8).
Exemple d’algorithme Pour utiliser un algorithme de Monte-Carlo basé sur une formula-
tion en puissance nette échangée, il faut donc d’après l’expression 2.2.50 tirer aléatoirement
deux positions, une position d’émission ri du chemin optique et une position d’absorption rj.
L’approche utilisée par V. Eymet[3, 8] consiste à simuler le trajet optique γ d’un paquet de
photons à partir d’un point ri. A chaque nouvelle maille Vj traversée par ce chemin optique,
l’algorithme consiste à générer aléatoirement une position d’absorption dans cette maille Vj
et à incrémenter le calcul de ψ(Vi, Vj). Ainsi, au cours de la génération aléatoire de N trajets
optiques γ, si Nj est le nombre de mailles dans le système, cet algorithme va calculer simulta-
nément Nj puissances nettes échangées ∀j = {1, . . . , Nj}. La formulation en PNE a avant tout
permis d’améliorer la convergence de MMC dans des milieux quasi-isothermes : si on consi-
dère l’échange entre deux mailles de gaz Vi et Vj, un algorithme analogue conduirait à estimer
d’abord la puissance émise par Vi et absorbée par Vj (par le suivi statistique de photons émis
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par Vi), puis la puissance émise par Vj et absorbée par Vi (par le suivi statistique de photons
émis par Vj). Ces deux puissances auront des valeurs très proches en milieux quasi-isothermes.
La différence
ψ(Vi, Vj) = ψ(Vj → Vi)− ψ(Vi → Vj) (2.2.52)
aura alors une incertitude d’autant plus élevée que la différence de température entre Vi et Vj
est faible. Avec une formulation en puissance nette échangée, on calcule directement ψ(Vi, Vj)
et la convergence des calculs est alors indépendante de l’écart de température. 16
Second exemple : Optimisations de MMC pour le calcul des transferts radiatifs
dans des milieux optiquement épais
A de Lataillade et al[1, 7] ont montré comment surmonter les difficultés inhérentes aux al-
gorithmes de Monte-Carlo analogues dans des milieux optiquement épais par une reformulation
intégrale et un choix adéquat de densités de probabilité. Ces difficultés de convergence sont
liées au fait que dans des milieux épais, la plupart des rayons émis par une maille volumique
sont rapidement absorbés à l’intérieur de la maille émettrice elle-même. De nombreux rayons
deviennent alors inutiles dans le calcul des échanges radiatifs avec d’autre éléments du système,
ce qui augmente fortement l’incertitude statistique.
Prenons l’exemple du calcul de la puissance Pe émise par un volume V non isotherme
et atteignant sa frontière Σ. On supposera que le milieu au sein de V est non diffusant et
que le coefficient d’absorption ka est uniforme. Un algorithme analogue correspondrait à une
formulation telle que
Pe =
∫
V
pV (r)dr
∫
4π
pU(u)du
kaL
0
(
T (r)
)
exp
(
− kal(r,u)
)
pV (r)pU(u)
(2.2.53)
où l(r,u) est la longueur du trajet optique direct de la position r jusqu’à la traversée de la
frontière dans la direction u (voir figure 2.9). Le poids w est donc
w(r,u) =
kaL
0
(
T (r)
)
exp
(
− kal(r,u)
)
pV (r)pU(u)
(2.2.54)
où l’on voit clairement la source de variance qui est l’exponentielle représentant l’atténuation par
absorption. A la limite optiquement épaisse, le poids tend vers zéro sauf pour les positions r très
proches de la frontière associées à des directions u orientées vers la frontière. Pour contourner
cette difficulté, A. de Lataillade et al ont proposé une formulation intégrale différente dans
laquelle la frontière du domaine est mise au premier plan et où la distance l(r,u) depuis la
position d’émission jusqu’à la frontière devient une variable d’intégration.
Pe =
∫
Σ
pΣ(s)ds
∫
2π
pU(u/s)du
∫ L(s,u)
0
pL(l/s,u)dl
(u.n)L0
(
T (r)
)
ka exp(−kal)
pΣ(s)pU(u/s)pL(l/s,u)
(2.2.55)
16Eymet et al[49] ont par ailleurs montré l’utilité d’une telle formulation dans le but de paramétriser les trans-
ferts radiatifs pour un modèle de couplage du rayonnement avec d’autres modes de transfert. La connaissance de
la matrice des PNE entre éléments d’un système permet de déterminer quels échanges pilotent prioritairement
les transferts radiatifs et par conséquent quels échanges peuvent être négligés lors d’une paramétrisation de ces
transferts.
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Σ
V
l(r,u)
u
s
rlim
L(s,u) = ||s− rlim||
r
Fig. 2.9 – l(r,u) est la distance entre un point r dans le volume V et un point s sur la frontière
Σ.
Dans cette expression, la position r se déduit simplement d’une position s sur la frontière,
d’une direction de sortie u et d’une longueur l correspondant à la distance parcourue avant
la sortie du volume. Évidemment, sous cette forme, on voit que lorsqu’on se place à la limite
optiquement épaisse, l’échantillonnage préférentiel doit favoriser les faibles valeurs de l. Ceci
est obtenu en retenant la densité de probabilité
pL(l/s,u) =
ka exp(−kal)
1− exp
(
− kaL(s,u)
) (2.2.56)
Avec ce choix, le poids prend la forme suivante où le terme d’atténuation exponentielle a disparu :
w =
(u.n)L0
(
T (r)
)[
1− exp
(
− kaL(s,u)
)]
pΣ(s)pU(u/s)
(2.2.57)
et à la limite optiquement épaisse
w 	 (u.n)L
0
(
T (r)
)
pΣ(s)pU(u/s)
(2.2.58)
ce qui ne pose pas de difficulté de convergence spécifique. Cette idée a été appliquée pour
l’adaptation automatique des lois de tirage en fonction de l’épaisseur optique lors de la gestion
de spectres de raies de gaz moléculaires[7]. Elle a été ensuite étendue avec succès par V. Eymet
aux fortes épaisseurs optiques de diffusion [8]. Cet exemple d’optimisation est représentatif de
la complémentarité entre l’approche analogue et l’approche intégrale de MMC : à partir du
point de vue analogue, A de Lataillade et al ont identifié la source des difficultés de convergence
et en ont déduit qu’il fallait orienter les tirages aléatoires en bord de maille. La formulation
intégrale a ensuite permis de développer un algorithme général pour répondre à cet objectif.

Chapitre 3
Calcul de sensibilités par la méthode de
Monte-Carlo
L’estimation des sensibilités des variables d’un modèle aux paramètres constitutifs est un
acte courant dans de nombreux contextes scientifiques [50]. Il ne s’agit pas, dans cette introduc-
tion, d’être exhaustif sur l’ensemble des situations où l’on utilise le calcul de sensibilités mais
plus de rappeler quelques utilisations courantes. La connaissance des sensibilités permet souvent
d’affiner l’analyse en vue d’une meilleure compréhension des mécanismes physiques à l’oeuvre
dans les systèmes. De plus les sensibilités peuvent être aussi utilisées pour optimiser un procédé
(plan d’expérience, dimensionnement, etc.) en aidant l’opérateur dans sa stratégie de choix pa-
ramétriques. Les sensibilités sont aussi utiles dans toutes les procédures d’inversion (méthodes
inverses) où il est souvent important de guider l’algorithmique pour accélérer les convergences
[51]. On trouve aussi des applications très concrètes en météorologie, où les problèmes d’assi-
milation de données sont pilotés par la connaissance des sensibilités aux conditions initiales des
diverses observables [52]. Ceci rejoint plus généralement l’analyse des systèmes dynamiques, où
la caractérisation des comportements (chaotiques, cycle limite, asymptotique stable, etc.) se
fait par calcul de grandeurs intrinsèques au modèle (exposant de Lyapunoff par exemple) que
l’on peut généralement relier aux sensibilités[53]. On peut citer pour finir la possibilité d’utiliser
les sensibilités pour créer des modèles de raccordement linéaires entre différents sous-modèles
physiques.
Avant d’aller plus loin dans le développement, nous allons rappeler succinctement la défini-
tion classique d’une sensibilité linéaire et son interprétation en termes de perturbations.
Considérons une grandeur vectorielle quelconque A définie par une fonction vectorielle f
telle que :
A = f (r, t,π) (3.0.1)
f est une fonction des variables d’espace r, du temps t et d’un ensemble de paramètres π. La
matrice de sensibilité (Jacobien) de la grandeur A aux paramètres π est défini par :
sA/π = ∂πf (r, t,π) (3.0.2)
Si l’on imagine que l’on applique une petite modification du vecteur δπ(<< π), on peut
exprimer approximativement la grandeur perturbée comme suit :
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Aπ+δπ 	 Aπ + sA/πδπ (3.0.3)
Sur la figure 3.1 on présente schématiquement une interprétation graphique de la sensibilité
explicitée comme l’écart entre la trajectoire “perturbée” et la trajectoire de référence divisée par
la perturbation lorsque cette dernière tend vers zéro. Dans l’étude des systèmes dynamiques il est
d’usage de différencier les sensibilités aux paramètres du modèle des sensibilités aux conditions
initiales, même si fondamentalement dans la définition 3.0.2 il n’existe pas de différence de
statut. On note cependant que la trajectoire temporelle des sensibilités des variables d’état
aux paramètres du problème démarre à zéro à l’instant initial (exemple de sA/π1 sur la figure
3.1), alors que la sensibilité des variables d’état à leur condition initiale vaut un à ce même
instant[54] (sA/π2 sur la figure 3.1).
Aπ1,π2+δπ2
Aπ1,π2
Aπ1+δπ1,π2
sA/π1
sA/π2
A
t
1
tt0
0
t0t1
t1
Fig. 3.1 – Interprétation graphique d’une sensibilité sA/π au paramètre π en fonction d’une
perturbation δπ
Malheureusement, la plupart du temps la fonction f n’est pas connue analytiquement. La
grandeur A existe uniquement au travers d’un modèle mathématique dont la solution, pour des
conditions données, est approchée par les techniques numériques usuelles. La dérivation directe
n’étant pas possible il est nécessaire de procéder autrement si l’on veut accéder à l’information
sur les sensibilités.
Cas des systèmes dynamiques : La grandeur A est une fonction du vecteur des variables
d’états η, dont l’évolution temporelle est régie par un système différentiel du premier ordre en
temps :
∂η
∂t
= H(η,π) (3.0.4)
A = g(η) (3.0.5)
où H est un opérateur potentiellement non linéaire.
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A t = t0 instant initial, η(t0) = η0 représente le vecteur des conditions initiales des variables
d’état. Si l’on note sA/π(t, t0) et sη/π(t, t0) respectivement les matrices de sensibilités de A et
η au vecteur π, en différenciant le modèle ci-dessus il est aisé d’écrire :
∂sη/π(t, t0)
∂t
=
∂H
∂π
+
∂H
∂η
.sη/π(t, t0) (3.0.6)
sA/π(t, t0) =
∂g
∂η
sη/π(t, t0) (3.0.7)
Le modèle obtenu, que l’on nomme généralement modèle de sensibilité, peut être résolu
numériquement en parallèle du modèle d’évolution (cf équations 3.0.4,3.0.5). Le système est
linéaire en sensibilité et le terme ∂H
∂η
est calculé le long de la trajectoire du vecteur d’état
(fonction uniquement du temps pour un jeu donné de paramètres). On pourrait aussi bien
calculer et stocker la trajectoire des états dans une première phase, puis résoudre le système en
sensibilité avec cette information. Dans tous les cas, cela nécessite des calculs supplémentaires
qui peuvent être source de problèmes pour des applications coûteuses en temps de calcul. Il existe
cependant, dans certains cas, des possibilités de réduire astucieusement ces coûts additionnels,
mais ceci sort du cadre du présent propos.
Dans l’écriture précédente, π est un vecteur qui inclut à la fois les paramètres physiques du
problème et les conditions initiales du vecteur d’état. Cependant, si l’on s’intéresse uniquement
au cas de la sensibilité aux conditions initiales (π est uniquement le vecteur des conditions
initiales), le terme ∂H
∂π
est nul (sauf cas très particuliers des systèmes avec retard). Supposons
pour simplifier que l’on soit dans ce cas (non restrictif), et que l’on souhaite obtenir, non pas
la trajectoire complète sA/π(t, t0) pour un jeu de conditions initiales données (t0 donnée), mais
uniquement pour un instant t = t˜ donné la grandeur sA/π(t˜, t0) pour laquelle η0 varie. Cela re-
vient en fait à déterminer l’effet sur A à un instant t˜ d’une perturbation des conditions initiales
(appliquée à t0). Ceci est très similaire à ce qui précède, c’est juste le choix de l’observation qui
est différente. En général pour construire la trajectoire recherchée dans ces cas, on construit le
modèle adjoint au modèle d’évolution des états [52]. Sans rentrer dans une rigueur mathéma-
tique complète, on peut dériver assez simplement le modèle adjoint en réécrivant l’équation 3.0.3
sous l’hypothèse d’une perturbation infinitésimale des conditions initiales entre deux instants
infiniment proche t0 et t0 + δt0 :
δA(t˜) = sA/η0(t˜, t0)δη0 = sA/η0(t˜, t0 + δt0)[1+ ∂ηHδt0]δη0 (3.0.8)
En remplaçant sA/η0(t˜, t0 + δt0) par son développement linéaire autour de t0, il vient après
quelques manipulations algébriques :
∂t0s
+
η/η0
(t˜, t0) = −∂ηH+.s+η/η0(t˜, t0) (3.0.9)
où les matrices et les vecteurs transposées sont caractérisés par l’exposant +. Le modèle adjoint
ainsi obtenu peut être résolu pour t0 < t˜ connaissant s+η/η0(t˜, t0 = t˜).
En résumé, pour calculer des sensibilités dans le cas de systèmes dynamiques, l’idée générale
est de construire un modèle pour les sensibilités, avec au moins deux objectifs :
1) Déterminer en une seule fois (un seul calcul) le maximum de grandeurs d’intérêt, là où il
faudrait autant de calculs que de grandeurs par une méthodologie de perturbation systématique
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des paramètres.
2) Éviter les écueils numériques qui peuvent apparaître lorsque l’on calcule une dérivée par
différence de deux termes proches en valeur.
Cas des modèles intégraux : Si A est maintenant une grandeur vectorielle intégrale (tou-
jours fonction du vecteur des variables d’état η et de l’ensemble des paramètres π), le vecteur
π apparaît alors dans la fonction à intégrer et/ou dans l’expression du domaine d’intégration :
η =
∫
D(r,t,π)
f (x, r, t,π)dx
A = g(η) (3.0.10)
De façon tout à fait formelle on peut, dans la même logique que celle qui a prévalu à l’établis-
sement des modèles de sensibilités pour les systèmes dynamiques, exprimer la sensibilité par
simple dérivation de l’expression :
sη/π(t, t0) = ∂π
∫
D(r,t,π)
f(x, r, t,π)dx
sA/π(t, t0) =
∂g
∂η
sη/π(t, t0) (3.0.11)
Dans le cadre de la simulation numérique par la méthode de Monte-Carlo1, c’est à partir de ce
type d’écriture que l’on peut développer un calcul de sensibilités. Il se pose alors la question
suivante : comment peut-on adapter un algorithme de Monte-Carlo pour rendre compte des
sensibilités, notamment dans le cas où les paramètres apparaissent à la fois dans les densités de
probabilité de tirages et dans le domaine d’intégration ?
Nous essaierons dans ce chapitre de répondre à cette question. Nous distinguerons pour cela
deux types de sensibilités :
1) Les sensibilités à des paramètres dont le domaine d’intégration est indépendant que nous
appellerons sensibilités paramétriques.
2) Les sensibilités à des paramètres déformant le domaine d’intégration que nous appellerons
sensibilité à la déformation du domaine.
3.1 Calcul de sensibilités paramétriques par la méthode de
Monte-Carlo
La simulation numérique par la méthode de Monte-Carlo (MMC) permet le calcul simultané
d’une grandeur quelconque A et de ses sensibilités ∂πA à divers paramètres π. Développée
dans un cadre formel par Mikhailov[55, 41] et Skowronski[56, 57] (en conception assistée par
ordinateur), utilisée par Vikhansky en physique du transport[58], cette possibilité, auparavant
restreinte au cas où les densités de probabilités de tirage choisies pour générer les variables
aléatoires sont indépendantes du paramètre, a été étendue par de Lataillade et al[10] à des
1Nous avons vu dans le chapitre 2 que la méthode de Monte-Carlo est une méthode numérique de calcul
intégral
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cas plus généraux tenant compte d’une dépendance des densités de probabilité au paramètre.
Pour fixer l’état de l’art sur l’estimation de sensibilités par Monte-Carlo, nous allons reprendre
cette étude (détaillée dans [10]) afin de présenter les principes méthodologiques de ce calcul
de sensibilités paramétriques par Monte-Carlo, principes que nous développerons ensuite pour
estimer des sensibilités à la déformation du domaine.
3.1.1 Principe du calcul simultané de sensibilités
Soit une grandeur intégrale I =
∫
D
f(x;λ)dx estimée par la méthode de Monte-Carlo2 :
I =
∫
D
pX(x;λ)w(x;λ)dx = E(W )
	 < W >N= Î = 1
N
N∑
i=1
w(xi, λ) (3.1.1)
où w(x;λ) = f(x;λ)
pX (x;λ)
est le poids de Monte-Carlo associé à l’estimation Î de I. Des réalisations xi
de la variable aléatoire X on déduit les réalisations w(xi, λ) = f(xi;λ)pX i(xi;λ) de la variable aléatoire
W . Ces réalisations sont effectuées selon la densité de probabilité pX(x;λ).
Considérons maintenant la sensibilité de I au paramètre λ :
∂λI = ∂λ
∫
D
f(x;λ)dx (3.1.2)
Le domaine d’intégration D est indépendant du paramètre λ (c’est donc une sensibilité para-
métrique) :
∂λI =
∫
D
∂λf(x;λ)dx (3.1.3)
∂λI et I sont deux intégrales du même type avec le même domaine d’intégration. L’estimation
par Monte-Carlo de la sensibilité de I à λ se base donc sur le même principe que pour le calcul
de la grandeur I. Néanmoins, si on souhaite ajouter le calcul d’une sensibilité dans un code de
calcul déjà existant pour un coût supplémentaire faible, il est nécessaire d’utiliser pour estimer la
sensibilité les mêmes densités de probabilités que celles utilisées pour estimer la grandeur (nous
discutons dans le paragraphe suivant de cette contrainte). On obtient donc en développant :
∂λI =
∫
D
pX(x;λ)
∂λf(x;λ)
pX(x;λ)
=
∫
D
pX(x;λ)wλ(x;λ) (3.1.4)
wλ(x;λ) =
∂λf(x;λ)
pX (x;λ)
est le poids (ou la fonction poids) de Monte-Carlo associé au calcul de la
dérivée. Les fonctions poids de Monte-Carlo w(x;λ) associé à l’estimation de I et wλ(x;λ)
associé à l’estimation de ∂λI sont liées par[10] :
wλ = ∂λw + w
∂λpX
pX
(3.1.5)
On remarque que si la densité de probabilité pX ne dépend pas du paramètre λ, le calcul du
poids de Monte-Carlo associée à la sensibilité consiste simplement à dériver w. Toujours sur
2Le principe de l’estimation de ce type d’intégrale est décrit plus précisément dans le chapitre précédent au
paragraphe 2.2.2
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le même principe que pour l’estimation de I, on estime la sensibilité de I à λ par la valeur
moyenne < Wλ >N de la variable aléatoire Wλ3 :
∂λI = E(Wλ) 	< Wλ >N= ∂̂λI = 1
N
N∑
i=1
wλ(xi) (3.1.6)
On estime aussi l’incertitude statistique de l’estimateur ∂̂λI par :
σd∂λI = σ<Wλ>N =
√
E(W 2λ )−E(Wλ)2
N
	
√
< W 2λ >N − < Wλ >2N
N
=
1√
N
√√√√ 1
N
N∑
j=1
w2λ(xj)−
(
1
N
N∑
j=1
wλ(xj)
)2
(3.1.7)
3.1.2 Remarques
A partir de la proposition précédente, il est possible de calculer une grandeur et ses sensibi-
lités aux paramètres pour peu que ces derniers soient indépendants du domaine d’intégration.
Grâce à l’utilisation des mêmes densités de probabilité, les séries de réalisations w(xi) et wλ(xi)
(permettant l’estimation de la grandeur et de ses sensibilités) sont déduites des mêmes séries
de réalisations {xi}i=1,N . Le calcul des sensibilités et le calcul de la grandeur sont donc simul-
tanés puisqu’il n’est pas nécessaire de refaire des séries de générations pseudo-aléatoires (ni
de calculs de suivis de rayons dans les applications radiatives). Or dans de nombreux cas, les
coûts en temps de calcul de la méthode de Monte-Carlo sont essentiellement dûs aux procé-
dures d’obtention des réalisations d’une variable aléatoire : générations pseudo-aléatoires d’un
nombre dans [0, 1] et passage de ce nombre à la réalisation de la variable. Prenons l’exemple du
tirage aléatoire d’une position d’extinction (par diffusion ou par absorption) lors d’un calcul en
transferts radiatifs (cet exemple de tirage aléatoire est décrit dans le chapitre précédent, para-
graphe 2.2.1). Si on considère un système tridimensionnel, le passage d’un nombre Rσ ∈ [0, 1]
à l’abscisse curviligne σ de cette position d’extinction du photon s’écrit4 :
Rσ =
∫ σ
0
(kd(l) + ka(l)) exp
(
− τ(l)
)
dl = 1− exp
(
− τ(σ)
)
(3.1.8)
où τ(σ) =
∫ σ
0
(kd+ka)dl est l’épaisseur optique du milieu de propagation le long de la trajectoire
du photon considéré. La connaissance de cette épaisseur optique τ(σ) implique la connaissance
des propriétés du milieu le long du rayon. Si le système est découpé en mailles, le calcul des
intersections du rayon avec les mailles impliquées peut s’avérer coûteux lorsque la géométrie est
multidimensionnelle. De plus, si le nombre de mailles est grand (comme dans le cas des maillages
utilisés pour des simulations numériques en dynamique des fluides), l’accès aux informations
concernant chaque maille (ses propriétés physiques, sa taille etc.) peut être lourd en temps de
calcul. Dans de telles applications, le calcul de la fonction poids est peu coûteux en comparaison
des coûts impliqués par les calculs géométriques liés aux tirages aléatoires. Le temps supplémen-
taire dû à l’estimation des sensibilités est alors quasi-négligeable. D’un autre côté, si la fonction
3Cette valeur moyenne < Wλ >N a été obtenue à l’aide de N réalisations aléatoires wλ(xi)|{i=1,N} de Wλ
4On reprend les mêmes notations que celles utilisées dans le paragraphe 2.2.1
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poids est délicate à calculer et que le calcul de la série de réalisations des variables aléatoires
est relativement rapide, alors le temps ajouté devient plus important. Ainsi en fonction des ap-
plications envisagées, le pourcentage de temps supplémentaire impliqué par une estimation de
sensibilités est très variable. Nous verrons cependant que dans toutes les applications que nous
avons considérées, il reste toujours nettement inférieur au temps nécessaire pour estimer une
sensibilité par une méthode standard de perturbations consistant à faire plusieurs simulations
en faisant varier le paramètre étudié. De plus, si l’on souhaite obtenir une incertitude précise
avec une méthode standard de différentiation numérique (basée sur des calculs par MMC), il
est nécessaire d’augmenter le nombre d’échantillons N de manière significative au point que la
mise en oeuvre d’une telle méthodologie est souvent irréalisable5.
Du fait que l’on utilise les mêmes densités de probabilités pour estimer les sensibilités que
celles utilisées pour estimer la grandeur, la question de la convergence du calcul de sensibilités
se pose. Un choix de densités de probabilité adapté au calcul d’une grandeur n’est pas forcément
adapté au calcul des sensibilités de cette grandeur aux paramètres. Par exemple, considérons le
cas décrit dans [10] où l’intégrale à estimer est de la forme
I =
∫
D
f(x;λ)dx =
∫
D
(α + λg(x))dx
où α est une constante et g une fonction quelconque de x indépendante du paramètre λ. Dans
le cas λ = 0, f(x; 0) = α. Si
pX =
1∫
D
dx
est choisi uniforme sur D, le poids de Monte-Carlo associé au calcul de I s’écrit :
w(x; 0) =
α
pX
Ce poids est indépendant de x et l’écart-type σbI est alors nul :
σbI =
1√
N
√∫
D
w(x; 0)2dx−
(∫
D
w(x; 0)dx
)2
= 0 (3.1.9)
Cela correspond à une optimisation idéale de l’estimation de I. En ce qui concerne l’estimation
de la sensibilité, si on choisit la même densité de probabilité pX , le poids de Monte-Carlo
wλ(x;λ) =
g(x)
pX
n’est pas indépendant de x. L’écart-type associé à l’estimation de ∂λI s’écrit :
σd∂λI =
1√
N
√∫
D
wλ(x; 0)2dx−
(∫
D
wλ(x; 0)dx
)2
=
1√
NpX
√∫
D
g2(x)dx−
(∫
D
g(x)dx
)2
Cet écart-type est dépendant de la fonction g(x) et peut donc ne pas être satisfaisant. Cet
exemple caricatural permet simplement d’illustrer le fait que les incertitudes statistiques sur
l’estimation de la grandeur et de ses sensibilités peuvent être totalement décorrélées. Dans les
5Le caractère statistique de la méthode rend très difficile le calcul des écarts entre deux valeurs très proche
de la grandeur considérée. Des résultats comparatifs des temps de calcul et des incertitudes sont donnés dans ce
chapitre dans les paragraphes 3.3.1 et 3.3.2 lors de calcul de sensibilités à la déformation du domaine par une
méthode standard et par une méthode d’estimation simultanée
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exemples d’applications physiques que nous avons traités jusqu’ici, la convergence du calcul
des sensibilités a généralement été satisfaisante. Si dans certains cas l’écart-type relatif de
l’estimateur de la sensibilité est supérieur à celui de la grandeur, cette erreur statistique reste
cependant beaucoup plus faible à coûts numériques équivalents qu’avec une approche standard
(par différentiation numérique).
3.1.3 Influence de la formulation sur le calcul de sensibilité
Nous avons vu dans le chapitre précédent que la formulation intégrale d’une grandeur pou-
vait être associée à un algorithme de MMC spécifique et qu’en conséquence un exercice de
reformulation s’accompagnait d’un changement d’algorithme. Dans ce paragraphe, nous allons
discuter des conséquences de cette “association” d’un algorithme et d’une écriture intégrale dans
le cas du calcul de sensibilité. Nous choisissons pour cela de présenter un exemple très simple en
rayonnement, le calcul d’un facteur de forme F12 entre deux surfaces, qui nous permet d’illustrer
les difficultés que l’on peut rencontrer.
Problème posé par la dérivée d’une fonction échelon Le facteur de forme F12 entre
deux surfaces S1 et S2 peut se calculer à l’aide d’un algorithme analogue consistant à générer
aléatoirement avec une densité de probabilité uniforme un point r1 sur la surface S1, puis une
direction u avec une densité de probabilité suivant la loi de Lambert. L’estimation du facteur
de forme s’obtient finalement en évaluant le pourcentage de rayons ayant atteint la surface S2.
L’intégrale correspondant à cet algorithme s’écrit :
F12 =
1
A1
∫
S1
dS1(r1)
∫
2π
dΩ(u)
u.n
π
H(u ∈ Ω12) (3.1.10)
où A1 est l’aire de la surface S1 de normale n, Ω12 est l’angle solide sous lequel on voit la
surface S2 depuis le point r1. La fonction H(u ∈ Ω12) est une fonction échelon égale à l’unité
si la condition u ∈ Ω12 est respectée, nulle autrement. La fonction à intégrer s’exprime par
f(r1,u) =
1
A1
u.n
π
H(u ∈ Ω12) (3.1.11)
Les densités de probabilités s’écrivent :
pS1(r1) =
1
A1
pU(u) =
u.n
π
(3.1.12)
et le poids correspondant devient :
w = H(u ∈ Ω12) (3.1.13)
Si on s’intéresse à la sensibilité de ce facteur de forme à la distance h entre les deux surfaces,
∂hF12 =
1
A1
∫
S1
dS1(r1)
∫
2π
du
u.n
π
∂hH(u ∈ Ω12) (3.1.14)
seul l’angle solide Ω12 est dépendant de ce paramètre. La dérivée de la fonction échelon ∂hH
est égale à une distribution de Dirac rendant la formulation intégrale totalement inadaptée
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à un algorithme de Monte-Carlo6. De plus on ne peut pas utiliser cette fonction Dirac pour
réécrire l’expression de la sensibilité puisque cela impliquerait un changement de la dimension
du domaine d’intégration7 impliquant à son tour un changement d’algorithme8. Dans une telle
situation, la méthodologie de calcul de sensibilité décrite précédemment est a priori inapplicable.
Traitement de ∂hF12 par un travail de reformulation Nous allons à l’aide d’un travail
de reformulation intégrale contourner les problèmes posés par la dérivée de la fonction échelon.
La formulation de F12 donnée par l’équation 3.1.10 est équivalente à la formulation suivante :
F12 =
1
A1
∫
S1
dS1(r1)
{∫
Ω12
du
u.n
π
+
∫
2π−Ω12
du 0
}
(3.1.17)
Cette reformulation permet l’écriture intégrale suivante de la sensibilité ∂hF12 :
∂hF12 =
1
A1
∫
S1
dS1(r1)∂h
{∫
Ω12
du
u.n
π
+
∫
2π−Ω12
du 0
}
(3.1.18)
Deux problèmes se posent alors :
– Le premier problème est lié à la correspondance stricte entre un algorithme et une formulation
intégrale. Les domaines d’intégrations S1 ×
(
Ω12 ∪ (2π−Ω12)
)
et S1 × 2π des intégrales 3.1.17
et 3.1.10 sont identiques même si ces deux intégrales sont formulées différemment. Ceci nous
conduit à nous poser la question suivante : cette réécriture de F12 implique t-elle nécessairement
un changement d’algorithme ? Si la réponse à cette question est non alors la correspondance
entre un algorithme et une écriture intégrale que nous avons présentée au chapitre précédent
nécessite un approfondissement.
– Le second problème est lié au fait que les deux sous-domaines Ω12 et 2π − Ω12 dépendent
6Une distribution de Dirac δ(x− y) est défini par :∫
δ(x− y)dx = y
La fonction Dirac δ(x−y) se traduit par le fait que seul l’évènement x = y est possible et que ∀x = y, l’intégrale
est nulle. Un algorithme de Monte-Carlo va consister à balayer de manière statistique l’ensemble des évènements
x possibles sur l’ensemble D. Lorsqu’une fonction Dirac apparaît dans la formulation, ce balayage devient alors
impossible puisque la zone de contribution non nulle est de support nul.
7On sait que par définition d’une fonction Dirac δ, on a dans le cas d’une intégrale simple :∫
D
f(x)δ(x − y)dx = f(y) (3.1.15)
où f est une fonction quelconque. Dans le cas d’une intégrale multiple cette relation se traduit par l’écriture
intégrale suivante :∫
D1
dx1 . . .
∫
Dn−1
dxn−1
∫
Dn
dxnf(x1, . . . , xn−1, xn)δ(xn − y) =
∫
D1
dx1 . . .
∫
Dn−1
dxn−1f(x1, . . . , xn−1, y)
(3.1.16)
Le nouveau domaine d’intégration a une dimension de moins après la reformulation.
8On ne peut utiliser la même séquence de générations aléatoires pour le calcul de deux grandeurs distinctes que
si les deux grandeurs peuvent s’écrire comme deux intégrales de même domaine d’intégration (cf le paragraphe
2.2.3 du chapitre précédent où l’on discute de l’association entre une formulation intégrale et un algorithme de
Monte-Carlo)
56 CHAPITRE 3. CALCUL DE SENSIBILITÉS PAR LA MÉTHODE DE MONTE-CARLO
chacun du paramètre (même si leur union n’en dépend pas) : l’expression 3.1.17 de F12 nous
conduit donc à définir ∂hF12 comme une sensibilité à la déformation du domaine. Ce problème
nous renvoie à la question posée en introduction et qui était : comment peut-on adapter un
algorithme de Monte-Carlo pour rendre compte des sensibilités, dans le cas où les paramètres
apparaissent à la fois dans le poids, dans les densités de probabilité de tirages et dans le
domaine d’intégration ? La méthodologie décrite au paragraphe 3.1.1 donne un premier élément
de réponse en montrant comment traiter la dépendance du poids et des densités de probabilités
de tirages au paramètre (voir l’équation 3.1.5 où cette dépendance est prise en compte dans la
fonction poids de Monte-Carlo associée au calcul de la sensibilité) mais n’est plus applicable
lorsque le domaine d’intégration dépend du paramètre.
Nous discuterons de ces problèmes dans la suite de ce chapitre.
Traitement de ∂hF12 à l’aide d’un changement de variable Cependant, il est possible
d’éviter ces questions relatives à la dépendance du domaine d’intégration à h si on effectue le
changement de variable aboutissant à l’expression suivante du facteur de forme :
F12 =
1
A1
∫
S1
dS1(r1)
∫
S2
dS2(r2)
(u.n)2
π||r2 − r1||2 (3.1.19)
où u.n = h||r2−r1|| (voir la figure 3.2). L’algorithme de Monte-Carlo associé à cette formulation
consiste à générer un point r1 sur la surface S1, un point r2 sur la surface S2 puis à associer à
chaque rayon [r1, r2] le poids de Monte-Carlo correspondant. La fonction à intégrer devient :
g(r1, r2) =
1
A1
(u.n)2
π||r2 − r1||2 (3.1.20)
Les densités de probabilités choisies sont uniformes :
pS1(r1) =
1
A1
pS2(r2) =
1
A2
(3.1.21)
et le poids correspondant devient :
w =
A2(u.n)
2
π||r2 − r1||2 (3.1.22)
Avec cette formulation, les problèmes de dérivabilité ont disparu. Le nouveau domaine d’inté-
gration S1×S2 ne dépendant pas de h, la sensibilité à h est une sensibilité paramétrique et peut
se calculer avec l’algorithme décrit précédemment. La figure 3.3 présente les résultats obtenus
avec les barres d’erreur associées.
Discussion Ainsi, en nous basant sur trois expressions différentes de F12 (cf équations 3.1.10,
3.1.17 et 3.1.19), nous arrivons à trois conclusions différentes quant au calcul de la sensibilité
∂hF12 : dans le premier cas, le calcul simultanée de F12 et de sa sensibilité est inapplicable
puisque le domaine d’intégration de la sensibilité diffère de celui de F12 à cause de la dérivée
d’une fonction échelon, dans le deuxième cas ∂hF12 est une sensibilité à la déformation du
domaine et dans le troisième cas ∂hF12 est une sensibilité paramétrique.
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Fig. 3.2 – Représentation des deux surfaces
S1 et S2 parallèles, description des nota-
tions.
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Fig. 3.3 – F12 et sa sensibilité ∂hF12 en fonc-
tion de h. Le nombre d’échantillons effectués
par calcul est N = 105.
On en déduit en particulier qu’un choix adéquat de formulation peut permettre de contour-
ner les difficultés posées par la dépendance du domaine d’intégration au paramètre ou par les
dérivées des fonctions échelons. Cependant, un changement de variable implique un changement
d’algorithme ce qui est incompatible avec un de nos principaux objectifs : pouvoir ajouter des
calculs de sensibilités sur un code déjà existant. D’autre part, lorsque les domaines d’intégra-
tion sont de dimensions plus grandes9 un changement de variable annulant la dépendance de
ce domaine au paramètre étudié est souvent impossible ou trop difficile à effectuer.
Pour ces raisons, nous nous sommes intéressés aux cas où les paramètres servent à définir
le domaine d’intégration et nous proposons dans la suite de ce chapitre une extension de cette
méthodologie de calcul de sensibilités par la méthode de Monte-Carlo au calcul de sensibilités à
la déformation du domaine (que nous appellerons aussi sensibilité au domaine). Nous discuterons
en fin de chapitre (paragraphe 3.3.2) des cas où l’expression de la sensibilité est problématique
à cause des dérivées de fonctions échelons.
3.2 Extension au calcul de sensibilités à la déformation du
domaine
La proposition présentée ci-après est une reprise étendue de :
Monte Carlo estimates of domain-deformation sensitivities ; M. Roger, S. Blanco,
M. El Hafi, R. Fournier ; Physical Review Letter, vol 95, 2005[59]
9Par exemple en transferts radiatifs lorsque des phénomènes de réflexions ou de diffusions multiples sont pris
en compte, les domaines d’intégrations ont une dimension infinie (cf paragraphe 2.1.4 et 3.3.2)
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Question : Considérons l’intégrale I :
I =
∫
D(λ)
f(x;λ)dx
où le domaine d’intégration dépend du paramètre λ. Le problème posé est d’estimer par MMC
la grandeur :
∂λI = ∂λ
∫
D(λ)
f(x;λ)dx
en tenant compte de la déformation du domaine en fonction du paramètre.
3.2.1 Principe
Le principe de l’estimation de sensibilités à la déformation du domaine (ou sensibilités au
domaine) par Monte-Carlo est basé sur les mêmes principes que ceux décrits pour l’estimation
de sensibilités paramétriques. Pour exprimer la dérivée de I par rapport au paramètre λ, on
suppose qu’au voisinage de la valeur du paramètre, l’évolution du domaine d’intégration D avec
λ est dérivable et préserve sa topologie. On suppose aussi que la frontière ∂D du domaine D
est une hypersurface régulière par morceau. Sous ces hypothèses, la dérivée de I par rapport à
λ s’écrit :
∂λI =
∫
D
∂λf(x)dx +
∫
∂D
f(y)V λ(y).n(y)dy (3.2.1)
où n(y) est le vecteur normal sortant au point y sur la frontière ∂D. V λ(y) est un champ
vectoriel à la frontière ∂D du domaine D représentant la déformation de cette frontière en
fonction d’une perturbation du paramètre λ. Ce champ à la frontière ∂D du domaine n’est
soumis qu’à une seule contrainte que l’on peut décrire de la manière suivante :
Contrainte sur le champ V λ à la frontière du domaine ∂D[60] Un domaine D(λ) dans
Rn peut toujours être défini par :
{x ∈ Rn|g(x, λ) < 0} (3.2.2)
où g : Rn × R → R est ici C1 en λ. La condition C1 est liée à la contrainte de dérivabilité
précédente concernant l’évolution de D avec λ. L’égalité g(x, λ) = 0 décrit les bords du domaine
∂D. Pour x à la frontière, la vitesse V λ vérifie :
d
du
g(x + uV λ, λ + u)
∣∣∣∣
u=0
= 0 (3.2.3)
où u décrit une variation du paramètre λ, V λ traduisant l’influence de cette variation sur x.
Aussi, on appellera dorénavant le champ V λ la vitesse de déformation du domaine.
L’équation 3.2.3 est la seule contrainte sur le choix de cette vitesse. Elle fixe seulement la
composante normale de la vitesse à la frontière ∂D (voir figure 3.4). Si W est un champ de
vecteur tangentiel à ∂D, V λ +W est aussi une solution, c’est-à-dire qu’il existe une infinité de
champs de vitesse de déformation rendant compte de la même déformation du domaine. Cette
propriété offre une liberté sur le choix de V λ à la frontière dont nous discuterons ultérieurement.
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u(Vλ + W )
uVλ
∂Dλ
rDλ+u
∂Dλ+u
Dλ
Fig. 3.4 – Liberté sur le choix de la composante tangentielle de la vitesse à la frontière du
domaine
Un des points forts de la méthodologie présentée précédemment (au paragraphe 3.1) est de
permettre le calcul en même temps des grandeurs et de leurs sensibilités en utilisant le même jeu
de réalisations aléatoires. Pour cela, le domaine d’intégration des sensibilités à la déformation du
domaine doit rester le même que celui de la grandeur concernée. La méthodologie de calcul de
sensibilité par la méthode de Monte-Carlo ne peut donc pas être appliquée à partir de l’équation
3.2.1 puisque la sensibilité s’exprime par la somme d’une intégrale sur D et d’une intégrale sur sa
frontière ∂D. Ce dernier terme nécessiterait le développement d’un nouvel algorithme adapté au
domaine d’intégration ∂D. Aussi, nous nous servons du théorème de Gauss-Green-Ostrogradski
pour remplacer l’intégrale sur ∂D par une intégrale sur D. L’énoncé de ce théorème est rappelé
ci-dessous :
Théorème de la divergence ou théorème de Gauss-Green-Ostrogradski Si ∂D est
une hypersurface de dimension n− 1, d’élément dy et bordant un hyperespace D de dimension
n et d’élément dx, alors pour tout champ vectoriel F dérivable, on a∫
D
∇.F dx =
∫
∂D
F .ndy (3.2.4)
où n est le vecteur unité normal à ∂D sortant de D.
L’application de ce théorème permet de récrire 3.2.1 comme :
∂λI =
∫
D
[
∂λf(x) +∇.
(
f(x)V λ(x)
)]
dx (3.2.5)
où l’opérateur ∇ a la même dimension que D. Cette expression est la somme de deux termes :
par analogie avec un bilan physique, un premier terme “source”∂λf décrit la création ou la dis-
parition de la quantité représentée par f à l’intérieur du domaine D, le second terme∇.(fV λ))
décrit le flux de f sortant et entrant dans le domaine à travers sa frontière ∂D.
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La sensibilité de I au paramètre λ s’exprime ainsi comme une intégrale unique sur le domaine
D. Cependant l’application de cette formule dans l’algorithme de calcul simultané de sensibilité
par Monte-Carlo implique l’extension de la vitesse de déformation du domaine (existant jusqu’à
présent seulement à la frontière ∂D) sur tout le domaine D. Il faut donc construire V λ dans
D en tenant compte de la seule condition donnée par l’équation 3.2.3 à la frontière ∂D puisque
l’extension du champ de vitesse de ∂D à D n’est elle soumise à aucune contrainte mathématique
si ce n’est la continuité à la frontière et des questions de dérivabilité dans le champ. Nous avons
donc une liberté mathématique quasi-totale sur la construction de V λ dans D − ∂D.
Remarque Si on dispose d’une transformation T λ compatible avec la déformation traitée,
alors une vitesse possible est simplement Vλ = dTλdλ (de manière analogue au traitement de
déformations en physique des milieux continus[61]). Dans le paragraphe 3.2.2 ci-après, nous
discutons plus en détail de la construction de cette vitesse de déformation du domaine.
On reprend donc les mêmes principes pour estimer ∂λI que pour l’estimation de sensibilités
paramétriques, en ajoutant cette fois le terme supplémentaire lié à la déformation du domaine.
Si pX(x;λ) est la densité de probabilité utilisée pour estimer I
I =
∫
D(λ)
pX;λ(x;λ)w(x;λ)dx (3.2.6)
où w(x;λ) = f(x;λ)
pX (x;λ)
est le poids de Monte-Carlo associé au calcul de I, on obtient (en utilisant
la même densité de probabilité) :
∂λI =
∫
D
pX(x;λ)wλ(x;λ)dx (3.2.7)
où le poids de Monte-Carlo wλ(x;λ) associé au calcul de la sensibilité est relié au poids w(x;λ)
par la relation suivante :
wλ = ∂λw + w
∂λpX
pX
+
∇.(wpXV λ)
pX
(3.2.8)
On remarque donc en comparant avec l’équation 3.1.5 (donnant la relation entre le poids de
Monte-Carlo associé au calcul d’une sensibilité paramétrique et le poids associé au calcul de la
grandeur concerné) que seul le terme ∇.wpXV λ
pX
a été ajouté . Avec la même série de réalisations
{xi}i=1,N dont a été déduite une série de réalisations {wi}{i=1,N} de la variable aléatoire W
(dont la valeur moyenne < W >N sert d’estimateur de I), on déduit une série de réalisations
{wλ,i}{i=1,N} de la variable aléatoire Wλ et on estime la sensibilité ∂λI et son incertitude (cf
équations 3.1.6 et 3.1.7).
A travers la distribution de la variable aléatoire Wλ, l’erreur statistique dépend (comme
σbI) du nombre N de réalisations et de la densité de probabilité pX. Mais dans le cas d’une
sensibilité au domaine, s’ajoute aussi une dépendance au choix de la vitesse de déformation V λ
du domaine. Ainsi, au paragraphe 3.1.2, nous avions vu qu’une densité de probabilité, adaptée
à une grandeur, n’est pas nécessairement adaptée à sa sensibilité. Dans le cas d’une sensibilité
paramétrique, ce type de difficulté ne pouvait pas être contourné10. Pour une sensibilité au
10Aucun degré de liberté ne permettait d’agir indépendamment sur la convergence de I et de sa sensibilité
3.2. EXTENSION AU CALCUL DE SENSIBILITÉS À LA DÉFORMATION DU DOMAINE 61
domaine, cette liberté sur le choix de V λ peut permettre d’optimiser le calcul de la sensibilité.
Cet objectif concernant la convergence des résultats nous impose donc un choix judicieux de
V λ dont nous discutons maintenant.
3.2.2 Discussion sur le choix de la vitesse de déformation et proposi-
tion d’une démarche systématique
Précédemment, nous avons montré qu’il existe une infinité de champs de vitesse permettant
de résoudre l’équation 3.2.5 puisque seule une contrainte sur la composante normale de la
vitesse sur la frontière du domaine d’intégration est imposée. D’après l’équation 3.1.7, ce choix
de la vitesse va influer sur les incertitudes associées au calcul de la sensibilité au domaine ∂λI.
L’idéal serait de trouver une expression de V λ permettant de minimiser la variance de Wλ pour
la convergence du calcul de sensibilité. Dans le cadre de cette étude, nous ne répondrons pas à la
question liée à la recherche d’un tel optimum à travers le choix de Vλ. Cette question est à priori
dépendante du problème considéré et la proposition d’une méthodologie d’optimisation générale
restera une des perspectives de la présente étude. Nous nous fixons comme objectif de trouver
une procédure systématique de calcul de la vitesse applicable à tous les types d’intégrales,
en essayant d’introduire le moins possible de source spécifique de fluctuation de Wλ. Dans cet
esprit, nous nous sommes intéressé à la solution du problème de Dirichlet, c’est-à-dire au champ
de vitesse résolvant l’équation de Laplace11 :
ΔV λ = 0 (3.2.9)
Cette solution est a priori séduisante puisqu’elle a la particularité d’éviter les fortes variations
locales de V λ 12. De plus, elle est systématique (applicable à tous les types d’intégrales) puisque
de nombreux algorithmes permettent de résoudre numériquement l’équation 3.2.9 lorsque sa
solution n’est pas accessible analytiquement. Le problème lié à cette solution est que lorsque le
domaine d’intégration augmente, la résolution numérique de cette équation entraîne des temps
de calcul importants, totalement incompatibles avec les objectifs de notre étude.
Proposition d’une démarche systématique
Nous avons donc cherché une expression de V λ qui puisse se calculer analytiquement, appli-
cable à tous les types d’intégrales et assez régulière pour ne pas introduire de source de variance
sur l’estimateur ∂̂λI.
Nous avons vu dans le chapitre précédent que l’association d’une formulation intégrale et
d’un algorithme de Monte-Carlo conduisait à l’écriture d’une intégrale de dimension n comme
une succession de n intégrales simples. Ainsi la sensibilité d’une intégrale I (estimée par MMC),
11A partir d’un champ de vitesse à la frontière satisfaisant les contraintes de bord que nous nous sommes
données (la composante tangentielle de la vitesse a été fixée en tout point de la frontière), on cherche l’extension
unique des vitesses dans le reste du domaine qui assure en tout point la relation 3.2.9
12On peut montrer que ce champ de vitesse a la particularité d’être borné par les maxima des vitesses aux
bords du domaine et de minimiser
∫
D
||∇V λ||2dx
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à un paramètre λ peut s’écrire sous la forme :
∂λI = =
∫
D(λ)
pX(x)wλ(x;λ)dx
=
∫
D1(λ)
dx1
∫
D2(x1;λ)
dx2 . . .
∫
Dn(x1,x2,...,xn−1;λ)
dxnpX(x)wλ(x;λ) (3.2.10)
où la variable d’intégration x sur D est décomposée en n variables d’intégration scalaires :
x = (x1, x2, . . . , xn) sur D = D1 × D2 × · · · × Dn. D1(λ) est l’espace de toutes les valeurs
possibles de x1 indépendamment des autres coordonnées. Di(x1, x2, . . . , xi−1;λ) est l’espace de
toutes les valeurs possibles de xi, connaissant les i− 1 premières coordonnées (x1, x2, . . . , xi−1).
Chaque sous-domaine Di est monodimensionnel et égal à l’union de mi intervalles :
Di = [ai1, bi1] ∪ [ai2, bi2] ∪ · · · ∪ [aimi , bimi ] (3.2.11)
Sur la figure 3.5, est représenté un exemple de domaine bidimensionnel quelconque. Intéressons-
b22(x1)
a21(x1)
a11 b11x1
x2
a22(x1)
b21(x1)
ex2
ex1
n
(
x1, b21(x1)
)
Fig. 3.5 – Exemple d’un domaine d’intégration D non connexe à deux dimensions : D = D1×D2
où D1 = [a11, b11] et D2 = [a21(x1), b21(x1)] ∪ [a22(x1), b22(x1)].
nous à ce domaine et à sa déformation selon une perturbation d’un paramètre λ. La vitesse de
déformation peut s’écrire sous la forme suivante :
Vλ(λ, x1, x2) = Vλ,1(λ, x1, x2)ex1 + Vλ,2(λ, x1, x2)ex2 (3.2.12)
Nous avons vu précédemment qu’il existe une seule contrainte sur Vλ(λ, x1, x2) qui fixe la
composante normale de cette vitesse à la frontière du domaine. Par exemple, au point (x1, b21)
sur la frontière du domaine D de la figure 3.5, Vλ(λ, x1, b21).n(x1, b21) est imposé. Notons
C = Vλ(λ, x1, b21).n(x1, b21). On déduit de cette contrainte la relation Vλ,1ex1 .n+Vλ,2ex2 .n = C
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qui conduit à la relation suivante entre les composantes Vλ,1(λ, x1, b21) et Vλ,2(λ, x1, b21) de
Vλ(λ, x1, b21) (cf figure 3.6) :
Vλ,2(λ, x1, b21) = ∂λb21
∣∣∣
x1
+ Vλ,1(λ, x1, b21)∂x1b21
∣∣∣
λ
(3.2.13)
En étendant ce raisonnement à un domaine D = D1×D2×· · ·×Dn de dimension n ∈ N, cette
contrainte sur la vitesse à la frontière se traduit par les relations suivantes : ∀i ∈ {1, . . . , n}, si
Di = [ai1, bi1] ∪ [ai2, bi2] ∪ . . . , on a ∀αi ∈ {ai1, bi1, ai2, bi2, . . .} :
Vλ,i
(
λ, x1, . . . , xi−1, αi, xi+1, . . . , xn
)
= ∂λαi +
i−1∑
k=1
Vλ,k(λ, x1, . . . , xi−1, αi, xi+1, . . . , xn)∂xkαi
(3.2.14)
Ainsi, chaque composante de la vitesse Vλ,i obéit, aux bornes du sous-domaine Di, à une
ex1
b21(λ, x
0
1 + V1dλ)
rλ a pour coordonnées (x01, b21(λ, x01)
Vλ(rλ) = V1ex1 + V2ex2
V2dλ = (b21(λ + dλ, x
0
1)− b21(λ, x01)) + (b21(λ, x01 + V1dλ)− b21(λ, x01))
≡ V2 = ∂b21∂λ
∣∣∣
x1=x01
+ V1
∂b21
∂x1
∣∣∣
λ
x01
∂D(λ)
∂D(λ + dλ)
ex2
Vλdλ
rλ
rλ+dλ
Vλ(rλ).n(rλ)dλ
x01 + V1dλ
V1dλex1
V2dλex2
b21(λ, x
0
1)
b21(λ + dλ, x
0
1)
b21(λ + dλ, x
0
1 + V1dλ)
Fig. 3.6 – La contrainte sur la composante normale de la vitesse Vλ à la frontière ∂D d’un
domaine D équivaut lors d’une perturbation infinitésimale dλ d’un paramètre λ à ce qu’un
point rλ initialement sur la frontière du domaine (rλ ∈ ∂D(λ)) reste sur la frontière du domaine
perturbé : rλ+dλ ∈ ∂D(λ + dλ). Dans le cas d’un domaine bidimensionnel où D = D1 × D2,
considérons le point rλ sur la frontière de ce domaine, de coordonnées (x01, b21(λ, x01)) dans le
repère (ex1 , ex2). Si on considère une perturbation dλ de λ, l’ordonnée b21 (selon ex2) définissant
une borne du sous-domaine D2 doit obéir à la relation suivante : b21(λ, x01) + V2dλ = b21(λ +
dλ, x01 + V1dλ) où V1 et V2 sont les composantes de Vλ(rλ) ce qui conduit à l’équation 3.2.13.
relation dépendant des autres i− 1ièmes composantes précédentes de Vλ : Vλ,1, Vλ,2, . . . , Vλ,i−1.
En effet, d’après l’écriture intégrale déduite de la pratique de MMC, les bornes du sous-domaine
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monodimensionnel Di ne dépendent pas des variables xi+1, . . . , xn ce qui a pour conséquence que
la contrainte imposée sur Vλ,i aux bornes de Di ne dépend pas des composantes Vλ,i+1, . . . , Vλ,n.
Ainsi, le choix de la composante Vλ,1 aux bornes du sous-domaine monodimensionnel D1 n’est
pas dépendante du choix des autres composantes. Le choix de la composante Vλ,2 aux bornes
de D2 ne dépend que du choix de Vλ,1, etc.
D’après cette propriété, nous proposons de construire le champ de la vitesse composante
par composante en commençant par le choix de Vλ,1 puis de Vλ,2 et ainsi de suite.
On sait que Vλ,1 est imposé aux bornes du sous-domaine D1 : par exemple si D1 = [a1,1, b1,1]∪
. . . [a1,j, b1,j ]∪ . . . , ∀j on a Vλ,1(λ, a1,j) = ∂λa1,j et Vλ,1(λ, b1,j) = ∂λb1,j . Nous proposons de faire
une extension linéaire de Vλ,1 sur l’ensemble du sous-domaine D1 (solution du problème de
Dirichlet monodimensionnel13) en fonction de ces contraintes aux bornes de D1. Ainsi, pour
x1 ∈ [a1,j , b1,j], on obtient :
Vλ,1(x1;λ) = ∂λa1,j +
∂λb1,j − ∂λa1,j
b1,j − a1,j (x1 − a1,j) (3.2.18)
Vλ,1 ne dépend alors que de x1 et λ.
Pour déterminer chaque nouvelle composante Vλ,i, à partir des contraintes imposées sur Vλ,i
aux bornes de Di et des expressions des composantes Vλ,1, Vλ,2, . . . , Vλ,i−1 (cf équation 3.2.14),
on déduit Vλ,i aux bornes de Di et on effectue une extension linéaire de Vλ,i sur Di : pour
xi ∈ [ai,j, bi,j ], on obtient
Vλ,i(x1, x2, . . . , xi;λ) = ∂λai,j +
Vλ,i|xi=bi,j − Vλ,i|xi=ai,j
bi,j − ai,j (xi − ai,j) (3.2.19)
où
Vλ,i|xi=ai,j ≡ Vλ,i(x1, x2, . . . , xi−1, xi = ai,j ;λ)
= ∂λai,j +
i−1∑
k=1
Vλ,k(x1, x2, . . . , xk;λ)∂xkai,j (3.2.20)
Vλ,i ne dépend alors que de x1, . . . , xi et λ. Cette expression de Vλ
V λ =
⎛⎜⎝ Vλ,1...
Vλ,n
⎞⎟⎠ (3.2.21)
13Si I est une intégrale simple de la forme
I =
∫ b(λ)
a(λ)
pX(x;λ)w(x;λ)dx (3.2.15)
et si on considère la sensibilité
∂λI =
∫ b(λ)
a(λ)
pX(x;λ)
(
∂λw(x;λ) + w(x;λ)
∂λpX(x;λ)
pX(x;λ)
+
∂x
[
w(x;λ)pX (x;λ)Vλ(x;λ)
]
pX(x;λ)
)
(3.2.16)
la vitesse solution du problème de Dirichlet est une extension linéaire de la vitesse de déformation à la frontière
{a, b} (Vλ(a;λ) = ∂λa, Vλ(b;λ) = ∂λb) du domaine [a, b] :
Vλ(x;λ) = ∂λa +
∂λb− ∂λa
b− a (x− a) (3.2.17)
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a les avantages d’être régulière et systématique : régulière puisqu’elle se base sur n résolutions
de problèmes de Dirichlet monodimensionnels et systématique puisqu’on peut la déterminer
dès que l’intégrale est écrite sous la forme d’une succession d’intégrales simples (condition non
restrictive dans le cadre des intégrales estimées par Monte-Carlo).
Dans la suite de ce chapitre, à travers trois exemples simples et une première application
non-triviale, nous allons illustrer et tester cette méthodologie systématique de calcul simultanée
de sensibilités au domaine. Nous essaierons sur chacune des illustrations de mettre en relief les
difficultés correspondantes et les solutions retenues en vue d’une mise en oeuvre effective.
3.3 Tests de mise en oeuvre du calcul de sensibilité au do-
maine
3.3.1 Trois exemples simples de mise en oeuvre
Dans chacun des exemples développés, nous suivrons la même démarche méthodologique
que l’on peut décomposer comme suit en quatre étapes :
1. Écriture sous forme intégrale de la grandeur étudiée
2. Choix des densités de probabilités et écriture du poids de Monte-Carlo w associé au calcul
de la grandeur
3. Calcul de la vitesse de déformation du domaine
4. Écriture du poids de Monte-Carlo wπ associé au calcul de la sensibilité au paramètre π
Les résultats seront commentés principalement en terme de qualité de convergence et de temps
de calculs.
Premier exemple : sensibilité à un paramètre spectral
Une couche monodimensionnelle d’épaisseur e, composée uniformément d’un gaz de coef-
ficient d’absorption kaν est soumise sur une de ses faces à un rayonnement gris isotrope. On
suppose que le spectre d’absorption du gaz est composé d’une seule raie ayant un profil de
Lorentz :
kaν =
Sδ
π[(ν − νc)2 + δ2]
où S est l’intensité de la raie, δ la demi-largeur de raie à mi-hauteur et νc le centre de raie. Le
paramètre étudié Δν est la largeur de l’intervalle spectral d’observation Δν = ν2− ν1, le centre
νc =
ν1+ν2
2
étant fixé. On s’intéresse à la puissance absorbée Pa par la couche dans l’intervalle
spectral Δν, et à la sensibilité de cette puissance à Δν. C’est donc un exemple de déformation
du domaine qui n’est pas géométrique.
1. Expression de Pa
Pa =
∫ ν2
ν1
dν
∫
2π
du(u.n)(1− e−kaνd0)L (3.3.1)
où n est la normale entrante de la face soumise au rayonnement gris isotrope. d0 = eu.n,
ν1 = νc − Δν2 , et ν2 = νc + Δν2 et L est la luminance incidente.
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2. Choix des densités de probabilité et écriture du poids de Monte-Carlo associé
au calcul de Pa On note pN la densité de probabilité choisie pour générer une fréquence ν
à l’intérieur de l’intervalle spectral [ν1, ν2], et pU la densité de probabilité choisie pour générer
une direction incidente u. Nous choisissons les densités de probabilité suivantes :
pN(ν) =
1
Δν
pU(u) =
u.n
π
pN correspond à une densité de probabilité uniforme sur [ν1, ν2]. pU est la densité de probabilité
directement déduite de la loi de Lambert (rayonnement incident isotrope). On en déduit le
poids suivant :
w =
(u.n)L(1− e−kaνd0)
pN(ν)pU(u)
= πL(1− e−kaνd0)Δν
3.Calcul de la vitesse de déformation du domaine VΔν Ce vecteur a trois composantes
puisque le domaine d’intégration se décompose en trois sous-domaines monodimensionnels :
une dimension pour l’intervalle spectral et deux dimensions pour u l’ensemble des directions
incidentes possibles (u est défini par son angle azimutal ϕ ∈ [0, 2π] et son angle polaire θ ∈
[0, π
2
]) :
D = [ν1, ν2]× [0, 2π]× [0, π
2
] (3.3.2)
On calcule donc dans un premier temps la composante VΔν,1. D’après l’équation 3.2.18, on a :
VΔν,1(ν,Δν) = ∂Δνν1 +
∂Δνν2 − ∂Δνν1
ν2 − ν1 (ν − ν1) (3.3.3)
or
∂Δνν1 = −1
2
∂Δνν2 =
1
2
On obtient finalement :
VΔν,1(ν,Δν) = −1
2
+
ν − ν1
Δν
(3.3.4)
Les deux sous-domaines monodimensionnels [0, 2π] et [0, π
2
] étant indépendants de Δν et de ν,
les deux autres composantes VΔν,2 et VΔν,3 sont nulles. On obtient l’expression suivante de la
vitesse de déformation du domaine :
VΔν =
⎛⎝ VΔν,1 = −12 + ν−ν1ΔνVΔν,2 = 0
VΔν,3 = 0
⎞⎠ (3.3.5)
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4.Calcul du poids de Monte-Carlo wΔν associé au calcul de ∂ΔνPa Le poids de Monte-
Carlo associé au calcul de la sensibilité de Pa à Δν s’écrit14 :
wΔν = ∂Δνw + w
∂ΔνpN(ν)
pN(ν)
+
[
VΔν,1∂νw + w∂νVΔν,1 + wVΔν,1
∂νpN(ν)
pN(ν)
]
(3.3.6)
soit après développement :
wΔν = (−1
2
+
ν − ν1
Δν
)
(
πL∂νkaνe
−kaνd0
)
+ πL(1− e−kaνd0)( 1
Δν
) (3.3.7)
où ∂νkaν = Sδπ
−2(ν−νc)
[(ν−νc)2+δ2]2
Résultats et discussions On introduit la fraction d’énergie A absorbée par la couche A =
Pa
πLΔν
pour adimensionnaliser les résultats. La sensibilité ∂ΔνA est adimensionnée en la multi-
pliant par la demi-largeur de raie à mi-hauteur. Des résultats sont présentés dans le tableau
δ
Δν
S e
π δ
Â σ bA δ∂̂ΔνA δσ∂̂ΔνA
0.01 1 3, 78.10−2 1, 23.10−4 −3, 71.10−4 8, 53.10−7
0, 1 1 0, 311 2, 56.10−4 −2, 40.10−2 1, 36.10−5
1 1 0, 757 1, 19.10−4 −4, 55.10−2 4, 27.10−5
10 1 0, 780 1, 10.10−4 −4, 94.10−3 4, 93.10−6
1 0, 01 1, 81.10−2 2, 01.10−5 −2, 43.10−3 3, 58.10−6
1 0, 1 0, 157 1, 00.10−4 −1, 90.10−2 1, 89.10−5
1 1 0, 757 1, 19.10−4 −4, 55.10−2 4, 27.10−5
1 10 0, 999 3, 92.10−8 −4, 26.10−5 1, 12.10−7
Tab. 3.1 – Résultats de simulations de Pa et de sa sensibilité à Δν. La raie est centré dans
l’intervalle νc = ν1+ν22 . Le nombre d’échantillons réalisés est N = 10
6.
δ
Δν
S e
π δ
t+
t0
t5%std
t0
Δ(Δν)
Δν
0.01 1 1, 048 3, 33.103 2, 04
0, 1 1 1, 067 5, 67.103 2, 67
1 1 1, 059 1, 24.104 3, 94
10 1 1, 075 7, 98.107 316
1 0, 01 1, 075 5, 04.104 7, 94
1 0, 1 1, 038 4, 48.104 7, 48
1 1 1, 059 1, 24.104 3, 94
1 10 1, 071 196 0, 495
Tab. 3.2 – Comparaison des temps de calculs et des écart-types des estimations de sensibilités
par la méthodologie de calcul simultanée par MMC et par un méthode standard de différentia-
tion numérique.
3.1 en fonction de différentes valeurs de deux paramètres adimensionnels δ
Δν
et S e
π δ
. δ
Δν
est le
14La seule composante de vitesse non nulle étant V1(ν; Δν), seule la composante ∂ν de l’opérateur divergence
∇ doit être prise en compte
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paramètre de forme décrivant l’importance de la raie dans l’intervalle spectral et S e
πδ
représente
l’épaisseur optique au centre de la raie. L’estimation de la sensibilité de A à Δν est donnée
de même que les écart-types associés. On peut noter que les écart-types sur l’estimation de la
sensibilité sont satisfaisants.
Dans le tableau 3.2, t+ représente le temps de calcul de la grandeur A et de sa sensibilité à
Δν tandis que t0 est le temps de calcul nécessaire au seul calcul de la grandeur A. Le rapport
t+
t0
nous indique le coût supplémentaire en temps de calcul lié à l’estimation de la sensibilité à
Δν. On note que ce coût est relativement faible puisqu’il représente entre 4 et 8% du temps t0.
Les autres colonnes de ce tableau 3.2 présentent des résultats comparatifs des temps de
calcul et des incertitudes entre le calcul de par Monte-Carlo et le calcul de sensibilité standard
consistant à faire tourner plusieurs fois le code en faisant varier le paramètre étudié. Dans cet
exemple, le calcul standard de la sensibilité est donné par15 :
SΔν(A) =
Â(Δν + Δ(Δν)
2
)− Â(Δν − Δ(Δν)
2
)
Δ(Δν)
(3.3.8)
Deux calculs de Â(Δν + Δ(Δν)
2
) et de Â(Δν− Δ(Δν)
2
) sont donc nécessaires. Dans le tableau 3.2,
t5%std représente le temps CPU nécessaire pour effectuer un calcul standard de SΔν(A) ayant la
même incertitude que l’estimateur ∂̂ΔνA et en prenant Δ(Δν) = 5100Δν. Cette incertitude sur
l’estimation de SΔν(A) est déduite de l’incertitude associé à l’estimation de A : l’écart-type sur
le calcul standard de la sensibilité est égal à
σSΔν(A) =
√
σ2bA(Δν+ 5
100
Δν
2
)
+ σ2bA(Δν− 5
100
Δν
2
)
Δ(Δν)
(3.3.9)
Si on suppose les variances σ2bA(Δν+ 5
100
Δν
2
)
et σ2bA(Δν− 5
100
Δν
2
)
du même ordre de grandeur que σ2bA(Δν),
on obtient l’écart-type suivant sur l’estimation de la sensibilité SΔν(A) :
σSΔν(A) 	
√
2σ bA(Δν)
Δ(Δν)
(3.3.10)
L’écart-type est proportionnel à l’inverse de la racine du nombre d’échantillons réalisés pour
calculer Â. Le nombre d’échantillons M nécessaire au calcul de Â dont on déduit une estimation
de SΔν(A) avec un écart-type du même ordre de grandeur que σ∂̂ΔνA doit satisfaire la relation :
σ2SΔν(A)
2M
	
σ2
∂̂ΔνA
N
(3.3.11)
Le facteur 2 dans le dénominateur 2M est dû au fait que deux calculs sont nécessaires pour obte-
nir SΔν(A). Si on suppose que les temps de calcul sont proportionnels au nombre d’échantillons
réalisés, on a
t5%std
t0
	 2M
N
(3.3.12)
15Pour raison de clarté, nous noterons la sensibilité calculée par la méthode standard SΔν(A) tandis que nous
continuerons de noter la sensibilité calculée par la méthodologie basée sur Monte-Carlo ∂̂ΔνA. Il en est de même
pour les écart-types notés respectivement σSΔν(A) et σ∂̂ΔνA
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Le rapport t
5%
std
t0
peut alors être estimé par :
t5%std
t0
	 σ
2
SΔν(A)
σ2
∂̂ΔνA
=
4σ2bA
[Δ(Δν)]2σ2
∂̂ΔνA
(3.3.13)
Les résultats sont significatifs (cf tableau 3.2) puisque le rapport t
5%
std
t0
est nettement supérieur au
rapport t
+
t0
démontrant sur cet exemple l’efficacité du calcul simultané de sensibilité par Monte-
Carlo. Ceci est d’autant plus vrai que l’écart de 5% n’est pas exagérément petit au regard du
calcul d’une dérivée linéaire.
Dans cet esprit, la dernière colonne du tableau 3.2 présente le rapport Δ(Δν)
Δν
nécessaire pour
obtenir la même incertitude sur SΔν(A) que sur ∂̂ΔνA avec un temps de calcul uniquement
multiplié par 2. Pour obtenir une incertitude convenable avec la méthode standard, les deux
paramètres possibles à ajuster sont soit le temps de calcul, à travers le choix du nombre d’échan-
tillons à réaliser, soit la variation Δ(Δν) du paramètre Δν. D’après 3.3.10, on déduit que pour
avoir σSΔν(A) 	 σ∂ΔνA,
Δ(Δν) 	
√
2σA
σ∂λA
(3.3.14)
Les résultats sont aussi très significatifs puisque le rapport est généralement supérieur à 1
indiquant des variations du paramètre supérieures à 100% (50% dans le meilleur des cas). Ces
plages de variations sont largement supérieures à celles communément utilisées en différentiation
numérique où il importe de rester dans une plage de quasi-linéarité de la grandeur en fonction
du paramètre étudié.
Deuxième exemple : Calcul de la sensibilité d’un facteur de forme F12 entre deux
surfaces S1 et S2 à un déplacement d’une des deux surfaces
Nous présentons maintenant deux exemples triviaux concernant des calculs de sensibilités
de facteur de forme. Ces exemples nous ont permis de tester plusieurs vitesses de déformation
choisies arbitrairement et de confirmer ainsi que la valeur de la sensibilité est indépendante (dans
le cadre des contraintes décrites précédemment au paragraphe 3.2.1) du choix de la vitesse.
On considère deux surfaces parallèles S1 et S2 d’aires respectives A1 et A2 (configuration
identique à celle de l’exemple traité dans 3.1.3). Les notations que nous utilisons au cours des
tests effectués sur le calcul de F12 sont détaillées dans la figure 3.7. Nous nous intéressons à la
sensibilité de F12 à un déplacement de la surface S2 suivant l’axe des x. Ce déplacement est
décrit par une perturbation du paramètre α (voir figure 3.7).
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Fig. 3.7 – Facteur de forme entre deux surfaces parallèles, L1 et l1 sont la longueur et la largeur
de la surface S1. L2 et l2 sont la longueur et la largeur de la surface S2. α et β décrivent
respectivement l’écart entre la surface S2 et les axes ex et ey. x1 et y1 sont les coordonnées du
point r1 dans le repère (0, ex, ey). x2 et y2 sont les coordonnées du point r2.
1. Expression de F12 Nous reprenons l’expression suivante introduite dans le paragraphe
3.1.3 puis développée comme une succession d’intégrale simple 16 :
F12 =
∫
S1
dr1
∫
S2
dr2
1
A1
(u.n)2
π||r2 − r1||2
=
∫ L1
0
dx1
∫ l1
0
dy1
∫ α+L2
α
dx2
∫ β+l2
β
dy2
1
A1
h2
π
(
(x2 − x1)2 + (y2 − y1)2 + h2
)2
(3.3.15)
16Au cours du développement, nous avons utilisé les relations suivantes :
A1 = L1 × l1
(u.n) =
h
||r2 − r1||
||r2 − r1|| =
√
(x2 − x1)2 + (y2 − y1)2 + h2
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2.Choix des densités de probabilités et écriture du poids w Les densités de probabilités
choisies pour estimer F12 sont uniformes :
pX1 =
1
L1
; pY1 =
1
l1
pX2 =
1
L2
; pY2 =
1
l2
(3.3.16)
On en déduit le poids de Monte-Carlo associé au calcul de F12 :
w(x1, y1, x2, y2) = L2 × l2 h
2
π
(
(x2 − x1)2 + (y2 − y1)2 + h2
)2 (3.3.17)
3.Calcul de la vitesse de déformation du domaine V α Le domaine d’intégration D est
de dimension 4 :
D = [0, L1]× [0, l1]× [α, α + L2]× [β, β + l2] (3.3.18)
La vitesse de déformation a donc quatre composantes. Seul le sous-domaine [α, α + L2] est
fonction du paramètre α. De plus, le sous-domaine [0, l1] n’est pas dépendant de x1 ; le sous-
domaine [α, α + L2] n’est pas dépendant de x1 et de y1 ; le sous-domaine [β, β + l2] n’est pas
dépendant de x1, y1 et de x2. Selon l’équation 3.2.19, la vitesse de déformation V α peut alors
s’écrire :
V α =
⎛⎜⎜⎜⎝
Vα,1 = 0
Vα,2 = 0
Vα,3 = ∂αα +
∂α(α+L2)−∂αα
α+L2−α (x2 − α) = 1
Vα,4 = 0
⎞⎟⎟⎟⎠ (3.3.19)
Cette vitesse V α sera notée dorénavant V aα 17.
4.Calcul du poids de Monte-Carlo wα Le poids w associé au calcul de F12 et les quatre
densités de probabilité ne dépendent pas de α. On trouve ainsi l’expression suivante de waα :
waα =
∇wpX1pY1pX2pY2V aα
pX1pY1pX2pY2
(3.3.20)
soit après calcul :
waα = L2 × l2
h2 × 4(x2 − x1)
π
(
(x2 − x1)2 + (y2 − y1)2 + h2
)3 (3.3.21)
Résultats et discussion La courbe 3.8 est un exemple de calcul simultané de F12 et de sa
sensibilité à α. On observe sur les barres d’erreurs une aussi bonne convergence du calcul de
sensibilité que du calcul du facteur de forme lui-même.
17Nous utilisons une notation particulière du fait que nous donnerons par la suite d’autres expressions possibles
de la vitesse
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Fig. 3.8 – Estimations de F12 et ∂αF12 en fonction de α. Les incertitudes statistiques sont
données sous la forme de barres d’erreurs. Le nombre d’échantillons effectués par calcul est
N = 104. L1 = l1 = 10, L2 = l2 = 1, β = 0 (les valeurs de ces paramètres restent identiques
pour les tests qui suivent)
Nous avons profité de cet exemple pour tester d’autres vitesses de déformation V α choisies
de la façon suivante : nous avons conservé strictement la même vitesse à la frontière du domaine
et les mêmes composantes de la vitesses Vα,1, Vα,2 et Vα,4 (toujours nulles). Nous avons par contre
changé l’extension18 de la composante de la vitesse Vα,3 dans le sous-domaine [α, α + L2]19.
Nous avons testé une extension de Vα,3 de type gaussienne sur [α, α+ L2] (que nous notons
V bα,3) :
V bα,3 = exp(
L22
4
) exp
(
− (x2 − α− L2
2
)2
)
(3.3.22)
Nous avons aussi testé une extension de Vα,3 de type sinusoïdale sur [α, α+L2] (que nous notons
V cα,3)
V cα,3 = cos(2π
x2 − α
L2
) (3.3.23)
Les trois extensions utilisées de Vα,3 sur [α, α + L2] sont tracé sur la figure 3.9.
Sur la figure 3.10, sont tracées des valeurs des estimations ∂̂αF12 calculées avec les trois
vitesses V aα , V
b
α et V
c
α. On observe bien que les estimations obtenues avec ces trois vitesses
sont les mêmes. Seuls diffèrent les écart-types associés aux résultats, que nous comparons sur
la figure 3.11. L’expression proposée au paragraphe 3.2.2, basée sur une extension linéaire de
la vitesse à la frontière de chaque sous-domaine monodimensionnel, donne les écart-types les
plus faibles et confirme ainsi le fait que notre proposition, de par sa régularité, n’introduit
18cf paragraphe 3.2.2
19Ceci se traduit par un changement de la vitesse entre les points de coordonnées (x1, y1, α, y2) et les points
de coordonnées (x1, y1, α + L2, y2). Auparavant la vitesse était constante et orienté selon l’axe des x2. Avec ces
nouvelles vitesses, elle reste parallèle à l’axe des x2 mais n’est plus constante
3.3. TESTS DE MISE EN OEUVRE DU CALCUL DE SENSIBILITÉ AU DOMAINE 73
−1
−0.5
0
0.5
1
1.5
x2
V α
,
3
V
α,3
a
 
V
α,3
b
 
V
α,3
c
 
α α+L2 
Fig. 3.9 – Tracé des trois composantes testées V aα,3,V bα,3 et V cα,3 de la vitesse de déformation du
domaine Vα
pas de source de variance supplémentaire sur les estimations des sensibilités. Des extensions
plus irrégulières de type gaussienne ou sinusoïdale sont à l’origine dans cet exemple d’une
augmentation significative des écart-types.
Troisième exemple : Calcul de la sensibilité d’un facteur de forme F12 entre deux
surfaces S1 et S2 à une déformation d’une des deux surfaces
On considère maintenant une déformation de la surface S2 lié à une perturbation de la
longueur L2 (cf figure 3.7).
1. Expression de F12 On reprend la même expression que lors de l’exemple précédent (cf
équation 3.3.15).
2.Choix des densités de probabilités et écriture du poids w Les densités de probabilités
choisies pour estimer F12 sont les mêmes que précédemment de même que le poids de Monte-
Carlo w (cf équations 3.3.16 et 3.3.17) :
3.Calcul de la vitesse de déformation du domaine V L2 Comme précédemment seul le
sous-domaine [α, α+L2] du domaine D = [0, L1]× [0, l1]× [α, α+L2]× [β, β+ l2] est dépendant
du paramètre L2 et puisque ces sous-domaines ne dépendent pas des variables d’intégration,
seule la troisième composantes du vecteur vitesse n’est pas nulle. On obtient :
V L2 =
⎛⎜⎜⎜⎝
VL2,1 = 0
VL2,2 = 0
VL2,3(x2) = ∂L2α +
∂L2 (α+L2)−∂L2α
α+L2−α (x2 − α) = x2−αL2
VL2,4 = 0
⎞⎟⎟⎟⎠ (3.3.24)
Cette vitesse sera notée dans la suite V aL2.
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Fig. 3.10 – Comparaison des estimations de
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4.Calcul du poids de Monte-Carlo wL2 Ce poids s’écrit :
waL2 = ∂L2w + w
∂L2pX2
pX2
+ ∂x2(wVL2,3) (3.3.25)
soit après calcul :
waL2 = L2 × l2
h2 × 4(x2 − x1)
π
(
(x2 − x1)2 + (y2 − y1)2 + h2
)3 x2 − αL2 + wL2 (3.3.26)
Résultats et discussions Les résultats retranscrits sur la courbe 3.12 montrent que les barres
d’erreur sur le calcul de la sensibilité sont satisfaisantes. Comme dans l’exemple précédent,
nous avons à nouveau comparé les calculs pour différentes vitesses de déformation. Sur le même
principe que dans l’exemple précédent, nous avons conservé les trois composantes VL2,1, VL2,2
et VL2,4 (qui sont nulles) et la vitesse de déformation à la frontière de D ; nous avons alors fait
varier (arbitrairement) l’extension entre VL2,3(α) = 0 et VL2,3(α + L2) = 1 de la composante
VL2,3. Les extensions suivantes ont été testées :
V bL2;3 =
(x2 − α)2
L22
V cL2;3 =
(x2 − α)3
L32
V dL2;3 = sin
(π
2
x2 − α
L2
)
(3.3.27)
Ces quatre extensions de VL2,3 sont tracées sur la figure 3.13.
La figure 3.14 présente les estimations de ∂L2F12 obtenues avec les quatre vitesses. On observe
à nouveau que ces estimations sont les mêmes aux erreurs statistiques près. Sur la figure 3.15,
sont tracés les écart-types obtenus avec ces quatre vitesses. On observe alors que V aL2 , V
b
L2
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Fig. 3.12 – Estimations de F12 et ∂L2F12 en fonction de L2. Les incertitudes statistiques sont
données sous la forme de barres d’erreurs. Le nombre d’échantillons effectués par calcul est
N = 104. L1 = l1 = 10, l2 = 1, α = β = 0 (les valeurs de ces paramètres restent identiques
pour les tests qui suivent lors de cet exemple)
puis V cL2 donnent tour à tour (au fur et à mesure que L2 augmente) les écart-types les plus
faibles. Ceci confirme le fait que la vitesse de déformation que nous proposons au paragraphe
3.2.2 n’est pas forcément la meilleure vitesse en terme de convergence. Cependant, les ordres
de grandeurs des écart-types des estimations faites avec cette vitesse restent satisfaisants pour
n’importe quelle configuration paramétrique. Cette régularité dans les résultats associées à sa
simplicité de mise en oeuvre en font une solution efficace. Ces résultats mettent notamment
en relief une des perspectives que nous retiendrons en conclusion de cette étude : la possibilité
de rechercher de techniques permettant de déterminer une vitesse de déformation optimale en
terme de convergence.
Notre objectif principal dans la suite de ce manuscrit a été de tester la méthodologie de
calcul simultanée de sensibilité sur des applications plus complexes de façon à faire émerger au
maximum les difficultés et contraintes associés à la méthodologie. .
3.3.2 Travaux de formulation pour une application non triviale : la
diffusion multiple
Au cours de cet exemple, nous allons considérer une couche monodimensionnelle d’épaisseur
e soumise sur une de ses faces à un rayonnement monochromatique isotrope. Cette couche
est composée d’un milieu absorbant (de coefficient d’absorption ka homogène) et diffusant (de
coefficient de diffusion kd homogène). Nous allons estimer la fraction d’énergie absorbée par
cette couche (Pa est la puissance radiative absorbée par la couche et L la luminance incidente) :
A =
Pa
πL
(3.3.28)
ainsi que la sensibilité ∂eA de A à l’épaisseur de la couche e.
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Il faut noter que malgré le côté académique de l’illustration, la complexité algorithmique est
tout à fait générale et typique de ce genre de problèmes. La prise en compte des phénomènes de
diffusion multiple va se traduire d’un point de vue formel par des expressions intégrales de A
et ∂eA sur un domaine d’intégration de dimension infinie. Le traitement de ce type d’intégrales
va faire émerger des difficultés de mise en oeuvre de la méthodologie d’estimation simultanée
de sensibilités pour lesquelles nous proposons une solution effective et générale.
Au cours de cet exemple, nous nous plaçons dans l’optique d’ajouter le calcul de la sensibilité
∂eA à un code de calcul de A déjà existant et tout à fait standard :
Algorithme de calcul de A Cet algorithme, analogue, est décrit sur la figure 3.16. Il consiste
à simuler les trajets optiques de N paquets de photons en fonction des phénomènes de diffusions
(tirage aléatoire d’une direction d’incidence, d’une position de diffusion puis d’une direction de
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Tirage aléatoire d’une direction
de diffusion avec la fonction de phase
pu0(u0) =
u0.n
π
par la couche durant la propagation
du paquet de photons
calcul du poids wi
i→ i + 1
Estimation de A : A 	 Aˆ = 1
N
∑N
i=1 wi
Si la boucle est finie (i = N)
Si cette position est hors de la coucheSi cette position est dans la couche
i = 1
Tirage aléatoire d’une position
de diffusion en fonction de la loi de Beer
Calcul de la fraction de puissance absorbée
Estimation de l’écart-type de Aˆ : σAˆ 	 1√N
(
PN
i=1 w
2
i
N
− Aˆ2
) 1
2
pΣj (σj) = kde
−kdσj
j = 1
pUj (uj) = Φ(uj−1 → uj)
j → j + 1
Tirage aléatoire d’une direction
d’incidence en fonction de la loi de Lambert
de paquet de photons
Boucle sur les N lancers
Fig. 3.16 – Algorithme de Monte-Carlo analogue utilisé pour calculer A
diffusion, etc., jusqu’à la sortie de la couche). L’estimateur Â est alors égal à la valeur moyenne
de la fraction de puissance (le long du chemin de chaque paquet de photons) absorbée par
la couche. Les densités de probabilité choisies sont la loi de Lambert (rayonnement incident
isotrope) pour le tirage aléatoire d’une direction d’incidence dans la couche, la loi de Beer pour
le tirage d’une position de diffusion et la fonction de phase pour le tirage d’une direction de
diffusion.
Nous avons vu dans le chapitre précédent qu’un algorithme analogue ne nécessite pas le
développement de la formulation intégrale correspondante. Cependant, pour estimer des sensi-
bilités, nous sommes contraints dans un premier temps d’effectuer cet exercice de formulation
en appliquant la démarche proposée au paragraphe 2.2.3 du chapitre précédent.
Au cours de cet exercice de formulation, les conditions algorithmiques du type – si le paquet
de photons sort de la couche alors ... ; s’il reste dans la couche alors ... – se traduisent par
l’introduction de fonctions heaviside dans l’écriture intégrale de A. Écrivons d’ores et déjà la
formulation de A déduite de l’algorithme et que nous expliciterons plus précisément ultérieure-
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ment 20 :
A =
∫
2π
du0
u0.n
π
∫ +∞
0
kde
−kdσ1dσ1
{
H(σ1 − d0)(1− e−kad0) +
H(d0 − σ1)
∫
4π
Φ(σ1,u0 → u1)du1
∫ +∞
0
kde
−kdσ2dσ2
{
H(σ2 − d1)(1− e−ka(σ1+d1)) +
H(d1 − σ2) . . .
}
(3.3.29)
σ1 et σ2 représentent respectivement les abscisses curvilignes de la première et de la seconde
position de diffusion ; d0 est la distance que doit parcourir le paquet de photons pour sortir de la
couche sans diffusion ; d1 est la distance, à partir de la première position de diffusion, que doit
parcourir le paquet de photons pour sortir de la couche après une diffusion. Cette expression
3.3.29 de A peut s’écrire sous la forme21 :
A =
∫
2π
du0
∫ +∞
0
dσ1
∫
4π
du1
∫ +∞
0
dσ2 . . . f(u0, σ1,u1, . . . ) (3.3.30)
où f est égale à
f(u0, σ1,u1, . . . ) =
(
pU0(u0)pΣ1(σ1)pU1 . . .
)
×
H(σ1 − d0)(1− e−kad0) + H(d0 − σ1)
{
H(σ2 − d1)(1− e−ka(σ1+d1))
+H(d1 − σ2) . . .
}
ou pU0(u0), pΣ1(σ1), pU1(u1), . . . sont des densités de probabilité de tirage22. A l’aide du for-
malisme de Dirac, on peut dériver ces fonctions heaviside : par exemple ∀i ∈ N, on a
∂eH(σi − di−1) = −∂edi−1δ(σi − di−1) (3.3.31)
où δ est la fonction Dirac. En utilisant des relations du même type que celle de l’équation
3.3.31, la fonction f peut être dérivée mais comme nous l’avons vu dans le paragraphe 3.1.3,
ceci ne peut pas être appliqué car l’utilisation d’une fonction Dirac implique un changement du
domaine d’intégration. Ce type de développement nous ramènerait à la somme d’une intégrale
sur le domaine d’intégration et d’une intégrale sur la frontière de ce domaine. Or pour estimer
simultanément ∂eA et A, nous devons utiliser le même algorithme et donc écrire sous forme in-
tégrale l’expression de la sensibilité dans une formulation adaptée à cet algorithme, c’est-à-dire
en gardant le même domaine d’intégration, les mêmes densités de probabilités et les mêmes
fonctions heavisides (car ces fonctions décrivent les conditions algorithmiques). Dans cet objec-
tif, nous proposons alors une démarche générale pour calculer des sensibilités par Monte-Carlo
qui peut se décomposer en 5 points :
– 1. Développement de la formulation intégrale de la grandeur associée à l’algorithme utilisé (si
20Dans le point 1. appelé “Développement de la formulation intégrale de A associée à l’algorithme de MMC
utilisé” de la démarche méthodologique proposée par la suite
21Voir le paragraphe 2.2.2 du chapitre précédent où ce type de réécriture est expliqué
22Nous donnerons ultérieurement l’expression de ces densités de probabilités
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cette formulation n’est pas déjà explicitée) ; écriture des densités de probabilités et du poids de
Monte-Carlo w associée au calcul de la grandeur
– 2. Travaux de reformulation permettant d’écrire une expression de la grandeur sous une forme
adaptée au calcul de la dérivée (en évitant l’introduction de fonction Dirac).
– 3. Calcul de la vitesse de déformation du domaine et expression de la sensibilité
– 4. Reformulation en une expression de la sensibilité adaptée à l’algorithme de MMC initial23
– 5. Écriture du poids de Monte-Carlo associé à l’estimation de la sensibilité
1. Développement de la formulation intégrale de A associée à l’algorithme de MMC
utilisé ; écriture des densités de probabilités et du poids de Monte-Carlo w associé
au calcul de A Commençons par écrire les densités de probabilités choisies sont la loi de
Lambert, la loi de Beer et la fonction de phase :
pΣi(σi) = kde
−kdσi pour i ∈ N∗+
pU0(u0) =
u0.n
π
pUi(ui) = Φ(σi,u→ ui) pour i ∈ N∗+
Sur la figure 3.17 sont représentées sur un chemin optique les notations que nous allons utiliser.
Pour développer la formulation de A associée à l’algorithme de MMC présenté sur la figure
3.16, nous allons appliquer à nouveau la procédure décrite dans le paragraphe 2.2.3 du chapitre
précédent. Cette procédure consiste à empiler, en fonction de l’algorithme, les intégrales au fur
et à mesure que l’on génère aléatoirement des réalisations de variables aléatoires. Les bornes
d’intégration d’une intégrale se déduisent de l’ensemble des valeurs possibles de la variable
aléatoire considéré.
L’algorithme utilisé pour estimer A commence par le tirage aléatoire d’une direction u0 qui
se traduit par une intégrale sur les 2π d’angle solide (n est la normale entrante) :
A =
∫
2π
u0.n
π
du0 . . .
Il vient ensuite le tirage aléatoire d’une première position de diffusion définie par σ1 sur R+. σ1
est l’abscisse curviligne ayant comme origine le point d’émission r0(x0, y0, z0) et définie par la
direction d’émission u0. On empile alors l’intégrale suivante sur l’expression de A :
A =
∫
2π
du0
u0.n
π
∫ +∞
0
kde
−kdσ1dσ1 . . .
Ensuite, l’algorithme varie si la première position de diffusion r1(x1, y1, z1) définie24 par σ1 est
à l’intérieur ou à l’extérieur de la couche : on introduit alors la distance d0 = ecos θ0 qui est la
23S’il n’y a pas de problème posé par le calcul de la dérivée, les points 2. et 4. deviennent inutiles.
24Les coordonnées x1, y1 et z1 sont égales à (voir figure 3.17)
x1 = x0 + σ1 sinϕ0 sin θ0
y1 = y0 + σ1 cosϕ0 sin θ0
z1 = x0 + σ1 cos θ0
(3.3.32)
où ϕ0 et θ0 sont les angles azimutal et polaire définissant u0
80 CHAPITRE 3. CALCUL DE SENSIBILITÉS PAR LA MÉTHODE DE MONTE-CARLO
r2
r1
d2
ex
ey
ez
z = 0 z = e
σ2
r0
σ1
θ0
n
Fig. 3.17 – Représentation des notations utilisées pour formuler A sur un exemple de chemin
optique à deux évènements de diffusions
distance que doit parcourir le paquet de photons avant de sortir de la couche. Si σ1 > d0, le
paquet de photons sort de la couche (H(σ1 − d0) = 1). On calcule alors la fraction d’énergie
absorbée par la couche qui est égale à 1 − e−kad0 et on arrête la simulation du trajet optique.
Si d0 > σ1 (H(σ1 − d0) = 0), le paquet de photons est diffusé à l’intérieur de la couche ; on
continue alors la simulation du chemin optique. A s’écrit alors sous la forme :
A =
∫
2π
du0
u0.n
π
∫ +∞
0
kde
−kdσ1dσ1
{
H(σ1 − d0)(1− e−kad0) + H(d0 − σ1) . . .
}
(3.3.33)
Si σ1 < d0, on génère aléatoirement une direction de diffusion u1 selon la fonction de phase.
On ajoute alors une intégrale sur les 4π d’angle solide (sphère unité) :
A =
∫
2π
du0
u0.n
π
∫ +∞
0
kde
−kdσ1dσ1
{
H(σ1 − d0)(1− e−kad0) +
H(d0 − σ1)
∫
4π
Φ(σ1,u0 → u1)du1 . . .
}
(3.3.34)
Ensuite, on tire aléatoirement une seconde abscisse curviligne σ2 ∈ R+ (l’abscisse curviligne
a comme origine la position de diffusion précédente r1 et est dirigé selon une demi-droite de
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direction u1) :
A =
∫
2π
du0
u0.n
π
∫ +∞
0
kde
−kdσ1dσ1
{
H(σ1 − d0)(1− e−kad0) +
H(σ1 − d0)
∫
4π
Φ(σ1,u0 → u1)du1
∫ +∞
0
kde
−kdσ2dσ2 . . .
}
(3.3.35)
Comme précédemment, l’algorithme dépend de cette position de diffusionσ2. On introduit alors
la distance d1 qui est la distance que doit parcourir le paquet de photons à partir du point r1
pour sortir de la couche25. Si σ2 > d1 alors le paquet de photons sort de la couche et on arrête
la simulation du trajet optique. La fraction d’énergie absorbée par la couche lors de ce chemin
optique est alors 1−e−ka(σ1+d1). Si d1 > σ2, il reste dans la couche et on continue la simulation :
A =
∫
2π
u0.n
π
du0
∫ +∞
0
kde
−kdσ1dσ1
{
H(σ1 − d0)(1− e−kad0) +
H(d0 − σ1)
∫
4π
Φ(σ1,u0 → u1)du1
∫ +∞
0
kde
−kdσ2dσ2
{
H(σ2 − d1)(1− e−ka(σ1+d1)) + H(d1 − σ2) . . .
}}
(3.3.36)
On doit ainsi empiler les intégrales indéfiniment ce qui se traduit par un domaine d’intégration
de dimension infinie. On introduit les densités de probabilités et on réécrit A sous la forme
suivante (ce type de réécriture est commenté dans le paragraphe 2.2.2 du chapitre précédent) :
A =
∫
2π
pU0(u0)du0
∫ +∞
0
pΣ1(σ1)dσ1
∫
4π
pU1du1
∫ +∞
0
pΣ2(σ2)dσ2 . . .
w(u0, σ1,u1, σ2 . . . ) (3.3.37)
où le poids de Monte-Carlo associée au calcul de A apparaît comme :
w(u0, σ1, . . . ) = H(σ1 − d0)(1− e−kad0) + H(d0 − σ1)
{
H(σ2 − d1)(1− e−ka(σ1+d1))
+H(d1 − σ2) . . .
}
(3.3.38)
Ce poids est égal à une somme infinie de termes dont un seul est non nul. Par exemple si σ1 > d0
(ce qui signifie que le paquet de photons est sorti de la couche sans subir de diffusion), seul le
terme H(σ1 − d0)(1− e−kad0) est non-nul.
2. Travaux de reformulation permettant d’écrire une expression de la grandeur A
sous une forme adaptée au calcul de la dérivée En l’état actuel, la sensibilité ∂eA ne peut
pas être calculée sans utiliser de fonction Dirac. Nous allons donc reformuler A en supprimant
de l’expression ces fonctions heaviside à l’origine des difficultés. En notant que ∀i ∈ N∗, on a :∫ +∞
0
kde
−kdσidσi
{
H(σi − di−1)(1− e−kadi−1) + H(di−1 − σi) . . .
}
=∫ +∞
di−1
kde
−kdσidσi(1− e−kadi−1) +
∫ di−1
0
kde
−kdσidσi . . . (3.3.39)
25Si u1 est dirigé vers la face de la couche ayant comme équation z = e (ce qui se traduit par cos θ1 > 0),
alors d1 = e−z1cos θ1 . Si u1 est dirigé vers la face de la couche ayant comme équation z = 0 (ce qui se traduit par
cos θ1 < 0), alors d1 = −z1cos θ1 (voir la figure 3.17).
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où di−1 est la distance que doit parcourir le paquet de photons depuis le point de diffusion ri−1
pour sortir de la couche. On applique cette relation sur l’expression 3.3.36 et on obtient :
A =
∫
2π
du0
u0.n
π
{∫ +∞
d0
kde
−kdσ1dσ1(1− e−kad0) +∫ d0
0
kde
−kdσ1dσ1
∫
4π
Φ(σ1,u0 → u1)du1
{∫ +∞
d1
kde
−kdσ2dσ2(1− e−ka(σ1+d1) +∫ d1
0
kde
−kdσ2dσ2 . . .
}}
(3.3.40)
Avec cette expression, le domaine d’intégration dépend du paramètre e (puisque les distances
di|{i∈N} sont dépendantes de e) ; ∂eA est donc maintenant une sensibilité au domaine26. Nous
pouvons donc appliquer la méthodologie de calcul de sensibilité au domaine en nous basant sur
cette expression 3.3.40.
Remarque importante : cette nouvelle formulation n’est plus adaptée à l’algorithme initial
de la figure 3.16. Nous allons donc baser nos développements permettant l’estimation d’une
sensibilité au domaine sur une formulation autre que celle adaptée à l’algorithme initial. Ceci
n’a de sens que si l’on peut revenir, une fois que la sensibilité est exprimée, à la formulation
adaptée à l’algorithme initial (voir le point 4. de notre démarche méthodologique).
3. Calcul de la vitesse de déformation du domaine et expression de la sensibilité
La formulation de A de l’équation 3.3.40 est une somme d’intégrale A = A1 + A2 + . . . où,
∀i ∈ N, on pose
Ai =
∫
2π
u0.n
π
du0
∫ d0
0
kde
−kdσ1dσ1
∫
4π
Φ(σ1,u0 → u1)du1 . . .∫ +∞
di−1
kde
−kdσidσi(1− e−ka(σ1+···+σi−1+di−1))
=
∫
2π
du0
∫ d0
0
dσ1
∫
4π
du1 . . .
∫ +∞
di−1
dσi gi(u0, σ1,u1, . . . , σi) (3.3.41)
avec
gi(u0, σ1,u1, . . . , σi) =
u0.n
π
kde
−kdσ1Φ(σ1,u0 → u1) . . . kde−kdσi(1− e−ka(σ1+···+σi−1+di−1))
(3.3.42)
Ai|{i∈N} a comme domaine d’intégration Di|{i∈N} :
Di = 2π × [0, d0]× 4π × [0, d1]× · · · × [di−1,+∞] (3.3.43)
Chacun de ces termes correspond à la contribution d’un ensemble de chemins optiques avec un
même nombre d’évènement de diffusions. Par exemple Ai|{i∈N} est une intégrale sur l’espace des
chemins optiques à (i−1)|{i∈N+} diffusions. La sensibilité ∂eA peut alors s’écrire sous la forme :
∂eA = ∂eA1 + ∂eA2 + . . .
26On remarque qu’avec la formulation 3.3.37, ∂eA était définie comme une sensibilité paramétrique
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avec ∀i :
∂eAi =
∫
2π
du0
∫ d0
0
dσ1
∫
4π
du1 . . .
∫ +∞
di−1
dσi
[
∂egi +∇.
(
giVei
)]
(3.3.44)
Vei est calculé à partir du domaine Di en appliquant les formules données aux équations 3.2.18
et 3.2.19. On obtient après développement27 28
Vei =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Vϕ0,e = 0
Vθ0,e = 0
Vσ1,e =
σ1
e
...
Vσi−1,e =
σi−1
e
Vϕi−1,e = 0
Vθi−1,e = 0
Vσi,e =
di−1
e
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(3.3.45)
∂eA s’écrit alors :
∂eA =
∫
2π
du0
u0.n
π
{∫ +∞
d0
kde
−kdσ1dσ1
[
∂eg1 +∇.
(
g1Ve1
)]
+
∫ d0
0
kde
−kdσ1dσ1
∫
4π
du1
4π∫ +∞
d1
kde
−kdσ2dσ2
[
∂eg2 +∇.
(
g2Ve2
)]
+
{∫ d1
0
kde
−kdσ2dσ2 . . .
}}
(3.3.46)
4. Retour à une formulation de la sensibilité ∂eA adaptée à l’algorithme de calcul de
A Nous reformulons donc ici l’équation 3.3.46 dans le but d’obtenir une expression adaptée à
l’algorithme initial. Pour cela, il nous faut réintroduire les fonctions heaviside que nous avions
27La distance d0 est égale à d0 = ecos θ0 où θ0 est l’angle polaire de u0. On commence par calculer Vσ1,e :
Vσ1,e(σ1; e) =
∂ed0
d0
σ1 =
σ1
e
Pour calculer Vσ2,e(σ1, σ2; e) =
Vσ2,e(σ1,d1;e)
d1
σ2, on commence par déterminer Vσ2,e(σ1, d1; e). La distance d1 est
égale soit à d1 = e−σ1 cos θ0e cos θ1 , soit à d1 =
−σ1 cos θ0
e cos θ1
. Quel que soit l’expression de d1, on trouve au final :
Vσ2,e(σ1, d1; e) =
d1
e
On déduit alors Vσ2,e :
Vσ2,e(σ1, σ2; e) =
Vσ2,e(σ1, d1;λ)
d1
σ2 =
σ2
e
On poursuit alors de la même façon pour les composantes suivantes.
28Dans le cas où le sous-domaine d’intégration associé à une composante de la vitesse a une borne infinie
(comme pour σi ∈ [di−1,+∞[ ), on suppose que la composante de la vitesse est constante. Par exemple pour
Vσi,e, on a :
Vσi,e(σi, e) = Vσi,e(di−1, e) =
di−1
e
Ceci revient à supposer que Vσi,e(σi → +∞, e) est égal à di−1e . Il est ainsi permis de choisir Vσi,e(σi → +∞, e)
arbitrairement car la fonction à intégrer gi s’annule lorsque σi → +∞ (sinon l’intégrale serait divergente).
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supprimées pour exprimer la sensibilité. En effectuant les développements inverses de ceux
présentés au point 2. de notre démarche méthodologique, il est aisé de réécrire ∂eA sous la
forme :
∂eA =
∫
2π
du0
u0.n
π
∫ +∞
0
kde
−kdσ1dσ1
{
H(σ1 − d0)
[
∂eg1 +∇.
(
g1Ve1
)]
+
H(d0 − σ1)
∫
4π
du1
4π
∫ +∞
0
kde
−kdσ2dσ2
{
H(σ2 − d1)
[
∂eg2 +∇.
(
g2Ve2
)]
+ H(d1 − σ2) . . .}}
(3.3.47)
Les problèmes de dérivabilité ont ainsi été contournés. Le domaine d’intégration est le même et
les conditions d’arrêt de l’algorithme décrites par les fonctions H(σi − di−1)|{i∈N} et H(di−1 −
σi)|{i∈N} sont aussi les mêmes. En utilisant les mêmes densités de probabilités, nous pouvons
alors estimer simultanément A et ∂eA. Nous discutons des résultats obtenus dans la suite de ce
chapitre après les remarques suivantes.
Remarques
– Il faut noter que le calcul des vitesses Ve1, . . . ,Ve(i−1),Vei, . . . ne pose pas de difficulté
particulière d’un point de vue algorithmique. Le vecteur vitesse a une dimension supplémentaire
à chaque nouveau tirage aléatoire, tant que le paquet de photons reste dans la couche. Les com-
posantes de la vitesse sont alors calculées au fur et à mesure que la dimension augmente (d’un
point de vue formel au fur et à mesure que les intégrales s’empilent dans l’écriture intégrale),
jusqu’à la sortie de la couche du paquet de photons.
– Cette démarche méthodologique se base sur des travaux de formulation intégrale. Tant qu’il
est possible de retourner à une formulation de la sensibilité adaptée à l’algorithme, nous avons
la possibilité de travailler sur des formulations de la grandeur différentes : par exemple, dans le
cas présenté ci-dessus, nous avons obtenu la formulation correspondante à l’équation 3.3.40. Il
est cependant encore possible de développer cette expression, en remarquant que ∀i ∈ N,∫ +∞
di−1
kde
−kdσidσi(1− e−ka(σ1+···+σi−1+di−1)) = e−kddi−1(1− e−ka(σ1+···+σi−1+di−1)) (3.3.48)
Nous obtenons alors :
A =
∫
2π
du0
u0.n
π
{
e−kdd0(1− e−kad0) +
∫ d0
0
kde
−kdσ1dσ1∫
4π
1
4π
du1
{
e−kdd1(1− e−ka(σ1+d1)) +
∫ d1
0
kde
−kdσ2dσ2 . . .
}}
(3.3.49)
Nous pouvons alors exprimer la sensibilité en nous basant sur cette nouvelle formulation de A
et retourner par la suite à une formulation adaptée à l’algorithme.
Il faut noter que si ces deux expressions de A diffèrent, l’expression finale 3.3.47 de la
sensibilité ∂eA (après le retour à une forme adaptée à l’algorithme de calcul) reste la même.
Ceci nous laisse donc le libre choix quant à la formulation de la grandeur sur laquelle on souhaite
développer une première expression de la sensibilité.
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Résultats et discussions
Les résultats sont présentés en fonction des trois paramètres e, ka et kd dans le cas d’une
diffusion isotrope (φ = 1
4π
).
ka ks e A σA
1
ks+ka
∂eA
1
ks+ka
σ∂eA
1 1 0.001 1, 99.10−3 2, 98.10−6 0, 991 2, 08.10−3
1 1 0.5 0, 559 1, 96.10−4 0, 304 7, 14.10−4
1 1 1 0, 748 2, 22.10−4 0, 107 6, 09.10−4
1 1 2 0, 840 2, 45.10−4 1, 35.10−2 4, 80.10−4
1 1 10 0.853 2, 52.10−4 3, 43.10−5 2, 23.10−4
1 0 1 0, 780 1, 10.10−4 0, 297 9, 78.10−5
1 0.5 1 0, 767 1, 80.10−4 0, 169 5, 70.10−4
1 1 1 0, 748 2, 22.10−4 0, 107 6, 09.10−4
1 2 1 0, 707 2, 74.10−4 5, 03.10−2 5, 87.10−4
1 10 1 0, 501 3, 62.10−4 1, 45.10−3 3, 79.10−4
0.001 1 1 1, 99.10−3 1, 54.10−6 1, 99.10−3 5, 80.10−6
0.5 1 1 0, 551 2, 25.10−4 0, 184 6, 79.10−4
1 1 1 0, 748 2, 22.10−4 0, 107 6, 09.10−4
2 1 1 0, 887 1, 87.10−4 3, 02.10−2 4, 48.10−4
10 1 1 0, 980 9, 77.10−5 −7, 89.10−5 1, 28.10−4
Tab. 3.3 – Estimations par la méthode de Monte-Carlo de A et de sa sensibilité à l’épaisseur e
de la couche. σA et σ∂eA représente les écart-types. Le nombre d’échantillons utilisé est N = 106.
Les résultats étant adimensionnés, les unités sont arbitraires pour ka, ks et e,.
Le calcul de sensibilité ne pose pas de problème de convergence excepté dans les cas où le
milieu est optiquement épais (ceci provient du fait que la sensibilité est quasi-nulle). Comme
lors du premier exemple du paragraphe 3.3.1, le tableau 3.4 présente des résultats comparatifs
entre le calcul de sensibilité au domaine par Monte-Carlo et le calcul de sensibilité standard. t+
t0
représente le rapport des temps de calcul avec sensibilité (t+) et sans sensibilité (t0). Le temps
t5%std est le temps estimé pour un calcul de sensibilité par la méthodologie standard avec une
variation du paramètre de 5%. On note que la méthodologie proposée permet d’avoir des temps
5 à 2000 fois inférieurs à la procédure de différentiation numérique standard. Dans la dernière
colonne, Δe représente la variation du paramètre e nécessaire au calcul de sensibilité avec la
méthodologie standard, pour obtenir la même incertitude avec un temps de calcul égal à 2t0.
Comme dans l’exemple précédent du paragraphe 3.3.1, ces plages de variations sont supérieures
à celle communément utilisées en différentiation numérique.
ka ks e
t+
t0
t5%
t0
Δe
e
1 1 0.001 1, 12 821 1, 01
1 1 0.5 1, 14 121 0, 388
1 1 1 1, 11 53, 2 0, 258
1 1 2 1, 12 26, 1 0, 180
1 1 10 1, 11 5, 11 7, 99.10−2
1 0 1 1, 23 2, 02.103 1, 59
1 0.5 1 1, 12 70, 9 0, 298
1 1 1 1, 11 53, 2 0, 258
1 2 1 1, 12 38, 7 0, 220
1 10 1 1, 089 12, 1 0, 123
0.001 1 1 1, 11 113 0, 375
0.5 1 1 1, 11 78, 1 0, 312
1 1 1 1, 11 53, 2 0, 258
2 1 1 1, 099 31, 0 0, 197
10 1 1 1, 087 7, 70 9, 81.10−2
Tab. 3.4 – Comparaison des temps de calculs et des écart-types des estimations de sensibilités
par la méthodologie de calcul simultanée par MMC et par un méthode standard de différentia-
tion numérique
Chapitre 4
Mise en oeuvre dans le domaine des
transferts radiatifs
Au cours de ce chapitre nous allons présenter divers exemples d’application du calcul de
sensibilité par MMC. Ces exemples vont nous permettre d’une part de discuter de certaines
difficultés de mise en oeuvre de la méthodologie décrite dans le chapitre précédent et d’autre
part d’illustrer certaines perspectives d’utilisation du calcul de sensibilités par MMC.
Ces applications portent sur le calcul de transferts radiatifs dans des contextes scientifiques
différents. Nous nous intéresserons à des problématiques posées en imagerie optique et à un
exemple tout à fait académique d’étude d’une déformation géométrique d’un système. Ce dernier
exemple a pour but d’illustrer l’apport du calcul de sensibilités à la déformation du domaine
dans le cadre des méthodes inverses de dimensionnement (“inverse design”) ou de l’animation
des images de synthèse.
Tout au long de ce chapitre, nous essaierons de mettre en relief les difficultés d’ordre mé-
thodologique que nous avons rencontrées au cours des développements du calcul de sensibilités.
Nous avons vu dans les chapitres précédents que les développements sont basés sur des écritures
intégrales, elles-mêmes basées sur l’algorithme de MMC choisi pour estimer la grandeur et les
sensibilités. Ainsi, si notre objectif initial a toujours été d’appliquer la méthodologie de calcul de
sensibilité par MMC, il arrivera régulièrement que nous orientions la discussion essentiellement
sur le choix de l’algorithme de départ donc sur les exercices de formulation intégrale plutôt que
sur le développement du calcul de sensibilités lui-même. En effet, une fois que les problèmes de
formulation sont résolus, l’expression de la sensibilité elle-même ne pose généralement pas de
difficulté particulière (excepté la difficulté lié aux problème de dérivabilité que nous avons déjà
mentionnée au chapitre précédent, paragraphe 3.3.2).
Ce chapitre sera divisé en quatre parties distinctes :
– Dans la première partie, nous discuterons brièvement d’exemples de calculs de sensibilités pa-
ramétriques. Nous mettrons l’accent sur un exemple académique inspiré d’une problématique
posée en imagerie médicale. Ces exemples n’ont posé aucune difficulté particulière de développe-
ment mais nous permettent d’illustrer certaines applications potentielles du calcul de sensibilité
paramétrique.
– Dans la seconde partie, nous nous intéresserons au calcul de transferts radiatifs instationnaires
et nous présenterons un exemple de calcul de la sensibilité temporelle d’un signal radiatif (ou
sensibilité au temps de ce signal). Nous discuterons alors des difficultés en termes de calcul de
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sensibilité, que peut poser le traitement de l’instationnarité des transferts radiatifs, difficultés
qui nous conduiront à nous intéresser en détail aux différences entre un algorithme direct et un
algorithmes inverse.
– Dans la troisième partie, nous aborderons les problèmes de type source-détecteur, qui concernent
le calcul de la transmission d’un signal radiatif depuis une source d’émission de petite taille et
directionnelle jusqu’à un détecteur, également de petite taille et directionnel. Nous discuterons
alors des difficultés que pose ce type de problème lors de la simulation numérique par MMC
et nous essaierons de montrer l’apport des exercices de formulations intégrales pour surmonter
ces difficultés.
– Dans la quatrième partie, à travers un exemple académique, nous nous questionnerons sur
les difficultés inhérentes aux calculs d’intersection dans le cadre du calcul de sensibilité à la
déformation du domaine.
4.1 Exemples d’applications du calcul de sensibilités para-
métriques
Le calcul de sensibilités paramétriques par la méthode de Monte-Carlo a été utilisée dans
plusieurs études au laboratoire d’Energétique et au Laboratoire de Génie des Procédés des So-
lides divisés[4, 9, 1] 1. Parmi ces travaux, on peut citer l’étude des transferts radiatifs dans des
systèmes en combustion développée au cours de la thèse d’A. de Lataillade[1]. Le traitement
du couplage des transferts radiatifs avec d’autres modes de transferts thermiques reste une dif-
ficulté majeure dans le cadre de la simulation numérique des systèmes en combustion[63]. A de
Lataillade[1, 64] a développé un modèle de couplage des transferts radiatifs avec la cinétique chi-
mique des gaz dans une flamme monodimensionnelle à jets opposés. L’approche qu’il a explorée
consiste à utiliser le calcul simultané des sensibilités pour établir un modèle de couplage basé
sur un développement de Taylor au premier ordre. Pour atteindre la solution stationnaire du
problème de combustion considéré, plusieurs itérations sont nécessaires. Pour éviter de calculer
le terme source radiatif SR à chaque nouvelle itération par un calcul Monte-Carlo, le modèle
de couplage consiste à calculer à la première itération t = t0, le terme SR et ses sensibilités aux
paramètres pertinents du problème (la température T et les concentrations d’espèces Xk). On
utilise alors le développement de Taylor au premier ordre pour calculer le terme source à t à
partir de matrice Jacobienne constante prise en t0 :
SR(r)
∣∣∣∣
t
= SR(r)
∣∣∣∣
t0
+ (T (r)
∣∣
t
− T (r)∣∣
t0
)
∂SR(r)
∂T
∣∣∣∣
t0
+
Nk∑
k=1
(Xk(r)
∣∣
t
−Xk(r)
∣∣
t0
)
∂SR(r)
∂Xk
∣∣∣∣
t0
(4.1.1)
où Nk est le nombre d’espèces chimiques rayonnantes (CO, CO2 et H2O dans une flamme). Ce
modèle de couplage donne de bons résultats tant que l’évolution du terme source en fonction
des paramètres a un comportement quasi-linéaire. Si l’hypothèse de linéarité de l’évolution du
terme source n’est plus valable, il est alors nécessaire de relancer un calcul Monte-Carlo (avec
l’estimation simultanée des sensibilités).
0n peut citer comme autres applications les travaux développés au cours de la thèse de
Vincent Eymet[3]. Pour une meilleure compréhension et prédiction des conséquences de l’émis-
1Nous discutons de ces travaux dans [62]
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sion des gaz à effet de serre sur le climat, de nombreux efforts sont portés sur l’analyse de l’in-
fluence de la diffusion par des particules en suspension dans l’atmosphère et par les nuages[49].
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Fig. 4.1 – Terme source dans une atmo-
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Fig. 4.2 – Sensibilité du terme source à la
température du sol
V. Eymet a développé un code basé sur la méthode de Monte-Carlo simulant les échanges ra-
diatifs dans l’atmosphère. Nous nous sommes alors servi de ce code pour calculer la sensibilité
de ces échanges à la température du sol. L’estimation de cette sensibilité n’a nécessité que le
calcul de la dérivée de la luminance de Planck à la température au niveau du sol (le sol étant
considéré comme un corps noir dans son modèle). Cette sensibilité (voir figure 4.1 et 4.2 pré-
sentant les résultats pour une atmosphère à une latitude moyenne en été avec un ciel clair) a
donné des informations sur la zone d’influence du sol sur les transferts radiatifs. Sur la figure
4.2, on remarque que cette zone d’influence s’étend jusqu’à 2 km d’altitude dans le cas d’une
atmosphère avec un ciel clair à une latitude moyenne.
Dans la suite de ce paragraphe, nous allons présenter un exemple académique de calcul de
sensibilité paramétrique inspiré de problématiques posées en imagerie médicale sur la détection
d’inhomogénéités2. La détection et la caractérisation d’objets étrangers dans des milieux dif-
fusants par l’utilisation de techniques de tomographie optique est utilisée dans de nombreuses
applications en imagerie médicale[65]. Diverses études numériques et expérimentales ont porté
sur la détection d’une inhomogénéité (comme une tumeur) en analysant un signal diffusé dans
un tissu biologique[66, 67, 68, 69]. Notre objectif est d’illustrer sur un exemple académique le
type de résultats que l’on peut obtenir avec le calcul simultané de sensibilités.
Description de l’exemple académique de détection d’inhomogénéités Nous allons
considérer la propagation d’un signal radiatif à travers une couche monodimensionnelle. Le
signal radiatif incident dans la couche est monochromatique et unidirectionnel. La direction
d’incidence, notée uS, est perpendiculaire à la face de la couche z = 0 soumise à ce signal
uS = ez(voir figure 4.3). La source d’émission radiative est ponctuelle (son vecteur position est
noté rS). Nous allons calculer la fraction d’énergie transmise par la couche. Nous appellerons
cette grandeur la transmittance. La couche est supposée purement diffusante avec un coefficient
2Tout en sachant que l’équipe n’a pas de compétences sur la thématique médicale elle-même
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ez
ey
ex
kd
r1
u1
ez
kd = k0 + Δk exp
(
− r−rC
v
)
r2
σ1
uS
rS
z = zcz = 0 z = e
k0
k0 + Δk
v
z = zc z
Fig. 4.3 – Description de l’exemple académique de détection d’inhomogénéité
de diffusion hétérogène de la forme
kd(r) = k0 + Δk exp
(
−||r − rc||
2
v
)
(4.1.2)
Δk exp
(
− ||r−rc ||2
v
)
représente l’inhomogénéité. Sa distribution est de type gaussienne . La
position rc représente le centre de cette distribution, v la variance et Δk son amplitude. k0 est
le coefficient de diffusion du milieu sans hétérogénéité. La diffusion est supposée isotrope.
Nous allons calculer la transmittance T et ses sensibilités à tous les paramètres descriptifs
de l’inhomogénéité avec l’algorithme décrit ci-après.
Algorithme de calcul de T et de ses sensibilités Nous estimons T par un algorithme
analogue consistant à suivre le trajet optique de N photons et à calculer le pourcentage de
photons transmis. La formulation intégrale associée à cet algorithme est la suivante :
T =
∫ +∞
0
pΣ1(σ1)dσ1
∫
4π
pU1(u1)du1
∫ +∞
0
pΣ2(σ2)dσ2
∫
4π
pU2(u2) . . .
w(σ1,u1, σ2,u2, . . . ) (4.1.3)
Les densités de probabilités choisies pour générer aléatoirement les directions de diffusion sont
égales à la fonction de phase :
∀i ∈ N+ , pUi(ui) = Φ(ri,ui−1 → ui) =
1
4π
(4.1.4)
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Pour la génération aléatoire d’une position de diffusion, la densité de probabilité pΣi(σi) =
kd exp
(
−∫ σi
0
kd(σ)dσ
)
ne peut pas être utilisée car la fonction de distribution cumulée g(σi) =∫ σi
0
pΣi(σi)dσi ne peut pas être inversée analytiquement. Nous décrivons dans l’annexe A les
calculs qui nous ont conduit à choisir la densité de probabilité suivante :
pΣi(σi) =
df(σi)
dσi
e−f(σi) (4.1.5)
où f(σ) est une fonction que nous définissons en annexe A. La fonction poids associé au calcul
de T s’écrit alors :
w(σ1,u1, σ2,u2, . . . ) =
kd(σ1) exp
(
− ∫ σ1
0
kd(σ)dσ
)
pΣ1(σ1)
{
H(σ1 − d0) +
H(d0 − σ1)
kd(σ2) exp
(
− ∫ σ2
0
kd(σ)dσ
)
pΣ2(σ2)
{
H(σ2 − d1)H(u1.ez) +
H(d1 − σ2) . . .
}}
(4.1.6)
Nous reprenons ici les mêmes notations que celles décrites dans l’exemple du paragraphe 3.3.2
du chapitre précédent. ∀i, σi est l’abscisse curviligne de la ième diffusion. di est la distance
que doit parcourir le photon pour sortir de la couche après i diffusion. Les fonctions heaviside
H(σi+1− di) et H(di− σi+1) traduisent la condition sur la sortie ou non du photon du système
après i diffusions. Si le photon sort de la couche H(ui.ez) traduit la condition sur la transmission
ou non du photon. Si le photon sort de la couche par la face z = 0 alors H(ui.ez) est nul, s’il
sort de l’autre côté de la couche alors le photon est transmis et H(ui.ez) = 1.
Les sensibilités aux paramètres k0, Δk, v, xC , yC, zC (les coordonnées de rC) sont toutes
paramétriques au sens défini dans les chapitres précédents. Pour calculer la fonction poids
associée à chacune de ces sensibilités, nous avons utilisé la relation suivante donnée dans [10]
et présentée dans le paragraphe 3.1.1 (on remarque que ∀i pUi ne dépend d’aucun paramètre) :
wλ(σ1,u1, . . . ;λ) = ∂λw(σ1,u1, . . . ;λ) + w(σ1,u1, . . . ;λ)
∑
i
∂λpΣi(σi, λ)
pΣi(σi, λ)
avec λ = {k0,Δk, v, xC , yC, zC}
Résultats Des exemples de résultats sont données sur les figures 4.4, 4.5, 4.6 et 4.7. Les
T et ∂ΔkT T et ∂k0T T et ∂vT T et ∂xCT T et ∂yCT T et ∂zCT T et les 6 sensibilités
1, 18t0 1, 05t0 1, 58t0 1, 39t0 1, 49t0 1, 49t0 2, 28t0
Tab. 4.1 – Comparaison des temps supplémentaires dûs aux sensibilité. t0 est le temps de calcul
de T sans sensibilité
écart-types associés aux estimations des sensibilités sont du même ordre de grandeur que ceux
associées à l’estimation de T et sont donc satisfaisant.
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Fig. 4.4 – Résultats des calculs de T et ∂vT
en fonction de v, N = 106.
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Fig. 4.5 – Résultats des calculs de T et
∂ΔkT en fonction de Δk, N = 106.
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Fig. 4.6 – Résultats des calculs de T et ∂k0T
en fonction de k0, N = 106.
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Fig. 4.7 – Résultats des calculs de T et ∂zCT
en fonction de zC , N = 106.
Le tableau 4.1 présente une comparaison des temps supplémentaires dûs aux calculs de
sensibilités. On remarque que pour les sensibilités aux coordonnées de la position rC et à la
variance v, ces temps sont plus longs à cause des calculs de dérivées qui sont plus importants
et donc plus coûteux. Au total, l’estimation simultanée des six sensibilités avec T multiplie
le temps t0 par environ 2, 3. Avec une méthode de calcul de sensibilités par différentiation
numérique (comme celle décrite au chapitre précédent), chaque paramètre doit être étudié
séparément, ce qui implique des temps de calculs beaucoup plus longs que ceux du tableau 4.1
pour des barres d’erreurs équivalentes3.
3voir les paragraphes 3.3.1 et 3.3.2 où sont comparés les temps de calcul et les incertitudes obtenus avec une
méthode de calcul simultanées de sensibilités et une méthode par différentiation numérique
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4.2 Calcul de la sensibilité au temps d’un signal radiatif
Du fait des récents développements sur les lasers avec des pulses de l’ordre de la picoseconde
voire de la femtoseconde, l’étude de la dépendance temporelle des signaux radiatifs en imagerie
optique s’est largement développée[65, 70] (ou en télédétection[71, 72]). L’évolution temporelle
d’un signal laser transmis à travers un milieu diffusant contient des informations permettant de
déterminer les propriétés optiques du milieu. L’étude de l’évolution temporelle est fréquente en
imagerie médicale pour déterminer les propriétés optiques des tissus biologiques[73]. Diverses
études paramétriques, expérimentales[74, 75] et numériques[76], ont permis de déduire des pro-
priétés optiques d’un milieu de propagation par l’analyse de la pente (la variation du signal en
fonction du temps, voir figure 4.8) d’un signal radiatif transmis par ce milieu. De nombreuses
t
st(t)
Signal radiatif
Fig. 4.8 – Représentation graphique de la pente temporelle d’un signal radiatif. Le calcul de la
sensibilité st(t) d’un signal au temps t donne la valeur de cette pente temporelle
études ont porté sur le calcul numérique des transferts radiatifs instationnaires dans des milieux
diffusants pour calculer les évolutions temporelles, et la méthode de Monte-Carlo a fréquem-
ment été employée et développée [77, 78, 79, 80, 81, 82]. Parmi ces études, on peut citer Wan
et al[66, 68] qui proposent une méthode d’analyse de la pente d’un signal radiatif temporel
permettant de caractériser les propriétés optiques du milieu de propagation du signal. Dans le
chapitre précédent, nous avons vu que la méthodologie d’estimation simultanée de sensibilité
doit permettre le calcul de cette pente (c’est-à-dire le calcul de la sensibilité temporelle st(t) du
signal) et que le coût supplémentaire en temps de calcul et les incertitudes statistiques peuvent
être très significativement inférieurs à ceux nécessaires dans une étude paramétrique standard.
Nous allons donc appliquer cette méthodologie sur un problème instationnaire académique afin
de commencer à identifier les questions spécifiques de ce type d’applications en terme de mise
en oeuvre d’un calcul de sensibilité.
Description de l’exemple Nous reprenons ici un exemple utilisé dans les travaux de Wu[83]
et dans les travaux de Hsu et Lu[80, 84, 82]. Nous considérons une couche monodimensionnelle
composée d’un milieu absorbant et diffusant dont une des faces est soumise à un faisceau
laser pulsé (voir la figure 4.9). Ce faisceau laser incident est temporel selon une distribution
gaussienne :
I(te) = I0 exp
[
−4 ln 2×
(
te − tc
tp
)2]
H(te − tini)H(tfin − te) (4.2.1)
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où tini est l’instant initial d’émission du pulse et tfin l’instant final ; tp est la largeur temporelle à
mi-hauteur et tc l’instant où l’intensité est maximale et égale à I0 l’amplitude du faisceau laser
(voir figure 4.9). Cette distribution temporelle est fréquemment utilisée dans la littérature[85,
83, 66, 68]. Le faisceau laser est dirigé selon la direction normale à une des faces de la couche
(direction noté uS = n) et est étendu sur toute cette face. Nous allons estimer par MMC le
n
e
L = σ1 + σ2 + d2
t = L
c
u2
σ2
u1
d2
σ1
uS
tc
I0
I(te)
tetini tfin
I(te)
Fig. 4.9 – Description du problème académique instationnaire : on calcule la transmittance
temporelle T (t)
flux d’énergie transmis par la couche en fonction de l’instant de transmission t. Ce flux est
adimensionnalisé par I0 et sera dorénavant appelé la transmittance temporelle T (t). Par la
méthodologie d’estimation simultanée de sensibilité, nous allons aussi estimer la sensibilité au
temps ∂tT (t) de la transmittance.
4.2.1 Discussion sur les algorithmes de Monte-Carlo dans des pro-
blèmes instationnaires
Le traitement de l’instationnarité des transferts radiatifs nous a conduit à distinguer deux
types d’algorithmes : les algorithmes de Monte-Carlo direct (dont un exemple est donné sur la
figure 4.10) et les algorithmes de Monte-Carlo inverses (dont un exemple est donné sur la figure
4.13).
Cas d’un algorithme de Monte-Carlo direct Les algorithmes de Monte-Carlo directs4
consistent à suivre un photon (ou un paquet de photons) depuis son point d’émission jusqu’à
son point d’absorption ou sa sortie de la couche. Lorsque le problème est instationnaire, ce type
d’algorithme consiste à générer aléatoirement un temps te d’émission et si on s’intéresse à la
transmittance temporelle T (t), à calculer à quel instant t le photon est transmis. Si on note L
4voir chapitre 2, paragraphe 2.2.1 pour plus de précision sur ce type d’algorithmes
4.2. CALCUL DE LA SENSIBILITÉ AU TEMPS D’UN SIGNAL RADIATIF 95
Le paquet de photons est transmis
Le paquet de photon est diffusé dans la couche Le paquet de photon est diffusé hors de la couche
Le paquet de photons est réfléchi
si i < N
Tirage aléatoire d’une position de diffusion
Tirage aléatoire d’une direction de diffusion
Tirage aléatoire d’un temps d’émission t0 du paquet de photons
i = 1
Calcul du temps t de sortie de la couche t = L
c
dont on déduit l’intervalle de temps Δt tel que t ∈ Δt
Calcul de la fraction d’énergie absorbée par la couche durant le trajet optique
Incrémentation du calcul du flux d’énergie (normalisée par I0) transmis pendant l’intervalle Δt
Construction d’un histogramme permettant de tracer la transmittance en fonction du temps
si i = N
Boucle sur les N trajets optiques
Fig. 4.10 – Exemple d’algorithme direct dans un problème instationnaire : calcul de la trans-
mittance pour un intervalle de temps Δt
la distance totale parcourue par le photon dans la couche et c la vitesse de la lumière dans cette
couche, t sera égal à : t = L
c
.
Par ce type d’algorithme, on ne peut pas calculer la transmittance à un instant t précis
puisque t dépend de la distance L et donc de la génération aléatoire du trajet optique du
photon dans la couche. Nous sommes contraint de calculer la fraction d’énergie transmise, non
pas pour un instant t, mais pour un intervalle de temps Δt. A chaque trajet optique, on calcule
à quel intervalle de temps appartient l’instant de transmission du photon et on obtient ainsi
une courbe de la transmittance en fonction du temps sous forme d’histogramme comme dans
la figure 4.11. A partir d’un tel algorithme, il n’est pas possible d’estimer la sensibilité de
la transmittance à l’instant t puisque ce n’est pas le flux d’énergie transmis à l’instant t qui
est estimé mais le flux d’énergie transmis pendant un intervalle de temps Δt = [ti, tj]. Nous
pourrions estimer la sensibilité de ce flux à un déplacement sur l’axe des temps de cet intervalle
[ti, tj] → [ti + δt, tj + δt], à partir de laquelle on pourrait déduire la pente du signal temporel.
Cependant la précision sur ce type d’estimations de la pente, fortement liées à la largeur choisie
de Δt, ne serait pas aussi satisfaisante que celle obtenue avec un algorithme de Monte-Carlo
inverse où l’incertitude statistique sur les estimations de flux ne dépend pas du découpage en
intervalles de temps.
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t
T
Δt
Fig. 4.11 – Les algorithmes de Monte-Carlo directs permettent de construire des histogrammes
dans des cas de calculs instationnaires. De ces histogrammes, on déduit alors une courbe de
l’évolution temporelle d’un signal radiatif.
Cas d’un algorithme de Monte-Carlo inverse Les algorithmes de Monte-Carlo inverses
décrivent le trajet optique de photons (ou de paquets de photons) dans leur sens inverse. Par
exemple, dans des problèmes de type source-détecteur, ces algorithmes consistent à simuler des
trajets optiques depuis le détecteur jusqu’à la source radiative. Nous avons déjà mentionné dans
le chapitre 2 que ce type d’algorithme était adapté à des problèmes où le détecteur est de faible
dimension comparé à la source de rayonnement. Dans cet exemple, nous nous sommes basés
sur les travaux de Lu et Hsu qui ont développé des algorithmes de Monte-Carlo inverse[84,
82, 86, 87, 40]. Dans [84] et [82], ils montrent comment ces algorithmes permettent de calculer
avec une meilleure convergence le rayonnement transmis lorsque l’information est souhaitée sur
une faible dimension spatiale ou pour un court intervalle de temps voire un instant t précis.
Grâce à l’utilisation du même type d’algorithme que celui décrit dans [82], nous allons pouvoir
estimer la transmittance temporelle T (t) à un instant t défini et estimer aussi la sensibilité de
la transmittance à t.
Pour décrire cet algorithme inverse, nous commençons par exprimer sous forme intégrale
T (t) (expression déduite de l’ETR sous forme intégrale) :
T (t) =
1
I0
{
I(t0)e
−ke +
∫
2π
(ud.n)dud
∫ d0
0
kde
−kσ1dσ1
{
I(t1)e
−kz1Φ(r1;uS → ud) +∫
4π
Φ(r1;u1 → ud)du1
∫ d1
0
kde
−kσ2dσ2
{
I(t2)e
−kz2Φ(r2;u1 → ud) + . . .
(4.2.2)
où k = ka + kd est le coefficient d’extinction et Φ la fonction de phase. Les notations utilisées
dans cette équation sont représentées sur la figure 4.12. T (t) est une intégrale sur l’espace des
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I0
tini tfin
I(te)
t0tc
n = ez
ud
u1
u2
r3
rd
r1
z1
r2
z2
z3
Transmission à l’instant t
I(t0) avec t0 = t− ec
I(t1) avec t1 = t− σ1+z1c
I(t2)avec t2 = t− σ1+σ2+z2c
I(t3) avec t3 = t− σ1+σ2+σ3+z3c
z = 0 z = e
k = ka + kd
σ1 = ||rd− r1|| et ∀i > 1, σi = ||ri− ri−1||
c est la vitesse de la lumière dans la couche
σ1
σ2
σ3
Fig. 4.12 – Description des notations utilisées pour exprimer sous forme intégrale 4.2.2 et pour
décrire l’algorithme de Monte-Carlo inverse
chemins optiques émis dans la direction uS = ez par la source et transmis à l’instant t en un
point rd. T (t) est une somme dont chacun des termes représente la contribution d’un ensemble
de chemins optiques avec un même nombre de diffusion. Par exemple,
1
I0
I(t0)e
−ke (4.2.3)
représente la contribution du chemin optique transmis en rd à l’instant t sans subir de diffusion.
L’instant t0 = t − ec d’émission de ce chemin optique est calculé en fonction de l’instant t de
transmission et de la longueur du chemin optique (égale à e, l’épaisseur de la couche). Le terme
1
I0
∫
2π
(ud.n)dud
∫ d0
0
kde
−kσ1dσ1I(t1)e−kz1Φ(r1;uS → ud) (4.2.4)
représente la contribution de l’ensemble des chemins optiques émis dans la direction uS et
transmis à l’instant t en rd après avoir subi une diffusion (en r1). Comme précédemment,
l’instant t1 = t − σ1+z1c d’émission de ces trajets optiques est calculé en fonction de t et de la
longueur du chemin optique considéré (égale à σ1 + z1, z1 étant l’abscisse selon ez du point r1
et σ1 = ||r1−rd||). d0 = eud .ez est la distance maximale que peut parcourir (en sens inverse) ces
trajets optiques avant de sortir de la couche sans diffusion (d’une manière générale, la distance
di ∀i est la distance maximale entre le point de diffusion et la sortie de la couche.
L’algorithme de Monte-Carlo décrit dans [82] peut se déduire de l’expression 4.2.2. Il consiste
à générer un chemin optique (sens inverse), avec les tirages aléatoires successifs des directions et
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des positions (ud, r1,u1, r2, . . . ). A chaque nouvelle positions de diffusion ri, on tient compte
de la fraction d’énergie transmise depuis la source le long du chemin optique défini par les
directions et les positions successives (uS, ri,ui−1, ri−1, . . . , r2,u1, r1,ud).
La génération aléatoire du chemin optique généré dans son sens inverse (ud, r1,u1, r2, . . . )
s’arrête dès que le trajet sort de la couche. Ceci se traduit d’un point de vue formel par l’intro-
duction des fonctions heaviside H(di−1 − σi) dans l’expression 4.2.2 ∀i ∈ N+ on a :∫ di−1
0
dσi =
∫ +∞
0
H(di−1 − σi)dσi
T (t) s’écrit alors :
T (t) =
1
I0
{
I(t0)e
−ke +
∫
2π
(ud.n)dud
∫ +∞
0
H(d0 − σ1)kde−kσ1dσ1
{
I(t1)e
−kz1Φ(r1;uS → ud) +∫
4π
Φ(r1;u1 → ud)du1
∫ +∞
0
H(d1 − σ2)kde−kσ2dσ2
{
I(t2)e
−kz2Φ(r2;u1 → ud) + . . .
(4.2.5)
Les densités de probabilités choisies sont les suivantes :
pUd (ud) =
ud.n
π
∀i ∈ N+ pUi (ui) = Φ(ri;ui → ui−1)
pΣi(σi) = kde
−kdσi
ud est générée selon la loi de Lambert, ui selon la fonction de phase et les positions de diffusion
selon la loi de Beer-Lambert. On introduit ces densités de probabilités dans l’expression de T (t)
et on obtient :
T (t) =
∫
2π
pUd (ud)dud
∫ +∞
0
pΣ1(σ1)dσ1
∫
4π
pU1(u1)du1
∫ +∞
0
pΣ2(σ2) . . . w(ud, σ1,u1, σ2, . . . )
(4.2.6)
où w(ud, σ1,u1, σ2, . . . ) est la fonction poids égale à :
w(ud, σ1,u1, σ2, . . . ) =
1
I0
{
I(t0)e
−ke + πH(d0 − σ1)e−kaσ1
{
I(t1)e
−kz1Φ(r1;uS → ud) +
H(d1 − σ2)e−kaσ2
{
I(t2)e
−kz2Φ(r1;u1 → ud) + . . .
}}}
(4.2.7)
Cet algorithme de Monte-Carlo est décrit sur la figure 4.13.
Remarque La génération aléatoire du chemin optique dans son sens inverse (ud, r1,u1,u1, . . . )
s’arrête dès que ce trajet sort de la couche ou dès que la distance parcourue ||r1− rd||+ ||r2−
r1||+ . . . par ce chemin optique est supérieure à c(t− tini), c’est-à-dire à partir du moment où
les instants ti|{i∈N+} deviennent antérieur à tini (à ce moment là, la source n’émet pas encore de
signal radiatif).
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Tirage aléatoire d’une position de diffusion rj selon pΣj (σj)
Tirage aléatoire d’une direction de diffusion uj selon pUj (uj)
σbT (t) 	 1√N
( 1
N
PN
i=1 w
2
i +
(
1
N
PN
i=1 wi
)
N
) 1
2
T (t) 	 T̂ (t) = 1
N
∑N
i=1 wi
Calcul de la transmittance temporelle et de son incertitude :
Initialisation des poids wi = 0 et w0 = π
selon pUd (ud)
Tirage aléatoire d’une direction ud de sortie de la couche du chemin optique
Boucle sur les N échantillons
Si rj est dans la couche Si rj n’est pas dans la couche
si i < N
j → j + 1
j = 1
si i = N
Incrémentation du poids : w0 → w0 × e−kaσj
wi = wi + w0 × I(tj)e−kzjΦ(rj,uj−1 → ud)
Fig. 4.13 – Algorithme de Monte-Carlo inverse dans un problème instationnaire.
4.2.2 Calcul de la sensibilité à t de T (t) avec l’algorithme inverse
Le domaine d’intégration de T (t) dans l’expression 4.2.6 est indépendant de t. ∂tT est donc
une sensibilité paramétrique égale à 5
∂tT (t) =
∫
2π
pUd(ud)dud
∫ +∞
0
pΣ1(σ1)dσ1
∫
4π
pU1(u1)du1
∫ +∞
0
pΣ2(σ2) . . . wt(ud, σ1,u1, σ2, . . . )
(4.2.8)
où wt(ud, σ1,u1, σ2, . . . ) est la fonction poids associée au calcul de la sensibilité à t. Les densités
de probabilité étant indépendantes de t, on a wt = ∂tw. Seul les termes I(ti) (∀i ∈ N) dans
l’expression de w (équation 4.2.7) sont dépendants du temps à travers ti = t− σ1+···+σi+zic . On
en déduit que seule une dérivée de l’expression de I(te) (équation 4.2.1) par rapport au temps
suffit à l’estimation de la sensibilité :
wt(ud, σ1,u1, σ2, . . . ) =
1
I0
{
∂t
[
I(t0)
]
e−ke + πH(d0 − σ1)e−kaσ1
{
∂t
[
I(t1)
]
e−kz1Φ(r1;uS → ud) +
H(d1 − σ2)e−kaσ2
{
∂t
[
I(t2)
]
e−kz2Φ(r2;u1 → ud) + . . .
}}}
(4.2.9)
5Nous appliquons ici les principes du calcul de sensibilité paramétrique présenté au chapitre précédent,
paragraphe 3.1.1
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4.2.3 Résultats
La figure 4.14 présente un exemple de résultats dans le cas d’une épaisseur optique τ(= ke) =
5 et d’un albédo ω = 0.5. Le temps est adimensionné : t∗ = c×k× t, t∗p = c×k× tp (cf équation
4.2.1). La figure 4.15 donne les estimations des écart-types correspondants. Les incertitudes
5 6 7 8 9 10 11 12 13 14 15
−0.01
−0.005
0
0.005
0.01
0.015
t*
T(t*) 
∂t* T(t
*) 
t*p=0.5
τ=5
ω=0.5
t*
c
=3t*p
Fig. 4.14 – Estimations de T (t∗) et de sa
sensibilité au temps ∂tT (t∗).
5 6 7 8 9 10 11 12 13 14 15
0
0.2
0.4
0.6
0.8
1
1.2
1.4
x 10−5
t*
1000 points de calculs               
avec N=106 échantillons par calculs 
σ∂
t*
T(t*)
σT(t*) 
Fig. 4.15 – Écart-type sur l’estimation de
T (t∗) et de sa sensibilité ∂tT (t∗)
relatives obtenues lors du calcul de la sensibilité sont supérieures à celles obtenues lors de
l’estimation de T mais restent du même ordre de grandeur. Le pourcentage de temps de calcul
supplémentaire dû à l’estimation de la sensibilité est de 3.5%, soit un temps supplémentaire
très faible puisque très peu de calculs (une simple dérivée de l’intensité) sont nécessaires pour
ajouter l’estimation de la sensibilité.
Cet exemple montre donc comment il est possible d’ajouter, pour un temps supplémentaire
très faible, le calcul des sensibilités temporelles d’un signal radiatif instationnaire. Il est impor-
tant de souligner que les incertitudes associées à cette estimation de sensibilités sont nettement
inférieures à celles qui résulteraient d’une méthode standard de différentiation numérique (voir
les résultats dans les paragraphes 3.3.1 et 3.3.2 du chapitre précédent) telle que celle utilisée
dans [66, 68].
A travers cet exemple, nous avons illustré les avantages, pour l’estimation d’une sensibilité
temporelle, de l’utilisation des algorithmes inverses par rapport aux algorithmes directs. Ce-
pendant, l’exemple traité est particulièrement bien adapté à ce type d’algorithme puisque nous
avons considéré une source de rayonnement très large. Si cette source était de faible dimension,
cet algorithme inverse de calcul connaîtrait des difficultés de convergence. De même, si le dé-
tecteur était de faible dimension, ce sont les algorithmes de Monte-Carlo directs qui seraient
inadaptés. Nous nous intéressons à ce type de difficultés dans le paragraphe suivant.
4.3 Problèmes de type source-détecteur
De nombreuses problématiques en imagerie optique concernent l’étude de la propagation
des transferts radiatifs depuis une source radiative jusqu’à un détecteur. Nous avons vu dans le
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paragraphe précédent que ces études étaient souvent motivées par la volonté de caractériser les
propriétés optiques du milieu de propagation[65], et nous nous sommes intéressés aux questions
spécifiques associées au traitement de l’instationnarité des transferts radiatifs. Dans ce nouvel
exemple, nous allons aborder les difficultés posées par la simulation numérique par MMC de la
transmission du rayonnement depuis une source jusqu’à un détecteur, notamment quand cette
source et ce détecteur ont de faibles dimensions ou lorsque le rayonnement émis ou détecté est
directionnel. Nous appellerons ces difficultés des problèmes du type source-détecteur.
L’utilisation de la méthode de Monte-Carlo dans ces problèmes est réputée délicate si la
source et le détecteur sont de petites tailles : l’approche analogue directe est inefficace si le
détecteur est de faible dimension car peu de photons émis par la source atteignent ce détecteur.
Des algorithmes de Monte-Carlo inverses, basés sur une approche analogue, permettent de trai-
ter les cas où le détecteur est directionnel et/ou de faible dimension[31, 39, 40]. Cependant, ces
approches inverses ne sont valables que lorsque la source radiative est de dimension suffisam-
ment importante (comme dans l’exemple présenté au paragraphe précédent). Si la source est
de petite taille, la difficulté reste la même (cf la figure 4.16). De même, lorsque la source émet
Détecteur
Source
Peu de photon émis par la source atteigne le détecteur
Fig. 4.16 – Illustration des difficultés posées par les problèmes de type source-détecteur lors de
l’utilisation d’un algorithme analogue
dans une direction unique et que le détecteur ne capte que le rayonnement provenant d’une
direction unique ou d’un angle solide très faible, les algorithmes analogues divergent. Ainsi, si
on s’intéresse aux cas limites où la source est ponctuelle et/ou directionnelle, et le détecteur est
également ponctuel et/ou directionnel, la variance d’un algorithme de Monte-Carlo analogue
tend vers l’infini.
Pour illustrer ceci, nous avons testé un algorithme analogue6 sur un problème de type source-
détecteur (la configuration géométrique choisie est présenté sur la figure 4.17). Sur la courbe
4.18, sont donnés le nombre d’échantillons N nécessaires pour avoir une incertitude relative de
5% en fonction du rayon du détecteur Rd. Lorsque celui-ci tend vers 0, le détecteur devient
quasi-ponctuel et en conséquence l’algorithme analogue diverge (N → +∞).
D’un point de vue formel, nous avons vu précédemment7 que l’écriture intégrale associée
à un algorithme analogue nécessitait l’introduction de fonctions échelons. Dans les cas où la
6Cet algorithme analogue est décrit sur la figure B.1 donnée en annexe B
7cf paragraphes 3.3.2 du chapitre 3 et 2.2.3 du chapitre 2
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Le détecteur est un
disque de rayon Rd.rS uS
plan z = ez = 0 z = e
ex
ey yC
xC
ex
ez
ey
et directionnelle
La source est ponctuelle
Rd
rC
position du centre du détecteur
Rd ; Sd = πR2d
rC
ka, kd, φ = 14π
épaisseur e
Couche monodimensionnelle
Fig. 4.17 – Description du système sur le-
quel nous avons testé un algorithme ana-
logue. La source est localisé au point rS
de coordonnées (xS, yS, 0) (dans le repère
(ex, ey, ez)) et émet une puissance PS dans
la direction uS. Le détecteur est un disque
de centre rC(xC , yC , e) où e est l’épaisseur
de la couche monodimensionnelle (compo-
sée d’un milieu absorbant et diffusant) dans
laquelle se propage le rayonnement.
10−1 100
104
105
106
107
108
109
Rd
N
Fig. 4.18 – Tracé de N(Rd) ; la configura-
tion paramétrique est la suivante ka = kd =
1,e = 1, rS = (0, 0, 0), rd(5, 0, e) (tous ces
paramètres sont décrits sur la figure 4.17).
N est le nombre d’échantillons nécessaire
pour obtenir une incertitude relative de 5% :
N → +∞ lorsque le rayon Rd → 0.
source et le détecteur sont quasi-ponctuels et/ou quasi-directionnels, les fonctions combinaisons
de fonctions échelons traduisant les conditions pour qu’un trajet optique atteigne le détecteur
vont tendre vers une distribution de Dirac, incompatible avec un algorithme de Monte-Carlo.
Néanmoins la formulation intégrale de la transmission d’un signal radiatif depuis une source
jusqu’à un détecteur existe, nous allons donc essayer de la définir dans le paragraphe qui suit.
4.3.1 Formulation intégrale de la transmission d’un signal radiatif
depuis une source jusqu’à un détecteur
Si on considère une source de surface S qui émet un flux FS dans un angle solide ΩS et un
capteur de surface Sd détectant le rayonnement provenant d’un angle solide Ωd, le flux d’énergie
radiative F émis par la source, transmis à travers un milieu diffusant et absorbant et capté par
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le détecteur s’écrit[88] :
F =
FS
πS
∫
S
drS
∫
ΩS
duS(uS.nS)
∫
Sd
drd
∫
Ωd
dud(ud.nd)
∫
σ1
dσ1(r1)e
−kσ1kd
{
∫
σ˜2
dσ˜2(r˜2)Φ(r1,uS → u˜1) e
−k||r˜2−r1||
||r˜2 − r1||2kdΦ(r˜2, u˜1 → ud)e
−k||rd−r˜2||
+
∫
4π
du1Φ(r1,uS → u1)
∫
σ2
dσ2(r2)e
−k||r2−r1||kd
{
∫
σ˜3
dσ˜3(r˜3)Φ(r2,u1 → u˜2) e
−k||r˜3−r2||
||r˜3 − r2||2kdΦ(r˜3, u˜2 → ud)e
−k||rd−r˜3||
+
∫
4π
du2Φ(r2,u1 → u2)
∫
σ3
dσ3(r3)e
−k||r3−r2||kd
{
. . .
}}}
(4.3.1)
où nS est la normale sortante au point rS de la source et nd la normale entrante au point rd du
détecteur ; k = ka+kd est le coefficient d’extinction homogène du milieu de propagation (ka et kd
sont les coefficients d’absorption et de diffusion) et Φ la fonction de phase. ∀i, σi = ||ri−ri−1||
et σ˜i = ||rd− r˜i|| sont des abscisses curvilignes repérant les positions de diffusions ri et r˜i. Les
notations utilisées dans cette équation sont illustrées sur la figure 4.19. L’expression 4.3.1 est
rS
r1
r2
σ2
détecteur
source
σ˜1
σ˜2
uSσ1
ud
rd
ΩS
Ωd
(rS,uS, r1, u˜1, r˜1,ud, rd)
Trajet optique
(rS,uS, r1,u1, r2, u˜2, r˜3,ud, rd)
Trajet optique
u1
r˜2
r˜3
possibles avant d’atteindre rd dans la direction ud
Demi-droite décrivant l’ensemble des positions de diffusions r˜i (∀i > 1)
Trajet optique
(rS,uS, r1,u1, r2,u2, . . . )
u˜1
u˜2
u2
Fig. 4.19 – Chemin optique illustrant les notations utilisées dans l’équation 4.3.1.
une intégrale sur l’espace des chemins optiques Γ([S,ΩS] → [Sd,Ωd]), représentant l’ensemble
des trajets optiques émis par la source dans l’angle solide ΩS et transmis jusqu’au détecteur Sd
dans la direction Ωd. ri|{i=1,...} est la position de la ième diffusion d’un trajet optique ayant plus
de i diffusions. ui|{i=1,...} est la direction de cette ième diffusion. r˜i|{i=2,...} est la position de la
ième et dernière diffusion avant d’atteindre le détecteur pour un chemin optique à i diffusions.
u˜i|{i=1,...} est la direction de la ième diffusion pour un chemin optique à i+1 diffusions, joignant
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les positions ri et r˜i+1 : u˜i =
r˜i+1−ri
||r˜i+1−ri || . F est une somme de différents termes. Chacun de ces
termes représente la contribution d’un ensemble composé de chemins optiques ayant le même
nombre de diffusions8. Par exemple le terme suivant :
FS
πS
∫
S
drS
∫
ΩS
duS(uS.nS)
∫
Sd
drd
∫
Ωd
dud(ud.nd)
∫
σ1
dσ1(r1)e
−kσ1kd∫
σ˜2
dσ˜2(r˜2)Φ(r1,uS → u˜1)
représente la contribution de l’ensemble des chemins optiques à deux diffusions. Ces chemins
optiques à deux diffusions sont définis par les positions et directions successives :
(rS,uS, r1, u˜1, r˜2,ud, rd) (4.3.2)
Remarque Plaçons-nous maintenant dans le cas limite où le détecteur et la source sont
ponctuels et directionnels. L’expression intégrale de la luminance9 L(rd,ud) transmise jusqu’au
détecteur (situé en rd et ne détectant que le rayonnement avec une direction d’incidence ud)
est alors très proche de l’équation 4.3.1 puisqu’il suffit simplement de supprimer les intégrales
sur S, ΩS, Sd et Ωd :
L(rd,ud) = PS
∫
σ1
dσ1(r1)e
−kσ1kd
{
∫
σ˜2
dσ˜2(r˜2)Φ(r1,uS → u˜1) e
−k||r˜2−r1||
||r˜2 − r1||2kdΦ(r˜2, u˜1 → ud)e
−k||rd−r˜2||
+
∫
4π
du1Φ(r1,uS → u1)
∫
σ2
dσ2(r2)e
−k||r2−r1||kd
{
∫
σ˜3
dσ˜3(r˜3)Φ(r2,u1 → u˜2) e
−k||r˜3−r2||
||r˜3 − r2||2kdΦ(r˜3, u˜2 → ud)e
−k||rd−r˜3||
+ . . .
}}
(4.3.3)
où PS est la puissance radiative émise dans la direction uS par la source situé au point rS.
4.3.2 Algorithme de Monte-Carlo déduit de l’expression 4.3.1
A partir du moment où l’intégrale est posée, il est toujours possible de proposer un algo-
rithme de Monte-Carlo correspondant10 (sans préjuger de sa pertinence pratique). Nous nous
lançons dans cet exercice en développant un algorithme, dit intégral, basé sur l’équation 4.3.1.
8Dans l’expression de F , nous n’avons pas considéré les chemins optiques à 0 ou 1 diffusion en supposant
que la configuration géométrique rend impossible ces trajets optiques.
9En supprimant les intégrations sur la surface et l’angle solide du détecteur, la grandeur caractérisant le
rayonnement incident sur le détecteur devient une luminance au lieu d’un flux
10cf chapitre 2, paragraphe 2.2
4.3. PROBLÈMES DE TYPE SOURCE-DÉTECTEUR 105
Pour cela, commençons par réécrire l’équation 4.3.1 en introduisant les densités de probabilités :
F =
FS
πS
∫
S
pS(rS)drS
∫
ΩS
pUS (uS)duS
∫
Sd
pSd(rd)drd
∫
Ωd
pUd(ud)dud∫
σ1
pΣ1(σ1)dσ1(r1)
∫
σ˜2
pΣ˜2(σ˜2)dσ˜2(r˜2)
∫
4π
pU1(u1)du1
∫
σ2
pΣ2(σ2)dσ2(r2)∫
σ˜3
pΣ˜3(σ˜3)dσ˜3(r˜3) . . . w(rS,uS, rd,ud, σ1, σ˜2,u1, . . . ) (4.3.4)
où la fonction poids w est égale à
w =
uS.nS
pS(rS)pUS (uS)
ud.nd
pSd(rd)pUd(ud)
e−kσ1kd
pΣ1(σ1)
{
Φ(r1,uS → u˜1) e
−k||r˜2−r1||
||r˜2 − r1||2kdΦ(r˜2, u˜1 → ud)
e−k||rd−r˜2||
pΣ˜2(σ˜2)
+
Φ(r1,uS → u1)
pU1(u1)du1
e−k||r2−r1||kd
pΣ2(σ2)
{
Φ(r2,u1 → u˜2) e
−k||r˜3−r2||
||r˜3 − r2||2kdΦ(r˜3, u˜2 → ud)
e−k||rd−r˜3||
pΣ˜3(σ˜3)
+ . . .
}}
(4.3.5)
L’algorithme déduit de cette expression consiste à générer aléatoirement un chemin optique
défini par les positions et les directions : (rS,uS, r1,u1, r2,u2, . . . ). Pour chaque nouvelle po-
sition ri, on génère aléatoirement une position r˜i+1 sur la demi-droite selon −ud et ayant pour
origine le point rd ∈ Sd (voir la figure 4.19). Ce dernier tirage aléatoire de r˜i+1 nous permet de
tenir compte pour chaque nouvelle position de diffusion ri de la luminance transmise depuis ri
jusqu’à r˜i+1, diffusée en r˜i+1 et transmise jusqu’à rd dans la direction ud.
La génération aléatoire du chemin optique (r1,u1, r2,u2, . . . ) s’arrête dès que le chemin
optique sort du système (de manière similaire à l’algorithme inverse présenté dans le paragraphe
précédent). D’un point de vue formel, cela se traduit par l’introduction des fonctions heaviside
H(di−σi) dans l’expression 4.3.5 où on introduit di qui est la valeur maximale que peut prendre
σi avant que le chemin optique ne sorte du système11 Le sous-domaine d’intégration des variables
σi, ∀i, est maintenant [0,+∞[ (au lieu de [0, di] auparavant). La fonction H(di − σi) s’annule
11Ces fonctions heavisides ne sont pas liées aux tailles ou aux propriétés directionnelles de la source et du
détecteur. Elles ne tendront pas vers une fonction Dirac dans les cas limites où la source et le détecteurs sont
ponctuels et/ou directionnels.
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Tirage aléatoire d’une direction de diffusion selon pUj (uj)
Calcul de u˜j et incrémentation du poids wi
wi → wi + Φ(rj,uj−1 → u˜j) e
−k||r˜j+1−rj ||
||r˜j+1−rj ||2 kdΦ(r˜j+1, u˜j → ud) e
−k||rd− ˜rj+1||
pR˜j+1
(r˜j+1)
Tirage aléatoire d’une position de diffusion ˜rj+1 selon pΣ˜j+1(σ˜j+1)
Tirage aléatoire d’une position de diffusion rj selon pσj (σj)
Tirage aléatoire d’une direction d’incidence sur le détecteur selon pUd (ud) si le détecteur n’est pas directionnel
Tirage aléatoire d’une position de détection selon pSd(rd) si le détecteur n’est pas ponctuel
Tirage aléatoire d’une direction d’émission selon pUS (uS) si la source n’est pas directionnelle
Tirage aléatoire d’une position d’émission selon pS(rS) si la source n’est pas ponctuelle
i = 0
σbL(rd ;ud) 	 1√N
√
1
N
∑N
i=1 w
2
i −
(
1
N
∑N
i=1 wi
)2
Estimation de L(rd;ud) et de son incertitude σbL(rd ;ud)
Si rj est hors du système considéré i→ i + 1
Boucle sur i = 1, . . . , N
Si rj est dans le système
j → j + 1
Si i > N
wi = 0
j = 1
Si i ≤ N
L̂(rd;ud) =
1
N
∑N
i=1 wi
Fig. 4.20 – Algorithme intégral permettant d’estimer le flux radiatif échangé entre une source
et un détecteur.
si la position ri est hors du système considéré. Le poids w s’écrit alors :
w =
uS.nS
pS(rS)pUS (uS)
ud.nd
pSd(rd)pUd(ud)
e−kσ1kd
pΣ1(σ1)
H(d1 − σ1)
{
Φ(r1,uS → u˜1) e
−k||r˜2−r1||
||r˜2 − r1||2kdΦ(r˜2, u˜1 → ud)
e−k||rd−r˜2||
pΣ˜2(σ˜2)
+
Φ(r1,uS → u1)
pU1(u1)du1
e−k||r2−r1||kd
pΣ2(σ2)
H(d2 − σ2)
{
Φ(r2,u1 → u˜2) e
−k||r˜3−r2||
||r˜3 − r2||2kdΦ(r˜3, u˜2 → ud)
e−k||rd−r˜3||
pΣ˜3(σ˜3)
+ . . .
}}
(4.3.6)
Les densités de probabilité que nous choisissons correspondent à la loi de Lambert, à la loi de
Beer et à la fonction de phase. C’est-à-dire ∀i ∈ N,
pU1(u1) = Φ(ri,uS → u1)
pΣi(σi) = kde
−kdσi
pUi(ui) = Φ(ri,ui−1 → ui) (4.3.7)
Nous retenons également la loi de Beer pour la densité de probabilité pΣ˜i(σ˜i) :
pΣ˜i(σ˜i) =
kde
−kdσ˜i
1− e−kdd˜ (4.3.8)
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où d˜ est la valeur maximale que peut prendre ∀i σ˜i (d˜ dépend de la géométrie du système). Cet
algorithme est représenté sur la figure 4.20.
Remarque : cas limites où la source et le détecteur sont ponctuels et/ou direc-
tionnels Cet algorithme intégral déduit de l’expression 4.3.1 peut aussi s’appliquer aux cas
limites où la source et le détecteur sont ponctuels et/ou directionnels. Par exemple, si la source
est ponctuelle et directionnelle, il suffit simplement de ne plus générer aléatoirement de posi-
tions et de directions d’émissions (pareil pour le détecteur). Que les variances obtenues par cet
algorithme soient satisfaisantes ou non, on peut d’ores et déjà conclure qu’il est possible de
quantifier l’échange entre une source et un détecteur ponctuels et directionnels avec la méthode
de Monte-Carlo, contrairement à ce que pouvait laisser supposer une approche analogue de la
méthode.
4.3.3 Exemples
Comparaison avec un algorithme analogue
10−1 100
104
105
106
107
108
109
Rd
N
avec un algorithme analogue 
avec l’algorithme intégral 
Fig. 4.21 – Tracé de N(Rd) avec un algorithme analogue et avec l’algorithme intégral. N est
le nombre d’échantillons nécessaires pour avoir une incertitude relative de 5% ; la configuration
paramétrique est la suivante ka = kd = 1, e = 1, rS = (0, 0, 0), rd(5, 0, e) (tous ces paramètres
sont représentés sur la figure 4.17).
Nous avons effectué avec cet algorithme intégral le même test qu’avec l’algorithme analogue
précédent (voir la figure 4.17 où cet exemple est représenté). Sur la figure 4.21, nous avons
tracé le nombre d’échantillons N nécessaires avec l’algorithme intégral et avec l’algorithme
analogue pour avoir une incertitude relative de 5% en fonction du rayon du détecteur Rd.
Lorsque le rayon du détecteur tend vers 0 (le détecteur devient quasi-ponctuel), on obtient avec
l’algorithme intégral des incertitudes relatives qui n’augmentent pas (tandis que l’algorithme
analogue diverge). Ceci montre que cet algorithme intégral peut fonctionner dans des cas où les
algorithmes analogues divergent complètement.
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Cas limite où la source et le détecteur sont ponctuels et directionnels
Nous présentons maintenant quelques tests nous permettant d’évaluer le comportement de
l’algorithme intégral dans différentes configurations physiques et géométriques. Nous commen-
rS(xS = 0, yS = 0, zS = 0)
ex
ez
ey
ka, kd, φ =
1
4π
rd(xd, yd = 0, zd = e) ud
xd
uS
e
z = 0 z = e
Fig. 4.22 – Description de l’exemple où la source et le détecteur sont ponctuels et directionnels
çons par l’exemple réputé inaccessible : le cas extrême d’une source et d’un détecteur tous les
deux ponctuels et directionnels. On note L = L(rd,ud) (en W.m−2.str−1) la luminance incidente
sur le détecteur rd dans la direction ud. La source est situé au point rS et émet une puissance
PS dans la direction uS perpendiculaire à la face d’une couche monodimensionnelle composée
d’un milieu absorbant et diffusant (cf figure 4.22). Le détecteur est placé sur l’autre face de la
couche au point rd et capte le rayonnement ayant comme direction d’incidence ud. Le tableau
e en m xd en m L σL σLL ∂xdL σ∂xdL
σ∂xdL
|∂xdL|
0, 1 0, 5 9, 78.10−5 4, 31.10−7 0, 440% −5, 00.10−4 6, 77.10−5 13, 5%
0, 1 2 3, 21.10−7 8, 21.10−9 2, 56% −6, 39.10−7 1, 93.10−7 30, 2%
0, 1 10 1, 27.10−15 5, 96.10−18 0, 469% −2, 80.10−15 1, 39.10−17 0, 496%
1 0, 5 1, 79.10−3 3, 33.10−6 0, 186% −7, 86.10−3 4, 69.10−4 5, 97%
1 2 1, 65.10−5 2, 84.10−7 1, 72% −7, 46.10−5 2, 79.10−5 37, 4%
1 10 6, 79.10−14 2, 31.10−15 3, 40% −1, 52.10−13 5, 63.10−15 3, 70%
10 0, 5 6, 52.10−10 4, 78.10−11 7, 33% −1, 08.10−9 2, 00.10−10 18, 5%
10 2 1, 10.10−10 1, 71.10−11 15, 5% −1, 76.10−10 6, 84.10−11 38, 9%
10 10 6, 30.10−16 1, 24.10−16 19, 7% −1, 25.10−15 2, 82.10−16 22, 6%
Tab. 4.2 – Calcul de l’échange entre une source et un détecteur, ponctuels et directionnels, avec
l’estimation simultanée de la sensibilité à la position du détecteur. N = 107, kd = ka = 1m−1,
rS(0, 0, 0) ,rd(xd, 0, e), uS(θS , ϕS) = (0, 0) , ud(θd, ϕd) = (0, 0). La diffusion est isotrope Φ = 14π ,
PS = 1W
4.2 présente des résultats en fonction de e, l’épaisseur de la couche et de xd (la coordonnée du
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détecteur qui peut bouger). On observe sur le tableau (colonne 4 et 5) que la convergence des
calculs dépend fortement de l’épaisseur optique. Tant que l’épaisseur optique est faible ou inter-
médiaire, les incertitudes sont plus ou moins satisfaisantes mais dès que les épaisseurs optiques
deviennent importante, l’algorithme diverge. Ceci s’explique par le fait qu’à fortes épaisseurs
optiques, ∀i, lorsque le point ri est loin du détecteur (cf figure 4.23), la contribution du trajet
optique défini par les positions et directions successives (rS,uS, r1, . . . , ri, u˜i, r˜i+1,ud, rd) est
trop faible. Il faudrait alors que le point ri soit proche du point rd pour que cette contribution
rd
σ˜i+1
ri
ri−1
r˜i+1
ri+1
Fig. 4.23 – A fortes épaisseurs optiques, si le point ri est loin de rd, la contribution du trajet
optique finissant par les positions ri, r˜i+1, rd est quasi-négligeable ce qui augmente la variance
sur les estimations de E.
devienne significative. Or justement, plus l’épaisseur optique augmente et moins une position de
diffusion ri a de probabilité de se trouver aux alentours du détecteur rd. Une solution pour re-
médier à cette difficulté de convergence dans les épaisseurs optiques épaisses seraient de favoriser
l’échantillonnage des trajets optiques se rapprochant du détecteur. En d’autre terme, il faudrait
optimiser les phénomènes de diffusion multiple pour balayer intelligemment la distribution des
chemins optiques, ce qui est actuellement une question ouverte.
Nous n’avons pas plus approfondi la réflexion sur l’optimisation de cet algorithme. En conclu-
sion, nous retiendrons cependant qu’il est possible, dans certaines configurations physique, de
quantifier l’échange radiatif entre une source ponctuelle directionnelle et un détecteur ponctuel
directionnel avec cet algorithme intégral.
Cas où la source est ponctuelle et directionnelle, et le détecteur ponctuel
Nous considérons ici la même configuration que dans l’exemple précédent excepté le fait que
le détecteur n’est plus directionnel et capte l’énergie à l’intérieur d’un angle solide Ωd défini
par :
Ωd =
∫ 2π
0
dϕd
∫ θlim
0
sin θddθd = (1− cos θlim) (4.3.9)
où θlim est un angle polaire représenté sur la figure 4.24. Les estimations du flux incident sur
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θlim
rd
ez
Fig. 4.24 – Description de l’angle solide de détection
le détecteur F (en W.m−2), de mêmes que les incertitudes, sont présentés dans le tableau 4.3
en fonction de l’épaisseur e et de l’angle θlim. Comme précédemment, l’algorithme diverge aux
e en m θlim F σF σFF ∂θlimF σ∂θlimF
σ∂θlim
F
∂θlimF
0, 1 π
200
2, 54.10−10 7, 12.10−12 2, 80% 3, 23.10−8 9, 07.10−10 2, 81%
0, 1 π
100
9, 87.10−10 1, 63.10−11 1, 65% 6, 29.10−8 1, 04.10−9 1, 65%
0, 1 π
50
3, 97.10−9 8, 10.10−11 2, 04% 1, 26.10−7 2, 54.10−9 2, 01%
0, 1 π
10
1, 02.10−7 3, 34.10−9 3, 27% 6, 29.10−7 1, 44.10−8 2, 29%
0, 1 π
3
9, 71.10−7 1, 88.10−8 1, 94% 1, 61.10−6 3, 67.10−8 2, 28%
1 π
200
1, 24.10−8 9, 36.10−11 0, 755% 1, 59.10−6 1, 20.10−8 0, 755%
1 π
100
5, 05.10−8 5, 17.10−10 1, 02% 3, 22.10−6 3, 40.10−8 1, 06%
1 π
50
1, 99.10−7 1, 61.10−9 0, 809% 6, 38.10−6 6, 69.10−8 1, 05%
1 π
10
4, 92.10−6 4, 24.10−8 0, 861% 3, 14.10−5 4, 81.10−7 1, 53%
1 π
3
5, 15.10−5 8, 38.10−7 1, 63% 6, 26.10−5 3, 19.10−5 51, 0%
10 π
200
8, 26.10−14 2, 87.10−15 3, 47% 1, 04.10−11 3, 58.10−13 3, 44%
10 π
100
3, 25.10−13 1, 00.10−14 3, 08% 2, 08.10−11 8, 96.10−13 4, 31%
10 π
50
1, 34.10−12 8, 92.10−14 6, 66% 3, 87.10−11 1, 40.10−12 3, 62%
10 π
10
4, 24.10−11 1, 66.10−12 3, 92% 3, 89.10−10 1, 03.10−10 26, 5%
10 π
3
1, 87.10−10 3, 81.10−11 20, 3% 1, 83.10−9 1, 85.10−9 101%
Tab. 4.3 – Calcul de la transmission du rayonnement d’une source ponctuelle directionnelle
jusqu’à un détecteur ponctuel et de sa sensibilité à l’angle θlim définissant l’angle solide de
détection.N = 107, kd = ka = 1m−1, rS(0, 0, 0) ,rd(2, 0, e), uS(θS , ϕS) = (0, 0) , ud(θd, ϕd) =
(0, 0), la diffusion est isotrope.
fortes épaisseurs optiques.
4.3.4 Discussion sur les estimations de sensibilités géométriques dans
ce type de problème
Dans le cadre du calcul de l’échange radiatif entre une source et un détecteur, nous pensons
notamment aux sensibilités de cet échange à un déplacement ou à une déformation de la source
ou du détecteur, aux sensibilités aux angles solides d’émission ou de détection, aux sensibilités
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à une déformation de la géométrie du système (comme par exemple la sensibilité à l’épaisseur
d’une couche monodimensionnelle, cf l’exemple du paragraphe 3.3.2) etc.
Sensibilité à un déplacement du détecteur
Dans les problèmes de type source-détecteur, le domaine d’intégration correspond à l’espace
des chemins optiques. En modifiant la géométrie du problème on modifie de fait l’espace des
chemins optiques et par conséquent le domaine d’intégration. Cependant, en fonction des choix
de formulations et des choix algorithmiques, nous avons déjà mentionné au paragraphe 3.1.3 du
chapitre 3 qu’une sensibilité pouvait être définie parfois comme une sensibilité paramétrique,
parfois comme une sensibilité au domaine.
Ceci se comprend aisément avec l’exemple du calcul de l’échange radiatif entre une source et
un détecteur, tous les deux ponctuels et directionnels. Considérons la sensibilité de la luminance
détectée (noté L précédemment), à un déplacement de ce détecteur selon l’axe ex, c’est-à-dire
la sensibilité à la coordonnée xd de rd la position du détecteur (voir la figure 4.22 où est
représenté la géométrie du système considéré). Pour le calcul de L, que l’algorithme soit direct
ou inverse (l’algorithme intégral que nous avons présenté précédemment est direct mais pourrait
aisément être utilisé de façon inverse) importe peu puisque la source et le détecteur ont la même
géométrie et les mêmes propriétés directionnelles. Pourtant, dans le cas du calcul de sensibilité,
le choix de simuler les trajets optiques de façon directe ou inverse peut être important. Si
l’algorithme intégral est utilisé de façon inverse, les chemins optiques seront simulés depuis le
détecteur jusqu’à la source. Dans ce cas, si on déplace le détecteur en perturbant xd, toutes
les positions successives du trajet optiques (excepté la position de la source qui est fixe) vont
être perturbées. Si on considère l’algorithme intégral de façon directe (c’est-à-dire tel qu’il a été
présenté jusqu’à maintenant), le trajet optique est simulé depuis la source jusqu’au détecteur.
Si on déplace le détecteur, cela ne va maintenant perturber aucune position du trajet optique
(excepté bien sûr celle du détecteur). Ainsi, dans le cas inverse, la sensibilité de L à xd est
une sensibilité à la déformation du domaine12 tandis que dans le cas direct elle devient une
sensibilité paramétrique13.
Des estimations de la sensibilité paramétrique14 ∂xdL sont présentées dans le tableau 4.2
(colonnes 5, 6 et 7). On remarque dans ce cas que la convergence du calcul de sensibilités est
encore plus délicate que celle concernant le calcul de la grandeur elle-même. Les incertitudes
sur le calcul de la sensibilité ne sont satisfaisantes que lorsque l’épaisseur optique est faible et
la coordonnée xd importante ((ka + kd)e = 0.2 et xd = 10). Les raisons de ces difficultés de
convergence aux fortes épaisseurs optiques sont les mêmes que celles invoquées pour le calcul de
L. Enfin en dernière remarque, si les écart-types sont plus grands dans le cas de la sensibilité,
les écart-types de l’estimation de la grandeur L ne sont pas satisfaisants non plus et l’on est
en droit de penser qu’une optimisation de l’algorithme de calcul de L permettrait d’optimiser
aussi le calcul de la sensibilité ∂xdL.
12Puisque l’espace des chemins optique est dépendant de xd
13Le sous-domaine correspondant au tirage aléatoire de σ˜i (l’abscisse curviligne défini à partir de rd et ud)
dans une couche monodimensionnelle va être égal à [0, eud.nd ] où nd est la normale entrante dans la face de la
couche où est positionné le détecteur. Ce sous-domaine ne dépend pas de xd qui par conséquent ne sert pas à
définir le domaine d’intégration de l’expression intégrale de L (expression donnée par l’équation 4.3.3).
14Ces estimations ont donc été calculées avec l’algorithme intégral utilisé de façon directe
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Sensibilité à l’angle solide de détection
Au cours de l’exemple du calcul de l’échange entre une source ponctuelle directionnelle et un
détecteur ponctuel, nous avons estimé la sensibilité du flux échangée F à l’angle θlim définissant
l’angle solide de détection. Des résultats sont présentés dans le tableau 4.3. Il faut noter que
cette sensibilité est cette fois-ci une sensibilité à la déformation du domaine15. Comme précé-
demment, l’algorithme se comporte moins bien aux fortes épaisseurs optiques. Il faut noter ici
que la vitesse de déformation proposée au chapitre précédent n’introduit pas de source d’aug-
mentation des écart-types et s’avère être un choix efficace pour le calcul de ∂θlimF .
En conclusion, des travaux d’optimisations sont nécessaires pour permettre de tirer des
conclusions définitives quant à l’efficacité de l’algorithme intégral que nous avons développé.
Nous pouvons cependant remarquer qu’au cours de ces exemples la formulation intégrale dans
la pratique de MMC a été primordiale et a permis de surmonter des difficultés inhérentes à
l’approche analogue de MMC. En ce qui concerne le calcul de sensibilités, nous observons ici
que les difficultés de convergence liées au calcul de la grandeur se traduisent par des difficultés
encore plus importantes dans le cas des sensibilités.
4.4 Calcul de sensibilités à la déformation géométrique d’un
système
Nous présentons maintenant un exemple académique dans le but d’illustrer les perspectives
d’utilisation du calcul de sensibilités à la déformation du domaine dans des applications comme
le dimensionnement inverse ou l’animation en synthèse d’image.
En dimensionnement inverse (“inverse design” en anglais), il existe de nombreux algorithmes
d’optimisations développés pour rechercher la géométrie optimale d’un système en fonction de
contraintes imposées (dans le cadre général du calcul de transferts de chaleurs[89, 90] ou le cadre
plus restreint des transferts radiatifs[91]16). Considérons par exemple un problème où l’objectif
est de trouver, à l’aide de certains paramètres, la géométrie optimale du système en fonction
de contraintes qui sont des flux de chaleurs pariétaux. L’idée générale de ces algorithmes de
dimensionnement inverse est de faire un calcul des flux de chaleurs dans une première géométrie
fixée et de calculer la sensibilité de ces flux aux paramètres. En supposant que les flux évoluent
linéairement, on déforme la géométrie initiale en perturbant les paramètres selon une analyse
des sensibilités. On réitère alors cette procédure un certain nombre de fois pour obtenir la
meilleure solution possible. Dans le but d’accélérer ce type de procédure, la méthodologie de
calcul de sensibilité par Monte-Carlo permettrait d’obtenir dès le premier calcul la matrice des
flux de chaleurs et la matrice de sensibilités.
L’animation d’images de synthèse consiste à déterminer à chaque pas de temps l’illumination
de chaque pixel constituant une image17. Si on considère par exemple le déplacement d’un objet
15Nous ne détaillons pas le développement du calcul de cette sensibilité qui n’a posé aucune difficulté parti-
culière, si ce n’est celles dont nous avons déjà discuté au chapitre précédent
16Daun et Howell ont notamment étudié l’optimisation géométrique d’enceintes industrielles rayonnantes dans
[92, 93] à l’aide de la méthode de Monte-Carlo.
17Une image de synthèse est calculé à l’aide de modèles consistant à calculer une grandeur radiative caracté-
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dans la scène, à chaque pas de temps l’illumination sera recalculée selon la nouvelle position
de l’objet. Avec le calcul de sensibilité au domaine par Monte-Carlo, il devient possible de
calculer en même temps que l’image, la sensibilité de cette image aux paramètres définissant
le déplacement géométrique de l’objet dans la scène (avec des temps de calcul acceptables).
Dans le but d’accélérer la production d’images, on peut envisager de produire un certains
nombres d’images en utilisant une approximation linéaire à l’aide des sensibilités. Ceci revient
à extrapoler dans le temps l’image en tenant compte linéairement des déformations de la scène.
4.4.1 Description de l’exemple
r2
r1
r3
rS
θS1
θS3
θS2
nBC
nCA
nAB
r
u
θ3
θ1
θ2
A(xA, yA)
C(xC , yC)
B(xB, yB)
ex
ey
u2
u1
uS1
uS2
uS3
Fig. 4.25 – Représentation de la géométrie du système et description des notations utilisées
pour exprimer L(r,u)
Au cours de cet exemple, pour simplifier les développements nous considérons des transferts
radiatifs bidimensionnels. Les luminances deviennent donc des puissances par unité de longueur
normale et par unité d’angle (et non plus par unité de surface normale et par unité d’angle solide
comme en tridimensionnel). Le système est un triangle soumis au rayonnement d’une source
ponctuelle placée au point rS de coordonnées (xS , yS) (cf figure 4.25). Cette source est placée
dans le triangle et émet une puissance radiative P isotrope et constante. Nous allons estimer
risant l’illumination en chaque pixel. Ces modèles, dit modèles d’illuminations globales, se basent sur l’équation
du rendu introduite par Kajiya[21], équation déduite de l’ETR. La méthode de Monte-Carlo est fréquemment
utilisée[2] pour simuler de tels modèles du fait de sa facilité de mise en oeuvre lorsque la géométrie devient
complexe.
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la luminance incidente L(r,u) dans la direction u en un point r(x, y) situé aussi à l’intérieur
du triangle. Les sommets du triangle sont représentés par les trois points A(xA, yA), B(xB , yB)
et C(xC , yC). Le point A est situé sur l’origine du repère (xA = 0, yA = 0). Les trois parois
du triangle sont absorbantes, réfléchissantes et non-émettrices. Les parois [AB], [BC] et [CA]
ont un coefficient de réflectivité uniforme noté respectivement ρAB, ρBC et ρCA. La réflexion est
purement diffuse. L’intérieur du triangle est composé d’un milieu parfaitement transparent.
4.4.2 Écriture intégrale de L(r,u)
La luminance L(r,u) s’écrit18 :
L(r,u) =
Pρ1
2
{
uS1.n1
2π||r1 − rS|| +
∫ π
2
−π
2
dθ1
ρ2
2
u1.n1
{
uS2.n2
2π||r2 − rS|| +
∫ π
2
−π
2
dθ2
ρ3
2
u2.n2
{
. . .
}}}
(4.4.2)
Les notations utilisées dans cette expression sont représentées sur la figure 4.25. Cette luminance
est une intégrale sur l’ensemble des chemins optiques émis au point rS et transmis jusqu’au
point r (dans la direction u). On notera que la luminance L(r,u) est égale à la luminance
réfléchie au point r1 dans la direction u où le point r1 est défini par la position de l’intersection
entre la demi-droite [r,−u) (définie par le point r et la direction −u) et la paroi du triangle
intersectée.
Le premier terme de l’expression 4.4.2
Pρ1
2
uS1.n1
2π||r1 − rS||
représente la contribution du chemin optique composé d’une seule réflexion (la réflexion a lieu en
r1). P2π||r1−rS || représente la puissance linéique par unité de longueur normale du rayonnement
émis par la source en rS et transmis au point r1. On multiplie cette puissance linéique par
ρ1
uS1.n1
2
afin d’obtenir la luminance correspondant à la fraction de cette puissance qui sera
réfléchie vers le point r (dans la direction u). Dans cette expression, uS1 est la direction de rS
vers r1 : uS1 = rS−r1||rS−r1|| ; ρ1 est le coefficient de réflectivité de la paroi sur laquelle se situe r1
et n1 est la direction normale à la paroi en r1. Le terme
ρ1
2
∫ π
2
−π
2
dθ1
ρ2
2
(u1.n1)
P (uS2.n2)
2π||r2 − rS|| (4.4.3)
représente la contribution de l’ensemble des chemins optiques à deux réflexions. Ces chemins
optiques partent du point rS, subissent une première réflexion en r2, puis une seconde réflexion
18Dans cette expression, nous n’avons pas pris en compte le terme d’irradiation directe car celui-ci est géné-
ralement nul. Pour que ce terme ait une contribution non nulle sur la luminance, il faudrait qu’un rayon émis
depuis la source (position rS) vers la direction u atteigne la position d’observation r. Ce terme d’irradiation
directe s’exprime par :
P
2π||r − rS||δ(u−
rS − r
||rS − r|| ) (4.4.1)
où l’introduction d’un dirac δ(u− rS−r||rS−r||) traduit cette condition particulière.
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au point r1 avant d’être transmis jusqu’au point r (dans la direction u). ρ22
P (uS2.n2)
2π||r2−rS || représente
la luminance du rayonnement transmis depuis rS et réfléchi en r2 vers le point r1. En multipliant
cette luminance par ρ1(u1.n1)
2
, on obtient la contribution d’un chemin optique à deux réflexions.
L’intégration de θ1 sur [−π2 , π2 ] (où θ1 est l’angle entre n1 et u1 = r2−r1||r2−r1||) permet d’intégrer
sur l’ensemble des positions de réflexions possibles sur les parois du triangle. Pour des besoins
ultérieurs, on notera que r2 ne peut pas être situé sur la même paroi que r1. Tous les autres
termes de l’intégrale 4.4.2 représentent la contribution de l’ensemble des trajets optiques avec
plus de deux réflexions.
Nous noterons ri la position de la première réflexion d’un trajet optique à i réflexions.
Cette position ri est aussi la j− i+1ème position de réflexion d’un trajet optique à j réflexion
(par exemple dans un trajet optique à j réflexions, r1 est la jème et donc dernière position de
réflexion). Chaque position ri est déterminée à partir de la position ri−1 et de la direction ui−1
( ui−1 étant lui-même défini par l’angle θi−1) : il s’agit du point d’intersection entre la paroi
du triangle et la demi-droite [ri−1,ui−1).
4.4.3 Algorithme de Monte-Carlo utilisé
L’algorithme déduit de l’expression 4.4.2 sera de type inverse puisque chaque chemin optique
est décrit d’abord par sa dernière position de réflexion (r1), puis par son avant-dernière (r2)
etc. , c’est-à-dire en suivant son parcours dans son sens inverse.
Après introduction des densités de probabilités, l’équation 4.4.2 devient :
L(r,u) =
∫ π
2
−π
2
pΘ1(θ1)dθ1
∫ π
2
−π
2
pΘ2(θ2)dθ2
∫ π
2
−π
2
pΘ3(θ3)dθ3 . . .
ρ1
2
{
P (uS1.n1)
2π||r1 − rS|| +
ρ2(u1.n1)
2pΘ1(θ1)
{
P (uS2.n2)
2π||r2 − rS|| +
ρ3(u2.n2)
2pΘ2(θ2)
{
. . .
}}}
(4.4.4)
Cet algorithme consiste à générer aléatoirement une succession de positions de réflexion ri en
quantifiant à chaque étape la puissance radiative émise en rS, réfléchie successivement en ri,
ri−1, . . . , r1 et transmise au point r dans la direction u.
Le domaine d’intégration [−π
2
, π
2
]× [−π
2
, π
2
]× . . . est de dimension infinie du fait des phéno-
mènes de réflexions multiples. Pour ne pas générer indéfiniment des positions de réflexions sur
les parois du triangle, on introduit communément dans ce type d’algorithme un test déterminant
s’il y a réflexion ou absorption sur la paroi : on génère à chaque nouvelle position de réflexion
ri un nombre aléatoire xi ∈ [0, 1] : si ce nombre est inférieur au coefficient de réflectivité ρi de
la paroi en ri, alors on considère qu’il y a réflexion et on continue les générations aléatoires. Si
ce nombre est supérieur à ρi, alors on considère qu’il y a absorption à la paroi et on arrête la
génération aléatoire du trajet optique. Ceci se traduit formellement par le remplacement dans
l’expression 4.4.4 de ρi par l’intégrale ρi =
∫ 1
0
H(ρi − xi)dxi :
L(r,u) =
∫ π
2
−π
2
pΘ1(θ1)dθ1
∫ 1
0
dx2
∫ π
2
−π
2
pΘ2(θ2)dθ2 . . .
ρ1
2
{
P (uS1.n1)
2π||r1 − rS|| +
H(ρ2 − x2) cos θ1
2pΘ1(θ1)
{
P (uS2.n2)
2π||r2 − rS|| + H(ρ3 − x3)
cos θ2
2pΘ2(θ2)
{
. . .
}}}
(4.4.5)
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L’algorithme correspondant est décrit sur la figure 4.26. Nous choisissons les densités de probabi-
Calcul de la position r1 en fonction de r et u
Initialisation du poids w0 = P ρ1 cos θS12π||r1−rS ||
Tirage aléatoire de xj sur [0, 1]
Tirage aléatoire d’un angle θj selon pΘj (θj)
i = 1
si xj > ρj
si i = N
absorption en rj
si xj < ρj réflexion en rj
wi = w0 ; j = 1
j → j + 1
Boucle sur les N échantillons
Incrémentation du poids : wi → wi + P cos θSj2π||rj−rS ||
Estimation de L(r,u) et de son incertitude :
si i < N
i→ i + 1
L̂(r,u) = 1
N
∑N
i=1 wi σbL(r,u) 	 1√N
(
1
N
∑N
i=1 w
2
i +
(
1
N
∑N
i=1 wi
)2) 12
Calcul de la position de réflexion rj+1 en fonction de rj et θj
Fig. 4.26 – Algorithme de calcul utilisé pour estimer la luminance L(r,u) et son incertitude.
lités angulaires en fonction des lois de réflexions diffuses (pour un rayonnement bidimensionnel) :
∀i ∈ N+ pΘi(θi) =
ui.ni
2
(4.4.6)
On réécrit alors L(r,u) sous la forme suivante :
L(r,u) =
∫ π
2
−π
2
pΘ1(θ1)dθ1
∫ 1
0
dx2
∫ π
2
−π
2
pΘ2(θ2)dθ2 . . . w(θ1, x2, θ2, x3, . . . ) (4.4.7)
où la fonction poids w(θ1, θ2, . . . ) est égale à :
w(θ1, x2, θ2, x3, . . . ) =
ρ1
2
{
P
(uS1.n1)
2π||r1 − rS|| + H(ρ2 − x2)
{
P
(uS2.n2)
2π||r2 − rS|| + H(ρ3 − x3)
{
. . .
}}}
(4.4.8)
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4.4.4 Développement du calcul de la sensibilité ∂xCL(r,u)
Intéressons-nous maintenant au calcul de la sensibilité de L(r,u) à un déplacement du point
C(xC , yC) selon le vecteur ex, c’est-à-dire la sensibilité à l’abscisse xC du point C.
Le domaine d’intégration D dans l’expression 4.4.5 s’écrit :
D = [−π
2
,
π
2
]× [0, 1]× [−π
2
,
π
2
]× [0, 1] . . . (4.4.9)
Ce domaine d’intégration D ne dépend pas du paramètre xC . Cependant, similairement à
l’exemple traité dans le paragraphe 3.3.2 du chapitre précédent, la formulation intégrale de
L(r,u), adaptée à l’algorithme, va poser des problèmes de dérivée des fonctions heavisides :
pour surmonter cette difficulté, nous allons appliquer à nouveau la démarche méthodologique
proposé dans le paragraphe 3.3.2 du chapitre 3. Mais avant cela, identifions les causes de ces
difficultés :
L’expression 4.4.5 de L(r,u) ne semble pas poser de problèmes a priori19. Pourtant, en nous
intéressant de manière plus précise aux calculs des positions de réflexion, nous allons voir que
cette expression de L(r,u) est incomplète.
Considérons par exemple la position ri+1, déterminée à partir de l’intersection entre une
des parois du triangle et la demi-droite partant de ri dans la direction ui (définie par l’angle
θi). θi est généré aléatoirement sur [−π2 , π2 ]. Supposons par exemple que la position ri soit
sur la paroi [AB] du triangle comme sur la figure 4.27. En fonction de l’angle θi, la paroi du
ri+1
ri+1
θi
ni
θic
La position ri+1 peut changer de paroi
suite à une perturbation du paramètre xC
riA
C
B
Fig. 4.27 – Représentation du problème posé par le calcul d’intersection lors d’une perturbation
d’un paramètre géométrique
triangle sur laquelle va se positionner ri+1 va être soit [BC] soit [CA]. On définit alors un
angle critique appelé θci tel qu’en fonction du signe de (θ − θci), ri+1 sera sur l’une ou l’autre
des deux parois. Dans la figure 4.27, si θci < θ, alors ri+1 sera sur [CA] tandis que si θ > θci,
19Les fonctions heaviside H(ρi − xi), ∀i ne dépendent pas de xC et ne vont donc pas être dérivées.
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ri+1 sera sur [BC]. Considérons alors une perturbation du paramètre xC . Cette perturbation
peut impliquer le changement de paroi de ri+1 : l’exemple présentée sur la figure 4.27 montre
qu’il existe une gamme de θi pour lesquels ri+1 change de paroi suite à une perturbation du
paramètre xC . Lorsque cette perturbation est infinitésimale, cela se traduit formellement par
une discontinuité de la fonction à intégrer sur le domaine D lorsque θ = θci, discontinuité
provoquant les problèmes de dérivabilité.
D’un point de vue algorithmique, nous n’avons pas détaillé les conditions imposées par les
calculs d’intersections : chaque position de réflexion20 ri peut se positionner sur deux parois
différentes. En conséquence, l’algorithme va évoluer de deux manières différentes en fonction de
ce positionnement. Par exemple, si ri est sur [AB], ρi = ρAB et ni = nAB, tandis que si ri est
sur [BC] , ρi et ni prennent deux valeurs différentes (ρBC et nBC).
D’un point de vue formel, l’expression 4.4.5 de L(r,u) est donc incomplète puisqu’elle ne
tient pas compte des conditions imposées par le calcul d’intersection. Dans le but de compléter
cette expression, nous introduisons les notations suivantes : à chaque nouvelle position ri, on
définit un angle θci limite (déjà introduit précédemment) tel qu’en fonction du signe de (θi−θci),
on puisse déterminer sur quelle paroi va se retrouver ri+1. La paroi pour laquelle (θ − θci) est
négatif sera appelée la paroi gauche (dans la figure 4.27, cette paroi est [CA]). Nous noterons
les propriétés caractérisant cette paroi par un indice g. La paroi pour laquelle (θi − θci) est
positif sera appelée la paroi droite et nous utiliserons un indice d pour noter ses propriétés.
Nous réécrivons alors L(r,u) en tenant compte des conditions liées au calcul d’intersections.
L(r,u) =
∫ π
2
−π
2
pΘ1(θ1)dθ1
∫ 1
0
dx2
∫ π
2
−π
2
pΘ2(θ2)dθ2 . . .
ρ1
2
{
P (uS1.n1)
2π||r1 − rS|| +[
H(θc1 − θ1)
(∫
δ(n2 − n2g)dn2
∫
δ(ρ2 − ρ2g)dρ2
)
+H(θ1 − θc1))
(∫
δ(n2 − n2d)dn2
∫
δ(ρ2 − ρ2d)dρ2
)]
[
H(θc2 − θ2)
(∫
δ(n3 − n3g)dn3
∫
δ(ρ3 − ρ3g)dρ3
)
+
H(θ2 − θc2)
(∫
δ(n3 − n3d)dn3
∫
δ(ρ3 − ρ3d)dρ3
)]
. . . w(θ1,n2,ρ2, x2, θ2, . . . )
(4.4.10)
Le produit H(θci− θi)
∫
δ(ρi+1− ρ(i+1)g)dρi+1
∫
δ(ni+1−n(i+1)g)dni+1 s’annule si θci− θi < 0,
c’est-à-dire si ri+1 est positionné sur la paroi droite. Dans le cas où θci − θi < 0, alors ri+1 est
positionné sur la paroi gauche, la normale ni+1 en ri+1 est égale à n(i+1)g et ρi+1 = ρ(i+1)g (δ
étant la fonction Dirac). L’angle θci étant dépendant de la position des sommets du triangle, et
donc de xC , ce sont donc les dérivées des fonctions H(θci− θi) et H(θi− θci) (∀i ∈ N+) qui sont
la source des difficultés dans cet exemple. Avec la formulation 4.4.10, nous sommes confrontés
aux mêmes types de problème que lors du paragraphe 3.3.2.
20Excepté r1 qui est défini à partir de r et u
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Remarque 1 sur l’expression 4.4.10 La notation
∫
δ(ρi+1 − ρ(i+1)g)dρi+1
∫
δ(ni+1 −
n(i+1)g)dni+1 a été choisie pour formaliser le fait que ρi+1 = ρ(i+1)g et ni+1 = n(i+1)g lorsque la
paroi gauche est intersectée. Il ne faut donc pas attribuer de sens algorithmique à ces intégrales.
Remarque 2 sur l’expression 4.4.10 Dans l’expression 4.4.10, si on note f(ni, ρi) =
δ(ni − n)δ(ρi − ρ), l’expression suivante[
H(θc(i−1) − θi−1)
∫
dni
∫
dρif(nig, ρig) + H(θi−1 − θc(i−1))
∫
dni
∫
dρif(nid, ρid)
]
(4.4.11)
est défini, ∀i, comme un opérateur agissant sur le poids w(θ1, . . . ,ni, ρi, . . . ) tel que[
H(θc(i−1) − θi−1)
∫
dni
∫
dρif(nig, ρig) + H(θi−1 − θc(i−1))
∫
dni
∫
dρif(nid, ρid)
]
×w(θ1, . . . ,ni, ρi, . . . ) =
H(θc(i−1) − θi−1)
∫
dni
∫
dρif(nig, ρig)w(θ1, . . . ,ni, ρi, . . . ) +
H(θi−1 − θc(i−1))
∫
dni
∫
dρif(nid, ρid)w(θ1, . . . ,ni, ρi, . . . ) (4.4.12)
Nous allons donc appliquer pour estimer ∂xCL(r,u) la démarche méthodologique présentée
dans ce paragraphe 3.3.2 dont nous rappelons les étapes principales :
– 1. Écriture de la formulation intégrale de la grandeur associée à l’algorithme de MMC utilisé
– 2. Travaux de reformulation permettant d’écrire une expression de la grandeur sous une forme
évitant la dérivation de fonctions échelons.
– 3. Calcul de la vitesse de déformation du domaine et expression de la sensibilité
– 4. Reformulation en une expression de la sensibilité adaptée à l’algorithme de MMC initial
– 5. Écriture du poids de Monte-Carlo associé à l’estimation de la sensibilité
1. Écriture de L(r,u) sous une forme adaptée à l’algorithme de MMC utilisé La
formulation intégrale de L(r,u) associée à l’algorithme est donnée par l’expression 4.4.10.
2. Travaux de reformulation permettant d’écrire L(r,u) sous une forme dérivable
Les problèmes de dérivabilité étant liés à la présence de fonctions H(θci − θi) et H(θi − θci),
nous reformulons L(r,u) de façon à les supprimer. Pour cela on utilise la relation :
∫ π
2
−π
2
dθi H(θci − θi)
(∫
δ(ni+1 − n(i+1)g)dni+1
∫
δ(ρi+1 − ρ(i+1)g)dρi+1
)
=∫ θci
−π
2
∫
δ(ni+1 − n(i+1)g)dni+1
∫
δ(ρi+1 − ρ(i+1)g)dρi+1dθi (4.4.13)
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L(r,u) s’écrit alors :
L(r,u) =
[∫ θc1
−π
2
(∫
δ(n2 − n2g)dn2
∫
δ(ρ2 − ρ2g)dρ2
)
dθ1 +∫ π
2
θc1
(∫
δ(n2 − n2d)dn2
∫
δ(ρ2 − ρ2g)dρ2
)
dθ1
]
pΘ1(θ1)∫ 1
0
dx2
[∫ θc2
−π
2
(∫
δ(n3 − n3g)dn3
∫
δ(ρ3 − ρ3g)dρ3
)
dθ2 +∫ π
3
θc2
(∫
δ(n3 − n3d)dn3
∫
δ(ρ3 − ρ3g)dρ3
)
dθ2
]
pΘ2(θ2)∫ 1
0
dx3 . . . w(θ1, x2, θ2, x3 . . . ) (4.4.14)
3. Calcul de la vitesse de déformation du domaine VxC et expression de la sensibilité
∂xCL(r,u) : pour calculer la vitesse il ne reste plus qu’à appliquer les expressions données au
paragraphe 3.2.2 du chapitre précédent en se basant sur la formulation intégrale 4.4.14.
Commençons par déterminer la première composante de VxC : celle-ci va s’exprimer de deux
manières distinctes selon le signe de θc1 − θ1 : supposons dans un premier temps que θc1 − θ1
soit positif, la composante de VxC ,1 (que nous noterons alors VxC ,1g) de VxC va être égale à :
VxC ,1g(θ1) =
∂xCθc1
θc1 +
π
2
(θ1 +
π
2
) (4.4.15)
Si maintenant θc1 − θ1 est négatif alors VxC ,1 = VxC ,1d avec
VxC ,1d(θ1) = ∂xCθc1 +
−∂xCθc1
π
2
− θc1 (θ1 − θc1) (4.4.16)
Pour les composantes suivantes de VxC , on suit le même raisonnement : si θci − θi > 0 alors
VxC ,i = VxC ,ig(θ1, . . . , θi; xC) =
VxC ,i|θi=θci
θci +
π
2
(θi +
π
2
) (4.4.17)
avec
VxC ,i|θi=θci = ∂xCθci +
i−1∑
k=1
VxC ,k(θ1, . . . , θk; xC)∂θkθci (4.4.18)
Si θci − θi < 0 alors
VxC ,i = VxC ,id(θ1, . . . , θi; xC) = ∂xCθci +
−VxC ,i|θi=θci
π
2
− θci (θi − θci) (4.4.19)
Ainsi on construit composante par composante VxC en appliquant les équations 3.2.18 et 3.2.19
donnée au chapitre précédent (paragraphe 3.2.2).
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La sensibilité s’exprime alors par :
∂xCL(r,u) =
[∫ θc1
−π
2
(∫
δ(n2 − n2g)dn2
∫
δ(ρ2 − ρ2g)dρ2
∫
δ(VxC ,1 − VxC ,1g)dVxC ,1
)
dθ1 +∫ π
2
θc1
(∫
δ(n2 − n2d)dn2
∫
δ(ρ2 − ρ2g)dρ2
∫
δ(VxC ,1 − VxC ,1d)dVxC ,1
)
dθ1
]
pΘ1(θ1)∫ 1
0
dx2
[∫ π
2
θc2
(∫
δ(n3 − n3g)dn3
∫
δ(ρ3 − ρ3g)dρ3
∫
δ(VxC ,2 − VxC ,2g)dVxC ,2
)
dθ2 +∫ π
3
θc2
(∫
δ(n3 − n3d)dn3
∫
δ(ρ3 − ρ3g)dρ3
∫
δ(VxC ,2 − VxC ,2ddVxC ,2)
)
dθ2
]
pΘ2(θ2)
∫ 1
0
dx3 . . .
{
∂xCw +
∇.
(
w
∏
k pΘk
)
VxC∏
k pΘk
}
(4.4.20)
4. Reformulation en une expression de ∂xCL adaptée à l’algorithme initial Le retour
à une formulation adaptée à l’algorithme initial se fait par les développements inverses de ceux
présentés lors de l’étape 2. La sensibilité peut s’écrire sous la forme :
∂xCL(r,u) =
∫ π
2
−π
2
pΘ1(θ1)dθ1
∫ 1
0
dx2
∫ π
2
−π
2
pΘ2(θ2)dθ2 · · · ×[
H(θc1 − θ1)
(∫
δ(n2 − n2g)dn2
∫
δ(ρ2 − ρ2g)dρ2
∫
δ(VxC ,1 − VxC ,1g)dVxC ,1
)
+
H(θ1 − θc1)
(∫
δ(n2 − n2d)dn2
∫
δ(ρ2 − ρ2d)dρ2
∫
δ(VxC ,1 − VxC ,1d)dVxC ,1
)]
[
H(θc2 − θ2)
(∫
δ(n3 − n3g)dn3
∫
δ(ρ3 − ρ3g)dρ3
∫
δ(VxC ,2 − VxC ,2g)dVxC ,2
)
+
H(θ2 − θc2)
(∫
δ(n3 − n3d)dn3
∫
δ(ρ3 − ρ3d)dρ3
∫
δ(VxC ,2 − VxC ,2d)dVxC ,2
)]
. . .
{
∂xCw +
∇.
(
w
∏
k pΘk
)
VxC∏
k pΘk
}
(4.4.21)
Nous obtenons ainsi une expression de la sensibilité adaptée à l’algorithme de calcul de L(r,u).
Remarque sur le calcul de ∂xCL Nous remarquons ici que pour estimer la sensibilité, nous
sommes contraints d’entrer dans le détails des calculs d’intersections. Ici, ces calculs ne posent
pas de difficulté puisque seules deux parois peuvent être intersectées par le trajet optique à
chaque nouvelle génération aléatoire d’une position de réflexion. Si on étend ce raisonnement à
des problèmes multidimensionnels et à des géométries réelles découpées en mailles, au cours de
la simulation d’un trajet optique, un rayon est susceptible de traverser plusieurs mailles. Pour
pouvoir alors simuler le trajet optique, le code de simulation numérique doit aller chercher des
données telles que la taille des mailles intersectées, les positions d’entrée dans la maille, les po-
sitions de sortie, la distance parcourue à l’intérieur de chacune de ces mailles etc. Ainsi, ajouter
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différentes estimations de sensibilités à la géométrie dans un code où les calculs d’intersections
représentent un pourcentage important du coût en temps de calcul impliquera certainement
un coût supplémentaire significatif. Cependant nous verrons dans les résultats qui suivent que
ce coût supplémentaire en temps de calcul pourra être très inférieur au gain offert par ces
estimations simultanées de sensibilités, notamment à travers l’utilisation de modèles linéaires
d’évolution des grandeurs radiatives en fonction des perturbations géométriques.
Exemples de résultats Tous les calculs présentés par la suite ont été effectués avec la
configuration paramétrique suivante : la source est localisé au point rS(xS = 2, 5; yS = 0, 1).
Le point d’observation est r(x = 4; y = 0, 1). La direction d’observation u est égale à −ey. Les
coordonnées du triangle sont A(0, 0), B(5, 0), C(xC, 3) ; P = 100W . ρAB = ρBC = ρCA = 0.5.
Le nombre d’échantillons à chaque calcul Monte-Carlo est égal à N = 107.
Pour les résultats présentés sur les figures 4.28 et 4.29. la luminance est donnée en W.m−1.rad−1,
les coordonnées des différents points sont données en m, la sensibilité est donnée en W.m−2.rad−1.
Dans cet exemple, si on note t0 le temps de calcul nécessaire à une estimation seule de L(r,u), le
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Fig. 4.28 – Calcul de L(x, y, θ) = L(r,u)
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Fig. 4.29 – Calcul de ∂xCL(x, y, θ) en fonc-
tion de xC .
temps de calcul nécessaire à l’estimation simultanée de L et de ∂xCL est de l’ordre de 1, 6t0. Ce
temps supplémentaire est important, pour les raisons données dans la remarque précédente, soit
principalement à cause des calculs des dérivées des angles critiques qui nécessitent de rentrer
dans le détail des calculs d’intersections.
Commentaire sur les possibilités d’application à la synthèse d’image animées Dans
ce domaine, la question sera de comparer :
1. les temps de calcul supplémentaires associés aux calculs de sensibilité aux paramètres de la
déformation de la scène
2. les gains de rapidité et les pertes de qualité associés à l’espacement des calculs Monte-
Carlo, les images intermédiaires étant calculées de manière approchée à partir des sensibilités21.
21De manière similaire au modèle utilisé par A de Lataillade[1] pour coupler les transferts radiatifs à la
cinétique chimique dans des systèmes en combustion
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Par exemple, supposons qu’à un instant t = t0, nous estimons L(r,u)|t0 et sa sensibilité au
paramètre xC . A l’instant suivant t = t1, un modèle linéaire consisterait à approximer L(r,u)|t1
par :
L(r,u)|t1 = L(r,u)|t0 +
(
xC |t1 − xC |t0
)
∂xCL(r,u)|t0 (4.4.22)
Les figures 4.30(a), 4.30(b) et 4.30(c) illustrent le compromis entre temps de calcul et précision
résultant classiquement de ce type d’approximation linéaire. Ce qui est avant tout à retenir de
ces résultats est que la qualité des sensibilités calculées par notre approche permet d’envisager
ce type d’extrapolations linéaires. Elles seraient inenvisageable s’il s’agissait de s’appuyer sur
deux calculs Monte-Carlo successifs pour estimer la matrice jacobienne : comme nous l’avons vu
au chapitre 3 (paragraphes 3.3.1 et 3.3.2), les incertitudes statistiques seraient très importantes
et il serait impossible de prévoir efficacement la tendance d’évolution. Ici, aucun comportement
pathologique n’apparaît et une augmentation du temps de calcul d’un facteur 1, 6 permet de
proposer une extrapolation fiable sur toute la plage de linéarité.
La question délicate reste bien sûr (comme toujours dans ce type d’approche) de prévoir
l’extension de cette plage de linéarité. Pendant combien de pas de temps peut-on s’appuyer sur
la matrice jacobienne pour une précision donnée ?
Une des possibilités de réponse serait d’utiliser un calcul des sensibilités au second ordre
pour établir un critère de validité de la linéarité de l’extrapolation linéaire.
Dans le cas d’une sensibilité paramétrique, ce calcul de sensibilités au second ordre se ba-
serait sur le même principe que le calcul d’une sensibilité au premier ordre . Cette question,
déjà posée dans le cadre de la thèse d’A de Lataillade[1], reste en suspens pour le moment
à cause notamment des problèmes de stockage et de place-mémoire : lorsque la déformation
étudiée du système est plus compliquée que celle présentée dans cet exemple, il se peut que
de nombreuses sensibilités doivent être calculées pour tenir compte de cette déformation. La
matrice de sensibilités peut alors avoir des dimensions très importantes au second ordre. C’est
notamment le cas si le système est décrit par un maillage tridimensionnel lui-même affecté par
la déformation géométrique : du fait des dérivées croisées, chaque vecteur de sensibilités a alors
une dimension au carré de la dimension du maillage.
Dans le cas de sensibilités à la déformation du domaine, les développements présentés au
chapitre précédent ne sont plus strictement applicables lorsque l’on considère des sensibilités au
second ordre. Il serait alors nécessaire de reconsidérer notamment les contraintes de dérivabilité
du champ de vitesse aux frontières du domaine.
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Fig. 4.30 – Comparaison entre un calcul par Monte-Carlo (calcul MC) à chaque pas de temps
et un calcul basé sur une approximation linéaire (avec un calcul par Monte-Carlo tous les 30 pas
de temps (figure 4.30(a)), tous les 50 pas de temps (figure 4.30(b)) et tous les 100 pas de temps
(figure 4.30(c)). A chaque pas de temps, xC (donné en m) se déplace de 1cm. xC se déplace de
−3m à 5m durant 800 pas de temps.
Chapitre 5
Conclusions et perspectives
Au cours de cette étude sur le calcul de sensibilité par la méthode de Monte-Carlo (MMC),
nous nous sommes posés des questions d’ordre méthodologiques du type : comment estimer la
sensibilité d’une grandeur à des paramètres servant à définir le domaine d’intégration ? Peut-on
traiter le temps comme un paramètre quelconque ? Quelles difficultés sont introduites lorsque
les calculs d’intersections de trajectoires corpusculaires sont modifiés par une perturbation du
paramètre considéré ? Pour répondre à chacune de ces questions, notre réflexion s’est toujours
orientée sur le formalisme intégral associé à MMC plus que sur le calcul de sensibilité lui-même.
Cela nous a conduit à porter l’accent sur les travaux de formulation au cours de la présentation
de MMC et à établir une correspondance entre : l’approche analogue, s’appuyant sur une des-
cription stochastique des phénomènes (où le formalisme intégral peut être occulté) et l’approche
intégrale (où MMC est abordée comme une méthode de calcul intégral). Si ces deux approches
sont courantes en physique, l’approche analogue est beaucoup plus généralement utilisée et les
écritures intégrales sous-jacentes sont rarement explicitées, en particulier parce que les intégrales
sont de dimension élevée et que leur écriture peut rapidement paraître inabordable. Partant de
ce constat, nous avons présenté au paragraphe 2.2.3 une démarche, permettant d’exprimer de
façon systématique une intégrale à partir d’un algorithme de Monte-Carlo. Inversement, ceci
permet de gagner en souplesse lors du développement d’un algorithme à partir d’un travail
d’écriture intégrale : par exemple dans le paragraphe 4.3 nous sommes résolument partis de
développements intégraux pour proposer un algorithme permettant de calculer la transmis-
sion d’un signal radiatif depuis une source quasi-ponctuelle directionnelle jusqu’à un détecteur
quasi-ponctuel directionnel. Si cet algorithme nécessite encore des travaux d’optimisation, il
montre la possibilité d’une alternative dans les cas limites où les algorithmes analogues ont une
variance infinie. Dans le cadre du calcul de sensibilités (où nous avons besoin de l’expression
intégrale pour le moment de façon incontournable), nous pouvons nous appuyer sur cette dua-
lité descriptive pour généraliser le champ d’application potentiel de la méthodologie.
Une des principales motivations de la présente étude était que des calculs de sensibilité
pouvaient être rajoutés à un algorithme de Monte-Carlo existant pour un coût supplémentaire
relativement faible. Les tests que nous avons menés confirment cette observation, y compris
après extension de la méthode aux sensibilités à la déformation du domaine.
L’expression intégrale d’une sensibilité à la déformation du domaine peut s’obtenir par le
simple ajout d’un terme supplémentaire (par rapport à une sensibilité paramétrique). Ce terme
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est fonction d’un champ vectoriel appelé la vitesse de déformation du domaine. Il existe une
infinité de choix de vitesses possibles pour chaque sensibilité. Un résultat important consiste
à proposer une expression de vitesse applicable à tout type d’intégrales (dans le contexte de
la pratique de Monte-Carlo) et assez régulière pour ne pas introduire de source de variance
spécifique sur les estimations de sensibilités. Dans l’ensemble des exemples de transfert radiatif
que nous avons traités, cette proposition a toujours donné des résultats satisfaisants.
Cependant, rien n’assure que la convergence du calcul de la sensibilité soit systématiquement
acceptable : nous avons vu sur un exemple de sensibilité paramétrique au paragraphe 3.1.2 qu’il
est tout à fait possible que les incertitudes sur les calculs d’une grandeur et de sa sensibilité
soient indépendantes et que par conséquent l’erreur sur l’estimation de la sensibilité puisse être
très élevé par rapport à celle sur l’estimation de la grandeur. Dans une telle situation, si dans
le cas d’une sensibilité paramétrique nous sommes dans l’incapacité de remédier à cette diffi-
culté, dans le cas d’une sensibilité à la déformation du domaine une possibilité de réflexion est
ouverte par le degré de liberté que nous avons sur le choix de la vitesse de déformation. Dans
le paragraphe 3.3.1, nous testons plusieurs vitesses sur un exemple de calcul de sensibilité d’un
facteur de forme et l’on observe que la vitesse que nous proposons, même si elle conduit à de
bonnes convergences, ne donne pas nécessairement les plus faibles incertitudes. Il serait donc
intéressant d’approfondir dans ce sens la réflexion sur le choix de la vitesse.
En fin de manuscrit, nous avons essayé d’identifier les difficultés de mise en oeuvre de
la méthodologie dans le cadre des transferts radiatifs et d’apporter des premières solutions
effectives. Cependant, de nombreuses questions restent encore à approfondir et nous pensons
notamment à celle de la mise en oeuvre d’un calcul de sensibilité dans un code numérique
“imposant” où les configurations géométriques et/ou physiques sont complexes. Nous ne pouvons
pas actuellement répondre catégoriquement à cette question puisque nos tests n’ont concerné
que des exemples académiques mais, à partir de notre pratique (et celle de l’équipe en général),
nous pouvons malgré tout émettre quelques réflexions :
– sur le calcul de sensibilités paramétriques : A de Lataillade, V. Eymet et P. Perez ont
tous les trois ajouté des estimations de sensibilités paramétriques dans leurs codes respectifs
(chacun de ces codes correspond à un haut niveau de complexité physique et celui de P. Perez
gère plus spécifiquement des questions associées aux géométries tridimensionnelles de systèmes
réels). A de Lataillade a par exemple estimé des sensibilités de bilans radiatifs à la température
dans chaque maille d’un système en combustion. On notera cependant qu’il a fait le choix de
concentrer son effort sur le développement d’approximations simplifiant le calcul des sensibilités1
plutôt que d’effectuer toutes les dérivées des termes dépendant de la température. Cela montre
que le développement de la sensibilité complète ne lui est pas apparu comme trivial. Nous
pensons que la mise au point formelle que nous avons proposée dans ce document devrait
aider au traitement de telles sensibilités paramétriques. Il se peut que les dérivées du poids
et des densités de probabilités impliquent concrètement le développement de nombreux termes
dérivés mais il nous semble qu’aucune difficulté spécifique n’est à attendre. Il faut souligner
qu’en transfert radiatif, si les densités de probabilité d’occurrence d’un trajet optique sont
fonctions des propriétés physiques telles que les coefficients d’absorption et de diffusion, la
1Il a négligé la dépendance des propriétés optiques à la température, et n’a tenu compte que de la dépendance
de la luminance de Planck dans les dérivées
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température, les concentrations d’espèces etc., l’espace des chemins optique lui n’en dépend pas.
En conséquence, l’estimation de sensibilité paramétrique concerne une large classe de problèmes
en transfert radiatif et plus généralement en transport linéaire.
– sur le calcul de sensibilités à la déformation du domaine : nous pensons qu’il convient de
distinguer deux types de sensibilités, d’une part les sensibilités à des déformations “locales” (non
pas au sens géométrique du terme mais dans le sens d’une déformation concernant un sous-
espace restreint de l’espace d’intégration) et d’autre part les sensibilités à des déformations
“globales” (la déformation affecte l’espace d’intégration dans son ensemble).
Dans un cas local, il doit être possible de trouver un formalisme astucieux qui permette de se
concentrer sur le sous-espace déformé et en conséquence de bien identifier où, dans l’algorithme,
des calculs de vitesses et de dérivées doivent être ajoutés pour tenir compte de la déformation
du domaine. Par exemple, un tel formalisme peut déjà s’appliquer simplement pour estimer
des sensibilités à des paramètres spectraux puisqu’il suffit de choisir une formulation avec une
intégration spectrale séparée d’une intégration sur l’espace des chemins optiques2. Il devient
alors aisé de se concentrer sur les problèmes de déformation du sous-domaine spectral sans se
préoccuper de l’espace des chemins.
Dans un cas global, le domaine d’intégration dans son ensemble est déformé. Si nous nous
concentrons en particulier sur les problèmes posés par la déformation de géométrie complexe
(problématique du type synthèse d’image) nous pensons d’après notre pratique, que dans le
principe il doit être possible de mener à terme les calculs intégraux correspondant aux sensibi-
lités et que les convergences ont de fortes chances d’être aussi satisfaisantes que celles que nous
avons observées au cours de cette thèse. Cependant, dans l’exemple du paragraphe 4.4, une dé-
formation géométrique déformant l’espace des chemins optiques nous conduit à une expression
de la sensibilité (cf équation 4.4.21) bien longue pour un cas académique. Nous pensons donc que
le formalisme que nous appliquons sera alors inapproprié dès que la géométrie se complexifiera :
aucune difficulté formelle n’est à attendre mais l’ampleur des écritures intégrales deviendra rapi-
dement prohibitive. Pour ce type d’applications, il est donc certainement nécessaire de pousser
plus avant la réflexion formelle, notamment en nous tournant vers les compétences existantes
dans le domaine des mathématiques appliquées et de l’informatique théorique.
2Comme par exemple une intégrale du type :∫
Δν
dν
∫
Γ
dγf(γ, ν)
où Γ est l’espace des chemins optique indépendant de la fréquence, Δν l’intervalle spectral étudié et f une
fonction quelconque.

Annexes A
Choix du tirage aléatoire d’une position
de diffusion dans le cas du problème de
détection d’inhomogénéités (paragraphe
4.1)
Dans le chapitre 4, paragraphe 4.1, nous avons considéré un algorithme analogue simulant la
fraction d’énergie transmise T par une couche purement diffusante soumise à un rayonnement
incident collimaté. Le coefficient de diffusion de cette couche s’exprime par :
kd(r) = k0 + Δk exp
(
−||r − rc||
2
v
)
(A.0.1)
où k0 est le coefficient de diffusion dans la couche sans hétérogénéité.
Δk exp
(
−||r − rc||
2
v
)
(A.0.2)
représente cette hétérogénéité du coefficient de diffusion, distribué sous une forme gaussienne
où Δk est l’amplitude de cette hétérogénéité, rc son centre et v sa variance.
Dans cette annexe, nous nous posons la question du tirage aléatoire d’une position de dif-
fusion : ce tirage aléatoire nous permet de déterminer une abscisse curviligne σ définissant
la prochaine position de diffusion du trajet optique du photon considéré. Tout au long de ce
manuscrit, nous avons effectué ce tirage en fonction de la loi d’atténuation exponentielle de
Beer-Lambert :
pΣ(σ) = kd(σ) exp
(
−
∫ σ
0
kd(σ)dσ
)
(A.0.3)
La fonction de répartition correspondante à cette densité de probabilité s’écrit :
Rσ =
∫ σ
0
kd(σ) exp
(
−
∫ σ
0
kd(σ)dσ
)
= 1− exp
(
− τ(σ)
)
(A.0.4)
où Rσ est un nombre générée dans l’intervalle [0, 1]. σ est alors déduit de l’équation suivante :
σ = τ−1
(
ln(1− Rσ)
)
(A.0.5)
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Cependant, dans le problème considéré, l’expression de l’épaisseur optique τ(σ) ne peut pas
être inversée analytiquement. En fonction de l’abscisse curviligne σ selon une demi-droite ayant
comme origine r0 la position de diffusion précédente et comme direction u0 (la direction de
propagation du photon), l’épaisseur optique s’écrit :
τ = k0σ + Δk
√
πv
4
exp(−d
2
v
)
[
−erf(−l√
v
) + erf(
σ − l√
v
)
]
(A.0.6)
où l et d sont deux distances égales à (voir la figure A.1) :
l = ||rd− r0||
d = ||rC − r0|| (A.0.7)
où rd est la position sur l’abscisse curviligne la plus proche du point rC. Nous sommes donc
σ
r
l
d
rC
rC
r0
σ
ez
θ0
ϕ0
ex
ey
rd
r0 u0
rC position où le coefficient de diffusion atteind sa valeur maximale
r0 position de la diffusion précédente
rd point sur l’axe [r0, σ) le plus proche de rC
Fig. A.1 – Traitement géométrique nécessaire pour exprimer l’épaisseur optique
contraints d’utiliser une autre densité de probabilité que celle donnée par la loi de Beer en
utilisant la technique d’échantillonnage préférentiel (décrite au chapitre 2, paragraphe 2.2.4).
Nous avons dans cet objectif testé trois densités de probabilité différentes.
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A.1 Première densité de probabilité
Nous noterons la première densité de probabilité p1Σ(σ) qui est égale à :
p1Σ(σ) = ke
−kσ (A.1.1)
Cette densité de probabilité obéit à la loi de Beer-Lambert lorsque le milieu de propagation a
un coefficient de diffusion homogène égal à k.
Sur la figure A.2 sont présentées des estimations de T obtenues avec cette densité de pro-
babilité en fonction du paramètre Δk. D’après les barres d’erreurs, si l’on choisit k = k0, cette
1 2 3 4 5 6 7 8 9
0
0.5
1
1.5
2
Δ k
T
Fig. A.2 – Estimations de T en fonction de Δk avec la densité de probabilité p1Σ(σ). Les barres
d’erreurs sont données. k = 1, e = 1, k0 = 1, v = 10−1 rC(xC , yC, zC) = (0, 0, 0.5)et N = 105,
densité de probabilité donne des estimations de T satisfaisantes lorsque Δk < k0. Si l’on choisit
k = k0 + Δk, ces estimations sont satisfaisantes lorsque l’hétérogénéité est grande par rapport
à l’épaisseur de la couche. Cependant, la convergence des résultats n’est pas correcte dans de
nombreuses configurations paramétriques : cette densité de probabilité n’est pas satisfaisante
lorsque les variations du coefficient de diffusion sont importantes.
A.2 Deuxième densité de probabilité
Nous avons alors testé une nouvelle densité de probabilité, découpée en morceau, pour mieux
tenir compte des inhomogénéités de kd. Selon la distance du point courant σ par rapport au
centre de la gaussienne, la densité de probabilité s’exprime par :
p2Σ(σ) = k0 exp(−k0σ) si ||r − rC||2 > γ
p2Σ(σ) = k exp(−kσ) si ||r − rC||2 ≤ γ (A.2.1)
où γ est un critère à fixer. Cette densité de probabilité agit comme si le milieu était composé
d’une hétérogénéité sphérique de centre rC, de rayon γ et de coefficient de diffusion k. Sur la
figure A.3 sont présentées des estimations de T obtenues avec cette densité de probabilité en
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Fig. A.3 – Estimations de T en fonction de Δk avec la densité de probabilité p2Σ(σ). Les barres
d’erreurs sont données. k = k0 + Δk, γ = v = 10−1, k0 = 1, rC(xC , yC, zC) = (0, 0, 0.5) et
N = 105
fonction du paramètre Δk. D’après les barres d’erreurs, cette densité de probabilité donne de
meilleurs résultats que p1Σ mais n’est toujours pas satisfaisante lorsque Δk est important. Ceci
vient du fait que cette densité de probabilité ne tient pas compte des fortes variations de kd à
l’intérieur de la sphère. En fonction du choix de k, le coefficient de diffusion à l’intérieur de la
sphère sera soit surestimé (comme dans la figure A.3 où nous avons choisi k = k0 + Δk) soit
sous-estimé.
A.3 Troisième densité de probabilité
Nous avons essayé cette fois-ci de trouver une densité de probabilité qui serait la plus
proche possible de la densité de probabilité analogue. La fonction erreur erf(x) étant la cause
de l’impossibilité d’inverser l’épaisseur optique analytiquement (voir l’équation A.0.6), nous
choisissons de remplacer cette fonction erreur par une fonction g(x), plus simple, qui nous
permettra d’exprimer τ−1(σ) sans difficulté. g(x) est égal à :
g(x) = −1 si x ∈ ]−∞,−1]
g(x) = x si x ∈ [−1, 1]
g(x) = 1 si x ∈ [1,+∞[ (A.3.1)
(A.3.2)
La figure A.4 compare cette fontion g(x) et la fonction erreur. L’épaisseur optique est alors
remplacée par une fonction f(σ) égale à
f(σ) = k0σ + Δk
√
πv
4
exp(−d
2
v
)
[
−g(−l√
v
) + g(
σ − l√
v
)
]
(A.3.3)
Ainsi on effectue le tirage aléatoire de chaque position de diffusion en fonction de cette nouvelle
densité de probabilité : pΣ(σ) = df(σ)dσ e
−f(σ) où f peut être maintenant inversé. La figure A.5
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Fig. A.4 – Comparaison des tracés de erf(x) et g(x)
montre que cette densité de probabilité est la plus efficace en terme de convergence. Les incerti-
tudes sont d’un ordre de grandeur satisfaisant quelque soit la configuration paramétrique. Nous
choisissons par conséquent de garder cette densité de probabilité dans les calculs effectuées au
paragraphe 4.1.
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Fig. A.5 – Estimations de T en fonction de Δk avec la densité de probabilité pΣ(σ). Les barres
d’erreurs sont données. k0 = 1, v = 10−1 et N = 105 les barres d’erreur sont donnés. v = 10−1,
k0 = 1, rC(xC , yC, zC) = (0, 0, 0.5) et N = 105
Annexes B
Algorithme analogue testé dans un
problème de type source-détecteur
L’algorithme de Monte-Carlo analogue choisi consiste à simuler le trajet optique de N pa-
quets de photons. Si le paquet de photons atteint le détecteur, on tient compte de l’extinction
par absorption en multipliant le poids par e−kal où l est la distance parcourue au cours du trajet
optique. Cet algorithme est décrit avec plus de précision sur la figure B.1 où les densités de
probabilités sont données.
selon pUj =
1
4π
Tirage aléatoire de la direction de diffusion uj
avec L distance totale parcourue par le paquet de photons jusqu’au détecteur
Calcul de la fraction d’énergie transmise au cours du trajet optique wi = e−kaL
Tirage aléatoire de la jème position de diffusion rj
selon pΣj(σj) = kde−kdσj
j=1
i=0
j → j + 1
Si le paquet de photons est transmis jusqu’au détecteur
wi = 0
Si le paquet de photon est diffusé hors de la couche
Si le paquet de photons est diffusé dans la couche
si i = N
si i < N i→ i + 1
Panalogue = I0
∑N
i=1 wi σPanalogue 	 1√N
√
1
N
∑N
i=1 w
2
i −
(
1
N
∑N
i=1 wi
)
Boucle sur les N trajets optiques de paquets de photons
(σj est l’abscisse curviligne de la jème position de diffusion rj)
Si le paquet de photon n’atteind pas le détecteur wi = 0
Fig. B.1 – Algorithme de MMC analogue permettant d’estimer la puissance radiative émise par
une source radiative ponctuelle et directionnelle, et transmise jusqu’à un détecteur circulaire.
Le milieu de propagation est absorbant et diffusant.
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