The effect of chilling on the occurrence of Salmonella on pig carcasses was investigated at study, abattoir and batch level by meta-analysis. Both the fixed-effects and random-effects model confirmed (p b 0.05) the significant effect of chilling in decreasing Salmonella occurrence on pig carcasses; although the random-effects solution was preferred to account for the significant variability in effect size (p b 0.001) estimated from the 13 primary studies considered, the 32 abattoirs surveyed, and the 51 sampled batches. Conservatively, it can be said that chilling reduces the Salmonella incidence on pig carcasses by a mean ratio of~1.6 (95% CI: 1.0-2.6). Multilevel meta-analysis models investigating study characteristics that could explain the heterogeneity (τ 2 ) in the true effect size among primary studies (τ 2 = 0.578), among surveyed abattoirs (τ 2 = 0.431), and among sampled batches (τ 2 = 0.373), revealed that study size (represented by the moderating variables of 'total sample size' and 'number of batches sampled in an abattoir') and 'carcass swabbed area' have a significant impact (p b 0.05) on the measured effect size of chilling. The fact that swabbed area explained between 56 and 62% and total sample size between 23 and 38% of the total heterogeneity in the chilling true effect size, indicates that differences in experimental design greatly affect our substantive conclusion about the effect of chilling on Salmonella occurrence. This inconsistency to elucidate the effect of chilling arises because of the many factors influencing both the performance of the chilling operation and the measurement itself. Meta-analysis was not only instrumental to show that small-size studies (i.e., only one batch sampled per abattoir, total number of sampled carcasses per batch b 50) and small swabbed areas (b 100 cm 2 ) lead to imprecise and even conflicting conclusions, but most importantly, enabled definition of the characteristics of a well-designed study having a minimum statistical power to produce precise results. A sound experimental design derived by multilevel meta-analysis consists of swabbing carcass areas of at least 500 cm 2 from 25 pre-chill and 25 post-chill carcasses from a single production batch, with a minimum of two batches sampled per surveyed abattoir. If the survey were to be conducted in more than one abattoir, the total sample size should not be less than 400. Two methods to test for publication bias, a common problem in meta-analysis, suggested that whilst the presence of unpublished small-size studies is probable, it is not likely that this would significantly bias the overall chilling effect estimated in this study.
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Introduction
Meta-analysis concerns the statistical summarisation of the results of a large collection of independently conducted primary studies on one specific research question (Glass, 1976) . The primary aim of metaanalysis is to produce a more precise estimate of the effect of a particular intervention, with increased statistical power, than is possible using only a single study (Sutton et al., 2001) . With meta-analysis, it is also possible to explain differences in the study outcomes by coding study characteristics such as research design features, data collection procedures or type of subjects sampled (Hox and de Leeuw, 2003) . In classical meta-analysis (Glass, 1976) , if data is binary, the effect size of a treatment or intervention is estimated for each primary study by means of a standardised measure or parameterisation such as odds ratio or relative risk; if data is continuous, it is estimated by the difference between treatment and control. In a fixed-effects approach, combining studies is simple as they can be regarded as direct replications of each other and one can assume that the possible differences between study outcomes are due to sampling error. However, heterogeneity in primary study outcomes is expected as different studies employ different sampling methods, different experimental manipulations or measure the effects with different methodologies. To address this heterogeneity, a randomeffects model is the best choice as it assumes that study outcomes vary not only because of random sampling effects (within-study variations), but also because of real differences between studies. If heterogeneity among primary studies is present, the next goal of meta-analysis is to attempt to identify the study characteristics or moderators that explain the International Journal of Food Microbiology 163 (2013) [101] [102] [103] [104] [105] [106] [107] [108] [109] [110] [111] [112] [113] differences between study outcomes. For this, an original new analytic direction was taken by Raudenbush and Bryk (1985) , who argued that a meta-analysis could be regarded as a special case of multilevel analysis using hierarchical linear models, with subjects between studies at the first level and studies at the second level. The major advantage of using multilevel analysis instead of classical meta-analysis methods is its flexibility as it is simple to include moderators as explanatory variables in the regression model (Hox and De Leeuw, 2003) .
Whilst there was a rapid increase of meta-analyses conducted in evidence-based medicine on the past two decades (Whitehead, 2002) , realisation of the potential of meta-analysis in agriculture public health and food safety only began in the past few years (Den Besten and Zwietering, 2012; Gonzales-Barron et al., 2008; Gonzales-Barron and Butler, 2011; Grieg et al., 2012; McQuestin et al., 2009; Patil et al., 2004; Sánchez et al., 2007; Sargeant et al., 2006; Vialette et al., 2005; Wilhelm et al., 2011) . In food safety research, meta-analysis may be conducted to address a broad range of research questions such as disease incidence, consumer practices, prevalence of microorganisms, effect of interventions pre-and post-harvest, etc. Within the risk analysis context, before any risk management option can be established, research is necessary to identify both (i) the control points in the food chain where interventions or treatments would be effective in reducing contamination, exposure to food-borne pathogens or those that reduce growth, and (ii) the interventions that are likely to be efficacious. Nevertheless, the results of a potential intervention strategy might be conflicting among primary studies, and different studies normally fail to provide the same level of confidence for effectiveness because of differences in study design, statistical power or sample size. Thus, metaanalysis becomes useful in the field of food safety for the identification, appraisal and summarisation of results from large quantities of research. Apart from the possibility to quantify the effect of the intervention under study with increased confidence, meta-analysis can also reveal a clearer picture of the state of knowledge from the body of information contained in all primary studies (Gonzales- Barron and Butler, 2011) , and can provide a statistical distribution of the effect of an intervention that can be used in exposure assessment models (Gonzales-Barron et al., 2009) .
Performing a meta-analysis, Gonzales-Barron et al. (2008) confirmed that the chilling operation has a significant effect on the reduction of pathogenic Salmonella occurrence in pig carcasses. However, the effect size of chilling was estimated using only pooled numbers of positive and tested carcasses per primary study; being a case of a classical meta-analysis integrating only summarised outcomes. As other primary studies became available, it was realised that, for most of the studies, the Salmonella occurrence data of pigs before and after chilling could be partitioned by abattoir and, within abattoir by sampling visit or batch; and moreover, that some study characteristics could be coded to attempt to explain the different outcomes from the primary studies. Thus, the objectives of this research are: (i) to compile all publicly accessible published and non-published findings on the effect of chilling on Salmonella occurrence on pig carcasses, and quantitatively summarise these outcomes on a study level, abattoir level and batch level; (ii) to assess the presence of heterogeneity in the observed effect sizes of chilling at each of these three levels, and if present, to evaluate its causes by means of multilevel meta-analyses using coded study characteristics such as number of abattoirs surveyed, number of total sampled batches (visits), total sample size and swabbed area; and (iii) to illustrate some methods to appraise likely publication bias, a common artefact in meta-analysis studies. Interpretation of results and applications in the experimental design of future food safety research are discussed.
Methodology
As indicated by Sargeant et al. (2005) , to perform a meta-analysis, three important facets are to be considered: population, intervention or treatment and measured outcome. The problem statement in this study was the estimation of the overall effect of chilling on the prevalence of Salmonella on pig carcasses during pork production. The population was specified as eviscerated pig carcasses after meat inspection in slaughterhouses. The treatment is represented by the chilling stage during pork processing, which includes cooling and cold storage (18 to 24 h) at~5°C. The measured outcome is the detection of Salmonella on the pig carcass surface. Following the systematic review protocol presented by Sargeant et al. (2005) , electronic searches were carried out to identify published and unpublished primary studies additional to those already found for the previous meta-analysis conducted by Gonzales-Barron et al. (2008) . After assessing all the information presented in every study, thirteen primary studies were considered appropriate for inclusion in the meta-analysis models. This extends our earlier study (Gonzales-Barron et al., 2008) by four additional data sets. After problem statement formulation and data collection, a parameterisation or measure unit of the intervention's effect size needs to be determined. The effect size (θ) refers to the degree to which the hypothetical phenomenon (i.e., decrease in Salmonella prevalence due to chilling) is present in the population (i.e., pig carcasses during processing at slaughterhouses). The parameter measuring the effect size of an intervention is a common metric that permits direct comparison and summation of primary studies (Noble, 2006) . Table 1 compiles some of the most widely-used effect size measures used for meta-analysing continuous and binary outcome data. If the sample size of the individual studies is at least higher than 20, it is usually reasonable to assume that the sampling distribution of the outcomes is normal (Bryk and Raudenbush, 1992) . The variance of the sampling distribution is often known from statistical theory, although in some cases, a transformation is needed to achieve normality and known sampling variance (Table 1) . Because the data generated by occurrence studies is binary (i.e., a pig carcass tests either positive or negative for Salmonella), the possible parameters to measure effect size are relative risk, odds ratio or probability difference. Relative risk (RR) was chosen for being less susceptible to differences in study protocols and suitable for risk assessment models (Gonzales-Barron et al., 2008) . As shown in Table 1 , the normality assumption is theoretically met by the natural logarithm transformation (log RR), and the sampling variance is known.
Description of data sets
The outcome data from the thirteen primary studies were available on n T pig carcasses in the post-chill group (treated group) and n C pig Table 1 Measures of effect size and their sampling variance used in meta-analysis. Sub-indexes T and C stand for treated group and control group, respectively.
Measure
Estimator Transformation Sampling variance
carcasses in the pre-chill group (control group). The number of successes (Salmonella-positive carcasses) in the post-chill and pre-chill group is represented by s T and s C , respectively. In most of the primary studies, results were not only presented as pooled (total) numbers but also broken down by abattoir surveyed and by batch sampled. Meta-analyses were conducted at three levels: study-level (pooled results), abattoir-level and batch-level. Table 2 compiles the occurrence data for the study-level metaanalyses. The study characteristics of 'carcass swabbed area' (A), 'number of abattoirs surveyed' (Na) and 'number of total sampled batches' (Nb) were extracted from each of the primary studies, and included in the data set as moderating variables, although the complete information was not available in three primary studies (Quirke et al., 2001; Epling et al., 1993; and Oosterom et al., 1985;  Table 2 ). An additional moderating variable was the 'total sample size' (N) defined as N = n C + n T . The meta-analyses models conducted at study-level comprised fixed-effects, random-effects and multileveleffects with the moderating variables A, Na, Nb and N. Table 3 shows the input data for the abattoir-level meta-analyses; this is, the occurrence data partitioned by abattoir. In this case, the study characteristics extracted were 'total sample size' (N), 'carcass swabbed area' (A), and 'number of batches sampled per abattoir' (Nba). Information on Nba was not available in two primary studies (Epling et al., 1993; and Oosterom et al., 1985;  Table 3 ). Also, the studies of Algino et al. (2009) , Quirke et al. (2001) and Saide-Albornoz et al. (1995) could not be used for the abattoir-level meta-analyses, as they did not present results separately for each of the sampled abattoirs. A fixedeffects model, random-effects model and multilevel models with N, A and Nba as covariates were fitted to the remaining suitable data compiled in Table 3 . In some of the studies, the abattoir-level incidence data appeared further partitioned by sampling visits (sampled batches). At this level, two primary studies had to be removed (Epling et al., 1993; and Oosterom et al., 1985) as outcomes were not available broken down by batch. Meta-analyses conducted on the remaining suitable data (Table 4) were the fixed-effects, random-effects, and multilevel models with the moderating variables A and N.
Fixed-effects meta-analysis
In its simplest form, a fixed-effect meta-analysis can be carried out to make a conditional inference only about the J primary studies included in the meta-analysis (Hedges and Vevea, 1998) . For example, a fixed-effects model without moderators provides an answer to the question: How large is the average true effect in the set of J studies? On the other hand, a fixed-effects meta-analysis can also be conducted when there is an assumption that the possible differences between study results are due to sampling variance. In any case,
with θ j the observed effect size in the primary study j, Θ the population effect size, and ε j the residual error due to sampling variance. It is assumed that the ε j have a normal distribution with mean zero and a true variance ξ 2 . So, it follows that for a fixed-effects meta-analysis a Number of total batches not specified (NS) in the respective primary studies. model, θ i e Normal Θ; ξ 2 . Notice that the nomenclature θ j and Θ is a general notation that refers to any size effect measure for the observed and the true effect size, respectively. In our particular case, it refers to the natural logarithm of the relative risk (log RR). Apart from the values of θ j from each primary study, the standard error of the effect size σ(θ j ) must be calculated,
To estimate the population effect size Θ, the observed effect sizes θ j should be averaged. Since studies usually differ from each other in the reliability of estimating the true effect size, for instance, due to differences in study sizes; a weighted average is preferred with weights w j equal to the precision in estimating the population effect size. Because this simple fixed-effects model assumes that the deviation of the observed effect sizes from the population effect size is due to sampling error alone, the precision can be defined as the inverse of the (estimated) sampling variance. The estimated population effect size and its standard error would be,
To evaluate whether the effect size is larger than zero, often a Wald test assuming normality for the dependent variable is used comparing the estimated weighted average divided by its standard error with a standard normal distribution U ¼Θ=σΘ . The U statistic is compared with a chi-square distribution with 1 df. Because meta-analyses are performed retrospectively, in many situations studies may differ from each other due to differences in measuring protocols, in the population from which the sample is drawn, and in the magnitude and kind of treatment that is imposed; all of these giving rise to heterogeneity in study outcomes. A popular homogeneity test (Q test) is described by Cochran (1954) , again assuming normality,
When effect sizes across studies are homogeneous, Q follows a chi-square distribution with (j − 1) df. If the hypothesis is rejected, there is evidence that there are additional sources of variability other than within-study sampling error. It is then common practice either to examine moderating variables; to divide the studies in homogeneous groups to perform separate meta-analysis; or to use a random-effects model. Contrarily to what is often stated in the literature (DerSimonian, and Laird, 1986; Whitehead, 2002) , Viechtbauer (2010) argues that a fixed-effects model does not assume that the true effects are homogeneous, but instead that they can provide perfectly valid inferences on the size of the average effect to the set of studies included in the meta-analysis.
Random-effects meta-analysis
Most meta-analyses are based on sets of studies that are not exactly identical in their methods and the characteristics of their samples, which may introduce variability (i.e., heterogeneity) among the true effects. One way to model the heterogeneity is to treat it as purely random (Viechtbauer, 2010) . In contrast to the fixed effects model, random models provide an unconditional inference about a larger set of studies from which the J studies included in the meta-analysis are assumed to be a random sample (Hedges and Vevea, 1998) . It envisions a hypothetical population of studies that comprises studies that have been conducted, that could have been conducted or that 5  15  2  15  16  25  400  2  15  1  15  26  400  1  14  0  8  17  27  400  1  10  1  10  28  400  1  10  0  10  29  400  0  10  0  10  6  18  30  100  0  30  0  30  31  100  4  30  0  30  19  32  100  1  30  4  30  33  100  7  30  0  30  20  34  100  2  30  3  30  35  100  2  30  13  30  10  24  36  600  0  20  0  20  37  600  0  19  0  19  25  38  600  1  22  0  22  39  600  1  21  0  21  26  40  600  22  28  4  28  41  600  1  23  0  23  27  42  600  4  21  0  21  43  600  1  23  1  23  28  44  600  1  24  0  24  45  600  0  25  0  25  11  29  46  1350  27  100  12  100  47  1350  57  99  14  98  48  1350  34  112  5  112  30  49  1350  9  45  0  44  50  1350  36  50  11  49  51  1350  16  40  6  44 may be conducted in the future. The random-effects model addresses the question: How large is the average true effect in this larger population of studies? In a random effects model, each study investigates its own true effect size Θ j ,
with Θ the mean true effect size and v j the deviation of the true study effect size Θ j from the mean true effect size. The values of v j are normally distributed random effects with a mean of zero and a variance of τ 2 . It follows that for a random-effects meta-analysis model,
In this approach, two sources of variation are distinguished: sampling variation (ξ 2 ) and variation between true effect sizes (τ 2 ). By including this additional component (τ 2 ), the standard error in the effect size estimates represents random variability at both the subject level and the study level. As in the fixed-effects approach, a weighted method is also used to estimate the mean true effect size and its standard error. The inverse variance weight or precision of the primary studies should then be corrected (w ⁎ j ) by addition of the between-study variability term τ
with the variance τ 2 estimated from the Q-statistic (DerSimonian and Laird, 1986)
The mean true effect size Θ and its standard error σ(Θ) are now estimated with Eqs. (4) and (5) using instead the corrected weights w ⁎ j . To test the mean effect size for significance, the U statistic can be used, as described above for the fixed-effects model.
Multilevel meta-analysis
A meta-analysis can be considered a special case of multilevel analysis using hierarchical linear models, with subjects between studies at the first level and studies at the second level. In a multilevel meta-analysis, as in any other multilevel analyses, one usually starts from the randomeffects model. If the between-study variance is shown to be noteworthy, study characteristics or moderators can be added to the model to account for at least part of the heterogeneity in the true effects. This leads to the mixed-effects model given by,
with X 1 to X S S study characteristics. This model treats the moderator effects β s as fixed and the v j as random effects that distribute normally with a mean zero and a variance of τ 2 . Yet, τ 2 now denotes the amount of residual heterogeneity among the true effects, or the variability among the true effects that is not accounted for by the S moderators included in the model. The goal of the analysis is then to examine to what extent the moderators influence the size of the average true effect size Θ. The resulting model is thus more general than the ones commonly used in classical meta-analysis. If no predictors are included, the model of Eq. (10) simplifies to the random-effects model (Eq. (7)), or if the variance in true effects is zero, to the fixed-effects model (Eq. (1)). The use of a regression equation
for the study characteristics is appealing for several reasons. First, different predictors can easily be investigated together; meaning that even possible inter-correlations can be taken into account, which is not the case when separate metaanalyses are performed to investigate the moderating effects of study characteristics. Secondly, regression is a general approach that can be used for continuous as well as for categorical moderator variables (Van den Noortgate and Onghena, 2003) .
Fitting of models
To estimate the parameters, maximum likelihood estimation (MLE) procedures are most frequently used. In MLE, residuals on both levels (v j and ε j of Eq. (10)) are assumed to be independently distributed. To test the fixed parameters of the model (β s ), the Wald test is used like in the traditional approaches, comparing the parameter estimate by the standard error with a standard normal distribution. Apart from the Q statistic, other measures can be computed to facilitate the interpretation of the estimated amount of between-study heterogeneity (τ 2 ). The I 2 statistics or intra-class correlation estimates the proportion of between-study variance from the total variance. This is analogous to using the proportion of explained variance in standard regression models to indicate the importance of specific predictor variables. Hunter and Schmidt (1990) pointed out that with a large number of studies, the power of the significance test is high, and small variances will become significant. However, when the number of studies is small, lack of significance for τ 2 does not imply that the outcomes are homogeneous. So, they propose a 25% rule of thumb; this is, if the intra-class variance is higher than 25% of the total variance, the variance between studies can be deemed as large enough to attempt to model it using available study characteristics. The H 2 statistic is the ratio of the total amount of variability in the observed outcome to the amount of sampling variability (If τ 2 = 0, then H 2 = 1). The I 2 statistics and H 2 ratio are just monotonic transformations of τ
2
, and for equations, refer to Higgins and Thompson (2002) .
For testing the variance between true effect sizes (τ 2 ), the likelihood ratio test can be used. Because the model without the variance component is nested with the model with the variance component, the difference between the deviance scores, defined as − 2 times the log likelihood, follows a chi-square distribution with 1 degree of freedom. The likelihood ratio along with the Bayesian Information Criterion (BIC) derived thereof, are goodness-of-fit criteria. The BIC measure however allows for direct comparison of models with different numbers of parameters. For models including moderators, an omnibus or moderator test (QM test) of all model coefficients is conducted that excludes the intercept. By default, the test statistics of the individual coefficients in the model are based on the normal distribution, whilst the moderators test is based on a chi-square distribution with S degrees of freedom (S being the number of moderators tested). Finally, after attempting to explain the heterogeneity among studies using the study characteristics, the QE test can be performed to test the non-explained (residual) variance using the statistic (Raudenbush and Bryk, 1985 )
which follows a chi-square distribution with J-S − 1 degrees of freedom.
The general statistical notation of the multilevel model (Eq. (10)) for the study-level meta-analyses became, θ j = β 0 + β 1 A j + v j + ε j , θ j = β 0 + β 1 Na j + v j + ε j and θ j = β 0 + β 1 N j + v j + ε j , where the carcass swabbed area (A), the total number of abattoirs surveyed (Nv) and the total sample size (Na) were independently assessed as moderating variables. The multilevel models for the abattoir-level data, θ j = β 0 + β 1 Nva j + v j + ε j , θ j = β 0 + β 1 A j + v j + ε j and θ j = β 0 + β 1 N j + v j + ε j , assessed whether the number of batches sampled in an abattoir (Nba), the area swabbed (A) and the total sample size (N) could explain the variability in effect size among abattoirs. At batch level, the multilevel model of Eq. (10), specifically became θ j = β 0 + β 1 N j + v j + ε j and θ j = β 0 + β 1 A j + v j + ε j . Notice that, in this work, the subscript j used in the above equations is general and indistinctively refers to the meta-analysed entry unit. So it refers to studies, abattoirs and batches, when meta-analyses were conducted at study level, abattoir level and batch level, respectively. Meta-analysis models were fitted in R version 2.14.2 (R Development Core Team) using the 'metafor' package (Viechtbauer, 2010) , which provides functions for fitting the various models described above.
Results and discussion
The study-level (Table 5) , abattoir-level (Table 6 ) and batch-level (Table 7 ) meta-analyses, by both the fixed-effect and random-effects approaches, produced comparable significant results that led to a general agreement that, overall, the chilling stage in pork processing decreases the recovery of Salmonella on pig carcasses, despite some contradictory outcomes produced by a few primary studies.
Study-level meta-analyses
The fixed-effects solution of the study-level meta-analysis suggested that chilling reduces the occurrence of Salmonella in pig carcasses by a factor of~1.8 (95% CI: 1.5-2.0) (taking the inverse of the exponential of the estimated overall effect size Θ = − 0.561 in Table 5 ). Although there is evidence of heterogeneity in effect sizes among studies by the significant Q statistic, this fixed-effects model still provides valid inferences as long as they are restricted to the set of studies included in the meta-analysis (Viechtbauer, 2010) .
The forest plot shown in Fig. 1 highlights the variability in effect size estimates and precision between studies; and the marker size illustrates the contribution of each study (weight) to the overall effect estimate for the fixed-effects solution. It should be noticed that weights are not directly related to sample size, but instead to the number of successes or failures in proportion to the sample size. Analysing the definition of the standard error of the Ln RR parameterization (Eq. (3)), inversevariance weights will be small when the number of Salmonellapositive carcasses (successes) in either group (before or after chilling) is close to zero. For instance, study #13, with very low numbers of successes pre-chill and post-chill (s C = 3, s T = 1) in relation to its sample size (n C = n T = 270) produced a very low weight (Fig. 1) . In contrast, Significance codes: 0 '***', 0.001 '**', 0.01 '*', 0.05 '·' and 0.1 ' ns ' Non-significant. Significance codes: 0 '***', 0.001 '**', 0.01 '*', 0.05 '·' and 0.1 ' ns ' Non-significant.
weights will be large when the numbers of successes in both groups are high. In an extreme case, if there were no failure in both groups, the weights would be equal to infinity. That explains why study #8, not necessarily having the highest sample size (n C = n T = 188) but a high proportion of successes (s C = 61, s T = 72), was assigned the highest weight (Fig. 1 ). Yet, comparatively, smaller studies can still be given a larger weight when they have relatively more successes. For instance, study #7 with a much smaller sample size (n C = n T = 210) than study #12 (n C = n T = 419) was assigned a higher weight (Fig. 1) . Thus, the inverse-variance weighting permits the consideration of small but well-designed studies, that otherwise would have been disregarded because of their lack of statistical power to show a significant different for the outcome of interest. As stated by Patil et al. (2004) weighting based on the standard error reflects the complete uncertainty or confidence in a measure and is preferable to weighting based on sample size alone. A visual examination of the forest plot ( Fig. 1) gives an idea of the discrepancy among outcomes, with four (#3, 6, 8, 9) out of the thirteen studies reporting increase in Salmonella occurrence during chilling. This is not surprising given the several sources of variability among studies and abattoirs such as sampling site, extent of swab, chilling equipment, cross contamination of carcasses, level of Salmonella infection at slaughterhouses, differences in the microbiological protocol, season, year and country, among others. Accounting for the heterogeneity in the true log relative risks between abattoirs (τ 2 = 0.578; Table 5) led to a meta-analysis of significantly better fit than the fixed-effects model, as indicated by the lower log-likelihood and Bayesian Information Criterion (BIC). Other measures can be computed to facilitate the Fig. 1 . Forest plot of the risk of Salmonella occurrence on pig carcasses after chilling relative to before chilling. Size of square markers reflects the weight assigned to the primary studies. Primary study estimates and overall fixed and random effects are shown with 95% confidence intervals.
interpretation of the estimated amount of between-study heterogeneity. In our case, the intra-class correlation (I 2 ) strongly underscored the presence of between-study variance (I 2 = 85.0% higher than the rule of thumb of 25%), and consequently it was a hint that some study characteristics should be coded to attempt to explain or understand such heterogeneity among the true effects. Similarly, the H 2 ratio was 6.66 (≫1), also indicating the high heterogeneity.
In the random-effect model, the overall effect size can be regarded as still significant although at a p-value lower than 0.10. This occurred because the addition of the relatively high variability at study level to the random variability at carcass level, produced an increase of the standard error of the overall effect size from 0.077 (fixed-effects) to 0.251 (random-effects; Table 5 ). As is common when significant betweenstudy variability is present, the overall effect size approached by the random-effects was lower than the one estimated by the fixed-effects model. Contrarily to the fixed-effects solution, the overall effect size (or incidence reduction ratio due to chilling), obtained by the randomeffects approach, can be generalised over a total population of studies, stating that after chilling the Salmonella occurrence is expected to decrease on average by a factor of~1.6 (Θ = −0.468 in Table 5 ) with a 95% CI: 1.0-2.6. In a meta-analysis conducted by Grieg et al. (2012) , it was similarly found that dry chilling is an effective intervention for reducing generic Escherichia coli contamination of finished beef carcasses. Furthermore, the before-to-after incidence reduction factor for E. coli due to dry chilling, as recalculated from the original risk reduction ratio estimated by Grieg et al. (2012) , was approximately 1.4 (95% CI: 1.2-1.6), which is a value very close to our reduction rate estimate for Salmonella on pig carcasses.
The power of multilevel meta-analysis becomes apparent when attempting to model the heterogeneity in the study outcomes. It was hypothesised that with larger studies in terms of more abattoirs involved (Na), more sampled batches (Nb), and overall higher total sample size (N), the observed effect size of chilling on Salmonella occurrence would become more precise; and that at least part of the heterogeneity found between studies could be explained by the differences in those experimental design moderating variables. In addition, in relation to the microbiological determination, it was hypothesised that larger swabbed areas (A), bringing about a reduction in measurement uncertainties, also cause effect sizes to be more precise. The multilevel metaanalyses showed that neither the number of abattoirs surveyed nor the number of total batches in a primary study explained some significant proportion of the between-study heterogeneity. However, opposite results were found for the study characteristics of swabbed area and total sample size only when the variables were entered separately in the models (Table 5) . When both moderators were introduced into a single multilevel model, none of them were significant (results not shown).
The estimates of the effect size of chilling depend significantly on the extent of the carcass swabs, as indicated by the significant coefficient β 1 and the significant QM test for the moderating variable. The value of the coefficient β 1 indicates that an increase in one cm 2 in swabbed area corresponds to a reduction of −0.001 units in terms of the average log relative risk (Table 5 ). The estimated amount of residual heterogeneity is τ 2 = 0.250, suggesting that (0.578-0.250)/ 0.578 = 56.7% of the total amount of heterogeneity between studies could be accounted for by including the 'swabbed area' in the model. However, the QE statistic indicates that the residual heterogeneity is still significant, and therefore other non-coded study characteristics may further explain the between-study variability. The total sample size, although a significant moderating variable, had less predictability than the swabbed area, as its inclusion in the multilevel model explained only half of the between-study heterogeneity ((0.578-0.418)/0.418 = 27.7%) that the swabbed area moderator explained.
To facilitate the interpretation of the moderators, predicted average log relative risks as a function of the swabbed area and the total sample size are shown (Fig. 2) . The observed log RR values are drawn proportional to the weights, and predictions are shown with corresponding 95% confidence interval bounds. These plots illustrate how as swabbed area and total sample size increases in the experimental design of a primary study, the observed effect size tends to be lower in terms of log relative risk (i.e., higher observed reduction ratio of Salmonella occurrence due to chilling). An important problem in meta-analysis is the so-called 'file drawer' problem or publication bias. The data for a meta-analysis are the results from previously published studies. Studies that find significant results may have a larger probability to be published. As a result, a sample of published studies can be biassed in the direction of reporting large effects. An approach to test for publication bias is to investigate the effect of the study size directly by including the total sample size of a study as explanatory variable in a multilevel meta-analysis. This allows a formal statistical test, and other study characteristics can be controlled simply by adding these to the explanatory variables (Hox and De Leeuw, 2003) . The results of the multilevel model with total sample size ( Table 5 ) and its corresponding plot (Fig. 2, bottom) indicated that differences in study size (i.e., sample size) pose threats to our substantive conclusion about the effect of chilling on Salmonella on pig carcasses. Because 2 . Effect of the pig carcass swabbed area and the total sample size from the studies' experimental designs on the estimation of the risk of Salmonella occurrence on pig carcasses after chilling relative to before chilling, as modelled by separate multilevel metaanalyses at study level. Marker size reflects the weight assigned to the primary studies.
there is a relation between the sample size and the reported effect size outcome, the existence of a file drawer problem is likely. A general discussion of the influence of the study size on the measured chilling effect is presented in the abattoir-level meta-analyses section. Likewise, another approach for testing the presence of publication bias is shown in the next section by means of a funnel plot.
Abattoir-level meta-analyses
The abattoir-level meta-analyses also highlighted the significant heterogeneity in the outcomes of, in this case, the surveyed abattoirs. Interestingly, the variability in the chilling effect size τ 2 = 0.431 between abattoirs (Table 6 ) is numerically close to the variability between studies (τ 2 = 0.578), allowing for the fact that three primary studies had to be removed for the abattoir-level meta-analyses due to format incompatibility. This implies that the variability in effect size among primary studies stems largely from the variability among sampled abattoirs. For this reason, models were fitted with the outcome of an abattoir as the entry unit to be meta-analysed (Table 6 ). The discrepancy among abattoir outcomes displayed by the forest plot (Fig. 3) , as well as the goodness-of-fit measures, and I 2 and H 2 values (Table 6) , were all evidence of the presence of between-abattoir heterogeneity; and hence the random-effects model was selected. This model allows us to make the generalisation that, for a population of abattoirs, the reduction ratio of Salmonella occurrence due to chilling is~1.8 (95% CI: 1.2-2.6). This estimate is within the range of that estimated by the study-level random-effects meta-analysis (~1.6; 95% CI: 1.0-2.6 in Table 5 ). When moderating variables were included to explain the differences in the abattoir outcomes, some were found significant only when introduced alone in the multilevel models. In this case, the 'total sample size' (N) was not a significant moderator (results not shown) whilst the 'number of sampled batches' (Nba) was able to elucidate part of the heterogeneity found between abattoirs. The results of the multilevel model for Nba (Table 6) showed that the estimate of the effect size of chilling is dependent on the number of times an abattoir is visited (bear in mind that this is a variable measuring study size and hence also related to the total sample size). This is supported by the significant coefficient β 1 and the significant QM test for the moderating variable. The estimated amount of residual heterogeneity is τ 2 = 0.331, suggesting that 23.2% ((0.431-0.331)/0.431) of the total amount of heterogeneity between abattoirs can be accounted for by including the 'number of sampled batches' in the model. In agreement with the study-level multilevel meta-analyses results, it was also found at abattoir-level that the swabbed area (A) had the highest predictability for the observed outcomes (Table 6 ). The carcass swabbed area moderator explained a much higher proportion ((0.431-0.165)/0.431 = 61.7%) of the between-batch heterogeneity in effect sizes. The influence of the swabbed area and the number of sampled batches on the observed chilling effect size can be visually assessed in Fig. 4 . The QE statistics for both multilevel models indicated that residual heterogeneities were no longer significant (Table 6 ). Nonetheless, this should be interpreted with some caution. As Hox and De Leeuw (2003) argue, it is highly unlikely that the available study-level variables could cover all the artefacts causing variation between abattoirs. Generally, the amount of detail in the inputs for meta-analysis, which are the research reports and articles, is not enough to cover all of the studies characteristics. Therefore, to some extent, heterogeneous results are to be expected. It is sensible to conclude instead that other study characteristics that were not coded in the present meta-analyses are likely to be also noteworthy. In the multilevel model for Nba, the value of the coefficient β 1 indicates that an increase in one batch sampled in an abattoir corresponds to a reduction of 0.589 units in terms of the average log relative risk (Table 6) . Fig. 4 (bottom) illustrates this relationship, showing that when an abattoir is sampled only once, the observation of an effect (either increasing or decreasing) is imprecise, and therefore, on average no effect would be observed (notice that the mean Log RR is zero when only one batch is sampled). Seemingly, the decreasing effect of chilling on Salmonella occurrence became apparent and significant (mean reduction ratio of~1.8, 95% CI: 1.2-2.6) when at least two batches were sampled in an abattoir. This is in agreement to the previous finding Log Relative Risk [ -4.62 , 1.40 ] 0.00 [ -3.90 , 3.90 ] 0.17 [ -0.11 , 0.44 Fig. 3 . Forest plot of the risk of Salmonella occurrence on pig carcasses after chilling relative to before chilling among surveyed abattoirs. Size of square markers reflects the weight assigned to the primary studies. Individual estimates and overall fixed and random effects are shown with 95% confidence intervals.
for the study-level meta-analysis that the total sample size has a significant influence on the observed beneficial chilling effect. Results of these multilevel models are related and analogous as both moderating variables ('total sample size' and 'number of sampled batches') are measures of study size. The comparable meta-analysis results of both the study-level and abattoir-level may be explained by the fact that, although Salmonella viability has been proven, at least at laboratory level, to be affected by both temperature (cold shock and refrigerated storage) and water activity (osmotic shock); still the efficacy of the chilling operation for the reduction of Salmonella is also affected by other equally important factors related to chilling systems, for example, abattoir logistics, cross-contamination, abattoir hygiene, etc. In addition, Salmonella cells are not homogeneously distributed on carcasses, which will greatly add to the uncertainty in the measured outcomes (this is, although a pre-chill carcass may contain Salmonella cells, swabbing a Salmonella-free area will lead to a negative result). On the other hand, the fact that pre-chill and post-chill measurements were mostly performed on different carcasses adds extra randomness to the measured outcome. Thus, it is then expected that, with so many factors affecting the performance (and the measurement itself of the performance) of the chilling operation, the study size will have a strong influence on the measured effect size. Thus, at abattoir level, results from only one batch made up of an average of 30 pig carcasses, will not have the sufficient statistical power to precisely elucidate any effect (Fig. 4, bottom) . In contrast, a greater Salmonella incidence reduction ratio (~3.2; 95% CI: 1.7-5.0) was noticed when three batches of an abattoir was sampled. This meta-analysis model however is not supposed to be extrapolated for four or more batches, as the number of sampling occasions is not a continuous variable but a categorical one. A different approach to investigate publication bias is by drawing a funnel plot which is a plot of the effect sizes versus their standard errors. If the sample of available study outcomes is 'well behaved', this plot should have the shape of a funnel: the outcomes from smaller studies (normally of higher standard errors) are more variable but estimate the same underlying population parameter. If large effects are found predominantly in smaller studies, this indicates the possibility of publication bias, and the possibility of many other insignificant small studies remaining unpublished (Hox and De Leeuw, 2003) . The side lines delineating a triangular area facilitate the visual assessment of blank areas within the funnel suggesting publication bias. Fig. 5 (top) shows a 'non-so-well-behaved' funnel plot based on the observed abattoir outcomes. However, as part of the variability in the plot could be due to explanatory study characteristics, it is more appropriate to use a funnel plot after removing the covariate effects; in this case, the effect of the most explanatory variable of carcass swabbed area (Fig. 5 , bottom). Although there was an improvement in the funnel plot of the abattoir effect size, the funnel plot without covariate effects still suggests the likely existence of a file drawer problem for less-precise studies. As the file drawer problem is likely for publications reporting both increase and decrease of Salmonella occurrence during chilling (i.e., notice the left and right gaps at the bottom of the funnel plot), it may not significantly bias the overall effect size estimate. This inference on the file drawer problem is supported also by the other approach to test publication bias (multilevel model with total sample size as covariate) that was previously presented in the study-level meta-analysis.
Batch-level meta-analyses
Since the outcomes of five primary studies were not included in the batch-level models as they were unavailable in such format, the batch-level meta-analyses were not conducted with the intention to produce generalisable results. Instead, their aim was to further explore the effect of the moderating variables on the measured effect size of chilling, as more observations become available at batch level. Although the Q test was significant at p b 0.10, the 25% rule of thumb for the intra-class correlation (Hunter and Schmidt, 1990) indicated the presence of heterogeneity in the outcomes measured at the different batches (I 2 = 37.5% > 25%; Table 7 ). As with the study-level multilevel meta-analyses, both the carcass swabbed area and the total sample size were study characteristics that significantly explained the effect size heterogeneity among batches. In agreement with the study-level meta-analyses, the swabbed area accounted for more variability in between-batch heterogeneity ((0.373-0.145)/ 0.373 = 61.1%) than the total sample size ((0.373-0.230)/0.373 = 38.3%). The batch-level multilevel meta-analyses allowed a better interpretation of the impact of the carcass swabbed area and the total sample size taken from a batch on the measured chilling effect. Fig. 6 clearly shows that when both swabbed area and total sample size were small, the effect size values from the primary studies were more scattered and even conflicting, meaning that the measures were highly imprecise. Notice that when a carcass area of 100 cm 2 was swabbed, the chilling effect size in log relative risk as estimated from the different surveys, varied from − 2.8 to 2.2. Likewise, when the total sample size taken in a batch was equal or lower than 60 pig carcasses, the chilling effect sizes measured by the studies were very disperse ranging between − 2.8 and 2.2. Thus, it is not coincidence that as the swabbed area and total sample size increased, the weights assigned to the outcomes became larger (Fig. 6 ). Comparing the plots of effect size versus swabbed area for the study-level metaanalysis (Fig. 2, top ) and for the abattoir-level meta-analysis (Fig. 4 , top) with the one for the batch-level meta-analysis (Fig. 6, top) , it can be noticed that they are all in agreement, despite the removal of some primary studies, and that carcass swabbed areas higher than 500 cm 2 should lead to more precise estimates of the decreasing effect of chilling on Salmonella occurrence. The higher the swab extent, the higher the measured reduction rate of chilling. The plot for total sample size at study level (Fig. 2, bottom) suggests that a study design of total number of pig carcasses higher than 400 would lead to more precise estimates of the chilling effect, whilst the respective plot for sample size in a batch (Fig. 6, bottom) suggests an approximate of a total of 50 pig carcasses sampled on a visit. At abattoir-level, a similar analysis (Fig. 4, bottom) indicates that at least two sampling visits or sampled batches are required when inferences are to be obtained from one abattoir. Therefore, from this analysis, it can be deduced that, if we were to conduct a survey study in one abattoir only, a well-designed experiment that has the minimum statistical power or resolution to produce consistent and reliable results evidencing the chilling effect, would consist of visiting the abattoir at least twice, sampling a total of 50 pig carcasses (25 pre-chill carcasses and 25 post-chill) per visit, with swabs of at least 500 cm 2 . If a large-scale survey were to be conducted with many abattoirs, the same conditions would apply per abattoir investigated, yet the study-level meta-analysis (Fig. 2, bottom) suggests that the total number of sampled carcasses should be not less than 400. This work has shown that meta-analysis is not only a tool to summarise the findings of a vast amount of primary studies investigating the same hypothesis, but it also provides valuable insight to understand the discrepancies among them, and to sustain the basis for the design of future experiments of higher statistical power.
Whilst meta-analysis is not without limitations (underpowered primary research and publication bias), its systematic approach merits consideration among food safety researchers to integrate the increasingly growing body of knowledge and data on targeted issues along Log Relative Risk Log Relative Risk Fig. 6 . Effect of the carcass swabbed area (top) and the total sample size (bottom) on the estimation of the risk of Salmonella occurrence on pig carcasses after chilling relative to before chilling, as modelled by separate multilevel meta-analyses at batch level. Marker size reflects the weight assigned to the individual entries. the complex continuum of agri-food production, and to furnish increased credibility to the findings. A clearer picture of the state of knowledge, evidenced by meta-analysis, can offer valuable and concise information to policy-makers on the effectiveness of treatments and interventions to control and prevent food-borne illnesses in humans. Meta-analysis can highlight areas where there is insufficient evidence of the efficacy of interventions, where there is absence of high quality studies or where there are common methodological flaws in the available research, and -as in this case -can therefore provide direction for future research.
Conclusion
Both fixed-effects and random-effects meta-analyses models, carried out at study, abattoir and batch levels, confirmed the significant effect of chilling to reduce the occurrence of Salmonella on pig carcasses. Given the significant heterogeneity in the measured effect size among primary studies and abattoirs, random-effects models were preferred. Whilst, based on the outcomes of 13 primary studies, the overall Salmonella incidence reduction ratio due to chilling can be said to be~1.6 (95% CI: 1.0-2.6), the one based on the outcomes of 31 pig abattoirs was numerically close at~1.8 (95% CI: 1.2-2.6). The heterogeneity in the true log relative risks among primary studies (τ 2 = 0.578), among surveyed abattoirs (τ 2 = 0.431), and among sampled batches (τ 2 =0.373) was further investigated by multilevel meta-analysis models including some study characteristics as covariates. These models revealed that study size characteristics (such as the 'total sample size' and the 'number of batches sampled in an abattoir') and the 'carcass swabbed area' significantly affect the measured effect size of chilling. A higher effect was consistently observed by the swabbed area, which explained between 56 and 62% of the total variability, in contrast to the total sample size, which explained between 23 and 38% of the total heterogeneity in the chilling true effect size. This finding represents a warning that the total sample size and swabbed area, as defined in an experimental design, pose major threats to our substantive conclusion about the effect of chilling on Salmonella incidence. Small-size studies and small swabbed areas lead to imprecise and even conflicting conclusions of increase or decrease of Salmonella incidence due to chilling. This inconsistency to elucidate the effect of chilling is however expected because of the many factors influencing both the performance of the chilling operation as a critical stage (i.e., variability in chilling systems, abattoir logistics, proximity between carcasses, cross-contamination, overall level of hygiene in abattoirs, etc.) and the measurement itself (i.e., randomness due to the heterogeneous distribution of bacterial cells on carcasses; uncertainties associated with the different carcasses sampled before and after chilling; microbial test protocol; etc.). Multilevel meta-analysis was also instrumental in the definition of what should be a welldesigned study that has the minimum statistical power to produce precise results of the decreasing effect of chilling on Salmonella occurrence on pig carcasses. A more precise estimate of the beneficial effect of chilling that could surmount the different sources of variability and uncertainty affecting its measurement can be obtained with an experimental design of at least 50 total pre-chill and post-chill carcasses sampled from a single batch, with a minimum of two batches sampled per surveyed abattoir, with swab areas of not less than 500 cm 2 . Meta-analysis applications such as the one conducted in this study are of importance for the compilation of primary studies, to produce succinct information that could be used in risk assessment modelling; for the understanding of differing outcomes found by primary studies; and for the design of future statistically-sound experiments.
