There are two main power series for the Airy functions, namely the Maclaurin and the asymptotic expansions. The former converges for all finite values of the complex variable, z, but it requires a large number of terms for large values of |z|, and the latter is a Poincaré-type expansion which is well-suited for such large values and where optimal truncation is possible. The asymptotic series of the Airy function shows a classical example of the Stokes phenomenon where a type of discontinuity occurs for the homonymous multipliers. A new series expansion is presented here that stems from the method of steepest descents, as can the asymptotic series, but which is convergent for all values of the complex variable. It originates in the integration of uniformly convergent power series representing the integrand of the Airy's integral in different sections of the integration path. The new series expansion is not a power series and instead relies on the calculation of complete and incomplete Gamma functions. In this sense, it is related to the Hadamard expansions. It is an alternative expansion to the two main aforementioned power series that also offers some insight into the transition zone for the Stokes' multipliers due to the splitting of the integration path. Unlike the Hadamard series, it relies on two different expansions, separated by a branch point, one of which is centered at infinity. The interest of the new series expansion is mainly a theoretical one in a twofold way. First of all, it shows how to convert an asymptotic series into a convergent one, even if the rate of convergence may be slow for small values of |z|. Secondly, it sheds some light on the Stokes phenomenon for the Airy function by showing the transition of the integration paths at arg z = ±2π/3.
Introduction
The Airy function was first introduced in 1838 for the calculation of light intensity in a caustic, i.e. a surface where light is focused after reflection or refraction by a θ = − (2) and (3) . L 21 in equation (5) is the same path as L 12 but reversed.
curved interface between media [16, 9, 17] . It is defined for real values of x by the following integral
Ai(x) = 1 π 
Although a number of other equivalent integral expressions that result from elemental variable changes can be found in [1] and [17] , more insight is gained if the integration is shown on the complex plane as in Figure 1 and written as Ai(x) = 1 2π i L32 du e xu−1/3u 3 (2) or, alternatively, by using Cauchy's theorem,
Integration paths L m,n (m, n = 1, 2, 3; m = n) are subject to the condition of −π/6+2(k −1)π/3 < Arg z < π/6+2(k −1)π/3 in each zone k = 1, 2, 3 as |u| → ∞, where Arg z refers to the phase of z. Integration in the complex plane facilitates the analytic continuation of the Airy function, which produces the corresponding entire function Ai(z), z ∈ C. Furthermore, the Airy function is a solution of the differential equation d 2 y/dz 2 = z y (4) as can be seen by direct substitution of (2) or (3) as a function of z in (4), or else by solving the latter with Laplace's method [5] . Airy equation is a second-order, ordinary differential equation, the general solution of which is a linear combination of two linearly independent solutions that form its functional basis at all points in C. A second linearly independent solution to (4) , known as the Airy function of the second kind, Bi(z), is chosen as
Any modified Bessel function of order ±1/3 , Z ±1/3 (x), produces a solution of the Airy equation of the type √ x Z ±1/3 ( 2 3 x 3/2 ) if x > 0. Likewise, solutions to the classical Bessel differential equation of the same order, R ±1/3 (x), produce Airy equation solutions given by
In particular, Ai(z) can be written in terms of Bessel functions of order ±1/3 in ξ = 2 3 x 3/2 as [17] Ai(x) =
Re e i π/6 H 1/3 (ξ) (6b) for x > 0. Analytic continuation guarantees that these identities hold for complex variable, namely z = x + i y in (6a) and z = −x + i y with x > 0 in (6b). The role of Airy functions is prominent in the construction of uniform asymptotic expansions for contour integrals in the complex plane with coalescing saddle points [7, 20] , as well as in solutions of linear second-order ordinary differential equations with a simple turning point [10] . A large number of applications have been developed in physics: almost in every instance for which wave equations with turning points are relevant [17] .
Maclaurin and asymptotic power expansion of the Airy functions
The expansions of Ai(z) and Bi(z) near the origin are given by [5] 1
These Maclaurin series converge for all finite values of z but can be oscillating and slowly convergent. For large |z|, asymptotic expansions of Ai(z) and Bi(z) are preferred instead [6, 5, 12, 7, 20] . Asymptotic expansions are not convergent but, for a fixed number of terms, approach the exact function as the variable approaches some distinguished value that defines the asymptotic limit. In particular, Ai(z) can 1 Equation (8b) is not given in [5] or [17] but results of applying Bi(z) = e i π/6 Ai(z e i 2π/3 ) + e −i π/6 Ai(z e −i 2π/3 )
to (8a).
be approximated by the following asymptotic power expansions [6, 5, 7] for large variable values
Equation (9a) is often quoted as applicable to |Arg z| < π/3 [6, 7] only. The series shown in (9a) is obtained by using Watson's lemma, whereas the restriction given by |Arg z| < π/3 results from the steepest descents method. The former is obviously more general and encompasses the latter. Stokes phenomenon is present in the asymptotic expressions above: the overlapping of the regions in (9) may seem to be inconsistent. The reason for such overlapping is twofold, on the one hand there is a branch cut implicit in z 3/2 at Arg z = π in (9a), whereas the branch cut is placed at Arg z = 0 for (9b) 2 , and, on the other hand, G(z) is subdominant to the asymptotic expansion in (9a) for |Arg z| ∈ (π/3, π) for the corresponding Riemann surface. For the case of Arg z = ±π, which is the anti-Stokes line of the turning point of (4), z = 0, we can write, for x ∈ R + 3 ,
Similar expressions are found for Bi(z) [5] 4 ,
In (10) and (11c) the oscillatory nature of the Airy functions for real negative values of the variable is revealed.
The asymptotic series must be truncated at some term to produce an acceptable value for the total sum and the error of doing so is bound in magnitude by the first neglected term in absolute value multiplied by a certain factor [12] . There are also some exponentially-improved asymptotic expansions obtained by further expansion of the remainder term [11] . To overcome the inherent difficulties of a divergent series, techniques such as the Borel summation can be applied to produce a hyperasymptotic series [2, 3] . Notwithstanding the well spread acceptance of these schemes and their extensions, a convergent series expansions alternative to (8a) and (8b) is proposed in the present work. It converges more rapidly for large values of the variable than the Maclaurin series and is presented as a convergent extension of the asymptotic expansion. It also provides a clarifying view of the Stokes phenomenon. In section 3, the method of steepest descents for a real variable is reviewed in the manner needed in section 4 for producing the new series expansion. Such a new expansion is valid for complex variables and is written in terms of incomplete Gamma functions, as in the method of Hadamard series for steepest descents described in [13, 14] . Here, the integration path is divided in two significant pieces separated by a branch point, and, unlike in [13, 14] , the expansion in one of them is done around the point of the path at infinity.
Review of the asymptotic expansion of Ai(x) of a real and positive variable by the method of steepest descents
For the purpose of the demonstration of Theorem 4.3, which is the main result of this work, we will use the already known method that produces the customary series given in (9) for x ∈ R + by changing the integration variable in (1) through α = i x −1/2 u,
The analytic continuation of Ai(x) to the complex domain is not treated in this section but will be included in the next one for the new series expansion. Equation (12) has the form
and can be solved by applying Debye's method of steepest descents [5] . For that purpose the argument of the exponential can be written in terms of the real and imaginary components of α as
Along the steepest descent path passing through the critical point α s = −1 5 and determined by f i (α) = f i (α s ), that is, by
we can write
which corresponds to
The change of variable to s given in (17) as an implicit function results in
where
For the Airy's integral, F [α(s)] = 1 and
The function α(s) can be written through its Maclaurin series with the help of the Lagrange inversion theorem [19] , that produces
where the radius of convergence is given by |s| < ρ = 2 √ 3 . The result of using (22) in (21) and then in (19) beyond such radius of convergence produces the following asymptotic approximation of I (cf. (9)),
where only even derivatives of Φ,
are present due to the use of
with n ∈ N and σ ∈ R + . The series in (22) converges only for |s| < 2 √ 3 due to the presence of a branch point at s = 2 √ 3 . The lack of convergence of (22) in the domain of integration of the Airy's integral leads to the lack of convergence in (23). This use of the series beyond its convergence limits is a technique often used in asymptotics, as long as the series can be truncated with a known error bound. The method of steepest descents is not the only manner to obtain (23) with (24): Watson's lemma [5] can be applied on the first integral expression for the Airy function in (1) with the Maclaurin series for the cosine 6 . However, the method of steepest descents is the starting point for the development presented in the following section.
A convergent series expansion for Ai(z) of complex variable by the method of steepest descents
For the case of the analytic continuation of (3), the change of variable performed in the previous section is replaced by α = i |z| −1/2 u where z is the complex variable of the Airy function. Thus,
where arg z is the principal value of the phase of z. The integration path can be deformed to L 32 , L 31 + L 12 as in section 1, or any equivalent homotopic curve. Aiming at the use of the steepest descent paths as integration paths, we now compute the saddle points of the exponential argument, f (w, α), in (26) as a function of α,
where w = w r +iw i and α = α r +iα i . These saddle points are given by α s = ±w 1/2 . By setting
we can define the steepest descent paths in terms of the parameter s. An extension of (22) for α s = −w 1/2 is provided by the following Lemma. The steepest descent path crossing this saddle point will be used as integration path for | arg z| ≤ 2π/3.
with s ∈ R is given by the series
Proof. The power series of α as a function of s can be calculated from the function s = h −1 (α) by applying Lagrange's inverse theorem in a simpler manner than by applying Taylor's directly to the function α = h(s) resulting from (27) and (28). Thus [19] ,
(33)
The computation of (33) for h −1 (w, α) = ±i(α + w 1/2 ) w 1/2 − 1 3 (α + w 1/2 ) that defines the steepest descent path through α s = −w 1/2 produces the result
The positive sign will be chosen for the integration between s = −∞ to s = ∞ to follow the integration path sense shown in Figure 1 7 . Hence, equation (32) becomes
Equation ( Different steepest paths are shown in Figure 2 for different values of arg z. If |arg z| ≤ 2π/3, L 32 can be deformed into a single steepest descent path which can be divided in three subdomains:
There is a branch point in s = 2/ √ 3, which precludes the analyticity of α = α(s) in the whole path. Thus, the central segment, L II 32 , can be integrated by using (31) around the saddle point −w 1/2 , whereas the other two subdomains are integrated separately. For the latter purpose, a new variableŝ
Remark 1. The three solutions of (36) in terms ofŝ are given by
Solutions α 2 (ŝ) y α 3 (ŝ) define the integration paths L III 32 and L I 32 for the case of | arg w| = | arg z| ≤ 2π/3, respectively.
Contrarily to the case seen in the combination of equations (27) and (28), Taylor's theorem is preferred over Lagrange inversion theorem for the computation of (21) with (37). To perform the required derivatives, functional composition must be used throughout the whole derivation. In particular, Faà di Bruno's formula expressed in terms of Bell polynomials B n,k is recursively used to deal with the functional form of the solutions in (37). Lemma 4.2. The n-th derivative of χ at t = 0 is given for n = 0 by
and (x) p is the falling factorial of x of order p.
Proof. The following expression is obtained for the n-th derivative of χ at t = 0 after using Faà di Bruno's formula expressed in terms of Bell polynomials B n,k , with
and (x) n = x(x − 1) · · · (x − n + 1). By using Bell's polynomial definition, this expression can be simplified to
forming a binomial sequence [8] . Applying these two properties:
• For a binomial sequence {ϕ n (x)} and all integers m, k ≥ 0 [8] ,
• Sums in the variables of Bell's polynomials can be written as [4] , Corollary 1. The functions α n (ŝ) (n = 2, 3) can be written as the following power series
which are uniformly convergent for |ŝ| < (3/4) 1/3 .
Proof. These series result from the use of Faà di Bruno's formula, Lemma 4.2 and the Remark in (37). They are uniformly convergent according to Taylor's theorem.
The result of integrating (26) for |arg z| ≤ 2π/3 is given by the following theorem.
Theorem 4.3. The Airy function Ai(z) for z ∈ C with |arg z| ≤ 2π/3, is given by the following convergent series expansion
where γ(ν, x) and Γ(ν, x) are the lower and upper incomplete gamma functions, respectively. For the case where |arg z| > 2π/3, the following property is used,
Similarly, the Airy function of the second kind, Bi(z) can be computed from the series expressions for Ai(z), with the use of the property (7) Bi(z) = e i π/6 Ai(z e i 2π/3 ) + e −i π/6 Ai(z e −i 2π/3 ).
Proof. The application of Lemma 4.1 in equation (26), when seen as having the form I(z) (now z ∈ C) of equation (19) and where the integration limits are now −2/ √ 3 and 2/ √ 3, produces 
where n ∈ N, σ ∈ R + and a > 0. As for the integrals in L I 32 and L III 32 , they are computed here through the change of variable given in (36). This makes it possible to compute an expansion of the solutions of α = α(ŝ) for |ŝ| < (4/3) 1/3 as corresponding to s ∈ (−∞, −2/ √ 3) and s ∈ (2/ √ 3, ∞). As stated after equation (37), the solutions α 2 (ŝ) and α 3 (ŝ) correspond to the curves L III 32 and L I 32 , respectively. Corollary 1 produces
Therefore, the contribution to the Airy's integral by L I 32 and L III 32 is
with n, k ∈ N, σ ∈ R + and a > 0. The three-section decomposition is valid for |arg z| ≤ 2π/3 as has just been described, and it is indicated by the dark and light grey sections of the steepest descent paths in Figures 2(a) to 2(f), except in Figure 2(d) . The latter shows the case of |arg z| > 2π/3, for which the integration path splits in two separate paths. Integration through the two paths would require a different set of integrals. However, the well known property of the Airy function given in (49) allows to identify the mapping between the lower path in Figure 2(d) with the first term in (49) and the upper path with its second term 8 . A similar correspondence is found for the case of Bi(z), where we have (50) to relate it to our results for Ai(z) 9 .
The splitting of the integration path for |arg z| > 2π/3 is related to the discontinuity of the Stokes' multipliers as described in [3] . The transition from Figure 2c to Figure 2d illustrates such a discontinuity in a visual way. As also stated in [3] , the Stokes phenomenon can be analyzed from a topological point of view: the steepest descent contour moves from including only one saddle point to both of them at |arg z| = 2π/3, and then to split into two different paths, now homotopic to L 31 and L 12 . Equation (49) reflects this splitting, and −(e i2π/3 z) 3/2 = z 3/2 s allows us to recognize the presence of a positive exponential after the splitting. However, Theorem 4.3 goes beyond [3] in this sense and shows the oscillatory behavior of the Airy function for the anti-Stokes line for small, non-asymptotic values of |z|. Theorem 4.3 proposes an expansion which has some similarities with the Hadamard expansion of a Laplace-type integral [13, 14] : i) it is based on series containing incomplete gamma functions in their terms, and ii) such incomplete gamma functions have |z| as a variable 10 . The difference with the Hadamard expansions
replacing χ(t) and η(t). 9 In fact, if the change of variable applied to (1) to become (12) is used in (3) or (5), it is easy to see that either (49) or (50) are produced.
proposed in [13, 14] is that the subdivision in the domain of s includes a change of variable,ŝ = 1/s 2/3 , that allows us to treat one of the subdomains of integration with the Taylor expansion at s = ∞. This produces the terms with upper incomplete Gamma functions that are not present in the Hadamard expansions.
The series in (48) are slowly convergent for |z| < 5 as will be shown in the next section. Therefore, the usefulness of the expansion is mainly theoretical for small values of |z|, in the same sense as the "considerable theoretical importance" mentioned by Watson in [18] for Hadamard series. However, for values |z| > 5 this series expansion provides a useful refinement over the classical asymptotic expansion. This is discussed further in the next section.
Numerical analysis of the new series expansion and its comparison to Maclaurin's and the asymptotic expansions
In this section, the new expansion of Theorem 4.3 is analyzed numerically for {z = x + iy : −10 ≤ x ≤ 10, −10 ≤ y ≤ 10}. This domain contains both the unit circle, where the Maclaurin series is expected to perform best, and large enough values of |z| where the asymptotic series is applicable. The series of the new expansion are truncated at n = 500 and the results are compared to the MacLaurin expansion, for the same truncation of 500 terms, and to the classical asymptotic series, which is truncated when the error given by the first neglected term starts rising. The accuracy of any expansion method truncated at n = N with respect to the benchmark is defined as
As a benchmark, we use the routine for Ai(z) provided by Matlab , which is also fully compliant with both Scipy and Maxima for the aforementioned domain. Figures 3(a) to 3(c) show logarithmically the accuracy of the Maclaurin series (n ≤ 500), the classical asymptotic expansion and the new expansion (n ≤ 500). If we observe the contour lines of accuracy given by 10 −5 for the three expansions, the Maclaurin series has a bad performance for Re(z) ≥ 7, whereas the classical asymptotic series shows this level of inaccuracy for |z| ≤ 3.5. The new expansion has an accuracy worse than 10 −5 for a neighborhood of arg z = ±2π/3 when |z| ≤ 2.3, but it is better than this elsewhere. It is important to note the special behavior at arg z = ±2π/3. For this phase of the variable, the expansion in (48) ceases to be oscillatory and their terms become a monotonically decreasing sequence, as can be easily realized by observing the dependence on z 3/2n . For any other value of the phase of z, the series in (48) are oscillatory. This will be analyzed in more detail below (see equation (58)). If an accuracy of 10 −8 is defined as necessary for the expansions, the Maclaurin series' validity region for the first 500 terms is found at Re(z) ≤ 5.5 within the domain of study, whereas the asymptotic expansion's changes of variable. Integrations in (52) and (55) would produce incomplete gamma functions dependent on z instead of |z|, which have worse convergence rates in the corresponding series of (48) [15] . Both methods are therefore equivalent, even though only one of them shows dependence on |z| for each summation term. validity region is given by |z| 5. The negative axis shows a worse performance for the latter and it places the validity region at |z| 5.7, although still leaves some low-accuracy regions beyond this value and as far as |z| 8. However, the new expansion' region of validity for this level of accuracy can be found at |z| 3.5 and does not present the same problems near the negative real axis as the asymptotic expansion.
The rate of convergence is shown in figures 4(a) to 4(f). The accuracy of the truncated series for different values of |z| and arg z is displayed as we move the truncation from N = 100 terms to N = 500 terms. We can also see that, for |z| > 7 and all the selected values of arg z, the convergence rate is much higher and a truncation at N = 100 guarantees a very accurate estimation of Ai(z). The rate of convergence of the new expansion can also be pondered by comparing it with the other types of series. This is presented in figures 5(b) to 5(f). First, it is interesting to study the results of truncating the new expansion with the same number of terms that the asymptotic series can include before it starts diverging -such an index of truncation is shown in figure 5(a) . Second, it is relevant to compare it with the results of the Maclaurin series containing only a few terms (N = 10) and containing the same number of terms used in figures 4(a) to 4(f) (N = 500). It is observed that the new expansion mostly matches the predictions of the asymptotic series with the same number of terms, except for the case arg z = π, where a dedicated asymptotic series is used (see equations (10)). We can also observe that the new expansion produces an exact value of Ai(0) with the first term of its second series. Finally, it is also to be noted that a high number of terms is needed for a good performance of the Maclaurin series in most cases.
Up to this point, we have referred the accuracy to a benchmark estimation. We can also compute theoretically an error bound for a given truncation of the new expansion. As the three series in the expansion are oscillatory due to the factor (−1) n z ±3/2n , we can study this oscillation through the expression
where ϕ = arg z. Equation (58) shows the separation between a maximum and a minimum in the oscillation both for the real and the imaginary parts of the truncated expansion. The difference between the maximum and minimum closest to each other and to N = 500 is used as the theoretical error bound for each one of the three series, and this results in the upper bounds for the accuracy shown in a logarithmic scale in figure 3(d) .
The series of the new expansion are not oscillating along the line defined by arg z = ±2π/3 11 and, therefore, no error bound is available in general along this line. However, for |z| 6.5 it is found that terms of an order higher than n = 400 are numerically negligible and of the order of the machine-precision floating point numbers in use. Therefore, numerical convergence is effectively reached for {z : arg z = ±2π/3, |z| 6.5}, as can be seen in figures 3(c) and 4(f).
Conclusions
A new convergent series expansion has been obtained for the Airy function Ai(z) of complex argument, and also for Bi(z) as a consequence of equation (50) Accuracy N=100 N=200 N=400 N=500
(e) (f) Figure 4 : The accuracy of the new expansion in Theorem 4.3 is shown for different truncation indices and different phases of the complex variable z as |z| increases. series. In this respect, they are similar to the Hadamard expansions. However, the new series are different in the sense that rely on two types of Taylor's expansions, one of which is of the same type as in Hadamard series, producing lower incomplete Gamma functions, whereas the other is performed at s = ∞ and produces upper incomplete Gamma functions, not present in Hadamard expansions. The use of these two types of Taylor series allows us to have two finite domains, for s and s = 1/s 2/3 respectively, where the series given by equations (31) and (46) converge uniformly for any compact subset. Therefore, they can be integrated term by term to produce the convergent series of Theorem 4.3. Theorem 4.3 also provides a clear picture of the Stokes phenomenon present in the classical asymptotic series. It shows the impact of the splitting of the steepest descent path in the series of equation (48), and the correspondence with the well known property given in (49). The oscillatory behavior of the Airy function for the anti-Stokes line at z = −x, x ∈ R + , when |z| is not large is also revealed. In this respect, the new expansion shows its role as the convergent extension of the classical asymptotic series. Herein lies its theoretical importance.
The rate of convergence of the new expansion has also been studied in section 5. It produces a level of accuracy that improves the performance of the asymptotic expansion and complements the Maclaurin series.
