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From transfer-matrix calculation of localization lengths and their finite-size scaling analyses, we
evaluate critical exponents of the Anderson metal-insulator transition in three dimensional (3D)
orthogonal class with particle-hole symmetry, class CI, as ν = 1.16 ± 0.02. We further study
disorder-driven quantum phase transitions in the 3D nodal line Dirac semimetal model, which
belongs to class BDI, and estimate critical exponent as ν = 0.80 ± 0.02. From a comparison
of the critical exponents, we conclude that a disorder-driven re-entrant insulator-metal transition
from the topological insulator phase in the class BDI to the diffusive metal phase belongs to the
same universality class as the Anderson transition in the 3D class BDI. We also argue that an
infinitesimally small disorder drives the nodal line Dirac semimetal in the clean limit to the diffusive
metal.
Introduction — Identifying a new critical behavior in
quantum phase transition is one of the fundamental sub-
ject in physics. In theory, critical exponent and scal-
ing function represent universal aspects of a saddle-point
fixed point of an underlying renormalization group (RG)
equation [1]. In Anderson metal-insulator transition [2],
these quantities are key ingredients of universal scaling
properties of electric and thermal transports around the
quantum phase transition, and they are determined only
by the basic symmetries and spatial dimension of Hamil-
tonian [3–9]. Recent material discoveries of Weyl [10–13]
and nodal line Dirac semimetals [14–20] stimulate inten-
sive studies on non-Anderson-type disorder-driven quan-
tum phase transitions [21–23]. Their universal critical
properties are characterized by unconventional critical
exponents [24–30] and scaling forms [31], indicating new
universality classes of the disorder-driven quantum phase
transitions.
In this paper, we evaluate numerically critical expo-
nents of the Anderson transitions in three dimensional
(3D) systems with particle-hole symmetries, 3D symme-
try class CI and symmetry class BDI [32–35], respec-
tively. We study disorder-driven metal-insulator transi-
tions in a nodal line Dirac semimetal model in the class
BDI. From a comparison of the critical exponents, we
conclude that a disorder-driven re-entrant transition be-
tween topological band insulator phase in the class BDI
and diffusive metal phase belongs to the same universal-
ity class [36, 37] as the Anderson transition in the 3D
class BDI [38]. Contrary to a previous study [39] where
nodal line Dirac semimetal is stable against disorder, we
argue that an infinitesimally small disorder drives the
nodal line Dirac semimetal to the diffusive metal.
3D class CI — Let us begin with 3D tight-binding
model belonging to class CI. The following two-orbital
cubic-lattice model is considered in this paper;
H ≡
∑
i,j
∑
d,d′
|i, d〉[H](i,d|j,d′)〈j, d′|
=
∑
i
{(
εi + ∆
)(|i, a〉〈i, a| − |i, b〉〈i, b|)
+ t‖
(|i, a〉〈i, b|+ |i, b〉〈i, a|)
+ t⊥
∑
µ=x,y
∑
d=a,b
(|i+ eµ, d〉+ |i− eµ, d〉)〈i, d|
+ t′‖
(|i+ ez, a〉〈i, a| − |i+ ez, b〉〈i, b|+ h.c.)}. (1)
Here d, d′ = a, b denotes the orbital index, i ≡ (ix, iy, iz)
with ex = (1, 0, 0), ey = (0, 1, 0) and ez = (0, 0, 1) is the
site index on the 3D cubic lattice. εi represents a ran-
dom potential, which is uniformly distributed in a range
of [−W/2,W/2]. The random potentials at two different
cubic lattice sites have no correlation; εiεj = δi,jW
2/12.
The model with the random potential has a particle-hole
symmetry (PHP = −H) as well as the time-reversal sym-
metry (H∗ = H) with [P](i,d|j,d′) ≡ (−1)ix+iyδi,j [σy]d,d′ .
Since PT = −P, the single-particle Hamiltonian has a set
of doubly degenerate real-valued eigenstates at the zero
eigenenergy, which results in the degeneracy of the Lya-
punov exponents at E = 0; the degeneracy is protected
by the particle-hole symmetry. According to the symme-
try classification of the random matrix theory [34], the
zero-energy eigenstates of H belong to the class CI. In
the following, we set ∆ = t‖ = t′‖ = t⊥ = 1 and focus on
a delocalization-localization transition of the zero-energy
eigenstates. In the clean limit (W = 0), the Hamiltonian
has two disconnected Fermi surfaces at E = 0 [40]. In the
presence of the disorder, a localization length of the zero-
energy eigenstates along the z-direction (λz) is calculated
in terms of the transfer matrix method [7–9, 41]. The pe-
riodic boundary condition is imposed along x and y di-
rections with a linear dimension within the xy plane (L).
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2phase transition label m1 n1 m2 n2 GOF Wc ν y
3D class CI 2 3 0 1 0.12 10.957 [10.953 , 10.961] 1.160 [1.144 , 1.174] 1.20 [0.93, 1.74]
3D class CI 3 3 0 1 0.11 10.957 [10.953 , 10.961] 1.160 [1.142 , 1.176] 1.21 [0.96, 3.09]
phase transition 1 (3D class BDI) 3 3 0 1 0.12 3.135 [3.132 , 3.138] 0.832 [0.723 , 0.906] 2.95 [1.80 , 4.49]
phase transition 2 (3D class BDI) 3 3 0 1 0.28 11.96 [11.92 , 12.02] 0.798 [0.753 , 0.832] 1.45 [1.25 , 1.66]
phase transition 3 (3D class BDI) 2 3 0 1 0.18 4.76 [4.75 , 4.77] 0.824 [0.803 , 0.846] 3.35 [2.28 , 4.21]
phase transition 3 (3D class BDI) 3 3 0 1 0.18 4.76 [4.75 , 4.77] 0.825 [0.800 , 0.846] 3.33 [2.40 , 4.21]
TABLE I. Polynomial fitting results for the metal-insulator transitions measured in the 3D class CI model and at three different
sets of parameters in the 3D class BDI model. In the class BDI model, the phase transition 1 is from topological band insulator
to diffusive metal, the phase transition 2 is from diffusive metal to Anderson insulator, and the phase transition 3 is from
trivial band insulator to diffusive metal (see in FIG. 1). The goodness of fit (GOF), critical disorder Wc, critical exponent ν,
the scaling dimension of the least irrelevant scaling variable −y are shown for different orders of the Taylor expansion of the
universal scaling function (m1, n1,m2, n2). The square bracket is the 95% confidence interval.
On increasing the disorder strength W , the eigenstates at
E = 0 undergo the Anderson transition. The quantum
phase transition is detected by a scale-invariant behavior
of a normalized localization length Λz ≡ λz/L [40]. The
density of states (DOS) of H with finite disorder strength
W is calculated in terms of kernel polynomial expansion
(KPE) method [42]. Due to the particle-hole symmetry,
the calculated DOS is symmetric about E = 0, while
the DOS at E = 0 remains finite at the quantum phase
transition point [40].
The critical exponent of the Anderson transition in the
3D class CI model is determined by polynomial fitting
method [41]. Under an assumption of spatially isotropic
scaling property of a saddle-point fixed point, the nor-
malized localization length Λz should be given by a scal-
ing function Λz = F (φ1, φ2) where φ1 ≡ u1(w)L1/ν and
φ2 ≡ u2(w)L−y stand for a relevant and irrelevant scal-
ing variable at the saddle-point fixed point; 1/ν (> 0) and
−y (< 0) are the scaling dimensions of the relevant and
irrelevant scaling variables around the postulated saddle-
point fixed point. w is a normalized distance from the
critical point; w ≡ (W−Wc)/Wc. When W is sufficiently
close to the critical disorder strength Wc, u1(w) and
u2(w) can be Taylor expanded in small w. By definition,
the expansions take forms of ui(w) ≡
∑mi
j=0 bi,jw
jwith
i = 1, 2, b1,0 = 0 and b2,0 6= 0. For smaller w and larger L,
the universal function can be further expanded in small
φ1 and φ2 as F =
∑n1
j1=0
∑n2
j2=0
aj1,j2φ
j1
1 φ
j2
2 . For a given
set of (n1, n2,m1,m2), χ
2 ≡ ∑NDk=1(Fk − Λz,k)2/σ2k is
minimized in terms of Wc, ν, −y, ai,j and bi,j (without
loss of generality, we set a1,0 = a0,1 = 1). ND here is
a number of data points used for the fitting, and each
data point k is specified by L and W . Λz,k and σk are
a mean value and error bar of Λz from the transfer ma-
trix calculation for k = (L,W ), respectively, while Fk
is a fitting value from the polynomial expansion of the
universal function F for the same L and W . Fittings
are carried out for several different (n1, n2,m1,m2) with
n1 ≤ 3, n2 = 1, m1 ≤ 3 and m2 = 0. Table I shows the
fitting results with goodness of fit (GOF) greater than
0.1. The same fittings are also carried out for 1000 sets
of ND number of synthetic data that are generated from
the mean value and the error bar at each data point. The
fittings for the synthetic data give 95 % confidence inter-
vals in Table I. From the polynomial fitting analyses, the
critical exponent of the Anderson transition in the 3D
class CI is evaluated as ν = 1.16 ± 0.02. The critical
exponent thus evaluated is clearly distinct from any of
the conventional critical exponents in the Wigner-Dyson
universality classes in 3D [41, 43, 44].
3D class BDI — Let us next introduce a 3D tight-
binding model in the class BDI, whose clean limit en-
compasses nodal line Dirac semimetal as well as topo-
logical band insulator phases. The following two-orbital
cubic-lattice model is considered;
H ≡
∑
i,j
∑
d,d′
|i, d〉[H](i,d|j,d′)〈j, d′|
=
∑
i
[(
εi + ∆
)(|i, a〉〈i, a| − |i, b〉〈i, b|)
+ t‖
{(|i+ ez, a〉 − |i− ez, a〉)〈i, b|+ h.c.}
+ t⊥
∑
µ=x,y
(|i+ eµ, a〉〈i, a| − |i+ eµ, b〉〈i, b|+ h.c.)
+ t′‖
(|i+ ez, a〉〈i, a| − |i+ ez, b〉〈i, b|+ h.c.)], (2)
where the same notation as in Eq. (1) is used. The model
with non-zero disorder has a time-reversal symmetry
(H∗ = H) and a particle-hole symmetry (P′HP′ = −H)
with [P′](i,d|j,d′) = δi,j [σx]d,d′ . Since P′
T
= P′, the zero-
energy eigenstates of H as well as the Lyapunov expo-
nents have no symmetry-protected degeneracy. Accord-
ing to the symmetry classification [34], the zero-energy
eigenstates belong to the class BDI. We emphasize that
compared to a bipartite-lattice model with hopping dis-
orders [38], the potential disorder that preserves the
particle-hole symmetry enables a stable transfer matrix
calculation of the localization length and evaluation of
the critical exponent in the 3D class BDI. In the follow-
ing, we set t′‖ = −1, t‖ = −1/4 and either t⊥ = 3/10
varying ∆ and W or ∆ = 0 varying t⊥ and W , and fo-
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FIG. 1. Phase diagram of the 3D class BDI model determined
by the transfer matrix calculation of the localization length
along x direction (t⊥ 6= 0) and along z direction (t⊥ = 0)
and by the self-consistent Born calculation (dotted line). (a)
W -t⊥ diagram (∆ = 0) (b) W -∆ diagram (t⊥ = 3/10). The
boundary by the square boxes is the metal-insulator transition
line of the zero-energy states, while the dotted line is a critical
disorder strength above which the zero-energy density of state
becomes finite. The bold black line represents nodal line Dirac
semimetal phase. The red double-headed arrows stand for the
phase transitions we focus on in this paper. AI, DM, TI and
OI stand for Anderson insulator, diffusive metal, topological
band insulator and trivial band insulator phases, respectively
(see the text).
cus on the quantum phase transitions of the zero-energy
eigenstates.
In the clean limit (W = 0), an energy-momentum dis-
persion of H is given by E±(k) = ±{[∆ + 2t⊥(cx + cy) +
2t′‖cz]
2 + 4t2‖s
2
z}
1
2 where cµ ≡ cos kµ, sµ ≡ sin kµ (µ =
x, y, z), k ≡ (kx, ky, kz), H(k)|u±(k)〉 = E±(k)|u±(k)〉,
and H(k) is a Fourier-transform of H without the ran-
dom potential. The two energy bands undergo a se-
quence of phase transitions as a function of ∆. When
∆ > ∆c,1 ≡ 2|t′‖| + 4|t⊥| = 16/5, there is a finite band
gap between the two energy bands (trivial band insulator
phase). When ∆c,1 > ∆ > ∆c,2 ≡ 2|t′‖| − 4|t⊥| = 4/5,
the two bands form a close loop of band touchings at
E = 0 in the momentum space, that lies on a plane
of kz = 0 (nodal line Dirac semimetal phase). On de-
creasing ∆, the loop grows up from (kx, ky) = (pi, pi)
at ∆ = ∆c,1 and shrink into (0, 0) at ∆ = ∆c,2. The
two energy bands form a pair of two linearly dispersive
Dirac cones within a cross-sectional plane that cut the
closed loop into two open lines; the loop is called as Dirac
nodal line. Due to the Dirac cone, the Zak phase [45]
along the kz axis, i
∫ pi
−pi〈u±(k)|∂kz |u±(k)〉 dkz, is pi and
0 whenever (kx, ky) is inside and outside the closed loop;
(kx, ky) = (pi, pi) / (0, 0) is inside/outside the loop. The
pi Zak phase leads to Su-Schrieffer-Heeger (SSH) zero-
energy states [46] localized at the spatial boundary along
z. The SSH states form a ‘drum-head’ shape zero-energy
flat surface state in the surface Brillouin zone, where a
boundary of the ‘drum head’ is given by a projection of
the Dirac nodal line onto the surface BZ. When ∆ < ∆c,2,
the two bands open a gap again, while the Zak phase is pi
for any (kx, ky) ∈ [−pi, pi]× [−pi, pi]; the spatial boundary
along z has the SSH zero modes [46] for any surface crys-
tal momentum in the surface BZ (topological band insu-
lator phase). The topological insulator phase is equiva-
lent to the one dimenisonal (1D) topological insulator in
the class BDI. Namely, by turning off t⊥ in Eq. (2), one
can adiabatically connect the topological band insulator
phase to decoupled 1D models with a finite band gap at
E = 0.
Re-entrant insulator-metal transition — The 1D topo-
logical insulator in the class BDI is characterized by an
integer-valued topological number Z [35]. In the clean
limit, the integer corresponds to a winding number [47]
between the 1D Brillouin zone for kz and a loop formed
by two Pauli matrices in H(k). The winding num-
ber of the topological insulator phase in ∆ < ∆c,2 is
+1 [40]. When the random pontential is weakly intro-
duced with the BDI symmetry preserved, the topolog-
ical integer remains unchanged, unless the zero-energy
bulk states undergo a localization-delocalization transi-
tion. Meanwhile, the zero-energy states in strongly disor-
dered regime should be in a localized phase with the zero
topological integer (Anderson insulator phase). This in-
dicates that between the topological band insulator phase
in weakly disordered regime and the Anderson insula-
tor phase in strongly disordered regime, there must be
two-step disorder-driven quantum phase transitions: one
transition from the topological band insulator to metal
phases and the other from metal to the Anderson insula-
tor phases. In the 1D limit, a metal phase cannot exist
in the presence of finite disorder. Thus, the two phase
transition points must collapse into a point in the limit
of t⊥ → 0. The transfer matrix calculation of the local-
ization lengths [40] confirms this global structure of the
phase diagram (Fig. 1).
Effect of disorders in nodal line Dirac semimetal
— The bulk DOS in the nodal line Dirac semimetal
(NLDSM) vanishes linearly in E at the node (E = 0) in
the clean limit. When the random potential εi with a fi-
nite disorder strength is introduced, the bulk zero-energy
states acquire a finite mean-free (life) time, making the
DOS at E = 0 finite. We call this metal phase with fi-
nite zero-energy DOS as diffusive metal (DM) phase and
distinguish DM phase from NLDSM phase with the van-
ishing zero-energy DOS.
The short-ranged random potential is a marginally rel-
evant scaling variable around the clean-limit fixed point
(NLDSM fixed point), and an infinitesimally small disor-
der always transforms the NLDSM phase into DM phase.
To see this, note first that the degeneracy between the
two energy bands is not lifted in a tangential direction
along the closed loop. As a result, a tree-level scaling
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FIG. 2. Λx ≡ λx/L as a function of the disorder strength
around the re-entrant transition between topological band in-
sulator and diffusive metal phases in the 3D class BDI model
(see phase transition 1 in Fig. 1). The circles are the raw
data of Λx, where an error bar is smaller than the circle
size. The curves are from the polynomial fitting results with
(m1, n1,m2, n2)=(3,3,0,1). Inset: bulk density of states at
E = 0 near the re-entrant transition point.
dimension of the momentum along the tangential direc-
tion is zero. This makes the tree-level scaling dimension
of the short-ranged disorder strength to be zero. Being
given by an attractive interaction in an effective action,
the quenched disorder strength is always reinforced by
a one-loop RG correction around the clean-limit fixed
point.
The same conclusion can be reached by self-consistent
Born (SCB) analysis. The SCB gives a gap equation for
the mean-free time of the zero-energy eigenstates of H,
τ , as;
1 = K
∫
[−pi,pi]3
d3k
(2pi)3
1
E2(k) + τ−2
, (3)
where K ≡W 2/12 and E2(k) ≡ E2±(k) given above [40].
The 3D momentum integral in the right hand side can
be decomposed into a 1D momentum integral along the
closed loop, k‖, and 2D momentum integral within the
cross-sectional plane, k⊥. Since E(k) has the linear dis-
persion around the node within the plane, the 2D integral
over k⊥ has an infrared (IR) logarithmic singularity for
any k‖. Thus, the right hand side essentially reduces to
K
∫
1/vF τ
dk⊥/k⊥. Due to the IR logarithmic singularity,
the gap equation for arbitrary small K always leads to a
solution of a finite IR ‘cutoff’ τ−1 (a finite mean-free time
of the zero-energy states), which results in a finite zero-
energy DOS. In fact, the transfer matrix calculations do
not indicate the presence of any quantum phase transi-
tion from NLDSM phase to DM phase at finite disorder
strength (Fig. 1).
Critical exponent in the re-entrant transition– The
critical exponent associated with the Anderson transition
between the DM and Anderson insulator phases (phase
transition 2 in Fig. 1) is evaluated by the polynomial
fitting analysis of the normalized localization length as
ν = 0.80 ± 0.02, where a localization length along the
x direction λx is calculated [40]. The critical exponent
associated with the Anderson transition between the triv-
ial band insulator and DM phases (phase transition 3 in
Fig. 1) is evaluated as ν = 0.82 ± 0.01. Since the 95 %
confidence intervals of these two exponents (see Table I)
overlap with each other, we conclude that the critical ex-
ponent of the Anderson transition in the 3D class BDI is
ν = 0.80± 0.02.
Based on this new knowledge, we next evaluate the
critical exponent associated with the re-entrant insulator-
metal transition between topological band insulator and
DM phases (phase transition 1 in Fig. 1). We use
the same polynomial fitting analyses for the localiza-
tion length along the x direction λx with Lx = 3 × 106
for L = 22, and Lx = 2 × 106 for L = 24, 26, 28, 30
(Fig. 2). The fitting result with GOF greater than 0.1
gives ν = 0.83 ± 0.05 (Table. I). From the comparison
with the other two exponents from the phase transitions
2 and 3, we conclude that the re-entrant transition be-
tween the topological band insulator and DM phases is of
the same universality class as the Anderson transition in
3D class BDI. Note also that the KPE calculation shows a
finite zero-energy DOS on the re-entrant phase transition
point (inset of Fig. 2). The situation is similar to previous
studies on 2D symplectic class, where the quantum spin
Hall insulator to DM transition shows the same critical
exponent as in standard Wigner-Dyson (WD) universal-
ity classes [36, 37] and to a previous study on 3D unitary
class, where the layered Chern insulator to DM transition
shows the same critical exponent as in the WD univer-
sality classes [30].
Summary — The critical exponents of Anderson tran-
sitions in 3D class CI and that in class BDI are clari-
fied numerically. A disorder-driven re-entrant transition
from a topological band insulator phase to diffusive metal
phase is studied in a model of the class BDI. A com-
parison of the critical exponents suggests that the re-
entrant transition belongs to the same universality class
as the Anderson transition in the class BDI. The transfer-
matrix calculation as well as self-consistent Born study
suggests that an infinitesimally small disorder drives the
nodal line Dirac semimetal in the clean limit to the dif-
fusive metal.
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6SUPPLEMENTAL MATERIALS
3D class CI model
The tight-binding model Hamiltonian for the 3D class
CI model in the clean limit reduces to the following two
by two Hamiltonian in the momentum space,
H(k) = 2t⊥(cos kx + cos ky)σ0 + t‖σ1 + (2t′‖ cos kz + ∆)σ3,
(4)
with two separate energy bands,
E±(k) = 2t⊥(cos kx + cos ky)±
√
t2‖ + (2t
′
‖ cos kz + ∆)
2.
(5)
In the main text, we set ∆ = t‖ = t′‖ = t⊥ = 1, where the
zero-energy states comprise of two disconnected Fermi
surfaces (Fig. 3). In the presence of the random poten-
tial, the localization length of the zero-energy eigenstates
(λz) is calculated along z direction as a function of disor-
der strength W , where the periodic boundary condition
is imposed along x and y directions. A linear dimension
of a cross-section of the cubic lattice within the xy plane
(L) and a linear dimension along the z direction (Lz) are
set to Lz = 2 × 106 for L = 24, 28 and Lz = 4 × 106 for
L = 8, 10, · · · , 18, 20, respectively. On increasing the dis-
order strength, the zero-energy eigenstates undergo the
Anderson transition, where the critical disorder strength
is identified by a scale-invariant point of the normalized
localization length Λz ≡ λz/L (Fig. 4). The density of
states (DOS) of the system with the random pontential
is also calculated as a function of the disorder strength
W in terms of the Kernel polynomial expansion (KPE)
method [42] for the same set of the tight-binding param-
eters (Fig. 5). For any W , the total DOS is an even
function in E due to the particle-hole symmetry, while a
tiny odd component in E stems from finite expansion or-
der in the KPE method. The zero-energy DOS decreases
on increasing the disorder strength W , while it remains
finite at the Anderson transition point (Wc ' 11; right
panel of Fig. 5).
3D class BDI model
The tight-binding Hamiltonian for 3D class BDI model
in the clean limit is given by the following 2 by 2 Hamil-
tonian,
H(k) = a2(k)σ2 + a3(k)σ3 (6)
with
a2(k) = 2t‖ sin kz,
a3(k) = ∆ + 2t⊥(cos kx + cos ky) + 2t′‖ cos kz.
FIG. 3. two Fermi surfaces at E = 0 in the 3D class CI model.
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FIG. 4. ln(Λz) ≡ ln(λz/L) as a function of the disorder
strength W for the 3D class CI model. The circles are the
raw data of ln(Λz), whose error bar is smaller than the circle
size. The curves are from the fitting results with the Taylor-
expansion orders:(m1, n1,m2, n2)=(2,3,0,1).
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FIG. 5. (left) density of states (DOS) as a function of E for
several different values of the disorder strength W . (right)
The zero-energy DOS as a function of the disorder strength.
The density of states is calculated by the kernel polynomial
expansion method [42] with a cubic system size L = 100 and
large polynomial expansion order (N=4000). The DOS is
averaged over 20 different disorder realizations.
self-consistent Born analyses in favor for single-particle
Green function
A single-particle retarded/advanced Green function is
averaged over the random potential εi;
[G±(E,k,k′)]c,c′ =
1
N
∑
i,j
eiki−ik
′j
〈[
1
E −H0 − V± iδ
]
(i,c|j,c′)
〉
imp
(7)
where c, c′ denotes the index for the two orbitals, c, c′ =
a, b. H0 is H without the random potential and V is the
random potential part,[
V
]
(i,c|j,c′) ≡ δi,j [σ3]c,c′εi. (8)
〈· · · 〉imp stands for a quenched average over the short-
ranged random potential and is defined below;
〈εiεj〉imp = δi,j
(∫ W/2
−W/2
ε2dε
)/(∫ W/2
−W/2
dε
)
= δi,j
W 2
12
≡ δi,jK. (9)
In the thermodynamic limit, the quenched average of
higher-order powers in the random potential is given by
the second-order average, e.g.
〈εiεjεnεm〉imp =
(δi,jδn,m + δi,nδj,m + δi,mδj,n)(K
2 +O(N−1)).
(10)
The averaged Green function takes a diagonal form in
the momentum; [G±(E,k,k′)]c,c′ = δk,k′ [G±(E,k)]c,c′ ,
where the two by two [G±(E,k)] is given by the following
Dyson equation within the self-consistent Born approxi-
mation,
G±(E,k) = G±,0(E,k)(
1 +
K
N
∑
q
σ3G±(E, q)σ3G±(E,k)
)
. (11)
G±,0(E,k) is the Green function in the clean limit;
G−1±,0(E,k) = (E ± iδ)−H(k)
≡ a0σ0 − a2(k)σ2 − a3(k)σ3 (12)
with a0 ≡ E ± iδ. The solution of the Dyson equation is
characterized by two k-independent complex-valued con-
stants, γ0 and γ3;
G−1± (E,k) =
(
a0 − γ0
)
σ0 − a2(k)σ2 −
(
a3(k) + γ3
)
σ3.
(13)
For the zero-energy states (E = 0), γ0 and γ3 take pure
imaginary and real values respectively;
Imγ0 =
K
N
∑
q
Imγ0
a22(q) + (a3(q) + Reγ3)
2 + (Imγ0)2
,
(14)
Reγ3 = −K
N
∑
q
a3(q) + Reγ3
a22(q) + (a3(q) + Reγ3)
2 + (Imγ0)2
.
(15)
Reγ3 renormalizes an energy gap in the band insulator
phases as well as a shape of nodal line in the semimetal
phase. Imγ0 is an inverse of a mean-free (life) time of the
zero-energy states. According to the gap equations, Imγ0
can be either zero (‘ballistic’ zero-energy-states solution)
or a finite constant that satisfies Eq. (15) and
1 =
K
N
∑
q
1
a22(q) + (a3(q) + Reγ3)
2 + (Imγ0)2
. (16)
Eq. (16) corresponds to Eq. (3) in the main text. The
zero-energy density of states is proportional to Imγ0;
ρ(E = 0) = − 1
pi
1
N
∑
k
ImTr
[
G+(E = 0,k)
]
=
2Imγ0
piK
.
(17)
By solving the gap equations numerically, we determine
a phase boundary of ρ(E = 0); a boundary between a
phase with ρ(E = 0) = 0 and a phase with ρ(E = 0) 6= 0
(Fig. 1 in the main text).
localization length and density of states
The localization length along x (λx) is calculated as
a function of disorder strength W at three different pa-
rameter points of the 3D class BDI model. In the calcu-
lation, following three quantum phase transition points
Wc are identified with scale-invariant points of the nor-
malized localization length Λx ≡ λx/L: (i) phase tran-
sition 1 between the topological band insulator and DM
phases; ∆ = 0.5 and Wc = 3.135 (Fig. 2 in the main
text), (ii) phase transition 2 between the DM and AI
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FIG. 6. Localization length as a function of the disorder
strength in the 3D class BDI model. left: Λx ≡ λx/L for
the phase transition 2 (see in Fig. 1 in the main text). right:
ln(Λx) ≡ ln(λx/L) for the phase transition 3 (see in Fig. 1
in the main text). The circles are the raw data, where an
error bar is smaller than the circle size. The curves are from
the polynomial fitting curves with (m1, n1,m2, n2)=(3,3,0,1)
(left) and with (m1, n1,m2, n2)=(2,3,0,1) (right).
phases; ∆ = 0.5 and Wc = 11.96 (left panel of Fig. 6),
and (iii) phase transition 3 between the trivial band in-
sulator and DM phases; ∆ = 4.0 and Wc = 4.76 (right
panel of Fig. 6). Here L and Lx are a linear dimension of
the cubic lattice system within the yz plane and along x
respectively. For the phase transition 2, the localization
length λx is calculated with Lx = 2 × 106 for L = 26
and Lx = 1× 106 for L = 14, 16, 18, 20, 22, 24. For the
phase transition 3, λx is calculated with Lx = 3×106 for
L = 22 and Lx = 2 × 106 for L = 24, 26, 28, 30. From
the polynomial fitting analyses, the critical exponent of
3D calss BDI as well as the MI transition points Wc are
precisely determined (Table I in the main text).
The DOS is also calculated for the same sets of pa-
rameters in terms of the KPE method (Fig. 7). The
zero-energy DOS is always finite at the MI transition
points of the three phase transitions. Especially for the
phase transitions 1 and 3, the zero-energy DOS becomes
finite at a certain critical disorder strength below Wc.
The critical disorder strengths for the phase transitions
1 and 3 are consistent with the boundary determined by
the self-consistent Born analyses.
one dimensional limit
When t⊥ = 0, the 3D class BDI model reduces to a
one-dimensional (1D) model;
H(k) = 2t‖ sin kzσ2 + (∆ + 2t′‖ cos kz)σ3
=
√
(2t‖ sin kz)2 + (∆ + 2t′‖ cos kz)
2
× (n2(kz)σ2 + n3(kz)σ3). (18)
The topological integer for the 1D BDI topological insula-
tor is defined as a winding number of the two-component
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FIG. 7. Density of states (DOS) by the kernel polynomial
expansion method [42] with the cubic system size L = 100
around the three quantum phase transition points. upper:
DOS for the phase transition 1 with the polynomial expan-
sion order N=3000; middle:DOS for the phase transition 2
with the polynomial expansion order N=2000; lower:DOS for
the phase transition 3 with the polynomial expansion order
N=4000. (Left) DOS as a function of E and (right) the zero-
energy DOS as a function of the disorder strength W . We
take an average over four different disorder realizations with
fixed W . The bold line in the left figures indicate a disorder
strength that is closest to Wc.
unit vector (n2(kz), n3(kz)) as a function of kz ∈ [−pi, pi];
Z ≡
∫ pi
−pi
dkz
2pi
(
n3∂kzn2 − n2∂kzn3
)
. (19)
When |∆| < 2|t′‖| with t‖ 6= 0, the integer is ±1, while
the integer is zero for |∆| > 2|t′‖| with t‖ 6= 0. The
topological integers of the topological phase in Fig. 1 in
the main text are +1 for any kx and ky.
When the random potential is weakly introduced with
the BDI symmetry, the topological integer remains un-
changed, unless the zero-energy bulk states become de-
localized. On the one hand, the bulk eigenstates in the
strongly disorder regime must be in a conventional lo-
calized phase with the zero topological integer. This
suggests that between the 1D BDI topological insulator
phase in the weakly disordered regime and 1D conven-
tional localized phase in the strongly disordered regime,
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FIG. 8. 1D localization length ξ1d as a function of the disorder
strength W for ∆ = t⊥ = 0, t‖ = −1, and t′‖ = −1/4. 1D BDI
topological insulator phase is separated from the Anderson
insulator at a point around W ' 5.0, where the localization
length shows a very strong peak.
there must be a insulator to insulator transition at a cer-
tain disorder strength. To test this numerically, we set
t⊥ = 0 and calculate a 1D localization length ξ1d for
∆ = 0, t′‖ = −1 and t‖ = −1/4 (Fig. 8). The localization
length shows a very strong peak around W ' 5.0, indi-
cating a certain transition from 1D topological insulator
phase to Anderson insulator phase. The point named as
‘1d limit’ in Fig. 1 in the main text is determined by the
value of W at which ξ1d shows the sharp peak. Numeri-
cally, however, the peak value remains finite even for very
large Lz ' 108. We leave it for future study a detailed
behaviour of ξ1d in this one-dimensional limit.
