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KALEIDOSCOPIC GROUPS: PERMUTATION GROUPS
CONSTRUCTED FROM DENDRITE HOMEOMORPHISMS
BRUNO DUCHESNE, NICOLAS MONOD, AND PHILLIP WESOLEK
ABSTRACT. Given a transitive permutation group, a fundamental object
for studying its higher transitivity properties is the permutation action
of its isotropy subgroup. We reverse this relationship and introduce a
universal construction of infinite permutation groups that takes as input
a given system of imprimitivity for its isotropy subgroup.
This produces vast families of kaleidoscopic groups. We investigate
their algebraic properties, such as simplicity and oligomorphy; their ho-
mological properties, such as acyclicity or contrariwise large Schur mul-
tipliers; their topological properties, such as unique polishability.
Our construction is carried out within the framework of homeomor-
phism groups of topological dendrites.
1. INTRODUCTION
Ces effets de prisme se modifient à l’infini, suivant la place que
l’on occupe. Ne vous semble-t-il pas que nous sommes penchés
sur l’ouverture d’un immense kaléidoscope ?
— Jules Verne, Le Pays des fourrures.
Consider an arbitrary permutation group Γ < Sym(n) of a finite or
countable set of n elements, where 3 ≤ n ≤ ∞. From this data, we con-
struct canonically a primitive permutation group of an infinite countable
set: the kaleidoscopic group K (Γ).
This construction is particularly well-suited to explore the worlds that
open up between primitivity and double primitivity. For instance, K (Γ) is
often doubly transitive, but never triply transitive.
The principle behind this exploration is that the functor Γ 7→ K (Γ) shifts
the attention one level deeper into the action, namely to the action of a
point-stabilizer K (Γ)x (upon the complement of that point x). More pre-
cisely, the construction is such thatK (Γ)x admits a systemof imprimitivity
isomorphic to the initial permutation group Γ.
Here are a first few properties of the functor Γ 7→ K (Γ) defined in this
text.
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Theorem 1.1.
(i) The abstract group K (Γ) is simple and uniformly perfect.
(ii) The permutation group K (Γ) is always primitive; it is doubly transitive if
and only if Γ is transitive.
(iii) The permutation group K (Γ) is never doubly primitive: its point-stabilizers
admit a system of imprimitivity isomorphic to Γ and decompose as permuta-
tional wreath product over Γ.
Remark 1.2. In (i), uniform perfectness means that every element is the
product of a uniformly bounded number of commutators. We shall show
that this number can be taken to be 3.
In order to appreciate the diversity of kaleidoscopic groups, it is natural
to ask how much K (Γ) depends upon Γ. This question can be asked for
the permutation groups or for the underlying abstract groups. An interme-
diate level is to consider the groups endowed with the Polish topology of
pointwise convergence.
We obtain the strongest possible answer under a discreteness assump-
tion on Γ, which is a void assumption unless n = ∞.
Theorem 1.3. Suppose that the groups Γ < Sym(n) and Γ′ < Sym(n′) are
discrete, which is automatic when n, n′ < ∞. Then K (Γ) and K (Γ′) are non-
isomorphic even as abstract groups, unless n = n′ and Γ ∼= Γ′ as permutation
groups.
In particular, even the trivial group Γ = 1 gives rise to countably many
non-isomorphic simple primitive permutation groups K (1 y [n]), where
[n] = {0, . . . , n− 1}.
Another family of examples is the regular permutation group Γ y Γ
associated to an arbitrary countable group Γ; this produces a continuum of
non-isomorphic kaleidoscopic groups of very high descriptive complexity
(by [25]).
* * *
Our kaleidoscopic groups are constructed as homeomorphisms of den-
drites, that is, of locally connected continua containing no simple closed
curve. These topological spaces arise naturally in many contexts; for in-
stance, some appear as Julia sets [19, §4] or as a realization of a Berkovich
line [15]. A general dendrite X contains three types of points x ∈ X, accord-
ing to the number of components of the complement X \ {x}. This number
is at most countable and coincides with the Menger–Urysohn order of x in
X.
• If the complement X \ {x} remains connected, x is an end.
• If x separates X into two components, it is a regular point.
• Otherwise, x belongs to the set Br(X) of branch points.
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The set of branch points is at most countable and provides us with a
natural representation
Homeo(X) −→ Sym(Br(X))
into the Polish group of permutations of Br(X). When X has no free arcs,
i.e. when Br(X) is arc-wise dense in X, this representation is a topological
group isomorphism onto its image, see [10, 2.4].
We shall focus on certain universal dendrites Dn, namely theWaz˙ewski
dendrite of order 3 ≤ n ≤ ∞. This dendrite is characterized up to homeo-
morphism by the following properties:
• Dn is not reduced to a single point,
• every branch point of Dn has order n,
• Dn has no free arcs.
Consider now an arbitrary subgroup G < Homeo(Dn). On the one hand,
G is a permutation group of the countable set Br(Dn). On the other hand,
for any x ∈ Br(Dn), the stabilizer Gx projects to a permutation group Γ(Gx)
of the n-element set of components
x̂ := π0
(
Dn \ {x}
)
.
In particular, provided the permutation group G is transitive on branch
points, the permutation groups (Gx, x̂), as x ∈ Br(Dn) varies, are isomor-
phic, so G determines a well-defined isomorphism type of a permutation
group Γ < Sym(n). One thus obtains a functor which produces from a
branch point transitive G < Homeo(Dn) a permutation group (Γ, [n]). The
permutation group (Γ, [n]) is called the local action of G .
The kaleidoscopic construction aims at reversing the functor G 7→ (Γ, [n]).
Thus, we start with a permutation group Γ of the set [n]. We seek a canon-
ical subgroup K (Γ) < Homeo(Dn) (up to conjugation) whose stabilizers
K (Γ)x act on x̂ like Γ acts on [n]. This requires an identification of each x̂
with [n], that is, a coloring. Given a coloring, we can define a subgroup of
Homeo(Dn) by postulating that the coloring is only locally changed by ele-
ments of Γ, in close analogy to the definition proposed by Burger–Mozes [2]
for tree automorphisms.
In order for this construction to be well-defined and canonical, it turns
out that we cannot use just any coloring. We shall need kaleidoscopic col-
orings, defined by the following requirement: given any two points x 6= y
and any two colors i 6= j, there is a branch point separating x from y at
which the component of x has color i and the component of y has color j.
We shall prove that kaleidoscopic colorings are unique up to homeomor-
phisms, which ensures that K (Γ) is well-defined as an isomorphism type
of permutation groups. It may not be obvious at first that kaleidoscopic
colorings exist at all, but in fact, much more is true: we shall see that they
form a dense Gδ in the space of all colorings. This makes the construction
generic, and hence canonical.
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* * *
We now turn to further properties of the kaleidoscopic functor Γ 7→ K (Γ).
Recall that a permutation group is oligomorphic if for all k ∈ N the diago-
nal action on k-tuples has finitely many orbits. This condition is of course
automatic for Γ < Sym(n) if n < ∞, but it is a very interesting property for
infinite permutation groups [3], such as for instance K (Γ).
Theorem 1.4. The permutation group K (Γ) is oligomorphic if and only if Γ is
oligomorphic.
We have already stated that K (Γ) is always a perfect group; equiva-
lently, that the homology H1(K (Γ),Z) vanishes. This raises the question
of higher homological finiteness properties, starting with the Schur mul-
tiplier H2(K (Γ),Z). Interestingly, the situation now depends on Γ. For
instance, the full symmetric group Γ = Sym(∞) corresponds to K (Γ) =
Homeo(D∞), and the latter has no homology at all:
Theorem 1.5. The group Homeo(D∞) is acyclic, that is, the homology groups
Hn(Homeo(D∞),Z) vanish for all n > 0.
In contrast, there are many situationswhereK (Γ) has a non-trivial Schur
multiplier. Following P. Neumann [22], a permutation group is called gen-
erously transitive if it can transpose any pair of points. We shall further
say that an action is semi-generous if it decomposes into two orthogonal
orbits that are both generously transitive, recalling that two actions are or-
thogonal if the diagonal action on the product is transitive.
As soon as we are not in these situations, we obtain non-trivial cohomol-
ogy H2 and indeed also non-trivial bounded cohomology H2b.
Theorem 1.6. Suppose that the permutation group Γ is neither generous nor semi-
generous. Then K (Γ) admits a cocycle which determines a non-trivial class in
H2(K (Γ),Z) and in H2b(K (Γ),Z). Moreover, these classes remain non-trivial
when viewed as R-valued cohomology classes.
This shows that kaleidoscopic groups, despite their dendritic nature,
should not be considered as one-dimensional objects in any strict sense.
Since K (Γ) is perfect, the universal coefficient theorem allows us to de-
duce that the Schur multiplier is often non-trivial.
Corollary 1.7. Suppose that the permutation group Γ is neither generous nor
semi-generous. Then the Schur multiplier H2(K (Γ),Z) is non-trivial, indeed
non-torsion. 
Furthermore, in the particular case of trivial local actions, we obtain kalei-
doscopic groups with large Schur multipliers. The case n = ∞ of the next
statement is in stark contrast to the acyclicity result of Theorem 1.5.
Corollary 1.8. The Schur multiplier of the kaleidoscopic group K (1y [n]) has
rank at least (n− 1)(n− 2)/2.
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We shall see in Section 9 that the restriction on (semi-)generosity in The-
orem 1.6 is in fact the exact condition needed for our method of proof to
work when n < ∞. However, when n = ∞, we will give an example of a
generously transitive permutation group Γ whose associated kaleidoscopic
group has non-trivial Schur multiplier.
Providing evenmore contrast to the acyclicity of Theorem 1.5, we exhibit
in Corollary 9.13 a kaleidoscopic group with non-trivial homology in every
even degree.
As mentioned above, there is a natural topology on the group K (Γ)
since it is constructed as a subgroup of the Polish group Sym(Br(X)). This
topology turns K (Γ) into a Polish group exactly when it is closed. We
know precisely when the latter happens:
Theorem 1.9. The group K (Γ) is closed in Sym(Br(X)) if and only if Γ is closed
in Sym(n), which is automatic when n < ∞.
There are moreover many cases where this is the only possible structure
of a Polish group on the abstract group K (Γ).
Theorem 1.10. If Γ is discrete in Sym(n), then there is a unique topology on
K (Γ) for which it is a Polish group.
The discreteness assumption is automatic when n < ∞, and it is also
satisfied, for example, in the continuum of examples arising from regular
actions Γy Γ as mentioned above.
Reflecting again the similarity with the groups constructed by Burger–
Mozes [2], we also obtain a universal property under the strong, but neces-
sary hypothesis of double transitivity.
Theorem 1.11. For 3 ≤ n ≤ ∞, let G ≤ Homeo(Dn) be a subgroup which is
transitive on branch points and Γy [n] be the isomorphism type of its local action.
If Γ is doubly transitive, then G is contained in K (Γ) (for a suitable kaleidoscopic
coloring).
Location of the proofs. Theorem 1.1 is a patchwork. Simplicity is proved
in Theorem 6.3 and uniform perfectness in Theorem 6.4. Transitivity prop-
erties can be found in Corollary 5.6 and Theorem 5.7. The wreath product
structure of stabilizers is recorded in Corollary 7.5.
Regarding non-isomorphisms, Theorem 1.3 is ensured by Theorem 7.10.
The characterization of oligomorphy is Theorem 5.9. All non-vanishing
results for (co)homology are in Section 9. The acyclicity of Homeo(D∞)
is Theorem 10.1. The characterization of Polishness of K (Γ) is Proposi-
tion 5.3. The uniqueness of the topology is proved in Theorem 7.6. Univer-
sality of K (Γ) is Theorem 8.1.
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2. PRELIMINARIES
2.A. General notation. We write N∗ = N ∪ {∞}, where N contains 0 and
∞ abusively denotes both the first infinite ordinal and its cardinal. For n ∈
N∗, we set [n] = {m ∈ N : m < n} and define Sym(n) to be the symmetric
group of [n] endowed with the topology of pointwise convergence; this
topology is discrete when n 6= ∞. We further write N∗≥k = {n ∈ N
∗ : n ≥
k} when k ∈ N.
For any set X and k ∈ N, we denote by X(k) ⊆ Xk the subset of distinct
k-tuples.
Given a group G acting on a set X and Y ⊆ X, we write G(Y) for the
pointwise stabilizer of Y in G.
2.B. Background on dendrites. A topological space X is called a dendrite
if it is a locally connected continuum containing no simple closed curve.
A variety of other equivalent characterizations can be found in [21, §10],
to which we refer for detailed background. A fundamental property of
dendrites is that the intersection of any two connected subsets of X remains
connected. It follows that every non-empty subset Y ⊆ X is contained
in a unique minimal closed connected subset of X. This subset is itself a
dendrite, and we denote it by [Y]. When Y contains just two points x, y
we also write [x, y] for this sub-dendrite, which is a topological arc unless
x = y. Any two distinct points of X are thus joined by a unique arc, and
we write (x, y) for [x, y] \ {x, y} when no confusion with the pair (x, y)
is to be feared. That points are connected by unique arcs gives rise to a
canonical ternary relation B(x, y, z) defined by B(x, y, z) ⇔ y ∈ (x, z). The
relation B(x, y, z) is called the betweeness relation. Equivalently, we say
that y separates x and z.
Given a point x in a dendrite X, we use the shorthand
x̂ = π0(X \ {x})
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for the space of components of the complement of {x}. This is always an at
most countable set, and its cardinal coincideswith theMenger–Urysohn or-
der of x in X. The point x is called an end point, a regular point or a branch
point according to whether this order is one, two or at least three. The cor-
responding subsets of X are denoted respectively by Ends(X), Reg(X) and
Br(X). The set Br(X) is at most countable. When X is not reduced to a
point, the set Reg(X) is arc-wise dense, and we have X = [Ends(X)]. For
any x 6= y in X, we denote by Ux(y) the component of x̂ that contains y.
One can organise the union of all x̂ into a bundle over X (see §7 in [9]),
but we shall be more interested here in the branch bundle X̂ of X defined
to be the union of all x̂when x ranges over the branch points of X only, that
is
X̂ =
⋃
x∈Br(X)
x̂.
The set X̂ is countable, and we shall not endow it with any topology.
Since the smallest sub-dendrite containing a finite union of points (or
arcs) is the topological realization of a finite tree, a number of familiar
combinatorial concepts and arguments can be adapted to such finite col-
lections. For a finite set F ⊆ D, we say that distinct f , g ∈ F are adjacent
if ( f , g) ∩ F = ∅. Given any three distinct points x, y, z ∈ X, we define the
center κ(x, y, z) of {x, y, z} as the unique point in [x, y] ∩ [y, z] ∩ [z, x]. A
subset of X will be called center-closed if it contains the center of any three
distinct points in it. The following lemma can be immediately reduced to a
corresponding statement about finite trees, which is elementary.
Lemma 2.1. Let F ⊆ X be a finite subset and let C be the collection of the centers
of all triples of distinct points in F. Then the finite set F ∪ C is center-closed. 
Given a sub-dendrite Y ⊆ X, there exists a canonical continuous retrac-
tion r : X → Y called the first-point map satisfying [r(x), x] ∩ Y = {r(x)}
for all x ∈ X.
Lemma 2.2. If Y = [F] for a non-empty compact subset F ⊆ Br(X), then r(x) ∈
Br(X) for all x /∈ Y.
Proof. Since Y is itself a dendrite, we can consider Ends(Y). We have that
Ends(Y) ⊆ F by [9, Lemma 2.3] applied to Y, and hence Ends(Y) ⊆ Br(X).
It remains only to consider the case where r(x) lies inside an arc of Y, and
we conclude that it is a branch point of X since [r(x), x] ∩ Y = {r(x)}. 
2.C. Patchwork. One reason for the flexibility of dendrite groups is that it
is possible to patch together homeomorphisms. An example of such a state-
ment is [10, Lemma 2.9], and we shall need the following strengthening of
that lemma.
Lemma 2.3. Let U be a family of disjoint open subsets of a dendrite X. For each
U ∈ U , let fU be a homeomorphism of X which is the identity outside U. Then
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the map f : X → X given by fU on each U ∈ U and the identity elsewhere is a
homeomorphism.
Since Lemma 2.3 does not seem to reduce immediately to [10, Lemma
2.9], which assumes the sets U are connected, we give a full proof.
Proof. Since f is well-defined and bijective, it suffices to prove sequential
continuity. Suppose for a contradiction that there is a sequence xn converg-
ing to some x with f (xn) not converging to f (x). By extracting, we can
assume that f (xn) converges to some y 6= f (x). We can further assume
that each xn belongs to some Un ∈ U since otherwise y = x = f (x). Each
U ∈ U contains xn for at most finitely many indices n since otherwise
y = fU(x) = f (x). In particular, x cannot belong to any U, and thus it is
fixed by all fU .
The same reasoning shows that y is also fixed by all fU , and thus the arc
[x, y] is preserved by all fU . In particular, the first-point map r : X → [x, y]
is fU-equivariant. We define x′n = r(xn) and y
′
n = r( f (xn)) and note that
these sequences converge to x and y respectively.
Let z be any point separating x and y. Since the various U ∈ U are
disjoint, we have z /∈ Un when n is large enough; thus z is fUn -fixed for
such n. We have moreover x′n ∈ [x, z) and y
′
n ∈ (z, y] for n large. Using
equivariance, we have fUn([x, x
′
n]) = [x, y
′
n]. This, however, is impossible
since the latter arc contains the fixed point z but the former does not. 
2.D. Universal dendrites. For every n ∈ N∗≥3 there exists a dendrite Dn,
theWaz˙ewski dendrite of order n, with the following properties:
(a) Dn is not reduced to a single point,
(b) every branch point of Dn has order n and
(c) Br(Dn) is arc-wise dense in Dn.
These properties determine Dn uniquely up to homeomorphisms, and
moreover, Dn is universal in the sense that every dendrite whose points all
have order ≤ n can be embedded into Dn. We refer again to [21, §10]; the
original construction of D∞ is due to Waz˙ewski [27], [28]. The uniqueness
of Dn is proved in a more general setting in [7, 6.2].
The topology of the homeomorphism group of Waz˙ewski dendrites is
given by the permutation topology on branch points. Indeed, the map
Homeo(Dn) → Sym(Br(Dn)) is a topological group isomorphism onto its
image; see [10, Proposition 2.4]. We shall often appeal to this fact implicitly.
As a consequence, we can obtain homeomorphisms between sub-dendrites
of Dn by considering branch points. Recall that for any dendrite X, the be-
tweeness relation B(x, y, z) holds if and only if y ∈ (x, z). Observe that a
dendrite has no free arc if and only if any two distinct points are separated
by some branch point.
Proposition 2.4. Let X,Y be dendrites without free arc. If g : Br(X)→ Br(Y) is
a bijection that preserves the betweeness relation, then there is a homeomorphism
h : X → Y extending g.
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Proof. Given b ∈ Br(X), we have an equivalence relation on Br(X) \ {b} by
declaring that points not separated by b are equivalent. In other words,
the equivalence classes are the sets of branch points in some connected
component of X \ {b}. Since g preserves the betweeness relation, it in-
tertwines this relation with the corresponding relation induced by g(b) on
Br(Y) \ {g(b)}. This allows us to define a map ĝ : X̂ → Ŷ. This map is a
bijection and its restriction to b̂ is also a bijection onto ĝ(b).
Now, for x ∈ X, we define h(x) =
⋂
C ĝ(C), where C ranges over all
components C ∈ X̂ that contain x. By compactness, this intersection is
non-empty as soon as any finite sub-intersection is non-empty. This is the
case because, if C1, . . . ,Cn contain x, they also contain some branch point
b and thus ĝ(C1) ∩ · · · ∩ ĝ(Cn) contains g(b). Moreover, this intersection is
reduced to a point because any two distinct points are separated by some
branch point. The map h : X → Y is thus well defined and by construction
coincides with g on Br(X). It has an inverse, namely the map constructed
in the same way with respect to g−1.
It remains to show that h is continuous or equivalently open. By con-
struction, it maps connected components of complement of points to con-
nected components of complement of points. Since these open sets gener-
ate the topology [10, 2.10], we conclude that h is open. 
3. DEFINING KALEIDOSCOPIC GROUPS
3.A. Colorings.
Definition 3.1. A coloring of the dendrite Dn is a map c : D̂n → [n] such
that the restriction c|x̂ at any branch point x ∈ Br(Dn) is a bijection c|x̂ : x̂
∼=
−→
[n]. We define cx : X \ {x} → [n] by cx(y) = c(Ux(y)), where Ux(y) is the
element of x̂ that contains y. We often abuse notation and also write cx for
c|x̂, since cx is constant on the components x̂.
Under the product topology, [n]D̂n is a Polish space, since D̂n is count-
able. The set of colorings C ⊆ [n]D̂n is easily verified to be a Gδ set, so
that it is a Polish space under the subspace topology; see for instance [16,
Thm. 3.11]. When [n] is finite, C is in fact closed.
Definition 3.2. A coloring of Dn is kaleidoscopic if for all distinct x, y ∈
Br(Dn) and all distinct i, j ∈ [n], there is z ∈ (x, y) ∩ Br(Dn) such that
cz(x) = i and cz(y) = j.
In the following picture, open alcoves depict the two components Uz(x)
and Uz(y) respectively colored with i and j.
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z
x y
i j
It is not immediately obvious that kaleidoscopic colorings exist, but much
more is in fact true: they are generic.
Proposition 3.3. For any n ∈ N∗≥3, the set of kaleidoscopic colorings is a dense
Gδ in the space of all colorings.
Proof. Since the set of branch points is countable, it suffices by Baire’s the-
orem to show that for any branch points x 6= y and colors i 6= j, the set
of colorings for which there is z such that cz(x) = i and cz(y) = j is open
and dense. It is open because for every z in (x, y) ∩ Br(Dn), the conditions
cz(x) = i and cz(y) = j are open. By definition of the pointwise conver-
gence topology, the density follows from the fact that the set (x, y)∩Br(Dn)
is infinite. 
We now argue that all kaleidoscopic colorings differ by an element of
Homeo(Dn), seeing g ∈ Homeo(Dn) as acting on D̂n. We prove the follow-
ing stronger statement, because it will be needed later in this text.
Theorem 3.4. Let n ∈ N∗≥3, X,Y be dendrites homeomorphic to Dn and c and d
be kaleidoscopic colorings of X and Y, respectively. Then there exists a homeomor-
phism h : X → Y such that d ◦ h = c.
Furthermore, let e0, e1 ∈ X be distinct end points and likewise f0, f1 ∈ Y. Let
x ∈ [e0, e1] and y ∈ [ f0, f1] be branch points with cx(ei) = dy( fi) for i = 0, 1.
Then h can be chosen such that h(ei) = fi for i = 0, 1 and such that h(x) = y.
The proof will use the back-and-forth technique similar to [7, 6.2]. We
start by recording the following classical example of this technique, con-
tained in [7, Lemma 6.1].
Lemma 3.5. Let Aj, Bj be sequences of countable dense subsets of the interval
(0, 1), where j ranges over a finite or countable index set. Suppose that all Aj are
pairwise disjoint and likewise for the Bj. Then there is an orientation-preserving
homeomorphism g of [0, 1] such that g(Aj) = Bj for all j. 
Given any distinct points x, x′ in a dendrite (homeomorphic to) Dn, a col-
oring c defines a partition of the set of branch points z in (x, x′) according
to the pair of values (cz(x), cz(x′)). If c is kaleidoscopic, then each block of
this partition is dense in the arc [x, x′]. Moreover, the value cz(·) remains
constant on (z, x] and on (z, x′]. Therefore, Lemma 3.5 implies the follow-
ing.
Lemma 3.6. Let X, Y, c and d be as in Theorem 3.4. Given any distinct x, x′ ∈ X
and distinct y, y′ ∈ Y, there is a homeomorphism g : [x, x′] → [y, y′ ] with g(x) =
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y, sending (x, x′)∩Br(X) onto (y, y′)∩Br(Y) and such that dg(z)(g(t)) = cz(t)
holds for all z ∈ (x, x′) ∩ Br(X) and all t ∈ [x, x′] \ {z}. 
Proof of Theorem 3.4. We shall construct inductively two increasing sequences
of sub-dendritesXm ⊆ X and Ym ⊆ Y and homeomorphisms gm : Xm → Ym
such that gm+1 extends gm, such that gm maps Xm ∩ Br(X) onto Ym ∩ Br(Y)
and such that d ◦ gm = c on Xm.
First, extend e0, e1 and f0, f1 to dense sequences (ei)i∈N in Ends(X) and
( fi)i∈N in Ends(Y); recall that the end points are dense in Dn [6, 2.3].
For the base case m = 0, let X0 = {x}, Y0 = {y} and g0 : x 7→ y.
The inductive step, when Xm, Ym and gm are already constructed, de-
pends on the parity of m. We start with m even. Let j ≥ 0 be the small-
est index for which ej /∈ Xm and define Xm+1 = [Xm ∪ {ej}]. The image
xm of ej under the first point retraction X → Xm is a branch point of X,
since by construction all Xm are spanned by x and end points. The image
ym := gm(xm) is thus a branch point of Y as well. By the induction hypoth-
esis, the color at x of elements of Xm coincides with the corresponding color
at y of their image in Ym. Therefore, since ej has a color not seen in Xm from
x, there is a component at y not meeting Ym of that same color. By density
of ( fi)i∈N, we can choose an index j′ with f j′ in that component. We define
Ym+1 = [Ym ∪ { f j′}] and extend gm to a homeomorphism gm+1 by applying
Lemma 3.6 to the arcs [xm, ej] and [ym, f j′ ]. Notice that gm+1 does indeed
preserve the colorings on the whole of Xm+1 and Ym+1: for instance, the
color of any element of Xm seen from a branch point in (xm, ej) is simply
the color of xm.
The case of m odd is identical after exchanging X with Y and replacing
gm by its inverse; the inductive construction is complete.
The increasing union of all Xm contains in particular the entire sequence
(ei)i∈N (thanks to all even steps); this implies that it contains all branch
points of X. The corresponding statement holds for the union of all Ym.
Therefore, Proposition 2.4 shows that the bijection g between these unions
obtained from the maps gm extends to a homeomorphism h with the de-
sired properties. 
3.B. Kaleidoscopic groups.
Definition 3.7. Let c be a coloring ofDn. The local action of g ∈ Homeo(Dn)
at x ∈ Br(Dn) is the element σc(g, x) of Sym([n]) defined by the cocycle
σc : Homeo(Dn)× Br(Dn) −→ Sym([n]), σc(g, x) := cg(x) ◦ g ◦ c
−1
x
wherein g is considered both as a map on Dn and on D̂n.
In particular, we record the corresponding cocycle properties. For g, h ∈
Homeo(Dn) and x ∈ Br(Dn),
σc(gh, x) = σc(g, hx)σc(h, x) and σc(g, x)−1 = σc(g−1, g(x)).
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Definition 3.8. Let c be a coloring of Dn for n ∈ N∗≥3. For any permutation
group Γ ≤ Sym(n), the group with local action Γ is defined to be
Kc(Γ) = {g ∈ Homeo(Dn) : ∀x ∈ Br(Dn), σc(g, x) ∈ Γ}.
When c is a kaleidoscopic coloring, we call Kc(Γ) a kaleidoscopic group
with local action Γ.
We emphasize that this construction depends on Γ as a permutation
group of [n] rather than as an abstract group. For instance, the special case
of the trivial group Γ = 1 is far from trivial, as will be seen below. Note
that Kc(1) is exactly the subgroup of Homeo(Dn) that preserves the color-
ing and Kc(Sym([n])) is actually Homeo(Dn). When necessary, we shall
highlight the fact that Γ stands for a permutation group by using notations
such as Kc(Γy [n]), for instance Kc(1y [n]).
The group Kc(Γ) also depends on the coloring c, but for kaleidoscopic
colorings, the dependence disappears, as demonstrated by the following
consequence of Theorem 3.4.
Corollary 3.9. For Dn with n ∈ N∗≥3 and Γ ≤ Sym(n), if c and d are kalei-
doscopic colorings of Dn, then Kc(Γ) and Kd(Γ) are conjugate by an element of
Homeo(Dn).
The isomorphism type of a kaleidoscopic group and of its action on
the dendrite is thus independent of the choice of a kaleidoscopic coloring.
We therefore suppress the subscript and simply write K (Γ). We stress
that whenever we write K (Γ), we mean the group Kd(Γ) for some kalei-
doscopic coloring d. When we consider the local action for an element
g ∈ K (Γ) at some x ∈ Br(Dn), we also suppress the coloring and sim-
ply write σ(g, x).
Proof of Corollary 3.9. By Theorem 3.4, we may find h ∈ Homeo(Dn) such
that d ◦ h = c. Consider hgh−1 ∈ hKc(Γ)h−1. We see that
σd(hgh
−1, h(v)) = dhg(v) ◦ hgh−1 ◦ d
−1
h(v)
= (d ◦ h)g(v) ◦ g ◦ (d ◦ h)
−1
v
= cg(v) ◦ g ◦ c
−1
v ;
writing out the commutative diagram makes the previous equalities clear.
Since σc(g, v) ∈ Γ, we deduce that σd(hgh−1, h(v)) ∈ Γ. Therefore,
hKc(Γ)h
−1 ≤ Kd(Γ).
The converse inclusion follows by the same argument using that c ◦ h−1 =
d. 
Remark 3.10. Let S ⊆ N∗≥3. One can define analogously colorings c of
Waz˙ewski dendrites DS by coloring connected components around a point
of order n ∈ S with colors in [n]. By fixing a local group Γn for each n ∈ S
we can define also a group Kc((Γn)n∈S) such that for any point x of order
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n, σc(g, x) ∈ Γn. We will not investigate this more general setting in the
present text.
4. ASSEMBLING HOMEOMORPHISMS
In this section, we show how to use Theorem 3.4 to build homeomor-
phisms of Dn while simultaneously controlling the local action.
4.A. Colorful patchwork. Our first result gives sufficient conditions under
which a family of homeomorphisms between subsets of a dendrite may
be patched together into a homeomorphism of the dendrite. Our primary
result here is a mild adaption of [10, Lemma 2.9].
Suppose that D is a dendrite and F ⊆ D is finite and center-closed. For
each a ∈ F, let
âF = {C ∈ â : C ∩ F = ∅}.
For a, b ∈ D distinct, set Ca,b = Ua(b) ∩Ub(a).
Definition 4.1. The set ΩF =
⋃
a∈F âF ∪ {Cx,y : x, y ∈ F adjacent} is called
the set of components determined by F.
Each element of ΩF is a path connected open subset of D and is disjoint
from F. Less trivially, ΩF is exactly the collection of connected components
of D \ F.
We are now prepared to prove the desired patchwork lemma. This result
follows similarly to [10, lemma 2.9]; we give a proof for completeness.
Definition 4.2. For R and S finite subsets of a dendrite and f : R → S
a bijection, we say that f is a partial dendrite morphism if f respects be-
tweeness and f carries branch points to branch points, regular points to
regular points and end points to end points.
Lemma 4.3 (cf. [10, Lemma 2.9]). For D a dendrite, suppose that R and S are
finite center-closed subsets of D and f : R → S is a partial dendrite morphism.
Suppose further the following:
(a) For each A ∈ ΩR, there is a homeomorphism hA : A ∪ R → B ∪ S such that
B ∈ ΩS and hA|R = f , and
(b) Every B ∈ ΩS equals im(hA) \ S for some unique A ∈ ΩR.
Then the map h : D → D defined by h(x) = hA(x) when x ∈ A ∪ R with
A ∈ ΩR is a homeomorphism of D such that h|R = f .
Proof. The map h is a well-defined bijection since ΩR ∪ {R} is a partition. It
thus suffices to show that h is continuous. Fix a compatible metric d for D
and suppose that xj → x. If infinitely many terms xnj of the sequence lie in
some A ∈ ΩR, then x ∈ A ⊂ A∪ R. As A is open, a tail of the sequence lies
in A. For suitably large n, we thus have h(xn) = hA(xn), and furthermore,
hA(xn)→ hA(x) = h(x). We conclude that h(xn) → h(x).
Let us then suppose that each A ∈ ΩR contains only finitely many terms
of the sequence (xj)j∈N. It follows that x ∈ F. Let (Ai)i∈N list ΩR and
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(Bi)i∈N list ΩS, say that hi : Ai ∪ R → Bi ∪ S and take δ = min{d(x, f ) :
f ∈ F \ {x}}. Fix 0 < ǫ < δ/2. We recall the diameter of any sequence
of disjoint connected subsets of a dendrite must tend to zero, see e.g. [29,
V.2.6]. Thus, there is N such that diam(Ai), diam(Bi) < ǫ for all i ≥ N.
TakingN perhaps larger, wemay also assume that d(xj, x) < ǫ for all j ≥ N.
Since each Ai only contains finitely many terms of the sequence (xj)j∈N, we
may find M ≥ N such that xj ∈ Ai(j) for some i(j) ≥ N for every j ≥ M.
For any A ∈ ΩR such that x /∈ A, d(A, x) > ǫ, so we additionally have that
x ∈ Ai(j) for every j ≥ M. Since hi(j) is homeomorphism, h(x) = hi(j)(x)
lies in Bi(j). Therefore,
d(h(xj), h(x)) ≤ diam(Bi(j)) < ǫ
for all j ≥ M. We deduce that h(xj)→ h(x). The map h is thus continuous.

4.B. Back-and-forth all over again. To produce the homeomorphisms be-
tween connected components required for Lemma 4.3, we can rely on The-
orem 3.4 as follows.
Corollary 4.4. Let c be a kaleidoscopic coloring of Dn for some n ∈ N∗≥3. Choose
a, b ∈ Dn and components A ∈ â, B ∈ b̂. Then there is a homeomorphism
g : A ∪ {a} → B ∪ {b} such that for all x ∈ A ∩ Br(Dn) and z ∈ A ∪ {a}
distinct, cx(z) = cg(x)(g(z)) holds.
Proof. The characterization of Dn up to homeomorphisms (recalled in Sec-
tion 2.D) shows that both A ∪ {a} and B ∪ {b} are homeomorphic to Dn.
Moreover, a is an end of A ∪ {a} and b is an end of B ∪ {b}. Therefore, the
statement follows from Theorem 3.4. 
Given two points a, b of a dendrite, recall that Ca,b denotesUa(b)∩Ub(a).
A variation on the previous statement is needed to build homeomorphisms
between sets of the form Ca,b.
Corollary 4.5. Let c be a kaleidoscopic coloring of Dn for some n ∈ N∗≥3. Choose
two distinct pairs of points a0, a1 ∈ Dn and b0, b1 ∈ Dn. Then there is a homeo-
morphism
g : Ca0,a1 ∪ {a0, a1} −→ Cb0,b1 ∪ {b0, b1}
such that g(ai) = bi and such that for all x ∈ Ca0,a1 ∩ Br(Dn) and z ∈ Ca0,a1 ∪
{a0, a1} distinct, cx(z) = cg(x)(g(z)) holds.
Proof. Again, both Ca0,a1 ∪ {a0, a1} and Cb0,b1 ∪ {b0, b1} are homeomorphic
to Dn and we can apply Theorem 3.4. 
5. FIRST PROPERTIES
In this section, we establish basic topological and permutation-group-
theoretic properties of kaleidoscopic groups.
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5.A. Local splitting. Given a coloring c of Dn and x ∈ Br(Dn), where n ∈
N∗≥3, it will be convenient to introduce the map
Φx : Homeo(Dn) −→ Sym(n), g 7−→ σc(g, x).
By definition, if Γ ≤ Sym(n), we have Kc(Γ) =
⋂
x∈Br(Dn) Φ
−1
x (Γ).
We stress that the map Φx is not a group homomorphism. However, the
restriction of Φx to the stabilizer of x in Homeo(Dn) is a homomorphism.
When the coloring c is kaleidoscopic, more can be said:
Proposition 5.1. For each x ∈ Br(Dn), the map Φx restricted to the stabilizer
K (Γ)x yields a split-surjective homomorphism K (Γ)x → Γ. Moreover, the sec-
tion Γ → K (Γ)x can be chosen to be uniformly continuous for the uniform struc-
tures of point-wise convergence on [n] and on Br(Dn) respectively.
Proof. Fix x ∈ Br(Dn) and let (Ai)i∈[n] enumerate x̂ such that c(Ai) = i. For
each i ∈ [n], Corollary 4.4 supplies a homeomorphism
hi : A0 ∪ {x} −→ Ai ∪ {x}
such that hi(x) = x and cw(z) = chi(w)(hi(z)) for all w, z ∈ A0 distinct.
Given γ ∈ Γ and i ∈ [n], we thus have a homeomorphism
hγ(i)h
−1
i : Ai ∪ {x} −→ Aγ(i) ∪ {x}.
Since γ is a permutation of [n], the conditions of Lemma 4.3 are satisfied
by the collection of maps {hγ(i)h
−1
i }i∈[n]. We therefore obtain a homeomor-
phism gγ of Dn defined by gγ(y) = hγ(i)h
−1
i (y), where i is such that y ∈ Ai.
Furthermore, gγ fixes x, and
σc(gγ,w) =
{
γ if w = x,
1 otherwise.
In particular, gγ belongs to K (Γ) and one verifies readily that γ 7→ gγ is a
homomorphism.
We now turn to the uniform continuity statement. If we want the map
gγ to fix a finite subset F ⊆ Br(Dn), it suffices that γ fixes a large enough
finite subset of [n] to ensure that gγ is the identity on all the components of
x̂ that contain elements of F \ {x}. 
5.B. Topology.
Lemma 5.2. Let c be a coloring of Dn where n ∈ N∗≥3. For each x ∈ Br(Dn), the
map Φx is continuous on Homeo(Dn).
Proof. Given finite sequences r = (r1, . . . , ri) and s = (s1, . . . , si) in [n], let
Or,s be the set of maps g ∈ Sym(n) such that g(rj) = sj for 1 ≤ j ≤ i. Recall
that the topology on Sym(n) has a basis consisting of the sets Or,s; when n
is finite, this topology is discrete.
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Fix now r and s as above. If the set Φ−1x (Or,s) is empty, it is trivially open.
Otherwise, choose g ∈ Φ−1x (Or,s) and, for each rj, select wj ∈ Br(Dn) such
that cx(wj) = rj. Define
F = {wj : 1 ≤ j ≤ i} ∪ {x}.
Whenever h belongs to the point-wise stabilizer Homeo(Dn)(F), we have
σc(gh, x) = σc(g, x)σc(h, x). For each color rj, it follows that σc(gh, x)(rj) =
si, and hence
g. Homeo(Dn)(F) ⊆ Φ
−1
x (Or,s).
Since Homeo(Dn)(F) is open, we conclude that Φ−1x (Or,s) contains a neigh-
borhood of g, so Φx is continuous. 
We now identify exactly when K (Γ) is a Polish group under the sub-
space topology. Recall that this is equivalent to K (Γ) being a Gδ in the
Polish group Sym(Br(Dn)), which in turn is equivalent to being closed;
see [16, Theorem 3.11 and Exercise 9.6].
Proposition 5.3. Let Γ ≤ Sym(n) with n ∈ N∗≥3. Then K (Γ) is closed in
Homeo(Dn) if and only if Γ is a closed subgroup of Sym(n).
Proof. Fix a kaleidoscopic coloring c for Dn and set G = Kc(Γ). Suppose
first that Γ is a closed subgroup and let v ∈ Br(Dn). By Lemma 5.2, Φv is
continuous, so Φ−1v (Γ) is closed. Since G =
⋂
v∈Br(Dn) Φ
−1
v (Γ), we conclude
that G is closed.
Conversely, suppose that G is closed. Fix x ∈ Br(Dn) and let γ 7→ gγ be
a splitting Γ → Gx as in Proposition 5.1. The uniform continuity statement
implies that γ 7→ gγ extends to the closure Γ of Γ while ranging in Gx, since
G and hence also Gx is complete. However, this map Γ → Gx is a splitting
of Gx → Γ, and hence Γ = Γ as desired. 
Remark 5.4. In view of Proposition 5.3, a natural question arises: Does
K (Γ) admit a Polish group topology if and only if Γ is closed?
5.C. Transitivity. A group action G y X is called doubly transitive if for
any two pairs of distinct elements (x, y) and (x′, y′) of X, there is g ∈ G
such that g(x) = x′ and g(y) = y′.
Proposition 5.5. For n ∈ N∗≥3, the group K (1 y [n]) acts transitively on
Br(Dn), and it acts doubly transitively on Ends(Dn) and on Reg(Dn).
Proof. Theorem 3.4 shows that K (1 y [n]) acts doubly transitively on
Ends(Dn).
Let (x, y) and (x′, y′) be two pairs of distinct regular points and let us de-
compose Dn \ {x, y} into the connected components determined by {x, y}.
That is, Dn \ {x, y} = Ux ∪ Cx,y ∪ Uy where Cx,y = Ux(y) ∩ Uy(x), Ux is
the unique element of x̂ disjoint from y and Uy is the unique element of
ŷ disjoint from x. Similarly, we write Dn \ {x′, y′} = Ux′ ∪ Cx′,y′ ∪ Uy′ .
Appealing to Corollary 4.4, there is a color-preserving homeomorphism
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hx : Ux ∪ {x, y} → Ux′ ∪ {x′, y′} such that hx(x) = x′ and hx(y) = y′. A
second application of Corollary 4.4 gives a color-preserving homeomor-
phism hy : Uy ∪ {x, y} → Uy′ ∪ {x′, y′} such that hy(x) = x′ and hy(y) = y′.
Finally, Corollary 4.5 gives a color-preserving homeomorphism k : Cx,y ∪
{x, y} → Cx′,y′ ∪ {x′, y′} such that k(x) = x′ and k(y) = y′. By Lemma 4.3,
we can patch together these homeomorphisms to get a global homeomor-
phism f that preserves the coloring and such that f (x) = x′ and f (y) = y′.
This proves that K (1y [n]) acts doubly transitively on Reg(Dn).
Turning to branch points, let a, b ∈ Br(Dn). For each A ∈ â, there is
exactly one B ∈ b̂ such that c(A) = c(B). Corollary 4.4 supplies a home-
omorphism gA : A ∪ {a} → B ∪ {b} such that gA(a) = b and cx(z) =
cgA(x)(gA(z)) for all x, z ∈ A ∪ {a} distinct. The family of maps (gA)A∈â
satisfies the conditions of Lemma 4.3, so we can patch together these home-
omorphisms to get a global homeomorphism g. It follows that g is an ele-
ment of K (1 y [n]), and we conclude that K (1 y [n]) acts transitively
on Br(Dn). 
Since K (Γ) contains K (1y [n]) for any Γ ≤ Sym(n), we immediately
obtain the following corollary.
Corollary 5.6. For n ∈ N∗≥3 and Γ ≤ Sym(n), the group K (Γ) acts transi-
tively on Br(Dn), and it acts doubly transitively on Ends(Dn) and on Reg(Dn).
In particular, K (Γ)ξ has uncountable index in K (Γ) where ξ ∈ Ends(Dn) ∪
Reg(Dn).
One naturally askswhen the actionK (Γ)y Br(Dn) is doubly transitive.
Our next theorem characterizes when this phenomenon occurs.
Theorem 5.7. Say that n ∈ N∗≥3 and Γ ≤ Sym(n). Then Γy [n] transitively if
and only if K (Γ) acts doubly transitively on Br(Dn).
Proof. Fix x 6= y ∈ Br(Dn) and x′ 6= y′ ∈ Br(Dn) and choose γx and γy in
Γ such γx(cx(y)) = cx′(y′) and γy(cy(x)) = cy′(x′). For each i ∈ [n] and
z ∈ Br(Dn), let us denote by Uz,i ∈ ẑ the component such that c(Uz,i) = i.
For i 6= cx(y), Corollary 4.4 supplies a color-preserving homeomorphism
fx,i : Ux,i ∪ {x, y} → Ux′,γx(i) ∪ {x
′, y′} such that fx,i(x) = x′ and fx,i(y) =
y′. Similarly, for i 6= cy(x), we obtain a color-preserving homomorphism
fy,i : Uy,i → Uy′,γy(i) such that fy,i(x) = x
′ and fy,i(y) = y′. Finally, Corol-
lary 4.5 provides a color-preservingmap fx,y : Cx,y∪{x, y} → Cx′,y′ ∪{x′, y′}
that sends x to x′ and y to y′. By Lemma 4.3, we can patch together these
homeomorphisms to get a global homeomorphism f of Dn sending x to x′,
y to y′, such that σc( f , x) = γx, σc( f , y) = γy and σc( f , z) = id for any
z 6= x, y. We deduce that f ∈ K (Γ), and thus, K (Γ) acts doubly transi-
tively on Br(Dn).
The converse is immediate. 
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5.D. Oligomorphy. For a group G acting on a set X, the diagonal action
of G on Xk with k ≥ 1 is defined by g((x1, . . . , xk)) = (g(x1), . . . , g(xk)).
The orbits of the diagonal action of Homeo(Dn) on Br(Dn)k are completely
determined by the combinatorial tree that is formed from the elements of
the k-tuple; see Proposition 6.1 in [10]. The following result describes orbits
of the diagonal action of K (Γ) on Br(Dn)k. Here one has to consider not
only the type of tree generated but also the orbits of diagonal action of Γ on
[n]m for 1 ≤ m ≤ k.
Lemma 5.8. Let c be a kaleidoscopic coloring of Dn and say that R = {x1, . . . , xk} ⊂
Br(Dn) and R′ = {x′1, . . . , x
′
k} ⊂ Br(Dn) are center-closed subsets such that
there is a partial dendrite morphism f : R → R′ with f (xi) = x′i. There is then
g ∈ K (Γ) such that g(xi) = x
′
i for all i if and only if for all i, there is γi ∈ Γ
such that γi(cxi(xj)) = cx′i (x
′
j) for all j 6= i.
Proof. The condition of the existence of the elements γi is clearly necessary.
Let us prove it also sufficient.
Let ΩR be the components determined by R and ΩR′ be the components
determined by R′. Recall that (x̂i)R is the collection of components of Dn \
{xi} disjoint from R. For each xi ∈ R and A ∈ (x̂i)R, let B ∈ (x̂′ i)R′ be
such that γi(c(A)) = c(B); such an element exists by the properties of γi.
Corollary 4.4 gives a homeomorphism hA : A ∪ R → B ∪ R′ extending f
such that cy(z) = chA(y)(hA(z)) for all y, z ∈ A distinct. For each xi, xj ∈ R
adjacent, we apply Corollary 4.5 to obtain a homeomorphism
gi,j : Cxi,xj ∪ R −→ Cx′i,x′j ∪ R
′
extending f such that cy(z) = cgi,j(y)(gi,j(z)) for all y, z ∈ Cxi,xj distinct.
One verifies that the collection of homeomorphisms hA and gi,j as A ranges
over A ∈ (x̂i)R for 1 ≤ i ≤ k and i, j range over all 1 ≤ i, j ≤ k such
that xi and xj are adjacent satisfy the hypotheses of Lemma 4.3. We thus
obtain g ∈ Homeo(Dn) which extends all maps hA and gi,j as well as f .
Furthermore,
σc(g, v) =
{
γi if v = xi,
1 otherwise.
Therefore, g ∈ K (Γ), and g is the desired element. 
An action G y X is oligomorphic if for any k ∈ N, the diagonal action
Gy Xk has finitely many orbits. It was proved in [9, Proposition 12.1] that
the action Homeo(Dn) of Br(Dn) is oligomorphic. As explained therein,
this follows essentially from the statement given above as Lemma 4.3. Re-
lying on our description of orbits of the action K (Γ) y Br(Dn)k, we char-
acterize when the kaleidoscopic groups act oligomorphically.
Theorem 5.9. For any Γ ≤ Sym(N) closed and n ∈ N∗≥3, K (Γ) acts oligomor-
phically on Br(Dn) if and only of Γy [n] oligomorphically. In particular, K (Γ)
is oligomorphic for all Γ ≤ Sym(n) with n finite.
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Proof. Assume first that Γy [n] is oligomorphic. The action of Homeo(Dn)
on Br(Dn) is oligomorphic, so it suffices to show that anyHomeo(Dn)-orbit
in Br(Dn)k splits into finitely many K (Γ)-orbits for any k ≥ 1. Since any
finite set of branch points can be embedded into some finite center-closed
set of branch points, it suffices to prove that a Homeo(Dn)-orbit of any
center-closed element in Br(Dn)k splits into finitely many K (Γ)-orbits.
In view of Lemma 5.8, the K (Γ)-orbit (inside its Homeo(Dn)-orbit) is
parametrized by the orbits of Γ y [n]ℓi , where ℓi is the number of ele-
ments of x̂i that meet {x1, . . . , xk}. Since Γ y [n] is oligomorphic, there
are finitely many such orbits and thus the Homeo(Dn)-orbit of (x1, . . . , xk)
splits into finitely K (Γ)-orbits. We conclude that K (Γ) acts oligomorphi-
cally on Br(Dn).
Conversely, fix x0 ∈ Br(Dn) and choose yi ∈ Br(Dn) such that cx0(yi) = i
for all i ∈ [n]. Since K (Γ) acts oligomorphically on Br(Dn), there are only
finitely many orbits under the (partial) action of K (Γ) on
{(x0, yi1 , . . . , yik) : ij ∈ [n]}.
Furthermore,
g(x0, yi1 , . . . , yik) = (x0, yj1 , . . . , yjk)
implies that jl = σ(g, x0)(il). The group Γ thus acts on [n]k with finitely
many orbits. We conclude that Γy [n] oligomorphically. 
5.E. Primitivity. Recall that an action on a set X is called primitive if it is
transitive and does not preserve any non-trivial equivalence relation on X,
the trivial relations being X × X and the diagonal ∆ ⊆ X × X (transitivity
is in fact automatic unless X consists of two points, which will never occur
in our setting). Thus, an action (with |X| 6= 2) fails to be primitive exactly
when there is an invariant partition of X into at least two blocks of at least
two points; such a partition is called a system of imprimitivity.
Recall further that primitivity is equivalent to being transitive with max-
imal point stabilizers.
Next, recall that the action G y X is doubly transitive if the stabilizer
Gx acts transitively on X \ {x} for any point x. In the same way, the action
Gy X is doubly primitive if Gx acts primitively on X \ {x}.
Theorem 5.10. For any n ∈ N∗≥3 and any Γ ≤ Sym(n), the group K (Γ) acts
primitively on Br(Dn).
Proof. It suffices to prove the theorem for Γ trivial since K (1) < K (Γ). Let
thus G < K (1) be a subgroup strictly containing K (1)x for some branch
point x; we need to prove G = K (1).
There is g ∈ G such that y = g(x) 6= x. Now K (1)y = gK (1)xg−1
is also a subgroup of G. It thus suffices to show that any h ∈ K (1) is a
product of elements of K (1)x ∪K (1)y ∪ {g}.
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Let z = h(x); we can assume z 6= x. It is either the case that Ux(z) =
Ux(y) or Uy(x) = Uy(z). As the proofs are the same, we assume the for-
mer holds. Choose w1 ∈ Br(Dn) ∩ (x, y) such that cz(x) = cw1(x); this is
possible because c is kaleidoscopic. By Lemma 5.8, there is h1 ∈ K (1)x
such that h1(z) = w1; this is where the assumption that Ux(z) = Ux(y) is
applied. We next take w2 ∈ Br(Dn) ∩ (x, y) such that cw2(y) = cw1(y) but
cw2(x) 6= cx(y). Applying again Lemma 5.8, there is h2 ∈ K (1)y such that
h2(w1) = w2. We then choose w3 ∈ Br(Dn)∩ (x, y) such that cw3(y) = cx(y)
and cw3(x) = cw2(x). This is possible, because cw2(x) 6= cx(y). As before,
we obtain h3 ∈ K (1)x such that h3(w2) = w3. The branch point w3 is now
such that cw3(y) = cx(y). There is thus h4 ∈ K (1)y such that h4(w3) = x.
Below is a possible configuration. The cj are the colors of the components
which are depicted by open alcoves, and c3 6= c0.
x
y
z
w3 w1 w2
c3 c1 c3 c1c0 c2 c2c0
We deduce that
h4 ◦ h3 ◦ h2 ◦ h1 ◦ h(x) = x.
with hi ∈ K (1)x ∪K (1)y for each i. It follows that h ∈ G as claimed. 
Since the actions of K (Γ) on Ends(Dn) and Reg(Dn) are doubly transi-
tive, by Proposition 5.5, Theorem 5.10 completes the proof of the following
corollary.
Corollary 5.11. For n ∈ N∗≥3 and Γ ≤ Sym(n), K (Γ) acts primitively on each
of Br(Dn), Ends(Dn) and Reg(Dn).
5.F. Fixed points and sets. We conclude this section by noting several easy
lemmas for later use.
Lemma 5.12. Say that n ≥ N∗≥3, F ⊆ Br(Dn) is finite and center-closed and let
Γ ≤ Sym(n). Setting G = K (Γ), every x ∈ Dn \ F has an infinite orbit under
G(F). In particular, the fixed point set of G(F) is exactly F.
Proof. Fix c a kaleidoscopic coloring of Dn and observe that it suffices to
prove the lemma for Γ = 1.
Fix x ∈ Dn \ F. As the arguments are similar, we consider the case that x
is a branch point. Let ΩF be the components determined by F and say that
x is in some component A ∈ ΩF. The component A is either an element of
f̂F for some f ∈ F or A = Cx,y for some adjacent x, y ∈ F. As the cases are
similar, let us suppose that A = Cx,y and fix a ∈ A. Since c is kaleidoscopic,
there are infinitely many a′ ∈ A ∩ Br(Dn) such that c′a(x) = ca(x) and
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ca′(y) = ca(y). For any such a′, Lemma 5.8 supplies g ∈ G(F) such that
g(a) = a′. The orbit of a under G(F) is thus infinite. 
Lemma 5.13. Say that n ≥ N∗≥3, x, y ∈ Dn are distinct and Γ ≤ Sym(n).
Setting G = K (Γ), the only arc invariant under Gx ∩ Gy is [x, y].
Proof. Suppose [z, z′ ] is an arc invariant under the action of Gx ∩ Gy. The
element z thus has a finite orbit under the action of Gx ∩ Gy. In view of
Lemma 5.12, we deduce that {z, z′} = {x, y}. 
Lemma 5.14. Say that n ≥ N∗≥3, x, y, z ∈ Br(Dn) are distinct and Γ ≤ Sym(n).
Setting G = K (Γ), the fixed point set of G(x,y,z) is exactly {x, y, z, κ(x, y, z)}.
Proof. Any g ∈ Homeo(Dn) fixing x, y and z also fixes their center κ(x, y, z).
Since the finite set {x, y, z, κ(x, y, z)} is center-closed, the lemma is now a
consequence of Lemma 5.12. 
6. SIMPLICITY AND UNIFORM PERFECTNESS
The aim of this section is to prove the simplicity of all K (Γ). We stress
that there is no assumption at all on Γ.
For the dendrite Dn, a coloring c and x ∈ Br(Dn), recall that Ux,i denotes
the element of x̂ with color i.
Lemma 6.1. Let n ∈ N∗≥3, γ ∈ Sym(n) and y, z ∈ Br(Dn) be distinct. For
any x1, x2 ∈ (y, z) such that γ(cx1(y)) = cx2(y) and γ(cx1(z)) = cx2(z) and for
any family of homeomorphisms fi : Ux1,i → Ux2,γ(i) for i ∈ [n] \ {cx1(y), cx1(z)},
there is h ∈ Homeo(Dn) such that
• h is trivial on Dn \ Cx1,x2 ,
• h(x1) = x2,
• σ(h, x1) = γ,
• h|Ux1,i = fi for any i ∈ [n] \ {cx1(y), cx1(z)},
• and σ(h, x) = 1 for any x /∈ ∪i∈[n]\{cx1(y),cx1(x)}Ux1,i ∪ {x1}.
Proof. Let R = {y, z, x1} and S = {y, z, x2} and let f : R→ S by y 7→ y, z 7→
z and x1 7→ x2. This map is a partial dendrite map. For each U ∈ ŷR ∪ ẑR,
we define kU : U ∪ R → U ∪ S to be the identity map. For Cy,x1 and Cx1,z,
Corollary 4.5 supplies homeomorphisms hy : Cy,x1 ∪ R → Cy,x2 ∪ S and
hz : Cx1,z∪ → Cx2,z that preserve the coloring at all branch points w ∈ Cy,x1
and v ∈ Cx1,z, respectively. Extending each fi so that they extend f , the
collection of maps
{hy, hz} ∪ {kU} ∪ { fi}
meet the hypotheses of Lemma 4.3. We thereby obtain a homeomorphism
h of Dn, and one verifies that h has the desired properties. 
Proposition 6.2. For n ∈ N∗≥3 and Γ ≤ Sym(n), K (Γ) is generated by point-
wise stabilizers of components. More precisely, for every g ∈ K (Γ) there are g1,
g2 and g3 in K (Γ) such that g = g1g2g3 and each gi pointwise stabilizes some
component Ai ∈ D̂n.
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Proof. Fix g ∈ K (Γ). We aim to write g as a finite product of elements in
K (Γ) each fixing pointwise some component. Let x be a branch point of
Dn that is not fixed by g.
First case: Ug(x)(g
2(x)) = g(Ux(g(x))) 6= Ug(x)(x); recall that Uy(z) is
the element of ŷ containing z. The following diagram illustrates this case.
The open alcoves depict the connected components.
x g(x)y z
Ux(g(x)) Ug(x)
(
g2(x)
)
Ug(x)(x)Ux
(
g−1(x)
)
Set i = c(Ux(g(x))) and j = c(Ux(g−1(x))); note that i 6= j. Fix branch
points y ∈ Ux(g−1(x)) and z ∈ Ug(x)(g2(x)). The element g sendsUx(g−1(x))
toUg(x)(x) andUx(g(x)) toUg(x)(g2(x)). Therefore, σ(g, x)(cx(y)) = cg(x)(y),
and σ(g, x)(cx(z)) = cg(x)(z). The branch points x, g(x) are elements of
(z, y), so we are in a position to apply Lemma 6.1 with γ = σ(g, x) and
fk := g|Ux,k where k ∈ [n] \ {i, j}. We thereby obtain h ∈ Homeo(Dn) such
that
• h is trivial outside Cy,z,
• h(x) = g(x) and σ(h, x) = σ(g, x),
• h|Ux,k = g|Ux,k for k ∈ [n] \ {i, j}, and
• σ(h, v) = 1 for any v /∈ ∪k∈[n]\{i,j}Ux,k ∪ {x}.
By construction, all σ(h, v) are trivial or coincide with some σ(g, v′)−1,
and thus they belong to Γ. Hence, h ∈ K (Γ) and fixes pointwise a com-
ponent. Moreover, l = h−1g fixes pointwise the component Ux,k for any
k 6= i, j. As g = hl, the lemma is proved in this case.
Second case: g(Ux(g(x)) = Ug(x)(x). LetV ∈ x̂ \ {Ux(g(x))} and choose
y ∈ V. LetW ∈ ĝ(x) \ {g(V),Ug(x)(x)} and choose z ∈ W. The following
diagram illustrates this case.
x g(x)
y
z
Ux(g(x)) Ug(x)(x)
V
g(V)
W
As the coloring is kaleidoscopic, wemay findw ∈ (y, x) such that cw(z) =
cg(x)(z) and cw(y) = cg(x)(y). It then follows from Lemma 6.1 then there is
h ∈ K (1) such that
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• hg(x) = w and
• h is trivial outside Cy,z.
We deduce further that hg(Ux(hg(x)) 6= Uhg(x)(x). Indeed,
Uhg(x)(x) = Uhg(x)(z) = h(Ug(x)(z)) = h(W) 6= hg(V),
but
hg(Ux(hg(x))) = hg(Ux(y)) = hg(V).
The element hg is in K (Γ) and satisfies the condition of the first case,
so we may write hg = g1g2 such that g1 and g2 are elements of K (Γ) that
fix a component. Hence, g = h−1g1g2, and as h also fixes a component, the
lemma is verified in this case. 
An arc [x, y] ⊆ Dn is called austro-boreal for a homeomorphism g ∈
Homeo(Dn) if Fix(g)∩ [x, y] = {x, y}, where Fix(g) is the collection of fixed
points of g in Dn. A subgroup H ≤ Homeo(Dn) is called dendro-minimal
if the smallest H-invariant sub-dendrite of Dn is Dn.
Theorem 6.3. For n ∈ N∗≥3 and Γ ≤ Sym(n), K (Γ) is simple as an abstract
group.
Proof. Let N be a non-trivial normal subgroup of K (Γ). The action of
K (Γ) on Br(Dn) is transitive, so K (Γ) is dendro-minimal. By [10, Lemma
4.3], N is also dendro-minimal.
In view of Proposition 6.2, it suffices to show that every g ∈ K (Γ) fixing
pointwise a component Y of Dn \ {x} for some x ∈ Dn belongs to N. Fix
such a g ∈ K (Γ) and let Y ∈ x̂ be the component fixed by g.
From [9, Theorem 10.5], N contains an element n admitting an austro-
boreal arc I = [y, z]. Lemma 5.8 ensures that we can assume, upon conju-
gating n, that I lies in Y and that the image b of x under the first-point map
to I is some branch point in the interior of I.
The action of 〈n〉 on I \ {y, z} is free by definition of austro-boreal arcs.
For each t ∈ I, we may then define
ht =
{
nkgn−k t = nkb for some k ≥ 0
1 otherwise.
For each t ∈ I, let
Xt =
⋃
A∈tˆ\{Ut(y),Ut(z)}
A;
the set Xt is exactly the collection of v ∈ Dn \ {t} such that r(v) = t where
r is the first point map onto I. The function ht is a homeomorphism of
Dn trivial outside Xt. Appealing to Lemma 2.3, there is h ∈ Homeo(Dn)
such that h fixes I and h|Xt = ht for all t ∈ I. One checks further that for
any v ∈ Br(Dn), σ(h, v) is trivial or coincides with σ(nkgn−k, v), and thus
h ∈ K (Γ).
An easy computation shows that [h, n] acts trivially except on Xb, and on
Xb, it acts like g. We thus deduce that g = [h, n] and so g ∈ N. 
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A simple group is in particular perfect; thus, each of its elements is a
product of commutators. This does not mean, of course, that every element
is a commutator. A group is called uniformly perfect if there is an integer
k such that every element is a product of k commutators. The smallest such
integer k for a given element is called its commutator length.
From the proof of Theorem 6.3, we obtain the following.
Theorem 6.4. The group K (Γ) is uniformly perfect. More precisely, every ele-
ment is the product of three commutators.
Proof. In the proof of Theorem 6.3, we may take N to be K (Γ) itself, so
any g ∈ K (Γ) fixing pointwise a component is a commutator. Thanks
to Proposition 6.2, any element of K (Γ) is the product of at most three
elements each pointwise fixing some component. Hence, every element of
K (Γ) is the product of three commutators. 
7. ISOMORPHISM TYPES
This section investigates to what extent the isomorphism type of K (Γ)
depends on Γ; in particular, we obtain a continuum of non-isomorphic
kaleidoscopic groups. Along the way, we show that many kaleidoscopic
groups have a unique Polish topology.
7.A. Unique Polish topology. Throughout this subsection, we fix some
n ∈ N∗≥3. Consider a closed subgroup G < Homeo(Dn), a branch point
x ∈ Br(Dn) and a component U ∈ x̂. The rigid stabilizer of U in G is
defined to be
RistG(U) = {g ∈ G : g(y) = y for all y /∈ U}.
The rigid stabilizer of x in G is defined to be
RistG(x) = 〈RistG(V) : V ∈ x̂〉.
By Proposition 5.3, wemay consider rigid stabilizers forK (Γ)with Γ closed.
Lemma 7.1. For Γ ≤ Sym(n) closed and G = K (Γ), the rigid stabilizer
RistG(x) is isomorphic to the direct product of the rigid stabilizers of the com-
ponents V ∈ x̂.
Proof. The restriction to components yields an injective continuous homo-
morphism
RistG(x) −→ ∏
V∈x̂
RistG(V).
It remains to show the homomorphism is also surjective.
Let Vi be an enumeration of the components at x and consider any se-
quence hi ∈ RistG(Vi). The elements hi patch together to form a homeo-
morphism h of Dn via Lemma 2.3. Given any j ∈ N, denote by gj the home-
omorphism obtained by patching together hi for i ≤ j and the identity onVi
when i > j. The element gj has all its local actions in Γ, and gj ∈ RistG(x).
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Furthermore, gj converges to h pointwise. Hence, h ∈ RistG(x), and the
map in question is surjective. 
We now describe the centralizer ZG in G of rigid stabilizers.
Lemma 7.2. Let Γ ≤ Sym(n) be closed and G = K (Γ). For any x ∈ Br(Dn)
and V ∈ x̂,
ZG(RistG(V)) = G(V).
Proof. Fix c a kaleidoscopic coloring of Dn, set L = ZG(RistG(V)) and sup-
pose toward a contradiction that some h ∈ L acts non-trivially on V. Say
that v ∈ V is a branch point such that h(v) 6= v.
Letting r be the first pointmap onto [v, x], we have two cases: (1) r(h(v)) ∈
{v, x}, and (2) r(h(v)) ∈ (v, x). The first case is easier than and similar to
the second case, so we shall only address case (2).
For case (2), set z = r(h(v)), take y ∈ V such that v ∈ (y, z) and find
w ∈ (y, z) \ {v} such that cw(y) = cv(y) and cw(z) = cv(z). For each i ∈
[n] \ {cw(y), cw(z)}, Corollary 4.4 supplies a homeomorphism fi : Uw,i →
Uv,i that preserves the coloring. We now apply Lemma 6.1 for γ = 1, v,w ∈
(z, y) and the family ( fi). This yields g ∈ K ({1} y [n]) such that g acts
trivially on Dn \ Cy,z and g(w) = v.
The element g is an element of RistG(V) and fixes h(v). On the other
hand, h commutes with g. Hence, h(v) = gh(v) = hg(v) = h(w). This is
absurd since w 6= v, and thus, h fixes V. We conclude that ZG(RistG(V)) ≤
G(V). The converse inclusion is immediate. 
Corollary 7.3. Let Γ ≤ Sym(n) be closed and G = K (Γ). For any x ∈ Br(Dn)
and V ∈ x̂,
RistG(V) =
⋂
U∈x̂\{V}
ZG(RistG(U)). 
We can now establish the relationship between the stabilizer and the
rigid stabilizer of a branch point.
Lemma 7.4. Let Γ ≤ Sym(n) be closed and G = K (Γ). For any x ∈ Br(Dn),
there is a closed subgroup Γx ≤ Gx such that Γx → Γ by g 7→ σ(g, x) is an
isomorphism, Γx normalizes RistG(x), and Gx = RistG(x)Γx.
In view of Lemma 7.1, we conclude:
Corollary 7.5. The stabilizer Gx is isomorphic to the permutational wreath prod-
uct (
∏
V∈x̂
RistG(V)
)
⋊ Γ. 
Proof of Lemma 7.4. The group Γx is provided by Proposition 5.1, whichmore-
over ensures that the canonical morphism Γx → Γ obtained from Lemma 5.2
is an isomorphism of topological groups.
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That Γx normalizes RistG(x) is immediate from the construction of Γx
given in the proof of Proposition 5.1. It thus remains only to show that
every element h ∈ Gx lies in RistG(x)Γx.
Upon multiplying by an element of Γx, we can assume that h fixes each
V ∈ x̂ setwise. By restricting to each V, we thus obtain an element in the
product ∏V∈x̂ RistG(V). The proof of Lemma 7.1 shows that h belong to
RistG(x). 
It now follows that K (Γ) has a unique Polish topology for Γ discrete.
Theorem 7.6. If Γ ≤ Sym(n) is discrete, then K (Γ) has a unique Polish group
topology.
Proof. Suppose τ is Polish topology on G = K (Γ) and fix x ∈ Br(Dn).
For U ∈ x̂, Corollary 7.3 implies that RistG(U) is an intersection of cen-
tralizers. As centralizers are always closed, RistG(U) is closed in the τ-
topology. The subgroup ZG(RistG(U)) is also closed in the τ-topology, so
L = RistG(U)ZG(RistG(U)) is an analytic set. Indeed, L is the image of
the τ-closed set RistG(U) × ZG(RistG(U)) under the multiplication map,
which is continuous. Furthermore, RistG(x) ≤ L, so by Lemma 7.4, L has
countable index. Recalling that analytic sets are measurable in the sense
of Baire [16, Theorem 21.6], it follows that L is open in the τ-topology [16,
Theorem 9.9]. Hence, Gx is open in the τ topology, and τ refines the usual
topology on K (Γ). On the other hand, a Polish group does not admit any
properly refining Polish group topology, because every continuous and bi-
jective homomorphism between Polish groups is an isomorphism of topo-
logical groups; see e.g. [11, Theorem 2.1]. We conclude that τ is in fact equal
to the usual group topology. 
7.B. Isomorphic groups. Our next few lemmas consider setwise invariant
arcs. We stress that an element setwise stabilizing an arc can reverse the
orientation.
Lemma 7.7. Let n ∈ N∗≥3 and G ≤ Homeo(Dn). Suppose that G fixes an
arc [x, y] setwise and fixes setwise no proper sub-arc [x′, y′] ⊆ [x, y]. If h ∈
Homeo(Dn) normalizes G, then h fixes [x, y] setwise.
Proof. The arc [h(x), h(y)] is also invariant under the action of G. Letting
r be the first point map onto [x, y], the arc [r(h(x)), r(h(y))] is a sub-arc or
point of [x, y] that is invariant under G, and as no proper such arc or point
exists, we may assume, without loss of generality, that r(h(x)) = x and
r(h(y)) = y.
The geodesic [h(x), x] does not contain h(y) since x = r(h(x)) 6= r(h(y)) =
y. We conclude that
[h(x), x] ∪ [x, y] ∪ [y, h(y)] = [h(x), h(y)].
On the other hand, [h(x), h(y)] contains no proper sub-arc invariant under
the action of G, since [x, y] does not, hence [h(x), h(y)] = [x, y]. The arc
[x, y] is thus fixed setwise by h. 
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Lemma 7.8. For m, n ∈ N∗≥3, suppose that ∆ ≤ Sym(n) and Γ ≤ Sym(m) are
discrete groups. Set G = K (∆) and H = K (Γ) and suppose that ϕ : G → H is
an isomorphism of Polish groups. For any v ∈ Br(Dn), one of the following hold:
(1) There is an arc [x, y] such that ϕ(Gv) fixes [x, y] setwise and fixes setwise
no proper sub-arc of [x, y], or
(2) ϕ(Gv) = Hw for some w ∈ Br(Dm).
Proof. Let ∆v ≤ Gv be as given by Lemma 7.4. Let us write RistG(v) =
∏i∈[n] Li where Li = RistG(Uv,i) and Uv,i is the element of v̂ with color i. By
[9, Corollary 4.6], some ϕ(Li) fixes a point or a pair of points.
Suppose first that some ϕ(Li) fixes a point; without loss of generality,
we assume that ϕ(L0) fixes a point. Let X0 ⊆ Dm be the fixed point set of
ϕ(L0). For j 6= 0, we may find y ∈ Br(Dn)∩Uv,0 such thatUy,j ⊆ Uv,0, since
the coloring is kaleidoscopic. The group K (1) acts transitively on Br(Dn),
so there is g ∈ K (1) ≤ G such that g(v) = y. It follows that g(Uv,j) = Uy,j,
and therefore, gLjg−1 ≤ L0. The group ϕ(Lj) thus fixes ϕ(g−1)(X0). We
conclude that every ϕ(Lj) fixes some element of Dm. Applying [9, Lemma
2.11], ϕ(RistG(v)) has a fixed point.
Let Y be the fixed point set of ϕ(RistG(v)). Lemma 7.4 ensures that
ϕ(RistG(v)) is of countable index in H, so ϕ(RistG(v)) is open in H. There
is thus a finite set of branch points Z such that
H(Z) ≤ ϕ(RistG(v)) ≤ H(Y).
Appealing to Lemma 5.12, it is the case that Y = Z, so Y is finite. The
image ϕ(∆v) normalizes ϕ(RistG(v)), so ϕ(∆v) fixes Y setwise. The group
ϕ(Gv) = ϕ(RistG(v))ϕ(∆v) therefore setwise fixes Y. Applying [9, Propo-
sition 3.2], ϕ(Gv) acts elementarily on Dm. If ϕ(Gv) fixes a point w, then
ϕ(Gv) = Hw sinceGv is amaximal subgroup of G via Theorem 5.10. In view
of Corollary 5.6, we deduce further that w is a branch point, since ϕ(Gv)
has countable index in H, so claim (2) holds. Otherwise, ϕ(Gv) setwise
stabilizes some arc [x, y]. Up to passing to a sub-arc, we may assume that
ϕ(Gv) fixes [x, y] setwise and fixes setwise no proper sub-arc [x′, y′] ⊂ [x, y].
Hence, claim (1) holds.
Suppose next that no ϕ(Li) fixes a point. Without loss of generality, ϕ(L0)
fixes an arc [x, y] setwise, and we may assume further that ϕ(L0) setwise
stabilizes no proper sub-arc of [x, y]. In view of Lemma 7.7, [x, y] is in fact
invariant under the action of ϕ(RistG(v)), and [x, y] contains no proper set-
wise invariant sub-arc. The group ϕ(∆v) normalizes ϕ(RistG(v)), so by
a second application of Lemma 7.7, [x, y] is invariant under the action of
ϕ(Gv). The arc [x, y] also contains no proper setwise invariant sub-arc, so
claim (2) holds. 
We now eliminate case (1) of the previous lemma.
Lemma 7.9. For m, n ∈ N∗≥3, suppose that ∆ ≤ Sym(n) and Γ ≤ Sym(m) are
discrete groups. Set G = K (∆) and H = K (Γ) and suppose that ϕ : G → H
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is an isomorphism of Polish groups. For any v ∈ Br(Dn), there is w ∈ Br(Dm)
such that ϕ(Gv) = Hw.
Proof. Via Lemma 7.8, either ϕ(Gv) = Hw for somew ∈ Br(Dm), or ϕ(Gv) ≤
H{x,y} for some x 6= y in Dm. Suppose toward a contradiction the latter case
holds. Note that since G acts on Br(Dn) transitively, the latter case holds for
all v ∈ Br(Dm).
The group Gv is maximal in G by Theorem 5.10, so ϕ(Gv) = H{x,y}. In
view of Lemma 5.8, we may find h = ϕ(g) such that h({x, y}) = {x′, y′}
with [x, y] ∩ [x′, y′] = ∅. Setting g(v) =: v′, we infer that ϕ(Gv′) = H{x′,y′}.
The arcs [x, y] and [x′, y′] are disjoint, so there is z ∈ Br(Dm) such that
H{x,y} ∩ H{x′,y′} ≤ Hz. Applying Lemma 7.8 to ϕ−1 : H → G, we see
that ϕ−1(Hz) equals Gw or is contained in G{w,w′}. The reductio hypothesis
excludes the former case, and we deduce that ϕ−1(Hz) = G{w,w′}.
On the other hand,
ϕ−1(H{x,y} ∩ H{x′,y′}) = Gv ∩ Gv′ ≤ ϕ
−1(Hz) = G{w,w′},
so Lemma 5.13 implies that {w,w′} = {v, v′}. We conclude that H{x,y} ∩
H{x′,y′} is of index at most two in Hz, and this is absurd. 
Theorem 7.10. For m, n ∈ N∗≥3, suppose that ∆ ≤ Sym(n) and Γ ≤ Sym(m)
are discrete groups. Then the following are equivalent.
(1) (∆, [n]) ≃ (Γ, [m]) as permutation groups.
(2) K (∆) ≃ K (Γ) as abstract groups.
(3) K (∆) ≃ K (Γ) as Polish groups.
(4) There is a homeomorphism ϕ : Dn → Dm and kaleidoscopic colorings c
and d such that ϕKc(∆)ϕ−1 = Kd(Γ).
Proof. The equivalence of (2) and (3) is given by Theorem 7.6.
For (1) implies (3), suppose that (∆, [n]) ≃ (Γ, [m]) as permutation groups,
so n = m. Say that f : [n] → [n] is a bijection giving the isomorphism
(∆, [n]) → (Γ, [n]) as permutation groups. Let c be a kaleidoscopic coloring
and form Kc(∆). We obtain a second kaleidoscopic coloring d = f ◦ c, and
for all g ∈ Homeo(Dn) and v ∈ Br(Dn),
σd(g, v) = f ◦ cg(v) ◦ g ◦ c
−1
v ◦ f
−1.
We deduce that σd(g, v) ∈ Γ if and only if σc(g, v) ∈ ∆. It now follows that
Kc(∆) = Kd(Γ). Hence, K (∆) ≃ K (Γ) as Polish groups.
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For (4) implies (1), suppose (4) holds and observe that n = m. Fixing v ∈
Br(Dn), we have the following commutative diagram for all g ∈ Kc(∆)v:
[n]
c−1v
//
σc(g,v)

v̂
ϕ
//
g

ϕ̂(v)
dϕ(v)
//
ϕgϕ−1

[n]
σd(ϕgϕ
−1,ϕ(v))

[n]
c−1v
// v̂
ϕ
// ϕ̂(v)
dϕ(v)
// [n]
.
We observe additionally that all maps in the diagram are bijections. Hence,
f = dϕ(v) ◦ ϕ ◦ c
−1
v : [n] → [n]
is a bijection, and moreover,
fσc(g, v) f−1 = σd(ϕgϕ
−1, ϕ(v))
for all g ∈ Kc(∆)v.
Lemma 7.4 ensures that σc(g, v) can take any value in ∆, so f∆ f−1 ≤ Γ.
The same argument considering f−1 shows conversely that Γ ≤ f∆ f−1. We
conclude that (∆, [n]) is isomorphic to (Γ, [n]) as permutation groups.
We finally argue for (3) implies (4), the most difficult of the implications.
Fix c a kaleidoscopic coloring of Dn and d a kaleidoscopic coloring of Dm,
set G = Kc(∆) and H = Kd(Γ) and suppose that χ : G → H is an iso-
morphism of Polish groups. In view of Lemma 7.9 for each v ∈ Br(Dn),
there is some w ∈ Br(Dm) such that χ(Gv) = Hw. We thus have a map
ψ : Br(Dn) → Br(Dm) such that χ(Gv) = Hψ(v), and it follows that this
map is a bijection.
We now argue that ψ respects the betweeness relation. Take v 6= v′
in Br(Dn) and suppose that w ∈ (v, v′) is a branch point. We may find
v′′ ∈ Br(Dn) such that w = κ(v, v′, v′′). Via Lemma 5.14, the fixed point
set of H(ψ(v),ψ(v′),ψ(v′′)) is exactly {ψ(v),ψ(v′),ψ(v′′), κ(ψ(v),ψ(v′),ψ(v′′))}.
On the other hand, H(ψ(v),ψ(v′),ψ(v′′)) ≤ Hψ(w), so
ψ(w) ∈ {ψ(v),ψ(v′),ψ(v′′), κ(ψ(v),ψ(v′),ψ(v′′))}.
The only possible value for ψ(w) is κ(ψ(v),ψ(v′),ψ(v′′)). We conclude that
ψ(w) ∈ (ψ(v),ψ(v′)), and therefore ψ respects the betweeness relation.
Applying Proposition 2.4, there is a homeomorphism ϕ : Dn → Dm such
that ϕ|Br(Dn) = ψ, so in particular, n = m. Taking g ∈ G and v ∈ Br(Dn),
Hϕ(g(v)) = χ(Gg(v)) = χ(gGvg
−1) = χ(g)χ(Gv)χ(g)
−1 = Hχ(g)(ϕ(v)).
As point fixators fix exactly one point, we conclude that ϕ(g(v)) = χ(g)(ϕ(v)).
Therefore, g(v) = ϕ−1 ◦ χ(g) ◦ ϕ(v) for all branch points v. As the branch
points are dense, we deduce that ϕ−1 ◦ χ(g) ◦ ϕ = g, so χ(g) = ϕgϕ−1 for
all g ∈ G. That is to say, ϕGϕ−1 = H 
As there is a continuum of non-isomorphic discrete permutation groups,
we obtain a large family of non-isomorphic Polish groups.
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Corollary 7.11. There is a continuum of non-isomorphic kaleidoscopic groups.
We also obtain an interesting countable family of non-isomorphic groups.
Corollary 7.12. For n 6= m in N∗≥3, the kaleidoscopic groups K (1 y [n]) and
K (1y [m]) are non-isomorphic.
8. UNIVERSALITY
As noted previously, one inspiration for the present work is the Burger–
Mozes universal group for a regular tree Tn with n ∈ N≥3; see [2, §3]. An
important feature of the Burger–Mozes universal groups is their univer-
sality property, [2, Proposition 3.2.2]. It turns out that the kaleidoscopic
groups enjoy a universality property analogous with the one enjoyed by
the Burger–Mozes universal groups.
Theorem 8.1. For n ∈ N∗≥3, if G ≤ Homeo(Dn) is transitive on branch points
and has doubly transitive local action Γy [n], then G ≤ Kc(Γ) for some kaleido-
scopic coloring c.
Proof. Let (xk)k∈N enumerate Br(Dn). Fix d : x̂0 → [n] a bijection. We
now recursively define a coloring c on every ŷ for y ∈ Xk where Xk is a
collection of branch points containing x0, . . . , xk such that for each x ∈ Xk
there is g ∈ G with g(x) = x0 and cx = dx0 ◦ g. The base case is immediate:
we define cx0 = dx0 .
Suppose we have defined c on ŷ for each y ∈ Xk. Form Z = Xk ∪ {xk+1}.
Our coloring c may already be defined on x̂k+1. If not, define cxk+1 = cx0 ◦
gk+1 for some gk+1 ∈ G such that gk+1(xk+1) = x0. For each adjacent pair
v,w ∈ Z and i 6= j in [n], choose a distinct y ∈ (v,w) ∩ Br(Dn). Let h ∈ G
be such that h(y) = x0. Since Gy acts doubly transitively on ŷ, we may find
k ∈ Gy such that
cx0 ◦ hk(Uy(v)) = i and cx0 ◦ hk(Uy(w)) = j
Put cy = cx0 ◦ hk. Our coloring c is now defined on Xk+1 defined to be Z
along with all of the elements y, and for each x ∈ Xk+1, there is g ∈ G such
that cx = d ◦ g.
Our recursive definition is complete, so we obtain c a coloring of Dn.
This coloring is moreover kaleidoscopic, and for each xi there is gi ∈ G
such that gi(xi) = x0 and cxi = d ◦ gi. The elements gi furthermore have a
trivial local action at xi:
σc(gi, xi) = cx0 ◦ gi ◦ (cxi)
−1 = d ◦ gi ◦ g
−1
i ◦ d
−1 = 1.
Take an arbitrary h ∈ G and xi ∈ Br(Dn) and say h(xi) = xj. The element
gjhg
−1
i is in G and it fixes x0. Therefore, σc(gjhg
−1
i , x0) ∈ Γ where Γ is the
local action of G(x0) on x̂0. On the other hand,
σc(gjhg
−1
i , x0) = σc(gj, xj)σc(h, x0)σc(g
−1
i , xi) = σc(h, xi).
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We thus deduce that σc(h, z) ∈ Γ for all h ∈ G and branch points z. Thus,
G ≤ Kc(Γ). 
Our next result shows a doubly transitive group Γ ensures any coloring c
of the dendrite Dn produces the kaleidoscopic group K (Γ); see [5, Propo-
sition 2.8] for the analogous statement for Burger–Mozes universal groups.
Theorem 8.2. Say that n ∈ N∗≥3 and Γ ≤ Sym(n) is doubly transitive. If c is
any coloring of Dn, then Kc(Γ) = K (Γ).
Proof. Let (xk)k∈N enumerate Br(Dn). We now recursively define a kaleido-
scopic coloring d on every ŷ for y ∈ Xk where Xk is a collection of branch
points containing x0, . . . , xk. For the base case, we set dx0 = cx0 .
Suppose we have defined d on ŷ for each y ∈ Xk. Form Z = Xk ∪ {xk+1}.
Our coloring d may already be defined on x̂k+1. If not, define dxk+1 = cxk+1 .
For each adjacent pair v,w ∈ Z and i 6= j in [n], choose a distinct y ∈
(v,w) ∩ Br(Dn). Since Γ acts doubly transitively on [n], we may find γ ∈ Γ
such that
γcy(Uy(v)) = i and γcy(Uy(w)) = j.
Put dy = γcy. Our coloring d is now defined on Xk+1 defined to be Z along
with all of the elements y.
Our recursive definition is complete, so we obtain d a coloring of Dn, and
this coloring is kaleidoscopic. For each element g ∈ Kd(Γ) and x ∈ Br(Dn),
we have
σd(g, x) = dg(x) ◦ g ◦ (dx)
−1 = γcg(x) ◦ g ◦ c
−1
x γ
′
where γ and γ′ are some elements of Γ. It now follows that σc(g, x) ∈ Γ.
Hence, Kd(Γ) ≤ Kc(Γ). The converse inclusion is similar. 
Theorem 8.2 fails if Γ is not doubly transitive.
Example 8.3. Fix two distinct end points ξ− and ξ+ of D3. Let c be a color-
ing such that for every branch point z ∈ [ξ− , ξ+], cz(ξ−) = 1 and cz(ξ+) =
0. Suppose c is additionally such that for all z ∈ Br(Dn), cz(ξ+) = 0. One
checks that Kc(Z/3Z) does not transitively on pairs of endpoints. On the
other hand, Corollary 5.6, shows that any kaleidoscopic group acts tran-
sitively on pairs of endpoints. Hence Kc(Z /3Z) is not a kaleidoscopic
group.
9. COHOMOLOGY AND GENEROSITY
This section exposes how to obtain cohomology for a kaleidoscopic group
K (Γ y [n]) out of information of cohomological type about the local per-
mutation group Γy [n].
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9.A. Preliminaries on cohomology. Recall the homogeneous model for
general cocycles on an arbitrary set E, with values in an abelian group A,
which will be A = Z or A = R in the applications below. Given q ∈ N, a
q-cochain is any map α : Eq+1 → A. The q-cochain α is called alternating
if any permutation of its variables only modifies its value by multiplying
it with the sign of the permutation. The homogeneous coboundary of α is
the (q+ 1)-cochain dα defined by omitting variables as follows:
(dα)(x0, . . . , xq+1) =
q+1
∑
j=0
(−1)jα(. . . , x̂j, . . .).
Finally, a cocycle is an element of the kernel of d. When no further assump-
tion is made, every cocycle is a coboundary. For instance, given any p ∈ E,
one checks that a cocycle α satisfies α = dβ when β is defined by
(9.i) β(x0, . . . , xq−1) = α(p, x0, . . . , xq−1).
One of the ways to realize the cohomology Hq(G, A) of a group G is as
the quotient of the G-invariant q-cocycles on E = G by the coboundaries
of G-invariant (q− 1)-cochains. When A is divisible (e.g. A = R), one can
equivalently use alternating cocycles and coboundaries.
The bounded cohomology is obtained by restricting both cocycles and
coboundaries to be bounded maps. It therefore comes with a natural com-
parison map to usual cohomology. Although this map is induced by the
inclusion of cochains, it is in general not injective (nor surjective) at the
level of cohomology.
9.B. A local-to-global procedure for cocycles. The basic construction of
this section is as follows. Fix a kaleidoscopic coloring c of Dn. Given a
Γ-invariant alternating 2-cocycle Ω : [n]3 → A, we define a map
ω : Ends(Dn)3 −→ A
ω(ξ, η, ζ) =
{
Ω(ca(ξ), ca(η), ca(ζ)) ξ, η and ζ distinct with center a
0 otherwise.
Proposition 9.1. The map ω is a K (Γ)-invariant alternating 2-cocycle.
Proof. The issue in checking that dω vanishes on 4-tuples of ends comes
from the fact that the definition ofω depends on the center of a triple, whilst
there is in general no single center for four points. As for invariance and al-
ternation, these properties follow by construction, using the corresponding
properties of Ω.
Consider thus four ends ξ, η, ζ, ϑ. We can assume that they are pairwise
distinct since otherwise the above issue does not arise. For the same rea-
son, we can assume that the tree spanned in Dn by these ends has two
inner nodes of degree three rather than one of degree four (these being the
only possibilities for a tree with four leaves). Finally, upon permuting the
variables (which we can do since ω is alternating), we are reduced to the
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situationwhere the center a of ξ, η, ζ coincides with the center of ξ, η, ϑ, and
the center b 6= a of ξ, ζ, ϑ coincides with the center of η, ζ, ϑ.
ξ
η
ϑ
ζ
a b
It follows that the colorings at a of ζ and ϑ coincide; therefore, we have
ω(ξ, η, ϑ) = ω(ξ, η, ζ).
Likewise, the coloring at b shows that
ω(η, ζ, ϑ) = ω(ξ, ζ, ϑ).
These two equalities imply indeed the cocycle equation
ω(η, ζ, ϑ)−ω(ξ, ζ, ϑ) + ω(ξ, η, ϑ)− ω(ξ, η, ζ) = 0
that was to be established. 
Recall that a cocycle that is invariant for a group acting transitively on
the set where the cocycle is defined yields canonically a cohomology class
for that group, although this cohomology class could be trivial even if the
cocycle is not the coboundary of an invariant cochain on that set. Con-
cretely, keeping the notation above, the corresponding invariant cocycle on
K (Γ)3 can be defined by
(g0, g1, g2) 7→ ω(g0ξ, g1ξ, g2ξ),
where ξ is an arbitrary element of Ends(Dn). The transitivity assumption
implies that the cohomology class of this cocycle does not depend on the
choice of ξ. Our source of non-trivial cohomology classes is the following
result; we emphasize that the boundedness assumption on Ω is needed in
the proof, although of course it is automatically satisfied for n < ∞.
Theorem 9.2. Let A = Z or A = R and suppose that Ω : [n]3 → A is a non-
zero bounded alternating Γ-invariant cocycle. Then ω determines a non-trivial
bounded cohomology class in H2b(K (Γ), A) which remains non-trivial in the
usual cohomology H2(K (Γ), A).
Remark 9.3. We emphasize that Ω is not assumed to be cohomologically
non-trivial as Γ-invariant cocycle. Indeed, we shall notably apply Theo-
rem 9.2 to coboundaries of Γ-invariant cochains.
Proof of Theorem 9.2. It suffices to prove the formally stronger statementwith
A = R. Moreover, it suffices to show that the class ofω in bounded cohomol-
ogy is non-trivial: indeed, the uniform perfectness of K (Γ), established in
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Theorem 6.4 above, implies that the natural map
H2b(K (Γ),R) −→ H
2(K (Γ),R)
is injective, see e.g. Corollary 2.11 in [18].
In fact, we shall prove the following stronger statement. Let Λ be any
countable subgroup of K (Γ). If the Λ-action on Dn is dendro-minimal,
then the pull-back of our class to H2b(Λ,R) is non-trivial. To verify that
this statement indeed implies the non-vanishing in H2b(K (Γ),R) it suffices
to observe that such a countable group Λ exists — any dense countable
subgroup will do since K (Γ) acts transitively on branch points (Proposi-
tion 5.5) and thus is dendro-minimal.
To prove the statement for Λ, we recall from §8 in [9] that there exists a
non-singular measure Λ-space B togetherwith ameasurable Λ-equivariant
map ϕ : B → Ends(Dn) such that the Λ-action on B is amenable in Zim-
mer’s sense and such that the diagonal Λ-action on B2 is ergodic. We fur-
ther recall that the cocycle
ϕ∗ω : B3 −→ R
defined by precomposition with ϕ realizes the class in H2b(Λ,R) under con-
sideration, see e.g. (7.5.3) and (7.2.6) in [20]. Now the ergodicity of B2 im-
plies that ϕ∗ω defines a non-vanishing class in H2b(Λ,R) unless ϕ
∗ω itself
vanishes almost everywhere, since any alternating Λ-invariant measurable
map B2 → R (as needed for coboundaries) must vanish. It thus remains
to show that ϕ∗ω does not vanish almost everywhere. To this end, pick
any branch point a; the fact that Ω is not identically zero on [n]3 implies
that there are three components X,Y,Z ∈ â such that ω(ξ, η, ζ) 6= 0 for all
end points ξ ∈ X, η ∈ Y, ζ ∈ Z. Consider the measure on Dn which is
the image under ϕ of the given measure on B; it remains only to observe
that this measure is non-zero on X, Y and Z. This is the case because these
components are open, the class of the measure is preserved by Λ, and Λ
acts minimally on Dn (by [9], Lemma 4.4 and Remark 4.7). 
9.C. Generosity. We recall a definition due to P. Neumann [22].
Definition 9.4. An action of group G on some set is generously transitive
if for any x, y in the set there is g ∈ G such that g(x) = y and g(y) = x.
Remark 9.5. Generous transitivity implies transitivity and is implied by
double transitivity. The action of a cyclic group of order≥ 3 on itself shows
that it is not the same as transitivity and the action of the dihedral group
of a square on the vertices of that square shows that it is not the same as
double transitivity.
Moreover, generous transitivity is unrelated to primitivity: the action of
Z/pZ on itself is primitive but not generous when p 6= 2 is prime, and the
above-mentioned action of the dihedral group of a square is generous but
not primitive.
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We further recall that two actions of a given group are called orthogonal
if the diagonal action on the product is transitive. We shall say that an
action is semi-generous if it decomposes into two orthogonal orbits that
are both generously transitive.
It turns out that a rather natural property in character theory for finite
permutation groups is equivalent to being either generous or semi-generous,
see Proposition 8.4 in [22]. Exactly this disjunction appears also in the fol-
lowing result.
Proposition 9.6. The following are equivalent for a permutation group Γ y [n]
with n ∈ N∗≥3.
(i) The permutation group Γy [n] is neither generous nor semi-generous.
(ii) There exists a non-zero coboundary of a bounded alternating Γ-invariant map
[n]2 → R.
(iii) There exists a non-zero coboundary of an alternating Γ-invariant map [n]2 →
{0,±1}.
Proof. The main point is the implication (i)⇒(iii). Since Γ y [n] is not gen-
erous, we can choose p, q in [n] such that, in [n]2, the orbits Γ(p, q) and
Γ(q, p) are disjoint. Define the map ∆ : [n]2 → {0,±1} by declaring that
∆ ≡ 1 on Γ(p, q), that ∆ ≡ −1 on Γ(q, p) and that ∆ ≡ 0 elsewhere. It suf-
fices to show that upon possibly changing our choice of p, q (and changing
∆ accordingly), there exist x, y, z in [n] such that the relation
(9.ii) ∆(x, y) = ∆(x, z) + ∆(z, y)
does not hold; the coboundary is then Ω = d∆.
Suppose thus that (9.ii) always holds and consider the oriented graph on
[n] defined by Γ(p, q). The relation (9.ii) applied to (x, y) = (p, q) shows
that every z ∈ [n] either receives an edge from p or originates an edge
to q, but not both. This defines a Γ-invariant partition Q ⊔ P of [n] with
p ∈ P and q ∈ Q. Moreover, the definition of our graph shows that the
stabilizer of p acts transitively on Q and the stabilizer of q transitively on
P. It follows that P and Q are orthogonal Γ-sets. Since Γ y [n] is not
semi-generous, at least one of these two orbits is not generous. We now
modify our choices by taking p, q in that orbit and redefining ∆ accordingly.
This time the relation (9.ii) must be violated because otherwise the same
argument would provide a Γ-invariant partition of the chosen orbit, which
is absurd. This establishes (i)⇒(iii).
Since (iii)⇒(ii) is trivial, it remains only to justify (ii)⇒(i). If Γ were gen-
erous, then there would be no non-zero alternating Γ-invariant function on
[n]2 at all. If on the other hand Γ were semi-generous, then there would be
a one-dimensional space of such functions, but they would automatically
satisfy (9.ii) everywhere. 
Combining Proposition 9.6 with Theorem 9.2 via Proposition 9.1, we con-
clude:
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Corollary 9.7. Suppose that the permutation group Γ y [n] is neither gener-
ous nor semi-generous. Then K (Γ) admits a cocycle with values in {0,±1,±2}
which determines a non-trivial class inH2(K (Γ),Z) and inH2b(K (Γ),Z). More-
over, these two classes remain non-trivial when viewed as R-valued cohomology
classes. 
9.D. More cohomology. The methods introduced above give more than
just non-vanishing. Since the correspondence Ω 7→ ω of Proposition 9.1 is
additive, we can reformulate Theorem 9.2 as follows.
Corollary 9.8. Let A = Z or A = R and denote by Z2alt,b([n], A)
Γ the group of
bounded alternating Γ-invariant 2-cocycles on [n]. Then the maps
Z2alt,b([n], A)
Γ −→ H2b(K (Γ), A) −→ H
2(K (Γ), A)
are injective. 
As a first application, we can give a quantitative estimate on the size
of the second cohomology of kaleidoscopic groups by counting arguments
that are particularly simple in the case where Γ is trivial. (The triangular
number below is to be read as ∞ in the case n = ∞).
Corollary 9.9. For n ∈ N∗≥3, the image of H
2
b(K (1 y [n]),Z) in the ordinary
cohomology H2(K (1y [n]),R) spans a space of dimension at least (n−1)(n−2)2 .
This result implies Corollary 1.8 from the introduction thanks to the uni-
versal coefficient theorem.
Proof. By Corollary 9.8, it suffices to compute the rank of Z2alt,b([n],Z). Sup-
pose n < ∞. Since there is no equivariance condition, every cocycle in that
group is the coboundary of an alternating map β : [n]2 → Z, as follows e.g.
from equation (9.i). The group of suchmaps β has rank
(
n
2
)
= n(n− 1)/2.
On the other hand, the kernel of the coboundary map β 7→ dβ which
parametrizes Z2alt,b([n],Z) consists exactly of the image of all maps [n] → Z,
again by an application of equation (9.i). This image is the quotient of [n]Z
by the kernel consisting of constant maps, and hence has rank n − 1. We
conclude that Z2alt,b([n],Z) has rank
n(n− 1)
2
− (n− 1) =
(n− 1)(n− 2)
2
as claimed. The case n = ∞ is a simpler version of the same argument. 
Remark 9.10. The reader might have noticed that all applications so far
have used only cocycles on [n] that are coboundaries. In other words, we
used cocycles that are trivial for the cohomology of Γ and constructed non-
trivial cohomology for K (Γ).
In fact, this is unavoidable when working with n < ∞. Indeed, in that
case, any cocycle is the coboundary of an invariant R-valued cochain; this
can be seen by averaging the equation (9.i) over all p ∈ [n].
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Therefore, Proposition 9.6 shows that the condition barring generosity
and semi-generosity provides the exact setting where our construction can
work for n < ∞.
Turning to n = ∞, there are situations where Γ y [n] has interesting
(non-trivial) bounded cohomology. This allows us to produce cohomology
classes even for some examples of kaleidoscopic groups associated to gen-
erously transitive local actions.
Example 9.11. Suppose that Γ preserves a cyclic order on [n] and denote
by Ω : [n]3 → {0,±1} the corresponding cyclic order cocycle (see e.g. [13]).
Then one checks that the resulting cocycle ω for K (Γ) is nothing else than
the cyclic order cocycle associated to a natural cyclic order on Ends(Dn)
defined by the cyclic order on [n] via the given coloring.
Consider the concrete example of Γ = SLn(Q) acting on the projective
line over Q; thus we identify [∞] with this projective line. Then Theo-
rem 9.2 produces in particular a non-trivial class in H2(K (Γ),R). On the
other hand, the local action Γ y [∞] is doubly transitive, hence in particu-
lar generously transitive.
This example can be extended to a larger group, giving us access to non-
trivial cohomology in arbitrarily high degrees:
Corollary 9.12. Let T y [∞] be the action of Thompson’s circle group T on the
dyadic points of the circle.
Then the cyclic order cocycle ω determines a class in H2b(K (T y [∞]),Z)
such that the images of the cup product ωn are non-trivial in
H2nb (K (T y [∞]),Z) and in H
2n(K (T y [∞]),Z)
for all n.
(We refer to [4] for a description of the group T and of its action.)
Proof. We choose a lifting ι : T → K (T y [∞]) as provided by the wreath
product structure of Corollary 7.5. This is moreover a lifting of permutation
groups, so that the corresponding restriction maps
ι∗ : H∗(K (T y [∞]),Z) −→ H∗(T,Z)
send [ω] to the class determined by the order cocycle for T y [∞]. The
latter is known to have non-zero cup powers in H2n(T,Z) for all n by
Théorème D in [14]. Therefore, the statement follows from the naturality of
the cup product with respect to the maps ι∗ and to the comparison maps
H∗b(K (T y [∞]),Z) −→ H
∗(K (T y [∞]),Z).

In fact, the reference [14] cited above proves non-vanishing in H2n(T,Q).
Therefore, Corollary 9.12 holds also with rational coefficients, which allows
us to apply the universal coefficient theorem and deduce:
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Corollary 9.13. The homology H2n(K (T y [∞]),Z) is non-trivial for all n.

10. ACYCLICITY
A group G is called acyclic if its homology Hn(G,Z) vanishes for all
n > 0. This implies the cohomology Hn(G,Z) and Hn(G,R) vanishes for
all n > 0 thanks to the universal coefficient theorem. The main result of
this section is the following.
Theorem 10.1. The homeomorphism group of the universal Waz˙ewski dendrite
D∞ is acyclic.
This theoremand its corollary below stand in contrast to the non-vanishing
results of Section 9.
Corollary 10.2. Let G be the homeomorphism group of D∞. Then the bounded
cohomology H2b(G,Z) andH
2
b(G,R) both vanish.
Remark 10.3. Once again, all these (co)homological statements regard G as
an abstract group.
Proof of Corollary 10.2. A general fact for any group is that in order to de-
duce the vanishing of H2b(−,R) from the vanishing of H
2(−,R), it suffices
to know that the group is uniformly perfect; see e.g. Corollary 2.11 in [18].
Therefore, by Theorem 6.4, we conclude that H2b(G,R) vanishes. Turning to
Z-valued bounded cohomology, the long exact coefficient sequence (see e.g.
Proposition 1.1 in [12]) shows that it is sufficient to know that H1(G,R/Z)
vanishes, which is the case since G is perfect. 
The proof of Theorem 10.1 uses the tree-like structure of the dendrite to
reduce the problem to the stabilizers of finite sets of branch points using
techniques from algebraic topology. The simplest case is the stabilizer of
a single point, where we will leverage ideas that go back to Mather [17],
Wagoner [26] and Segal [24] to prove the following.
Theorem 10.4. The stabilizer of a branch point in the homeomorphism group of
D∞ is acyclic.
The proof of Theorem 10.4 will be a variation on the arguments provided
by de la Harpe and McDuff in [8] for their proof that Sym(∞) is acyclic to-
gether with an additional topological ingredient because this stabilizer is a
full permutational wreath product of Sym(∞) with a group of homeomor-
phisms.
It will be more involved to treat the stabilizers of other finite sets; the key
case is the following.
Theorem 10.5. The pointwise stabilizer of two distinct end points in the homeo-
morphism group of D∞ is acyclic.
Turning to the proofs, we begin with the stabilizer of two end points.
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Proof of Theorem 10.5. The proof is in two steps; the first is a variation on [23]
and the second follows faithfully [8]. Therefore we shall use a notation
compatible with the case of linear groups considered in [8] and urge the
reader to have a copy of [23] and especially of [8] at hand. We start with
the set-up for the two steps.
Fix once and for all distinct end points ξ± ∈ D∞. We consider the
first-point map r : D∞ → [ξ−, ξ+] and identify, for notational convenience,
[ξ−, ξ+] with R ∪ {±∞}. A dashed linewill refer to a closed subset D ⊆ R
of the formD = ∪k∈Z[xk, yk] subject to the following properties: limk→±∞ xk =
±∞ and xk < yk < xk+1 for all k. We denote by Gr, standing for “Grass-
mannian”, the collection of all pre-images S = r−1(D) where D is some
dashed line. Notice that S is closed in D∞ \ {ξ±}. Finally, a flag is an infi-
nite nested sequence F = (S1 ⊇ S2 ⊇ S3 ⊇ · · · ) of elements Si ∈ Gr such
that each Si+1 is contained in the interior of Si.
Let G be the pointwise stabilizer of {ξ±} in Homeo(D∞). The group G
acts on Gr and on the set of flags. Given a flag F we consider the subgroup
G∞ consisting of all g ∈ G that fix pointwise Si for some i depending on g.
The first step is to prove that the group G∞ (which depends of F) is
acyclic. To this end, we shall apply a modified version of Theorem 1.8
in [23], which establishes the acyclicity of a certain type of homeomor-
phism group of a space X. In our case, the group is G∞ and the space is
X = D∞ \ {ξ±}. The assumptions of Theorem 1.8 in [23] are phrased in
terms of a given directed family of open subsets U of X; in our case, this
family is the increasing sequence of all U = X \ Si as i ≥ 1 varies. The
assumptions postulated in [23] are of two kinds.
The first is an “admissibility” assumption (Definition 1.6 loc. cit.), which
in our case holds thanks to the patchwork lemma, Lemma 2.3 above. This
admissibility is required in [23] with respect only to sequences of open sets
converging to a point, but we emphasize that in our case this convergence
is not needed because Lemma 2.3 does not require it as an assumption.
Specifically, the admissibility is used in order to apply Lemma 1.4 in [23],
which in our case is subsumed by Lemma 2.3 above.
The second assumption in [23] amounts to the following. For any U =
X \ Si as above, there should be g ∈ G∞ such that all images gj(U) are
disjoint as j ≥ 0, and such that gj(U) converges to a point in X as j →
∞. For the reasons discussed above, we can dispense of the condition that
gj(U) converges to a point. Then the existence of g follows by another
application of Lemma 2.3. More precisely, if
Di = ∪k∈Z[xi,k, yi,k] and Di+1 = ∪k∈Z[xi+1,k, yi+1,k]
are the dashed lines corresponding to Si and Si+1, we can patch together a
homeomorphism g that fixes Di+1 pointwise but satisfies
xi,k+1 < g(yi,k) < xi+1,k+1
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for all k. This implies indeed that the open arc (gj+1(yi,k), gj+1(xi,k+1)) lies
above the arc (gj(yi,k), gj(xi,k+1)) for all j ≥ 0 and k ∈ Z, taking care of our
second modified assumption. Therefore, G∞ is acyclic.
We turn to the second part of the proof, which consists in showing that
G itself is acyclic by analyzing its action on the set of all flags. Here we
follow faithfully Section 3 of [8]. That reference was written in the context
of linear groups but in such a way that it can be adapted to a number of
other settings, as illustrated in Section 4 loc. cit. In our case, the adaptation
is as follows. For two elements S, S′ ∈ Gr, the notation S ⊥ S′ must be read
as S ∩ S′ = ∅, which is equivalent to the disjointness of the corresponding
dashed lines. The notation S⊕ S′ must be read as S ⊔ S′. With this inter-
pretation, almost all the arguments from [8, §3] can be repeated identically,
with one exception. Lemma 8 loc. cit. is proved using infinite direct sums
of elements of Gr; this device is not available in our context. Therefore we
must provide another proof, and hence state the lemma. The statement
reduces immediately (following the reduction of Lemma 7 to Lemma 6 in
that reference) to this:
Given flags F1, . . . , Fp with Fm = (Sm,1 ⊇ Sm,2 ⊇ Sm,3 ⊇ · · · ), there exists
flags F′m = (S
′
m,1 ⊇ S
′
m,2 ⊇ S
′
m,3 ⊇ · · · ) such that S
′
m,i ⊆ Sm,i and S
′
m,i ⊥ S
′
n,i
for all 1 ≤ m 6= n ≤ p and all i ≥ 1.
In order to prove this statement, we shall use the condition limk→±∞ xk =
±∞ that we imposed on dashed lines. Let thus∪k∈Z[xm,k, ym,k] be the dashed
line corresponding to Sm,1. The convergence condition allows us to define
S′m,1 simply by skipping the arcs indexed by sufficiently many k to ensure
that the remaining arcs, renumbered as [x′m,k, y
′
m,k], succeed to each other
cyclically as m varies. Specifically, we can skip indices (depending onm) so
that we have
y′m,k < x
′
m+1,k ∀ 1 ≤ m < p and y
′
p,k < x
′
1,k
for all k. It follows that all Sm,1 are pairwise disjoint; a fortiori all Sm,i are
pairwise disjoint for any given i, proving the statement. 
We now consider the easier case of stabilizers of single points.
Proof of Theorem 10.4. This proof is a simpler version of the proof of The-
orem 10.5 for two reasons. On the one hand, the first step will be a di-
rect application of Theorem 1.8 in [23] without modifications. On the other
hand, the second step can follow [8, §3] more closely than for Theorem 10.5
because the equivalent of infinite direct sums in Gr will be available.
Therefore, since we went into all necessary details in the proof of Theo-
rem 10.5, we can this time indicate only the changes in the set-up. Let thus
G be the stabilizer in Homeo(D∞) of a given branch point x. Consider the
collection Gr of moieties S of x̂, that is, of subsets S ⊆ x̂ that are simultane-
ously infinite and with infinite complement. Define this time Gr to be the
collection of subsets S ⊆ D∞ given by S = ∪S with S ∈ Gr. A flag shall
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refer to a nested sequence F = (S1 ⊇ S2 ⊇ · · · ) of elements of Gr such that
Si−1 \ Si is infinite for all i ≥ 2 and such that
⋂
Si = ∅. We choose some
flag F and denote by G∞ the group of elements fixing pointwise some Si.
Now the assumptions of Theorem 1.8 in [23] hold unchanged for the
group G∞ acting on X = D∞ \ {x}. Likewise, all arguments from Section 3
in [8] can be adapted, usually simplified, to work in this setting much like
it is done for Sym(∞) in [8, §4]. 
At this point, the general case follows:
Corollary 10.6. Let F be a non-empty finite set of branch points in D∞. Then the
pointwise stabilizer of F inHomeo(D∞) is acyclic.
Proof. We consider the tree [F] as a graph (without discarding possible ver-
tices of degree two). Let V ≥ 1 be the number of its vertices and E ≥ 0
the number of its edges. We claim that the pointwise stabilizer of F can be
decomposed as the direct product of V copies of the stabilizer of a branch-
point and of E copies of the stabilizer of two distinct end points. This then
implies the statement of the corollary, because the Künneth theorem re-
duces it to a combination of Theorems 10.5 and 10.4.
To prove the claim, observe that the various restrictions to the compo-
nents of D∞ determined by [F] yields an injective homomorphism from the
pointwise stabilizer of F to the product of V copies of the stabilizer of a
branch-point and of E copies of the stabilizer of two distinct end points.
The fact that this homomorphism is surjective follows from the patchwork
statement of Lemma 2.3. 
Proof of Theorem 10.1. By general homological principles, the acyclicity of
G = Homeo(D∞) follows if we find an exact sequence of Z[G]-modules
(10.iii) 0← Z← M0 ← M1 ← M2 ← · · ·
such that (i) the homology Hp(G,Mq) vanishes for all p ≥ 1 and all q ≥ 0
and (ii) the sequence of co-invariants
(10.iv) 0← Z← H0(G,M0)← H0(G,M1) ← H0(G,M2)← · · ·
remains exact. Indeed this follows e.g. immediately from considering the
spectral sequence with first tableau Hp(G,Mq).
We implement this strategy using amethod introduced in [1] for bounded
cohomology, as follows. Let Lq ⊆ Br(D∞)q+1 be the set of (q+ 1)-tuples of
branch points that lie on a common arc (which depends of course of the
tuple). We consider the Z[G]-modules Mq = Z[Lq] and define boundary
maps ∂q : Mq → Mq−1 by the familiar formula ∂q = ∑
q
j=0(−1)
j∂q,j where
∂q,j discards the jth variable. The augmentation map M0 → Z is the sum-
mation of coefficients. We prove the theorem by establishing that the Z[G]-
modules Mq satisfy all required properties.
We first justify that the sequence (10.iii) is exact. To this end, we recall the
following completely formal basic fact because we need its explicit proof.
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Let X be any set and consider the (contractible) full chain complex on X
given in degree q by Z[Xq+1]. Let a, b ∈ X be distinct points and define the
map f : X → X by f (a) = b and f (x) = x if x 6= a. Then a homotopy
between the identity and the corresponding chain map fq on Z[Xq+1] is
given by the maps
hq =
q
∑
r=0
(−1)rhq,r : Z[Xq+1] −→ Z[Xq+2]
where hq,r is defined on x ∈ Xq+1 by(
f (x0), . . . , f (xr−1), a, b, xr+1, . . . xq
)
if xr = a and hq,r(x) = 0 if xr 6= a. We now consider a cycle c ∈ Mq and
proceed to show that it is the boundary of an element of Mq+1. Consider
the finite tree spanned in D∞ by all tuples in the support of c; we consider
every element of every such tuple as a node of the tree, even if it has degree
two. Let now a be a leaf of this tree and b the unique node adjacent to
a (if the tree is reduced to a the statement is trivial). Applying the above
homotopy with X = Br(D∞), we see that every term that appears is still
in the chain complex M∗ because of the choice of a and b. Indeed, if a
tuple of c lies on an arc and contains a, then adding b to the tuple still
remains on an arc. Therefore, c is bounding modulo ∂Mq+1 to another cycle
c′ whose associated tree has strictly less nodes. The statement now follows
by induction.
Next we establish property (i). For q given, there are only finitely many
G-orbits in Lq described completely by topological configuration of q + 1
points on an arc, see Proposition 6.1 in [10]. Therefore, Mq is isomorphic as
aZ[G]-module to a finite sumofmodules of the typeZ[G/H] for subgroups
H < G. More precisely, H is the pointwise stabilizer of q+ 1 (not necessar-
ily distinct) branch points. By Eckmann–Shapiro induction, we have
Hp
(
G,Z[G/H]
)
∼= Hp(H,Z).
The latter vanishes for all p > 0 by Corollary 10.6, as required.
Finally we turn to property (ii) and examine the sequence (10.iv). The
co-invariant module H0(G,Mq) is the free Z-module Z[Lq/G] on the set of
G-orbits in Lq. We describe more precisely the orbit set Lq/G using Propo-
sition 6.1 in [10], namely: it can be identified to the finite set of all config-
urations (i.e. marked homeomorphism classes) of q+ 1 (numbered) points
spanning a (possibly degenerate) arc. We keep in mind that no orientation
is prescribed since G can reverse arcs. By contrast, the set Cq of configura-
tions on an oriented arc forms just an infinite simplex, so that the sequence
(10.v) 0← Z← Z[C0] ← Z[C1] ← Z[C2] ← · · ·
is exact. Moreover, since Lq/G is the quotient of Cq by an action of Z/2, we
can identify H0(G,Mq) with the corresponding H0(Z/2,Z[Cq]). Therefore,
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we shall establish property (ii) by showing that the sequence
(10.vi) · · · ← H0(Z/2,Z[Cq]) ← H0(Z/2,Z[Cq+1])← · · ·
is exact at all q > 0. To this end, consider the spectral sequence whose
first tableau is E1p,q = Hp(Z/2,Z[Cq]). Since (10.v) is exact, this spectral
sequence abuts to H∗(Z/2,Z). Fix some p > 0. For any q, the unique fixed
point in Cq (the configuration where all points coincide) gives an inclusion
Z→ Z[Cq] of Z[Z/2]-modules. This inclusion induces an isomorphism
Hp(Z/2,Z)
∼=
−→ Hp(Z/2,Z[Cq])
for all q ≥ 0 because the complement of Z in Z[Cq] is a free Z[Z/2]-module
(recalling p 6= 0). Moreover, these isomorphisms intertwine the differential
E1p,q → E
1
p,q−1 to a map
Hp(Z/2,Z) −→ Hp(Z/2,Z)
which is the zero map when q is odd and the identity when q ≥ 2 is even;
indeed, the fixed point in Cq has q+ 1 identical coordinates. It follows that
E2p,q vanishes for all p, q ≥ 1 and that E
2
p,0 is isomorphic to Hp(Z/2,Z) for
all p. Since this is the abutment of Ep,q, it follows E20,q = 0 for all q >
0. This concludes the proof because E20,q is precisely the homology of the
sequence (10.vi). 
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