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Abstract
This thesis is focused on modeling, control, stability, and power management of electron-
ically interfaced Distributed Energy Resource (DER) units for microgrids. Voltage amplitude
and frequency regulation in an islanded microgrid is one of the main control requirements. To
that end, first a mathematical model is developed for an islanded DER system and then, based
on the developed model, amplitude and frequency control schemes are proposed for (i) bal-
anced and linear loads and (ii) unbalanced and nonlinear loads. The proposed control strategy
for unbalanced and nonlinear loads, utilizes repetitive control scheme to reject the eects of
unbalanced and/or distorted load currents. Moreover, a new approach is proposed to maintain
the eectiveness of the repetitive control under variable-frequency operational scenarios. The
thesis also presents an adaptive feedforward compensation strategy to enhance the stability
and robustness of the droop-controlled microgrids to droop coecients and network uncer-
tainties. The proposed feedforward strategy preserves the steady-state characteristics that the
conventional droop control strategy exhibits and, therefore, does not compromise the steady-
state power shares of the DER systems or the voltage/frequency regulation of the microgrid.
Finally, a unified control strategy is proposed to enable islanded and grid-connected operation
of DER systems, with no need to detect the microgrid mode of operation or to switch between
dierent controllers, simplifying the control of the host microgrid. The eectiveness of the pro-
posed control strategies are demonstrated through time-domain simulation studies conducted
in the PSCAD/EMTDC software environment.
Keywords: Adaptive control, Current-Mode Control, Distributed Energy Resource (DER),
Droop, Feedforward, Frequency Regulation, Grid-Connected Mode, Islanded Mode, Micro-
grid, Repetitive Control.
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Chapter 1
Introduction
1.1 Statement of Problem and Thesis Objectives
A microgrid is defined as a part of an electric power distribution network that embeds an ap-
preciable number of distributed generators and energy storage devices, in addition to regional
loads; it may be disconnected from the rest of the power system, under emergency conditions
or as planned, and operated as an island. A microgrid can be a residential neighborhood, an in-
dustrial or commercial facility, a university campus, a hospital, an o-grid remote community,
etc. Microgrids should widely utilize renewable energy resources such as wind, sunlight, and
hydrogen1, to play a significant role in the electric power systems of the future, for cleaner air,
reduced transmission and distribution costs, and enablement of energy eciency enhancement
initiatives. The economical and environmental benefits of microgrids have motivated extensive
research and development eorts towards resolving the technical challenges of this new and
fast-growing technology.
The coexistence of multiple of energy resources, which have versatile dynamic properties
and electrical characteristics, has raised concerns over the safety, eciency, and stability of
microgrids. The control and operation of a microgrid is challenging especially in an o-grid
scenario where the microgrid is isolated from the main utility grid. This condition is known as
the islanded mode of operation which is the main subject of this thesis.
This thesis concentrates on the islanded-mode control of electronically-interfaced distributed
1Produced through renewable energy resources, for example using solar energy.
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generators and energy storage devices, for microgrid applications. Hereafter, a generator, or
an energy storage device, without its interfacing power-electronic converter is referred to as a
Distributed Energy Resource (DER), whereas the same with its power-electronic interface is
referred to as a “DER system”.
The objectives of the thesis are:
 To introduce a continuous-time mathematical model for islanded DER systems and to
develop a control strategy for the regulation of the amplitude and frequency of their ter-
minal voltages in the islanded mode of operation, for linear and balanced load conditions.
 To develop a discrete-time mathematical model and a discrete-time control strategy for
the regulation of the amplitude and frequency of the terminal voltages of islanded DER
systems which can also mitigate the distortions caused by nonlinear and unbalanced
loads.
 To develop a discrete-time mathematical model and control strategy for droop-controlled
microgrids such that dynamic interactions amongst the DER systems, and those amongst
the DER systems and the loads, are tailored and the stability is enhanced.
 To develop a unified control strategy for DER systems that enables them to operate in
both islanded and grid-connected modes of operation, with no need for switching be-
tween dierent control strategies.
1.2 Microgrids: Structure, Components, and Principles of
Operation
1.2.1 Motivations and Benefits
Due to the ever-increasing demand for high-quality and reliable electric power, the concept of
distributed energy resources has attracted widespread attention in recent years [1]. Distributed
energy resources consist of relatively small-scale generation and energy storage devices that are
interfaced with low- or medium-voltage distribution networks and can oset the local power
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consumption, or even export power to the upstream network if their generation surpasses the
local consumption. An upcoming philosophy of operation which is expected to enhance the
utilization of distributed energy resources is known as the microgrid concept [2]- [5]. A mi-
crogrid is referred to as a part of a distribution network embedding multiple distributed energy
resources and regional loads, which can be disconnected from the upstream network under
emergency conditions or as planned. The main benefits of microgrids are high energy eciency
through the application of Combined Heat and Power (CHP), high quality and reliability of the
delivered electric energy, and environmental and economical benefits [2].
The waste heat from the conversion of fuel to electrical power in small generators can be
used by local consumers, through the CHP technology, to raise the eciency [2].
The issue of the power quality in microgrids is an important issue due to the presence
of an appreciable number of sensitive loads whose performance and lifespan can be adversely
aected by voltage sags, harmonics, and imbalances. In a microgrid, however, most distributed
energy resources employ power-electronic converters which can rapidly correct voltage sags,
harmonics, etc., even in the presence of nonlinear and/or unbalanced loads [2]. In addition,
the proximity between generation and consumption can improve the reliability of service to
sensitive loads. Reliability is further enhanced by diversification and decentralization of the
supply; thus, loss of one unit can be compensated for by the other units. It should be noted that
the distributed energy resources of a microgrid must have plug-and-play capabilities such that
they can be connected to the microgrid with zero or minimum on-site engineering [3].
The use of clean and renewable energy resources can substantially reduce harmful emis-
sions [2]. The environmental issues have become exceedingly important in developed coun-
tries. For example, the government of Ontario plans to terminate coal-fired generation and
replace it with clean energy technologies; according to a 2005 study prepared for the govern-
ment, the health-related damages of coal could exceed 3 billion dollars a year. In addition,
smaller generators have economical benefits such as shorter construction times and transmis-
sion lines [6].
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1.2.2 Structure and Components
The main components of a microgrid are distributed generators (photovoltaic arrays, small
wind turbines, fuel cells, internal combustion engines, microturbines, etc.), distributed en-
ergy storage devices (flywheels, superconductor inductors, supercapacitors, compressed-air
systems, batteries, etc.), and loads. Generators can be classified into two main groups, based
on their interfacing media: (i) generators that consist of direct-coupled conventional rotating
machines (e.g., a synchronous generator driven by a reciprocating engine or an induction gen-
erator driven by a fixed-speed wind turbine), and (ii) electronically interfaced generators [7].
Distributed energy storage devices are employed to compensate for the power shortage within
the microgrid, mainly in the islanded mode when the generators may not be able to satisfy the
entire load power demand. They also prevent transient instability of the microgrid by provid-
ing power in transients. The instability would occur as many DERs, such as rotating-machine-
based DERs, fuel-cells, etc., are rather slow in responding to power demand variations; the
transient power shortage in a microgrid can be compensated for by a fast energy storage de-
vice, e.g., a battery that is coupled with the microgrid through a dc/ac converter [8].
Fig. 1.1 shows the schematic diagram of an example microgrid which embeds a photo-
voltaic (PV) system, a variable-speed wind system, and a battery energy storage system. Each
DER is interfaced with its corresponding host bus through a power-electronic converter and
a transformer. The microgrid is interfaced with Bus 1 of the upstream network, at the Mi-
crogrid Point of Coupling (MPC), through the Microgrid Main Switch (MMS). In turn, Bus
1 is energized from a high-voltage transmission grid, through a substation transformer. The
microgrid has two operating modes: the grid-connected mode and the islanded mode. In the
grid-connected mode, the MMS is closed and the microgrid can exchange energy with the host
grid. In this mode, the DER systems exchange real and reactive powers with the distribution
network, according to the corresponding setpoints; the dierence between the aggregate power
generated by the DER systems and the power demanded by the local loads is balanced by the
upstream network. The voltages on both sides of the MMS are continuously monitored, and
the switch can be opened to disconnect the microgrid from the grid if a fault strikes the grid.
Subsequently, the microgrid can continue to operate in the so-called islanded mode. Thus,
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Figure 1.1: Schematic diagram of an example microgrid.
islanded operation is primarily intended to enhance system reliability and service continuity
and, therefore, it is typically unplanned. However, it can also be introduced intentionally, for
maintenance purposes or economical reasons. In some cases, islanded operation is the only
mode of operation, e.g., in o-grid remote electrification systems.
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1.2.3 Microgrid Control
Microgrid control can be broadly divided into (i) overall control and (ii) local control. These
controls are described below.
Overall Control (Supervisory Control)
In the grid-connected mode, the microgrid voltage is imposed by the host utility grid. Thus,
the hosted DER systems cannot play any appreciable role in determining the microgrid voltage
magnitude or frequency (although they can locally aect the voltage magnitude through their
reactive power or, to a lesser extent, real power contributions). However, they can be controlled
to exchange pre-specified amounts of real and reactive powers with the rest of the microgrid.
This, in turn, enables the control of the real and reactive powers that the microgrid exchanges,
as a black box, with the host grid. In the grid-connected mode, the function of the overall con-
trol is thus to issue the real- and reactive-power commands for the DER systems. The overall
control can calculate the commands based on a variety of criteria, such as market signals and
economy of the microgrid; optimal operation and well being of the microgrid; host grid con-
ditions and requirements; and microgrid internal conditions and requirements. For example,
during hours when the grid electricity is cheap, the overall control may decide to reduce the
power outputs of the gas microturbines and charge the energy storage devices mainly through
the grid power. At the same time, in response to a grid command, it may dispatch the DER
systems in such a way that the microgrid draws reactive power from the host grid, in order to
prevent an overvoltage on the grid side of the MPC.
By contrast, in the islanded mode of operation, the DER systems are mainly controlled to
regulate the microgrid voltage magnitude and frequency, a process that must be fast and reli-
able, and is the function of the local control. In the absence of a connection to the utility grid,
a sustained islanded mode operation also implies that the sum of DER system power outputs
equals the aggregate load power. Although, this is strictly and rapidly ensured by the local
control, the overall control can specify the steady-state DER system output powers, subject
to the constraint mentioned above, in such a way that the microgrid steady-state operation is
optimized. The overall control can also specify the commands for steady-state voltage magni-
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tudes and frequencies of the DER systems (if they have drifted away from their nominal values
due to the islanded-mode operation), for the well being of the loads or safe reconnection of
the microgrid to the host grid once the operating mode is to be switched to the grid-connected
mode. Further, the overall control can shed loads in the islanded mode, depending on load
criticalities, microgrid energy reserves, or other considerations.
The overall control is exercised centrally, through the Microgrid Central Controller (MCC).
It requires a communications network to exchange information with the DER systems and
loads. However, the communication links do not have to be fast or very reliable, since the over-
all control mainly concerns the steady-state operation of the microgrid; its malfunction shall
not result in a system collapse, but would lead to the non-optimal operation of the microgrid.
In the technical literature, the overall control is also known as the “supervisory control”,
which may also be augmented with higher levels of control such as Distribution Network Op-
erator (DNO) or Market Operator (MO) [4] [9].
Local Control (DER Control)
The main function of the local control is to ensure the stability and robustness of the microgrid,
in transients as well as steady states. Thus, the local control ensures that the DER systems
operate in synchronism with the grid, in the grid-connected mode of operation. It also ensures
that, in the islanded mode of operation, the aggregate of the DER system power outputs tracks
the aggregate load power, subject to some dynamics, such that the microgrid voltage magnitude
and frequency are regulated while the DER systems properly share the total load, both in tran-
sient and steady-state regimes. Further, the local control ensures that the DER systems operate
within their limits and are protected against network faults, irrespective of the operating mode.
The local control also receives and enforces the commands that are issued by the overall
control. As mentioned earlier, such commands include setpoints for steady-state output real and
reactive powers of the DER systems; setpoints for steady-state magnitudes and frequencies of
the DER system terminal voltages; and start-up, shut-down, and synchronization commands.
In contrast to the overall control, the local control must be fast and very reliable. Otherwise,
either the microgrid voltage magnitude and frequency undergo unacceptable excursions with
respect to their nominal values, or the microgrid collapses completely. Therefore, even though
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its centralized realization is theoretically feasible, the consensus is that the local control should
be implemented based on decentralized methods. The most notable decentralized method of
local control is the one based on drooped characteristics. One distinct merit of the droop-based
control method is that it grants plug-and-play capability to the DER systems [3]. The method
will be treated in Chapter 4.
It should be pointed out that the local control may also be applied to the loads, for rapid
and continuous power control, or even for load shedding. However, hereafter and throughout
the rest of this thesis, the focus will exclusively be placed on the local control for the DER
systems of a microgrid, and the loads are assumed to be uncontrollable. Hence, hereafter, the
local control is referred more specifically to as the “DER control”.
1.2.4 DER Control
As discussed in Section 1.2.3, two main functions of a DER control are (i) real- and reactive-
power control in the grid-connected mode, and (ii) microgrid voltage and frequency regulation
in the islanded mode. These are discussed next.
Grid-Connected-Mode DER Control
In the grid-connected mode, the magnitude and frequency of the DER system terminal voltages
are imposed by the utility grid. Thus, the control task boils down to the regulation of the real
and reactive powers that the DER systems exchange with the host network. The DER systems
can utilize either the current-mode control method or the voltage-mode control strategy, for the
regulation of their output real and reactive powers.
Fig. 1.2 illustrates a simplified schematic diagram of a voltage-controlled DER system
in which a DER is interfaced with the grid through a Voltage-Sourced Converter (VSC) and
a three-phase inductor, L. Based on the voltage-mode control, the output real and reactive
powers, Po and Qo, are controlled by the control of the phase-angle and amplitude of the VSC
ac-side terminal voltage vtabc, relative to those of the host bus voltage vsabc [10]; if the resistance
of the inductor is ignored, the two control variables are almost independent. Thus, each phase
of the voltage to be synthesized by the VSC, vtabc, is derived from shifting the phase-angle
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Figure 1.2: Schematic diagram of a grid-connected DER system with
voltage-mode control of real and reactive powers [10].
and scaling the amplitude of the corresponding phase of vsabc [10]. The required phase shift,
(t), is determined by a feedback loop that processes the error between Po and its respective
setpoint. Similarly, the amplitude scale factor, A(t), is calculated by another feedback loop that
processes the error between the Qo and its respective setpoint.
The second method for controlling the real and reactive powers of a grid-connected DER
system is the current-mode control method [10]. In this approach, first the VSC line current is
made controllable by a dedicated scheme and through the control of the VSC terminal voltage.
Then, the real and reactive powers are controlled by the amplitude and phase angle of the
current, relative to those of the host bus voltage. Due to the current regulation provision,
the VSC is protected against overloads and external faults. Other advantages of the current-
mode control include robustness against variations in parameters of the VSC system and the ac
system, superior dynamic performance, and higher control precision [11]. Fig. 1.3 illustrates
the process, which has been extensively discussed in [10].
For the voltage-mode and current-mode control strategies of Figs. 1.2 and 1.3, the DER has
been assumed to be dispatchable, that is, its output real and reactive powers can be controlled
by the setpoints Pore f and Qore f (which, in turn, are determined by the MCC). By contrast, the
output powers of a nondispatchable DER system are commonly the byproducts of an optimal
operating condition. For example, a PV system normally operates in the Maximum Power-
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Figure 1.3: Schematic diagram of a grid-connected DER system with
current-mode control of real and reactive powers.
Point Tracking (MPPT) mode [12], that is, it extracts the maximum possible power from its
solar panels.
Fig. 1.4 illustrates a simplified schematic diagram of a nondispatchable DER system (e.g.,
a PV system [12]) in which the DER has been modeled by a dc voltage source whose voltage,
vdc, is related to its current, iDER, through a v-i characteristic. As Fig. 1.4 illustrates, the
kernel of the control system is the real- and reactive-power control scheme (of Fig. 1.3) by
which Po and Qo can be controlled independently. In the system of Fig. 1.4, the setpoint for
the real power, Pore f , is determined by a feedback control mechanism that regulates vdc at its
corresponding setpoint, vdcre f . The reactive power Qo can be controlled independently by the
setpoint Qore f . In many applications, Qore f is set at zero, i.e., the VSC system operates at unity
power-factor. Qore f can also be determined by a closed-loop mechanism whose function is to
regulate the voltage magnitude at the host bus [10].
Islanded-Mode DER Control
A microgrid may be islanded due to faults or as planned, for example, for maintenance pur-
poses. In the islanded mode, there is no connection to the host grid. Thus, the DER control
is responsible for frequency regulation. In addition, a voltage regulation strategy is required
to maintain the network voltage. Moreover, the control is also responsible for managing the
real and reactive power contributions of the DER system, such that the load power is properly
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powers.
shared amongst the DER systems of the microgrid. The islanded-mode control can be exer-
cised centrally, as shown in Fig. 1.5. Centralized approaches, however, require remarkable
data transfer capacities and reliable communication links [8] [13] [14]. As such, they may be
suitable for small-scale microgrids in which the DER systems are close together. For DER
systems that are scattered over a large geographical span, decentralized control schemes are
preferable since they do not need data communications; Fig. 1.6 illustrates the concept. This
thesis concentrates on the decentralized DER control, for the islanded mode of operation.
1.3 Thesis Contributions
The main contributions of this thesis can be listed as follows:
 The thesis proposes a voltage and frequency regulation strategy for islanded DER sys-
tems. Based on the proposed strategy, the frequency is regulated by controlling the
q-axis component of the terminal voltage of the DER system; a Phase-Locked Loop
(PLL) is employed to provide the frequency information. The proposed method is fur-
ther extended to discrete-time control for a microprocessor-based implementation. The
proposed discrete-time control strategy utilizes a combination of deadbeat and repeti-
tive methods to enhance the performance of the DER system under unbalanced and/or
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distorted load currents. Moreover, a new approach is proposed for maintaining the eec-
tiveness of the repetitive control under variable-frequency scenarios.
 The thesis further proposes a discrete-time adaptive feedforward compensation strategy
that alters the dynamic couplings between a DER system and its host microgrid. The
objective is to enhance the stability and robustness to droop coecients and network
dynamic uncertainties. The proposed compensation strategy preserves the steady-state
characteristics that the conventional droop-based control exhibits and, therefore, does
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not compromise the steady-state power sharing regime of the microgrid or the regulation
of its voltage magnitude and frequency. The proposed compensation is adaptive since
the control is periodically modified according to the DER system steady-state operating
point which, in turn, is estimated through the Recursive Least-Square (RLS) estimation
technique.
 Finally, the thesis proposes a unified control strategy that allows for both the islanded
and grid-connected operations of DER systems, with no need for detecting the mode of
operation or switching between dierent controllers. The proposed unified control strat-
egy benefits from both active feedback compensation and droop-based control; it can be
directly adopted for dispatchable DER systems, e.g., battery energy storage systems, or,
alternatively, in nested control loops for non-dispatchable DER systems. Further, it as-
sumes the same power circuit, current-control structure, and synchronization mechanism
as those widely used in the conventional grid-tied power-electronic systems.
1.4 Literature Survey Pertinent to Thesis Contributions
Chapters 2 and 3 of this thesis focus on the control of the amplitude and frequency of the termi-
nal voltage of islanded DER systems; the developments of Chapter 2 are specific to balanced
and linear load conditions, whereas Chapter 3 concentrates on distorted and unbalanced load
conditions.
Reference [15] proposes one of the earliest and most elegant solutions to the islanded-mode
control of DER systems. The control scheme proposed in [15] utilizes an abc-frame voltage-
mode control strategy which is insensitive to load dynamic characteristics and also enables the
incorporation of droop-based power sharing mechanisms. The voltage-mode control, however,
renders the DER system vulnerable to external faults. Other publications in this area have pri-
marily dealt with the issue of control robustness to loads uncertainties. In almost all of them,
the developed models and control strategies are based on pre-specified, balanced, linear, load
circuit configurations [16]- [21]. Therefore, in practice, the proposed methods may not nec-
essarily guarantee the stability, robustness, or performance promised by the assumed models.
In [17] the problem has been addressed by a robust control technique; the load configuration
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is assumed to be known while its parameters are considered uncertain. Moreover, the method
of [17] employs a voltage-mode control approach which calls for additional short-circuit pro-
tection measures. In [18] a voltage-mode control strategy has been proposed for a DER system.
The method is intended for a pre-specified load configuration, but does not take into account
the load topological variations. In an earlier published work, [19], a current-mode control ap-
proach has been employed. However, a parallel RL load has been assumed. Moreover, the
control plant nonlinearities, inherent inter-couplings, and load dynamics are not compensated
for. Consequently, the controller design task relies on linearization and is laborious, and the
system performance depends on the operating point. To accommodate load imbalance, the
control strategy presented in [20] has been extended in [21], based on a positive-/negative-
sequence current-control strategy; again, a pre-specified linear load circuit has been assumed.
In [22] a control strategy has been proposed based on a continuous-time model that includes
load current feedforward, for better stability and performance. However, the control perfor-
mance under unbalanced and nonlinear load conditions is not tested. In [23] a control strategy
has been presented in which a feedforward scheme mitigates the impact of load dynamics on
the control process; the load is assumed to be balanced, but no assumptions are made otherwise
with respect to its circuit configuration or linearity. However, the operation is for a single-unit
islanded system of constant frequency. Moreover, the terminal voltage becomes severely dis-
torted under harmonically-polluted load currents.
Chapter 4 of this thesis concentrates on mitigating the dynamic interactions between the
DER systems in a droop-based controlled microgrid. The droop-based control method is the
most popular technique to ensure power sharing and coordinated voltage and frequency regu-
lation in microgrids [15] [24] [25]. The popularity of the method can be attributed to its ease
of implementation, based merely on local voltage and current information, in addition to the
facts that it enables decentralized control of multiple DER systems, readily accommodates the
grid-connected mode of operation, and enables plug-and-play operation of the DER systems.
The prime issue with respect to the conventional droop-based control is that, it is, in
essence, a steady-state measure that is taken to prevent the DER systems from competing
against each other, for individually imposing the network frequency and voltage; any such
competition would inevitably result in a network collapse. Consequently, the transient perfor-
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mance and stability of the droop-based decentralized control highly depend on the droop coe-
cients, and also on dynamic properties of the network, DER systems, and embedded loads [26].
Even in terms of steady-state performance, the droop-based control is eective the most for
highly inductive networks, such as high-voltage transmission networks, but performs rather
poorly when applied to distribution networks [27]. These dependencies, combined with the
fact that the droop coecients are commonly determined based merely on steady-state crite-
ria [15] [24] [25], give rise to the likelihood of inaccurate power-sharing scenarios, unsatisfac-
tory transient performances, or even instabilities, as recently noticed by researchers [26] [28]-
[30].
References [26] and [7] report two studies on dynamic characteristics of islanded micro-
grids that embed droop-controlled electronically-coupled DER systems. In [26] the sensitivity
of the overall system eigenvalues to droop coecients is shown, whereas [7] places the empha-
sis on the controller parameters. Reference [29] proposes a method for improving the transient
power sharing amongst the DER systems. Based on the proposed method, the magnitude and
frequency of each DER system voltage are drooped also versus the derivatives/integrals of the
real and reactive output powers. The method proposed in [29] is further advanced in [28] by
making the droop coecients dependant on the operating point, to mitigate the eigenvalue mi-
gration phenomenon and improve the damping of the critical eigenmodes. Based on a slightly
dierent approach, proposed in [30], the droop coecients of a DER system are made func-
tions of the DER system real and reactive power outputs. In all three references, [26] [29] [30],
it is assumed that a corresponding tie reactor interfaces each DER system with a common ac
bus, which, in turn, is connected to a lumped load. Thus, the common bus voltage is taken as
the reference voltage, and the real and reactive powers that a DER system exchanges with the
network depend only on the magnitude and phase angle of the DER system terminal voltage,
relative to those of the common bus voltage; however, the load is assumed to be an independent
power sink and, as such, exhibits no dynamic interactions with the DER systems. Although
simple, this model, which implicitly assumes a quasi steady-state condition, oers an approxi-
mate account of dynamic interactions amongst the DER systems, but obscures the existence of
such interactions with the network/loads. The reason is that the DER system terminal voltages
are functions of both dynamic and steady-state power flows within the overall network and,
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thus, depend also on the loads. Reciprocally, the loads’ real and reactive powers are functions
of the network voltage and frequency. Consequently, in practice, the aforementioned simplified
model may not guarantee system stability or a satisfactory performance.
On the other hand, due to the diversities in network topologies and equipment, dynamics of
a real-life network are typically governed by complex dynamic models [7] [26] [31], even for
relatively small networks with loads of pre-specified, e.g., RL, configurations. Consequently,
the incorporation of network/load dynamics into the control design process is understandably
involved [32], does not promise sucient generality, and expectedly renders the design prone
to case-by-case refinements and compromises the capability for plug-and-play operation.
Chapter 5 of the thesis deals with simplification of the DER control in microgrids. Micro-
grids require cooperation of multiple distributed energy resources (DERs) in both the islanded
mode and the grid-connected mode [2]. This requirement presents the control of DERs, in
particular electronically interfaced DERs, with a major challenge as the two modes of opera-
tion adhere to dierent and somewhat conflicting dynamic and steady-state characteristics. For
example, in the grid-connected mode, the microgrid voltage and frequency are dictated by the
utility grid and, thus, the DERs should act as controllable current sources which exchange en-
ergy with the host network (current-mode control strategy). In the islanded mode of operation,
however, it is the collective responsibility of the DERs to regulate the microgrid voltage and
frequency – a goal that can be achieved most eectively and conveniently if the DERs act as
controllable voltage sources (voltage-mode control strategy) [15]. Therefore, researchers have
indicated the need for two distinct sets of controllers, one for the grid-connected mode and the
other one for the islanded mode. This approach, in turn, calls for a fast islanding detection
strategy that detects the microgrid prevailing mode of operation and islanding instant, in order
to activate the corresponding set of controllers [32]- [36].
The main issue associated with the aforementioned two-controller approach is that it makes
the microgrid performance heavily reliant on the speed and accuracy of the islanding detection
process, especially in transient regimes. To the authors’ best of knowledge, there still exists
no conclusive islanding detection method, and the research in this area continues. Having the
knowledge of microgrid operating mode and moment of islanding should not be a pre-requisite
for the microgrid control at the DER level, but may be employed at the supervisory control
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level where reliability does not have to be high. Further, there already exists a great deal of
experience, well-established circuit configurations, and control algorithms for grid-connected
power-electronic interface systems [10]. Hence, from product development and manufacturing
standpoints, it is highly desirable that DERs employ the same circuit configurations, feedback
signals, and transducers also for the o-grid operation.
Reference [15] has shown that the conventional P  ! droop-based control is also eective
for (real) power output control in the grid-connected mode. The shortcoming of this approach,
however, is that the dynamics of the power control process are fixed by the droop coecient
(which is chosen for proper power sharing in the islanded mode, based on a steady-state cri-
terion [15]) and, consequently, cannot be tailored. Moreover, the proposed control method is
based on the voltage-mode control strategy and thus vulnerable to output shorts and network
faults. Reference [16] proposes a unified control method based on the current-mode control
strategy. To be able to tailor the dynamics, however, the proposed method assumes a two-
DER-unit microgrid and a specific load configuration.
Chapter 2
Islanded-Mode DER Control with Load
Eect Compensation
2.1 Introduction
As illustrated by Figs. 1.5 and 1.6, a DER control task requires rapid and faithful regulation
of the magnitude and frequency of the DER system terminal voltage. The main diculty,
however, is the impact of the load current on the control performance. This chapter proposes a
voltage and frequency regulation strategy that mitigates the load impact. The method will be
extended in Chapter 3 to include nonlinear and unbalanced loads.
The proposed control employs a feedforward compensation strategy to mitigate the impact
of nonlinearities, to eliminate the inter-couplings, and to compensate for the load dynamics.
Therefore, the load dynamics are masked and the system performance is made, to a great
extent, independent of the load type. Thus, the closed-loop system possesses very similar
dynamic properties under no-load and loaded conditions. In addition, the control plant turns out
to be linear, in turn, permitting utilization of classical control design methods and optimization
of the control loops for a stable operation and satisfactory performance over a wide range of
operating points.
The proposed control strategy takes advantage of a PLL and thus avoids the use of an exter-
nal frequency synthesizer. Furthermore, under the proposed control strategy, the islanded DER
system possesses black-start capability and is robust against load switching incidents. Another
18
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merit of the proposed control is that it allows the DER system to preserve the construction and
control architecture that are established and optimized for grid-connected power-electronic
systems; these include six-pulse pulse-width modulated VSCs, three-phase ac filters, current-
mode control schemes, synchronous dq reference frames, and PLLs.
The chapter details the mathematical modeling and control design methodology, and demon-
strates the eectiveness of the proposed method through simulation studies conducted on a
detailed switched model of the overall system, in the PSCAD/EMTDC environment.
2.2 Structure of the Islanded DER System
Fig. 2.1 illustrates a simplified schematic diagram of a DER system, consisting of a current-
controlled VSC and a three-phase LC filter, that supplies an isolated distribution network; an
aggregate of the network loads as viewed from the DER system terminals is labeled as the
“eective load” and is referred to as the “load” throughout this chapter. L and C f represent the
inductance and capacitance of the filter. R models the ohmic loss of the filter inductor and also
includes the eect of the on-state resistance of the VSC valves. The VSC dc side is parallelled
with the dc-link capacitor Cdc and a voltage source. The voltage source models the eect of a
dispatchable energy storage device, e.g., a battery, which is coupled with the VSC from the dc
side.
Fig. 2.1 illustrates that the DER system is controlled in a rotating dq reference frame whose
d axis makes an angle  against the stationary  axis.  is obtained from a PLL which consti-
tutes an essential part of a modern DER system. The PLL also provides!, i.e., the frequency of
vsabc. In the grid-connected mode of operation, vsabc is dictated by the grid in which case  and
! represent the phase-angle of the host bus voltage and power system frequency, respectively.
In the islanded mode, however, the switch S is open and the DER system of Fig. 2.1 solely
supplies the load. Thus, the control objective is to regulate the amplitude and frequency of the
host-bus/load voltage, i.e., vsabc. Ideally, this should be accomplished in a stable manner and
irrespective of the load dynamic characteristics.
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Figure 2.1: Schematic diagram of a DER system in the islanded mode.
2.3 Mathematical Model of the Islanded DER System
With reference to Fig. 2.1, dynamics of the host-bus/load voltage are described by the space-
phasor equation
C f
d
dt
 !vs =  !i    !io ; (2.1)
where each space phasor is defined by the generic equation
 !
f (t) = (2=3)( fa(t)e j0 + fb(t)e j2=3 +
fc(t)e j4=3) in which fa(t), fb(t), and fc(t) constitute a three-phase signal or (current/voltage)
waveform. Replacing each
 !
f (t) (i.e.,  !v s,  !i , and  !i o) with ( fd(t) + j fq(t))e j(t) in (2.1), one
derives the dq-frame equivalent of (2.1) as
C f
d
dt
[(vsd + jvsq)e j] = (id + jiq)e j   (iod + jioq)e j ; (2.2)
where (t) is the dq-frame angle. Equation (2.2) can be simplified and split into
C f
dvsd
dt
= (C f!)vsq + id   iod (2.3)
C f
dvsq
dt
=  (C f!)vsd + iq   ioq ; (2.4)
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where
d
dt
= !(t) (2.5)
is the output of the PLL.
As shown in Fig. 2.1, the PLL processes vsq through the filter H(s) and determines! in such
a way that vsq is forced to zero [37]. In the grid-connected mode of operation vsabc is dictated
by the grid. This indicates that the real and reactive power that the DER system delivers to the
distribution network are controlled by id and iq, respectively. In the grid-connected mode, in a
steady state, ! becomes equal to !0, i.e., the power system angular frequency, while vsq settles
at zero. In order for that to happen, H(s) must possess at least one pole at s = 0. The PLL is
described by

(s) = H(s)Vsq(s); (2.6)
which holds also for the islanded mode where vsabc is not imposed by the grid, but is a variable
based on (2.1).
As mentioned in the previous section, the electronic interface of the DER system employs
a current-controlled VSC. Thus, the current components id and iq are independently controlled
through their respective reference commands, based on [38]
Id(s) = Gi(s)Idre f (s) =
1
is + 1
Idre f (s) (2.7)
Iq(s) = Gi(s)Iqre f (s) =
1
is + 1
Iqre f (s); (2.8)
where the time-constant i is a design choice. The current control is implemented based on
the block diagram of Fig. 2.2 in which the compensator Ki(s) is Proportional-Integral (PI)
filter. Fig. 2.2 shows that ! is included in the current-control process as a feedforward term to
decouple the control of id and iq.
In the islanded mode of operation, the DER system output current is equal to the load
current, i.e., ioabc = iLabc. The load current components iLd and iLq are regarded as the outputs
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Figure 2.2: Block diagram of the current-control scheme.
of the following nonlinear, time-variant, dynamic system whose inputs are vsd and vsq:
2666666664 iodioq
3777777775 =2666666664 iLdiLq
3777777775 =
2666666664 g1(x1; x2; :::; xn; vsd; vsq; t; !)g2(x1; x2; :::; xn; vsd; vsq; t; !)
3777777775 ; (2.9)
d
dt
26666666666666666666666666666666666666664
x1
x2
:
:
:
xn
37777777777777777777777777777777777777775
=
26666666666666666666666666666666666666664
f1(x1; x2; :::; xn; vsd; vsq; t; !)
f2(x1; x2; :::; xn; vsd; vsq; t; !)
:
:
:
fn(x1; x2; :::; xn; vsd; vsq; t; !)
37777777777777777777777777777777777777775
; (2.10)
where x1(t), ..., xn(t) signify the state variables of the load; f1(:), ..., fn(:), g1(:), and g2(:) are
nonlinear functions of their corresponding arguments.
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Equations (2.3) through (2.10) constitute a mathematical model for the islanded system of
Fig. 2.1.
2.4 Control of the Islanded DER System
In the islanded mode, the control of the DER system involves regulation of the host bus line-to-
neutral voltage magnitude, i.e.,bvs = qv2sd + v2sq, and the frequency !. As explained in Section
2.3, vsq settles at zero in a steady state. Therefore, the regulation of the voltage magnitude boils
down to that of vsd. On the other hand, based on (2.6), the frequency can be controlled by vsq.
However, control of vsd and vsq is not a straightforward task. The reasons are (i) based on (2.3)
through (2.10), the open-loop control plant (with idre f and iqre f as the inputs, and vsd and vsq
as the outputs) is nonlinear; (ii) based on (2.3) and (2.4), dynamics of vsd and vsq are coupled;
(iii) as (2.9) and (2.10) indicate, iod and ioq are functions of both vsd and vsq, most likely, with
uncertain and time-varying parameters; and (iv) dynamics of the load are, in general, highly
inter-coupled, of a high dynamic order, and nonlinear, even for a fairly simple linear load; an
example of this is presented in Appendix A.
Fig. 2.3 illustrates a control scheme, capable of largely overcoming the foregoing issues,
in which the filters Kv(s) are the compensators for the d- and q-axis control loops. Fig. 2.3
shows that feedforward signals are utilized to eliminate the coupling between vsd and vsq. The
decoupling mechanism employed here is similar to that used to decouple id and iq in the current-
control scheme of Fig. 2.2. The control scheme of Fig. 2.3 enables independent control of vsd
and vsq, respectively, by idre f and iqre f . Fig. 2.3 also shows that measures of iod and ioq are
included in the control process as two other feedforward signals, to mitigate the impact of
the load dynamics on vsd and vsq. Hence, the compensated system behaves under all load
conditions in approximately the same way as the uncompensated system would behave under
a no-load condition. The reason for the eectiveness of the control scheme of Fig. 2.3 can be
understood based on the following discussions.
As Fig. 2.3 shows, one has
idre f = ud   (C f!)vsq + iod (2.11)
iqre f = uq + (C f!)vsd + ioq ; (2.12)
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where ud and uq are two dummy control inputs. Substituting for idre f and iqre f , from (2.11) and
(2.12), in (2.7) and (2.8), one obtains
Id = Gi(s)Ud  C fGi(s)£f!vsqg +Gi(s)Iod (2.13)
Iq = Gi(s)Uq +C fGi(s)£f!vsdg +Gi(s)Ioq ; (2.14)
where £f:g denote the Laplace transform operator. It then follows from applying Laplace trans-
form to both sides of (2.3) and (2.4), and substituting for Id(s) and Iq(s) from (2.13) and (2.14),
in the resultants, that
C f sVsd = Gi(s)Ud +C f [1  Gi(s)]£f!vsqg   [1  Gi(s)]Iod|                                             {z                                             }
transient terms
(2.15)
C f sVsq = Gi(s)Uq  C f [1  Gi(s)]£f!vsdg   [1  Gi(s)]Ioq|                                             {z                                             }
transient terms
: (2.16)
It is then noted that the transfer function Gi(s) = 1=(is + 1) has a unity dc gain, and therefore
[1  Gi(s)] = is=(is + 1) has a zero dc gain. Hence, if i is adequately small, those terms of
(2.15) and (2.16) which are labeled as “transient terms” assume negligible values, and (2.15)
and (2.16) can be approximated as
Vsd(s)
Ud(s)
 Gi(s) 1C f s (2.17)
Vsq(s)
Uq(s)
 Gi(s) 1C f s : (2.18)
Equations (2.17) and (2.18) indicate that vsd and vsq can be independently controlled by, re-
spectively, ud and uq. This alternatively means that the control scheme of Fig. 2.3 divides
the overall voltage control plant, eectively, into two independent Single-Input-Single-Output
(SISO) plants of Fig. 2.4. To design Kv(s), one notes that each loop in Fig. 2.4 includes an
integral term, i.e., a pole at s = 0, and a real pole at s =  p =  1=i. For such a plant, a
PI compensator can ensure a stable fast response and zero steady-state error, if the following
procedure is exercised [39].
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control scheme.
Let
Kv(s) = k
s + z
s
; (2.19)
where k and  z are the compensator gain and zero, respectively. Then, the open-loop gain is
`(s) =
k
iC f
(
s + z
s + p
)
1
s2
: (2.20)
At very low frequencies, the open-loop phase \`( j!) is approximately equal to  180. If z < p,
then \`( j!) first increases until reaches its maximum, m, at ! = !m. For ! > !m, \`( j!)
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drops and approaches  180 at very high frequencies. Therefore, to achieve the maximum
phase-margin, one should pick the gain crossover frequency as !c = !m, and m becomes the
phase-margin. Knowing m, z can be calculated from
sin m =
(p=z)   1
(p=z) + 1
: (2.21)
The gain crossover frequency is determined based on
!c =
p
p  z : (2.22)
The compensator gain, k, is obtained from the solution to j `( j!c) j= 1, that is
k = C f!c : (2.23)
Based on the above-mentioned design procedure, the resultant closed-loop voltage control
system is of the third order. It can be shown that the closed-loop system always has a real pole
at s =  !c, while the two other complex-conjugate poles are located on a circle whose radius is
!c. The exact locations of the two poles depend on the phase margin which is typically chosen
in the range of 30 to 75. For the particular choice of m = 53, the two poles are s =  !c and
thus the closed-loop system has a triple pole at s =  !c.
In Fig. 2.3, vsdre f is set tobvsn, that is the nominal peak value of the host bus line-to-neutral
voltage. However, vsqre f is issued by another control loop to regulate !, as shown in Fig. 2.5.
For this loop, the compensator K!(s) can be as simple as a pure gain. This however results in
no steady-state error since H(s) includes an integral term.
It should be pointed out that for the grid-connected mode of operation, idre f and iqre f are
not obtained from the voltage control scheme of Fig. 2.3; rather, they are determined based on
the real and reactive power that the DER system is expected to exchange with the grid as
idre f = Pore f =(1:5bvsn)
iqre f =  Qore f =(1:5bvsn) +C f!0bvsn :
2.5. Study Cases and Simulation Results 27
sC
f
1
)(sH
sq
v
e
q
)(sK
v
)(sKω )(sGi
sqref
v ω
ref
ω
Figure 2.5: Block diagram of the frequency control loop.
2.5 Study Cases and Simulation Results
In this section, the performance of the DER system of Fig. 2.1, with a capacity of 5.0 MVA, is
evaluated under the proposed control strategy. Thus, a detailed switched model of the overall
system is simulated using the PSCAD/EMTDC software package [40]; the simulation time step
is 10 s. Two types of loads are considered: (i) the configurable passive load of Fig. 2.6, and
(ii) an induction machine. For the DER system, vsdre f = 500 V and !re f = 377 rad/s, unless
otherwise mentioned. In the graphs, voltages are expressed in V, currents in A, frequency and
rotational speeds in rad/s, real powers in MW, and reactive powers in MVAr. The parameters
of the system and the loads are given in Appendix A.
2.5.1 Configurable Passive Load
The first case study demonstrates the response of the DER system to the start-up transient and
stepwise changes in vsdre f , when the configurable load of Fig. 2.6 is energized. To ensure a
soft start-up process, vsdre f is ramped up from zero to 500 V, and is kept constant from t =
0.02 s onwards. Then, vsdre f is subjected to two step changes, one from 500 to 550 V, and the
other one from 550 to 500 V, respectively, at t = 0.05 and 0.1 s. Figs. 2.7 through 2.9 illustrate
the responses of the islanded DER system to the aforementioned sequence of events, for the
no-load condition (i.e., when both Switch #1 and Switch #2 are open), the partially-loaded
condition (i.e., when Switch #1 is closed but Switch #2 is open), and the full-load condition
(when both Switch #1 and Switch #2 are closed), respectively.
Figs. 2.7 to 2.9 indicate that, based on the proposed control strategy, the system responds
similarly under all three load conditions. In other words, the dynamic properties of the closed-
loop system are, to a large extent, independent of the load dynamic characteristics. It is ob-
served that, in all three cases, the host-bus/load voltage tracks its reference value in less than 6
ms, exhibiting a well-damped response. The figures also show that vsq and ! remain unaected
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Figure 2.6: Schematic diagram of the configurable passive load.
subsequent to the changes in vsd; this is due to the dynamic decoupling strategy of Section 2.4.
Figs. 2.10 to 2.12 show the performance of the DER system in response to stepwise changes
in !re f , respectively, for the no-load, partially-loaded, and fully-loaded conditions. Thus, !re f
is step-changed from 377 to 400 rad/s, at t = 0.05 s, and is changed back to 377 rad/s at t =
0.1 s. It is observed that in all three cases, the frequency rapidly tracks its reference command.
Moreover, while the change in the frequency disturbs vsq, as expected, its impact on vsd and
therefore on the host-bus/load voltage is insignificant.
It should be pointed out that the frequency is usually not changed in practice. Here, the
foregoing case study is used as a test means for evaluating the control design and performance.
Fig. 2.13 illustrates the performance of the DER system in response to sudden load switch-
ing incidents. Initially, the system is in a steady state, while both Switch #1 and Switch #2 are
open and the system operates under a no-load condition. At t = 0.05 s, Switch #1 is closed
and the RL branch of the load is switched on. This load, introduced earlier as the partial load,
corresponds to a power rating of 3.28 MW and a lagging power-factor of 0.85. Subsequent to
the load energization, the load current increases and, as Fig. 2.13 shows, iLd and iLq develop. It
is noted that since the load is inductive, iLq settles at a negative value.
At t = 0.1 s, Switch #2 is also closed and the RLC branch of the load is brought into
operation. This configuration, i.e., the full-load, corresponds to the power rating of 3.9 MW
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Figure 2.7: Start-up transient and voltage step responses of the
islanded DER system under the no-load condition.
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Figure 2.8: Start-up transient and voltage step responses of the
islanded DER system under the partially-loaded con-
dition.
and the unity power-factor. Thus, iLq approaches the steady-state value of zero, whereas iLd
exhibits a large overshoot subsequent to the switching incident. The overshoot is due to the
charging current of the capacitor C2.
At t = 0.15 s, Switch #2 is opened and the RLC branch of the load is switched o. There-
fore, the load configuration and the system operating condition become identical to those for
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Figure 2.9: Start-up transient and voltage step responses of the is-
landed DER system under the fully-loaded condition.
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Figure 2.10: Frequency step responses of the islanded DER system
under the no-load condition.
the time interval between 0.05 and 0.1 s. At t = 0.2 s, Switch #1 is also opened and the remain-
der of the load is switched o. Thereafter, the system continues operation under the no-load
condition.
Fig. 2.13 indicates that, despite the load switching events, the host-bus/load voltage and
frequency are well regulated, and the disturbances are rejected rapidly. The largest excursion
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Figure 2.11: Frequency step responses of the islanded DER system
under the partially-loaded condition.
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Figure 2.12: Frequency step responses of the islanded DER system
under the fully-loaded condition.
in the voltage is due to the inrush current of the load RLC branch which takes place at t = 0.1
s. Nonetheless, the host-bus/load voltage retrieves its pre-disturbance form and quality in less
than half 60-Hz cycle.
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Figure 2.13: Response of the islanded DER system to sudden
changes in the load configuration.
2.5.2 Induction Machine Load
This case study demonstrates the eectiveness of the proposed control strategy when a highly
nonlinear load, being a two-pole induction machine, is energized by the DER system. Initially,
the system is in a steady state while the induction machine is yet not connected to the host bus.
In addition, the machine shaft speed (!r) and mechanical torque are both zero. At t = 0.5 s, the
machine terminals are suddenly connected to the corresponding phases of the host bus, and the
machine is energized; simultaneously, a mechanical torque of 0.7 pu is exerted on the machine
shaft. Fig. 2.14 illustrates the response of the DER system and the machine.
Fig. 2.14 shows that subsequent to the switching incident, iLd, iLq, PL, and QL exhibit large
overshoots due to the machine inrush current. These overshoots, however, get damped in less
than 0.17 s, as the machine speed increases. Despite the disturbance severity, vsd, vsq, and !
rapidly revert to their pre-disturbance values, and the system remains stable.
Fig. 2.15 shows the system response to a power-flow reversal followed by two frequency
changes. The power flow is reversed by changing the external torque of the induction machine
from 0:7 to  0:7 pu, at t = 1.0 s. Thus, PL changes from about 600 kW to slightly higher than
 600 kW; the discrepancy between the absolute values of PL in the motoring and generating
modes is due to the machine internal losses. A negative PL can occur when other distributed
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Figure 2.14: Response of the islanded DER system to sudden
switching of the induction machine load.
0
250
500
v
s
d
q
 
 
vsq
vsd
−1000
−500
0
500
1000
i L
d
q
 
 
iLd
iLq
−0.6
−0.3
0
0.3
0.6
P
L
,
Q
L
 
 
PL
QL
370
380
390
ω
r
0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7
370
377
385
ω
time(s)
Figure 2.15: System behavior in response to a power flow reversal
and step changes in the frequency setpoint.
34 Chapter 2. Islanded-Mode DER Control with Load Effect Compensation
generators, for example constant-speed wind turbines, are also connected to the islanded dis-
tribution network, and their aggregate power generation surpasses the total load. As Fig. 2.15
shows, the DER system maintains its stability under the power-flow reversal, and vsd, vsq, and
! remain tightly regulated.
At t = 1.2 s, !re f is stepped up from 377 to 385 rad/s; and it is brought back to 377 rad/s at
t = 1.4 s. Consequently, the machine shaft speed increases over the foregoing period. However,
the disturbances impose insignificant impacts on vsd and vsq, as Fig. 2.15 shows.
2.6 Conclusion
This chapter proposes a mathematical model and a voltage/frequency regulation strategy for an
islanded, electronically-coupled, Distributed Energy Resource (DER). The proposed control
strategy uses the circuit configuration, dq-frame current-control scheme, and the PLL mech-
anism that are typically employed in modern DER systems. It therefore requires minimal
software modifications to enable the islanded mode operation of the DER system, for exam-
ple, for a remote electrification application. The proposed control strategy takes advantage of
suitable feedforward compensation techniques to mitigate the impacts of the load dynamics,
inherent inter-couplings, and nonlinearities of the control system. This facilitates the con-
troller design process. The system performance and control robustness/eectiveness under
black-start operation, load switching incidents, and bi-directional power-flow conditions are
demonstrated by means of simulations conducted on a detailed switched model of the system
in the PSCAD/EMTDC software environment.
Chapter 3
Islanded-Mode DER Control for Distorted
Load Currents
3.1 Introduction
In this chapter, the eect of unbalanced and nonlinear load conditions, as well as sudden and
random load switching incidents on the terminal voltage of a DER system in islanded mode
operation of a microgrid system is addressed. The lack of connection between an islanded
microgrid system and the power system, fairly limited geographical span of an islanded dis-
tribution network, presence of single-phase loads, and random switching of loads of dierent
steady-state/dynamic properties have made the islanded-mode control of DER systems a chal-
lenging task. Ideally, an islanded-mode control strategy for a DER system must:
1. ensure stable and fast response irrespective of loads configuration, dynamic properties,
and sudden switchings;
2. provide the electronic converter of the DER system with adequate protection against
output shorts and external faults;
3. accommodate unbalanced and harmonically-distorted output currents;
4. enable utilization of the same power circuit and control hardware as those commonly
employed for grid-connected DER systems;
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5. provide black-start capability; and
6. permit the incorporation of droop-based power sharing mechanisms to enable parallel
operation with other DER systems, in a multi-system environment.
In this chapter, a control strategy is proposed based on a discrete-time model which is also
valid for variable-frequency operation. Adopting the proposed control strategy, a DER sys-
tem preserves the circuit and control structures that are typically employed and optimized for
grid-connected DER systems. In addition, a combination of repetitive and deadbeat control
strategies has been employed to accommodate unbalanced and/or harmonically-distorted out-
put currents. Moreover, the control benefits from of a feedforward compensation strategy that
mitigates the impact of load dynamics on the voltage and frequency regulation processes. Thus,
the load dynamics are masked and the DER system dynamic performance is made, to a great
extent, independent of the load characteristics and circuit configuration. Under the proposed
control, the DER system oers black-start capability, is robust to load switching incidents, and
can be employed for decentralized frequency and voltage regulation in a multi-system islanded
network. The chapter also illustrates the extension of the proposed islanded-mode control
strategy to multi-system networks. The eectiveness of the proposed control strategy has been
demonstrated through simulation studies conducted on a detailed switched model of the overall
system, in the PSCAD/EMTDC environment.
3.2 Structure of the Islanded Network and DER System
Fig. 3.1 illustrates a simplified schematic diagram of the study islanded network. Up to Section
3.7, full concentration is placed on a single-system case. Thus, the network of Fig. 3.1 embeds
one DER system that is connected to a feeder which energizes three sets of local loads; these
are (i) a three-phase linear balanced load, (ii) a three-phase linear unbalanced load, and (iii)
a three-phase rectifier load. The unbalanced load represents an aggregate of unequal single-
phase loads which are connected between the phases and a neutral conductor. Each set of
loads is interfaced with the feeder through a corresponding transformer. Each transformer has
a solidly-grounded wye winding configuration at its low-voltage side. The feeder is linked to
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Figure 3.1: Single-line schematic diagram of the islanded network.
the upstream network via a series RL impedance and a switch denoted by the MMS. Thus,
the DER system and the loads become isolated from the upstream network if the main switch
breaks.
Fig. 3.2 illustrates that the power circuit of the DER system consists of a current-controlled
VSC, a three-phase LC filter, and a three-phase circuit breaker. The per-phase inductance and
capacitance of the filter are denoted by L and C f , respectively. The resistance R models the
ohmic loss of the filter inductor and also includes the eect of the on-state resistance of the
VSC valves. The circuit breaker, Br, is controlled by the DER system synchronization scheme,
and its function is to ensure that the DER system is connected to the network only if its terminal
voltage is stable and in synchronism with the network voltage. The three-phase variables vtabc,
vsabc, iabc, and ioabc are referred, respectively, to as the VSC ac-side terminal voltage, DER
system terminal voltage, VSC ac-side current, and DER system output current. The voltage
at the low-voltage side of the interface transformer is labeled as v0sabc and referred to as the
transformer voltage. It is noted that the terminal voltage and the transformer voltage become
identical when the circuit breaker Br is closed.
Fig. 3.2 also shows that the VSC dc side is parallelled with a dc-link capacitor, Cdc, and a
voltage source. The voltage source represents the eect of either a dispatchable energy storage
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Figure 3.2: Schematic diagram of islanded DER system and loads.
device, e.g., a battery bank.
Fig. 3.2 also shows the control components of the DER system. It is noted that vtabc,
vsabc, v0sabc, iabc, and ioabc are sampled and digitized by the corresponding sample-and-hold
(S/H) and analog-to-digital (A/D) converters. The discretized variables are then provided to
the corresponding abc   to   dq frame transformation blocks. Fig. 3.2 further shows that the
DER system is controlled in a rotating dq frame whose d axis makes an angle, , with respect
to the stationary axis, i.e., the  axis.  is obtained from a PLL which also determines !, i.e.,
the frequency of vsabc. In the grid-connected mode of operation, v0sabc and vsabc are dominated
by the power system, and ! represents the power system frequency. In the islanded mode,
however, the main switch is open and the DER system of Fig. 3.2 solely supplies the loads.
Thus, a control strategy is required to regulate the amplitude and frequency of the feeder (and
thus the loads) voltage, under dierent load conditions.
3.3 Current-Control Scheme
A current-control scheme constitutes the kernel of the control scheme of the DER system of
Fig. 3.2. The function of the current-control scheme is to regulate the d  and q axis compo-
nents of the VSC ac-side current, i.e., iabc(t), by means of the Pulse-Width Modulation (PWM)
switching strategy. This section presents the structure and components of the current-control
scheme.
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In the continuous-time domain, the dynamic behavior of iabc is described by the space-
vector equation [23]:
L
d
 !
i
dt
=  R !i +  !vt    !vs ; (3.1)
where
 !
i ,  !vs, and  !vt are the space-vector representations of iabc, vsabc, and vtabc, respectively. The
VSC ac-side terminal voltage vtabc is controlled by the PWM modulating signals of the VSC,
i.e., mabc(t), based on  !vt = (vdc=2) !m. Expressing each space vector in (3.1) in terms of its dq-
frame components, based on  !x (t) =
h
xd(t) + jxq(t)
i
e j(t) (where  !x is a generic representation
of the space vector in question), one deduces
L
d
dt
h
(id + jiq)e j
i
=  R(id + jiq)e j +

md
vdc
2

+ jmq
vdc
2

e j   (vsd + jvsq)e j ; (3.2)
which can be simplified to yield
L
did
dt
=  Rid +

L!iq + md
vdc
2
  vsd

|                     {z                     }
d
; (3.3)
L
diq
dt
=  Riq +

 L!id + mq vdc2   vsq

|                       {z                       }
q
; (3.4)
where the dummy control inputs d and q will be used to eliminate the couplings between id
and iq [38], and also the nonlinearity that would be introduced if ! is variable. ! is an output
of the PLL and related to , i.e., the other output of the PLL, as
d
dt
= !(t) : (3.5)
Taking d and q as the plant inputs, transforming (3.3) and (3.4) to discrete-time forms, one
obtains
id(k + 1) = aid(k) + bd(k) ; (3.6)
iq(k + 1) = aiq(k) + bq(k) ; (3.7)
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where the coecients a and b are given by
a = e
 RTs
L ; (3.8)
b =   1
R

e
 RTs
L   1

; (3.9)
and Ts is the sampling period. It is noted that due to the definition of d and q, the sampled-data
model represented by (3.6) and (3.7) is also valid for a scenario in which ! is variable.
It then follows from (3.3) and (3.4) that
d(k) = L!(k)iq(k) + md(k)
vdc
2
  vsd(k) ; (3.10)
q(k) =  L!(k)id(k) + mq(k)vdc2   vsq(k) : (3.11)
Equations (3.6)-(3.11) describe a sampled-data control plant whose block diagram is out-
lined by dashed lines in Fig. 3.3. For the control plant, id(k) and iq(k) are the outputs, and
md(k) and mq(k) are the inputs. Fig. 3.3 also illustrates the controller part of the current-control
scheme (outlined by solid lines), which processes the error signals ed(k) = idre f (k)   id(k) and
eq(k) = iqre f (k)   iq(k), and delivers md(k + 1) and mq(k + 1). These two last signals are then
delayed by one sampling period to generate md(k) and mq(k), which are required by the control
plant. The delays are introduced deliberately and are necessary to permit completion of the
calculations in a microprocessor-based implementation.
Fig. 3.3 further indicates that the controller constructs md(k + 1) and mq(k + 1) in such
a way that the eects of the signals !(k)iq(k) and vsd(k) on id(k), and those of !(k)id(k) and
vsq(k) on iq(k), are counteracted. However, due to the intentional delay between each controller
output and its corresponding plant input, the controller requires !(k + 1)iq(k + 1), vsd(k + 1),
!(k+1)id(k+1), and vsq(k+1), in the kth sampling period; each of the aforementioned variables
can be estimated through a one-step-ahead prediction technique, using the sampled values in
the (k   1)th and kth sampling periods. The prediction is based on the assumption that the
following linear relationship holds between the samples:
x(k + 1) ' 2x(k)   x(k   1) ; (3.12)
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Figure 3.3: Block diagram of the current-control scheme of the DER system.
where x(:) is a generic representation of the signal to be predicted. It should be pointed out that
a second-order prediction is also possible. However, the first-order prediction, based on (3.12),
performs more satisfactorily in scenarios when sudden load changes occur [41].
Assuming that the predicted values are adequately accurate, the plant d- and q-axis dy-
namics are decoupled and the impacts of vsd(k) and vsq(k) on id(k) and iq(k) are compensated.
Therefore, the closed-loop system of Fig. 3.3 becomes equivalent to that of Fig. 3.4. As
Fig. 3.4 indicates, the current-control scheme of Fig. 3.3 is eectively decomposed to two
decoupled d  and q  axis current-control loops for which the respective control plants are
Hi(z) = b=[z(z   a)]. Thus, the fastest possible closed-loop response is achieved if the closed-
loop poles are placed at the origin of the z plane, through the following compensator:
Ki(z) =
z(z   a)
b(z2   1) : (3.13)
Such a placement of poles is known in the literature as the deadbeat control strategy [41] and
ensures that id(k) and iq(k) track their corresponding reference values in two sampling periods,
that is, Id(z)=Idre f (z) = Iq(z)=Iqre f (z) = z 2.
42 Chapter 3. Islanded-Mode DER Control for Distorted Load Currents
-
)( az
b
−
)(ki
d
)(ke
d
)(ku
d
1−z
-
)(ki
qref
)( az
b
−
)(ki
q
)(ke
q
)(ku
q
1−z
)(a
)(b
)(zK
i
)(zK
i
)(zH
i
)(zH
i
)(k
q
ξ
)(k
d
ξ)(ki
dref
Figure 3.4: Block diagrams of two closed loops equivalent to the
current-control scheme of Fig. 3.3.
3.4 Islanded Network Voltage and Frequency Regulation
In the islanded mode of operation, the network voltage and frequency regulation tasks boil
down to the control of the DER system terminal voltage, vsabc(t). The following two subsections
describe the two control tasks.
3.4.1 Amplitude Regulation Scheme
The objective of the amplitude regulation scheme is to control vsd(k) and vsq(k), i.e., the d 
and q axis components of the DER system terminal voltage, at their respective reference com-
mands vsdre f (k) and vsqre f (k). This goal is, in turn, accomplished by the control of idre f (k) and
iqre f (k). As will be discussed in Section 3.4.2; vsqre f (k) is indirectly employed in another control
loop that regulates the frequency. The frequency regulation loop on the other hand forces vsq
to zero, in a steady state. Hence, the amplitude of the DER system terminal voltage, that is,q
v2sd + v
2
sq is predominantly determined by vsd; the transient excursions of vsq around zero do
not significantly impact the amplitude and can be ignored. As such, vsdre f eectively serves as
the set-point for the amplitude of the DER system terminal voltage. In a single-system, such as
that of Fig. 3.1, vsdre f can be set to the (constant) network nominal voltage amplitude. However,
in a multi-system vsdre f has to be flexible, for example, through a droop control mechanism, to
enable the parallel operation of multiple DER systems. This latter option will be illustrated in
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Section 3.7.
Dynamics of the DER system terminal voltage are described by the space-vector equation
C f
d !vs
dt
=
 !
i    !io ; (3.14)
where
 !
io is the space-vector equivalent of the output current, ioabc(t). Taking a similar procedure
as the one followed to derive (3.6) to (3.11) from (3.1), one deduces
vsd(k + 1) = vsd(k) +
Ts
C f
d(k) ; (3.15)
vsq(k + 1) = vsq(k) +
Ts
C f
q(k) ; (3.16)
where
d(k) = id(k)   iod(k) +C f!(k)vsq(k) ; (3.17)
q(k) = iq(k)   ioq(k)  C f!(k)vsd(k) : (3.18)
Expressing (3.15) and (3.16) in transfer-function form results
Vsd(z)
d(z)
=
Vsq(z)
q(z)
=
 
Ts
C f
!
1
z   1 : (3.19)
Equations (3.17), (3.18), and (3.19) describe the control plant shown in the right side of
Fig. 3.5. For the plant, id(k) and iq(k) are the inputs, vsd(k) and vsq(k) are the outputs, and
iod(k) and ioq(k) are the disturbance inputs. In turn, as Fig. 3.5 indicates, id(k) and iq(k) are
the responses of the d  and q axis current-control loops of Fig. 3.4 to idre f (k) and iqre f (k),
respectively. The left side of Fig. 3.5 illustrates the controller part of the amplitude regulation
scheme. It is noted that, measures of iod(k), !(k)vsq(k), ioq(k), and !(k)vsd(k) are employed as
feedforward signals, to eliminate the impact of iod(k) and ioq(k) on vsd(k) and vsq(k), and also
to mitigate the coupling between vsd(k) and vsq(k). However, due to the two-sampling-period
delay between idre f (k) and id(k), and between iqre f (k) and iq(k), the feedforward compensation
requires access to the signals iod(k + 2), !(k + 2)vsq(k + 2), ioq(k + 2), and !(k + 2)vsd(k + 2), in
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Figure 3.5: Block diagram of the amplitude regulation scheme
of the DER system.
the kth sampling period. Thus, an estimate of each of the aforementioned signals is constructed
based on the signal samples in the (k   1)th and kth sampling periods. The estimation is based
on the assumption that the following linear relationship holds:
x(k + 2) ' 3x(k)   2x(k   1) : (3.20)
Assuming that the two-step-ahead prediction of (3.20) performs satisfactorily, the control
scheme of Fig. 3.5 becomes equivalent to the two decoupled control loops shown in Fig. 3.6;
in each loop, the eective control plant is Hv(z) = Ts=[c f z2(z   1)]. In Fig. 3.6, Kv(z) is the
transfer function of each of the d  and q axis compensators, respectively, processing the error
signals evd(k) = vsdre f (k)   vsd(k) and evq(k) = vsqre f (k)   vsq(k). In their simplest forms, these
compensators can be of the PI type; this, however, results in deterioration of the control system
performance under unbalanced and/or harmonically-distorted output current conditions, as will
be discussed in Section 3.5.
3.4.2 Frequency Regulation Scheme
The objective of the frequency regulation scheme is to regulate the frequency of vsabc(t), and
thus the frequency of the islanded network, at the reference command !re f . As Fig. 3.2 shows,
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a PLL processes vsq(k) through the filter H(z), and!(k) is determined in such a way that vsq(k) is
forced to zero [37]. In the grid-connected mode the frequency of vsabc(t), i.e., !(k), is imposed
by the grid and becomes equal to the power system angular frequency. However, in the islanded
mode of operation, !(k) must be regulated by vsq(k) through the control of vsqre f (k).
As Fig. 3.2 indicates, the PLL aects the frequency !(k) based on

(z) = H(z)Vsq(z); (3.21)
where H(z) is a filter of the form:
H(z) =
kp
z   1 ; (3.22)
where kp is the filter gain. Thus, a control loop, Fig. 3.7, can be formed based on (3.21)
to regulate !(k). As Fig. 3.7 shows, a compensator, i.e., K!(z), processes the error e!(k) =
!re f (k)   !(k) and determines vsqre f (k) which is then tracked by vsq(k) through the action of
the q axis amplitude regulation loop of Fig. 3.6(b), and !(k) is controlled. Due to the pole of
H(z) at z = 1, vsq(k) settles at zero in the steady state, so does vsqre f (k). Therefore, K!(z) can be
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as simple as a pure gain to ensure that !(k) tracks !re f (k) with zero steady-state error. Thus,
K!(z) = k! ; (3.23)
where k! is the compensator gain.
3.5 Repetitive-Control-Based Compensator for Amplitude Reg-
ulation Scheme
3.5.1 Fundamentals
The use of traditional PI compensators in the amplitude regulation scheme of Fig. 3.6, i.e., for
Kv(z), can guarantee an adequately fast and stable closed-loop response if the output current
is balanced. However, unbalanced loads cause second-order harmonic components that appear
in iod(k) and ioq(k), and distort vsd(k) and vsq(k). For nonlinear loads, iod(k) and ioq(k) are even
more distorted, and so are vsd(k) and vsq(k), due to higher-order harmonic components. Con-
sequently, the eectiveness of the amplitude and frequency regulation schemes, i.e., Figs. 3.5
to 3.7, is compromised to a large extent. This calls for a more elaborate compensator structure
for Kv(z). In what follows, a repetitive-control-based compensator structure is introduced to
address this shortcoming.
Repetitive control is an eective strategy for rejection of periodic disturbance inputs. It
is based on the internal model principle, [42], which implies that the inclusion of unstable
dynamic modes of the reference command or the disturbance input in a control loop ensures
perfect tracking of the former or complete rejection of the latter. To better appreciate this, let us
consider a hypothetical compensator of the structure shown in Fig. 3.8 where evd(t) and rd(t) are
the error and the compensator output, respectively. The transfer function of this compensator
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is
Kv(s) =
Rd(s)
Evd(s)
=
e sT
1   e sT ; (3.24)
where T is the period of the disturbance input. Equation (3.24) indicates that the employment of
the compensator Kv(s) in a negative feedback loop results in the infinity magnitude for the loop-
gain at frequencies ! = 2h=T (h is an integer), i.e., the fundamental and harmonic frequencies
of the disturbance input, and therefore eliminates the steady-state error. Considering a discrete-
time implementation and z = esTs , (3.24) can be rewritten as
Kv(z = esTs) =
Rd(z)
Evd(z)
=
z D
1   z D ; (3.25)
where D = T=Ts is the ratio of the disturbance input period to the sampling period. If T
is an integer multiple of Ts, that is, D is an integer number, say, N, then z D corresponds to
an N-step delay operation on the signal ci(k). Hence, the compensator of Fig. 3.8 can be
digitally implemented by means of an array of N First-In-First-Out (FIFO) memory cells, as
shown in Fig. 3.9 [43]. From a design standpoint, this also means that if the frequency of the
disturbance input is constant and known, the sampling period may be chosen as an integer sub-
multiple of the disturbance input period, such that D is an integer. However, the discrete-time
implementation is not straightforward if D is a non-integer, for example, in variable-frequency
scenarios; a solution is presented in Section 3.5.2.
A practical repetitive-control-based compensator is an extension of the kernel structure of
Fig. 3.9. The outlined part of the closed-loop system of Fig. 3.10 illustrates such an extension
for Kv(z) in the d-axis amplitude regulation loop (of Fig. 3.6(a)). In the repetitive-control-based
48 Chapter 3. Islanded-Mode DER Control for Distorted Load Currents
)(ke
vd
)(kr
d
)(kc
i
)(kc
o
1−z
1−z1−z
N
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pensator of Fig. 3.8 if the disturbance input frequency is an
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Figure 3.10: Block diagram of the proposed repetitive-control-based
compensator incorporated in the d axis amplitude regula-
tion loop of Fig. 3.6(a).
Kv(z), the filters Q(z) and G f (z) are included for stabilization of the closed-loop system. Q(z)
also enables the discrete-time implementation of the function e sT (see (3.24), and Fig. 3.8), in
the general case where T is not an integer multiple of Ts.
In the closed-loop system of Fig. 3.10, Hv(z) is the eective plant model which also ap-
peared in the closed-loop scheme of Fig. 3.6. The (harmonically-distorted) disturbance input
Dd(k) manifests itself if the output current is unbalanced and/or distorted. The main reason for
the existence of Dd(k) is the deterioration of the eectiveness of the feedforward compensations
employed in the current-control and amplitude regulation schemes, due mainly to inaccuracies
of (3.12) and (3.20). Fig. 3.10 only shows the d-axis control loop; the q-axis loop components
are the same as their d-axis counterparts and therefore do not receive a separate treatment.
3.5. Repetitive-Control-Based Compensator for Amplitude Regulation Scheme 49
3.5.2 Extension to Variable-Frequency Systems
If the frequency of the islanded network is to be varied by the DER system(s), for example
through a droop mechanism (see Section 3.7), the frequency of the disturbance input Dd(k) is
also subject to variations. Thus, the ratio of the disturbance input period to the pre-specified
sampling period does not necessarily remain an integer. This complicates the straightforward
discrete-time implementation of the compensator, shown in Fig. 3.9. To resolve this issue,
as shown in Fig. 3.10, the filter Q(z) in Kv(z) is cascaded with the N-step delay function,
such that Q(z)z N exhibits a frequency response adequately similar to that of e sDTs . This, in
general, requires that Q(z) be a fractional delay filter which can be realized based on a variety
of techniques [44]. In this chapter, Q(z) is chosen as a Finite Impulse Response (FIR) filter for
its potential accuracy and ease of implementation.
To simplify the subsequent analysis, let us consider an equivalent problem in which Q(z) is
to approximate e sD
0Ts , where D0 = D  N is the delay that needs to be introduced by Q(z). Let
also Q(z) be of the following form
Q(z) = a0 + a1z 1 + a2z 2 + ::: + aMz M ; (3.26)
where the integer M represents the filter order. Then, the coecients a0, a1, ..., aM can be de-
termined through minimization of the frequency-domain error between Q(z) and e sD
0Ts which
is formulated as [44]:
E(e j
) =
0BBBBB@ MX
m=0
ame  jm

1CCCCCA   e  jD0
; (3.27)
where 
 = !Ts is the normalized angular frequency. Moreover, if E(e j
) is made maximally-
flat at 
 = 0, i.e., its derivatives are all zero at 
 = 0, then Q(z) faithfully approximates e sD
0Ts
at low frequencies, but it exhibits a high-frequency roll-o; this property is desirable since
modeling errors typically manifest themselves at high frequencies.
E(e j
) is made maximally-flat at 
 = 0 if
dlE(e j
)
d
l
j
=0 = 0 l = 0; 1; 2; :::;M : (3.28)
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Equation (3.28) is equivalent to the following set of M + 1 linear equations:
MX
m=0
mlam = (D0)l l = 0; 1; 2; :::;M : (3.29)
Finally, the solution to (3.29), i.e., the coecients of Q(z), is given by the classical Lagrange
interpolation formula, [45], as
am =
MY
l=0; l,m
D0   l
m   l m = 0; 1; 2; :::;M : (3.30)
It should be noted that there is a trade-o between the order of Q(z) and its eectiveness in
approximating the frequency response of e sD
0Ts . Q(z) is picked as a 9th-order filter, i.e., M =
9. This corresponds to a delay, D0, whose integer part is 4. Thus,
D0 = 4 + d ; (3.31)
where d < 1 is the non-integer component of D0. As Fig. 3.10 indicates, the eective delay
introduced by Q(z)z N is D = N + D0 = N + 4 + d. Defining
D =
2 fs
!re f
; (3.32)
one deduces
N = int(D)   4; (3.33)
and
D0 = 4 + D   int(D)|       {z       }
d
; (3.34)
where int(:) denotes the “integer part of ”. D0 is used to determine the parameters of Q(z),
based on (3.30).
Fig. 3.11 illustrates the frequency response of the designed Q(z), indicating that the filter
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Figure 3.11: Frequency response of the FIR fractional delay filter Q(z).
approximates e sD
0Ts with a reasonable fidelity, up to about 
 = 3=2 rad.
3.5.3 Closed-Loop Stability
The stability of a repetitive-control-based feedback loop is extensively discussed in the tech-
nical literature, [46]- [48]. In particular, [48] deals with the stability problem through the
“regeneration spectrum”, defined as
R(!) =
Ci(z)Co(z)

z=e j!Ts
; (3.35)
where Ci(z)=Co(z) is calculated when z N is taken out of the control scheme of Fig. 3.10, and
the reference command and the disturbance input are set to zero. As discussed in [48], the
closed-loop system is stable if
 the filters Q(z) and G f (z) are stable;
 the transfer function Hv(z)=(1 + Hv(z)) is stable; and
 R(!) is less than unity at all frequencies.
Let us assume that the first aforementioned stability requirement is met. Also, one can readily
verify that Hv(z)=(1 + Hv(z)) is stable for the system of Fig 3.10. To assess the third stability
52 Chapter 3. Islanded-Mode DER Control for Distorted Load Currents
requirement, Ci(z)=Co(z) is calculated for the feedback loop of Fig 3.10 as
Ci(z)
Co(z)
= Q(z)
 
1  G f (z) Hv(z)1 + Hv(z)
!
: (3.36)
Thus, to guarantee the closed-loop stability, one must ensure
R(!) =
Q(z)
 
1  G f (z) Hv(z)1 + Hv(z)
!
z=e j!Ts
< 1 : (3.37)
One can prove that the constraint (3.37) is satisfied if G f (z) = z3 (which is a stable filter)
and jQ(e j!Ts)j < 1. It can also be verified that the FIR fractional delay filter Q(z), selected as
discussed in Section 3.5.2, satisfies the condition jQ(e j!Ts)j < 1.
3.6 Study Cases and Simulation Results
To demonstrate the eectiveness of the proposed control strategy, a detailed switched model of
the system of Fig. 3.1 has been simulated in the PSCAD/EMTDC software environment [40];
the simulation time step is 6.7096 s. The parameters of the loads and system are given in
Appendix B.
In the case studies, the system is black-started with vsdre f = 0 and !re f = 377 rad/s, while
only the balanced load is connected, i.e., only Switch #1 is closed. Subsequently, vsdre f is
ramped up to 450 V and kept constant from t = 0.02 s onwards. At t = 0.5 s, the balanced load
is switched o while either the unbalanced load or the rectifier load is switched on, depending
on the case study. At t = 1.0 s, vsdre f is changed stepwise from 450 V to 550 V. At t = 1.5 s,
!dre f is subjected to a step change from 377 rad/s to 400 rad/s. It should be noted that, with
respect to the sampling frequency of fs = 6480 Hz, while ! = 377 rad/s corresponds to D =
108 (see Section 3.5.2, equation (3.32)), ! = 400 rad/s results in the non-integer value 101.78
for D.
In the graphs, the voltages are expressed in V, currents in A, and frequencies in rad/s.
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3.6.1 Response to Output Current Imbalance
This case study demonstrates the system response to the sequence of events described in Sec-
tion 3.6 and when the unbalanced load replaces the balanced load, at t = 0.5 s. Figs. 3.12 and
3.13 illustrate the system response when Kv(z) is a PI compensator with the transfer function
Kv(z) = 0:9(z   0:95)(z   1) 1 [
 1]. The system response under the repetitive-control-based
compensator is illustrated in Figs. 3.14 and 3.15.
Figs. 3.12(a) and (b) show that for both the balanced and unbalanced loads, the voltage and
frequency track their respective reference commands with stable and fast responses, although
due to the unbalanced load switching, from t = 0.5 s on they are superimposed by ripples.
Fig. 3.12(c) illustrates the ratio of the negative-sequence to the positive-sequence compo-
nents of the output current, i.e., ion=iop. It is observed that, after t = 0.5 s the ratio ion=iop in-
creases to about 94%, which corresponds to a highly unbalanced load whose imbalance degree
is only a few percent lower than the maximum possible value, i.e., unity. The discrepancy is
due to the (balanced) magnetization current of the interface transformer Tr. Thus, the negative-
sequence component of the output current manifests itself as second-order harmonics in iod and
ioq. The harmonic components are not rejected and result in severe distortions in vsd, vsq, and
!, after t = 0.5 s, as Figs. 3.12(a) and (b) indicate. Consequently, as Fig. 3.12(d) indicates,
vsabc develops an appreciable negative-sequence component of 18% of its positive-sequence
component, once the output current becomes unbalanced. Fig. 3.13 provides a zoomed view
of Fig. 3.12, over a period around t = 0.5 s, illustrating the waveforms of the output current,
the DER system terminal voltage, and the PCC voltage, subsequent to the energization of the
unbalanced load. Fig. 3.13(b) shows that, although the closed-loop control system has miti-
gated to some extent the impact of load current imbalance, the DER system terminal voltage is
remarkably unbalanced. Fig. 3.13(c) indicates that the PCC voltage imbalance is more severe
than that in vsabc. The reason is the leakage reactance of the interface transformer Tr.
Figs. 3.14 and 3.15 illustrate the system response to the same sequence of events as in
Figs. 3.12 and 3.13, however, using the proposed repetitive-control-based compensator for
Kv(z). Figs. 3.14(a) and (b) show that, unlike the PI compensator case, vsd, vsq, and ! are of
considerably lower distortions. Fig. 3.14(d) indicates that the ratio of the negative-sequence to
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the positive-sequence components of vsabc is restricted to the steady-state value of about 1.5%,
which indicates a 12-time improvement as compared to the system with the PI compensator,
for the same output current imbalance (Fig. 3.14(c)). Fig. 3.15 shows a zoomed view of the
waveforms of ioabc, vsabc, and vpcc abc, for a period about t = 0.5 s. Fig. 3.15(b) shows that the
proposed repetitive-control-based compensator almost completely eliminates the imbalance of
vsabc, in about four 60-Hz cycles. Fig. 3.15(c) indicates that the PCC voltage still exhibits some
imbalance due to the leakage reactance of Tr. However, the imbalance is significantly smaller
than the one observed in the PI compensator case, i.e., Fig. 3.13(c).
It should be pointed out that in a grid-connected network, typically the voltage imbalance
of a three-phase service is less than 3% [49], while it should not exceed 2% for some more
sensitive equipment [50] [51]. Thus, the proposed repetitive-control-based compensator has
provided a degree of voltage stiness for an islanded network that is comparable to those
oered by traditional grid-connected networks.
3.6.2 Response to Output Current Distortion
In this case study, the balanced load is switched to the rectifier load, at t = 0.5 s. Otherwise,
the sequence of events is the same as those explained in Section 3.6.
Figs. 3.16 and 3.17 illustrate the system response when Kv(z) is of the PI type. Figs. 3.16(a)
and (b) indicate that vsd, vsq, and ! become distorted subsequent to the energization of the
rectifier load, although the responses of the average values of the aforementioned variables to
their respective commands is still stable and fast. Figs. 3.16(c) and (d) show that, subsequent
to the rectifier load energization, the Total Harmonic Distortion (THD) of the ioabc and vsabc
increase from zero to about 13%. The distortion of vsabc, in turn, results in the distortion of
! shown in Fig. 3.16(b). Fig. 3.17 provides a close-up of the waveforms of ioabc, vsabc, and
vpcc abc, for a period about t = 0.5 s; it is observed that the waveforms develop substantial
harmonic distortions once the rectifier load is switched on. It is apparent from this case that PI
compensators have insignificant eectiveness in mitigation of the voltage distortion.
Figs. 3.18 and 3.19 illustrate the system response to the same sequence of events as in Figs.
3.16 and 3.17, however, with the proposed repetitive-control-based compensator in eect. It is
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observed from Figs. 3.18(a) and (b) that vsd, vsq, and ! remain distortion-free in spite of the
harmonic distortion of ioabc. Thus, the THD of vsabc reduces to about 1.8% in the steady state
[Fig. 3.18(c)]; these improvements can be better seen in the zoomed waveforms of Fig. 3.19,
while it is remembered that due to the leakage reactance of Tr some distortion is inevitable
for vpcc abc [Fig. 3.19(c)]. The distortion is, however, considerably lower than that shown in
3.17(c) for the PI compensator case.
It is interesting to note that, compared to the response under a PI compensator, i.e., Fig.
3.16(a), the system response under the repetitive-control-based compensator exhibits a longer
settling time subsequent to the switching of the balanced load to the rectifier load, at t = 0.5
s [Fig. 3.18(a)]. This can be explained based on the fact that the poles of Kv(z) appear as the
zeros of the transfer function from the disturbance input to the output, Fig. 3.10. The existence
of so many zeros in a repetitive-control-based compensator results in a naturally more complex
transient response to a disturbance input, typically taking longer to settle.
3.7 Extension to Multi-System Networks
As pointed out in the introduction, an islanded-mode control strategy must also enable opera-
tion in a multi-system environment. The control strategy proposed in this chapter ensures tight
and fast regulation over both the frequency and the magnitude of the DER system terminal
voltage. Therefore, the classical approaches of frequency versus real-power droop and volt-
age versus reactive-power droop can be directly employed for co-operation of multiple DER
systems, in a multi-system network. This is shown in Fig. 3.20 for an example two-system
network.
3.7.1 Power Sharing and Decentralized Frequency Control
As Fig. 3.20 indicates, in a multi-system application the set-points !re f and vsdre f of each DER
system are drooped, respectively, against the real power and the reactive power which leave
the DER system. These power components are calculated from the output current and the
DER system terminal voltage, using S = (3=2) !vs !io

(S is the instantaneous complex power).
Since the output power components are distorted due to output current imbalance and/or dis-
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tortion, their calculated values are low-pass filtered to determine the set-points for frequency
and magnitude. Thus, !re f is determined as
!re f (k) = !0   mPo f (k) + !syn(k); (3.38)
where !0 is the nominal network frequency, Po f (k) is the filtered value of the output real
power, and m is the real-power droop coecient. !syn is a controllable component of !re f
that is used to synchronize the DER system terminal voltage to the transformer voltage. The
synchronization scheme and the way !syn is generated are explained in Section 3.7.2.
Po f (k) is calculated as
Po f (k) = Po f (k   1) + (1   )
 
3
2
! h
vsd(k   1)iod(k   1) + vsq(k   1)ioq(k   1)
i
|                                                        {z                                                        }
Re

(3=2) !vs !io

; (3.39)
where  is the low-pass filter pole, and Ref:g denotes the real part. Similarly, vsdre f is determined
as
vsdre f (k) = V0   nQo f (k); (3.40)
where V0 is the nominal network voltage magnitude, Qo f (k) is the filtered value of the output
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reactive power, and n is the reactive-power droop coecient. Qo f (k) is calculated as
Qo f (k) = Qo f (k   1) + (1   )
 
3
2
! h
 vsd(k   1)ioq(k   1) + vsq(k   1)iod(k   1)
i|                                                    {z                                                    }
Im

(3=2) !vs !io

; (3.41)
where Imf:g denotes the imaginary part.
It should be pointed out that, although not necessary or recommended, also in a single-
system islanded network the frequency and amplitude set-points of the DER system can be
determined based on the droop mechanism, i.e., (3.38) and (3.40). Such determination of the
set-points, however, ensures plug-and-play, stable operation of the DER systems should the
network be expanded to a multi-system network.
3.7.2 Synchronization to the Network
As briefly mentioned in Section 3.7.1, in a multi-system network !re f is fine-tuned through
the variable !syn (see Equation (3.38)). The synchronization scheme is shown in Fig. 3.21.
The synchronization is exercised based on the fact that a nonzero value of !syn is reflected in
!re f and thus changes the rotational speed of the DER system terminal voltage vector, with
respect to !0, such that the vector catches up with the transformer voltage vector and the two
vectors are aligned. This ensures that the o-state voltage of the circuit breaker Br, Fig. 3.2,
drops to a reasonably low value before the closure. !syn is delivered by a PI compensator that
slowly integrates the q-axis component of the transformer voltage, i.e., v0sq, until it falls within
a small pre-specified neighborhood of zero. Once this condition is fulfilled, a straightforward
logic mechanism within the synchronization scheme commands Br to close and also resets
!syn(k) to zero. Thereafter, the DER system continues to operate as such, until it is restarted.
To avoid multiple switching commands as a result of transients, v0sq is low-pass filtered, and is
accompanied by a hysteresis characteristic which is shown in Fig. 3.21 by Schmitt Trigger. The
start-up process of the DER system begins at start time. Before the start time, the controllers
of DER system are inactive and its gating pulses are blocked. When the clock time reaches to
the start time the controllers are activated and the gating pulses are released by the activation
of the enable signal and the synchronization timer is triggered. The synchronization process is
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activated by a time delay, subsequent to the DER system start-up, to ensure the settlement of
the DER system terminal voltage. When the time delay expires, the synchronization scheme
starts to take eect. By completing the synchronization process the DER system comes on line
through the closure of its corresponding circuit breaker, Br. It should be pointed out that the
aforementioned synchronization process is also eective for a single-system network that starts
from the black state. In such a scenario, the transformer voltage is already zero, so is its q-axis
component v0sq, as long as Br is open. Hence, the synchronization scheme closes Br once the
time delay between the DER system start-up and the activation of the synchronization process
is elapsed.
3.7.3 Simulation Results for a Two-System Example Network
The performance of the proposed islanded-mode control strategy in the example two-system
network of Fig. 3.20 is demonstrated by Figs. 3.22 to 3.24. Thus, as Fig. 3.20 shows, in ad-
dition to the original DER system, another DER system of the same capacity and parameters,
that is, DER System #2, has been interfaced with the PCC through an interface transformer; the
electrical variables of DER System #2 are denoted by “”. For compactness, the aggregate of
the three loads in Fig. 3.1 has been identified as the “Loads”, here. The system is subjected to
the following sequence of events: Initially, only the first DER system and the rectifier load are
on line (i.e., Switch #3 is closed, Fig. 3.1). Moreover, the controllers of DER System #2 are
inactive and its gating pulses are blocked. At t = 0.35 s the controllers are activated, the gating
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pulses are released, and the synchronization timer is triggered. At t = 0.4 s the time delay
expires and the synchronization scheme starts to take eect. At t = 0.475 s the synchronization
process is completed and DER System #2 comes on line through the closure of its correspond-
ing circuit breaker. Therefore, the two DER systems operate in parallel, share the load real and
reactive power, and jointly regulate the network voltage and frequency. Subsequently, at t =
1.5 s, the unbalanced load is also switched on, through the closure of Switch #2.
Figs. 3.22(a) and 3.22(b) illustrate the waveforms of the output real powers of the DER
systems, in MW. It is observed that in both cases, until t = 0.475 s, i.e., until the time when
DER System #2 is connected to the network, the load power is entirely supplied by the first
DER system. Thereafter, the two DER systems share the load power based on their droop
coecients; the share of a DER system increases as the corresponding droop coecient be-
comes smaller. The response plotted in Fig. 3.22(a) is obtained for the case where the droop
coecients of the two DER systems are equal (to 1.0 (rad/s)/MW) and, therefore, result in an
equal power sharing after t = 0.475 s. By contrast, the response illustrated in Fig. 3.22(b) cor-
responds to the droop coecients of m = 1.0 (rad/s)/MW and em = 2.0 (rad/s)/MW, resulting in
the share of the first DER system being two times that of DER System #2.
Figs. 3.23 and 3.24 demonstrate the control performance in the two-system network, cor-
responding to case with the droop coecients m = 1.0 (rad/s)/MW and em = 2.0 (rad/s)/MW,
concentrating on the waveforms of the first DER system which takes a higher burden; the
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Figure 3.23: Zoomed view of (a) ioabc, (b) vsabc, and (c) PCC volt-
age, under distorted and unbalanced load currents.
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Figure 3.24: Overall response of the two-system microgrid.
waveforms of DER System #2 are very similar and thus not repeated, here. Fig. 3.23(a) shows
that the DER system output current is distorted all along, due to the rectifier load, and also
unbalanced from t = 1.5 s on, due to the intervention of the unbalanced load. Under this
condition, the THD of the output current is about 7.5%, and its ratio of the negative-sequence
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component to the positive-sequence component is 28% (Figs. 3.24(a) and (b)). However, due
to the repetitive-based controller, both these two variables in the DER system terminal volt-
age are about 1% (Figs. 3.24(c) and (d)). Thus, the DER system terminal voltage shown in
Fig. 3.23(b) is noticeably balanced and distortion-free. Although due to the leakage reactance
of the interface transformer some imbalance and distortion remain, the PCC voltage is of a
reasonably high quality, as Fig. 3.23(c) indicates.
3.8 Conclusion
This chapter proposes a voltage and frequency control strategy for dispatchable islanded elec-
tronically coupled DERs, based on a discrete-time mathematical model which is also valid for
variable-frequency operation. To enhance the robustness of the proposed control strategy to
unbalanced and/or distorted load currents, a combination of repetitive and deadbeat control
is utilized. Moreover, the repetitive-control-based compensator is enhanced through a new
control approach that ensures the rejection of periodic disturbance inputs, regardless of their
frequency. This, in turn, enables quality and accurate voltage/frequency regulation in variable-
frequency scenarios. In addition, the proposed control employs feedforward compensation to
decouple the load dynamics from those of the DER system, and enables the parallel operation
of multiple DER systems in a multi-system islanded network. Simulation studies conducted
on a detailed switched model of the overall system demonstrate the performance and eective-
ness of the proposed control strategy under the black-start condition, load switching incidents,
unbalanced/distorted output currents, and parallel operation.
Chapter 4
Stability Enhancement in
Droop-Controlled Microgrids
4.1 Introduction
The microgrid concept involves co-existence of multiple distributed energy resource units
within a pre-specified part of an electrical network. One critical control task within the mi-
crogrid framework is the regulation of the network frequency and voltage magnitude, in the is-
landed (o-grid) mode of operation. Fundamentally, this objective is fulfilled through a shared
contribution of real and reactive power by a multitude of dispatchable embedded DER systems.
The most widely adopted technique to ensure power sharing and coordinated voltage/frequency
regulation is to droop the frequency and magnitude of the point-of-coupling voltage of each
DER system, versus the real and reactive powers that the DER system delivers to the network.
The droop control method is easy to implement and enables decentralized control of the mi-
crogrid system by local measurement of powers and control of the amplitude and frequency
of each DER system. It provides a power sharing mechanism between the DER systems in
islanded mode and a power control mechanism for each DER system in the grid-connected
mode. Both islanded and grid connected power control strategies are controllable by adjusting
the droop coecients.
The prime issue with respect to the conventional droop-based control is that, it is, in
essence, a steady-state measure that is taken to prevent the DER systems from competing
66
4.2. Structure of the DER System 67
against each other, for individually imposing the network frequency and voltage; any such
competition would inevitably result in a network collapse. Consequently, the transient perfor-
mance and stability of the droop-based decentralized control highly depend on the droop co-
ecients, and also on dynamic properties of the network, DER systems, and embedded loads.
Even in terms of steady-state performance, the droop technique is eective the most for highly
inductive networks, such as high-voltage transmission networks, but performs rather poorly
when adopted for distribution networks. These dependencies, give rise to the likelihood of
unsatisfactory transient performances, or even instabilities, in the islanded mode of operation.
This chapter is focused on the stability problems of the conventional droop control strat-
egy and proposes an adaptive feedforward compensation that alters the dynamic coupling be-
tween a DER system and the host network, such that the system stability is desensitized to
the droop coecients and network dynamics. The proposed feedforward strategy preserves
the steady-state eect that the conventional droop mechanism exhibits and therefore does not
compromise the steady-state power sharing amongst the DER systems or the voltage/frequency
regulation. Rather, it reshapes the contribution of the load dynamics in the control process,
such that the system stability is enhanced. The proposed feedforward compensation is adaptive
since it is periodically modified based on the system steady-state operating point, which, in
turn, is estimated through the Recursive Least-Square (RLS) technique. The eectiveness of
the proposed droop strategy is demonstrated through time-domain simulation studies, in the
PSCAD/EMTDC software environment, conducted on a detailed switched model of a sample
two-system microgrid.
4.2 Structure of the DER System
In this chapter, it is assumed that the DERs are all dispatchable and of the electronically-
coupled type, and adopt the proposed adaptive feedforward strategy (not necessarily with iden-
tical parameters). Thus, hereafter, a DER system under study is referred to as the “DER sys-
tem”, and the microgrid without the DER system is referred to as the “rest of the microgrid”,
irrespective of whether or not it embeds any other DER system.
Fig. 4.1 shows a schematic diagram of the DER system. The power circuit of the DER
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Figure 4.1: Schematic diagram of the DER system.
system consists of a conditioned prime energy source, a current-controlled VSC, and a three-
phase LC filter. The per-phase resistance, inductance, and capacitance of the filter are denoted
by R, L, andC f , respectively. The resistance represents the ohmic loss of the filter inductor and
also includes the eect of the on-state resistance of the VSC valves. The three-phase variables
vsabc, iabc, and ioabc are referred to as the “DER system terminal voltage”, “VSC ac-side current”,
and “DER system output current”, respectively. The VSC dc side is parallelled with a dc-link
capacitor, Cdc, and a voltage source. The latter represents the eect of a dispatchable energy
storage device, e.g., a battery bank.
Fig. 4.1 also shows the control components of the DER system. It is noted that vsabc, iabc,
and ioabc are sampled and digitized by corresponding sample-and-hold (S/H) and analog-to-
digital (A/D) converters. The sampled variables are then provided to respective abc   to   dq
frame transformation blocks. Fig. 4.1 further indicates that the DER system is controlled
in a rotating dq frame whose d axis makes an angle, , with respect to the stationary axis,
i.e., the  axis.  is obtained from a PLL which also determines !, that is, the frequency of
the DER system terminal voltage. In the grid-connected mode of operation, the DER system
terminal voltage is dictated by the rest of the microgrid, and ! represents the power system
frequency. In the islanded mode, however, the DER system, in conjunction with the other DER
systems, must contribute to the regulation of the network voltage and frequency, based on the
proper commands given to the amplitude and frequency setpoints of the DER system terminal
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voltage; the setpoints are, in turn, determined by a droop-based power sharing mechanism,
which enables decentralized control of the network voltage and frequency, and ensures proper
power sharing amongst the DER systems.
4.3 Basic Control
4.3.1 Current-Control Scheme
The function of the current-control scheme is to regulate the d  and q axis components of
the VSC ac-side current iabc(t), by means of the PWM switching strategy. This is primarily to
ensure that the DER system is protected against network faults, but also enables the regulation
of the amplitude and frequency of the DER system terminal voltage vsabc.
Fig. 4.2 shows a block diagram of the current-control scheme and illustrates that two re-
spective compensators, Ki(z), process the error signals ed(k) = idre f (k)   id(k) and eq(k) =
iqre f (k)   iq(k) and, based on the method described in Chapter 3, deliver the signals md(k + 1)
and mq(k + 1). These two last signals are then delayed by one sampling period and gener-
ate the signals md(k) and mq(k) for the PWM scheme of the VSC; the delays are essential
in a microprocessor-based implementation, due to the fact that the control signals, which are
calculated based on the feedbacks at the kth sampling instant, are practically computed dur-
ing the time interval between the kth and (k + 1)th sampling instants and, consequently, can-
not be released earlier than the (k + 1)th sampling instant. Finally, the modulating signals
ma(k), mb(k), and mc(k) are calculated from md(k), mq(k), and (k), and determine the switch-
ing instants of the VSC valves. The task is achieved based on the symmetrical regular sam-
pled PWM technique, [52], which renders the VSC switching frequency equal to the control
system sampling frequency. As explained in Chapter 3, proper design of Ki(z) ensures that
id(k) and iq(k) track their corresponding reference commands in two sampling periods, that is,
Id(z)=Idre f (z) = Iq(z)=Iqre f (z) = z 2.
4.3.2 Amplitude Regulation Scheme
Fig. 4.3 shows a block diagram of the amplitude regulation scheme whose function is to regu-
late vsd(k) and vsq(k), i.e., the d  and q axis components of the DER system terminal voltage,
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Figure 4.2: Block diagram of the current-control scheme of the DER system.
at their respective setpoints, vsdre f (k) and vsqre f (k). This objective goal is accomplished by the
control of id(k) and iq(k). In the scheme of Fig. 4.3, the d  and q axis compensators, Kv(z),
process the error signals evd(k) = vsdre f (k)   vsd(k) and evq(k) = vsqre f (k)   vsq(k), respectively,
and generate the setpoints idre f (k) and iqre f (k) for the current-control scheme. As will be dis-
cussed in Section 4.3.3; vsqre f (k) is indirectly employed in the frequency regulation scheme and
has zero steady-state value. Hence, the amplitude of vsabc, that is,
q
v2sd + v
2
sq, is predominantly
determined by vsd, and, as such, vsdre f eectively serves as the setpoint for the amplitude of
the DER system terminal voltage. As explained in Chapter 3, the control scheme of Fig. 4.3
transforms the closed-loop system to the two decoupled control loops of Fig. 4.4 in which the
eective control plant is Hv(z) = Ts=[c f z2(z   1)] (Ts is the sampling period).
4.3.3 Frequency Regulation Scheme
The objective of the frequency regulation scheme is to regulate !, that is, the frequency of the
DER system terminal voltage, at its setpoint !re f . As Fig. 4.1 shows, a PLL processes vsq(k)
by the filter H(z) and determines !(k) in such a way that vsq(k) is forced to zero [37]. In the
grid-connected mode, !(k) is imposed by the rest of the microgrid and becomes equal to the
power system angular frequency. However, in the islanded mode of operation, !(k) is regulated
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lent to the amplitude regulation scheme of Fig. 4.3.
by vsq(k), through the control of vsqre f (k). As explained in Chapter 3, H(z) is of the form
H(z) =
kp
z   1 ; (4.1)
for which kp is the gain.
Fig. 4.5 shows a block diagram of the frequency regulation closed loop including the
frequency regulation scheme. As Fig. 4.5 shows, a compensator, K!(z), processes the error
e!(k) = !re f (k)   !(k) and determines one component of vsqre f (k); the other component of
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vsqre f (k), that is, vsq, is an auxiliary signal of zero steady-state value which plays an important
role in the proposed adaptive feedforward strategy, as will be discussed in Section 4.4. The
setpoint vsqre f (k) is then tracked by vsq(k) through the action of the q axis amplitude regulation
loop of Fig. 4.4(b), and !(k) is regulated at !re f (k). It should be noted that due to the pole of
H(z) at z = 1, vsq(k) (and therefore vsqre f (k)) settles at zero in a steady state. Therefore, in order
for !(k) to track !re f (k) with no steady-state error, K!(z) is sucient to be a pure gain, k!.
4.4 Proposed Adaptive Feedforward Compensation
Fig. 4.6 illustrates a generic block diagram of a microgrid, whether in the islanded mode or in
the grid-connected mode, in which a DER system is interfaced with the rest of the microgrid.
As Fig. 4.6 indicates, iod(k) and ioq(k) are the responses of the rest of the microgrid to the
DER system outputs, i.e., vsd(k), vsq(k), and !(k). In turn, vsd(k) and !(k) are the responses of
the DER system to the setpoints vsdre f (k) and !re f (k), respectively, while vsq(k) is an internal
variable of the DER system control (see Section 4.3.3). It is noted that (filtered measures of)
the DER system real and reactive powers determine the setpoints vsdre f (k) and !re f (k), based
on two respective droop characteristics.
Fig. 4.6 also illustrates the proposed feedforward compensation. As the figure indicates,
the proposed feedforward compensation augments vsdre f (k) with a signal, vsd(k), and also de-
termines the signal vsq(k) for the frequency regulation scheme of the DER system (see Section
4.3.3), based on measures of iod(k) and ioq(k). As such, the feedforward compensation alters
the dynamic coupling between the DER system and the rest of the microgrid, by manipulating
vsd(k) and !(k), based on iod(k) and ioq(k). The calculated values of the real- and reactive-power
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Figure 4.6: Block diagram of a microgrid embedding a droop-controlled DER system.
outputs of the DER system are formulated as
Po(k) = 1:5[vsd(k)iod(k) + vsq(k)ioq(k)] ; (4.2)
and
Qo(k) = 1:5[ vsd(k)ioq(k) + vsq(k)iod(k)] : (4.3)
Filtering each calculated value, Po(k) or Qo(k), by a corresponding discrete-time, first-order,
low-pass filter, yields
Po f (k + 1) = 1Po f (k) + (1   1)Po(k) ; (4.4)
and
Qo f (k + 1) = 1Qo f (k) + (1   1)Qo(k) ; (4.5)
where Po f (k) and Qo f (k) signify the filtered versions of Po(k) and Qo(k), respectively, and 1
is a constant parameter. This parameter can be determined as 1 = e Ts!c , where !c is the cor-
ner frequency of an equivalent continues-time, first-order, low-pass filter; from the viewpoint
of dynamics, !c should be adequately large to not significantly alter the controller dynamic
properties, but reasonably small to ensure adequate filtering. Then, as Fig. 4.6 indicates, the
amplitude and frequency setpoints of the DER system terminal voltage are drooped versus Po f
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and Qo f , as
!re f (k) = !0   mPo f (k) (4.6)
vsdre f (k) = V0   nQo f (k) + vsd(k) ; (4.7)
where m and n are the real- and reactive-power droop coecients, respectively, and vsd(k)
is an auxiliary signal with zero steady-state value, similar to the signal vsq(k) which was
introduced in Section 4.3.3; !0 and V0 are the no-load frequency and amplitude of the DER
system terminal voltage, respectively.
Substituting for Po(k) and Qo(k) in (4.4) and (4.5), from (4.2) and (4.3), one deduces
Po f (k + 1) = 1Po f (k) + 1:5(1   1)[vsd(k)iod(k) + vsq(k)ioq(k)] ; (4.8)
Qo f (k + 1) = 1Qo f (k) + 1:5(1   1)[ vsd(k)ioq(k) + vsq(k)iod(k)] : (4.9)
To enhance system stability, the dynamic coupling between the DER system and rest of
the microgrid [see Fig. 4.6] should be weakened as much as possible, but must exist in steady
and quasi-steady states for real- and reactive-power sharing (i.e., conventional droop strategy).
Thus, a small-signal model of the system is developed, such that the steady-state and dynamic
characteristics can be treated separately. To that end, (4.8) and (4.9) are linearized about a
steady-state operating point, to yield
P˜o f (k + 1) = 1P˜o f (k) + 1:5(1   1)Vsd0i˜od(k)
+1:5(1   1)Iod0v˜sd(k) + 1:5(1   1)Ioq0v˜sq(k) ; (4.10)
Q˜o f (k + 1) = 1Q˜o f (k)   1:5(1   1)Vsd0i˜oq(k)
 1:5(1   1)Ioq0v˜sd(k) + 1:5(1   1)Iod0v˜sq(k) ; (4.11)
where “” and the subscript “0” denote the small-signal perturbation and the steady-state value,
of a variable, respectively. It should be noted that the steady-state value of vsq is zero, as
explained in Section 4.3.3, and therefore does not appear in (4.10) or (4.11). It is also recalled
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that vsd(k) and vsq(k) have zero steady-state values.
Defining
1 = 1 (4.12)
2 = 1:5(1   1)Vsd0 (4.13)
3 = 1:5(1   1)Iod0 (4.14)
4 = 1:5(1   1)Ioq0 ; (4.15)
one can rewrite (4.10) and (4.11) as
P˜o f (k + 1) = 1P˜o f (k) + 2i˜od(k) + 3v˜sd(k) + 4v˜sq(k) ; (4.16)
Q˜o f (k + 1) = 1Q˜o f (k)   2i˜oq(k)   4v˜sd(k) + 3v˜sq(k) : (4.17)
The DER system amplitude regulation scheme (Section 4.3.2) ensures rapid regulation of vsd(k)
and vsq(k) at their respective setpoints. Thus, replacing vsdre f (k) by vsd(k) in (4.7), and lineariz-
ing the resultant equation, one deduces
v˜sd(k)   nQ˜o f (k) + vsd(k) : (4.18)
Additionally, as Fig. 4.5 shows, vsqre f = vsq + k!(!re f   !). On the other hand, the frequency
regulation loop ensures that !re f   !  0 (Section 4.3.3), the amplitude regulation scheme
ensures that vsqre f  vsq (Section 4.3.2), and the steady-state value of vsq is zero (Section
4.3.3). Hence, one finds
v˜sq(k)  vsq(k) : (4.19)
Substituting for v˜sd(k) and v˜sq(k) in (4.16) and (4.17), based on (4.18) and (4.19), one finds
P˜o f (k + 1) = 1P˜o f (k)   n3Q˜o f (k) + 2i˜od(k) + 3vsd(k) + 4vsq(k) ; (4.20)
Q˜o f (k + 1) = (1 + n4)Q˜o f (k)   2i˜oq(k)   4vsd(k) + 3vsq(k) : (4.21)
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Let vsd(k) and vsq(k) be determined in such a way that
3vsd(k) + 4vsq(k) = 2 i˜oq(k) + n3Q˜o f (k) ; (4.22)
 4vsd(k) + 3vsq(k) =  2i˜od(k)   n4Q˜o f (k) : (4.23)
Then, (4.20) and (4.21) assume the following forms:
P˜o f (k + 1) = 1P˜o f (k) + 2i˜od(k) + 2 i˜oq(k) ; (4.24)
Q˜o f (k + 1) = 1Q˜o f (k)   2i˜od(k)   2i˜oq(k) : (4.25)
Equations (4.24) and (4.25) govern the small-signal dynamics of the real and reactive pow-
ers that the DER system delivers to the rest of the microgrid. The stability of the system
described by (4.24) and (4.25) can be established by means of Lyapunov’s direct method of
stability [53]. To that end, consider the following positive semidefinite function, as a candidate
Lyapunov function:
V(k) = [Q˜o f (k) + P˜o f (k)]2 (4.26)
Then
V(k) = V(k + 1)   V(k) = (21   1)[Q˜o f (k) + P˜o f (k)]2 : (4.27)
Since 0 < 1 < 1 (note that 1 = 1, based on (4.12), and 1 = e Ts!c < 1), then V(k) 
 "0V(k), where "0 = 1   2 > 0. This implies that the system is asymptotically stable [53].
Therefore, the transient response of the system is bound to decay to zero, and, in other words,
the large-signal system response is bound to settle, in a steady state. It should be emphasized
that the stability does not depend on the droop coecients or on any network properties.
Expressing (4.22) and (4.23) in the matrix form
2666666664 3 4 4 3
3777777775
2666666664 vsd(k)vsq(k)
3777777775 =
2666666664 2i˜oq + n3Q˜o f (k) 2i˜od   n4Q˜o f (k)
3777777775 ; (4.28)
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one can calculate vsd(k) and vsq(k) as
2666666664 vsd(k)vsq(k)
3777777775 =
2666666664 g1 g2g2   g1
3777777775
2666666664 i˜oq(k)i˜od(k)
3777777775 +
2666666664 nQ˜o f (k)0
3777777775 (4.29)
where
g1 =
23
23 + 
2
4
(4.30)
g2 =
24
23 + 
2
4
: (4.31)
One diculty that arises in implementing the proposed feedforward compensation is that,
to determine vsd and vsq, one needs knowledge about the steady-state values of the DER
system terminal voltage and output current. On the other hand, in practice, the system operating
point changes constantly as the loads shed back and forth, the power flow within the microgrid
changes, etc. Consequently, the operating point needs to be estimated, for example, by means
of an identification algorithm. This is explained next.
4.5 Recursive Least-Square Identification Scheme
Online estimation of system parameters, that is, online system identification, plays a crucial
role in most adaptive control schemes [54]. For the adaptive feedforward compensation of
Section 4.4, the parameters to be estimated are the steady-state values of the DER system
terminal voltage and DER system output current (see (4.13)-(4.15)). It should be pointed out
that these parameters do not bear a rigorous physical meaning; rather, they are the byproducts
of the mathematical formulation, i.e., the linearization process.
In this chapter, the RLS identification method with an exponential forgetting algorithm [54]
has been employed for estimating the required parameters; the estimates of parameters are
updated at every sampling instant.
Equations (4.29)-(4.31) indicate that the proposed adaptive feedforward compensation re-
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quires the parameters 2, 3 and 4. These parameters can be estimated if the RLS algorithm is
applied to (4.16). Let us rewrite (4.16) as
P˜o f (k) = 1P˜o f (k   1) + 2i˜od(k   1) + 3v˜sd(k   1) + 4v˜sq(k   1) : (4.32)
Defining the vector of parameters
T = [1; 2; 3; 4] ; (4.33)
and the regression vector
T (k) = [P˜o f (k); i˜od(k); v˜sd(k); v˜sq(k)] ; (4.34)
equation (4.32) can be rewritten as
P˜o f (k) = T (k   1) : (4.35)
The estimated parameters of the plant, denoted by ˆ(k), are then calculated in the kth sampling
period, as [54]:
"(k) = P˜o f (k)   T (k   1)ˆ(k   1) (4.36)
K(k) = P(k   1)(k   1)[ + T (k   1)P(k   1)(k   1)] 1 (4.37)
ˆ(k) = ˆ(k   1) + K(k)"(k) (4.38)
P(k) =
1

[I   K(k)T (k   1)]P(k   1); (4.39)
where ˆT = [ˆ1; ˆ2; ˆ3; ˆ4] is the vector of estimated parameters, "(k) is the error vector, K(k)
is known as Kalman gain, P(k) is referred to as the error covariance, and  is known as the
forgetting factor and determines the speed of adaptation. The estimation algorithm is executed
at every sampling period, through the following steps:
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Figure 4.7: Block diagram of the scheme for calculation of feedforward
coecients based on the estimated parameters.
 a new set of data is acquired and the prediction error is computed, based on (4.36), using
the old estimated parameters;
 Kalman gain is updated based on (4.37);
 estimated parameters vector, ˆ(k), is calculated based on (4.38); and
 P(k) is updated for the next sampling period, based on (4.39).
Once the parameters 2, 3 and 4 are estimated, g1 and g2 are calculated, based on (4.30)
and (4.31), and vsd(k) and vsq(k) are generated based on (4.29). The small-signal perturba-
tions of the variables involved (see Fig. 4.7) are extracted by high-pass filtering of the variables,
to eliminate their steady-state components. Each high-pass filter has the following transfer
function:
F(z) =
z   1
z   2 ; (4.40)
where 2 is the filter pole.
The process is illustrated by the block diagram of Fig. 4.7.
4.6 Study Cases and Results
To demonstrate the eectiveness of the proposed control strategy, a detailed switched model of
a two-system test microgrid has been simulated in the PSCAD/EMTDC software environment;
the simulation time step is 6.7096 s. The test microgrid is based on a typical 12.47-kV North
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American distribution network [55], of which a simplified schematic diagram is illustrated in
Fig. 4.8.
As Fig. 4.8 shows, the microgrid is divided into two subnetworks, Subnetwork 1 and
Subnetwork 2, each embedding three-phase (residential and industrial) loads, as well as smaller
single-phase networks. The two subnetworks are interfaced, respectively, with Bus 1 and Bus
12 of the upstream network, through the corresponding switches S3 and S4. The subnetworks
can also be interconnected by the switch S5. In turn, Bus 1 and Bus 12 are energized through
the corresponding transformers Tr3 and Tr4, from a 115-kV transmission system. When S5 is
open, the two subnetworks demand the real and reactive powers of (3.1 MW, 2.4 MVAr) and
(1.2 MW, 0.8 MVAr), respectively. As shown in Fig. 4.8, the part of the system that is outside
of the microgrid boundaries is referred to as the “grid”.
Fig. 4.8 also shows that the microgrid embeds a 4-MVA DER system, DER1, and a 2-
MVA DER system, DER2 , which are connected to Bus 2 and Bus 13, respectively. Each
DER system is interfaced with the host bus through a corresponding isolation transformer and
a disconnect switch (S1 and S2, respectively, for DER1 and DER2 ); the transformers have
a solidly-grounded wye winding configuration at their low-voltage sides. The control algo-
rithm of each DER system (which includes the PWM, signal transformation and conditioning,
phase-angle extraction, current control, amplitude and frequency regulation, power calculation
and droop, adaptive feedforward compensation, and on-line parameter estimation schemes) is
implemented by a Fortran code that is linked to the PSCAD/EMTDC model of the DER sys-
tem. Parameters of the loads and transmission lines and other system parameters are given in
Appendix C.
The case studies demonstrate the DER system performances in response to the connection
of their corresponding host subnetworks to the grid, despite (intentional) inaccurate synchro-
nization, and in response to the interconnection of the two subnetworks, when both of them
are isolated from the grid. More importantly, two study cases are dedicated to highlighting the
fact that the proposed feedforward compensation makes the dynamic performance and stability
of the DER systems insensitive to the droop coecients and load/network dynamic properties.
For each study case, the response under the proposed control is compared with its counterpart
under the conventional droop-based control; the latter control strategy is invoked by setting the
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Figure 4.8: Schematic diagram of the test microgrid.
auxiliary signals vsd(k) and vsq(k) to zero. In the graphs to follow, the real powers, reactive
powers, and currents are expressed in MW, MVAr, and kA, respectively.
4.6.1 Case 1: Transition to the Grid-Connected Mode Following Inaccu-
rate Synchronization
In this case, the switches S3, S4, and S5 are initially open (but, S1 and S2 are closed), the
DER systems are disabled, and, therefore, Subnetwork 1 and Subnetwork 2 are de-energized.
At t = 0, the DER systems are turned on, and their respective values of V0 (see (4.7), Section
4.4) are ramped up from zero to 0.52 kV, in about 35 ms; hence, the (islanded) subnetworks
get energized by their respective DER systems. Subsequently, S3 and S4 are closed, at t =
0.75 s, and the subnetworks are connected to the grid, while, right before the closure of S3 and
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Figure 4.9: Sample responses of the DER systems to the connec-
tion of their host subnetworks to the grid, under the
conventional control (Case 1).
S4, the voltages of Bus 2 and Bus 13 have phase displacements of about 24 degrees relative to
the voltages of Bus 1 and Bus 12, respectively; the phase shifts are introduced intentionally to
subject the DER systems to a rather severe disturbance. At t = 2.5 s, S3 and S4 are opened again
and isolate the subnetworks from the grid. Thus, from t = 2.5 s onwards, the two subnetworks
and DER systems operate under the same conditions that prevailed from t = 0 to t = 0.75 s.
Figs. 4.9 and 4.10 illustrate the system response to the aforementioned sequence of events.
Fig. 4.9 illustrates the waveforms of the real- and reactive-power outputs of the DER sys-
tems, in addition to those of the d- and q-axis components of the output current of DER1, under
the conventional droop-based control (hereafter, the conventional control). Similarly, Fig. 4.10
illustrates the waveforms of the same variables, but under the proposed feedforward compen-
sation (hereafter, the proposed control). A comparison between Fig. 4.9 and Fig. 4.10 reveals
that, while the responses of the DER systems to the switching incidents exhibit remarkable
transient excursions and ringings under the conventional control, they are remarkably smooth
and damped under the proposed control, despite the severity of the disturbances.
Fig. 4.11 illustrates the waveforms of the estimated parameters of DER1 (for instance),
and indicates that, subsequent to each disturbance incident, they smoothly converge to their
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steady-state values. As the figure shows, the settling values of 2, 3, and 4 are, respectively,
0.0022, 0.0207, and  0.0153, at the end of the time intervals over which Subnetwork 1 is
isolated from the grid. On the other hand, under the o-grid condition, the settling values of
iod1 and ioq1 are 4.45 kA and  3.29 kA, respectively (see Fig. 4.10), and the steady-state value
of vsd1 is 0.475 kV (not shown in the graphs). Substituting for these three steady-state values
in (4.13) through (4.15), one calculates 2, 3, and 4 as 0.00221, 0.02069, and  0.01529,
respectively. It is noted that the calculated values are very close to the values estimated by the
RLS identification scheme of DER1. It should be emphasized that 2, 3, and 4 do not bear
clear physical meanings, but are the byproducts of the mathematical formulation set forth in
Section 4.4.
4.6.2 Case 2: Network Topological Change in the Islanded Mode
This case study demonstrates the responses of the DER systems to a network topological
change, resulting in a power-flow change, in the islanded mode of operation. In this case,
the system continues from the same steady state as that under the operating conditions of Case
1, that is, Subnetwork 1 and Subnetwork 2 are isolated from the grid (switches S3 and S4 are
open) and independently energized by their respective DER systems. At t = 4.0 s, the switch
S5 is closed (see Fig. 4.8), while, right before the switching incident, the voltages of Bus 8 and
Bus 14 are phase-displaced by about 43 degrees; subsequent to the closure of S 5, the aggregate
of the loads of Subnetwork 1 and Subnetwork 2 is shared by the two DER systems. Figs. 4.12
and 4.13 illustrate the system response to the disturbance, under the conventional and proposed
controls, respectively.
As Fig. 4.12 indicates, subsequent to the switching incident, the variables plotted in the
figure experience remarkable fluctuations under the conventional control. By contrast, in spite
of the disturbance severity, the system response is well damped under the proposed control, as
Fig. 4.13 shows. A comparison between Figs. 4.12 and 4.13 confirms that the proposed control
does not alter the steady-state power sharing regime that would exist under the conventional
control.
4.6. Study Cases and Results 85
1
2
3
(a)
P
o
f
1
,
P
o
f
2
 
 
Pof1
Pof2
 
1
2
3
(b)
Q
o
f
1
,
Q
o
f
2
 
 
Qof1
Qof2
4 4.5 5 5.5
−8
−3.29
0
4.45
(c)
time(s)
i o
d
1
,
i o
q
1
 
 
iod1
ioq1
Figure 4.12: Sample responses of the DER systems to the inter-
connection of the two subnetworks, under the con-
ventional control (Case 2).
1
2
3
(a)
P
o
f
1
,
P
o
f
2
 
 
 
1
2
(b)
Q
o
f
1
,
Q
o
f
2
 
 
4 4.5 5 5.5
−3.29
0
4.45
(c)
time(s)
i o
d
1
,
i o
q
1
 
 
Pof1
Pof2
Qof1
Qof2
iod1
ioq1
Figure 4.13: Sample responses of the DER systems to the intercon-
nection of the two subnetworks, under the proposed
control (Case 2).
4.6.3 Case 3: Stepwise Increase in Droop Coecients
As has been analytically shown in [26], a sucient increase in the droop coecients has a
destabilizing eect on the conventional control. This case study confirms the conclusion of
[26], and also demonstrates the eectiveness of the proposed control in maintaining the system
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stability in spite of an increase in the droop coecients.
In this case, the system continues from the same steady state as that under the operating
conditions of Case 2, that is, Subnetwork 1 and Subnetwork 2 are isolated from the grid, but the
switch S5 is closed; therefore, the two DER systems share the aggregate of the two subnetwork
loads. At t = 6.5 s, the frequency/real-power droop coecients of DER1 and DER2 are stepped
up, from m1 = 2.0 to 12.0 (rad/s)/MW, and from m2 = 4.0 to 24.0 (rad/s)/MW, respectively.
Fig. 4.14 depicts the responses of the DER systems under the conventional control and
indicates that the system becomes oscillatory after t = 6.5 s. By contrast, as Fig. 4.15 shows,
the system remains stable under the proposed control, in spite of the disturbance.
4.6.4 Case 4: Change in Load/Network Properties
As pointed out in the introduction of this chapter, the performance and stability of the conven-
tional control depend on the load/network dynamic properties. This case study supports the
claim and, further, demonstrates that the proposed control is robust to load/network character-
istic variations.
In this case study, the system continues from the same steady state as that under the oper-
ating conditions of Case 2, that is, Subnetwork 1 and Subnetwork 2 are isolated from the grid,
but connected to each other through S5, and the two DER systems share the aggregate load of
the two subnetworks. At t = 6.5 s, an asynchronous machine, spun by a mechanical torque
of  1.0 per-unit at angular speed close to 377 rad/s, gets connected to Bus 6 of Subnetwork
1; the connection is enabled by a circuit breaker and a voltage-matching transformer (none of
these components are shown in Fig. 4.8). Parameters of the asynchronous machine are given
in Appendix C. Figs. 4.16 and 4.17 illustrate the responses of the DER systems, under the
conventional and proposed controls, respectively.
Fig. 4.16 shows that under the conventional control, the connection of the asynchronous
machine to the subnetwork results in oscillations and instability. However, under the proposed
control, the microgrid remains stable, as Fig. 4.17 indicates. Fig. 4.17 also shows that, from
t = 6.5 s onwards, the two DER systems deliver comparatively smaller (real) powers, due to
the power contribution of the asynchronous machine.
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Figure 4.16: Sample responses of the DER systems to the intro-
duction of an asynchronous machine to Subnetwork1,
under the conventional control (Case 4).
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duction of an asynchronous machine to Subnetwork1,
under the proposed control (Case 4).
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4.7 Conclusion
This chapter proposed an adaptive feedforward compensation strategy that alters the dynamic
coupling between a DER system and the host microgrid such that the system stability is made
insensitive to droop coecients and load/network dynamic characteristics. The proposed feed-
forward compensation preserves the steady-state eect that the conventional droop mechanism
exhibits and, therefore, does not compromise the steady-state power sharing regime and volt-
age/frequency regulation oered by the conventional droop-based control. The feedforward
compensation is adaptive since it is periodically modified according to the system steady-state
operating point which, in turn, is estimated through an on-line RLS estimation technique. The
chapter presented a discrete-time mathematical model and analytical framework, for the pro-
posed feedforward compensation. The eectiveness of the proposed control was demonstrated
through time-domain simulation studies, in the PSCAD/EMTDC software environment, con-
ducted on a detailed switched model of a sample two-system microgrid.
Chapter 5
Unified DER Control
5.1 Introduction
One of the requirements of a microgrd is the capability of operation in both the islanded and
grid-connected modes of operation. In the present microgrid control schemes, there is a dis-
tinction between the two modes of operation. In the grid-connected mode, the output voltage
and frequency of the DER systems are dictated by the utility grid; the DER systems commonly
utilize a current-mode or voltage-mode strategy for the control of their output real and reac-
tive powers and/or dc-link voltages. However, when the microgrid operates in the islanded
mode, the controllers must be replaced by an alternative control strategy, for instance, based on
drooped characteristics, to ensure power sharing and coordinated voltage and frequency regu-
lation. This necessitates an identification scheme for detecting the prevailing operating mode
of the microgrid, and for changing the control strategy of the microgrid system, which adds to
the complexity of the microgrid intelligence and should be avoided.
This chapter proposes a unified control scheme which can operate in both islanded and grid-
connected modes of operation, to simplify the microgrid control system. The proposed control
strategy benefits from both active feedback compensation and drooped characteristics; it en-
ables the control of the real and reactive powers that the power-electronic interface of the DER
exchanges with the host microgrid in the grid-connected mode of operation. In the islanded
mode of operation, however, the compensators are saturated naturally and the droop-based
control takes over to regulate the microgrid voltage and frequency, along with the other DERs.
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The proposed control strategy can be directly adopted for dispatchable DERs, e.g., batteries, or,
alternatively, it can be employed as a part of a nested control loop for non-dispatchable DERs,
e.g., a photovoltaic array. Another merit of the proposed control strategy is that it assumes
the same power circuit, current-control structure, and synchronization mechanism that are typ-
ically employed for grid-connected three-phase power-electronic interfaces. The chapter also
presents the mathematical model and two sample applications of the proposed control strategy.
Further, the eectiveness of the proposed control strategy is demonstrated through time-domain
simulation of a two-system test microgrid, in the PSCAD/EMTDC software environment.
5.2 Structure of the DER System
Fig. 5.1 shows a schematic diagram of the DER system. The figure shows that the power circuit
of the DER system consists of a DER, a current-controlled VSC, and a three-phase LC filter.
The per-phase inductance and capacitance of the filter are denoted by L and C f , respectively,
and the resistance R represents the eective per-phase resistance of the filter inductor and VSC
valves. As Fig. 5.1 shows, the connection between the DER system and the host network
takes place through a circuit breaker, Br, which is controlled by the DER system intelligence
for synchronization, start-up/shut-down, service/maintenence, or emergency isolation. Fig. 5.1
also shows that, the VSC dc-side is connected in parallel with a dc-link capacitor, Cdc, and the
DER. The output power and current of the DER are denoted by PDER and iDER, respectively.
Fig. 5.1 also illustrates the control architecture of the DER system and indicates that the
DER system is controlled in a rotating dq frame whose d axis makes an angle  against the
stationary  axis. The angle  is obtained from a PLL which also provides the frequency of
vsabc(t), denoted by !. The overall control of the DER system is realized through four control
schemes: (1) the current-control scheme, (2) the amplitude-control scheme, (3) the frequency-
control scheme, and (4) the power-control scheme; these schemes will be introduced in more
detail in the next section.
Fig. 5.1 further shows that the DER system receives output real- and reactive-power set-
points Pore f and Qore f which are tracked in the grid-connected mode by the DER system output
powers Po and Qo. In the islanded mode, however, the power setpoints become ineective due
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Figure 5.1: Schematic diagram of a DER system.
to the saturation of compensators, and a droop-based control strategy takes over automatically.
This relieves the need for switching between dierent control strategies and also enables power
sharing among the DER systems to regulate the voltage and frequency of the host microgrid.
In the forthcoming developments, except in the cases of the time and angles, all variables
are expressed in per-unit (pu) terms with their base values denoted by the subscript b. The
time and phase angles are expressed in second and radian, respectively. The base values are
introduced in Appendix D.
5.3 Mathematical Model and Control Schemes
5.3.1 Current-Control Scheme
The current-control scheme constitutes the most basic block of the DER system control. The
function of the current-control scheme is to regulate id and iq, i.e., the d  and q axis compo-
nents of the VSC ac-side current iabc(t), by means of the PWM switching strategy. Thus, the
current components id and iq are independently controlled through their respective setpoints
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such that
Id(s) = Gi(s)Idre f (s) =
1
is + 1
Idre f (s) (5.1)
Iq(s) = Gi(s)Iqre f (s) =
1
is + 1
Iqre f (s); (5.2)
where the time-constant i is a design choice. The setpoints idre f and iqre f are limited by satu-
ration blocks (not shown) to ensure protection of the VSC against network faults. The current-
control scheme and its design procedures are discussed in Chapter 2.
5.3.2 Amplitude Regulation Scheme
The objective of the amplitude-control scheme is to regulate vsd and vsq, i.e., the d  and q axis
components of the DER system terminal voltage vsabc(t), at their respective setpoints vsdre f and
vsqre f . In turn, this goal is accomplished by the control of idre f and iqre f through the current-
control scheme of Section 5.3.1. As will be discussed in Section 5.3.3, the setpoints vsqre f is
determined by another control loop that regulates the frequency of vsabc(t). It will be discussed
that the frequency regulation loop attempts to force vsq to zero and, thus, the amplitude of
the DER system terminal voltage, that is, vs =
q
v2sd + v
2
sq, is predominantly determined by
vsd. Therefore, vsdre f eectively serves as the setpoint for the amplitude of the DER system
terminal voltage.
Fig. 5.2 illustrates a block diagram of the amplitude-control scheme for which the filters
Kv(s) are the compensators of the d- and q-axis control channels, and feedforward compen-
sation is utilized to eliminate the coupling between vsd and vsq. Fig. 5.2 also shows that the
measures of iod and ioq are included in the control process as two other feedforward signals to
mitigate the impact of the DER system terminal current on vsd and vsq. The objective is that
the compensated system behave under all network conditions in, approximately, the same way
as the uncompensated system would behave under a no-load condition.
As explained below, the control scheme of Fig. 5.2 enables independent control of vsd and
vsq, respectively, by idre f and iqre f .
94 Chapter 5. Unified DER Control
-
sC
f
b
ω-
d
i
dref
i
qref
i
q
i
-
1
1
+s
i
τ
1
1
+s
i
τ
-
d-axis compensator
q-axis compensator
sdref
v
q
e
d
e
q
u
d
u
-
-
measurement
measurement
od
i
oq
i
sqref
v
Amplitude Regulation Scheme
ω
od
i
oq
i
ω
f
C
f
C
f
C
f
C
sC
f
b
ω
sd
v
sq
v
×
×
×
×
Plant
Closed Current-
Control Loops
)(sK
v
)(sK
v
Figure 5.2: Block diagram of the amplitude-control scheme.
As discussed in Chapter 2, dynamics of vsd and vsq are governed by 
C f
!b
!
dvsd
dt
= (C f!)vsq + id   iod (5.3) 
C f
!b
!
dvsq
dt
=  (C f!)vsd + iq   ioq ; (5.4)
where ! is an output of the PLL (see Fig. 5.1) and related to the angle  as
 
1
!b
!
d
dt
= !(t) (5.5)
It can also be seen from Fig. 5.2 that
idre f = ud   (C f!)vsq + iod (5.6)
iqre f = uq + (C f!)vsd + ioq ; (5.7)
where ud and uq are the outputs of the compensators Kv(s) for the d  and q axis channels,
respectively. Substituting for idre f and iqre f , from (5.6) and (5.7), in (5.1) and (5.2), one obtains
Id = Gi(s)Ud  C fGi(s)£f!vsqg +Gi(s)Iod (5.8)
Iq = Gi(s)Uq +C fGi(s)£f!vsdg +Gi(s)Ioq ; (5.9)
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where £f:g denote the Laplace transform operator. It then follows from applying Laplace trans-
form to both sides of (5.3) and (5.4), and substituting in the resultants for Id(s) and Iq(s) from
(5.8) and (5.9), that
 
C f
!b
!
sVsd = Gi(s)Ud +C f [1  Gi(s)]£f!vsqg   [1  Gi(s)]Iod|                                             {z                                             }
transient terms
(5.10)
 
C f
!b
!
sVsq = Gi(s)Uq  C f [1  Gi(s)]£f!vsdg   [1  Gi(s)]Ioq|                                             {z                                             }
transient terms
: (5.11)
It is then noted that the transfer function Gi(s) = 1=(is + 1) has a unity dc gain, and therefore
[1  Gi(s)] = is=(is + 1) has a zero dc gain. Hence, if i is adequately small, those terms of
(5.10) and (5.11) which are labeled as “transient terms” assume negligible values over a fairly
wide range of frequencies and, thus, (5.10) and (5.11) can be approximated as
Vsd(s)
Ud(s)
=
Vsq(s)
Uq(s)

 
!b
C f
!
Gi(s)
s
: (5.12)
Equation (5.12) indicates that vsd and vsq can be independently controlled by ud and uq,
respectively, that is, the control scheme of Fig. 5.2 is equivalent to the two decoupled Single-
Input-Single-Output (SISO) control loops shown in Fig. 5.3.
The use of PI compensators for Kv(s) in the amplitude-control scheme of Fig. 5.2 could
guarantee an adequately fast and stable closed-loop response as discussed in Chapter 2. How-
ever, network imbalance results in second-order harmonic components in iod and ioq that distort
vsd and vsq. The impact of the second-order components of iod and ioq can be mitigated if
Kv(s) includes a pair of complex-conjugate poles at the double power system frequency. For
example, if Kv(s) is
Kv(s) =
k2s2 + k1s + k0
s2 + (2!b)2
; (5.13)
where k0, k1, and k2 are the compensator parameters, then, the transfer function of each closed
amplitude-control loop, Hv(s) = Vsd(s)=Vsdre f (s), and Hv(s) = Vsq(s)=Vsqre f (s), is
Hv(s) =
(k2s2 + k1s + k0)
s(s + !i)(s2 + (2!b)2) + (k2s2 + k1s + k0)
(5.14)
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Figure 5.3: Equivalent block diagrams for the closed amplitude-
control loops.
The poles of Hv(s) can be placed arbitrarily by proper selection of the parameters k0, k1, and
k2. For example, if the desired poles should have the negative real value  p1,  p2,  p3, and
 p4 =  !i + p1 + p2 + p3, then, k0, k1, and k2 are computed as
k2 = [p1p2 + p1p3 + p1p4 + p2p3 + p2p4 + p3p4   (2!b)2 ]=; (5.15)
k1 = [p1p2p3 + p1p2p4 + p2p3p4 + p1p3p4   !i(2!b)2]=; (5.16)
k0 = (p1p2p3p4)= ; (5.17)
where
!i = 1=i ; (5.18)
 = !b=(iC f ) : (5.19)
5.3.3 Frequency Regulation Scheme
The objective of the frequency-control scheme is to regulate ! (i.e., the frequency of vsabc(t))
at the setpoint !re f . The objective is fulfilled by the closed-loop structure illustrated in Fig.
5.4. As Fig. 5.4 shows, a compensator K!(s) processes the error signal e! = !re f   ! and
determines the setpoint vsqre f ; the feed-back signal ! is obtained from the PLL [see Fig. 5.1].
Then, vsq tracks vsqre f through the action of the q axis amplitude-control loop of Fig. 5.3 and
aects !, as explained below.
As Fig. 5.1 shows, the PLL filter H(s) processes vsq and determines !. The process is
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governed by the equation

(s) = H(s)Vsq(s); (5.20)
in which H(s) has the following transfer function
H(s) =

s
; (5.21)
where  is a constant parameter. Due to the pole of H(s) at s = 0, both vsq and vsqre f settle at
zero in a steady state. Therefore, the compensator K!(s) can be selected to be a pure gain, that
is
K!(s) = k! : (5.22)
As Fig. 5.4 indicates, the transfer function of the closed frequency-control loop can be
formulated as
H!(s) =

(s)

re f (s)
=
k!Hv(s)
s + k!Hv(s)
; (5.23)
where Hv(s) is given by (5.14).
5.3.4 Power Control Scheme
The function of the power-control scheme is to regulate the real- and reactive-power outputs of
the DER system in the grid-connected mode, at their respective setpoints Pore f and Qore f , and
to ensure proper power sharing between the DER systems in the islanded mode. The objective
is fulfilled by a real-power-control scheme and a reactive-power-control scheme, as described
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below.
Real-Power Control Scheme
Fig. 5.5 illustrates a block diagram of the real-power-control scheme. As Fig. 5.5 shows,
a compensator Kp(s) processes the error signal Pore f   Po and determines for the frequency-
control scheme the first component of the setpoint !re f , denoted by !p. The other component
of !re f consists of a constant term, !0, minus a signal proportional to a filtered measure of Po;
!0 is typically assigned the value 1.0 pu corresponding to the nominal power system frequency.
This component of!re f grants the real-power-control loop a P ! droop characteristic enabling
real-power sharing between the DER system and other DER systems, in the islanded mode of
operation. As shown in Fig. 5.5, the proportionality constant and the filter time constant are
denoted by m and  f , respectively.
Fig. 5.5 also indicates that Po is controlled by ! (and, therefore, by !re f ) based on an
integral relationship. To confirm this relationship, let us consider the circuit model of Fig.
5.6 in which the DER system is represented by a three-phase voltage source with controllable
amplitude and frequency, the interface transformer is approximated by its leakage inductance
LT , and the host bus voltage voabc is expressed asbvoe j(!b!nt+n), where !n is the frequency of
all voltages and currents of the host network, and n is the initial phase angle of the host bus
voltage. Then, assuming a quasi steady-state condition, the complex power S = Po + jQo
delivered by the DER system to the network can be formulated as
S = Po + jQo =
8>><>>:bvoe j(!b!nt+n)
 bvse j  bvoe j(!b!nt+n)
jXT
!9>>=>>; ; (5.24)
where the overline denotes the complex conjugate of the expression inside the brackets, and
XT = LT!n. Equating the real parts of the two sides of (5.24), one finds
Po =
bvsbvo
XT
sin(   n   !b!nt) (5.25)
Then, in view of the fact that the typical value of XT is small, one finds sin(   n   !b!nt) to
5.3. Mathematical Model and Control Schemes 99
o
P
-
s
g
1
1
+s
f
τ
)(sHω
ref
ω
0
ω
ω
)(s
p
K
-
oref
P
p
ω
of
P
m
Figure 5.5: Block diagram of the real-power control scheme.
be fairly small and, as such, approximately equal to its argument,    n   !b!nt. Hence,
Po  bvsbvoXT (   n   !b!nt): (5.26)
Equation (5.26) indicates that Po can be controlled by which, based on (5.5), is the integral
of !. It also follows from (5.26) that the gain of the integration block in Fig. 5.5 is
g =
bvsbvo
XT
; (5.27)
which can be assumed to be fairly constant since, typically, bvs and bvo change only slightly
about their nominal values (of 1.0 pu). It should be pointed out that the assumption of steady-
state condition also implies that  has a component equal to !n!bt, meaning that ! and !re f
each have a constant component equal to !n. To ensure that the assumption is plausible, the
open-loop gain and phase crossover frequencies of the loop of Fig. 5.5 must be selected to be
suciently smaller than the closed-loop bandwidths of the frequency-control loop, such that
jH!( j!)j  1 over a wide frequency band. This can be ensured through judicious selection of
the filter time constant  f and proper design of the compensator Kp(s).
Based on Fig. 5.5, one finds that
Po(s)

p(s)
=
g(s + ! f )
s2 + ! f s + mg! f
; (5.28)
where ! f = 1= f . Then, the compensator Kp(s) can be designed based on a variety of methods.
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For example, let Kp(s) be the following filter which includes an integral term, has the gain kp,
and also cancels the poles and zero of (5.28):
Kp(s) =
s2 + ! f s + mg! f
g(s + ! f )
 
kp
s
!
(5.29)
Then, the transfer function of the closed real-power-control loop takes the form
Hp(s) =
Po(s)
Pore f (s)
=
kp
s + kp
; (5.30)
which is a first-order transfer function whose pole can be arbitrarily set to a negative value far
enough into the left-half plane by kp.
In the grid-connected mode of operation the host bus voltage is more or less dictated by
the host network, that is, its amplitude and frequency are imposed. Thus, any slight change
in the angle  results in a considerable change in Po. This property enables the imposition of
relatively small saturation limits on !p, i.e., on the output of Kp(s). Imposing such limits on
!p is desirable for the islanded mode of operation, as explained below.
In the islanded mode of operation, to regulate Po at Pore f may and typically will require a
considerable shift in the network frequency. However, this cannot happen (and should not hap-
pen due to the codes and standards) since !p is limited to fairly small values about zero. Once
Kp(s) is saturated, the power regulation mechanism becomes ineective and !re f is adjusted
exclusively by the droop mechanism. Under this condition, Po no longer tracks Pore f , but is
determined based on the network power demand and droop coecients (that is, the gains m) of
the DER systems.
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Reactive-Power Control Scheme
Fig. 5.7 shows a block diagram of the reactive-power-control scheme. A comparison between
Figs. 5.5 and 5.7 reveals that the structure and principles of operation of the reactive-power-
control scheme are very similar to those of the real-power-control scheme. The main dierence
is that the reactive-power output of the DER system is controlled bybvs, that is, the amplitude
of the DER system terminal voltage. As discussed in Section 5.3.2,bvs is approximately equal
to vsd which, in turn, tracks the setpoint vsdre f based on the closed-loop transfer function Hv(s),
formulated by (5.14). The transfer function frombvs to Qo can be derived based on (5.24).
Equating the imaginary parts of the both sides of (5.24), one finds
Qo =
bvo cos(   n   !b!nt)
XT
bvs   bv2oXT (5.31)
As discussed earlier, sin( n !b!nt) has a typically small value. Hence, cos( n !b!nt) 
1, and (5.31) can be rewritten as
Qo =
 bvo
XT
!bvs   bv2oXT =
 bvo
XT
!
vsd   bv2oXT (5.32)
It then follows from (5.32) that the gain h in the plant block of Fig. 5.7 is
h =
bvo
XT
; (5.33)
which can be assumed to be fairly constant due to the fact that bvo typically lies in a small
neighborhood about its steady-state value (of about 1.0 pu). The termbv2o=XT in (5.32) can be
regarded as a disturbance input to the control loop, as Fig. 5.7 illustrates.
As Fig. 5.7 shows, in the reactive-power-control loop, a compensator Kq(s) processes the
error signal Qore f   Qo and determines the signal vq, that is, the first component of the setpoint
vsdre f for the amplitude-control scheme. The other component of vsdre f consists of a constant
term V0 minus a signal proportional to a filtered measure of Qo; as shown in Fig. 5.7, the
proportionality constant and the filter time constant are denoted by n and  f , respectively. This
latter component of vsdre f grants the reactive-power-control loop a Q   V droop characteristic
enabling reactive-power sharing between the DER system and other DER systems in the is-
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Figure 5.7: Block diagram of the reactive-power control scheme.
landed mode of operation. Similar to the real-power-control case, in the grid-connected mode
the compensator Kq(s) adjusts vq and regulates Qo at Qore f , but it is saturated in the islanded
mode of operation and thus leaves the control task to the Q   V droop mechanism. Once Kq(s)
is saturated, vq is limited to a fairly small value about zero and, therefore,bvs assumes a value
fairly close to that of V0 which, typically, is set to about 1.0 pu. The exact value ofbvs depends
on the value of Qo which, in turn, depends on the network aggregate reactive-power demand
and the droop coecients (i.e., the gains n) of the DER systems of the microgrid.
Assuming that jHv( j!)j  1 due to large bandwidth of the amplitude-control loop, based on
Fig. 5.7 the transfer function from vq to Qo is given by
Qo(s)
Vq(s)
=
h(s + ! f )
s + (1 + nh)! f
; (5.34)
where ! f = 1= f . The compensator Kq(s) can then be designed for desired closed-loop band-
width, gain margin, and phase margin. A PI compensator has been considered in this chapter.
5.4 Application Examples
The proposed unified control strategy can be adopted for both dispatchable and non-dispatchable
DER systems in a microgrid setting. This section demonstrates the application of the method
for two example DER systems: a PV system and a battery energy storage system.
5.4.1 PV System
For the first application, let us assume that in Fig. 5.1 the DER is a PV generator, and thus
the DER system represent a three-phase PV energy system. Thus, PDER and iDER in Fig. 5.1
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represent Ppv and ipv, respectively. The control objective in this case is to regulate the dc-link
voltage vdc at its respective setpoint vdcre f which, in turn, is determined by aMPPT scheme [12].
Fig. 5.8 illustrates a feedback mechanism that can regulate vdc at vdcre f . As the figure
shows, a compensator Kdc(s) processes the error signal v2dc   v2dcre f and issues the setpoint Pore f
for the real-power-control scheme. Thus, Po tracks Pore f based on the transfer function Hp(s)
(Equation (5.30)) and controls v2dc. The control from Po to v
2
dc can be characterized by the
power balance equation
 
Cdc
2!b
!
dv2dc
dt
 PDER   Po = Ppv   Po ; (5.35)
which has been represented in Fig. 5.8 by an integrator whose input is  Po+Ppv. Since Ppv is a
nonlinear function of vdc, its eect on the control is eliminated by the addition of a measure of it
to the output of Kdc(s); the eectiveness of this feedforward compensation is based on the fact
that the real-power-control scheme is fast (i.e., jHp( j!)j  1). For the loop of Fig. 5.8, Kdc(s)
can be a pure gain as the control plant possesses a pole at s = 0, and since the disturbance Ppv
has been counteracted by means of a feedforward strategy.
5.4.2 Battery Energy Storage System (BESS)
In the second application, a Battery Energy Storage System (BESS) is considered. Thus, the
DER (of the DER system of Fig. 5.1) is assumed to be a battery bank of appropriate voltage
level, and PDER and iDER in Fig. 5.1 correspond to Pbat and ibat, respectively, where Pbat and ibat
denote the power and current that the battery bank delivers to the dc-link. The control objective
here is to regulate the battery current ibat at its respective setpoint.
Fig. 5.9 illustrates a feedback loop to regulate ibat. As the figure shows, a compensator,
Kbat(s), processes the error signal ibatre f   ibat and determines the setpoint Pore f for the real-
power-control scheme. Then, Po tracks Pore f based on the transfer function Hp(s) and controls
ibat. The control from Po to ibat is characterized by the static relationship
ibatvdc = Pbat  Po ; (5.36)
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which is represented in Fig. 5.9 by a constant gain vdc. The approximation in (5.36) is due to
the power losses of the power-electronic interface. Even though the gain 1=vdc is not strictly
constant, it varies very slowly. To ensure tracking with zero steady-state error, the compensator
Kbat(s) must have at least one pole at s = 0. Such a compensator also compensates for the
discrepancy between Po and Pbat that is the result of the power losses.
5.5 Study Cases and Simulation Results
To demonstrate the eectiveness of the proposed unified control strategy, a detailed switched
model of a two-system test microgrid has been simulated in the PSCAD/EMTDC software
environment [40]; the simulation time step is 10 s. Fig. 5.10 shows a single-line schematic
diagram of the test system and indicates that the microgrid is based on a 12.47-kV radial distri-
bution network which, in turn, consists of two subnetworks: Subnetwork #1 which is energized
from the upstream substation through a 1.2-km feeder and the switch S1; and Subnetwork #2
which is energized by Subnetwork #1 through the inter-tie switch S2. In turn, the substation,
consisting of the busses Bus #0 and Bus #1 and the transformer Tr3, is energized by a sub-
transmission grid which is represented by a 115-kV three-phase voltage source and three (one
per phase) 0.1-mH series inductors.
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Figure 5.10: Single-line schematic diagram of the test microgrid.
As Fig. 5.10 shows, the distribution network embeds three-phase residential and industrial
loads, single-phase loads, and distribution lines. The three-phase loads are denoted by Li (i =
1; 2; :::; 13), and single-phase loads are denoted by Lkn, where the subscript k (being a; b, or c)
specifies the phase to which the load is connected (with reference to the neutral conductor). The
loads are represented by frequency-invariant constant-impedance static characteristics [56].
Fig. 5.10 further shows that the microgrid embeds two DER systems: a PV system and a
BESS. The DER systems are, respectively, interfaced with Bus #3 and Bus #12 of the microgrid
through the corresponding interface transformers Tr1 and Tr2. The transformers have a solidly-
grounded wye winding configuration at their low-voltage sides. The PV system is a 1.4-MW
DER system, whereas the capacity of the BESS is 0.5 MW. In both DER systems, i = 0.1
ms,  f = 9.0 ms, and the VSCs are switched at fs = 6480 Hz. Other parameters of the DER
systems, the parameters of the loads, and the parameters of the distribution lines are given in
Tables D.2–D.4, Appendix D. The length of lines are specified in Fig. 5.10.
106 Chapter 5. Unified DER Control
5.5.1 Case 1: Response in the Grid-Connected Mode
This case study demonstrates performances of the PV system and BESS under the proposed
control strategy, when the microgrid is in the grid-connected mode of operation. In this case
the switches S1 and S2 are closed and the microgrid is energized by the grid. At t = 0, the PV
system and the BESS are turned on with their respective values of V0 [see Fig. 5.7] ramped
up from zero to 1.0 pu. Then, at t = 0.05 s, the two DER systems are connected to their
respective host busses, subsequent to the synchronization of their output voltages to the grid
voltage, through the closure of their corresponding circuit breakers [see Fig. 5.1]. For the PV
system, the solar irradiation is assumed to be initially 1.0 kW/m2, to step subsequently down
to 0.8 kW/m2 at t = 0.75 s, and to step up to 1.0 kW/m2 at t = 1.25 s. For the BESS, ibatre f is
initially set to 0.4 kA (0.208 pu), is stepped down to zero at t = 0.5 s, and is stepped further
down to  0.3 kA ( 0.156 pu) at t = 1.0 s; the setpoint is stepped back up to 0.4 kA at t = 1.5
s. The reactive-power setpoints of both DER systems are set at zero. Fig. 5.11 illustrates the
responses of the two DER systems to the aforementioned sequence of events.
As Fig. 5.11(a) shows, the pre-charged dc-link voltage of the PV system (at no load con-
dition) is equal to 1.57 pu. However, subsequent to the connection of the PV system to the
network, the dc-link voltage is changed by the MPPT and dc-link voltage control schemes of
the PV system, so that it finally settles at 1.17 pu. Fig. 5.11(b) shows that the PV system
starts to deliver real power to the network soon after its start-up at t = 0.05 s. Fig. 5.11(b) also
shows that the real-power output of the PV system varies in response to the changes in solar
irradiation at t = 0.75 s and t = 1.25 s. Fig. 5.11(c) shows that the reactive-power output of
the PV system is regulated at zero while exhibiting excursions when a disturbance impacts the
microgrid.
Figs. 5.11(d) and (e) indicate that the battery current tracks its setpoint, and the real-power
output of the BESS varies accordingly. The figures also show that the battery current and the
real-power output of the BESS can be regulated to be positive, zero, or negative, depending on
the desired charging regime. Fig. 5.11(f) shows that the reactive-power output of the BESS is
regulated at zero while it is transiently disturbed subsequent to each disturbance incident.
A closer look at the waveforms of the two DER systems reveals that any disturbance im-
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Figure 5.11: System responses in the grid-connected mode (Case 1).
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pacting one of the DER systems also disturbs the other DER system. This is mainly due to the
fact that the disturbance of a DER system disturbs the amplitude and frequency of the DER
system terminal voltage and, thus, also disturbs the terminal voltage amplitude and frequency
of the other DER system.
5.5.2 Case 2: Response in the Islanded Mode
This case study demonstrates the responses of the DER systems to a network topological
change which results in a power-flow change in the islanded mode of operation, as well as
the responses of the DER systems to a three-phase to ground network fault. In this case, the
system is initially at the same steady state as the one that it had at the end of Case 1. At t
= 2.5 s, the switch S1 is opened and, consequently, the aggregate load of Subnetwork #1 and
Subnetwork #2 is shared by the two DER systems. At t = 3.0 s, a three-phase to ground fault
strikes Bus #4, of the network; the fault lasts for 0.1 s during which all three phases of the bus
are shorted to the ground through three corresponding 1.0-mH inductors. Figs. 5.12 and 5.13
illustrate the responses of the PV system and BESS to the aforementioned sequence of events.
As Figs. 5.12(a) and 5.12(d) show, subsequent to the islanding incident, the dc-link voltage
of the PV system and the battery current stop tracking their respective setpoints, and their
values are determined based on the real-power outputs of the two DER systems which, in turn,
are determined through the droop strategy and the load demand. Similarly, as Figs. 5.12(b),
(c), (e), and (f) indicate, the real and reactive-power outputs of the DER systems no longer
track their respective setpoints as they are determined through the droop mechanism enabling
power sharing between the two DER systems.
Fig. 5.12 also illustrates the responses of the DER systems to the three-phase to ground
fault. As Fig. 5.12 shows, subsequent to the fault incident the real-power outputs of the DER
systems drop to almost zero; as Fig. 5.12(a) shows, the PV system dc-link voltage rises to
about 1.56 pu which is close to the no-load dc-link voltage of the PV system (i.e., 1.57 pu), and
the battery current drops to zero [Fig. 5.12(d)]. Fig. 5.12 further shows that the variables revert
to their pre-disturbance values once the fault is cleared. Fig. 5.13 illustrates the waveforms
of the VSC ac-side currents of the two DER systems and also the waveform of the voltage of
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Figure 5.12: System responses in the islanded mode (Case 2).
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Figure 5.13: Responses of DER systems to a three-phase to ground fault
(Case 2).
Bus #4. It is observed that the currents are limited by the current-control schemes of the DER
systems despite the fact that Bus #4 voltage has dropped to almost zero. As Fig. 5.13 indicates,
under the proposed control strategy the microgrid is able to ride through the fault, and the bus
voltage smoothly reclaims its pre-disturbance form and quality once the fault is cleared.
5.6 Conclusion
In this chapter, a unified control strategy is proposed for three-phase electronically-interfaced
DERs, to enable them to operate in a microgrid setting with no need for knowing the microgrid
mode of operation or switching between dierent controllers. The proposed control strategy
benefits from both active feedback compensation and the droop method, and can be directly
adopted for dispatchable systems, e.g., battery energy storage systems, or, alternatively, it can
be employed as a part of a nested control loop for non-dispatchable systems. The eectiveness
of the proposed strategy under normal conditions and also its capability to ride through network
faults were demonstrated through time-domain simulation of a two-system test microgrid in the
PSCAD/EMTDC software environment.
Chapter 6
Summary, Conclusions, and Future Work
6.1 Summary and Conclusions
The conclusions of this thesis are as follows:
 The control of amplitude and frequency of DER terminal voltage is an essential require-
ment in the control of microgrids. The thesis showed that, under balanced load condi-
tions, a control strategy based on multiple control loops (inner current and outer voltage
control loops) and augmented with feedforward compensation can eectively regulate
the terminal voltage amplitude and mitigate the impacts of load dynamics, inherent inter-
coupling, and nonlinearities on the control system. The thesis further discussed that the
frequency can be controlled by the q-axis component of the terminal voltage, and that a
built-in PLL can be employed to measure the frequency of the terminal voltage.
 It was discussed that the terminal voltage of a DER system can be aected by unbalanced
and nonlinear loads, as well as by load switching incidents. The eect of a distorted load
current appears as an undesirable harmonic distortion in the terminal voltage. The thesis
demonstrated that the repetitive control strategy can eectively mitigate the eect of
unbalanced and nonlinear loads and can enhance the performance of the control system.
Moreover, a new approach was proposed to maintain the eectiveness of the repetitive
control under variable-frequency operational scenarios.
 In the conventional droop-based control method, the dynamics of the DER systems and
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those of the overall microgrid, as well as the closed-loop stability are sensitive to the
droop coecients and load characteristics. The thesis proposed an adaptive feedforward
compensation strategy that reshapes the dynamic coupling between a DER system and
the host microgrid in such a way that the robustness of the microgrid control to droop
coecients and to network dynamic uncertainties is enhanced. It was further shown that
the proposed feedforward strategy preserves the steady-state eect that the conventional
droop-based control exhibits and, therefore, does not compromise the voltage/frequency
regulation or the steady-state power sharing regime within the microgrid. The feedfor-
ward compensation is adaptive and, thus, modified periodically according to the system
steady-state operating point which, in turn, is estimated through an on-line Recursive
Least-Square (RLS) estimation algorithm.
 Finally, The thesis proposed a unified control strategy that enables islanded as well as
grid-connected operation of a DER system, with no need to detect the mode of operation
or to switch between dierent controllers. The proposed control strategy enables the
control of the real and reactive powers that the power-electronic interface of the DER
system exchanges with the host network, and benefits from both active feedback com-
pensation and the droop-based control method. The proposed strategy can be directly
adopted for dispatchable systems, e.g., battery energy storage systems, or, alternatively,
it can constitute a part of a nested control loop for non-dispatchable systems.
6.2 Future Work
The following topics are suggested for a future work:
 The investigation of the stability of the angle droop method (see [57]). The angle droop
method oers a lower frequency drift in comparison with the frequency droop strategy,
but its dynamic characteristics are not fully investigated or understood. The combina-
tion of the feedforward compensation strategy of Chapter 4 and the angle droop method
merits an analytical, comprehensive study.
 The application of decentralized robust control techniques based on frequency response
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methods, for eliminating the need for an on-line system identification, can be investi-
gated. In general, adaptive control systems are highly nonlinear and time-varying, and
their stability requires the satisfaction of conservative constraints.
 The investigation of centralized control techniques to improve the transient performance
of microgrids, and the characterization of bandwidth requirements for wireless commu-
nication channels that could be employed for a centralized control architecture. Also,
reliability and fault tolerance aspects of a centralized control system based on wireless
communications can be investigated.
Appendix A
Load Model and System Parameters for
Chapter 2
A.1 Mathematical Model of the Load of Fig. 2.6
To derive the load mathematical equations, let us consider the load RL branch with the follow-
ing equation
L1
d
dt
 !
i1 =  R1 !i1 +  !vs : (A.1)
Substituting for
 !
f = ( fd + j fq)e j(t) in (A.1), performing the derivatives, and decomposing the
resultant into real and imaginary parts, one obtains
di1d
dt
=  R1
L1
i1d + !i1q +
1
L1
vsd
di1q
dt
=  !i1d   R1L1 i1q +
1
L1
vsq : (A.2)
Therefore, the RL branch of the load has two state variables, receives the inputs vsd, vsq, and !,
and provides the outputs i1d and i1q.
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Similarly, the RLC branch of the load is described by
di2d
dt
=  R2
L2
i2d + !i2q +
1
L2
vsd   1L2 vd
di2q
dt
=  !i2d   R2L2 i2q +
1
L2
vsq   1L2 vq ; (A.3)
and
dvd
dt
= !vq +
1
C2
i2d
dvq
dt
=  !vd + 1C2 i2q : (A.4)
Thus, the RLC branch of the load has four state variables, receives the inputs vsd, vsq, and !,
and provides the outputs i2d and i2q.
Since, iLabc = i1abc + i2abc, then and
iLd = g1(i1d; i1q; i2d; i2q; vsd; vsq; !)
iLq = g2(i1d; i1q; i2d; i2q; vsd; vsq; !) : (A.5)
Equations (A.2) to (A.5) describe the dynamics of the load of Fig. 2.6 and include six state
variables, the three inputs vsd, vsq, and !, and the two outputs iLd and iLq. It is noted that the
equations are nonlinear.
A.2 System Parameters
The DER system parameters are L = 100 H, C f = 500 F, R = 1.5 m
, vdc = 1.6 kV, and the
switching frequency fs = 3420 Hz.
The compensator of the current control scheme has the transfer function
Ki(s) =
s + 15
s
[
]
corresponding to i = 0:1 ms.
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The compensators of the voltage and frequency control loops have the transfer functions
Kv(s) =
1:66s + 1844
s
[
 1]
K!(s) = 0:01[kVs]
The transfer function of the PLL filter is
H(s) = 4:7
s + 133:85
s(s + 1195)
[kVs] 1
The parameters of the passive load of Fig. 2.6 are R1 = 83 m
, L1 = 137 H, R2 = 50 m
,
L2 = 68 H, and C2 = 13.55 mF.
The parameters of the induction machine are Rr = 0.0132 pu, Rs = 0.0184 pu, Lm = 3.8 pu,
Llr = 0.0223 pu, and Lls = 0.0223 pu. The machine has two poles, and its rated power, voltage,
and frequency are 0.8 MVA, 0.868 kV (line-to-line, rms), and 377 rad/s, respectively.
Appendix B
Load and System Parameters for Chapter
3
In the case studies of Chapter 3, the balanced load consists of three star-connected series RL
circuits, with the per-phase resistance and inductance of 170 m
 and 218 H, respectively.
The unbalanced load consist of a series RL circuit between phase-a and the neutral conductor;
the load resistance and inductance are 17 m
 and 21.8 H, respectively, and its two other
phases are open. The nonlinear load is a three-phase six-pulse diode-bridge rectifier whose
dc side supplies a series RL branch with a resistance of 700 m
 and an inductance of 20 H.
Schematic diagram of the rectifier three phase load and its interfacing transformer, Tr3, are
shown in Fig. B.1. The circuit and system parameters of the DER system are given in Table
B.1.
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Figure B.1: Schematic diagram of the rectifier three-
phase load.
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Table B.1: DER System Circuit and Control Parameters
Parameter Value Remark
L 300 [H]
C f 500 [F]
R 3.0 [m
]
vdc 1.8 [kV]
fs 6480 [Hz] switching & sampling frequency
kp 10 [kVs] 1
k! 0.005 [kVs]
 0.9969
V0 0.5 [kV]
!0 377 [rad/s]
n &en 0.02 [kV/MVAr]
Tr 4.16/0.69 [kV(rms)] leakage reactance 8%
Tr1, Tr3 4.16/0.69 [kV(rms)] leakage reactance 10%
Tr2 4.16/0.208 [kV(rms)] leakage reactance 10%
Appendix C
Load, System, and Asynchronous
Machine Parameters for Chapter 4
C.1 System Parameters
The system parameters are given in Table C.1. The transfer functions Ki(z) and Kv(z) are given
by (C.1) to (C.4).
Ki(z) = 0:973z(z   0:998)=(z2   1) [
]; for DER1 (C.1)
Kv(z) = 1:5(z   0:995)=(z   1) [
 1]; for DER1 (C.2)
Ki(z) = 1:945z(z   0:998)=(z2   1) [
]; for DER2 (C.3)
Kv(z) = 0:950z(z   0:995)=(z   1) [
 1]; for DER2: (C.4)
C.2 Asynchronous Machine Parameters
Asynchronous machine parameters are given in Table C.2.
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Table C.1: DER Systems Circuit and Control Parameters
Parameter Value Remark
L1 150 [ H] DER1
C f1 1000 [F] DER1
R1 1.5 [m
] DER1
L2 300 [H] DER2
C f2 500 [F] DER2
R2 3.0 [m
] DER2
vdc 1.8 [kV] DER1 and DER2
fs 6480 [Hz] switch. & sampl. freq.
kp 10 [(kVs) 1] DER1 and DER2
k! 0.005 [kVs] DER1 and DER2
 0.997 forgetting factor
1 0.9969
2 0.98
!0 381 [rad/s]
V0 0.52 [kV]
m1 2.0 [(rad/s)/MW] DER1
n1 0.02 [kV/MVAr] DER1
m2 4.0 [(rad/s)/MW] DER2
n2 0.04 [kV/MVAr] DER2
Table C.2: Asynchronous Machine Parameters (Case 4)
Parameter Value Remark
nominal power 0.75 [MVA]
nominal voltage 0.69 [kV] line-to-line, rms
nominal frequency 377 [rad/s]
rotor/stator turns ratio 2.6376
stator resistance, Rs 0.0034 per-unit
rotor resistance, Rr 0.00607 per-unit
magnetizing inductance, Lm 3.9 per-unit
stator inductance, Ls 3.9102 per-unit
rotor inductance, Lr 3.911 per-unit
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C.3 Load and Distribution Line Parameters
The three-phase load parameters and distribution line parameters of the test microgrid of Fig.
4.8 are given in Tables C.3 and C.4. The schematic diagram of the single phase network is
shown in Fig. C.1 and its load parameters are given in Table C.5. In Tables C.3 and C.5 the
real and reactive powers of the loads are expressed in MW and MVAr.
Table C.3: Three-Phase Load Parameters
Load Phase A Phase B Phase C
L1 7:3302 + j3:3555 6:8022 + j3:0722 6:6522 + j3:1546
L2 0:2650 + j0:1366 0:3025 + j0:1736 0:4450 + j0:2205
L3 0:0640 + j0:0480 0:2440 + j0:1352 0:1090 + j0:0698
L4 0:1800 + j0:0872 0:0900 + j0:0436 0:0900 + j0:0436
L5 0:2325 + j0:0888 0:1700 + j0:0536 0:0425 + j0:0263
L6 0:0475 + j0:0156 0:0950 + j0:0312 0:2582 + j0:0933
L7 0:0950 + j0:0312 0:1900 + j0:0624 0:0950 + j0:0312
L8 0:0900 + j0:0436 0:1350 + j0:0654 0:1800 + j0:0872
L9 0:0950 + j0:0312 0:1425 + j0:0468 0:0950 + j0:0312
L10 0:1350 + j0:0654 0:0900 + j0:0436 0:2250 + j0:1090
L11 0:1750 + j0:0946 0:1750 + j0:0946 0:1275 + j0:0790
L12 2:0502 + j1:0834 2:0502 + j1:0834 2:0502 + j1:0834
L13 0:1912 + j0:1343 0:1912 + j0:1343 0:1912 + j0:1343
L14 0:0810 + j0:0392 0:0810 + j0:0392 0:0810 + j0:0392
Table C.4: Distribution Line Parameters [1/km]
Parameter Value
Positive-Sequence Series Resistance 173 [m
]
Positive-Sequence Series Reactance 432 [m
]
Positive-Sequence Shunt Susceptance 3:831  10 6 [1=
]
Zero-Sequence Series Resistance 351 [m
]
Zero-Sequence Series Reactance 1800 [m
]
Zero-Sequence Shunt Susceptance 1:57  10 6 [1=
]
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Figure C.1: Schematic diagram of the single-phase network.
Table C.5: Single-Phase Load Parameters
Load Power
l1 0:0135 + j0:0065
l2 0:0142 + j0:0047
l3 0:0135 + j0:0065
l4 0:0135 + j0:0065
l5 0:0095 + j0:0031
l6 0:0475 + j0:0156
l7 0:0475 + j0:0156
l8 0:0095 + j0:0031
l9 0:0475 + j0:0156
l10 0:0135 + j0:0065
l11 0:0095 + j0:0031
l12 0:0095 + j0:0031
Appendix D
Base Values and System Parameters for
Chapter 5
The base values of quantities are reported in Table D.1. The parameters of the DER systems,
the parameters of the loads, and the parameters of the distribution lines are given in Tables
D.2–D.4
Table D.1: Base Values
Base Metric Value Remark
Pb 2:0 [MVA] base power
Vb 0:52 [kV] base voltage
Ib 2:56 [kA] 2Pb=(3Vb)
!b 377 [rad/s] grid nominal frequency
Zb 202:8 [m
] 3V2b=(2Pb)
Yb 4:931 [S] 1=Zb
Lb 538 [H] Zb=!b
Cb 13079 [F] Yb=!b
mb 188:5 [(rad/s)/MW] !b=Pb
nb 0:26 [kV/MVAr] Vb=Pb
Pb dc 2:0 [MW] base dc power (Pb)
Vb dc 1:04 [kV] base dc voltage (2Vb)
Ib dc 1:923 [kA] Pb dc=Vb dc
Cb dc 4904 [F] 3Cb=8
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Table D.2: DER Systems Circuit and Control Parameters [pu]
Parameter Value Remark
L 0:278 PV
C f 0:038 PV
R 0:0098 PV
Cdc 8:16 PV
L 1:115 BESS
C f 0:0095 BESS
R 0:039 BESS
vdc 1:15 BESS
Cdc 0:0203 BESS
!0 1:0 Both
V0 1:0 Both
m 0:0212 PV
n 0:0384 PV
m 0:0636 BESS
n 0:115 BESS
k! 14:5 Both
Kv(s) 0:369(s2 + 1492s + 989011)=(s2 + 568516) PV
Kv(s) 0:092(s2 + 1492s + 989011)=(s2 + 568516) BESS
Kp(s) 1:06(s2 + 111s + 5816)=(13:1s2 + 1454s) PV
Kp(s) 0:344(s2 + 111s + 5816)=(4:3s2 + 477s) BESS
Kq(s) 0:0769(s + 250)=s PV
Kq(s) 0:231(s + 250)=s BESS
Kdc(s) 0:2 PV
Kbat(s) 1:44(s + 30)=s BESS
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Table D.3: Load Parameters [pu]
Load Phase A Phase B Phase C
L1 0:916 + j0:419 0:850 + j0:384 0:831 + j0:394
L2 0:033 + j0:017 0:038 + j0:022 0:056 + j0:027
L3 0:008 + j0:006 0:030 + j0:017 0:014 + j0:009
L4 0:022 + j0:011 0:011 + j0:005 0:011 + j0:005
L5 0:029 + j0:011 0:021 + j0:007 0:005 + j0:003
L6 0:006 + j0:002 0:012 + j0:004 0:032 + j0:012
L7 0:012 + j0:004 0:024 + j0:008 0:012 + j0:004
L8 0:011 + j0:005 0:017 + j0:008 0:022 + j0:011
L9 0:012 + j0:004 0:018 + j0:006 0:012 + j0:004
L10 0:017 + j0:008 0:011 + j0:005 0:028 + j0:014
L11 0:022 + j0:012 0:022 + j0:012 0:016 + j0:010
L12 0:024 + j0:017 0:024 + j0:017 0:024 + j0:017
L13 0:010 + j0:005 0:010 + j0:005 0:010 + j0:005
Lan 0:032 + j0:017 0 0
Lbn 0 0:032 + j0:017 0
Lcn 0 0 0:032 + j0:017
Table D.4: Distribution Line Parameters [1/km]
Parameter Value
Positive-Sequence Series Resistance 173 [m
]
Positive-Sequence Series Reactance 432 [m
]
Positive-Sequence Shunt Susceptance 3:831  10 6 [1=
]
Zero-Sequence Series Resistance 351 [m
]
Zero-Sequence Series Reactance 1800 [m
]
Zero-Sequence Shunt Susceptance 1:57  10 6 [1=
]
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