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The thesis examines technical efficiency using frontier efficiency estimation 
techniques from parametric and non-parametric approaches. Five different 
frontier efficiency estimation techniques are considered which are SFA, DFA, 
DEA-CCR, DEA-BCC and DEA-RAM. These techniques are then used on an 
artificially generated panel dataset using a two-input two-output production 
function framework based on characteristics of German life-insurers. The key 
contribution of the thesis is firstly, a study that uses simulated panel dataset to 
estimate frontier efficiency techniques and secondly, a research framework that 
compares multiple frontier efficiency techniques across parametric and non-
parametric approaches in the context of simulated panel data. The findings 
suggest that, as opposed to previous studies, parametric and non-parametric 
approaches can both generate comparable technical efficiency scores with 
simulated data. Moreover, techniques from parametric approaches, i.e. SFA 
and DFA are consistent with each other whereas the same applies to non-
parametric approaches, i.e. DEA models. The research study also discusses 
some important theoretical and methodological implication of the findings and 
suggests some ways whereby future research can enable to overcome some of 
the restrictions associated with current approaches.  
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"The simulacrum is never what hides the truth-- it is 
truth that hides the fact that there is none. The 
simulacrum is true." 




























1.1. BACKGROUND TO RESEARCH  
 
The last two decades has witnessed a significant amount of resources being 
invested by academics and practitioners to develop management techniques for 
enhancing firm performance and productivity in the insurance sector (Eling and 
Luhnen, 2010). Insurers have had to constantly grapple with a business 
environment that is marked by changing dynamics in capital markets and 
regulatory interventions (by governments). In the context of such rapidly 
changing business environment, accurate information is required by 
shareholders and managers in insurance firms to assess the value generated 
by their business portfolios. As a result, insurance firms have adopted 
sophisticated management techniques, including value-based management or 
shareholder value, to continuously enhance performance of insurers (Philippon, 
2013).       
 
A variety of benchmarking techniques are used by firms to evaluate their 
comparative performance (vis-a-vis competitors) in terms of technology usage, 
scale of production, cost minimisation, and revenue maximisation (Eling and 
Luhnen, 2010). The findings can then be used by insurers to direct 
management efforts in those functional areas that needs improvement, to 
identify potential attractive market segments and redefine their product-design 
strategy among many others.  
 
This research study investigates a particular group of benchmarking techniques, 
namely frontier efficiency methodologies, and more specifically, compares the 
robustness of well-established but competing methodologies used in 
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measurement of frontier within organisations. The rationale for adopting and 
comparing techniques within frontier efficiency is that they are superior to 
traditional techniques such as return on investment, return on assets, ratio 
analysis etc. as they measure firm performance relative to "best practice 
frontiers" comprised of market leaders within the industry (Cummins and Xie, 
2008). This is because frontier efficiency techniques are capable of "measuring 
performance in a single statistic that controls for differences among firms using 
a sophisticated multidimensional framework" (Cummins and Weiss, 2000). In 
doing so, the study uses data simulated from German life-insurers to compare 
relative performance of parametric and non-parametric frontier efficiency 
techniques. Five different techniques within non-parametric and parametric 
methodologies have been used, namely, DEA-CCR (Data envelopment 
analysis-Charnes, Cooper and Rhodes), DEA-BCC (Banker, Charnes and 
Cooper), DEA-RAM (Range-Adjusted Measure), SFA (Stochastic Frontier 
Analysis) & DFA (Distribution Free Approach). The findings suggest that 
performance of parametric techniques was on average, better than non-
parametric techniques and the study provides some major theoretical and 
methodological implications of the findings.      
 
1.2. RESEARCH CONTEXT 
Since the past decade, with advances in methodological approaches and 
computing power, there has been increasing interest on comparison of frontier 
efficiency measurement techniques. The increase in such studies is focused on 
making the best use of relative merits of both approaches and the 
circumstances under which these two approaches can be appropriately applied. 
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The comparison of efficiency measurement studies are also increasingly 
becoming important as Berger and Humphrey (1997) in a vast cross-country 
survey found that the various efficiency methods do not necessarily yield 
consistent results and suggested to bring about findings that are more 
consistent, accurate, and useful. The extant literature on comparison of 
parametric and non-parametric approaches are confined to measuring 
efficiency of environment (Reinhard et al, 2000), banking sector (Casu et.al, 
2004; Weill, 2004; Thoraneenitiyan & Avkiran, 2009), container port industry 
(Cullinane et al., 2006), electricity distribution (Cullman & Hirschhausen, 2008), 
public sector organisations (Crawford et. al, 2008) airports (Yang, 2010), 
agricultural sector (Odeck, 2007; Michael, 2011). In this research project, the 
aim is to compare and assess 3 updated DEA models with SFA & DFA using 
simulated data. One of the commonly accepted views usually associated with 
the literature on frontier efficiency measurement is that employment of different 
frontier efficiency techniques can lead to different results, since each technique 
has its own pros and cons (Perelman and Santin, 2009). Thus it is difficult for 
researchers to choose the best methodological framework for empirical 
analyses as the choice of methodology is restricted to availability of data and 
the assumptions that underlie theoretical modelling of efficiency in the context 
of the studied phenomena, i.e. industry.  
 
1.3. RESEARCH GAPS 
A new stream of research has evolved in the past decade that has provided 
researchers investigating frontier efficiency techniques some guidelines for 
choosing the most suitable tool for efficiency estimation (Resti, 1997; 2000; 
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Mortimer, 2002; Perelman and Santin, 2009; Collier et al, 2011). This new 
direction of research on measuring efficiency of organisations is aimed at 
comparison and validation of techniques based on simulated data. This 
approach that has been used in the existing studies on data simulation consists 
of two steps, first, to generate an artificial dataset that are representative of 
basic characteristics of the industry/sector under investigation and second, to 
inject some known amount of inefficiency into each production plan. Finally, 
different frontier estimation techniques are used to compare the “true” 
inefficiency levels to those estimated through one or more of these techniques.  
Following this trend, some scholarly papers has emerged on the use of frontier 
efficiency techniques and their applications using data simulated from the real 
world (Liu, Lu, Lu and Lin, 2013). While some studies using frontier efficiency 
techniques to investigate simulated data was conducted in the context of the 
banking sector (Banker, Gadh and Gorr, 1993; Avkiran, 2009), others in the 
healthcare and transportation sector followed suit. There is still, however, a lack 
of comprehensive simulation studies using data from the insurance sector 
despite this being a growing product-market sector in recent times. One of the 
few earlier studies that investigated this sector using simulation-based data is 
Kim and Grace (1995). Thus, the current research study seek to fill this 
important research gap by using data simulated from German insurers and 
conduct a frontier efficiency analysis.      
Alternatively, a large section of the literature on efficiency measurement using 
simulated data was confined to the use of single frontier techniques to measure 
efficiency (technical, allocative or cost) (Bauer, Berger, Ferrier and Humphrey, 
1998; Eling and Luhnen, 2010). The studies that focused on comparison of 
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techniques using simulated data were studies that compared within approaches 
(i.e. different parametric models or different non-parametric models) as opposed 
to comparison between approaches (parametric v/s non-parametric models) 
(Perelman and Santin, 2009). For example, there is a vast literature on relative 
performance of different types of parametric approaches (such as SFA and 
DFA) or different types of non-parametric approaches (such as DEA-RAM and 
DEA-CCR-BCC). However investigating performance of multiple frontier 
efficiency techniques from competing approaches, i.e. from both parametric and 
non-parametric approaches, allows in checking the robustness of efficiency 
findings as the agreement on a single best frontier technique is still debatable 
(Weill, 2004).   
Moreover, existing simulation studies that compare frontier efficiency 
techniques are cross sectional in nature (Ondrich and Ruggiero, 2001; 
Perleman and Santin, 2009). This is partly due to the complexity in generating 
data of a panel nature. However, suggestions have been put forwarded to 
develop artificial panel datasets that can investigate robustness of different 
frontier efficiency techniques over a period of time. 
Following scholarly suggestions regarding comparison of multiple frontier 
efficiency techniques, the present study would attempt to fill the three gaps in 
the research by investigating five different techniques from both parametric and 
non-parametric approaches using simulated panel data.  
 
1.4. RESEARCH OBJECTIVES AND RESEARCH QUESTIONS 
The extant empirical literature on the efficiency of financial institutions, mostly 
banking sector, has seen exponential growth in the past two decades. This is 
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dominated by studies that use single techniques, whether parametric and non-
parametric as well as multiple frontier efficiency techniques for comparison of 
performance. The empirical evidence is also large for other industries such as 
healthcare, agriculture and farming, education and transportation. However, the 
banking sector represents the highest number of studies in term of both single 
as well as multiple frontier efficiency techniques (Dong, 2009). However, in the 
case of insurance industry, there have been growing empirical evidence on 
efficiency using single techniques (parametric or non-parametric) but is rather 
limited when it comes to comparison of multiple frontier efficiency techniques. 
Moreover, there is no investigation of frontier efficiency techniques using 
simulated data in the insurance industry. Therefore, the principal aim of this 
study is to assess the performance of multiple frontier efficiency techniques 
using simulated data of an insurance industry in a developed economy.  
In particular, this study seeks to address the following objectives inter alia: 
1. To investigate whether technical efficiency levels of parametric and non-
parametric approaches are comparable, 
2. To investigate whether a two-input two-output production function can be 
used to estimate parametric and non-parametric frontier efficiency techniques, 
& 
3. To investigate whether estimation using SFA, DFA and DEA models provide 
consistent results, when using artificial simulated data.  
This research study is important for a number of reasons. The study develops 
an artificial panel dataset based on simulation techniques that follows the 
approach employed in Resti (2000) and characteristics of dataset that 
corresponds to a real life-insurance German dataset used in Trigo Gamarra 
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(2008). It is one of the very few studies that use a simulated dataset to estimate 
frontier efficiency techniques based on a panel structure. This is a departure 
from earlier simulation studies that use mostly cross-sectional data to estimate 
frontier efficiency techniques (Banker et al, 1996; Resti, 2000; Ruggiero, 2007). 
Next, the thesis compares the performance of multiple frontier efficiency 
techniques from both parametric and non-parametric approaches using a 
dataset that bears resemblance to a life-insurance industry in a developed 
economy. The research study uses the standard (traditional) models from both 
approaches. Studies that compare multiple frontier efficiency techniques are 
limited mostly to the banking industry and is rare in the case of insurance 
industry. The research study by considering multiple frontier efficiency 
techniques from both parametric and non-parametric approaches seeks to fill an 
important research gap in the literature. Finally, the research study was able to 
successfully employ a two-input two-output production frontier to estimate 
techniques from both parametric and non-parametric techniques. Estimating 
two-input two-output production frontier is difficult for any industry as the 
information on key input and output variables are not necessarily available. The 
study however, by mimicking characteristics of a true insurance industry dataset 
was able to incorporate some of the factors that underlie production in a two-
input two-output scenario. Thus, the research study seeks to answer the 
following two key research questions highlighted below: 
 
1. Does parametric and non-parametric frontier efficiency approaches differ 
in their levels of technical efficiency with the use of artificial data? 
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2. Does different frontier efficiency approaches lead to comparable results 
when artificial data is used for comparison? 
 
1.5. RESEARCH METHODOLOGY AND DATA 
In this research study, both parametric (SFA, DFA) and non-parametric (DEA-
CCR, DEA-BCC and DEA-RAM) frontier methodologies have been used to 
measure technical efficiency levels across a sample of simulated artificial 
dataset. In order to better estimate the technical efficiency levels within different 
approaches, different estimation strategies are used. A Cobb Douglas 
production function is used for estimation of the SFA model in a two-input two-
output setting allowing separation of inefficiency and random error and to 
simultaneously account for heterogeneity factors which may have an impact on 
technical efficiency frontier of the production units. Another parametric 
technique, the DFA is also estimated following standard approach in the 
literature. Moreover, two traditional DEA models (DEA-CCR and DEA-BCC) and 
a DEA-RAM efficiency model are also employed in order to see if the results are 
consistent across DEA models. A variety of methodological cross-checking 
mechanisms are also employed in order to assess the robustness of the results 
obtained.  
The panel data set for this research study has been produced using simulation 
techniques where a Cobb Douglas technology assuming constant returns to 
scale has been used. The research study employs an artificial panel dataset 
which has been developed using a two-input two-output production function by 
mimicking characteristics of German life-insurance firms using a sample that 
has been further explored in Trigo Gamarra (2008). The data simulation 
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techniques are conducted by following methodology explained in Resti (2000). 
Although majority of simulation studies involves use of cross-sectional datasets, 
the use of artificial panel data allows investigation over a longer period of time 
rather than relying on single data points and also it can be assumed that firm 
effects are an exponential function of time. Moreover, a growing literature has 
also emerged on the estimation of frontier efficiency models with time-varying 
inefficiencies (Hajargasht and Prasada Rao, 2010). The use of artificial panel 
data in this study therefore considers the importance of controlling for time-
varying inefficiencies that has been addressed in the literature (Read and 
Thanassoulis, 1996). Finally, the use of panel dataset also enables 
investigation of DFA as this frontier efficiency methodology requires the use of 
panel data for estimation.    
 
1.6. ORGANISATION OF THE THESIS 
The thesis is organised into eight chapters. The next chapter (Chapter 2) 
conducts a grand review of the literature and systematically introduces the key 
theoretical antecedents of frontier efficiency techniques from the literature. This 
chapter initially introduces various theories of the firm such as the traditional or 
neoclassical theory of the firm, managerial theories of the firm, the behavioural 
theory of the firm and the X-efficiency theory of the firm. In the next section, the 
theoretical framework related to productive efficiency and which include the 
main types of efficiency e.g. technical efficiency, allocative efficiency, scale 
efficiency and economic efficiency are illustrated. The next section then 
discusses in details the key parametric and non-parametric frontier efficiency 
techniques which allow estimation of the efficiency levels of firms and more 
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specifically the approach used in measuring efficiency of a firm relative to the 
other firms in the same industry.  
In Chapter 3, the empirical literature related to the findings of different 
parametric and non-parametric frontier efficiency techniques in the literature are 
reviewed. This includes review of studies on the most frequently published 
industry/sector by using a typology derived from Liu et al (2013) study. It 
includes single frontier efficiency studies from both parametric and non-
parametric approaches, simulation studies and studies comparing multiple 
frontier efficiency techniques from the competing approaches.    
In Chapter 4, a background to the insurance industry in the context of frontier 
efficiency techniques is provided. The rationale behind the choice of this 
background chapter is the exponential growth in frontier efficiency studies in 
insurance sector, as opposed to other sectors such as banking, healthcare, 
education, agriculture and farming and transportation. The chapter discusses in 
details the key inputs and outputs of insurance firms and also reviews the 
empirical literature on performance of frontier efficiency techniques using 
insurance data. The chapter highlights the key research gaps that provide the 
motivations behind the research study and to answer the key research 
questions.  
Chapter 5 discusses the methodological framework adopted in this study and 
discusses the data generation approach for this study. It provides a discussion 
on the philosophical approaches used in the economics discipline and defends 
the methodological approach adopted for this study. The chapter then highlights 
the dataset and its advantages along with a discussion of the key estimation 
techniques within parametric and non-parametric approaches adopted for the 
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study. Next, the chapter details the technology adopted to mimic the production 
data involving a true German life-insurance dataset and highlights the 
parameters used in generating the data. It describes step-by-step the process 
of generating the dataset to be used for empirical estimation.     
Chapter 6 discusses the results from estimation of the different parametric and 
non-parametric frontier estimation techniques. The chapter focuses on 
individual results and then compares findings from different techniques. It also 
checks the compatibility of SFA, DFA, traditional DEA (DEA-CCR and DEA-
BCC) and DEA-RAM models using the distributional properties of the efficiency 
scores obtained under each technique (that is, mean, variance, skewness, 
maxima and minima), identification of the best and worst production units 
across the various techniques and conducts further robustness tests. 
In chapter 7, the key theoretical and methodological findings of the results from 
data analysis are discussed. Chapter 8 concludes the thesis by highlighting the 
contribution of the research study and stating some of the limitations of the 
















CHAPTER 2: FRONTIER EFFICIENCY: - ORIGINS, 





The purpose of the chapter is three-fold, first to discuss the well-established 
theoretical frameworks that are associated with measurement of productive 
efficiency and review the most frequently used parametric and non-parametric 
frontier efficiency measurement approaches in the literature, second to provide 
a detailed review of the empirical literature on performance of parametric and 
non-parametric frontier efficiency techniques, and third to integrate and 
summarise different aspects of the reviewed literature and highlight how the 
current study can effectively close these research gaps. In other words, the 
objective of this chapter is to facilitate a rigorous, consistent, clear, precise and 
effective analysis of the literature to tackle the key research questions (Hart, 
1998). 
The rationale behind measuring efficiency is to assess deviations in the 
performance of a firm, i.e. a decision-making unit (DMU) from the predicted 
performance of the ‘best practice’ firms on the efficient frontier. In line with the 
purpose highlighted above, the structure of the chapter is organised in the 
following manner. In section 2.2, the four dominant theories of the firm that are 
commonly linked with efficiency measurement are briefly discussed. These 
theories are: 
a. the traditional neoclassical theory of the firm,  
b. the managerial theory of the firm,  
c. the behavioural theory of the firm, and  
d. the X-efficiency theory of the firm  
The neo-classical theory views the firm as a rational entity seeking to maximise 
profit. This theory explains the role of the market in attributing efficiency gains 
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but regards the firm as a black box whose purpose is to transform resources 
into goods that could be sold in the market. However, the other three theories 
attempt to explain how internal inefficiency in the decision-making processes of 
the firm could be achieved. The key appeal of these theories is that they could 
also explain why firms may not always operate efficiently. 
Section 2.2 illustrates the key economic theories of the firm and provides the 
origins and theoretical foundations of frontier efficiency techniques. In section 
2.3, the key economic concepts of efficiency are discussed. Section 2.4 
provides a technical summary and estimation approaches (including the 
functional forms) of the key parametric and non-parametric frontier efficiency 
techniques. These frontier techniques enable in estimation of the efficiency 
frontier levels of firms and measure the efficiency of a firm relative to the other 
firms in the same industry. The most common parametric frontier efficiency 
techniques used in the literature are the stochastic frontier analysis (SFA), 
distribution free approach (DFA) and thick frontier analysis (TFA) while the 
common non-parametric frontier efficiency techniques are data envelopment 
analysis (DEA) and free disposal hull (FDH). 
Section 2.5 concludes the chapter with a summary of the key issues. 
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2.2. ECONOMIC THEORIES AND INEFFICIENCY 
 
The purpose of this section is to quickly discuss the key economic theories, 
which has conceptual links to the literature on frontier efficiency analysis. An 
attempt is made to address the question as to why firms may not be able to 
utilise their resources efficiently. 
 
2.2.1. NEOCLASSICAL THEORY OF THE FIRM 
 
The microeconomic theory of the firm provides the foundation for the concepts 
related to efficiency. The neo-classical theory of the firm stems from the static 
equilibrium framework, which was developed first by Cournot in 1883. The 
conventional neoclassical theory treats the firm as a black box that transforms 
resources into commercially viable goods. This transformation of inputs into 
outputs is described by a production function or production possibilities set. The 
conventional neoclassical theory of the firm assumes that the firm is operating 
in a perfectly competitive market where all firms seek to maximise their profit. 
This is accomplished by putting in a strategy of maximising revenues and 
minimising costs. Consequently, a competitive general equilibrium is achieved 
by equating the marginal rates of substitution for all firms between any two 
economic variables (inputs or outputs) (Cohen and Cyert, 1975). The 
competitive equilibrium leads all firms to earn normal profits. In other words, 
firms cannot earn revenues than is necessary to cover their economic costs. In 
the short run however, it is possible for some individual firms to make abnormal 
profits and this phenomena will attract other firms to enter the market and 
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compete with incumbent firms. Competition between firms will drive the market 
price down until all firms are earning a normal profit in the long run. 
If any firm is not able to make normal profits due to inefficient operations, then 
in the long run, more efficient firms will either acquire these inefficient firms or 
the latter will have to exit the market. Thus, according to the conventional 
neoclassical theory of the firm, the efficient firm, which allocate resources to 
produce the maximum level of output for given input, will survive and the 
inefficient firm will exit the market. However, empirical research suggests that 
not all firms operate on the efficient frontier. Also a large number of firms do not 
produce at the point where long run average costs are minimised but still 
survive in the market. Thus, the traditional neoclassical theory fails to explain 
why inefficient firms survive in the market, and because of this some alternative 
theories have been developed to supplement the conventional theory of the 
firm. 
Demsetz (1997) noted that the firm in neoclassical theory reflects the 
imperatives of the price system. If the price system works well, resources are 
allocated well. However the traditional theory is not well geared to explain the 
internal workings of the firm and provides no analysis of the decision-making 
process or clear explanation of the factors that determines business success or 
failure. Therefore, the neo-classical theory of the firm has been challenged by 
alternatives such as managerial theories (Baumol, 1959; Marris, 1964; 
Williamson, 1964), behavioural theories (Simon 1959, Cyert and March 1963), 
and X-efficiency theory (Leibenstein, 1966; 1979). As these theories 
encompass a large set of literature, the core of the ideas for each theory are 
presented in brief to explain why firms may not always operate efficiently.  
18 
 
2.2.2. MANAGERIAL THEORY OF THE FIRM 
 
The criticism met by conventional theory of the profit-maximising firm is largely 
attributed to factors such as separation of ownership and control in large firms 
in a modern economy. The managerial theory of the firm provides a better 
explanation of this reality, by arguing that the group who controls management 
of the firm are likely to pursuing their own interests and utility, rather than 
maximising the profit of the firm. Managers of firms are most likely to seek those 
objectives from which they obtain prestige, power and greater personal 
monetary reward. This might prevent from costs being minimised and building a 
level of organisational slack into the system (Brewster, 1997). Baumol (1959) 
introduced the sales-maximisation model and found a high degree of correlation 
between the managerial objectives such as income, power, prestige, etc. with 
sales revenue. This implies that the primary goal of management would be to 
maximise sales revenue after achieving a minimum level of profit necessary to 
satisfy shareholders. Marris (1964) developed a dynamic model of the firm with 
the assumption that the managerial objectives are to maximise firm growth over 
a long time-period. Williamson (1964) formulated the ‘expense preference 
hypothesis’ in which managers maximises their own utility by spending some of 
the firm’s potential profits for unnecessary purposes thereby increasing 
managerial satisfaction or utility. 
The principal-agent problem was conceptualised during development of 
managerial theories of the firm in the 1970s. This stemmed from two distinct 
traditions in the literature, first, analysis of the problems of arranging contracts 
with imperfect and asymmetric information (Spence and Zeckhauser, 1971; 
Ross, 1973) and second, “agency theory” (Jensen and Meckling, 1976; Fama, 
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1980). In principal-agent analysis the firm is considered as a nexus of contracts 
between owners of a firm (i.e. the principal) and its subcontractor/ manager (i.e. 
the agent). The principal/ owners (shareholders) hire the agents (managers) to 
increase performance and maximise the value of the firm. The owners usually 
do not have full knowledge and information about the firm’s operation and 
performance capabilities whereas the managers have more information or 
knowledge than the owners. Thus, asymmetric information and uncertainty 
between the principal (owners) and the agents (managers) leads to a problem 
of “hidden action” or “moral hazard” where the latter are inclined to pursuing 
their own interests such as high salaries, better working conditions, on-the-job 
leisure, job security, etc. and the former not being able to monitor these actions. 
The owners (principal) then consider implementation of two complementing 
tactics; first, invest in monitoring the actions of managers leading to agency 
costs1 (Jensen and Meckling, 1976), second, motivate the manager’s (agent) 
behaviour in their own interests by creating additional incentives such as a 
compatible reward structure and remuneration package. Overall, however, the 
principal-agent problem reduces firm’s profit and induces inefficiency in the 
firms’ operations.  
 
2.2.3. BEHAVIOURAL THEORY OF THE FIRM 
 
The behavioural theory of the firm argues that, in practice, the firm’s ability, 
need or even desire to optimise (maximise) the objectives may be questionable. 
This is attributed to uncertainty and the absence of complete information faced 
                                                        
1the sum of monitoring expenditures incurred by the principal, bonding expenditures incurred by 




by firms in real time. Simon (1959) considers this issue and theorises that 
managers emphasise on bounded rationality in the decision-making process 
instead of pursuing pure maximisation objectives. Individuals or groups in the 
firm want to act rationally, but they are unable to do so because they possess 
cognitive limitations in solving complex problems and in processing information 
(Brewster, 1997). Thus, bounded rationality exists in the process of decision-
making and decision-makers exhibit ‘satisficing’2 behaviour which is set in terms 
of some aspiration level, rather than optimising behaviour. In summary, a firm 
operating in this manner will not prevent in cost-minimisation and this results in 
productive inefficiency. 
Cyert and March (1963) in developing upon the work of Simon (1959) states 
that the firm as an organisation is not a unified structure but a coalition of 
various participants such as owners, managers, employees, customers, 
suppliers and so forth. It is generally acknowledged that each of these groups 
will have varying interests and objectives. Moreover, the firm itself has five key 
objectives – production, inventory, sales, market share, and profit and these 
might come in conflict with each other. As a result decision-making within the 
firm is a continual process of bargaining and aspiration levels, in which side 
payments are made to ensure compliance or to entice individuals into 
subgrouping. However, disparities exist between the resources available to the 
firms’ managers and the payments required to keep problematic factors at bay. 
Organisational slack is termed as the difference between total resources and 
total costs and increases unnecessary costs and reduce the overall efficiency of 
the firm. In a stable environment, the payments may converge towards 
                                                        
2Satisficing is derived from the two words, ‘satisfy’ and ‘suffice’ and coined by Herbert Simon 
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aspiration levels thereby leading organisational slack to be close to zero. But in 
practice it is clear that the environment is not stationary. The evolution of 
business cycles as well as technological infrastructure ensures that firms must 
strive to maintain themselves on a best-practice frontier. Given this flux, it is 
possible for some inefficient firms to survive in the market, as long as they are 
not too removed from the frontier (Dobbs, 2000). 
 
2.2.4. X- EFFICIENCY THEORY OF THE FIRM 
 
The X-efficiency theory links behavioural theory and managerial utility theory 
and was formulated in quick successions (Leibenstein, 1966; 1975; 1977; 
1978). X-efficiency describes the general efficiency of a firm (given the 
resources it uses and the best technology available) in transforming inputs into 
outputs. Leibenstein, in criticising the assumption of neoclassical theory claims 
that firms are not well geared to maximise profits and many of them maximise 
managerial-utility instead (Demsetz, 1995).  
In rejecting the neo-classical theory, Leibenstein identifies two possible sources 
of inefficiency. The first source is a divergence between price and marginal 
cost, better known as allocative inefficiency. This may be caused by monopoly, 
tariffs, and other impediments to competitive output rates. The second source is 
known as X-inefficiency, which stems from failure of firms to achieve the lowest 
possible cost functions for producing their goods and which leads to wastage of 
resources.  Leibenstein argues that inefficiencies deriving from X-inefficiency is 




Within X-efficiency theory, the concept of non-maximising behaviour was also 
regarded as the key idea of X-efficiency (Leibenstein, 1978) and that the 
problem of principal–agent relationships is an important source of X-inefficiency. 
Moreover, due to the feature of incomplete contingent contracts between 
principals and agents, the latter can evade the consequences of cost overruns 




2.3. FRONTIER EFFICIENCY APPROACH: ORIGINS 
 
There are two approaches through which the performance of firms’ is measured. One 
approach, which is based on profit-cost analysis and has its roots in accounting, is 
the Classical approach. This approach is simple and represented by performance 
indicators that concentrates on examining financial ratios such as return on equity 
(ROE), return on assets (ROA), capital asset ratio, growth rate of total revenue, and 
cost/income ratio. Independent regulators, managers and industry consultants 
commonly use these indicators to evaluate performance. However, the weaknesses 
of these indicators are that they fail to control for the influences of input price, output 
price and other exogenous market factors. This prevents the standard performance 
ratios from reaching closer estimations of the true performance.  
However in the past thirty years an alternative approach to measure the performance 
of firms has been developed and used by academics, named Frontier efficiency (or 
X-efficiency) approach. The X-efficiency approach measures deviations in 
performance from that of ‘best-practice firms’ on the efficient frontier, controlling for 
the effect of a number of exogenous factors for e.g. the price competition faced in 
local markets, the role of access to capital etc. In other words, the X-efficiency 
approach measures how well a firm performs relative to the predicted performance of 
the best firms facing the same market conditions in the industry. This approach 
represents the ability of management to control costs and utilise resources effectively 
to produce output. Moreover, the measures of frontier efficiency are able to 
summarise firm performance in a single statistic (i.e. efficiency scores) that can 
control differences among firms in a sophisticated multidimensional framework 
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(Cummins and Weiss, 2000). In summary, frontier or X-efficiency indicators appears 
to be superior to the performance indicators used in the classical approach as the 
former obtains better estimates of the underlying performance of firms. 
The next three sections briefly discuss conceptual issues related to different types of 
efficiency, scale and scope economies and pure technical and pure allocative 
efficiency.  
 
2.3.1. DIFFERENT TYPES OF EFFICIENCY 
 
 
As the primary purpose of this section is to introduce the commonly used efficiency 
concepts that may be employed in this study, a short discussion is provided as to 
how these measures may be calculated relative to a given frontier. As addressed 
above, the microeconomic theory of the firm introduces the concept of economic 
efficiency, and the standard framework of productive efficiency or a production 
frontier could be found in the work of Debreu (1951) and Farrell (1957). Here, the 
concept of productive efficiency could be decomposed into technical, allocative and 
cost efficiency. In line with this theoretical proposition, a firm is fully efficient if it 
produces the output level that maximises profits and minimises possible costs. 
Farrell (1957) proposed a method of measuring productive efficiency which uses an 
‘efficient isoquant’ that is estimated as part of the convex hull of the observed points. 
The assumption in the proposition put forwarded in Farrell (1957) is on the condition 
that the production function is homothetic, i.e. a monotonic transformation of a 
homogeneous function in which the marginal rate of technical substitution is constant 
along a ray drawn from the origin. For instance, let a production function f (x1, x2) be 
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homogeneous of the first degree in x1 and x2 and assume that the isoquant of this 
homogeneous production function is an efficient isoquant. An (increasing) monotonic 
transformation of a homogenous production function yields a homothetic production 
function in F (X) = g [f (x1 x2)], where g is a strictly increasing monotonic 
transformation. A series of homothetic isoquants can be derived from the original 
(efficient) isoquant by scaling up appropriately. In other words, a proportional 
increase or decrease of all inputs should not affect the marginal rate of technical 
substitution along the isoquants. Thus, comparison between the efficient isoquant 
and any other isoquant for given output would indicate a departure from the full 
efficient frontier (Clemhout, 1968). In order to illustrate the analysis of efficiency put 
forwarded by Farrell (1957), the following unit isoquant diagram (Fig. 2.1.) is used, 
 
In the depiction of the efficient production function or the efficient frontier, Farrell 
(1957) assumed constant returns to scale (CRS). This technological set is fully 
described by the unit isoquant YY’ that captures the combination of the inputs (X1, 
X2) through which the firm produces a certain output when it is perfectly efficient. In 
other words, YY’ shows minimum combinations of inputs needed to produce a unit of 
output. Thus, every package of inputs along the unit isoquant is considered as 
technically efficient under this framework while any point above and to the right of it, 
such as point P, is defined as a technically inefficient producer. The latter is because 
the input package that is being used is more than enough to produce a unit of output. 
Hence, the distance RP along the ray OP measures the technical inefficiency of a 
producer located at point P. This distance (RP) represents the amount by which all 
inputs could be reduced without decreasing the amount of output. Geometrically, the 
26 
 
technical inefficiency level associated with package P can be expressed by the ratio 
RP/OP and, therefore, the technical efficiency (TE) of the producer under analysis 
would be given by the ratio OR/OP, which takes a value between 0 and 1. A value of 
1 implies that the firm is fully technically efficient. 
In the case of allocative efficiency (AE), this involves the selection of an input mix 
that allocates factors to their highest value uses and also introduces the opportunity 
cost of factor inputs to the measurement of productive efficiency. Allocative 
inefficiency can be derived from the unit isoquant plotted (see Fig. 2.1). Given the 
information on the market prices of inputs (w1, w2), the isocost line CC through P is 
associated with w1x1 + w2x2 = k2 and the slope of this line reflect the input price ratio. 
However, this cost can be further reduced by moving this line parallely until it is 
tangential to the isoquant at Q. The coordinates of CC then give w1x1
* + w2x2
* = k0 
achieving the minimal cost at the prescribed output level. In the same fashion, the 
relative distances of S and R could be determined to obtain the ratio OS/OR. With 
respect to the least cost combination of inputs given by the point Q, the above ratio 
indicates the cost reduction that a producer would be able to achieve if it moved from 
a technically but not allocatively efficient input package (R) to both a technically and 
allocatively efficient one (Q). Therefore, the allocative efficiency that characterises 
the producer at point P is given by the ratio OS/OR. 
Another measure that is commonly referred to as cost efficiency or economic 
efficiency can be represented by the ratio of minimal cost (wx*) to actual cost (wx0), 
that is, the ratio wx*/wx0 = OS/OP. A cost efficient firm will choose its inputs and 
relative mixes according to their prices in order to minimise total cost. However, it is 
important to note that cost inefficiency may arise from two different sources, first, 
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deficiency in applying the technology (technical inefficiency) and second, through 
suboptimal allocation of resources (allocative inefficiency). In summary, total overall 
cost efficiency can be presented as the product of technical efficiency and allocative 
efficiency, i.e. 
Cost efficiency = allocative efficiency  technical efficiency 
   = OS/OR  OR/OP  
   = OS/OP 
 
2.3.2. SCALE AND SCOPE ECONOMIES 
 
Economies of scale (or returns to scale) refers to the rate at which output changes as 
all factor quantities are varied and measures whether firms with similar production 
and managerial technologies are operating at an optimal size (Molyneux et al. 1996). 
More specifically, economies of scale (or increasing returns to scale) will exist, over a 
given mix of outputs, if a proportionate increase in firm’s outputs leads to a lesser 
than proportionate increase in its total input costs. Conversely, diseconomies of scale 
(or decreasing returns to scale) arise if a proportionate increase in a firm’s outputs 
would lead to a more than proportionate increase in its total input costs. Constant 
returns to scale will occur if a proportionate increase in a firm’s outputs would lead to 
the same proportionate increase in its total costs. 
Fig. 2.2. explain economies of scale that are based on the shape of the average cost 
curve. It displays a series of short-run average cost curves (SACs) and a long-run 
average cost curve (LAC). Each short-run average cost curve represents the average 
cost of different-size firms during a short period of time. The firm will choose the size 
that yields the lowest average cost for that particular level of output. The long-run 
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average cost curve is traced out from the SACs where each point of the LAC is seen 
to be at a tangent with the corresponding SAC and it shows the least cost method of 
production for any level of output. The scale economies would appear as the slope of 
an average cost curve indicating how costs vary with output (Humphrey, 1990). The 
downward-sloping LAC reflects economies of scale, because average costs of 
production decline as output increases. This cost characteristic exists only up to a 
certain firm size known as the minimum efficient scale (MES). A firm achieves the 
lowest attainable average cost at the point M and experiences constant returns to 
scale around that point. Beyond point M, the upward-sloping LAC indicates 
diseconomies of scale, because the average cost of production increase as output 
increases.  
 
Alternatively, economies of scope exist if two or more products could be jointly 
produced with lower cost by a single firm than the total cost that is incurred in their 
independent production (Molyneux et al., 1996). For e.g. in the case of the banking 
sector, this implies that potential cost savings are achievable through the joint 
production of financial services. Conversely, diseconomies of scope arise if joint 
production is more costly than independent production.  
To illustrate the concept of economies of scope, we assume that a firm produces two 
outputs: y1 and y2. If the two outputs are produced independently, their separate 
cost function are C(y1,0) and C(0, y2). If the two outputs are produced jointly, the joint 
cost of producing is C(y1, y2). Economies of scope exist if the total cost of producing 
the two outputs jointly is less than the combined cost of producing the same amounts 
of each output separately, that is, C(y1, y2) < C(y1,0) + C(0, y2). If the inequality is 
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reversed, then diseconomies of scope are said to exist. Following this simple 
example, economies of scope can be measured using the following: 
 
SCOPE = C(y1,0) + C(0, y2) - C(y1, y2) / C(y1, y2) 
 
Where SCOPE > 0 indicates overall economies of scope and SCOPE < 0 indicates 
diseconomies of scope. The estimation of scope economies is limited in the literature 
due to constraints on data availability, especially data on output costs. Moreover, 
estimation of scope economies through use of an artificial dataset is beyond the 
scope of current research study. Therefore the analysis of scope economies is not 
considered in this study.  
 
2.3.3. PURE TECHNICAL AND SCALE EFFICIENCY 
 
If we refer back to Figure 2.1 the use of the unit isoquant assumes CRS, however 
this assumption does not always hold true in all cases. A firm using more of both 
inputs than the combination represented by R could exhibit variable returns to scale 
(VRS). Thus, technical efficiency can be further decomposed into measures of pure 
technical efficiency (PTE) and scale efficiency (SE). This example is illustrated in Fig. 
2.3 where P represents a firm and a simple case of 1 input, X and 1 output, Y is 
assumed. OA represents the CRS frontier and firms can either lie on, or below the 
frontier but cannot be above it. Thus, the ratio of GR/GP represents the measure of 
technical efficiency of bank P and which corresponds to OR/OP in Fig. 2.1.  
Alternatively, the concept of scale efficiency determines whether or not the firm 
operates at an optimum level. In order to measure scale efficiency, the assumption of 
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VRS replaces that of CRS. In Fig. 2.3, FEBCD represents a VRS frontier. Thus, for 
the firm at point P, PTE equals the ratio of GE / GP whereas SE is the ratio of GR / 
GE or equal to TE divided by PTE. The value of SE is unity when operating under 
CRS. Values of less than unity reflect scale inefficiency. Scale inefficiency could be 
caused by the firm having to operate either under increasing returns to scale or 
decreasing returns to scale. In order to investigate this, the non-increasing returns to 
scale frontier is developed, represented by OBCD. If SE is not equal to unity and 
PTE is equal to GR/GP, decreasing returns to scale exists. If PTE is not equal to 
GR/GP, which is based on the frontier OBCD, then the scale inefficiency is due to 
increasing returns to scale.  
31 
 
Fig. 2.1. Adapted from Cooper, Seiford and Tone (2007: 258) 
                  





















2.4. EFFICIENCY MEASUREMENT 
 
As emphasised in previous sections, measuring efficiency and performance of 
organisations appropriately has remained a challenge. The last four decades, 
however, has witnessed a steady growth in literature that attempted to measure 
efficiency of industries, primarily through the use of varied or combination of 
approaches to measuring efficiency, performance and productivity of 
organisations. These approaches are discussed in details later in this section. 
An efficient organisation is one that produces a certain level of output with a 
minimum level of input costs. Farrell (1957) was one of the first few researchers 
to highlight that the production function f(x) defines the maximum possible 
output a firm can produce given input bundle, x, representing the best-practice 
or frontier technology in a certain industry. A firm is technically or productively 
inefficient, if it employees a larger bundle of inputs than the minimum required 
to obtain actual output. Once the best-practice or frontier production is 
estimated, an efficiency index for all firms (in the sample) can be derived from 
the deviation of its actual output from the frontier. It is relatively straightforward 
exercise for organisations producing one output (type) with one input (type). 
However in reality, organisations produce a wide range of outputs with 
numerous inputs. The problem therefore is the need for researchers to mimic a 
firm’s production activities in the real world where a firm has large number of 
inputs and outputs. This problem has increasingly been tackled by a good 
defense of definition and measurement of input and output variables employed 




In general, frontier efficiency estimation techniques could be grouped under two 
categories, non-parametric (linear programming) and parametric 
(econometric) approaches. Both techniques have their relative strengths and 
weaknesses. While the non-parametric techniques let the data speak for 
themselves, i.e. they estimate the relationship between inputs and outputs with 
minimum assumptions (Charnes et al., 1985; Emrouznejad & De Witte, 2010), 
the parametric techniques assume a particular apriori specification of the 
production process allowing for random shocks and measurement error and are 
grounded in economic theory. The disadvantages of non-parametric approach, 
specifically the popular DEA technique is that it does not allow for measurement 
error or random shocks. Instead, all these factors are attributed to (in)efficiency, 
a characteristic that leads to potential estimation errors (Cullinane et al., 2006).  
Alternatively, the disadvantages of most parametric models as highlighted by 
Emrouznejad et al, (2008) are as follows: 
a. It is risky to impose apriori assumptions on the production technology by 
choosing the functional form such as Cobb-Douglas, distance function etc. as 
distributional properties of the production technology are unknown 
b. It is difficult to determine the precise specification of the error structure 
and this is likely to lead to potential sources of error. 
Since the past decade, with advances in methodological approaches and 
computing power, there has been increasing interest on comparison of frontier 
efficiency techniques. The vast increase in such studies is focused on making 
the best use of relative merits of both approaches and the circumstances under 
which these two approaches can be appropriately applied. The comparison of 
efficiency measurement studies are also increasingly becoming important as 
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cross-country surveys reveal that various efficiency methods do not necessarily 
yield consistent results (Berger and Humphrey, 1997; Eling and Luhnen, 2010). 
These surveys suggest that in order to make findings that are more consistent, 
accurate and conclusive, it is important to conduct methodological cross-
checking and examine the findings in the context of specific consistency 
conditions (Bauer et al, 1998).  
The next section discusses some of the functional forms that are used for 
estimation of efficiency. 
 
2.4.1. FUNCTIONAL FORM FOR PARAMETRIC TECHNIQUES 
 
 
It is possible to determine the exact form of the production function in some 
production processes, i.e. engineering or manufacturing. However, determining 
the exact production or cost function in the services industry is a challenging 
task. Thus, an approximation to the production or cost function that specifies 
the algebraic (functional) form for estimating the relationship between the 
dependent and explanatory variables has to be used in order to conduct 
analysis of efficiency. This however might imply that the measurement of 
inefficiency are captured by the deviations of cost away from some minimal 
levels found in the data rather than from any true technologically based minima. 
There are two functional forms that are very frequently used in the literature 
than the rest and these are briefly discussed below:  
a. Cobb Douglas functional form 
 
The Cobb-Douglas functional form of the production function is widely used to 
represent the relationship of inputs to outputs, and was developed by Cobb and 
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Douglas (1928). The Cobb-Douglas form of a cost function could be expressed 




           (2.1) 
Here, TC refers to total costs, yi is the ith output, pj is the price of the jth input 
and α0, αi and βj are the parameters symbolising the cost elasticities of the 
outputs and input prices   
In the cost-function above, a linear homogeneity restriction is imposed during 
estimation and this implies that a proportional increase of all input prices results 
in the same proportional increase of total costs. The Cobb-Douglas cost 
function is relatively easier to estimate and allow for a cleaner interpretation of 
results. One of the weaknesses associated with the Cobb-Douglas production 
function is that it is a first-order approximation and thus it exhibits a constant 
value for elasticity of scale. Thus, it is not possible to test whether different firms 
exhibit different values for economies of scale within the Cobb-Douglas 
framework (Kuenzle, 2005). 
 
b. Translog functional form 
 
The translog (transcendental logarithmic) production function is one of the most 
important developments for econometric frontier modelling and was developed 
by Christensen et al (1973). Here a second-order Taylor expansion was used 
as a local approximation to some unknown ‘true’ underlying production function. 
The flexibility in the functional form permits variable returns to scale and 
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estimates the typical U- shaped average cost curve. A logarithmic expression of 
the translog cost function could be given by, 
 
            (2.2.) 
Here, TC refers to total costs, yi is the ith output, pj is the price of the jth input 
and ε is the error term. Because the duality theorem requires that the cost 
function should be linearly homogeneous in input prices, the following 
restrictions are imposed on the parameters of the cost function equation in 
order to satisfy the homogeneity condition, which is 
   
            (2.3) 
Moreover, some symmetry restrictions also have to be imposed upon the 
second order parameters, i.e. 
 
 , &   
             
The limitations of the translog function is that it imposes a symmetric U-shape 
on the average cost curve and this function does not necessarily fit the data 
well when it is far removed from the mean in terms of output size (Berger and 
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Mester, 1997). An approach used in the literature to solve this problem is the 
use of the Fourier functional form because a Fourier series is capable of 
representing any functional form well throughout the entire range of data 
(Gallant, 1982). The Fourier functional form is also more flexible and allows 
global approximation to the unknown cost (or profit) function.  
There are other functional forms that are used in the literature, albeit, less 
frequently such as Leontief cost function, hybrid translog function, composite 
cost function etc. The consideration of these functional forms is beyond the 
scope of this study, therefore they will not be discussed further.    
 
The different frontier efficiency techniques under non-parametric and parametric 
approaches are discussed below briefly, 
 
2.4.2. PARAMETRIC FRONTIER TECHNIQUES 
 
The parametric frontier efficiency approach can be broadly classified into  
a. deterministic, and 
b. stochastic   
The deterministic approaches assume that all DMUs (decision-making units) 
share a common production, cost and profit frontier, and that all variations in 
firm performance are purely attributed to the distance relative to the common 
frontier. The stochastic approaches permit the random variation of the frontier 
across DMUs as well as capture the effects of measurement error, other 
statistical noise, and random shocks outside the firm’s control (Greene, 1993). 
Moreover, deterministic frontier approach ignores the possibility that a DMUs’ 
performance may be affected by exogenous factors, i.e. those entirely outside 
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its control as well as factors under its control (inefficiency). While these 
limitations are inherent in the deterministic approach, the stochastic frontier 
approach (SFA) has gained centre stage within the parametric approach of 
estimating efficiency and productivity (Greene, 1993). 
 
2.4.2.1. Stochastic Frontier Analysis 
 
The SFA can be conceptualised into two stages: 
1. The estimation of an appropriate production, cost, revenue, or profit function, 
such as Cobb-Douglas, translog, or Fourier flexible, using an econometric 
method such as ordinary least squares, non-linear least squares and/or 
maximum likelihood. 
2. The separation of the estimated regression error terms into components, 
usually a two-sided random error component and a one-sided inefficiency 
component.  
For estimation of SFA, the two most important decisions that are required 
during application of the econometric frontier efficiency methodology are  
a. the choice of the functional form, and  
b. the approach that is used in separating the random and inefficiency 
components of the error term.  
 
2.4.2.2. Distribution Free Approach 
 
 
The DFA developed by Schmidt and Sickles (1984) and Berger (1993) is 
another approach within the parametric family, which provides an alternative by 
adopting a distributional assumption approach and is possible to implement with 
42 
 
the availability of panel data. The cost function is estimated for the entire data 
period, either year by year or by pooling the data for all years. In the absence of 
distributional assumptions, least squares estimation (ordinary, non-linear, etc.) 
must be used rather than maximum likelihood estimation. The residuals from 
the cost function estimation constitute a vector of random error terms for each 
firm.  
The distributional assumptions approach has been criticized for confounding the 
efficiency estimates with the choice of inappropriate probability distributions. 
However, Cummins and Zi (1998) show that the efficiency rankings of DMUs in 
their sample of U.S. life insurers are robust to the distributions assumed for the 
error terms. DFA is not susceptible to errors stemming from incorrect 
distributional assumptions. However, it may give misleading results if the 
inefficiency component of the error term is not constant over time or if the 
number of available data years is not sufficient to average out the random error.  
 
2.4.2.3. Thick Frontier Approach 
 
 
TFA is another approach that was developed by Berger and Humphrey (1991; 
1992) which allows specification of a functional form for the frontier cost function 
as do the other parametric frontier approaches. However, this approach 
estimates a thick frontier rather than a frontier edge for measuring efficiencies 
and also avoids distributional assumptions for cross-sectional data. This method 
is implemented by estimation of the cost function for both the lowest average 
cost quartile of firms and the highest average cost quartile of firms. Whereas 
firms in the lowest average cost quartile are assumed to be of greater than 
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average efficiency and to form a thick frontier, firms in highest performance 
quartiles are assumed to have less efficiency than average. The differences in 
predicted performance between the highest and lowest average-cost quartiles 
reflect a combination of inefficiencies and exogenous differences in the 
regression. The error terms within each of the frontiers are assumed to 
represent random error and luck. In most applications, TFA predicts cost 
efficiency using the differences in the parameters of the upper and lower cost 
frontiers, whereas the differences in the lowest and highest cost function are 
estimated as exogenous factors. TFA does not provide point estimates of 
efficiency for individual DMUs but instead provides an estimate of the overall 
level of efficiency. One potential disadvantage of TFA is that its assumptions do 
not exactly hold and therefore may not yield precise estimates of the general 
level of overall efficiency.  
 
2.4.3. NON-PARAMETRIC FRONTIER TECHNIQUES 
 
 
The non-parametric approaches have lesser structure on the specification of the 
best-practice frontier. They could also be broadly split into deterministic and 
stochastic approaches. The deterministic non-parametric methods originates 
from the seminal contribution of Farrell (1957) and later by Charnes et al (1978) 
and are based on piecewise linear frontiers calculated using mathematical 
programming techniques. They envelop the data as tightly as possible, subject 
to certain assumptions on the structure of the production technology. The key 





2.4.3.1. Data Envelopment Analysis 
 
DEA is a mathematical programming approach for the construction of 
production frontiers and the measurement of efficiency relative to the 
constructed frontiers. It is a linear programming based method that has been 
used in extensively for assessing the relative efficiency of activity units of non-
profit (e.g. schools, hospitals and local authorities) and for profit-seeking (e.g. 
financial institutions, healthcare, agriculture and farming) organisations 
(Athanassopoulos and Curram, 1996). It is based on a concept of efficiency 
very similar to the microeconomic one and is an approach to compare relative 
efficiency of DMUs. As the investigated DMUs use multiple inputs to produce 
multiple outputs direct comparisons are generally difficult. DEA makes use of 
linear programs to determine their relative performance, which is defined as the 
distance between the efficient frontier and the DMU under consideration. Since 
the famous publication by Charnes, Cooper and Rhodes (CCR) in 1978, a large 
number of DEA models with various extensions and applications have been 
published. Assumptions made for those models differ fundamentally with 
respect to technologies and aggregation rules of scalarising functions. It also 
imposes a lesser structure on the optimization problem than the econometric 
approach. There were a few extensions to the basic DEA model over the last 
two decades.  
The standard models of DEA are the CCR model (Charnes, Coopers and 
Rhodes) for CRS (constant returns to scale) and the BCC (Banker, Charnes 
and Cooper) model for VRS (variable returns to scale) that measures technical 
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efficiency of a firm relative to the others within the sample (Charnes et.al, 1978; 
Banker et.al, 1984). These are discussed below: 
1. CCR model: The original DEA approach by Charnes et al. (1978) assumed 
constant returns to scale of activities by DMUs. The CCR model is the most 
widely used DEA model. It is used in frontier analysis when a constant returns 
to scale relationship is assumed between inputs and outputs. Being the first 
DEA model to be developed, this model calculates the overall efficiency for 
each unit, where both pure technical efficiency and scale efficiency are 
aggregated into one value (Takeda, 2000). For example, if an activity (x, y) is 
feasible, then for every positive scalar t, the activity (tx, ty) is also feasible. 
Thus, the efficient production frontiers have the constant returns-to-scale 
characteristics for the single-input and single-output case. The virtual input (ΰί) 
and output (μґ) weights for each DMU were formed in order to determine their 
relative weights and then linear programming was used to maximise the ratio. 
 
This leads to the following, 
Virtual input = ΰ1x1ο + …. +  ΰmxmο 
Virtual output = u1y1ο + …. +  usysο   
 
Virtual Output/ Virtual Input 
 
The optimal weights will vary from a DMU (firm) relative to another. Thus the 
weights in DEA (CCR) are derived from the data instead of being fixed in 
advance. Each DMU is assigned a best set of weights with values that may vary 
from one DMU to another. However, this assumption is only appropriate when 
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all DMUs operate at an optimal scale. Factors such as imperfect competition, or 
limited financial resources, may prevent decision-making units from operating at 
an optimal scale (Coelli et al., 1998). Consequently, the use of the constant 
returns to scale specification might result in measures of technical efficiency, 
which are confounded by scale efficiencies.   
 
2. BCC Model: The BCC model is the DEA model used in frontier analysis when 
a variable returns to scale relationship is assumed between inputs and outputs. 
The convexity constraint in the model formulation ensures that the composite 
unit is of similar scale size as the unit being measured. The efficiency score 
obtained from this model gives a score, which is at least equal to the score 
obtained using the CCR model (Cooper et.al, 1996). This model focuses 
primarily on the technological aspects of production correspondences, and can 
be used to estimate technical and scale efficiency without requiring estimates of 
input and output prices. Thus, this approach has been used extensively in the 
regulated sector (e.g., Banker et al., 1986) and the non-profit sector (Lewin et 
al., 1982). If estimates of input prices are available, cost efficiency also can be 
measured using DEA (e.g., Aly et al., 1990; Ferrier and Lovell, 1990).   
However this approach is not free of criticisms. It has been agreed that this 
approach only considers radial inefficiency and ignores the slacks. A possible 
solution to this has been proposed by Fried et al. (1999) and involves 
estimating a SUR (Seemingly Unrelated Regression) system of equations for 
the slacks. Bhattacharyya et al. (1997) pointed out that when employing 
regression analysis in the second step to explain the variation of the efficiency 
scores, it is likely that the included explanatory variables might fail to explain the 
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entire variation in the calculated efficiencies and the unexplained variation 
mixes with the regression residuals, adversely affecting statistical inference. In 
this case, they propose the use of a stochastic frontier regression model that 
allows for the decomposition of the variation of the calculated efficiencies into a 
systematic component and a random component.  
One of the extreme opinions could be that all deviations from the frontier are 
due to bad or good luck and measurement errors. DEA considers any deviation 
from the efficient frontier as inefficiency, without allowing for the possibility that 
some of the deviation may be a function of random measurement error. 
Additionally, when numerous DMUs are classified as fully efficient, DEA allows 
these DMUs to be repeatedly used to construct additional hypothetical sample 
DMUs, biasing the results. This problem can be eliminated with the use of the 
FDH technique.  
There are numerous extensions to the original DEA-CCR & DEA-BCC approach 
(Talluri, 2000). Some of the popular extensions are Additive DEA models such 
as DEA-RAM (range adjusted measure), DEA-SBM (slack based measure), 
fuzzy-DEA and DEA-neural network. The application of these techniques is 
dependent to some extent on the availability of data, quality of data (e.g. noise) 
and the type of the data (e.g., negative values, discrete variables, 
desirable/undesirable values etc). Some empirical results relating to the use of 
different and updated DEA models will be reviewed in the next section (2.4.). 
The technical specifications and implementation of an important Additive DEA 
model i.e. DEA-RAM will be discussed hereafter. However, in order to better 
exploit space restrictions and the need to narrow the scope of the study, the 
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technical specifications and the estimation of other updated DEA models such 




The DEA-RAM methodology was developed by Cooper, Park and Pastor (1999) 
which is a variant of the additive model that does not distinguish between “mix” 
and other types of “technical efficiency”. This methodology is based upon the 
slacks produced from an input oriented additive DEA linear program that is cost-
minimising (Leverty, 2005). The slacks are first normalised by the range of the 
inputs and outputs, then summed and finally the average is taken. RAM has 
well-developed properties compared to other DEA models, where some of the 
advantages include location and scale (Cooper, Seiford, Tone and Zhu, 
2007).This measure is “coordinate free”, which means that the units in which 
inputs and outputs are measured do not affect the choice of an optimum 
solution (Cooper, Park and Pastor, 2001). The same explanation holds for the 
choice of an origin. Hence, additions and subtractions of constants as well as 
using different units of measure may be employed to allow for differences in 
level of operations, etc., without requiring recourse to possibly troublesome 
preliminaries such as are involved in searches for suitable scalings and 
allowances in choosing different origin possibilities. 
 
2.4.3.3. FREE DISPOSAL HULL 
 
Another non-parametric frontier model, which has received some research 
attention, is the Free Disposal Hull (FDH) model (Deprins et al., 1984; Tulkens, 
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1993). The FDH approach relaxes the assumption of convexity and presumes 
that no linear substitution is possible between observed input or output 
combinations on a piecewise linear frontier. The FDH production possibilities 
set is composed only of the DEA vertices and the free disposal hull points the 
interior to these vertices (Berger and Humphrey, 1997). This ensures that 
efficiency evolutions are affected from only actually observed performances. 
The problem associated with FDH is that there is a mixed integer programming 
issue. While the FDH frontier has the shape of a staircase and envelops the 
data more tightly than the DEA frontier does, this typically generates larger 
estimates of the efficiency score than does the DEA approach. Consequently, 
slack is much more serious problem in FDH than in DEA. The frontiers of DEA 
and FDH are compared in Fig. 2.4.  
 
2.4.3.4. STOCHASTIC NON-PARAMETRIC ENVELOPMENT OF DATA 
(STONED) 
 
In order to bridge the gap between SFA & DEA, a new approach has been 
developed which is known as the StoNED approach. This approach builds upon 
prior work by Kuosmanen (2008), who was the first to point out the connection 
between DEA and convex nonparametric least squares regression (CNLS: 
Hildreth, 1954; Hanson and Pledger, 1976; Groeneboom et al., 2001). CNLS 
does not assume a priori any particular functional form for the regression 
function; it identifies the function that best fits the data from the family of 
continuous, monotonic increasing, concave functions that can be non-
differentiable. Kuosmanen noted that the single-output DEA model could be 
regarded as a constrained variant of CNLS regression. Kuosmanen and 
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Kortelainen, 2012) exploited the connection between DEA and CNLS further by 
introducing a stochastic noise term to a fully nonparametric frontier model. This 
is operationalised in two stages. In the first stage, the shape of the production 
function by CNLS is estimated without making any functional form, distributional 
or smoothness assumptions. CNLS provides an unbiased, consistent estimator 
for the shape of the production frontier. However it is not possible to distinguish 
inefficiency from noise. Thus, in the second stage some standard distributional 
assumptions that are adopted from the SFA literature, are imposed, and thereby 
estimate the conditional expected value of the inefficiency term using the 
method of moments or pseudo-likelihood techniques. 
In comparison to SFA, the main advantages of StoNED are its robustness to the 
functional form assumptions, and its adherence to the regularity conditions 
(monotonicity, concavity) implied by economic theory. In comparison to DEA, 
the main advantage of StoNED is its robustness to outliers and extreme 
observations and its probabilistic treatment of inefficiency and noise. While the 
DEA frontier is typically spanned by a small number of influential observations, 
StoNED method uses information contained in the entire sample of 
observations for estimating the frontier. 
This however is a new approach and its application until 2013 is limited to one 




This section discussed the various economic theories that underlie the 
measurement of efficiency in organisations and also presents some of the key 
concepts and theoretical frameworks related to productive efficiency. It also 
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reviewed some of the key frontier approaches (both non-parametric and 
parametric) that are used to measure efficiency of firms. Some of the key 
differences between these techniques are the way in which inefficiencies are 
separated from the random errors and the probability distributions assumed for 
the inefficiencies. Both non-parametric and parametric approaches have their 
own advantages and disadvantages and there is no agreement in the literature 
regarding which approach can produce a better estimate of efficiency scores. 
Thus, methodological cross checking among different techniques is 
recommended in order to check for consistency across the various frontier 
approaches (Bauer et al, 1998). 
The next chapter reviews the empirical literature that is associated with the key 














CHAPTER 3: NON-PARAMETRIC AND PARAMETRIC 













This chapter consists of a review of the empirical literature that is associated 
with the use and performance of different parametric and non-parametric 
frontier efficiency techniques. This section provides a review on the use and 
performance of different frontier efficiency techniques to five leading industries 
that has received utmost attention in the existing literature. It first draws 
attention to studies that have used single frontier-efficiency methodologies to 
estimate efficiency within both non-parametric and parametric approaches. 
Next, it provides a review of the studies that have used simulation techniques to 
estimate frontier efficiency using different approaches. Finally, the chapter 
compares two or multiple frontier-efficiency methodologies that have conducted 
assessment of frontier efficiency. The existing literature does not provide a clear 
consensus on the existence of a single best frontier approach for measuring 
efficiency. However, the literature provides with suggestions for methodological 
cross-checking in order to check for consistency across the various frontier 
approaches (Bauer, Berger, Ferrier and Humphrey, 1998). The literature also 
provides a review of the simulation studies that has been used in the context of 
frontier efficiency techniques and the same is reviewed for the purposes of this 






3.2. FRONTIER EFFICIENCY TECHNIQUES: REVIEW OF EMPIRICAL 
LITERATURE 
 
This section reviews the empirical literature on different parametric and non-
parametric frontier efficiency techniques. The organisation of this section is as 
follows. Section 3.2.1 and Section 3.2.2 reviews the literature associated with 
the selected non-parametric and parametric approaches respectively. Section 
3.2.3 reviews frontier efficiency studies that used simulation techniques while 
section 3.2.4 compares multiple frontier efficiency techniques. At the onset of 
this review, it has to be said that the literature on frontier efficiency 
measurement has evolved over the last 40 years and is vast. Thus, the purpose 
of this section is to provide a review of specific articles that have shaped the 
frontier efficiency literature within non-parametric and parametric approaches. 
This review however is not designed to reflect citation-based surveys that 
assess specific development paths of the frontier efficiency techniques. Rather, 
the review is designed to be a descriptive account that touches upon the 
empirical literature associated with key frontier efficiency techniques.  
 
3.2.1. NON-PARAMETRIC APPROACHES 
 
This review will consider the two main non-parametric frontier efficiency 
techniques that are used in the literature, i.e. the popular DEA approach and 
the less frequently used FDH. As the size of literature associated with DEA 





3.2.1.1. DATA ENVELOPMENT ANALYSIS 
 
The review of the studies on DEA is done by classifying key industries where 
there are significant applications of DEA techniques. Following a recent survey 
in Liu et al (2013), there are 25 industries that have seen the use of a wide 
range of DEA techniques. However, the use of DEA techniques in the top 5 
industries makes up for almost 50% of the total studies in all industries. These 
industries are banking, healthcare, agriculture and farming, transportation and 
education (please see Table 1 for full details of industries). The next five 
industries (6-10) are ones with potential future growth and they have seen some 
progress in the use of DEA techniques. The industries from 11 until 25 have 
relatively less utility of DEA techniques and therefore are of less interest to this 
review. In line with objectives of this study and to enable a more focused 
evaluation, the DEA review will be confined to the top 5 industries of Table 1 
(please see below). 
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INDUSTRIES/ REAL WORLD DEA APPLICATIONS INDUSTRIES/ REAL WORLD DEA APPLICATIONS 
1. Banking 18. Retailing 
2. Healthcare 19. Forestry 
3. Agriculture and farming 20. Water 
4. Transportation 21. Real Estate 
5. Education 22. Software 
6. Power 23. E-business 
7. Manufacturing 24. Mining 
8. Energy and environment 25. Miscellaneous 
9. Communication  
10. Finance  
11. Insurance  
12. Tourism  
13. Petroleum  
14. Fishery  
15. Sports  
16. Construction  




3.2.1.1.1. BANKING INDUSTRY 
 
One of the key goals in frontier efficiency research in banking is to identify and 
capture the effects of managements’ ability from the effects of the operational 
environment on banks’ operations. The literature has tackled this issue in two 
alternative ways. Some studies follow a two-stage procedure: (in)efficiency 
scores of individual banks are estimated in the first stage using one of the 
frontier techniques, and then the estimated efficiency is regressed in the second 
step on a set of potential correlates of efficiency such as bank, market, 
regulatory, and geographic characteristics. The econometric aspects of this 
procedure have shortcomings. This bias could be attributed to the fact that 
although the dependent variable in the second stage regression is estimated 
efficiency, the standard error of this estimate is not accounted for in the 
regression. In order to avoid the anomalies of the two-stage procedure, some 
studies follow a one-step procedure in which environmental factors are 
incorporated in the estimation of the common stochastic frontier. The 
importance of taking differences in managers’ risk preference into account when 
estimating the efficiency frontier is also emphasised (Hughes and Mester, 1993; 
Mester, 1996). More risk-averse managers are likely to keep a higher level of 
equity than the cost-minimizing level. Therefore, if equity or a similar variable 
measuring risk preference is omitted as a variable in the estimation of the 
efficiency frontier, risk-averse banks that are behaving optimally may appear 
less efficient than risk-neutral or risk-taking banks. However, the estimated 
efficiencies in the one-step and two-step procedures are likely to be different. It 
is also argued that despite controlling for environmental differences or 
methodological breakthroughs, it is difficult to altogether eliminate the possibility 
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that measured differences in efficiency levels are due to unmeasured 
environmental variations rather than actual efficiency differences (Berger, 
2007).  
Studies on DEA in the banking sector are the largest by size and magnitude of 
the literature (about 15% of all DEA studies). Sherman and Gold (1985) was the 
first paper to be published on the banking sector. It is found that prior to 1995, 
the use of DEA in bank branch studies mainly focused on directly applying 
standard DEA models to assess branch efficiency. Since 1997, the DEA 
research has gradually shifted towards dealing with both the theoretical 
extensions and practical applications of DEA. The flexibility of DEA models and 
the complexity of bank branch operating characteristics offer researchers 
significant opportunities to develop new models, which are needed in different 
application situations and with specific purposes. Two lines of research have 
emerged around the DEA methodology improvement: first, extension of the 
traditional DEA models and second, combining DEA models with other 
advanced operational research methodologies. The first few studies in 
traditional DEA models include Athanassopoulos (1997) who proposed a two-
stage DEA model to embed the value judgments of branch managers for 
assessing the bank branch operating efficiency and the quality of the provided 
services. Dekker and Post (2001) then proposed a quasi-concave DEA model 
to relax the standard DEA assumptions of concavity for the production frontier. 
A fuzzy logic formulation was introduced into the DEA model to deal with the 
environmental variables so that the branch performance from different regions 
could be assessed (Wu et al., 2006). Alirezaee and Afsharian (2007) introduced 
a multi-layer DEA model for evaluating branches with extraordinary data while 
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Azizi and Ajirlu (2010) evaluated branch performance from both optimistic and 
pessimistic perspectives and defined both the efficiency and the inefficiency 
frontier. While Paradi et al. (2010) proposed a ‘culturally adjusted’ DEA model to 
benchmark business units that operated under different cultural (business) 
environments, a two-stage DEA model was proposed to evaluate branch 
performance from multi dimensions (Paradi et al., 2011). The single-dimension 
efficiency results were integrated into an overall efficiency score to allow an all-
inclusive ranking.  
Some studies however combine other operational research techniques with the 
DEA model to make the efficiency estimation more accurate and to extend the 
model’s application scope. Cook and Hababou (2001) study extended the 
additive DEA model using goal programming concepts to take into account non-
volume related activities and simultaneously evaluated the sales, service, and 
aggregate efficiencies of a bank branch while Porembski et al. (2005) visualized 
the reference and efficiency relationships between the DMUs identified by DEA 
using Sammon’s mapping. Wu et al. (2006) presented a DEA–Neural Network 
study for performance assessment of branches of a large Canadian bank. They 
claimed that the DEA–NN hybrid model generated a more robust frontier and 
identified more units that were efficient due to better performance patterns 
being explored. Finally, Lotfi et al. (2010) incorporated the decision maker’s 
preference information into the process of a DEA model assessing efficiency 
using multi-objective linear programming.  
The importance of cost efficiency in banking is also captured by DEA studies. 
As understood before, cost efficiency evaluates the ability of a bank to produce 
current outputs at minimal cost, which is the result of technical efficiency and 
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allocative efficiency. However, in order to measure the variables, the input and 
output quantity data as well as the information of input prices at each bank is 
required. Athanassopoulos (1998) assessed the cost efficiency of 580 U.K. 
branches by splitting branches into homogenous clusters based on the factors 
reflecting the branches’ environment and operations. While Camanho and 
Dyson (2005) estimated the upper and lower bounds of branch cost efficiency 
measures under price uncertainty scenarios, a DEA model to evaluate branch 
cost efficiency was developed by considering non- homogeneous inputs and 
different prices (Camanho and Dyson, 2008). Noulas et al. (2008) examined the 
cost efficiency of branches in six major Greek cities and investigated the effect 
of size on cost efficiency.  
The efficiency ranking of bank’s branches is also captured by some DEA 
studies. In order to estimate efficiency ranking of bank’s branches, Yavas and 
Fisher (2005) evaluated and ranked the operational performance of bank 
branches in terms of branch productivity. Alirezaee and Afsharian (2007) also 
ranked the efficient and inefficient branches using DEA efficiency scores and a 
‘balance index’ while Paradi et al. (2011) developed a two-stage DEA model to 
generate a more acceptable ranking score based on multi-dimensional 
performance measurements.    
In addition to the areas within the banking sector discussed above, DEA has 
also been applied to solve some specific problems. Nash and Sterna-Karwat 
(1996) used DEA to measure the effectiveness of cross-selling financial 
products among 75 bank branches in Australia. Soteriou and Zenios (1999) 
examined the efficiency of bank product costing at the branch level and this 
study focused on allocating total costs to the product mix offered by the bank 
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and obtaining a reliable set of cost estimates for these products. While Stanton 
(2002) investigated the relationship managers’ efficiencies at the branch level in 
one of Canada’s largest banks, Jablonsky et al. (2004) proposed a DEA model 
for forecasting branch future efficiency bounds based on interval input–output 
data from the bank management’s pessimistic and optimistic predictions. 
Finally, Wu et al. (2006) applied a DEA model as a data filter to create a sub-
sample training data set used for neural networks to evaluate branch efficiency. 
An important and complex issue that has been investigated since the 
application of DEA models to banking sector is defining its business process 
accurately.  
A large number of studies have attempted to define accurate ways of 
measuring bank efficiency. Kinsella (1980) was one of the first to discuss the 
reasons as to why the efficiency measurement in the banking sector was 
difficult. These factors are namely,  
a. The offering of complex services and products, many of which are 
interlinked, 
b.  Some bank services are not directly paid for,  
c. Complex government regulations might affect the way in which services 
were offered or priced.  
Given the severity of these issues, it is not possible to have one single perfect 
model capable of fully capturing the multi-role nature of bank branches and that 
clearly a combined set of metrics is required to accurately measure efficiency of 
banks. Due to scope of this section being confined to reviewing single studies of 
DEA in banking sector, this will not go into depth of the complex issues above.    
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Despite numerous extension to the original DEA models of measuring efficiency 
of banks, a recent survey found that out of 80 reviewed studies, 72 of them still 
applied the CCR or BCC model and extensions of these two DEA models while 
only 8 studies use the additive or slacks-based-measure DEA model (Paradi 
and Zhu, 2013). It is acknowledged that DEA models can be applied by 
assuming either CRS or VRS. The selection of returns to scale is usually guided 
by the production function or practice. Based on the survey of the same 80 
studies, it was also revealed that 47% used the CCR assumption, 20% used the 
BCC assumption, and 33% used both. In order to conduct efficiency analysis for 
banking industry, it is suggested that the frontier of the production possibility set 
should be estimated assuming VRS for the production approach and 
assumptions of CRS for the value-added approach (Camanho and Dyson, 
2005). Paradi and Schaffnit (2004) also claimed that provided commercial and 
specialty banks were excluded from the sample, banks are also found to 
operate using a constant returns-to-scale technology. 
 
3.2.1.1.2. HEALTH CARE 
 
A recent survey has acknowledged that DEA techniques constitute 48% of 
studies on efficiency measurement in the health care sector (Wollingsworth, 
2008). For the sake of clarity, it is required to define the key outputs in the 
health care sector. There are two types of outputs that have been used in the 
literature to measure efficiency in health care sector, intermediate output, e.g. 
number of patients treated and final output, the health gains of individual 
patients. The choice of these outputs is restricted to the availability of data; 
however there is an ongoing debate as to the best and reasonably desirable 
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output. Most of the DEA studies in health care sector investigate efficiency of 
hospital performance, although nursing homes, primary care, and care 
programs are also considered in some recent studies. 
In the literature on efficiency in hospital from the US, it can be categorised into 
different types of hospitals, i.e. public, not-for-profit, defense, private hospitals 
etc and across the country. A survey of the DEA studies in the healthcare sector 
by Hollingsworth (2008) found that the average efficiency of these hospitals is 
0.826, with a median of 0.85 and a minimum of 0.47. The system is 
predominantly one of privately provided health care insurance, with a safety net 
of Medicaid and Medicare to cover the poor and elderly, respectively. This 
therefore was good to compare with the European health care sector, which is 
characterised by public provision or social insurance. In the European sample of 
the survey, the average efficiency is 0.86, with a median of 0.872 and a 
minimum of 0.72. These results are slightly higher than those for the sample of 
USA hospitals, where there is some potential for efficiency gain, with a standard 
deviation of 0.115 and a minimum of 0.47, compared with 0.084 and 0.72 for 
the European sample. There are an increasing number of studies outside the 
EU and US, especially in developing countries; however they will not be 
discussed here because of space restrictions.  
In the case of general health literature, the survey in Hollingsworth (2008) 
suggested that that there is significant potential for efficiency gain. In the case 
of Health Districts there is room for improvement, both in Europe and the US 
(with means of 0.839 and 0.742 and minimums of 0.80 and 0.5, respectively). 
There is also scope for efficiency gain in primary care in Europe where the 
mean is 0.821 compared with the US (mean of 0.712) where there is also 
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greater potential for improvement (standard deviation 0.229 and minimum of 
0.390). However, this may reflect the differences in service delivery in the USA 
and Europe. A more valid comparison is of nursing homes, which in the USA 
seem less efficient, compared with those in Europe (means 0.765 and 0.821, 
medians 0.81 and 0.83), whereas both demonstrate potential for improvement, 
with the minimum scores of 0.38 and 0.70 and standard deviations of 0.158 and 
0.114. Previously, it has been reported that for-profit-homes appear more 
efficient than not-for–profits (Hollingsworth, 2003; Anderson et al., 2003). The 
full details of DEA studies in measurement of hospital efficiency could be found 
in Hollingsworth (2008). 
 
3.2.1.1.3. AGRICULTURAL AND FARMING INDUSTRY 
 
Fare et al. (1985) was the first study to apply the frontier efficiency concept to 
investigate agricultural economics. However it was Coelli (1995) who surveyed 
the literature on the estimation of frontier functions and the measurement of 
efficiency and proposed their potential applications in agriculture economics. 
Sharma et al. (1997) and Sharma et al. (1999) used DEA and the stochastic 
frontier production function to measure the productive efficiency of the swine 
industry in Hawaii. It was also suggested that DEA is more robust in measuring 
inefficiencies than the parametric approach. Another set of literature that started 
in early 1990s applied DEA models to investigate the agriculture sector in order 
to identify whether economic efficiency is coming from scale or scope efficiency, 
or from minimizing costs or maximizing profits. These studies could be found in 
the work of Lim and Shumway (1992), Chavas and Aliber (1993) and Ray and 
Bhadra (1993). Alternatively, the investigation of efficiencies in dairy farms 
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could be found in the work of Tauer (1995), Tauer and Stefanides (1998) and 
Fraser and Cordina (1999). Iraizoz et al., assessed the technical efficiency of 
horticultural production in Spain. A two-step contextual analysis is applied in a 
few recent studies in the agricultural sector in which Tobit analysis is applied 
after efficiency evaluation to detect the environmental factors that are correlated 
to the efficiencies (Dhungana et al. 2004; Galanopoulos et al., 2006; Hansson, 
2007; Speelman et al., 2008). This indicates that the two-step contextual 
analysis is gradually becoming a trend in the agriculture and farm area.  
 
3.2.1.1.4. TRANSPORTATION INDUSTRY 
 
The DEA literature on transportation industry could be classified into two 
independent stream of work. The first stream is concerned with the investigation 
of performance of airlines, airports, or airport authorities whereas the second 
stream examined the efficiencies of ground transportation systems such as 
railway and bus. The leading work on air transportation is found in Schefczyk 
(1993) who measured the operational performance of 15 international airlines 
and this laid out the model for future efficiency studies on the airline industry. 
Other work in this stream applied standard variations of the DEA model to 
examine efficiencies. In the stream for ground transportation systems studies, 
Oum and Yu (1994) work examined the efficiency of the railway system in 19 
OECD countries. Subsequent work, with the exception of Cowie and Riddington 
(1996) studied the efficiencies of bus systems. In terms of methodological 
improvements, two studies, Gillen and Lall (1997) and Barros and Dieke (2008) 




3.2.1.1.5. EDUCATION SECTOR 
 
The measurement of efficiency in the education sector attracted use of the initial 
DEA models as it was Charnes (of CCR fame) who applied DEA to evaluate the 
efficiency of program follow through. This was a large-scale social experiment in 
public school education (Charnes et al, 1981). The four important DEA 
educational studies until 1983 were Bessent and Bessent (1980), Charnes et al. 
(1981), Bessent et al. (1982) and Bessent et al. (1983). Charnes et al. (1981), 
Bessent et al. (1982) and Bessent et al. (1983) are particularly influential, not 
only to educational applications, but to DEA development in general, as they 
were all on the main path of grand DEA development (Liu et al., 2013). After 
Bessent et al. (1983), there appears to be two streams of literature in the main 
paths. One stream include studies on the efficiency of higher education which 
includes Sinuanystern et al. (1994), Arcelus and Cole- man (1997), Johnes 
(2006) and Johnes and Yu (2008). The second stream examines efficiency of 
basic education (e.g. primary, secondary education), including Ray (1991), 
Mancebon and Molinero (2000), Kirjavainen and Loikkanen (1998) and Bradley 
et al. (2001). After this set of literature, Jones (2006) and Worthington and Lee 
(2008) shift their focus to higher education until Johnes and Yu (2008), which 
investigated the research performance of Chinese universities. The recent trend 
of efficiency studies in the education category is clearly focused on the higher 
education sector. Methodologically, basic education studies show preference 
for the two-step contextual DEA method and this approach was adopted in 
studies by Ray (1991), Mancebon and Molinero (2000), Kirjavainen and 




3.2.1.2. FREE DISPOSAL HULL 
 
A large number of FDH studies are conducted by comparing with other 
competing frontier efficiency techniques, such as DEA or other parametric 
techniques. There are very limited studies that have used only FDH technique 
to measure efficiency of real organisations. However, there are a lot of studies 
with methodological improvements in FDH, e.g. sequential FDH (Fare, 
Grosskopf and Lovell, 1985; Leleu, 2004). This is beyond the scope of this 
study so these studies are not reviewed. 
 
3.2.2. PARAMETRIC APPROACHES 
 
In the case of parametric frontier techniques, the review will consider the three 
main techniques that are used in the empirical literature i.e. SFA, DFA and TFA. 
In parametric techniques, the composite error term is separated into inefficiency 
and random error (noise) components. The estimation methods differ in the way 
the inefficiency term is disentangled from the composite error term. Thus, it 
enables a better grasp on the   
 
3.2.2.1. STOCHASTIC FRONTIER APPROACH 
 
Since the inception of frontier efficiency studies, SFA has been a frequently 
applied technique. There are a few industries that have witnessed the regular 
use of a wide application of SFA techniques such as the banking industry, 
healthcare sector etc.  The next sections will discuss the use of SFA technique 




3.2.2.1.1. Banking industry 
 
In a recent survey of EU banks, it was found that out of 17 studies 9 have has 
used SFA techniques to estimate cost efficiency of the banking sector 
(Bannerjee, 2012). In terms of country coverage, three studies focus exclusively 
on the eight central EU countries that joined the European Union in the first 
wave in 2004 (Kasman and Yildirim, 2006; Košak and Zajc 2006;Rossi et al, 
2004). The rest additionally include other new EU members, other transition 
countries, or selective old EU member states. Studies that have estimated the 
cost efficiency frontier with and without controlling for country specific 
macroeconomic and banking environment factors are almost equally divided. 
Fries and Taci (2005), Hollo and Nagy (2006) and Weill (2007) report efficiency 
scores generated by both the controlled and uncontrolled models. All these 
three studies found that when country-specific factors are included in the 
estimation of the efficiency frontier, the variation in average bank efficiency 
across countries diminishes and efficiency scores are higher. However, an 
interesting feature is that relative efficiency rankings of countries do not change 
much between the controlled and the uncontrolled models. This suggests that a 
comparison of country efficiency rankings between studies that include country-
specific factors and those that do not is not likely to be problematic.  
There are also two significant findings in the survey, first, nine out of the twelve 
studies that have used SFA found the banking system of the Czech Republic to 
be the least cost efficient. However, in the same survey it was found that 
application of DEA techniques to the Czech banking sector was one of the most 
technically efficient. This might imply that Czech banks were particularly 
deficient in misresponding to relative prices in choosing inputs and outputs. The 
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second important finding is that Slovenian and Estonian banks were regarded 
the top three efficient in the EU.   
A large number of studies also include time effects in the estimation of the cost 
efficiency frontier. These studies found a positive and significant increase of 
efficiency over time for the overall sample of banks. However, the evolution of 
bank efficiency is not homogenous across countries and the increase in 
efficiency for the overall sample is mostly driven by a few countries. Weill (2007) 
observed large improvements in cost efficiency of Czech banks during 1996–
2000 whereas Kasman and Yildirim (2006) and Rossi et al (2005) too found 
significant improvements from 2000 onwards. However, Hollo and Nagy (2006) 
found that the cost efficiency scores of Czech banks had remained stable 
during 1999-2003. In Rossi et al (2005) study the relative ranking of Czech 
banking system remains unchanged even though the efficiency gap with other 
countries narrows. Weill (2007) attributes the improvement in cost efficiency of 
Czech banks to better governance following the privatization of most banks and 
their acquisition by foreign banks. 
 
3.2.2.1.2. Healthcare sector 
 
A large number of studies using SFA technique in the healthcare sector are 
conducted with data from US hospitals, while a small number have been limited 
to EU hospitals and EU nursing homes. Some of the studies include Deily and 
McKay (2006) who include quality in terms of in-hospital mortality in US urban 
acute hospitals. This study found a mean efficiency using a hybrid function of 
87 per cent. Yaisawarng and Burgess (2006) account for access and quality in 
VA hospitals, finding efficiency of around 94 per cent. Rosko (2004) also 
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accounts for quality in defense hospitals and found that it has a minimal impact. 
McKay (2003) estimates efficiency on a large sample of 4075 US hospitals and 
it was revealed that not-for-profit hospitals were the most efficient (86 %), 
followed by government (85 %) and for-profits (84 %). In the case of Finnish 
hospitals, Linna et al. (2006) accounted for quality in mortality terms, and finds 
efficiency scores of around 82 %. Gannon (2005), on the other hand tries 2 
different functional forms (i.e. Cobb Douglas and Translog) on a sample of Irish 
hospitals and this reveals large inefficiency. Finally, Street (2003) uses SFA and 
corrected ordinary least squares (COLS) in UK hospitals and finds that the 
choice of technique impacts upon efficiency rankings. 
 
3.2.2.2. DISTRIBUTION FREE APPROACH 
 
The DFA is also a frequently applied technique and is a suitable complement to 
the SFA technique provided there is availability of panel data. However, very 
studies have used only DFA technique to estimate an efficiency frontier and 
most of the studies on DFA are done in comparison with other frontier efficiency 
competing techniques. The review of comparison of DFA techniques with others 
will be provided in the next section. 
 
3.2.2.3. THICK FRONTIER ANALYSIS 
 
As with DFA, there is also limited use of single studies of TFA in the literature. A 
few exceptions are Lang and Wenzel (1998), which used a cross sectional 
sample of 1490 (40% of German banks) and specified a multi-product cost 
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function finding that external factors play a strong role in explaining cost 
differences between high and low-cost banks.  
In the case of both DFA and TFA, there are a few methodological extensions 
and theoretical contributions. However, these are not included in the review as 
it is not within the scope of our study. 
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3.2.3. SIMULATED DATA: A REVIEW  
 
An alternative approach to efficiency estimation has been the use of simulated 
data. One of the most common issues using real world data is measurement 
error. Thus, the inclusion of measurement error to simulate ‘noisy’ data and 
mimic realistic simulated production environments have been suggested (Resti, 
2000; Mortimer, 2000). Simulated studies also have the advantage of providing 
a criterion against which to compare the performance of competing methods for 
frontier estimation and efficiency measurement. In particular, the true values of 
technology and inefficiency parameters are known and available for comparison 
against estimated values. A brief review of simulated studies that has been 
used in the literature so far is provided below. Following the approach adopted 
in Mortimer (2000), the review will also identify the accuracy of simulation 
studies as well as the impact of specification error in simulation studies. 
 
3.2.3.1. Simulation studies and frontier efficiency techniques 
 
One of the first studies to use simulation technique was Bowlin et al. (1985), 
where ordinary least squares and an input-oriented DEA model are compared 
on a set of 15 simulated units. These were generated from a very simple 
technology, linking outputs and inputs through the linear relationship y=Ax 
(where A is a matrix of technological coefficients). In this research study, 
inefficiency is introduced into the model by substituting some coefficients aij with 
a*ij < aij. However, no random noise was present in the data. Subsequently two 
studies conducted by Banker, Charnes, Cooper and Mandiratta (1988) and 
Banker, Gadh and Gorr (1993) compare corrected OLS (COLS) and DEA 
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estimates. In both studies, the simulated dataset are generated through a Cobb 
Douglas technology and using a single-output production function. In order to 
avoid giving an unfair advantage to parametric methods, the production function 
is piecewise parametric, that is, different values of the parameters are used for 
four different intervals of the dataset. The output values are reduced to account 
for inefficiencies (which are taken from some known statistical distribution, e.g. 
exponential or truncated normal). The Banker, Gadh and Gorr (1993) study is 
made more realistic by the fact that random noise is added to the data. 
Subsequently, another study by Banker Chang and Cooper (1996) compare 
DEA and COLS under unfavourable conditions, when multi-correlation is 
present and the model is mis-specified. A very similar criteria for data 
generation have been used in the Athanassopoulos and Curram (1996) study, 
where standard DEA models are compared to Multilayer Perceptron model (i.e. 
neural networks). 
Alternatively, Gong and Sickles (1992) simulation study is based on a very 
sophisticated technology (CRESH; Constant Ratio of Elasticity of Substitution, 
Homothetic). However, like many previous studies, it covers only the case of a 
single output. The focus here is more on econometric methods (including one 
maximum likelihood estimator and two DFA techniques based on panel data), 
although a DEA model is also used as a benchmark. Finally, Read and 
Thanassoulis (1996) following a suggestion in Banker Charnes, Cooper and 
Mandiratta (1988) address a very specific problem, which is the behaviour of 
different frontier efficiency techniques in “corner points” (production plans with 
an input mix that markedly differs from the average practice). In this study, DEA 
and corrected OLS estimates (based on a Cobb-Douglas function) are 
74 
 
compared using a dataset generated by a single-output CES (Constant 
Elasticity of Substitution) production function. This technique allows the 
identification of some situations where one methodological framework clearly 
outperforms the other one. In another study, Bojanic, Caudill and Ford (1998) 
investigated the small-sample properties of parametric and nonparametric 
methods for frontier function estimation in the presence of heteroskedastic 
measurement errors. It was found that heteroskedasticity generally leads to 
biased, i.e. overstated, measurement of inefficiency.  Moreover, a comparison 
of techniques reveal that the parametric methods perform better than DEA. This 
statement is relative in the sense that all estimators do not perform very well. 
Further issues in the study are that the simulation setting favours the parametric 
methods against DEA and the setting here also do not have a large number of 
100 replications. 
Another two simulation studies conducted by Ruggiero (1999) and Ondrich and 
Ruggiero (2001) producing a single output and assuming constant returns to 
scale estimated inefficiency using five and three different specifications 
respectively where all assumed a Cobb Douglas production function. The 
results suggested that stochastic frontier models cannot generate a reliable 
estimated absolute measure of inefficiency and they hold no advantages in this 
regard over deterministic methods. Yu (1998) following the work of Guilkey and 
Lovell (1980) and Gong and Sickles (1992) chose a CES (constant elasticity of 
substitution) production function producing one output and three inputs and 
estimated inefficiency using a two stage approach. The purpose of the two 
stage approach was to identify the effects of potential influential (exogenous) 
factors on the gross efficiency index and to allow computation of the 'residual' 
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efficiency index from the residuals of the Tobit regression. Using a similar 
setting, Ruggiero (2007) demonstrates that SFA is not able do separate 
inefficiency and measurement error for cross-sectional data, but the additional 
information contained in panel data allows to conduct this task more effectively. 
Comparing SFA and DEA the results suggested that the stochastic frontier 
model holds no real advantage over DEA. It was also revealed that the 
purported advantage of the stochastic frontier, i.e. the ability to allow 
measurement error, could be overcome by averaging the data to smooth 
production.   
In recent years, simulation studies motivated by the desire to better mimic real 
world applications involving multi-input multi-output production have surfaced. 
Van Biesebroeck (2007) compares a number of different methods for 
productivity measurement in a dynamically optimising framework by means of a 
Monte Carlo analysis. A comparison of DEA and SFA reveals that DEA tends to 
outperform SFA in small samples and in situations with small measurement 
errors (however, SFA is superior in larger samples and for larger errors) and 
that specification error is more detrimental to SFA. It was also found that the 
loss of precision in the presence of large measurement errors is more a 
problem of DEA than of SFA, but also observes the frequent failure of SFA to 
separate inefficiency from noise, especially when measurement error is large. 
The problem of multicollinearity was highlighted when using the translog 
function and also the problem of the very low number of replications in many 
other Monte Carlo comparisons of efficiency measurement techniques.  
Perelman and Santin (2009) assuming both constant and variable returns to 
scale and using translog output distance function produced ‘well behaved data’ 
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generating two outputs from three inputs. It was found that technical efficiencies 
decrease as the sample size increases and the scores for variable returns to 
scale are systematically higher than the scores for constant returns to scale. 
Collier et al (2011) also used a two input two output framework and generated 
simulated data and used both fixed effects and random effects panel data 
model to estimate inefficiency in DEA, COLS and SDF (stochastic distance 
function). The results suggested that, as opposed to common understanding, 
regression based approaches can also be used to measure efficiency in a 2 
input 2 output deterministic production environments without additional 
information on input prices. Overall, the results illustrate that the COLS 
approach outperforms both the DEA and the SDF approach. Finally, Kruger 
(2012) assuming constant and variable returns to scale and using a CES 
production function to generate production data with atleast 1000 Monte Carlo 
replications compares DEA, SFA and FDH. The results confirm that SFA 
dominates DEA whereas FDH scores lowest on the efficiency rankings.  
 
3.2.3.2. Accuracy of simulation studies 
 
Banker, Chang & Cooper (1996 reported mean absolute deviations (MAD) 
between DEA-/DFA-based estimates of output-oriented technical efficiency and 
‘actual’ efficiency scores that ranged from 0.006 to 0.054 efficiency points 
(depending on sample size and returns to scale). Banker, Charnes, Cooper & 
Maindiratta (1987) found a similar correspondence (MAD of between 0.003 and 
0.049) between DEA-/DFA-based estimates and actual efficiency scores. It is 
important to note that these findings are based on simulated data in which 
deviations between the efficient frontier and observed production points really 
77 
 
are entirely due to inefficiency. Findings from Banker, Gadh & Gorr (1993) 
suggest that choice of the ‘correct’ or ‘best’ estimation method is likely to be 
much more important in the presence of measurement error. At low levels of 
measurement error, MAD between DEA-/SFA-based estimates and ‘actual’ 
efficiency scores varied between 0.03 and 0.11 efficiency points (depending on 
sample size, technology, and the distributions of inefficiency and measurement 
error). At higher levels of measurement error, the gap between estimates and 
‘actual’ efficiency scores widened, with MAD between 0.08 and 0.40. In 
contrast, Yu (1998) estimated DEA-/SFA-based efficiency scores against a 
background of fairly high levels of measurement error and, for lower values of 
exogenous variables, found MAD between estimated and actual scores no 
higher than 0.161 and correlations ranging from 0.62 to 0.89. Similarly, Resti 
(2000) estimated DEA-/SFA-based scores for overall economic efficiency in the 
presence of ‘low’, ‘medium’ and ‘high’ levels of noise and reported MAD from 
actual scores ranging from 0.004 to 0.063, and correlations between estimated 
and actual scores of between 0.63 and 1.00. In short, “all the ‘classic’ 
techniques performed rather satisfactorily in measuring the amount of 
inefficiency, although their performance can worsen in some specific situations” 
(Resti, 2000: 568). Under relatively benign conditions, frontier methods also 
manage to get reasonably close to the mark in characterising the properties of 
the underlying production technology. Banker, Chang & Cooper (1996) correctly 
identified returns to scale properties in up to 87.9% of observations for some 
DEA-based estimates (but the proportion misclassified reached 38.33% for 
some DFA based estimates). Banker, Charnes, Cooper & Maindiratta (1987) 
reported mean absolute deviations between DEA-based estimates and actual 
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rates of technical substitution as low as 0.085 (but as high as 0.24 for some 
DFA-based estimates). Similarly, the proportion of observations misclassified 
with respect to scale effects was as low as 6.4% for some DEA-based 
estimates (but as high as 40.4% for some DFA-based estimates).  
 
3.2.3.3. Impact of specification error on simulation studies 
 
Specification error is expected to have two effects: firstly, it will weaken the 
correspondence between estimates and true values and secondly, certain sort 
of errors will favour one or other of the competing approaches. DEA is usually 
thought to be less accurate and more erratic at ‘corner points’ where few, if any, 
observations are available to provide a reliable standard of comparison in 
estimating the best-practice frontier. This is largely because measurement error 
is more likely to influence the location and shape of the frontier around corner 
points, but also because VRS models tend to confuse technical efficiency with 
scale effects when regions on the feasible set remain ‘hidden’. Resti (2000) and 
Yu (1998) found that DEA models that are variable returns to scale tend to 
overestimate the efficiency of atypical and outlying production units. Similarly, 
Read and Thanassoulis (1996) reported higher MAD around atypical and 
outlying observations for SFA-/DEA-based estimates of technical efficiency. 
Banker, Chang and Cooper (1996) reported an increase in MAD for both DEA- 
and DFA-based estimates in the vicinity of corner points. Moreover, efficiency 
scores drawn from Banker, Chang and Cooper (1996) DEA (variable reruns to 
scale) models were most erratic when faced with sparse comparison sets 
around corner points.  
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A number of studies have reported a loss of precision for DEA, DFA and SFA in 
the presence of higher levels of measurement error (see Banker, Gahd & Gorr, 
1993; Read & Thanassoulis, 1996; Ruggiero, 1999; Resti, 2000; Ondrich & 
Ruggiero, 2001). Most deterministic techniques such as DEA and DFA, are 
usually regarded as particularly susceptible to measurement error because 
deviations from the frontier are attributed solely to inefficiency. Results from 
Resti (2000) confirm the superior performance of SFA in the presence of higher 
levels of measurement error. Read and Thanassoulis (1996) encountered 
problems (MAD as high as 0.284) in obtaining accurate DEA-based estimates 
of technical efficiency from noisy data. In contrast, SFA-based estimates from 
the same study remained reasonably close to the mark even at ‘high’ levels of 
noise (Read & Thanassoulis, 1996). Banker, Charnes and Cooper (1996) 
simulated the impact of common specification errors via the inclusion of an 
irrelevant variable and the omission of a relevant variable. Inclusion of an 
irrelevant variable frequently increased mean absolute deviations but left the 
relative standing of DEA- and DFA-based models largely intact. In contrast, 
omitting a relevant variable always increased MAD and dramatically eroded the 
relative standing of estimates drawn from constant returns to scale DEA models 
with respect to both accuracy and consistency (Banker, Charnes & Cooper, 
1996). Ruggiero (1999) reported similar problems due to omitted variables 
when estimating SFA production frontiers. This is because any loss of precision 
can be attributed to an increase in noise (that would otherwise be explained by 
the omitted variable), and because the performance of all techniques declines 
as noise increases. Ruggiero (1999) argues that the adverse impact of omitting 
a relevant variable is common to all competing techniques.  
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3.2.4. COMPARISON OF FRONTIER EFFICIENCY TECHNIQUES 
 
Despite the vast literature on efficiency, a few selected industries have been 
used to compare two or more frontier techniques. These empirical studies aim 
to provide evidence about the consistency of efficiency frontier methods and  
 of firms. As with single studies, the banking industry also accounts for the most 
number of comparison studies (please see table 2), followed by other industries 
or sectors. Thus, a review of studies using multiple frontier efficiency techniques 
in the banking sector are discussed below and followed by a review and 
discussion of the rest of the industries. 
Ferrier and Lovell (1990) analysed the cost structure of 575 U.S. banks by 
applying both the SFA and DEA methodologies and found that that both DEA 
and SFA generally draw similar conclusions on the level of average cost 
efficiency. One interesting result was that the DEA cost efficiency score is 
usually higher than the SFA efficiency score. This result seems to contradict the 
expectation that the DEA model generally returns higher inefficiency scores 
than the SFA model (Coelli et al., 2005). Ferrier and Lovell (1990) explain this 
outcome by suggesting that the DEA frontier is sufficiently flexible to envelop 
the data more closely than the translog cost frontier. When they decompose 
cost inefficiency into technical inefficiency and allocative inefficiency, both 
techniques lead to different conclusions on the magnitudes of the above two 
inefficiency scores. Furthermore, the rank correlation coefficients between DEA 
and SFA technical efficiency and cost efficiency are 0.014 and 0.017, 
respectively, and are not significantly different from zero. Thus, the efficiencies 
derived from DEA and SFA do not lead to consistent rankings.  
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Drake and Weyman-Jones (1996) use both SFA and DEA to estimate cost 
efficiency of 46 British building societies and report that the inefficiencies in the 
building society sector are of the order of 12% to 13% and that there is a very 
high rank-order correlation between the two sets of efficiency scores. Resti 
(1997) examines cost efficiencies for a panel sample of 270 Italian banks using 
different DEA models and SFA and finds that the mean efficiency scores range 
from 66% to 76% under both DEA and SFA. Based on these similarities, Resti 
(1997) argue that results obtained from DEA and SFA do not differ substantially. 
Moreover, he reports that efficiency gaps exist when efficiency values are 
grouped by geographic areas and bank size. Resti (1997) also reports that for 
the Italian banks, DEA scores (variable returns to scale model) increase as 
bank size increases. In contrast, SFA yields results in the opposite direction, 
which is the efficiency of Italian banks declines with the size of the affected 
banks. Bauer, et al. (1998) compared four techniques, i.e. SFA, DFA, TFA and 
DEA on a panel data set of 683 large U.S. banks from 1977 to 1988 and 
provides a comprehensive investigation of the consistency of the various 
frontier approaches that had not previously appeared in the banking efficiency 
literature. The findings reveal that the mean cost efficiency of six parametric 
approach models is much higher than that of two nonparametric approach 
models, averaging 83% for the parametric models as against 30% for the 
nonparametric models. It was however argued that having a consensus on the 
best frontier techniques is not necessary and in turn proposed six consistency 
conditions that efficiency measures derived from the various approaches should 
meet if they are to provide useful information for decision makers. 
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Eisenbeis et al. (1999) estimate the cost efficiencies of a sample of 254 large 
US bank holding companies over the period 1986-1991 and found that DEA 
inefficiency scores are two or three times larger than those generated by SFA, 
averaging 30% for DEA as against 15% for SFA. These significant differences 
were attributed to efficiency measures provided by the DEA and SFA 
techniques. Another contribution of Eisenbeis et al. (1999) is to explore the 
‘informativeness’ of the efficiency scores estimated by the DEA and SFA 
techniques. Huang and Wang (2002) evaluated the economic efficiency and 
economies of scale of 22 Taiwanese commercial banks from 1982 until 1997, 
using DEA, SFA and DFA report that the average efficiency score generated by 
DEA is roughly the same as that for the SFA and DFA. However, Spearman 
rank correlation coefficients between the parametric (SFA and DFA) and non-
parametric (DEA) efficiency measures are quite small and this indicates that 
these two techniques are not consistent in their efficiency rankings. Weill (2004) 
used DEA, SFA and DFA to measure the cost efficiencies of banks in France, 
Germany, Italy, Spain and Switzerland and reports that the average efficiency 
scores between the parametric (SFA, DFA) approaches and the nonparametric 
(DEA) approach are broadly comparable. However, the SFA and DFA efficiency 
scores are somewhat dissimilar. These results also echo the findings in Bauer 
et al (1998). Weill (2004) also investigates two important policy issues; i.e, the 
relationship between cost efficiency and size and the link between differences 
in efficiency between banks and the specialised markets in which they trade 
and operate (e.g., co-operative banks, savings bank). Here mixed results are 
obtained. Some degree of consistency between efficiency and size from all 
three (DEA, SFA and DFA) frontier approaches were found. However, the link 
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between efficiency differences and specialisation is dependent on which 
methodology is used. 
Fiorentino et al. (2006) examines the robustness of the cost efficiency scores 
derived from the SFA and DEA approaches with five consistency checks 
proposed by Bauer et al. (1998) and finds that efficiency measures from SFA 
and DEA are substantially different in magnitude and variation in average 
efficiency level. They point out that the non-parametric (DEA) approach is much 
more sensitive to outliers due to the impact of measurement error. In summary, 
Fiorentino et al. (2006) displayed that there is very little consistency between 
both the efficiency scores and the conclusions needs to be carefully assessed 
from them under the parametric (SFA) and non-parametric (DEA) techniques. In 
a recent study, Delis and Papanikolaou (2009) measure the cost and profit 
efficiency for 28 Greek commercial banks from 1993 until 2005 and their results 
show that the DEA average cost efficiencies are much lower than those of SFA. 
Both approaches indicate that there is a positive relationship between cost 
efficiency and size, but the findings regarding the effect of ownership status are 
contradictory between the two approaches. Finally, they conclude that the 
efficiency scores obtained from the various methods are substantially different 
over time. The next section provides a review of some of the comparative 
studies in the non-banking sector. 
Reinhard et al (2000) using a sample of Dutch dairy farms estimated technical 
efficiency and found that both DEA and SFA models could estimate technical 
efficiency scores but only SFA model incorporates statistical noise. DEA models 
are deterministic and are unable to identify whether the environmentally harmful 
variables will suit the model. Meensel Jeff et al (2010) study corroborates these 
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findings about technical efficiency by documenting that both SFA & DEA 
models are good estimators of technical efficiency of an economic-environment 
inter-dependent industry i.e. pig finishing farms in Flanders, Belgium. However 
due to methodological disadvantages associated with both approaches, the 
scores are less robust for allocative efficiency (both cost and environmental). 
There are also a few studies that looked at efficiency of farmers and agricultural 
production. Latruffe et al. (2004) used SFA and DEA to analyse technical 
efficiency for a panel of individual farms in Poland that specialised in crop and 
livestock production in the year 2000. A positive relationship between the two 
approaches was found and also that DEA estimates are lower than SFA 
estimates. The results confirms finding from a previous study on Slovenian 
private agricultural firms (Brummer, 2001). Wu et al. (2003) used DEA to assess 
technical efficiency, scale efficiency and congestion efficiency of Idaho 
sugarbeet farms and also found that about 45% of farms in sample exhibited full 
efficiency whereas the average efficiency was at 0.88. Technical efficiency was 
found to be independent of the farm size. Wadud and White (2000) compared 
the estimates of technical efficiency obtained by SFA and DEA using farm-level 
survey data for rice farmers in Bangladesh. Both the approaches confirmed that 
efficiency is significantly influenced by factors measuring environmental 
degradation and irrigation infrastructure. The only study with contrasting results 
is found for German agricultural firms where DEA estimates outperform SFA 
(Mathijs & Swinnen, 2001). In another study, measuring technical efficiency of 
Norwegian production grain using 11 year panel data, and estimating for both 
cross-section and panel estimates, Odeck (2007) found that cross-sectional 
estimates tend to be higher than panel counterparts. Also, DEA efficiency 
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scores tend to be higher than their SFA counterparts. These results imply that 
the underlying technology and the length of time for which it constraints 
output/input decisions make a difference to the efficiency results. The variation 
also differs by order of magnitude and methods of estimation which confirms 
earlier literature that the method and segmentation influences the efficiency 
indices derived. Thus, DEA and SFA scores track efficiency similarly at the 
overall level but map only roughly unto each other at the segmentation level. 
That is, they both show inefficiency to exist, are positively correlated to each 
other but the correlation are low, but not too low to raise concern given the 
different model specifications. In the case of the diary sector, Balcombe et al 
(2006) finds that for Australian farms, classical SFA and Bayesian SFA 
outperforms DEA. Moreover the results from classical and Bayesian SFA 
provides a sharper distinction between technically efficient and inefficient farms.   
In the case of efficiency in international airports, Yang (2010) estimating 
efficiencies of 12 airports in the Asia-Pacific region finds that that DEA-BCC has 
the highest estimate while that of DEA-CCR is the lowest. The performance of 
SFA however is in between the two DEA models. Moreover, the SFA model can 
complement the DEA model by identifying a variable’s significance level. Pels et 
al (2001) however finds that the overall performance of SFA is similar to DEA 
when tested in the context of European airports. Cullinane et al. (2006) 
investigating container port industry with a sample size of 57 terminals reveals 
that the variation of efficiency scores across DMUs yielded by the SFA models 
is less than that from the DEA models. Moreover, the DEA-CCR yields the 
lowest average efficiency.  
86 
 
Cullman & Von Hirschhausen (2008) performed a cross country efficiency 
analysis of 4 east-European transition countries (Poland, Czech Republic, 
Slovakia & Hungary) using 2 non-parametric approaches (DEA & FDH, both 
with 2 inputs & 2 outputs) and found out noticeable differences in the efficiency 
scores both within the countries and between them. The Polish electricity 
companies appear to suffer the most from the lack of technical efficiency and 
the smaller Polish companies feature very low efficiency scores. Companies in 
the Czech Republic regularly show the highest efficiency scores within the 
nonparametric approaches, which can be explained by the substantial 
restructuring efforts undertaken there in the mid-1990s. Moreover, on 
comparing the East European companies with the German competitors, both 
DEA and FDH models indicate lower efficiency values in Eastern Europe. In the 
case of US telecommunication sector, Uri (2003) confirms the power of DEA 
approach finding almost all local exchange carriers (LEC) being technically 
efficient while SFA displays no clear significant effect.  In the case of the fishing 
industry, Tingley et al (2005) find that SFA outperforms DEA models and 
attributing the lower estimates of DEA being affected by the random error. The 
study also clearly emphasises that the measurement of both models was 
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DEA-BCC has the highest 
estimate, 
and DEA-CCR is the 
lowest, while SFA is in 
between. 
Changes in the scale 
(efficiency) and size play an 
important role in the results. 
Also, SFA model can 
complement 
the DEA model by 
identifying a variable’s 
significance level.  
 
2 Pels et al. 








SFA generates a significant 
inefficiency effect and this is 
attributed to a time-
restricted dummy and 
airline load factors. Similar 
results for DEA model. 
However the relation 
between airport size 
(measured in Air traffic 
movement model) and 
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returns to scale seems to 
be much stronger for DEA 
than SFA. 











DEA approach indicate that 
most LECs were technically 
efficient while SFA reveals 
no change in technical 
efficiency 












SFA technical efficiency 
scores were greater than 
DEA. DEA scores are 
affected by the random 
error. However, the 
analysis of the efficiency 
scores using SFA & DEA) 
was consistent,  
direction of the effect 














The mean technical 
efficiency scores (output-
oriented, SFA 89%, DEA 
78%) and the mean 
comprehensive 
environmental 
efficiency scores (SFA 
80%, DEA 52%) differ 
between the two methods 














efficiency scores yielded 
only 
midrange results for both 




were higher across 
approaches. The two-stage 
DEA analysis was an 
improvement and affected 
results. 
7 Latruffe et al. 
(2004) 







DEA estimates are lower 
than SFA estimates 










Efficiency is significantly 
influenced by factors 
measuring environmental 









SFA estimates are higher 
than DEA. Confidence 
intervals suggest a more 
cautious interpretation of 
technical efficiency.  













DEA has slightly lower 
technical efficiency estimate 
than CSFA & BSFA. CSFA 
and BSFA results provided 
a sharper distinction of 
technically inefficient as 
opposed to technically 
efficient farms. 
11 Mathijs & 1991- Agricultural sector SFA/ DEA 3 categories DEA estimates of technical 
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efficiency higher than SFA. 
It is attributed to SFA 
approach being sensitive to 
the distribution of the 
observations & DEA 
embracing the data closer 
than SFA. 
















SFA have higher technical 
efficiency estimates than 
DEA with Mechanistic being 
the lowest. DEA scores 
better than SFA when cost 
and cost allocative 
efficiency are considered. 


















DEA (SBM) generates low 
efficiency reflecting 
confounding effects of 
random error but 
readjustment (variation in 
environment & statistical 
noise) leads to 
improvement in scores and 
dispersion. SFA also 
performs well with 2-9 
independent variables 
being  statistically 
















Variation of efficiency 
scores across DMUs 
yielded by the SFA models 
is less than that from the 
DEA models. The DEA-
CCR yields the lowest 
average efficiency 











Efficiency scores for DEA 
are higher than FDH 









Technical efficiency scores 
for DEA are much lower 
than all the parametric 
models.  
17 Resti (1997) 1988-
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Cost efficiency scores well 
above mean for stochastic 
model. DEA & FDH models 
however generate 
consistent higher estimates  









445 US life 
insurers 
(panel data) 
Econometric models are 
highly consistent with cost 
efficiency scores while DEA 
& FDH generate lower 
efficiency estimates. 











The efficiency estimates of 
linear programming show 





approach (Färe et 
al, 1990)  
inefficiencies and 
bank risk taking whereas 
the stochastic model exhibit 
strong correlation. 








SFA provides highest 
technical efficiency scores 
than DEA/ DFA (except for 
Spain where SFA & DEA 
are equal). Mixed evidence 
regarding bank size and 
efficiency 
21 Ferrier & Lovell 
(1990) 





Both techniques have 
similar cost efficiency 
estimates but differ when 
technical and allocative 
inefficiencies are 
considered. 
22 Sheldon (1994) 1987-
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Banking sector SFA/ DEA 477 Swiss 
banks 
DEA cost efficiency scores 





As recommended by Bauer et al (1998) and Weill (2004), having a consensus 
on single best frontier technique is relatively less important than consultation of 
the set of consistency conditions that efficiency measures derives from the 
various approaches. Thus, to be useful for analysis by decision-makers, 
applying the unique set of conditions to analyse findings from each particular 
technique will add more explanatory power. Firstly, the nature of data used 
along with the distributional characteristics of the efficiency scores generated 
against each technique used is important. In short, they should have 
comparable means, standard deviations and other distributional properties. 
Secondly, the best practice & worst practice firms should be identified by 
different techniques employed and they should be appropriately ranked. Thirdly, 
all relevant techniques (approaches) applied should demonstrate reasonable 
stability over time. This means that each technique should consistently identify 
the same DMUs as relatively efficient or inefficient in different years (if panel 
data is employed), and the efficiency scores should not vary from one year to 
the next. Finally, the efficiency scores generated by the different approaches 
should be reasonably consistent with competitive conditions in the market.   
Application of this set of conditions to the results from different frontier 
techniques within the parametric and non-parametric approaches should 
explain why there is divergence in terms of efficiency scores. Thus, it helps in a 
real assessment of the usefulness of techniques and whether they are accurate 
predictors of performance. The consistency conditions outlined above are a 
reliable means of checking results that have policy importance through 
methodological cross-checking (Charnes et al, 1998; Weill, 2004; Casu & 
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Girardone (2010). In the current research project, this approach is adopted to 
check the validity of our results. 
In the past three decades, despite the vast progress in efficiency measurement 
there has been no consensus on the best method or set of methods to measure 
frontier efficiency (Bauer et al, 1998; Delis et al, 2009). However it is accepted 
widely that the choice of methods can affect the policy conclusions that are 
drawn from the analysis. Regardless of the differences among researchers in 
adopting the approaches to measuring efficiency, four main frontier approaches 
been developed to assess the performance of firms relative to some empirically 
defined best practice standard (Bauer et al, 1998; Weill, 2004; Cook & Seiford, 
2009). These are the non-parametric linear programming approach commonly 
known as DEA and three parametric approaches, SFA, TFA & DFA and they 
have dominated the empirical literature on efficiency measurement. 
There are marked differences in the assumptions of these four approaches 
regarding the shape of the efficient frontier, the existence of the random error 
as well as the distributional assumptions imposed on the inefficiencies and 
random error to separate one from another. However, Bauer et al (1998) argues 
that these four different approaches will not hamper the robustness of models 
estimated following the approaches as long as they meet a set of consistency 
conditions (see Bauer et al, 1999). This would allow researchers to compare the 
different approaches within the parametric and non-parametric family stated 
above as the consistency conditions would be helpful in determining whether 
the different approaches will generate similar results to regulatory policies or 
queries. Moreover, the conditions would also be helpful in determining whether 
the results generated from these approaches are likely to be correct or not. 
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In this research study, five key techniques within the parametric (SFA, DFA) 
and non-parametric family (DEA-CCR, DEA-BCC and DEA-RAM) are selected 
for measuring and comparing their robustness when estimating technical 
efficiency. FDH and TFA are less frequently used in the literature as seen in 
recent surveys and therefore they will not be adopted for this study. Thus, 
following the objectives of this study, the three most popular frontier efficiency 
techniques are chosen for the analysis. Moreover, from an assessment of the 
review in section 3.2.1, it is seen that studies on efficiency in the banking 
industry have increased very rapidly over the past two decades along with other 
key industries/sectors such as healthcare, agriculture and farming, 
transportation and education. However, the growth potential for efficiency 
studies could be seen in other industries such as communication, finance, 
insurance etc. The insurance industry is another growing area where frontier 
efficiency techniques have been applied. Besides, this industry is close to the 
banking industry in terms of its complexity of the business process as well as 
definition of its key inputs and outputs (for e.g. they will depend on whether 
value-added, user-cost or intermediation approach is adopted). However, the 
banking industry has witnessed a number of simulation studies and some 
conclusive evidence on the performance of multiple frontier efficiency 
techniques has been provided. In contrast, the insurance industry has not 
witnessed any comprehensive simulation studies, the only exception being Kim 
and Grace (1995). In the light of this research gap, the focus of analysis of this 
research study will be confined to the insurance industry and compare multiple 
frontier efficiency techniques using simulated data from German life insurers. 
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The next chapter provides a background to the insurance industry along with a 
quick review of the empirical literature on use of different frontier techniques. It 
also provides commentary on the debate regarding measurement of inputs and 
outputs in this sector, specifically with reference to the various approaches used 
for measurement. The key objective of the next chapter is to narrow the scope 
of analysis, identify the research gaps and providing a defense of the key 
















CHAPTER 4: FRONTIER EFFICIENCY IN INSURANCE 





This chapter provides an overview of frontier efficiency measurement in terms 
of their application in one of the slowly growing streams of literature, i.e. the 
insurance industry. The literature on application of sophisticated frontier 
efficiency techniques (mostly DEA models) has increased exponentially, in 
terms of methodological improvements and theoretical contribution in five key 
industries over the last two decades, i.e. banking, healthcare, agriculture and 
farming, transportation and education (Liu et al, 2013a). However, Liu et al 
(2013a) survey also suggests that the insurance sector along with others such 
as energy and environment, finance, communication, power etc are the few 
industry/ sectors that demonstrate significant potential for growth in frontier 
efficiency studies. The methodological advancements in the five key industries 
(stated above) could be attributed to better conceptualisation and agreement by 
researchers on the structure (i.e. the inputs and outputs used in production 
process) and firm specific characteristics of the industry as well as availability of 
relevant data type to operationalise key variables needed for carrying out 
competing estimation techniques (Liu et al. 2013b).  
Following the approach above, the insurance industry has been chosen for this 
study for a comparison of performance from multiple frontier efficiency 
techniques. The insurance industry is chosen because it is one of the selected 
few industries with prospects of growth in methodological advancements and 
contribution to frontier efficiency literature. This could be substantiated by the 
three comprehensive surveys to date for this industry such as Berger and 
Humphrey (1997), Cummins and Weiss (2000) and Eling and Luhnen (2010). 
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The findings reported on the performance and comparison of techniques in 
these surveys is used as a backdrop to this chapter.  
 
The contribution of this chapter to the research study is threefold. Firstly, it 
provides a broad review of the growing body of literature on application of 
frontier efficiency techniques in the insurance industry. This review is based on 
some of the key research studies that are cited in the three comprehensive 
surveys by Berger and Humphrey (1997), Cummins and Weiss (2000) and Eling 
and Luhnen (2010). The review also discusses a few proposals for 
improvement of parametric and non-parametric efficiency techniques in the 
insurance industry.  
Secondly, this chapter conducts a systematisation of different applications of 
frontier efficiency measurement on insurance sector and categorises them into 
distinct fields. While the emphasis is on core production efficiency studies, the 
review also takes into account other studies that have had significant impact on 
the literature such as comparison of methodological techniques or studies that 
focuses on other important issues, e.g. role of market structure on efficiency.   
Lastly, the chapter provides a quick discussion on approaches to measurement 
of input and output variables in the insurance industry, reconcile the key 
disagreements and briefly summarises them in the context of application of 
frontier efficiency techniques in this industry.  
The two competing approaches in frontier efficiency analysis of the insurance 
sector are the parametric frontier efficiency techniques (i.e. econometric 
approach) and the non-parametric frontier efficiency techniques (i.e. 
mathematical programming approach). As is common in the existing literature, 
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the parametric techniques usually specifies a production, cost, revenue, or profit 
function with a specific shape and impose assumptions on the distributions of 
the inefficiency and error terms (Aigner, Lovell and Schmidt, 1977; Coelli, Rao, 
O’Donnell and Battese, 2005). The most frequently used parametric frontier 
efficiency techniques in the insurance industry are SFA and DFA, although TFA 
was also popular during the early years of literature development in this industry 
until about a decade ago (late 80s to early 2000). The SFA usually assumes a 
composed error model where inefficiencies follow an asymmetric distribution 
(e.g., half-normal, exponential, or gamma) and the random error term usually 
follows a normal symmetric distribution. DFA makes very few specific 
assumptions, such as the efficiency of each firm/ DMU are assumed to be 
stable over time while the random noise averages out to zero. The estimation of 
this technique however requires the use of panel (balanced) data (Berger et al, 
2000). The estimation of TFA does not require any distributional assumptions 
for the random error and inefficiency terms; however it is assumed that 
inefficiencies will differ between the highest and lowest quartile firms 
(Kumbhakar and Lovell, 2000). In comparison to the parametric techniques, the 
non-parametric techniques puts significantly lesser restrictions on the 
specification of the efficient frontier and do not decompose the inefficiency and 
error terms thereby allowing the data to ‘speak for itself’. The non-parametric 
frontier efficiency techniques use linear programming to measure the 
relationship of produced goods and services (outputs) to assigned resources 
(inputs) (Charnes, Cooper and Rhodes, 1978; Cooper, Seiford and Tone, 
2007). The most well-developed non-parametric estimation technique used in 
the literature is the DEA (Eling and Luhnen, 2010) although FDH has also been 
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used in a couple of earlier efficiency studies in the insurance industry (Donni 
and Hamende, 1993; Cummins and Zi, 1998). The efficiency score is 
determined by DEA through optimisation. The DEA models can be specified 
under the assumption of CRS and VRS and they can be used to decompose 
cost efficiency into its single components such as technical, allocative, and 
scale efficiency. The FDH technique is a special configuration of DEA where the 
points on the lines connecting the DEA vertices are excluded from the frontier 
and the convexity assumption on the efficient frontier is relaxed (Cooper, 
Seiford and Tone, 2007). The disadvantages of parametric techniques lies with 
strong assumptions regarding the form of the efficient frontier, i.e. it assumes a 
specific functional form, such as Cobb Douglas, translog or composite cost, and 
therefore expects a certain underlying economic behaviour, which could be 
subject to validity issues (Eling and Luhnen, 2010). In comparison to this, the 
non-parametric frontier efficiency techniques mitigate this problem by imposing 
less structure on the efficient frontier. However, the disadvantage of non-
parametric approach is that it does not take into account a random error term 
and therefore runs the risk of capturing all deviations from the efficient frontier 
as inefficiencies. This could possibly confound a true random error for 
inefficiency (Berger and Humphrey, 1997). An elaborate discussion on key 
parametric and non-parametric techniques is provided in Chapter 2. In 
summary, although both techniques have its advantages and disadvantages, 
the superiority of one approach over the other remains yet to be solved 
(Cummins and Zi, 1998; Hussels and Ward, 2006). The latest survey by Eling 
and Luhnen (2010) on efficiency in insurance sector reveals that the total 
number of studies employing DEA technique (55) is more than twice that of SFA 
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(22) whereas the less known techniques such as DFA and FDH are limited to 7 
and 1 respectively. Again, this could be attributed to the limitations associated 
with availability of data and the restrictions of particular methods with respect to 
available data. Despite the methodological disagreements and measurement 
concerns associated with both the approaches and most importantly 
comparison issues related to these two different techniques, both nevertheless 
sheds light on efficiency from different perspectives and thus deliver different 
insights. Thus, using multiple approaches from both techniques, whenever 
possible enables a richer interpretation of the analysis on empirical findings 
(Cummins and Zi, 1998).   
The structure of the chapter is as follows. Section 4.2 discusses the debate 
related to measurement issues of inputs and outputs when conducting 
efficiency analysis in the insurance industry (both life- and non-life) whereas 
section 4.3 provides a systematic review of the literature on efficiency in 
insurance industry. In section 4.4, a discussion is provided with a summary of 
key issues that arises from the literature review and highlights the research 




4.2. FRONTIER EFFICIENCY IN INSURANCE: INPUT AND OUTPUT 
VARIABLES & ISSUES WITH MEASUREMENT 
 
There has been an extensive debate on the choice of input and output variables 
used for benchmarking frontier efficiency in industries such as banking, 
healthcare etc. and the insurance industry is not an exception to this (Diacon et 
al, 2002). The literature on insurance industry uses three competing 
approaches to define the inputs and outputs of insurers. They are 
intermediation approach, user-cost approach and value-added approach and 
they are discussed below. 
1. Intermediation approach, which is also known as the flow approach views the 
insurance company as a financial intermediary that manages a reservoir of 
assets, borrow funds from policy-holders, invest them on capital markets, and 
pay out claims, taxes, and costs (Brockett et al, 1998; Leverty and Grace, 
2008). 
2. User cost approach differentiates between inputs and outputs based on the 
net contribution to revenues. For e.g., if a financial product yields a return that 
exceeds the opportunity cost of funds or if the financial costs of a liability are 
less than the opportunity costs, it is deemed a financial input. Otherwise, it is 
considered a financial output (Cummins and Weiss, 2001). 
3. Value added approach, which is also known as the production approach 
counts outputs as important if they contribute a significant added value, based 
on operating cost allocations (Berger et al, 2000). In this approach, several type 
out outputs are defined where each output could represent an individual line of 
business.   
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The adoption of any of the approaches within a research study determines the 
selection of relevant inputs and output variables for empirical analysis. 
 
4.2.1. Choice of outputs 
 
The choice of output variables for insurers is controversial as the three 
competing approaches provide different rationale for the choice of outputs 
among insurers. The value added (or production) approach is the most 
commonly used in efficiency studies on insurance (e.g. 81 out of 96 studies use 
the value added approach). This approach assumes that the insurer provides 
three main services, for which volume output proxies must be defined 
(Cummins and Nini, 2002). The first service is associated with risk-pooling and 
risk-bearing, whereby insurers create value added by operating a risk pool, 
collecting premiums from policy-holders, and redistributing most of them to 
customers who have incurred losses. The second service are the usual ‘‘real’’ 
financial services relating to insured losses, whereby insurers create added 
value for their policy-holders by providing real services such as financial 
planning (life) or the design of coverage programs (property-liability). The third 
service is intermediation, whereby insurers create added value by acting as 
financial intermediaries that invest the premiums provided by the policy-holders. 
The proxy for the first service, i.e. the risk-pooling/risk-bearing function, is 
operationalised by using either premiums or incurred benefits (life insurers) and 
present value of losses (property-liability insurers). Here the proxies for life and 
non-life (e.g. property-liability) insurers are different which reflects differences in 
the types of insurance and data availability (Berger et al, 2000). In the extant 
literature, the question is still raised as to whether premiums are an appropriate 
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proxy for life insurers because they represent price × quantity of output and not 
output itself (Yuengert, 1993). However, the output proxy for non-life (or to be 
specific property-liability insurance firms), i.e. present value of losses incurred is 
reasonable as it corresponds closely to the theoretical measures used in 
insurance economics (Cummins and Weiss, 2001). In the survey by Eling and 
Luhnen (2010), more than half of studies used claims (non-life insurers) or net 
incurred benefits (life insurers) while 30% of studies used premiums. Two 
studies used both proxies, i.e. claims for non-life and premiums for life insurers. 
A reason attributed to higher usage of claims/ benefits as proxies for output 
variables rather than premiums/ sum insured as the data for former might be 
more readily available in certain developed countries. The risk-pooling/risk-
bearing function involves collecting funds from everyone in the risk pool and 
redistributing it to policy-holders that incur losses. Thus, losses represent the 
total amount redistributed by the pool and are a useful risk proxy (Berger et al, 
2000). In the life insurance sector, incurred benefits represent payments 
received by policy-holders in the current year, and thus they measure the 
amount of funds pooled by insurers and redistributed to policyholders as 
compensation for insured events and are thus comparable to the loss proxy in 
property-liability insurance. In the context of the intermediation function (third 
service), additions to reserves or invested assets are good proxies and very 
often used in literature (Cummins et al, 1999; Berger et al, 2000). Both incurred 
benefits/present value of losses, as well as additions to reserves/invested 
assets, are correlated with the second function, i.e. real financial services of the 
insurer.    
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Alternatively, the intermediation approach although not uniformly adopted in the 
literature is another approach to determine and measure efficiency of insurance 
firms. The intermediation approach disagrees with the value added approach on 
limiting the production process and role of an insurer [with regard to outputs 
(more specifically) as well as inputs] to a manufacturing firm (Brockett et al, 
2005). This argument could be substantiated with two likely situations in the 
case of an insurance firm. First, if the losses incurred (output) by an insurer 
change upward dramatically, e.g. because of a devastating catastrophe such as 
terrorist attack, earthquake etc. without a change in inputs, then this cannot be 
seen as efficiency enhancing. This infact will be regarded as bad news and 
induce greater instability for the insurer and in extreme cases could make the 
insurer insolvent, not more efficient. Second, the use of losses as a proxy for 
output variable ignores other desirable goals or outputs that could motivate 
business strategies of insurance firms. This could also be seen in the context of 
operations of the firm such as return to stakeholders. On one hand, if income 
from investment increases with no changes in losses, it would be a good rather 
than a bad outcome and should be included as an output. On the other hand, 
no insurance firm will or possibly can encourage their employees to perform in a 
manner that stimulates large losses while charging premiums that are the same 
as their competitors (Brockett et al, 2004). In summary, the choice of approach 
between the intermediation and value-added approach is differentiated and 
expressed articulately in Berger and Humphrey (1997). It is suggested that the 
intermediation approach is best used to evaluate entire financial institutions 
(insurers) that are concerned with intermediating funds between savers and 
investors whereas the production approach is most useful for evaluating 
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efficiency of individual branches or subsidiaries. However, it also has to be 
remembered that large losses are negatively related to the goals of an 
insurance firm and its stakeholders and therefore this should not be used as a 
proxy for output variable, in their opinion. Criticisms of the intermediation 
approach are provided in Cummins and Weiss (2000) where it is argued that 
the financial intermediation approach is not optimal because insurers provide 
many services in addition to financial intermediation. Leverty and Grace (2008) 
illustrate that the value-added approach is consistent with traditional measures 
of firm performance and inversely related to insurer insolvency. The 
intermediation approach, on the other hand, is weakly related to traditional 
measures of efficiency and performance/ productivity and firms who are 
recognised as highly efficient have a higher probability to fail. Thus, taking the 
factors discussed above into account, it is understood as to why most studies 
prefer the value-added approach to the financial intermediation approach. 
The value-added approach thus dominates the literature on frontier efficiency 
analysis in the insurance industry and 80 out of 95 studies reviewed in Eling 
and Luhnen (2010) apply this approach. However, due to the same reason, 
there have been limited innovations with regard to output measurement. One of 
the recent innovations in measurement of outputs is provided by Hwang and 
Kao (2008) who introduces a new relational two-stage production process, 
where outputs of the first production stage, called ‘‘premium acquisition’’, are 





4.2.2. Choice of inputs 
 
In the case of choice of input variables, there are three main insurance inputs 
that are used in the existing literature: labour, business services and raw 
materials, and capital. Data on the number of employees or hours worked 
usually are not publicly available for the insurance industry. Thus to proxy for 
labour and business service inputs, the input quantities are derived by dividing 
the expenditures for these inputs with publicly available wage variables or price 
indices. 69 studies on frontier efficiency in insurance sector use labour and 
capital as inputs and most of them also add a third category (miscellaneous, 
mostly business services). There are 18 studies that differentiate between agent 
and non-agent labour. Also, the number of studies differentiating between 
equity and debt capital is limited to 16. There are 34 studies that do not employ 
the standard input categories, and 21 of them incorporate broader expenditure 
categories as inputs, for e.g. total operating expenses - without decomposing 
them into quantities and prices (Rees et al, 1999; Mahlberg and Url, 2003). 
Nine studies do not cover capital explicitly, that is, they consider labour only or 
labour and an additional composite category. Finally, four studies that focus on 
financial intermediation consider only capital-related inputs (Brocket et al., 
1998). All in all, the choice of input prices is mainly determined by the data that 




4.3. FRONTIER EFFICIENCY TECHNIQUES AND INSURANCE INDUSTRY: 
A REVIEW OF LITERATURE 
 
This section conducts a review of some major published studies in frontier 
efficiency in the insurance sector. The extant literature on frontier efficiency is 
vast and it has been applied to analysis on efficiency and productivity of a wide 
range of countries, e.g. US, Europe, East Asia, Asia-pacific countries etc., as 
well as comparison of performance between countries, e.g. countries among 
EU, OECD etc. Moreover different types of service providers, e.g. life insurance, 
property-liability insurance etc. is chosen in these studies and across different 
fields of application. In this review, the analysis will covers studies in both life 
and non-life insurance sector. The lack of restriction in the choice of study for 
insurers will enable a more comprehensive understanding of the application of 
frontier efficiency techniques in the insurance industry in general because both 
life and non-life insurers have been used uniformly in the literature. Moreover, 
although the objective of this research study is the comparison of multiple 
frontier techniques using a simulated dataset of non-life insurers, there are very 
limited studies that have conducted comparison of multiple techniques, let alone 
life or non-life insurers. A review of studies for both types of insurers provides 
with a better understanding of whether the specific techniques employed for 
estimations, the assumptions with regard to specifications (parametric and non-
parametric) and data type matters and if it does, the extent to which it matters.  
 




4.3.1. Core Production Efficiency Studies 
 
One of the first studies that applied frontier efficiency techniques in the 
insurance industry was in Weiss (1991a) who used SFA to conduct efficiency 
analysis on a sample of 100 US property-liability insurers. It was found that the 
estimated inefficiency costs varied from 12 to 33% of premiums. Weiss (1991b) 
then conducted a cross-country comparison of property-liability insurers in US, 
France, Germany, Switzerland and Japan during 1975–1987 where it was 
revealed that highest efficiency scores were for the US and Germany while 
Japan registers the weakest for that period. Cummins and Weiss (1993) on 
application of SFA to a larger sample of 261 US property-liability insurers further 
found that the efficiency of large firm relative to their cost frontier was at 90% 
whereas medium and small insurers at 80% and 88% respectively. It was also 
revealed that scale economies were mostly associated with small and medium-
sized firms. Delhausse (1995) compared DEA and SFA with a sample of 434 
non-life Belgian and French insurers and found that while efficiency levels were 
low overall, French firms were more efficient than Belgian firms. However, a 
high correlation was reported between the results of both the techniques.      
In the case of life-insurers, Yuengert (1993) was the first study to compare SFA 
and TFA and found increasing returns to scale for U.S. life insurance firms with 
up to US$15 billion in assets and CRS for bigger firms. It was also reported that 
the specification for half-normal SFA was not flexible enough for robust 
estimations. Gardner and Grace (1993) also applied an alternative parametric 
technique, DFA to 561 US life insurers which further revealed ‘persistent 
inefficiencies’ in the sample. However, Kim and Grace (1995) on utilising a 
sample with larger firm-year observations for life insurers and using the similar 
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DFA technique finds that smaller insurers displayed larger cost savings from 
mergers than larger insurers and that there were no cost savings in mergers of 
mutuals. Alternatively, the merger of efficient insurers with less efficient ones 
increased combined firm efficiency. Some studies used both life and non-life 
insurance firms in their sample. Fecher et al. (1991) study used it for analysis of 
371 French firms with SFA and found increasing returns to scale while a 
comparison of DEA and SFA on the same sample revealed a high correlation 
between efficiency scores from both techniques as well as a wider dispersion in 
the rates of inefficiencies across firms (Fecher et al, 1993). In the case of 
Belgium, Donni and Hamende (1993) used DFA to a sample of 300 life and 
non-life insurance firms which revealed that the efficiency of non-profit insurers 
is superior than the rest of the firms.  
After the first wave of frontier efficiency studies on insurance sector, research 
studies on the impact of mergers and acquisitions (M&A) on firm efficiency 
came to the forefront.  These studies, however, were limited to the US and 
European insurance sector. This new research trend was motivated by the large 
number of M&A's that occurred in the insurance industry from the late 1980s 
and was specific to US and European markets (Cummins and Weiss, 2000). 
One of the first studies was by Kim and Grace (1995). Here, using a simulated 
dataset on mergers in 248 US life insurers and employing DFA, it was found 
that smaller firms has larger cost savings from mergers than large firms and 
also mergers of efficient with less efficient firms increase combined firm 
efficiency. Next, Cummins et al. (1999) used DEA techniques on a panel of 750 
US life insurers and the results suggested that M&A’s are beneficial for 
efficiency. It was also suggested that the target life insurance firms achieve 
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greater efficiency gains than firms that have not been involved in M&As. In 
another sample of 1550 US property-liability insurance firms and the application 
of DEA models reveal that M&As in property-liability insurance are value 
enhancing and that acquiring firms achieved more revenue efficiency gains than 
non-acquired firms whereas target firms underwent greater cost and allocative 
efficiency growth than non-targets (Cummins and Xie, 2008). Klumpes (2007) 
on a sample of 1183 life and general insurance firms and using DEA techniques 
complements the findings in the context of the European insurance market 
where it was found that acquiring firms achieve greater efficiency gains than 
either target firms or firms not involved in mergers. It is also revealed that 
M&A’s in EU are driven mostly by solvency objectives.  
Another stream of literature in the insurance industry focussed on the policy 
implications of frontier efficiency. The studies in these sections (see below) also 
cover some of the key theoretical perspectives that are similar to the analysis of 
efficiency in other industries, e.g. banking, healthcare, agriculture etc. The 
policy side attempts to deal with performance issues and are especially 
interested in understanding the determinants of efficiency across countries and 
also attempts to explain variation in results.    
 
4.3.1.1. Impact of general level of efficiency over time 
 
In this category, a large number of studies have been conducted which were 
first in testing the application of efficiency frontier techniques to respective 
developing and developed countries. The findings on efficiency and productivity 
in this category are mixed due to the broad range of countries along with 
different levels of economic development and time horizons employed. In the 
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case of Nigerian life and non-life insurers, the application of DEA on a panel of 
5 years indicates that all firms are VRS efficient (Barros and Obijiaku, 2007) 
whereas a comparison of DEA and SFA technique using a sample of 13 
Tunisian life and non-life insurers reveal that there is significant potential for 
increase in general efficiency (Chaffai and Ouertani, 2002). In the case of 
Malaysian life insurance firms, Mansor and Radam (2000) employing a DEA 
model finds increase in productivity growth but this is lower compared to real 
growth of the economy. In the context of developed country firms, testing a DEA 
model on 46 Australian general insurance firms reveals that that overall there 
were lower levels of efficiency, especially as the analysis was confined to 
allocative rather than technical efficiency (Worthington and Hurley, 2002). In the 
case of developed countries, it has been found that nearly all studies report 
significant levels of inefficiency with room for improvement in the general level 
of efficiency. This has been true in the case of Dutch life insurers where SFA 
techniques was employed and it was revealed that 75 per cent cost efficiency 
have been reported on average, thereby having significant potential for 
improvement (Bikker and van Leuvensteijn, 2008). A DEA model on Greek non-
life insurers reveal cost efficiency of 65 per cent and is highly inefficient, with 
remarkable differences between different types of insurers (Noulas et al, 2001). 
When shifting the similar context to that of a developing country, application of 
DEA techniques to a sample of Chinese life and non-life insurers finds that 
there is an average technical efficiency of 77 per cent in non-life and 70 per 




4.3.1.2. Comparison of efficiency between countries 
 
One of the first cross-country comparison on efficiency was conducted by Weiss 
(1999) on 5 developed countries, i.e. U.S, Germany, France, Switzerland, and 
Japan. The highest productivity growth and efficiency was reported in the US 
and Germany whereas Japan reports the weakest productivity growth and 
efficiency for the period 1975–1987. In another larger cross-country study of life 
and non-life insurers in 11 OECD countries employing both DFA and SFA, it is 
found that firms in Finland and France have the highest efficiency whereas firms 
in the U.K. have the lowest (Rai, 1996). Moreover, small firms are found to be 
more cost efficient than large firms and specialised firms are found to be more 
cost efficient than combined firms. Donni and Fecher (1997) study for a sample 
of life and non-life insurers in 15 OECD countries for the period 1983-1991 
reveal that average efficiency levels are relatively high and dispersed and that 
growth in productivity observed in all countries are attributed to improvements in 
technical progress. Another set of studies were focussed on competition in the 
EU where a sample of 450 life insurers including health and pensions firms from 
15 European countries for the period 1996–1999 was selected. Here the use of 
a DEA model reveals that there are high international differences in average 
efficiency and is also associated with decreasing levels of average technical 
efficiency over the same period (Diacon et al, 2002). This study also finds that 
insurers that have long-term presence in the U.K., Spain, Sweden, and 
Denmark have the highest levels of technical efficiency. It has also been found 
that U.K. insurers have particularly low levels of scale and allocative efficiency 
compared to the other European countries. Boonyasai et al. (2002) study on life 
insurers in four Asian countries, i.e. Korea, Phillipines, Thailand and Taiwan, 
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and the application of a DEA model finds that there was an increase in 
efficiency and productivity in Korea and Philippines due to deregulation and 
liberalisation whereas there are lesser effects of liberalisation on productivity in 
Taiwan and Thailand. In another stream of literature on efficiency in the EU, 
Fenn et al (2008) finds increasing returns to scale for the majority of EU 
insurers. Eling and Luhnen (2010) in employing both DEA and SFA techniques 
and conducting a cross-country comparison of 6462 insurers from 36 countries 
(12 of which have not previously been analysed in literature) finds technical and 
cost efficiency growth in international insurance markets with large and 
significant differences across countries. It was found that Denmark and Japan 
have the highest average efficiency whereas Philippines are the least efficient. 
To summarise, the empirical evidence in this category consistently found that 
efficiency in developed countries is higher than that in emerging countries and 
that technical progress has increased productivity and efficiency around the 
world.  
 
4.3.1.3. Impact of deregulation in the insurance sector 
 
Whereas the objective of deregulation in the final services including the 
insurance sector was to increase efficiency, the results as to the impact of 
deregulation on efficiency is mixed. Rees et al (1999) using DEA techniques 
finds modest efficiency improvements from looser regulation and increased 
competition for the U.K. and German life insurance sectors whereas Hussels 
and Ward (2006) employing both DEA and DFA techniques do not find clear 
evidence for a link between deregulation and efficiency for both Germany and 
UK. Again, Mahlberg (1999) using DEA for analysis of Austrian and German 
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life, health and property liability insurers finds decreasing efficiency for Germany 
for the period of 1992–1996, but an increase in productivity in the same period. 
Boonyasai et al (2002) finds evidence for productivity increases in Korea and 
the Philippines due to deregulation. In the case of the U.S, Ryan and Schellhorn 
(2000) using DFA techniques on a sample of 321 US life insurers finds that 
efficiency levels did not change from the start of the 1990s until mid-90s, and 
this was attributed to risk-based capital (RBC) requirements becoming effective. 
In another recent study, Yuan and Phillips (2008) using SFA method to analyse 
613 US life and property-liability insurers finds evidence for cost scope 
diseconomies and revenue scope economies for the integrated banking and 
insurance sectors. This could broadly be attributed to the changes accounted 
for by the introduction of Gramm-Leach-Bliley Act, 1999.  
 
4.3.1.4. Impact of scale and scope economies on efficiency 
 
Although the detailed results for this category vary by countries, estimation 
methods and the time-period employed, on an average evidence for increasing 
returns to scale has been reported in the case of Fecher et al (1991) for France, 
Hardwick (1997) for UK, Hwang and Gao (2005) for Ireland and Qiu and Chen 
(2006) for China. However, the differentiation between size clusters must be 
considered to achieve more specific results. For example, Yuengert (1992) 
using SFA and TFA on 765 US life insurance firms finds increasing returns to 
scale with up to US$15 billion in assets and constant returns to scale for bigger 
firms. In contrast, Cummins and Zi (1998) for the same sector find increasing 
returns to scale for firms having up to US$1 billion in assets, and decreasing 
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returns to scale for all others except for a few firms with constant returns to 
scale.  
 
4.3.2. Role of Managerial, Organisational and Market Factors on Insurer’s 
Efficiency 
 
The policy implications of efficiency analysis are important, especially to have a 
reasonably better understanding of the drivers of efficiency growth in countries 
and between countries (in some cases). However, the role of microeconomic 
factors that induces (or inhibits) efficiency cannot be ignored. Thus, a large 
number of studies also focus on the role of these microeconomic factors and 
the extent to which these factors have had an impact on efficiency. The appeal 
in using these factors are that they are grounded in economic theory and offer 
better (rather theoretically sound) explanation on the causes of efficiency. 
These studies are categorised under three headings, which are as follows: 
 
4.3.2.1. Impact of financial management, risk management and capital 
utilisation on efficiency 
 
Cummins et al (2006) was the first study to investigate the relationship between 
risk management, financial intermediation, and economic efficiency. Employing 
a panel of 1636 U.S. property-liability insurers and utilising SFA, it was found 
that there are positive shadow prices of both activities and that risk 
management and financial intermediation significantly contribute to increased 
technical efficiency. Brockett et al (2004a) and Brockett et al (2004b) using DEA 
techniques on a sample of 1524 and 538 firms from the US property-liability 
(investigating impact of solvency on technical efficiency) and health insurers 
118 
 
(comparing impact of IPAs and HMOs on efficiency) respectively finds that in 
the US property-liability insurance sector, solvency scores as output have 
limited impact on efficiency whereas IPAs are more efficient than HMOs in the 
health insurance sector. Cummins and Nini (2002) using DEA on a 5 year panel 
of 970 US property liability insurers find that on weighted industry average, firms 
could reduce labour by 62%, materials by 36%, and capital by 46% and that 
large increases in capitalisation represent inefficiency in so far as equity capital 
is significantly over-utilised. 
 
4.3.2.2. Impact of organisational forms and corporate governance on 
efficiency 
 
In this category, one stream of literature finds that stock insurance companies 
are more efficient than mutual insurance companies confirming the expense 
preference hypothesis that this occurs as result of unresolved agency conflicts. 
The support for this hypothesis is found from results of DEA analysis on a 
sample of 417 US life and property-liability insurance firms (Cummins et al, 
1999) and 1070 US life insurers Erhemjamts and Leverty (2010) respectively. 
This is also true in the case German life-insurers (Diboky and Ubl, 2007). 
However, another stream of literature has found mutual insurers to be more 
efficient than stock companies thereby supporting the managerial discretion 
hypothesis. Diacon et al. (2002) in a comparison of 15 European countries 
among 454 life insurers and utilising DEA techniques find higher levels of 
technical efficiency for mutual than for stocks. Greene and Segal (2004) used 
SFA techniques to 136 U.S. life insurance firms where the results reveal that 
inefficiency is negatively associated with profitability. Another finding associated 
119 
 
with this study is that stock companies are as efficient and profitable as mutual 
companies and also that mutual companies are as cost efficient as stock 
companies. Jeng et al (2007) investigates 11 US life insurance firms using DEA 
technique and found no efficiency improvement after demutualisation whereas 
Xie (2008) using similar estimation (DEA) technique on 107 US property-liability 
insurers finds that initial public offerings performs no worse than private firms in 
terms of cost and revenue efficiency changes. In the context of corporate 
governance issues, Hardwick et al (2004) using DEA on a sample of 54 UK life 
insurers finds that cost efficiency is positively related to size of corporate board 
of directors.          
 
4.3.2.3. Impact of market structure on efficiency 
 
Efficiency studies on market structure are influenced by the efficient structure 
(ES) and relative market power (RMP) hypothesis. In a panel of life-insurers 
employing SFA, Choi and Weiss (2005) confirm the ES hypothesis and finds 
that cost-efficient firms charge lower prices and earn higher profits whereas 
prices and profits are higher in revenue-efficient firms. They therefore suggest 
that regulators should be more concerned with efficiency rather than market 
power arising from industry consolidation. In Choi and Weiss (2008), using the 
same dataset and a similar technique, support for the RMP hypothesis is found 
implying that insurers in competitive and non-stringently regulated U.S. states 
could benefit from market consolidation. Moreover the insurers in those states 
have been found, on average, to be more cost efficient, charging lower prices 
and earning smaller profits. Another important study on market structure with a 
focus on the EU has been found in Fenn et al (2008) which use a sample of life 
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and non-life insurance firms and SFA technique to indicate that size and 
domestic market share lead to higher levels of cost inefficiency. It was also 
found that larger firms with high market shares tend to be less cost efficient.  
 
4.3.2.4. Impact of distribution systems on efficiency 
 
Ward (2002) employing a SFA model on the analysis of distribution systems for 
a panel of 44 UK life insurance firms (1990-1997) found that there are unique 
cost benefits for firms focusing on one mode of distribution. Klumpes (2004) 
using similar technique (SFA) and investigating distribution systems of UK life 
insurance sector found that firms that are independent financial advisers are 
less cost and profit efficient than account receivables and credit (AR/CR) firms. 
This finding is similar to a study on US property-liability insurers that has been 
analysed using DEA on a cross-sectional sample of 1524 firms (Brocket et al. 
1998). Carr et al. (1999) using DEA on 66 US life insurance firms found that 
exclusive dealing insurers are less efficient than non-exclusive dealing or direct 
writers. From this study, it was further recommended that nonexclusive dealing 
insurers would be better off by focusing on fewer product lines. Finally, Berger 
et al. (1997) study employs DFA technique on a 10 year panel of 472 property-
liability US insurers and the results suggests that independent agents are less 
cost efficient but equally profit efficient compared to direct writers. 
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4.3.3. Methodological Issues and Comparison of Frontier Efficiency 
Techniques 
 
In addition to the core production efficiency studies and studies on the role of 
microeconomic factors, there are few studies in the insurance sector which 
primarily addresses methodological issues or compare different techniques and 
assumptions over time. This section covers those studies. 
 
4.3.3.1. Comparison of efficiency techniques 
 
There are few studies that compare different frontier efficiency techniques as 
well as different approaches in terms of defining input and output variables. 
Cummins and Zi (1998) compare 4 different frontier efficiency methods i.e. 
DEA, DFA, FDH, SFA on a sample of 445 life insurers and finds that the choice 
of estimation method can exert a significant effect on the overall efficiency 
results and that efficiency rankings are well-maintained among the parametric 
techniques but the rankings appear to be less consistent between parametric 
and non-parametric approaches. Hussels (2006) investigates the role of total 
factor productivity (TFP) in German life insurance markets and finds that the 
choice of estimation technique (SFA vs DFA) matter for the overall findings.   
Fuentes et al (2005) adopts the SFA technique to test a sample of 70 Spanish 
life, health and property life insurers. In this study, the Malmquist index was 
introduced which has only been used with non-parametric techniques before. 
Leverty and Grace (2008) compare the value added and intermediation 
approaches to efficiency measurement on a sample of US property life-insurers 
and finds that the rankings of value-added and financial intermediation 
approach are not consistent. While the value-added approach is closely related 
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to traditional measures of firm performance, the same is not true in the case of 
the financial intermediation approach.  
 
4.3.3.2. Frontier efficiency techniques and the role of data 
 
Most of the studies on efficiency have been analysed using published data on 
company’s annual reports and through reputed databases, e.g. AM Best US 
and Non US database. The analysis of efficiency mimicking characteristics of 
insurance industry through simulated dataset is limited to only 1 study, which is 
Kim and Grace (1995) for the US life insurance sector. While a large number of 
frontier efficiency studies in other industries have used simulated dataset and 
increase in computing power has aided in this objective, simulation studies is 







From the review of frontier efficiency techniques in the insurance industries 
(please see Table 3 for a summary), the following trends in the literature are 
highlighted. First, there has been a steady increase in overall studies on 
efficiency in the insurance industry. However, this is limited to studies on 
efficiency using single techniques. There have been relatively fewer studies 
which compare multiple frontier efficiency techniques. Second, there is a lack of 
studies (limited to 1 currently) using simulated dataset to investigate insurance 
industry. This contradicts the trend in the increase in simulation studies in other 
industries such as banking, healthcare and the agriculture & farming sector. 
Third, it is seen that DEA is the most frequently applied frontier efficiency 
technique in the insurance industry followed by SFA whereas other techniques 
such as DFA and FDH are relatively diminishing and TFA is almost non-
existent. Finally, there is a widespread agreement with regard to the choice of 
input factors; most studies define, at minimum, labour, capital, and business 
services (or an equivalent) as inputs of an insurance company. Although, there 
are differences in opinion with regard to output measurement, most studies 
employ the value-added approach. In the case of DEA, the most widely used 
specifications have been under the assumption of VRS whereas in the case of 
SFA, most studies chose the translog functional form. However, it has to be 
said that the choice of techniques and functional forms is limited to data 
availability.    
A number of improvements in the field of efficiency measurement in insurance 
industry have also been proposed in recent years. In the case of parametric 
techniques, a major direction has been to apply more flexible specifications of 
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the functional form such as composite cost function or the Fourier flexible 
distribution (discussed in Fenn et al. 2008) as well as Bayesian stochastic 
frontier models (Van den Broeck et al. 1994) which feature advantages such as 
exact small-sample inference on efficiencies, have been applied (Ennsfellner et 
al. 2004). A further proposal has been made regarding the incorporation of firm-
specific variables into the estimation process. Instead of using a two-stage 
approach, which first estimates inefficiency of sample firms and then examines 
the association of inefficiency with firm-specific variables through regressions, a 
one-stage approach is suggested. In this approach, the estimated frontier 
directly takes into account firm-specific variables by modelling mean inefficiency 
as a function of firm-specific variables (Huang and Liu, 1994; Greene and 
Segal, 2004). Another contribution has been made with regard to the Malmquist 
index of total factor productivity. Although this index is usually applied to non-
parametric DEA for insurance companies, Fuentes et al. (2001) develop a 
parametric distance function that enables them to calculate the Malmquist index 
for the parametric approach as well. It was shown that using the estimated 
regression parameters, several radial distance functions can be calculated and 
combined in order to estimate and decompose the productivity index. A further 
innovation is the introduction of cross-frontier efficiency analysis, which 
estimates efficiency of firms using one particular technology relative to the best 
practice frontier of firms using an alternative technology. Cross-frontier 
efficiency analysis makes it possible to determine whether the outputs of one 
specific technology could be produced more efficiently by using the alternative 
technology. Cross-frontier analysis has been used to examine the efficiency of 
different organisational forms, comparing technical, cost, and revenue efficiency 
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of stocks and mutual insurers (Cummins et al., 2003; 2004). Finally, Brocket et 
al. (1998) apply a range-adjusted measure version of DEA to the insurance 
industry. This DEA version, in comparison with other DEA models offers the 
advantage of being able to produce efficiency rankings suitable for significance 
tests e.g. the Mann-Whitney statistic.   
The review of the literature allows in clear identification of two research gaps. 
This is related to the first and second point reported above. On one hand, 
despite the advice of Cummins and Zi (1998) on the advantages of employing 
multiple frontier techniques to measure efficiency, there are only ten studies that 
consider multiple approaches from parametric and non-parametric techniques. 
This could be because most of these studies found highly correlated results 
when ranking firms by their relative efficiency according to different approaches 
(Hussels and Ward, 2006). However, the consideration of both these 
approaches makes a combined analysis feasible and the interpretation of the 
empirical findings much richer. Thus, it is important to compare efficiency in the 
insurance industry using different frontier efficiency techniques and ideally from 
competing parametric and non-parametric approaches. On the other hand, 
there is only one study that has conducted a simulated analysis of efficiency in 
the insurance industry. This, as stated above, is clearly against the trend in 
which there is increase in simulation studies in banking and other industries 
(Please see Chapter 2). It is important to develop research simulations that 
enable to overcome data restrictions, especially when it requires analysis of 
(and/or controlling for) complex characteristics such as organisational form, 
market structure and risk management. Moreover, other issues frequently arise 
such as the availability of real data to analyse and fit to techniques from these 
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two different approaches or the ability to reflect country-level differences in data, 
especially if there is a cross-country comparison. Thus, a new and 
discriminating research approach involving the development of simulated 
datasets that can be tested using frontier efficiency techniques from both 






























X-Efficiency Labour, physical 
capital and 
miscellaneous items 
Ordinary life insurance 
premiums, group life 
insurance premiums, 
ordinary annuity, group 
annuity, group accident and 
health premiums 
2 Fecher et 
al. 
(1993) 















Technical  Wages, other outlays, 
distribution ratio, 
reinsurance ratio and 
claims ratio 
Gross premiums, 
desegregated by sectors and 
the sum of dividends, 
coupons and rents 
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17 life, 58 
non-life, 19 
mixed 
Technical Wages, administrative 
wages, fixed capital, 
equity capital and 
other ratios 
Life insurance benefits and 
changes in reserves, non-life 
incurred losses in auto 
property, in auto liability, in 
other property and in other 
liability and invested assets 






DEA Life, non-life Panel data 
(Aggregate 
Technical Wages, administrative 
wages, fixed capital, 
Life insurance benefits and 
changes in reserves, non-life 
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3 Belgium, Canada, Finland, France, Germany, Iceland, Italy, Japan, Netherlands, New Zealand, Portugal, Switzerland, Turkey, UK and US 
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Insurers Panel data 
 
X-Efficiency Labour costs, 
materials, policy 
holders supplied debt 
capital and equity 
capital and real 
invested assets 
Short tail personal lines, 
short tail commercial lines, 
long tail personal tail, long tail 
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5 Austria, Belgium, Denmark, France, Germany, Greece, Ireland, Italy, Luxembourg, Netherlands, Portugal, Spain, Sweden, Switzerland, 
and UK 
6 Korea, Philippines, Taiwan, and Thailand 











DEA Life Panel data 
78(GE) 
87(UK) 
Technical  N/A  
(As it is a PhD thesis 
in German) 
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(measure of risk bearing & 
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(measure of accrued benefits 











Panel data Technical  Administration and 
distribution costs and 
costs of capital 
investments  
Aggregate value of : 
expenditure on claims 
incurred, net change in 
technical provisions and the 
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amount of returned premiums 
desegregated on Health 
insurance, Life insurance, 
property-liability insurance 
15 Cummins et 
al. (2004) 










Panel data Technical  Price of non-life 
output, price of life 
output, labour input, 
materials, equity 
capital, debt capital, 
price of labour, price 
of materials, price of 
equity capital, price of 
debt capital, total 
costs, total assets, 










Total output, non-life output, 
life output 
16 Ennsfellner 
et al. (2004) 









Panel data Production 
efficiency 
Health, life and non-
life: net operating 
expenses, equity 
capital and technical 
provisions net of 
reinsurance  
Health and life: incurred 
benefits net of reinsurance, 
changes in reserves net of 
reinsurance, total invested 
assets. 
Non-life: claims incurred net 
of reinsurance, total invested 
assets 
17 Barros & 
Barroso 
(2005) 








Technical  Wages, capital, total 
investment income 
and premiums issued 
Claims paid and profits 














Cost of labour 
(Average number of 
Net written premiums 
(measure of risk bearing & 
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7
 France, Germany, Italy, Netherlands, Spain, Switzerland, and UK 
8 Austria, Belgium, Denmark, Finland, France, Germany, Ireland, Italy, Luxembourg, Netherlands, Portugal, Sweden, Switzerland, and UK 
9 France, Germany, Italy, Netherlands, Spain, Switzerland, and UK 
10  The total quantity of non-life output (value of incurred insurer losses) and non-life insurance output (present value of life insurance 
policy claims) 





company), cost of 
capital (total assets – 
total liabilities) 
pooling), Invested assets + 
Additions to reserves 
(measure of accrued benefits 















































Technical  Labour and material 
inputs (proxied by 
operating costs 
deflated by an 
insurance-specific 
index of labour costs 
for each country in the 
sample, Financial 
capital (proxied by 
shareholders’ capital, 
capital and reserves, 
participating rights 
capital etc.), Debt 
capital. 































                                                        
11 The author combined labour and business services as only operating expenses(including commissions) as available in the database 
22 Barros et al 
(2010) 















Technical Labour cost, non- 
labour cost and equity 
capital 
Invested assets; losses 
incurred; reinsurance 
reserves and own reserves 
















services and material, 






+additions to reserves 








The number of important studies in the insurance sector that has been reviewed 
in this chapter reflects the increasing interest in the analysis of efficiency of 
insurance companies. Section 3.2 provides a discussion of issues related to 
measurement of input and output variables whereas section 3.3 reviews the 
extant literature on application of frontier efficiency techniques in the insurance 
industry. Section 3.4 engages in a discussion with a summary of the key issues 
and research gaps from the review. This chapter has contributed to the 
research study in three ways. Firstly, it has reconciled the disagreements on 
approaches to measurement of input and output variables in the insurance 
industry and briefly summarises them in the context of application of frontier 
efficiency techniques in this industry. Secondly, it provides a comprehensive 
review of the growing body of literature on application of frontier efficiency 
techniques in the insurance industry. Finally, this chapter conducts a 
systematisation of different applications of frontier efficiency measurement on 
insurance sector and categorises them into distinct fields such as core 
production efficiency studies, efficiency studies involving the role of 
microeconomic factors and efficiency studies involving multiple comparison 
techniques.  
The two key research gaps that are highlighted in the discussion section 
provide the motivation for the analysis in this research study. These are 
a. Very few studies have used multiple frontier efficiency techniques in 
studying efficiency of insurance industry. 
b. Only one study has used simulated (artificial) dataset to study the 
analysis of efficiency in insurance industry. 
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These two research gaps connect with the objectives of this research study and 
also provide an opportunity to conduct analysis of efficiency using a simulated 
dataset of UK insurers. Moreover, the standard and popular frontier efficiency 
techniques that are discussed in the literature will be used for the estimation. 
These frontier efficiency techniques are DEA-CCR, DEA-BCC, DEA-RAM, SFA 
and DFA.  
The next chapter discusses the various methodological approaches and 



































The primary objective of this chapter is to outline the methodological approach 
and the choice of modelling framework that would be most appropriate to 
measure technical efficiency in the context of simulated data. To the author’s 
knowledge, no previous study has compared parametric (SFA) and non-
parametric (DEA) frontier techniques to measure technical efficiency of 
insurance sector using simulated data. Thus, endeavours to fill this important 
research gap is made by comparison of multiple frontier techniques and 
assessment of the robustness of results obtained through comparison of frontier 
efficiency techniques.  
 
The organisation of the chapter is structured as follows. Section 5.2 discusses 
the philosophical paradigms underpinning this research project whereas 
Section 5.3 provides a description of the choice of variables along with their 
measurement and definition and the specific estimation methods used for 
implementation of SFA and DEA models. Section 5.4 provides a quick 
description of the dataset and underlines the strengths and limitations. Section 
5.5 proposes a set of consistency conditions in order to compare the technical 
efficiency estimates generated by the SFA and DEA models. Section 5.6 
introduces a discussion of data simulation approach along with the 
characteristics of the dataset and more specifically the steps involved in data 





5.2. PHILOSOPHICAL APPROACH UNDERPINNING THE RESEARCH 
PROJECT 
 
It is believed that a fuller understanding would be gained by considering the 
commonly accepted philosophical and methodological beliefs underpinning the 
research backdrop. Robson (1993) and Crotty (1998) highlight the importance 
of four elements in social science research which are crucial in ensuring the 
soundness of research projects and making its outcomes convincing. These 
are:     
1. Methods, or the techniques and procedures which are used to gather and 
analyse data related to the research questions and research hypothesis 
2. Methodology, or the strategy (plan of action or design) behind the choice and 
use of particular methods & also linking the choice and use of methods to the 
desired outcomes  
3. Theoretical perspectives, or the philosophical stance informing the 
methodology thereby providing a context for the process and also of its logic 
and criteria 
4. Epistemology, or the theory of knowledge embedded in the theoretical 
perspective and the methodology.  
Different disciplines followed different philosophical approaches on how 
research is carried out. The five key philosophical approaches in mainstream 
economics are logical positivism with falsification, instrumentalism, 
priorism, scientific realism and rhetoric methodology. In order to 
understand the major differences between them, Fox (1997) have stressed on 
four key questions which are: 
a. the purpose of economic inquiry, 
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b. the legitimate sources of knowledge, 
c. the scope of the subject matter, and 
d. the appropriate structure of economic theory. 
Logical positivism with falsification is the most widely applied methodology 
in this research area where observation of phenomena is seen as the only 
acceptable legitimate source of such scientific knowledge. This approach 
rejects the use of speculation about the nature of reality because it introduces 
subjectivity and ideology into the scientific inquiry. Falsification is seen as the 
only appropriate process for validating knowledge claims (Popper, 1959). 
Researchers adopting this particular philosophical stance see themselves as 
true scientists. However more recent developments in positivism have 
weakened the criterion of acceptability by moving from falsification to 
confirmation with the requirement that empirical evidence support the 
hypothesis being tested only to a certain degree (Caldwell, 1980).  
Instrumentalism also referred to as positive economics aims to develop 
scientific theory or postulate hypotheses that yield valid and meaningful 
predictions about phenomena, which are not yet observed. It accepts human 
introspection as a useful source of knowledge. Instrumentalism treats theories 
as instruments, whereby theories are assessed on the basis of how useful they 
are in prediction (Quine, 1980). Successful prediction is evaluated in terms of 
regularities among observables. Theory is seen as a means to an end, with the 
end being the reliable prediction.  
Under priorism, the purpose of economic inquiry lies in improving the 
understanding of human social interaction. In this approach, observation plays a 
secondary role in the development and validation of theory, with reason being 
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regarded as the acceptable source of knowledge and the researcher is 
assumed to exist as part of the phenomenon (Crotty, 1998). A dominating view 
in this approach is that it is not optimistic about the prospects of quantitative 
prediction, with hypothesis testing playing a secondary role. Therefore priorism 
is overall often seen as unscientific. 
The aim of scientific realism is more than prediction, as it attempts to identify 
and understand the relationship between causes and effects. Reason as a 
source of knowledge is drawn from definitions and also from general axioms 
that are intended to convey substantive knowledge about reality (Kuhn, 1970). 
Scientific realism attempts to create a literally true story of what the world is like, 
independently of human thought or observation.  
Conversation and rhetoric methodology assumes that the subject matter of 
economics is a historical and not a predictive science with the aim being social 
self-understanding. Followers of this methodology concern themselves less with 
the structure of theory than with the structure of relationships and 
communication. The writings of researchers are seen as the primary sources of 
knowledge with normative questions being irrelevant. Conversation and rhetoric 
methodology rejects the proposition that the purpose of economic analysis is 
prediction and control (Porter et.al, 2000).  
There is an increasing amount of multidisciplinary research in the area of 
mainstream economics in the past two decades. This has contributed to 
flexibility in philosophical and methodological orientation than granted by any of 
the single methodological approaches outlined above (Johnson, 1996). The 
boundaries between the different methodologies are hence getting blurred and 
pluralist approaches are more frequently found.  
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In the context of research on frontier efficiency measurement, the research 
paradigm aim to acquire value free knowledge and use observation as the only 
legitimate and acceptable source of scientific knowledge. Other sources of 
knowledge like human introspection, considered in instrumental methodology or 
rhetoric methodology are not used. Existing studies on efficiency measurement 
seldom aim at prediction about phenomena not yet observed, as it is exercised 
in the instrumental methodology. Considering the brief outline of the five main 
methodologies, it could be suggested that positivism is the main methodology 
adopted within this research area. In line with the existing philosophical 
approach adopted, this research study would also follow the established 
tradition and adopt the methodological approach of positivism albeit through 
deduction. The positivist-deductivist approach is focused on the search for and 
testing of causal and associational relationships (Popper, 1972; Feyerabend, 
1962). The research questions developed in the study will be based on 
deduction from the findings and key gaps of existing positivist literature in the 
area. Moreover, as the primary objective of the research is to compare frontier 
efficiency measurement techniques, a reductionist approach is adopted that will 
identify and test the significance of standard models measuring technical 
efficiency. This reductionist approach is necessary to conduct a large-scale 
quantitative study. The availability of data and of robust testing techniques to 
conduct the appropriate tests requires the use of reductionist modelling of key 
concepts that can be identified and measured correctly. This type of approach 
dominates the field of study in this area (see for example, Resti, 2000; Hussels 
& Ward, 2006; Perelman and Santin, 2009; Eling & Luhnen, 2010; Bolt and 
Humphrey, 2010). Investigation of the existence and extent of well-defined 
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concepts that are based on causal relationships arrived at by deduction from 
theory and existing evidence and the reductionist modelling of major 
determinants is best served by a positivist approach (Easterby-Smith et al, 
2002). Fig.5. below depicts the methodological and philosophical perspectives 


















analysis and linear 
programming 
 
Fig. 5. Methodological and philosophical perspectives of this research 
Source: Adapted from Crotty (1998) 
 
In line with this methodological stance, the thesis seeks to address two 
research questions, which are outlined below: 
1. Does parametric and non-parametric frontier efficiency approaches differ 
in their levels of technical efficiency with the use of artificial data? 
2. Does different frontier efficiency approaches lead to comparable results 
when artificial data is used for comparison? 
142 
 
5.3. SFA, DFA AND DEA METHODOLOGY: VARIABLE MEASUREMENT 
AND ESTIMATION TECHNIQUES 
 
This section will present in the measurement of key variables and the estimation 
techniques using standard DEA, DFA and SFA models to measure technical 
efficiency using simulated data that are reflective of characteristics of a sample 
of German life insurance firms (Trigo Gamarra, 2008).   
 
5.3.1. Choice of input and output variables 
 
Following standard approaches in the literature, this research study use a value 
added approach to definer and measure output variables of life-insurers.  It is 
important to understand the key services provided by insurers before choosing 
suitable output proxies. These services can be split into three major groups: 
risk-bearing/risk-pooling services, “real” financial services related to insured 
losses, and intermediation services. Following the value-added approach, the 
outputs of a life insurance firm is defined in this study as follows 
The risk-bearing function is approximated by using a standard output of non-life 
insurers, i.e. incurred benefits, net of reinsurance. As incurred benefits are 
payments received by policyholders in the current year, this is a reasonably 
good proxy for the risk-bearing/risk-pooling function (Gamarro, 2008). This is 
because they measure the amount of funds distributed to the policyholders as 
compensation for incurred losses. The funds received by insurers that are not 
needed for benefit payments and expenses are added to policyholder reserves; 
thus additions to reserves are a suitable proxy for the intermediation function of 
the insurer. The two output proxies chosen for data generation in this study, i.e. 
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incurred benefits net of reinsurance and the additions to reserves is in line with 
most of literature on efficiency in insurance sector (Meador et al., 1997; 
Cummins and Zi, 1998; Fenn at al., 2008). Another approach that has been 
used in the existing literature to measure outputs in the insurance industry is the 
intermediation approach (Brockett et al., 2004, 2005) (see Chapter 3). In this 
case, the standard variables for outputs are return on investment (ROI), liquid 
assets to liability, and solvency scores. Cummins and Weiss (2000), on the one 
hand however argue that this approach is not the most favourable because 
insurers provide many services in addition to financial intermediation. On the 
other hand, Leverty and Grace (2010) show that the value added approach is 
consistent with traditional measures of firm performance and inversely related to 
insurer insolvency while the intermediation approach is only weakly related to 
traditional performance measures and firms recognized as highly efficient have 
a higher probability to fail.    
Apart from information on insurers’ outputs, data on the costs (i.e. inputs) of an 
insurance firm are necessary in order to estimate the frontier efficiency models. 
In the case of choice of input factors for this study, there are three main 
insurance inputs that need to be considered: labour, business services and raw 
materials, and capital. In Chapter 3, a review of the literature on efficiency in 
insurance sector reveals the use labour and capital as inputs and most of them 
also add a third category (miscellaneous, mostly business services). It has to be 
said that the choice of input variables in the existing literature is mainly 
determined by the data that are publicly available in the countries under 
investigation. However for the sake of compatibility with the choice of input 
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factors in majority of the studies and external validity, two key input variables 
are used for this study. They are  
a. cost of labour, which is measured by employee compensation and total 
wages (aggregate) and, 
b. cost of capital, which is measured by financial equity capital.  
 
The next section will explain the estimation methods using frontier efficiency 
approaches using five different parametric and non-parametric techniques 
 
5.3.2. Stochastic Frontier Analysis: model estimation 
 
The SFA can be conceptualised into two stages. In the first stage, the 
estimation of an appropriate production, cost, revenue, or profit function, such 
as Cobb-Douglas, translog, or Fourier flexible, using an econometric method 
such as ordinary least squares, non-linear least squares, or maximum likelihood 
is carried out. In the second stage, the separation of the estimated regression 
error terms into components, usually a two-sided random error component and 
a one-sided inefficiency component is required. To estimate a SFA model and 
apply the so-called econometric frontier efficiency methodology, the two most 
important criteria that are required are 
 
a. the choice of the functional form, and  
b. the approach to separate the random and inefficiency components of the 
error term.  
The well-established stochastic production frontier models such as Aigner, 
Lovell and Schmidt (1977) and Battese and Coelli (1992) are motivated from 
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the fact that deviations from a production frontier may not always be under 
control of the production unit or a DMU under investigation. The stochastic 
production frontier models, which allows for technical inefficiency acknowledges 
the fact that random shock which are outside the control of the DMU can affect 
output. In essence, these models can control for measurement error and other 
exogenous factors that is likely to affect the value of output variable along with 
the combined effects of the unspecified input variables in the production 
function. The key attraction in using a SFA methodology is that the effects 
outlined above can be separated, atleast in principle, from their contribution to 
variation in technical efficiency.      
In order to illustrate the idea of a stochastic frontier approach, the following 
stochastic frontier production function model is provided 
 
yi= f (xi, β) + vi - ui 
    = f (xi, β) + εi 
 
where vi is the two sided “noise” component, and ui is the non-negative technical 
inefficiency component of the error term. The noise component vi is assumed to 
be independently and identically distributed (i.i.d) and symmetric, distributed 
independently of ui. Therefore, the error term εi = vi - ui is not symmetric since 
ui≥ 0. Now assuming that vi and ui are distributed independently of xi, ordinary 
least squares (OLS) estimation of the above model will provide consistent 
estimates of the parameters except for β0. This is because E(εi)= -E(ui)≤ 0. 
Moreover, OLS estimation does not provide estimates of technical efficiency 
which is producer specific (Aragie Kebede, 2001). Thus, apart from obtaining 
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estimates of production technology parameters β in f(xi, β), the ultimate 
objective of the estimation is to obtain estimates of producer specific inefficiency 
ui. However, in order to achieve this objective, separate estimate of statistical 
noise vi and technical inefficiency ui are extracted from estimates of εi for each 
producer. This will require distributional assumptions on the two error 
components. It is seen that although OLS provide consistent estimates of all 
production parameters except the intercept term, additional assumptions and 
different estimation techniques will be required to obtain a consistent estimate 
of the intercept and estimates of technical efficiency of each producer, for e.g. 
normal half normal SFA, normal gamma SFA, truncated-normal SFA.    
The most common distributional assumption in the frontier efficiency literature 
using SFA methodology is the normal distribution for vi and the half-normal or 
exponential distribution for ui, proposed by Aigner et.al (1977) and Mester 
(1993). The assumption of half-normal or exponential distributions term on 
inefficiency imposes a restriction that most firms are clustered near full 
efficiency, with higher degrees of inefficiency being increasingly unlikely 
(Berger, 1993). But this is not necessarily true and the inefficiencies could be 
more evenly distributed. Other studies have argued that alternative distributions 
for inefficiency may be more appropriate than the half-normal. Stevenson 
(1980), and Berger and DeYoung (1997), for example, use the truncated normal 
model. Greene (1990) considers the normal-gamma distribution model. 
However, these flexible distributions of inefficiency could make it difficult to 
separate inefficiency from random error in a composed-error framework, 
because the truncated normal and gamma efficiency distributions may be close 
to the symmetric normal distribution assumed for the random error (Berger and 
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Humphrey, 1997). The parameters of the frontier model and the composed 
error, εi, can be obtained using either the maximum likelihood (ML) estimation 
or the corrected ordinary least squares (COLS) directly. Some studies suggest 
that ML estimation is the preferred method. For example, Coelli (1995) and 
Olesen et al. (1980) show that ML estimation tends to outperform COLS in large 
sample sizes. Specifically, “the ML estimator can be shown to be consistent and 
asymptotically normally distributed (CAN) with variances that are no larger than 
the variances of any other CAN estimator (that is, the ML estimator is 
asymptotically efficient)” (Coelli et al. 2005).  
In the next step, observation-specific estimates of inefficiency can be obtained 
by using the distribution of the inefficiency term conditional on the estimate of 
the entire composed error term (Jondrow et.al. 1982). In other words, 
inefficiency measures are taken as the conditional mean or mode of the 
distribution of the inefficiency term, given that the observation of the composed 
error term is used to measure inefficiency, that is E[exp(/)].  
Alternatively, if cost efficiency is required to be estimated, it is measured relative 
to the efficient cost frontier, which is defined as the ratio of the minimum cost to 
the cost actually incurred. Thus, if the cost incurred in producing a given output 
level turns out to be TC (total costs) but that the technically efficient combination 
of factors of production which minimise costs for this output level is TC* then the 
cost efficiency of the firm will be CE = TC*/TC. This in turn implies that it would 
be possible to produce the same output bundle under the same conditions with 
a saving in costs of (1-CE)%. Failure to attain the cost frontier may be due to 
either technical or allocative inefficiency (or both). Because the cost frontier is 
deterministic, such a formulation ignores measurement errors and other 
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sources of statistical noise and all deviations from the frontier are attributed to 
inefficiency. To overcome this drawback, Aigner, Lovell and Schmidt (1977) and 
Meeuse and van den Broeck (1997) simultaneously proposed the stochastic 
frontier model (discussed above). The model adds a symmetric error term to the 
deterministic frontier, which accounts for statistical noise. The original models 
are defined as stochastic production frontiers, but the same framework can be 
used to define the stochastic cost frontier. As summarised by Kumbhakar and 
Knox Lovell (2003), the Stochastic Frontier cost function should also satisfy 
certain properties, which are 
a. Non-negativity, which states that it is not possible to produce a positive 
output without incurring any costs, 
b. Non-decreasing in output, which states that cost cannot decrease as 
output rises 
c. Non-decreasing in input prices, which implies that an increase in input 
prices will not lead to a decrease in costs, 
d. Homogeneity of degree one in input prices, implying that a proportional 
increase or decrease of all input prices will cause the same proportional 
change in total costs, and 
e. Concavity in input prices 
 
One of the most commonly used software package for estimation of stochastic 
production frontiers in the literature is FRONTIER 4.1 (Coelli, 1996). This 
software package has been created specifically for the estimation of production 
frontiers. Thus, it is a relatively better instrument to use in estimating stochastic 
frontier models. The advantages of this package is that it is flexible for use and 
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estimation of both production and cost functions, it allows estimation both in 
time-varying and invariant efficiencies, or with the availability of panel data, and 
finally it can be used when the functional form have the dependent variable both 
in logged or in original units. However, considering the characteristics of the 
simulated data set and the purposes of this research study, the Stochastic 
Frontier production function model that are discussed initially is used for 
estimation, and on which the empirical analysis is based. 
 
5.3.3. Distribution Free Approach: model estimation 
 
The distribution free approach (DFA) is a panel estimation technique that avoids 
imposing distributional assumptions on the error component and was 
introduced by Schmidt and Sickles (1984) and Berger (1993). DFA specifies a 
functional form for the efficiency frontier as does SFA, but it uses a different way 
to separate the inefficiencies from the residual. DFA disentangles inefficiencies 
from random errors by assuming that inefficiencies are relatively stable and 
should persist over time. Random errors are momentary and should tend to 
cancel one another out over time by averaging. In particular, a cost or profit 
function is estimated for each period of a panel data set. The residual in each 
separate regression is comprised of the inefficiency and random error terms. 
Since the random error component is assumed to average out over time, the 
average of an insurer’s residuals from all of the regressions is an estimate of 
the inefficiency of the bank. There are no restrictive assumptions imposed on 
the distribution of either inefficiency or the random error. As a result, DFA is 
easier to implement than SFA because it does not require the use of maximum 
likelihood methods to estimate the cost or profit function. We can estimate the 
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function either by generalised least squares (GLS), as in Schmidt and Sickles 
(1984) or by using ordinary least squares (OLS), as in Berger (1993). The 
inefficiency is then estimated for each firm as the difference between its 
average residual and the average residual of the firm on the frontier. In this 
case, the expression of technical inefficiency is as follows 
 
    
where lnit is the average residual over the period and min (lnεt) is the minimum 
value of the average error term for all firms in the sample. 
 
In the estimation with DFA technique, generalised least squares are applied to 
the panel dataset in order to obtain a single set of parameters. The assumption 
here is that the inefficiency component of insurers is fixed over time and 
inefficiency is uncorrelated with the regressors. In the cost function model, first 
order serial correlation is corrected for and a separate intercept for each firm is 
recovered from the panel estimates as the average residual for that firm over a 
period of time. The firm with the smallest average residual will be presumed to 
be the most efficient firm and the inefficiency of all other firms will be measured 
relative to this benchmark.  
 
One of the limitations with DFA is that it may give misleading results if the panel 
time period chosen is too long. This is because the inefficiency component of 
the error term is not constant over time or if the number of available data years 
is not sufficient to average out the random error term. In this sense, the 
151 
 
accuracy of the efficiency results may depend on the length of the period of the 
study. De Young (1997b) shows that a minimum six-year time period is long 
enough to address all the key issues associated with estimation of DFA model.   
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5.3.4. Data Envelopment Analysis: model estimation 
 
Although the SFA and DFA approach is a useful and powerful tool for 
determining efficiency frontiers and thereby estimating efficiency levels, it is not 
without its disadvantages. A serious drawback associated with these two 
approaches is that the specifications of the cost function and error term may not 
be capable of reflecting the real characteristics of the industry. This is because 
the inefficiency factor may not be distributed in terms of the half normal or 
truncated normal distribution. Here the non-parametric approach to model 
estimations, more specifically Data Envelopment Analysis (DEA), represents a 
more flexible approach for estimating efficiency because it does not involve 
explicit estimation of an insurer’s cost function and the error term associated 
with it. DEA models thereby avoid the risk of misspecification. The limitation of 
DEA is that it a purely deterministic model of cost efficiency and as such takes 
no account of potential random errors in the data. Thus, the DEA approach is 
superior in terms of the specification problem while the SFA and DFA approach 
is superior in terms of the noise (that is, random error) problem. Moreover, the 
efficiency scores obtained from different techniques contain different information 
and as such are important for policy analysis and decision-making regarding 
improvement of firm performance and productivity (Eisenbeis et al, 1999). Thus 
in line with the research objectives of this study, two DEA models (DEA-CCR 
and DEA-BCC) are further employed as a complement to the SFA and DFA 
model used in this study. The two DEA models applied in the empirical analysis 
chapters uses the same efficiency concept, the same sample dataset, the same 
specification of variables and the same time interval as the SFA and DFA 
approach used in the empirical analysis. The robustness and accuracy of the 
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results can be used further for methodological crosschecking purposes through 
comparison of different frontier efficiency estimation techniques.  
 
The standard models of DEA are the CCR model (Charnes, Coopers and 
Rhodes) assuming CRS (constant returns to scale) and the BCC (Banker, 
Charnes and Cooper) model assuming VRS (variable returns to scale). These 
two models provide a relatively good measure for technical efficiency of a firm 
(Charnes et.al, 1978; Banker et.al, 1984). The CCR and BCC model and their 
estimation method are discussed below: 
 
1. DEA-CCR model: The original DEA approach by Charnes et al. (1978) 
assumed constant returns to scale of activities by DMUs (decision making 
units). The CCR model is the most widely used DEA model. It is used in frontier 
analysis when a constant returns to scale relationship is assumed between 
inputs and outputs. Being the first DEA model to be developed, this model 
calculates the overall efficiency for each unit, where both pure technical 
efficiency and scale efficiency are aggregated into one value (Takeda, 2000). 
For example, if an activity (x, y) is feasible, then for every positive scalar t, the 
activity (tx, ty) is also feasible. Thus the efficient production frontiers have the 
constant returns-to-scale characteristics for the single-input and single-output 
case. The virtual input (ΰί) and output (ґ) weights for each DMU are also 
formed in order to determine their relative weights and then linear programming 
was used to maximise the ratio. 
The optimal weights will vary from one DMU to another DMU. Thus the weights 
in DEA (CCR) are derived from the data instead of being fixed in advance. Each 
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DMU is assigned a best set of weights with values that may vary from one DMU 
to another.  
In DEA models, productive units or DMUs, e.g. n are evaluated where each 
DMU takes m different inputs to produce s different outputs. The essence of 
DEA models in measuring the efficiency of productive unit DMUq lies in 
maximising its efficiency rate. This, however is subject to the condition that the 
efficiency rate of any other units in the sample must not be greater than 1. The 
models must include all characteristics considered, i.e. the weights of all inputs 
and outputs must be greater than zero. This model is known as a linear divisive 
programming model and is as follows. 
   
 Inputs/ Outputs =     
        
           (5.1) 




The model (equation 5.1) above can be converted into a linear programming 




          (5.2) 
 
This however has to be subjected to and satisfy the conditions below 
      
The model in equation 2 is referred to as the primary DEA-CCR (Charnes, 
Cooper and Rhodes) model and the dual model to this can be stated as follows 
 
           (5.3)
    




Here  = (1, 2, 3………n), 0 is a vector assigned to individual firms, s
+ and 
s– are vectors of additional input and output variables, eT = (1, 1, ..., 1) and ∈ is 
a constant greater than zero, which is normally pitched at 10-6 or 10-8. The 
economic reasoning behind the constant is that for every amount of output 
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produced, a minimum amount of input must be used. However, if any inputs are 
equal to zero, the output will also equal zero. The DEA-CCR model in equation 
(3) seeks a virtual unit characterised by inputs Xλ and outputs Yλ, which are a 
linear combination of inputs and outputs of other units of the population and 
which are better than the inputs and outputs of individual DMUs which are being 
evaluated. In order to impose inputs of the virtual unit Xλ ≤ Xq and for outputs 
Yλ ≥ Yq, unit DMUq is rated efficient if no virtual unit with requested traits or 
exists or if the virtual unit is identical with the unit evaluated, which is, Xλ = Xq 
and Yλ = Yq. 
Now if unit DMU is CCR efficient, then the following will occur 
a. the value of  is zero, and 
b. the value of all additional variables s+ and s- equals zero  
Consequently, unit DMUq is CCR efficient if the optimum value of the model in 
equation (3)’s objective function equals one and the unit is inefficient otherwise. 
The optimum value of the objective function f* marks the efficiency rate of the 
unit concerned. The lower the rate, the less efficient the unit is compared to the 
rest of the population. In inefficient units θ is less than one. This value shows 
the need for a proportional reduction of inputs for unit DMUq to become efficient. 
The advantage of DEA-CCR model is that it advises how the unit evaluated 
should mend its behaviour to reach efficiency. 
However, the estimation of DEA-CCR has to be based on the assumption that 
all decision-making units operate at an optimal scale. Factors such as imperfect 
competition, or limited financial resources, may prevent decision-making units 
from operating at an optimal scale (Coelli et al., 1998). Thus, the use of the 
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constant returns to scale specification might result in measures of technical 
efficiency, which are confounded by scale efficiencies.   
 
2. DEA-BCC Model: The BCC (Banker, Charnes and Cooper) model is the DEA 
model used in frontier analysis when a variable returns to scale relationship is 
assumed between inputs and outputs. The convexity constraint in the model 
formulation ensures that the composite unit is of similar scale size as the unit 
being measured. The efficiency score obtained from this model gives a score 
which is at least equal to the score obtained using the CCR model (Cooper 
et.al, 1996). This model focuses primarily on the technological aspects of 
production correspondences, and can be used to estimate technical efficiency 
without requiring estimates of input and output prices. Thus, this approach has 
been used extensively in the regulated sector (e.g., Banker et al., 1986) and the 
non-profit sector (Lewin et al., 1982). If estimates of input prices are available, 
cost efficiency also can be measured using DEA (e.g., Aly et al., 1990; Ferrier 
and Lovell, 1990).   
The models in equation 5.2 and 5.3 assume constant returns to scale, which 
implies that double increase in inputs will lead to a double increase in outputs. 
However, in the DEA-BCC model, variable returns to scale is considered. In that 
case, models for equation (3) and (4) need to be rewritten to include a condition 
of convexity eTλ = 1. 
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3. DEA-RAM Model: 
The DEA-RAM methodology was developed by Cooper et al. (1999) by 
combining a generalized inefficiency measure with features of an additive 
model proposed by Charnes et al. (1985). This measure is supposed to account 
for all the inefficiencies that are detected by slacks of the model.  
In order to better understand the characteristics of a RAM model, an 
assumption taking a sample of n units (DMU) through a DEA model can be 
made. Each DMU could be defined by means of m input and s output 
quantities. A modified additive model was considered to arrive at RAM measure 
as defined by Charnes et al. (1985) by introducing weights in the objective 
function, i.e., a weighted additive model (Lovell and Pastor 1995). Each input 
and each output is weighted by the inverse of the product of (m + s) multiplied 
by its range in the sample of n units under evaluation. The rationale behind 
introducing factor (m + s) is to average the sum of inefficiencies. Thus, the 
objective function measures inefficiency and in order to derive the 
corresponding efficiency measure, 1 minus the inefficiency needs to be 
computed. In order to estimate the DEA-RAM model for the research study, the 
approach adopted in Cooper et al (1999) study and its improvements in Leverty 
(2005) is undertaken. 
The original RAM model by Cooper et al (1999) is estimated by solving the 













     (5.4) 
 
 
Here, j = 1, ....,n indexes the DMUs or production unit for each year. The inputs 
and outputs are represented in this model as: 
xij = amount of input i = 1, ..., m for DMUj 
yij = amount of output r= 1, ..., s for DMUj,          
while xio, yro represent the corresponding input and output values for DMU0, the 





r, in (3.1). One of the key objectives in equation 5.4 is maximizing the 
slack values ensuring that all slack inefficiencies are identified. A DMU is fully 
efficient if and only if all slacks in (5.4) are zero, suggesting that no combination 
of DMUs can produce the same output with less inputs, or use the same set of 
inputs to produce more output. A measure of inefficiency is now defined over all 
inputs and outputs with a natural zero being realised if it satisfies the condition 
that all the DMU0’s slacks are zero so that the maximization in equation 5.4 
does not identify any inefficiencies in the inputs or outputs. Alternatively, an 
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upper bound of one is attained if and only if the constraints allow a best-to-worst 
comparison for every one of DMU0’s inputs and outputs. In general, the 
objective in equation 5.4 defines a maximal value that characterises an average 
of these relative inefficiencies. Finally, the above measure of inefficiency can be 
transformed into a measure of efficiency known as the RAM efficiency which is 
shown below.  
 
    
    
          (5.5) 
The advantage of the RAM measure is that it is strongly monotonic and 
therefore can be used for rankings. The values of Г are not dependent on the 
DMUs in which the inputs and outputs are measured. Furthermore, the Г values 
are interpretable in terms of the average inefficiency that is present in the 
performance of DMUo. The value of this measure is not origin dependent, which 
is advantageous because it reveals that an arbitrary constant may be added in 
any row of the data without impacting the optimal solutions in 5.4. This means 
that it is possible to replace xij by value xij= xij+di and yrj by yrj= yrj+cr, where the 
di and cr are arbitrary constants, without influencing the solutions because of the 
condition below 
         
         
In essence, it is possible to deal with negative values when DEA-RAM measure 
is used.   
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5.4. DATA SOURCES AND SOFTWARE 
 
This research study aims at comparison of technical efficiency from multiple 
frontier efficiency techniques (i.e. SFA, DFA, DEA-CCR, DEA-BCC, DEA-RAM) 
and uses simulated data mimicking a set of German life insurance firms, which 
is a part of Trigo Gamarra (2008) study. In this research study, a step further is 
achieved by developing an artificial panel dataset that is representative of the 
German life-insurance sector. This is an improvisation in the sense that a large 
number of studies in the literature ignore the use of panel data in simulation 
studies. The basic steps are conducted by following data simulation techniques 
in the methodology developed by Resti (2000). The assumptions that underlie 
the data generation are simple and efforts are placed on ensuring that the 
difficulties encountered in imposing microeconomic behavioural regularity 
conditions on reliable and testable production data such as monotonicity and 
convexity constraints are addressed (O’Donnell and Coelli, 2005). The 
simulated dataset is used to test the reliability under different conditions of SFA, 
DFA and DEA models. This is done by generating two different samples, i.e. 
one sample of 50*8t= 400 units and a larger sample of 500*8t units. Some of 
the important issues that have been considered when generating the data 
through simulation techniques are stated below: 
 
1. Variation of sample size (DMU): 
The sample size has been identified as an important factor that influences the 
performance of the various frontier efficiency methodologies. The literature 
generally indicates that sample size influences the performance of both 
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parametric and non-parametric methodogies (Ondrich and Ruggiero, 2001), 
however, special consideration should be given to SFA and it is recommended 
that small sample sizes should not be estimated with SFA. In this study, two 
sample size of 50 and 500 DMUs are used following suggestions in the existing 
literature and therefore addresses this issue squarely. 
 
2. Variation of collinearity between inputs: 
One of the most useful factor considered in studies comparing efficiency 
methods is the collinearity between the inputs, for e.g. Jensen (2005) who 
compared COLS and SFA. Therefore, successively varying the collinearity 
between the inputs from no to a high correlation is essential. 
 
3. Variation of the moments of input distributions: 
Most of the simulation studies use uniform or normal distributions to generate 
the inputs. In fact, real world input distributions are usually skewed to the right. 
Resti (2000) justifies the use of skewed input distributions, by the fact that there 
are normally more small and medium-sized firms than large ones. Thus, an 
unrealistic assumption could influence the performance of the methods. This is 
an important issue and is addressed in the data generation experiment.  
 
4. Variation of the error term: 
The error term is the combination of the inefficiency (uu) and the noise (u) 
terms. The influence of each on the error term is its own standard deviation 
divided by the overall standard deviation. As it is an inherently important factor 
for the performance of both methods, the noise and the inefficiency terms are 
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addressed first, changing the ratio of noise to inefficiency accordingly. 
Furthermore, a simultaneous variation of the absolute values needs to be used, 
so that the ratio of both components remains constant. 
 
5. Variation of the inefficiency term distribution: 
In order to generate the inefficiency term, a half normal distribution is used. This 
allows in measuring the influence of increasing skewness of the inefficiency, as 
well as a model misspecification of parametric methods. 
 
6. Variation of the functional form of the production function: 
The choice of production function is also one of the most important aspects of 
the data generating process, as it is the instrument used to aggregate the 
components. Given that its importance is mentioned in many studies, a 
production function with a flexible Cobb Douglas technology is used.   
 
Data simulation is concerned with the modelling of systems that can be 
represented by a series of events. The simulation describes each discrete 
event, moving from one to the next as time progresses. Recent work involving 
data simulation and their use in estimating efficiency and productivity using both 
parametric and non-parametric methods are found in Banker et.al (2004), 
Morita et.al (2005) Avkiran (2009) and Buschken (2009). Thanassoulis (2001) is 
of the view that data sets generated through simulation techniques can remove 
deficiencies present in historical data. This occurs mostly in the form of 
modification of data sets as they can be compared and combined for 
observations when required and so that the best possible fit can be acquired 
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(Bardhan et al, 1998). There are many advantages of the use of simulated data 
over real data. Firstly, studies based on simulated data have the advantage of 
providing a criterion against which to compare the performance of competing 
methods as the true values of technology and inefficiency parameters are 
known and available for comparison against estimated values. Secondly, in the 
case of findings based on simulated data, the observed deviations between the 
efficient frontier and observed production points could be attributed purely due 
to inefficiency. Third, simulated data can imitate the scale and scope of 
production, concentration of market (industry) power, and various other features 
of a real-world setting that can be used to make accurate predictions of the 
efficiency estimates from different techniques. Last but not the least, this type of 
data can be used to assess the same efficiency concept (i.e. technical 
efficiency) across all the approaches (frontier techniques) as the observed 
differences in efficiency scores will reflect the effects of the differences in the 
measurement techniques, rather than any of other factors such as distributional 
assumptions, statistical noise etc. Thus taking into account the advantages in 
employing simulated data, it is believed that it will better document the 
comparability of research across the different approaches.  
 
The analysis is conducted with the help of programming software called 
FRONTIER Version 4.1 for SFA and DFA and MATLAB for DEA models that 
include CCR, BCC and RAM. These two software packages have been used 
extensively by researchers working in the field of parametric and non-
parametric approaches. The model estimation of parametric frontier efficiency 
techniques using FRONTIER Version 4.1 can provide maximum likelihood 
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estimates of the parameters of a number of stochastic production functions. The 
stochastic frontier models assume firm effects that are distributed as truncated 
normal random variables (Coelli, 1997). On the other hand, the choice of the 
use of MATLAB could be attributed to the fact that it is intended to not only 
process large amounts of data, but also in the reliability of data storage and the 
speed of processing. Moreover, a MATLAB user does not have to repeatedly 
enter the same data many times. 
 
5.5. COMPARISON OF SFA AND DEA 
 
As underlined in Chapter 2, parametric and non-parametric methodologies both 
have advantages and disadvantages. The efficiency scores derived from 
different techniques contain different information. Thus, it is not necessary to 
achieve consensus on a single best frontier approach for measuring efficiency. 
Instead, following Bauer et al. (1998), this study compares the preferred SFA, 
DFA model and DEA models by checking five consistency conditions for the 
efficiency measures. These conditions are specifically,  
(a) the technical efficiency estimates derived from the different approaches 
should have comparable distributional properties for the efficiency scores (e.g. 
means, standard deviations, etc.)  
(b) the different frontier approaches should provide similar rankings for the 
efficiency scores 
(c) the different approaches should be consistent in identifying which are the 
most and least efficient firms  
(d) the efficiency scores generated by the different methods should be relatively 
stable overtime, and  
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(e) the estimated efficiency scores should be consistent with traditional non-
frontier performance measures (e.g. the return on equity, the ratio of total 
operating cost to total assets, etc.).  
The first three consistency conditions may be thought of as measuring the 
degree to which the different approaches are mutually identical. Conditions (d) 
and (e) may be thought of as measuring the degree to which the efficiencies 
estimated by the different techniques are consistent with reality or are 
believable (Bauer et al., 1998). It is assumed that if all of the consistency 
conditions are met, the results from the efficiency frontier models will be much 
more useful and reliable for decision making by firms and most importantly for 
policy makers. 
The examination of these consistency conditions follows Bauer et al (1998) 
approach and in line with Charnes et al (1998) who proposed methodological 
cross checking of results that could have important policy or managerial 
implications. The examination of these conditions also allows investigation of 
fragility in the findings across multiple efficiency estimation techniques. In order 
to make sure that the estimation approaches of SFA, DFA, DEA-CCR and DEA-
BCC are comparable and to investigate using the consistency conditions cited 
above, all the techniques are investigated using the same concept of efficiency, 
(i.e. technical efficiency), the same sample of data, same specification of inputs 




5.6. DATA: CHARACTERISTICS, SAMPLE SIZE AND DATA GENERATION 
PROCESS 
  
In this section, a panel dataset that is representative of the life insurance 
industry in a developed country, i.e. Germany, is generated following the 
methodology adopted in Resti (2000). The assumptions that underlie the data 
generation are simple and efforts are placed on ensuring that the difficulties 
encountered in imposing microeconomic behavioural regularity conditions on 
reliable and testable production data such as monotonicity and convexity 
constraints are addressed (O’Donnell and Coelli, 2005). Although artificial 
datasets has been used for comparison of non-parametric and parametric 
frontier techniques in the banking industry (which is the topmost studied 
industry regarding application of frontier efficiency techniques), the same is not 
the case of the insurance industry (as identified in Chapter 4). This is an 
important research gap that has been ignored in the literature. Finally, the 
development of an artificial panel dataset in line with appropriate data 
simulation approach followed in Resti (2000) allows comparison of the standard 
frontier efficiency techniques used in the literature, namely DEA-CCR, DEA-
BCC, DEA-RAM, SFA and DFA. 
The next sub-sections (5.6.1 & 5.6.2) will briefly discuss the role of data in 
efficiency studies by highlighting briefly the usage of real and the need for 
simulated data in frontier efficiency studies as well the advantages and 
disadvantages of using simulated data. Section 5.6.3 summarises the 
characteristics of the dataset while section 5.6.4 provides a quick summary of 
the data simulation approach adopted for this study. Section 5.5 describes the 
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data generation experiment. In Section 5.6, a defense of the panel dataset 
generated is provided with some explanation of how it varies with previous 
studies. Section 5.7 concludes the chapter. 
 
5.6.1. ROLE OF DATA IN EFFICIENCY STUDIES 
 
The availability of data, especially the key input and output variables of interest 
is likely to have driven the rapid growth of studies on frontier efficiency 
techniques. The exponential growth of frontier efficiency studies in many 
industries including banking, healthcare, transportation, agriculture and farming 
and education which includes comparisons at the international level as well as 
among competing methodological techniques have received signiﬁcant 
attention in the literature (Wollingsworth, 2008; Eling and Luhnen, 2010; Liu et 
al, 2013). Thus, an important role has been played by data availability for 
estimation of key variables and reinforcing the validity of these studies as well 
as making important policy and managerial inferences.  
 
The design of research studies on measuring and empirically testing efficiency 
of organisations using frontier efficiency techniques started in the US and 
Europe in 1980s. It nevertheless goes without saying that the US relatively 
having a long and established record of maintaining documentation with publicly 
available data (Nieswand, Cullmann and Neumann, 2010). Moreover the 
reputed data surveys are collected on a yearly basis giving better edge to 
analyse data longitudinally. Therefore, the large number of studies on frontier 
efficiency in the top 5 industries in the US could be attributed to better data 
sample size. Some of the reputed US databases that have been used in the 
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banking and insurance efficiency literature are Standard & Poor's COMPUSTAT 
database (Cummins & Zi, 1999, Cinca, Molinero and Callen, 2011) while other 
government databases such as Federal Reserve Bank have also been used. 
Most of the data in the healthcare, education, transportation and agriculture and 
farming industry has been collected from official US government data. Similarly, 
European countries such as UK, France, Germany, Italy in comparison to US 
counterparts have had relatively poorer data management standards. Thus 
most studies on frontier efficiency have used data from financial statements of 
public and private companies. Recently, there has been some attempt to deal 
with these issues with databases like AM Best Non-US providing data for 
insurance industries outside the US (Eling and Luhnen, 2010). However, 
despite the availability of data through select databases and through financial 
statements of public and private companies, it is overall accepted that problems 
in acquisition of data is a valid issue that prevents conducting deeper research 
(operationalisation of selected input and output variables)  on frontier efficiency. 
In the case of comparison of efficiency across European countries, there are 
also issues that researchers need to consider such as differences in accounting 
standards, severely limited sample size for public data in certain countries etc. 
Moreover, understanding the differences in requirements on underlying sample 
size is important in order to derive meaningful results on efficiency comparison 
across countries.  
The usage of real data in frontier efficiency studies has its limitations. Firstly, the 
use of different input and output variables has different dimensions and it is 
upto the researcher how best to use this. Although the literature has guided and 
provided approaches on the choice of input and output variables in frontier 
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efficiency research, e.g. user-cost, value added and intermediation approach in 
the case of insurance industry, this usually is limited to data availability. 
Secondly, most real data is constrained by limited sample size, the absence of 
long number of yearly data needed to establish causality. This also creates 
problems of limited firm-year observations which might lead to other issues 
such as over-estimation (inefficient companies incorrectly defined as efficient), 
lack of discriminatory power of certain frontier efficiency models (Nieswand, 
Cullmann and Neumann, 2010) and not capturing measurement error 
adequately. Although researchers have devised different modelling techniques 
to minimise or mitigate biases originating from real data, e.g. Simar and Wilson 
(2007) technique, linear combinations of original data with principal-component 
analysis etc., the literature still acknowledges the presence of issues with using 
real data.  
 
5.6.2. ADVANTAGES AND DISADVANTAGES OF SIMULATED DATA 
 
 
There are many advantages of the use of simulated data over real data. Firstly, 
studies based on simulated data have the advantage of providing a criterion 
against which to compare the performance of competing methods as the true 
values of technology and inefficiency parameters are known and available for 
comparison against estimated values. Secondly, in the case of findings based 
on simulated data, the observed deviations between the efficient frontier and 
observed production points could be attributed purely due to inefficiency. Third, 
simulated data can imitate the scale and scope of production, concentration of 
market (industry) power, and various other features of a real-world setting that 
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can be used to make accurate predictions of the efficiency estimates from 
different techniques. Last but not the least, this type of data can be used to 
assess the same efficiency concept (i.e. technical efficiency) across all the 
approaches (frontier techniques) as the observed differences in efficiency 
scores will reflect the effects of the differences in the measurement techniques, 
rather than any of other factors such as distributional assumptions, statistical 
noise etc. 
There are also issues with analysis of data from simulation studies. These 
studies tend to assume away the sort of complications that arise for real-world 
applications. Although simulated data attempts to provide a neutral setting and 
a fair comparison, it is quite possible that simulated production units, 
technologies, and production environments might not be accurate in capturing 
the multi-plant, multi-product organisation of many real-world organisations and 
might not provide a true test of the techniques (Mortimer, 2002).  
 
5.6.3. DATA: CHARACTERISTICS 
 
The data set for this research study has been produced using simulation 
techniques where a Cobb Douglas technology assuming constant returns to 
scale has been used. As stated before, an artificial panel dataset has been 
developed using a two-input two-output production function by mimicking 
characteristics of German life-insurance firms using Trigo Gamarra (2008) 
studied sample. The data simulation techniques are conducted by following 
methodology explained in Resti (2000). Although majority of simulation studies 
involves use of cross-sectional datasets, the use of artificial panel data allows 
investigation over a longer period of time rather than relying on single 
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datapoints and also it can be assumed that firm effects are an exponential 
function of time. Moreover, a growing literature has also emerged on the 
estimation of frontier efficiency models with time-varying inefficiencies 
(Hajargasht and Prasada Rao, 2010). The use of artificial panel data in this 
study therefore considers the importance of controlling for time-varying 
inefficiencies that has been addressed in the literature (Read and Thanassoulis, 
1996). Finally, the use of panel dataset also enables investigation of DFA as 
this frontier efficiency methodology requires the use of panel data for 
estimation.   
5.6.4. SAMPLE SIZE 
 
In this research study, two different samples of data are used. The first is a 
sample of 50 DMUs over a period of 8 (T) years leading to 400 firm-year 
observations, whereas the second sample has 500 DMUs over the same time-
period leading to 4000 firm year observations. As indicated in research studies 
before, sample size can influence the performance of the various frontier 
efficiency methodologies. Van Biesebroeck (2007) emphasises that 
performance of both non-parametric and parametric methodologies differs with 
respect to variation in sample sizes. The literature in general also indicate that 
sample size influences the performance of both methodologies, but especially 
SFA should not be applied to small sample sizes. In line with argument, using a 
two-input two-output production function framework; the two samples 
highlighted above are generated following Resti (2000). The main parameters 
of the distributions used for data generation for the two samples can be seen in 
Table 4 below.    
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TABLE 4  
 
 
PRODUCTS MEAN COVARIANCES 
Y1 (INCURRED BENEFITS 
NETS OF REINSURANCE) 
746270.187 76057838672 
Y2 (ADDITIONS TO 
RESERVES) 
506551.079 16094181091 




X2 (FINANCIAL EQUITY 
CAPITAL) 
6712.10269 -5342749.748 
Correlations: p (logy1, logy2) = 95.6%; p (logx1, logx2)= -22.8% 






PRODUCTS MEAN COVARIANCES 
Y1 (INCURRED BENEFITS 
NETS OF REINSURANCE) 
739613.967 72945796883 
Y2 (ADDITIONS TO 
RESERVES) 
505588.388 17920442420 




X2 (FINANCIAL EQUITY 
CAPITAL) 
6720.9751 -77209520.21 
Correlations: p (logy1, logy2) = 95.6%; p (logx1, logx2)= -22.8% 






5.6.5. APPROACH TO DATA GENERATION 
 
The existing literature on data simulation and comparison of multiple frontier 
efficiency techniques with the use of simulated datasets has evolved over the 
past two decades. Since Bowlin et al (1985) who generated a dataset with small 
sample and simple technology linking inputs and outputs through a linear 
relationship, the literature has incrementally improved such as the introduction 
of noise in the data (Banker et al, 1988; 1993; 1996; Athanassopoulos and 
Curram, 1996), towards more sophisticated use of technology for production 
(Gong and Sickles, 1992) and the generation of panel datasets as opposed to 
cross-sectional datasets (Read and Thanassoulis, 1996; Perelman and Santin, 
2009) (please chapter 3 for specific details). Despite the improvement in the 
assumptions and technology underlying the use of testable production datasets, 
the issue of “quality” of simulated data is still an issue. Thus, researchers are 
exploring different means to generate datasets that are more realistic and closer 
to the characteristics of the existing industries. This will allow for more robust 
results and drawing conclusions of such experiments more reliable for 
managerial, firm performance and policy implications. 
One of the seminal issues argued in Resti (2000) and Perelman and Santin 
(2009) and taken over by like-minded researchers later is that the existing 
studies on data simulation were performed in a single output multi-input 
framework in order to generate the data. However, as most real-world 
production activities are of a complex multi-dimensional nature, simple 
experimental designs imply potential limitations on the generalisation of the 
results presented. Although Bowlin et al (1985) was the first study to generate 
data using two input and two output production function, the use of very simple 
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technology, the lack of noise in the data and the small sample size was not 
enough to draw robust conclusions. Lovell et al. (1994) was the first study to 
introduce a methodology that allows the estimation of a parametric production 
function in a multi-output multi-input setting. Since then, the need to extend the 
analysis towards multi-product technologies has been stressed in the existing 
literature. In this study, adopting the methodology used in Resti (2000), the 
following issues will be dealt with: 
 
1. Firstly, a simulated technology covering two inputs and two outputs is 
chosen for the study. There is no agreement on the literature as to what 
are the key outputs of a life insurance firm. However, the existing 
literature (see Chapter 4) agrees that firms in this industry produce more 
than one output. In the case of banking industry, the literature identifies 
techniques that summarises multiple products into one weighted index 
(Kim, 1986; Resti, 1996). This has been not been very helpful since 
these techniques require some separability conditions that usually are 
not supported by empirical data. Thus, data generation experiments that 
are based on single-product technologies do not reflect true 
characteristics of firms in the insurance industry. Another related issue is 
that, such studies are biased towards DEA models since they can handle 
multiple products in a much more sophisticated manner than parametric 
estimation techniques.  
 
2. Second, on one hand, while generating the output levels for the firms in a 
sample, previous studies such as Banker et al (1993) and Gong and 
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Sickles (1992)use uniform or sometimes normal distributions. This 
however does not take into account the fact that there are usually few 
large firms than small ones. On the other hand, real data distributions for 
insurance firms are usually skewed to the right. This conclusion is arrived 
at by inspecting some of the key life insurance firms operating in UK and 
Germany and conducting an exploratory analysis using their financial 
statements from the firm-level dataset FAME (Financial Analysis Made 
Easy). It was found that the values of the standard skewness index 
ranges from 1.34 to 4.5. Thus in line with this observation, simulated data 
is going to be drawn from a skewed (log-normal) distribution. As with 
most empirical studies, this approach will make the estimation of the 
efficiency levels of large firms potentially more complex, since the 
sample is sparse.  
 
3. Finally, it is not common in existing literature on data generation for the 
purpose of efficiency measurement to account for correlation among the 
different products. However, in real life if a firm produces a large amount 
of one type of output, it is also likely to produce large quantities of the 
other outputs that are similar in terms of characteristics with respect to 
the former. In order to operationalise this construct, some positive 
covariance is implemented among the two key outputs, incurred benefits 
net of reinsurance and addition to reserves. The reason is that this will 
introduce variability on the performance of the different frontier 
techniques, for e.g. on econometric models that might suffer from the 
multicollinearity of the regressors. 
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In addition to these, the six issues identified in section 5.4 must be considered 
while the data generation experiment is conducted. The simulated (artificial) 
dataset will be used to test the reliability under different conditions of SFA, DFA 
and DEA models. This is done by generating two samples, of 50 units and 500 
units respectively with a time period of 8 years. The aim of this data generation 
exercise is to derive the complete set of necessary and sufficient conditions to 
generate data in the case of a simple two-input two-output production function. 
The key steps involved in data generation are presented in the next section. 
 
5.5. THE DATA GENERATION EXPERIMENT 
 
As mentioned above, the aim of generating the artificial simulated dataset is to 
make it as realistic as possible. The following steps are adopted to carry out the 
experiment.  
First, since the product distributions is required to be skewed to the right, log-
normal distributions are going to be used. In addition to this, the logarithms of 
the products yi of the ith firm are taken from a multiple normal distribution with 
mean Uy and a non-diagonal variance/covariance matrix Vy, implying positive 
correlations (see Table 4). This is necessary to ensure that there is a strong 
correlation among the two different product lines. 
Second, data on the key inputs Xi are taken from a multiple normal distribution 
keeping the variance conveniently low. This is to introduce the likelihood that 
both positive and negative differences from the mean are equally likely. 
Moreover after manual inspection of the dataset, it is ensured that no negative 
values are generated. In addition to this, some negative correlations among the 
inputs are also generated. This is to introduce the likelihood that a firm that has 
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significant investment to increase quality of production are also inclined to hire 
unskilled and low-cost labour.  
In Table 4a and 4b, the values chosen for the distribution means and variances 
of products and input variables are provided. These values were chosen to 
replicate as closely as possible a true dataset. This includes the reflection of 
parameter distributions from a dataset employed in the study of German life 
insurance firms that uses stochastic frontier methodology for estimation (Trigo 
Gamarra, 2008). In order to make the simulation exercise more realistic, the 
parameters were chosen so that the generated data would fit reasonably well 
(with a mean absolute percentage error of about 5%) the characteristics of a 
true sample. The parameters of distribution of the real German dataset are 
provided in Fig. 5 below. 
The dataset developed in this study is based on real life insurers from Germany. 
However, it differs from the original dataset because the study is aimed at 
experimentation of relative performance of different frontier efficiency 
techniques. Although the simulated dataset is similar to the original dataset in 
terms of means and covariances, it is developed in a controlled manner to 
reflect certain characteristics such as variation of the inefficiency term and error 
term within sample size of 50 and 500, noise to inefficiency ratio and also 
product correlations (assuming insurers are multi-product firms). This additional 
information is not in the original dataset. However, following Resti (2000) 
methodology they are incorporated to ensure that the competing frontier 
efficiency techniques are able to estimate within their own limitations and also 
that they are measuring performance of technical efficiency within the realistic 








Following Resti (2000), the efficient demand for inputs xi are generated by means of 
a two-input two-output production function, which was derived from a Cobb-Douglas 
technology. Moreover, in order to avoid giving parametric techniques an unfair 
advantage over the nonparametric frontier efficiency techniques, the production 
function used is piecewise parametric. The next two sub-sections describe in details 
how a production function is derived from a multi-product technology and how noise 
and inefficiency is injected into the dataset.   
 
5.5.1. Deriving two-input two-output Cobb Douglas production function 
 
It is important to define the two-input two-output production function before the data 
generation experiment can be carried out. For a simple two-input, two-output 
framework, the production function can be described using the following equation 
below where Po could be defined by   
 
    
    
   (5.6)
   
Assuming homogeneity of degree +1 will require the following: a1+a2=1, a11+ a12=0, 
a22+a21=0, 11+12+21+22, and symmetry a12=a21 and 12=21. Moreover, in order to 
avoid negative logarithm values, it is assumed that production input and output 
quantities are equal to or greater than 1, which can be denoted by y1, y2, x1, x2 ≥1 
By following Eq. (5.1), the following are assumed, where a0=-1; a1=0.5; a11  =0.5; 
1=-1.5; 2=-0.6; 11=0.1; 22=0.1; 12 -0.1; 11=22=-0.05; 12=21=0.05 
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In the second step, the objective is to define the exogenous ratio between the two-
outputs and the two-inputs. Here two scenarios are defined following Perelman and 
Santin (2009) Monte Carlo simulation experiment. Here, on one hand in the first 
specification (Experiment 1) it is assumed that  
[lny2 - lny1] ≤ 1.5, and [lnx2 - lnx1] ≤ 2.5. 
The values of inputs x1 and x2 were generated randomly and independently using a 
uniform distribution over the interval [50*8=400, 500*8=4000]. This generation 
assures the following below  
[Ln50 - ln5] = [ln5 - ln50] ≤ 2.3 
On the other hand, in the second specification (Experiment 2), it is assumed that  
[lny2 - lny1] = 0, and [lnx2 - lnx1] ≤ 2.5.  
 
5.5.2. Addition of Inefficiency and Noise to the Artificial Dataset 
 
The next step in the experiments was to generate inefficiency. To do this, a half-
normal distribution is used, where lnP = u ±1 [N (0; 0.3)] so that the technical 
inefficiency could be easily calculated as TE = 1/exp(lnP). In both the experiments, 
by following Perelman and Santin (2009) who adopted this approach from Bardhan, 
Cooper and Kumbhakar (1998), 20% of the DMUs were allowed to be on the true 
frontier. A number of reasons were given for this assumption in Bardhan, Cooper and 
Kumbhakar (1998), while it was also stated in other research studies that relaxation 
or restriction of this assumption could be done depending on the research objectives 
of the study. Finally, in order to introduce the random statistical perturbation in the 
production function, two random terms for each output are independently generated 
where v1 ± N (0; 0.01) and v1 ± N (0; 0.01). This allows for random shocks to affect 
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output in different quantities as well as in different directions. This information was 
used to generate output values y1 and y2 by following the equation below: 
 
   
    
      
           (5.7)  
 
Here, the value of a0 must be imposed with the restriction that -lny1 - a0 < 0 for all 
DMUs. This is necessary so that negative production values are avoided from 
generating. Next, lny1 and lny2 are calculated as well as lny*1 and lny*2. In this case 
the asterisks represent the output values in the production frontier.  
Finally, the observed outputs lny1 and lny2  are generated by allowing to capture for 
technical inefficiency. This is done by multiplying the output values in the production 
frontier lny*1 and lny*2 by 1/exp(lnP) in order to generate outputs taking into account 





Thus, the step above allows the treatment of technical inefficiencies in the dataset. 
However before using the outputs y1 and y2 in empirical analysis chapter, it is also 
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important that some random noise is added to the data (Mortimer, 2002; Perelman 
and Santin, 2009). This is done by generating a stochastic value for each 
input/output variable where the real (inefficient) data of each firm was “blurred” 
through a normally distributed, zero-mean random component j (please see below) 
 
During the data generation experiment, the parameter values is set to  = 0.01 (this 
implies that random error does not exceed 2% for 95% of the data), uu= 0.01,u = 
0.08 (this implies that the truncated normal has a mean of 0.0676 and a standard 
error of 0.0555). 
Finally, two different samples of data were generated. This is done by changing the 
number of observations (depending on sample size of 50*8 or 500*8) and the value 
of z is set in between 0.05 and 0.25. This leads to a wide variety of situations, 
affecting the relative importance of noise and productive inefficiency and the relative 
weight of the source of technical inefficiencies.  
In summary, before using this dataset to test the estimation techniques, the 
input/output data were altered to reflect the presence of both inefficiencies and noise 
as discussed in the sections above. Since the inefficiency levels are generated 
through simulation techniques, it is possible to know the exact amount of technical 
inefficiency of each firm. Thus these values will be compared with the estimates 




5.6. DISCUSSION  
    
In the light of the above experiment, this research study attempts to compare the 
efficiency of a variety of DEA models with SFA & DFA through the use of simulated 
data. Although the use of simulated data for measuring efficiency is not new, there 
are very few studies which have used simulated data to compare both parametric 
and non-parametric approaches in the banking industry (Banker et al, 1987; 1993; 
1996; Bardhan et al, 1998; Bojanic, 1998; Read & Thanassoulis, 1996; Yu, 1998; 
Ruggiero, 1999; Resti; 2000). Moreover, no comparison using multiple frontier 
efficiency techniques has yet been done for the insurance industry using simulated 
data. There are many advantages of the use of simulated data over real data. Firstly, 
studies based on simulated data have the advantage of providing a criterion against 
which to compare the performance of competing methods as the true values of 
technology and inefficiency parameters are known and available for comparison 
against estimated values. Secondly, in the case of findings based on simulated data, 
the observed deviations between the efficient frontier and observed production points 
could be attributed purely due to inefficiency. Third, simulated data can imitate the 
scale and scope of production, concentration of market (industry) power, and various 
other features of a real-world setting that can be used to make accurate predictions 
of the efficiency estimates from different techniques. Last but not the least, this type 
of data can be used to assess the same efficiency concept (i.e. technical efficiency) 
across all the approaches (frontier techniques) as the observed differences in 
efficiency scores will reflect the effects of the differences in the measurement 
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techniques, rather than any of other factors such as distributional assumptions, 
statistical noise etc. 
Some of the key issues still remain with analysis of frontier efficiency from simulation 
studies. These studies tend to assume away the sort of complications that arise for 
real-world applications. Although simulated data attempts to provide a neutral setting 
and a fair comparison, it is quite possible that simulated production units, 
technologies, and production environments might not be accurate in capturing the 
multi-plant, multi-product organisation of many real-world organisations and might not 
provide a true test of the techniques (Mortimer, 2002). On the other hand, the 
advantages of using simulated data clearly outweighs the disadvantages as actual 
efficiency scores such as those underlying the simulated data generation process 
allows better comparison. It also better deals with the nature of the data specifically 
required for the purpose of estimation with different frontier efficiency techniques. 
With recent advances in sophisticated computing power, data simulation techniques 
allows developing simulated data more realistically and closer to the characteristics 
of real-life industries (Yu, 1998; Resti, 2000). The calls and suggestions for a 
discriminating research programme, which includes realistic simulation studies to 
compare different frontier techniques, have motivated this research project and is the 
consequence as such (Mortimer, 2002). It is understood and agreed that the 
simulation studies do succeed in indicating a range of specific situations in which the 
reliability of particular estimation techniques can be assessed. Thus, appropriate data 
generation experiments have been carried out following the approach adopted in 
Resti (2000) to generate the type of data that is necessary to carry out estimations 
for the different frontier technique.   
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In summary, the section consists of the following key steps involved in data 
generation. 
1. The first step broadly involves the need to define the production function, the use 
of inputs & outputs and identifying (specifying) their characteristics when defining the 
production function (Perelman & Santin, 2003).  
2. Assuming outputs y1 & y2 are produced by using inputs x1 & x2, the next step is 
to express the exogenous ratio between the inputs and the outputs. For this purpose, 
a few scenarios are considered. The endowments of inputs x1 and x2 are required to 
be generated randomly and independently using a uniform distribution over a 
specified interval (Gong &Sickles, 1992). Once the parameters and output and input 
logarithms are generated, the output values have to be calculated for the frontier y1 
& y2. The choice of the parameters for the production function has been imposed 
following the approach of Resti (2000) and Perelman and Santin (2009). Also, to 
avoid giving parametric techniques an advantage over non-parametric techniques, 
the two-input two-output function used is piecewise parametric (Yu, 1998).   
3. The final step involves generation of inefficiency and injection of noise into the 
data. A log-normal distribution is used to ensure that product distributions are skewed 
to the right. The products yi of the ith firm are taken from a multiple normal distribution 
with mean uy and a non-diagonal variance/ covariance matrix vy, implying positive 
correlations. Moreover, data for inputs (x1 & x2) are taken from a multiple normal 
distribution to ensure that both positive and negative differences in mean values are 
likely to emerge and also keeping the variance conveniently low. There is also a 
need to implement some negative correlation among inputs as it seems reasonable 
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that firms investing to upgrade production quality can afford to hire unskilled, low-cost 




The purpose of this study is to address the two broad research gaps (see Chapter 4) 
by providing a comprehensive analysis of the comparability of research outputs from 
the measurement of efficiency using both parametric and non-parametric 
approaches. In understanding the degree of comparability between the two 
approaches, it is important to recognise the two broad areas which can lead to a 
divergence in research outputs: i) the research methods themselves; and the ii) the 
characteristics of the data.  
Given the nature of this research, it will involve the application of a wide and 
comprehensive set of method within the family of parametric of non-parametric 
approaches. These standard methods are evaluated using simulated dataset of life 
insurance firms. The distributional characteristics of generated data sets are varied 
before being used with the parametric and non-parametric approaches. In this way 
the comparability of the research outputs from the two approaches can be checked 
as the characteristics of the data are varied. 
In summary, the chapter has provided an understanding of the philosophical 
approach that the research study has adopted along with the description of the key 
estimation techniques within parametric and non-parametric approaches that are to 
be used for data analysis. It also provides a summary of the dataset along with the 




The next chapter discusses the findings from the estimation of frontier efficiency 






















This chapter presents the results of efficiency analysis using artificial 
(simulated) panel data that reflect characteristics of the life insurance industry in 
a developed economy. The results of technical efficiency are compared using 
popular frontier efficiency methodologies from parametric approaches, i.e. SFA 
and DFA and non-parametric approaches, i.e. DEA-CCR, DEA-BCC (CRS, 
VRS and scale) and DEA-RAM (CRS, VRS and scale). The results address two 
important objectives of the study, which are: 
a. Assessment of popular multiple frontier efficiency techniques and 
whether they provide similar technical efficiency levels. This objective is 
important in the evaluation of the estimated efficiency distribution of 
different frontier techniques, where the extant literature on comparison of 
parametric and non-parametric approaches is still growing (Eling and 
Luhnen, 2010).  
b. Assessment of frontier efficiency methodologies using simulated panel (8 
years) data that are based on characteristics of insurance industry firms 
in a developed economy. This objective is crucial because the availability 
of real usable data for longer time periods to investigate popular multiple 
frontier efficiency techniques in the same study is limited; and therefore 
the use of simulated data enables investigation of technical efficiency 
(same concept) taking into account the assumptions that hold across the 
different frontier techniques. The rationale is that use of simulated data 
will enable observation of differences in efficiency scores so that the 
effects of the differences is reflected in the measurement techniques, 
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rather than any of other factors such as distributional assumptions, 
statistical noise etc. 
Two unique features of the empirical framework for the study is, first, it 
investigates whether use of different sample size matter for efficiency scores 
under multiple frontier efficiency techniques, and second, it adopts a dataset 
that is simulated to reflect a longer (panel) pattern of observations for input and 
output variables. The second feature is a unique contribution in the sense that 
previous studies have rarely used simulated panel data to investigate technical 
efficiency across frontier techniques. The investigation of simulated panel data 
therefore enables to take into account the time dimension in the estimation 
frameworks when computing efficiency levels.    
The analytical techniques (described in methodology chapter) for estimation of 
efficiency scores are used for two parametric approaches, SFA and DFA (using 
econometric tools), and three non-parametric approaches, DEA-CCR, DEA-
BCC and DEA-RAM (using linear programming techniques). The main 
differences among the frontier techniques as addressed in previous chapters, is 
the approach chosen for the decomposition for the residual between the 
random disturbances and the efficiency term (Weill, 2004). The SFA technique 
relies on distributional assumptions for both components of the residuals to 
separate them, while under DFA the assumptions are kept to a minimum. In the 
case of DEA models, the assumption however is that the residual represents 
the inefficiency term (in which case, there is a likelihood of overestimation of the 
inefficiencies). Moreover, a disadvantage associated with parametric techniques 
is that they specify a functional form (while non-parametric techniques do not) 
and the functional form may not fit the data appropriately.  
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The results provide evidence to suggest that comparable means can be 
generated across popular multiple frontier efficiency techniques with the use of 
simulated panel data. Overall there are no major differences in the technical 
efficiency scores from the frontier techniques, with SFA recording the highest 
followed by DFA. While the efficiency scores are almost similar for DEA-CCR, 
DEA-BCC and DEA-RAM when assuming CRS, the scores for DEA-CCR, DEA-
BCC and DEA-RAM are slightly higher when assuming VRS and assuming 
scale efficiency. The mean absolute deviation between true and estimated 
efficiency is used to evaluate the performance of the different frontier estimation 
techniques.     
It is well understood in the literature that the evaluation of the frontier 
methodologies requires a performance measure (Andor and Hesse, 2011). 
Many authors such as Ruggiero (1999) and Banker et al (1993) focus on 
ranking accuracy, as they use the average rank correlation between the “true” 
and estimated efficiency. However, in real world applications, ranking accuracy 
is an inferior performance criteria. This is because policy makers are more likely 
to set individual efficiency objectives. As a result, the ability to measure of 
efficiency of the individual DMU (firm under investigation) is one the most 
determining factor. Following this, the mean of the absolute deviation (MAD) of 
the “true” and the estimated efficiency values are calculated and used as the 
deciding performance measure (for a discussion as to the usefulness and utility 
of MAD, see Charnes, Cooper and Rhodes 1981; Behr and Tente, 2008: 8-10). 
Moreover, an investigation of inter-comparison is also conducted to compare 
the performance of the five frontier efficiency techniques. This is done within a 
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certain setting and is tested to determine, whether the performance levels are 
significantly different. 
The use and appropriateness of utilising a Cobb-Douglas production function 
specification over others such as the translog function (Pascoe and Robinson, 
1998) or the constant-elasticity of substitution (CES) function (Miller, 2008) 
deserves mention here. First, the Cobb-Douglas production function is a special 
case of the translog production function. The Cobb-Douglas function imposes 
more stringent assumptions on the data than the translog function, primarily 
because the elasticity of substitution has a constant value of 1 (i.e. the 
functional form assumption imposes a fixed degree of substitutability on all 
inputs) (Hannesson, 1983). Moreover, the elasticity of production is constant for 
all inputs (i.e. a 1 percent change in input level will produce the same 
percentage change in output, irrespective of any other arguments of the 
function). Second, the Cobb-Douglas production function has certain 
advantages when estimating technical efficiency. It can handle multiple inputs 
and outputs in a generalised form relative to the translog and CES function 
(Bhanumurthy, 2002). Moreover, the Cobb-Douglas production function unlike 
other specifications (such as translog and CES) can better handle different 
scales of production and thus it is more suitable for application in this study. 
Finally, it is argued that the Cobb-Douglas production function has more 
restrictive assumptions than others. However, Bhanumurthy (2002) 
demonstrates that in reality most of the assumptions associated with the Cobb-
Douglas production function can be relaxed with the exception of an obvious 
one (for more technical explanation on this, please see Hulten, 1986). In the 
light of the three key factors cited above, it is in the best interest of the study to 
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use the Cobb-Douglas functional form for technical efficiency estimation using 
parametric frontier efficiency techniques.   
Another issue which needs mentioning is that the current study only 
investigates technical efficiency levels and not allocative efficiency. This is for 
the following reasons. First, the objective of the study is to assess combination 
of inputs for producing a certain output in the case of artificial data for life-
insurers (and uses an input oriented approach). While allocative efficiency 
refers to the ability of a firm to choose the optimal combination of inputs given 
input prices, a good measurement of the level of expenditures for different 
inputs is required. The current simulation exercise follows a parsimonious 
experimentation and more information (and further decomposition) is needed to 
compute input expenditures which is beyond the scope of the study. Second, 
one of the seminal paper by Leibenstein (1966) using manufacturing data from 
seven countries suggest that the theory of allocative efficiency (with its 
assumptions of cost-minimisation) does not necessarily hold true and that the 
degree of technical efficiency is more significant and directly affects the level of 
unit costs. Following the meta-exposure in this seminal paper and given the 
scope of the current study (with use of artificial data in one industry), the focus 
will only be on technical efficiency levels. 
The structure of the chapter is as follows. Section 6.2 provides the model 
specifications for the SFA model estimation and discusses the key findings 
whereas 6.3 do this for results for estimations from DFA. Section 6.4 discusses 
the results using standard DEA models, DEA-CCR, DEA-BCC and DEA-RAM 
while a discussion that involves comparison of the frontier efficiency techniques 
195 
 
adopted for this study and key implications of the results are explained in 
section 6.5. Section 6.6 concludes the chapter.      
 
6.2. STOCHASTIC FRONTIER ANALYSIS: KEY FINDINGS 
 
Following the approach adopted in Weill (2004), the SFA model is estimated by 
assuming a Cobb Douglas functional form and including a beta distribution as 
expressed in Eq. 6.1 below.  
𝐿𝑁(𝑌2)=𝛽_0+𝛽_1 𝐿𝑁(𝑌1/𝑌2)+𝛽_2 𝐿𝑁(𝑋1)+𝛽_3 𝐿𝑁(𝑋2)+𝛽_4 𝐿𝑁(𝑋1)𝐿𝑁(𝑋2)+ 
〖1/2∗𝛽〗_5 (𝑋1)(𝑋1)+〖1/2∗𝛽〗_6 𝐿𝑁(𝑋2)𝐿𝑁(𝑋2) 
             (6.1) 
Here, the equation is estimated specifically using fixed effects technique based 
on the computer program FRONTIER 4.1 (Coelli, 1996). This technique has 
been suggested by Collier, Johnson and Ruggiero (2011), the application of 
which remove unobserved time-invariant characteristics and improves the 
precision of the estimates by increasing statistical efficiency.  
In this section, the technical efficiency levels derived from estimation of SFA 
model will be discussed. Table 5 (see Row 1) provides a statistical summary of 
the estimated efficiency scores of all firms for both samples estimated using the 
SFA model above. From the table, it appears that there are very slight 
differences in mean efficiency scores (about .02) across the two samples 
whereas standard deviation from 1 for both the samples are comparable 
(0.0004 for Sample A and 0.00034 for sample B). The findings are in line with 
with previous studies where results on technical efficiency using stochastic 
frontier models are robust to differences in sample size (Ondrich ad Ruggiero, 
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2001). The findings on SFA from this study also contradicts the literature which 
specifies and suggest that performance of SFA declines when applied to small 
sample sizes. In this study, it is found that performance of SFA does not matter 
in the context of varying sample size. In regard to the overall mean values of 
technical efficiency scores for the entire period, a relatively small range is found, 
i.e. 0.996%, indicating that the average DMU in the sample could reduce its 
inefficiency by approximately .04%, in order to match its performance with the 
best possible practice.          
The primary advantage of SFA is that it attempts to account for the effects of 
noise in the data. Here it is important to note that this methodology specifies the 
functional form for the technical efficiency relationship that links the DMU’s 
output and input factors and relies on distributional assumptions to separate the 
random errors and the efficiency terms. However, SFA fails to accurately 
separate noise and inefficiency: which outweighs one of the key advantages or 
“selling points of the stochastic frontier approach” i.e. the ability to cope with 
noisy data.  
 
 
6.3. DISTRIBUTION FREE APPROACH: KEY FINDINGS 
 
The distribution free approach (DFA) is a panel estimation technique that avoids 
imposing distributional assumptions on the error component and was 
introduced by Schmidt and Sickles (1984) and Berger (1993). DFA specifies a 
functional form for the efficiency frontier as does SFA, but it uses a different way 
to separate the inefficiencies from the residual. DFA disentangles inefficiencies 
from random errors by assuming that inefficiencies are relatively stable and 
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should persist over time. Random errors are momentary and should tend to 
cancel one another out over time by averaging. In particular, a cost or profit 
function is estimated for each period of a panel data set. The residual in each 
separate regression is comprised of the inefficiency and random error terms. 
Since the random error component is assumed to average out over time, the 
average of an insurer’s residuals from all of the regressions is an estimate of 
the inefficiency of the bank. There are no restrictive assumptions imposed on 
the distribution of either inefficiency or the random error. As a result, DFA is 
easier to implement than SFA because it does not require the use of maximum 
likelihood methods to estimate the production function. The function can be 
estimated either by generalised least squares (GLS), as in Schmidt and Sickles 
(1984) or by using ordinary least squares (OLS), as in Berger (1993). The 
inefficiency is then estimated for each firm as the difference between its 
average residual and the average residual of the firm on the frontier. In this 
case, the expression of technical inefficiency is as follows. 
 
 
    
where lnit is the average residual over the period and min (lnεt) is the minimum 
value of the average error term for all firms in the sample. 
 
In the estimation with DFA technique, generalised least squares have been 
applied to the panel dataset in order to obtain a single set of parameters. The 
assumption here is that the inefficiency component of firms is fixed over time 
and inefficiency is uncorrelated with the regressors. In the production function 
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model above, first order serial correlation is corrected for and a separate 
intercept for each firm is recovered from the panel estimates as the average 
residual for that firm over a period of time. The firm with the smallest average 
residual will be presumed to be the most efficient firm and the inefficiency of all 
other firms will be measured relative to this benchmark.  
In the case of findings from DFA, it is seen that MAD is high and very close (and 
comparable) to the results from SFA estimation. The findings thereby reinforce 
the performance implications of DFA methodology whereas in the literature it 
has always been seen that DFA’s performance is weaker than non-parametric 
frontier efficiency techniques (Mortimer, 2000). Furthermore, it can be seen that 
using a two-input two-output production function, DFA methodology can also 









































































































































































































6.4. DATA ENVELOPMENT ANALYSIS: KEY FINDINGS 
 
The estimation of DEA models follows standard approaches that have been 
addressed in the methodology chapter (Chapter 4). It was possible to estimate 
five different DEA models, i.e. DEA-CCR with CRS assumptions, DEA-BCC 
with CRS, VRS assumptions and with scale efficiency and DEA-RAM. From 
table 5, it is clear that the performance of all DEA methodologies, on an 
average, are lower than parametric techniques such as SFA and DFA. 
However, the MAD for the different DEA models does not have much variation. 
Infact, it is seen that MAD values of the DEA models decrease only by small 
amounts. 
Under DEA-CCR that assumes constant returns to scale, it is seen that their 
performance varies with the size of the sample. Although displaying a small 
variation, it is seen that the MAD for DEA-CCR is higher for Sample B (low 
observations) relative to Sample A (large observations). This finding is 
consistent from results of the estimation of other DEA models such as DEA-
BCC with assumptions of both variable returns to scale and for scale efficiency 
as well as DEA-RAM. This also implies the relatively favourable effect of sample 
size on robustness estimates and observation of significant differences when 
DEA models are estimated. This is also in line with the literature on DEA which 
suggests that, other all things remaining constant, they are better equipped to 
deal with small, medium or larger samples and that their performance is not 
affected by sample sizes  (Resti, 2000; Perelman and Santin, 2009).  
Coming back to DEA-BCC with assumptions of CRS, VRS and scale efficiency, 
steady changes in MAD and standard deviation (mean) are observed during the 
time period under investigation. The theoretically accepted view is that allowing 
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for variable returns to scale usually results in a higher average efficiency 
because production units which were efficient under CRS are accompanied by 
new efficient production units that might operate under the increasing or 
decreasing returns to scale (Berger et al, 1993). The results however suggest 
that MAD of DEA-BCC with variable returns to scale as well as with scale 
efficiency is slightly lower than DEA-CCR. This could be because large 
production units are likely to be spanning the production possibilities frontier 
under the CCR model. However, it can be said that from the findings of DEA-
BCC in Table 5, under the assumption of VRS, CRS and scale efficiency in the 
given period, it has moved towards equalization of production units with regard 
to their technical efficiency.   
In the case of findings from DEA-RAM, the technical efficiency scores 
(operationalized by using MAD) for both the samples are fairly comparable to 
scores reported in previous insurance industries, for e.g. property-liability 
insurers and life-insurers (Cummins and Nini, 2002; Xie, 2003; Leverty, 2005). 
The reported technical efficiency using MAD is lower than the rest of DEA 
models, on average. This could be attributed to a few reasons. The influence of 
sample size is likely to be a factor. Two relatively large samples of 400 
(50N*8T) observations and 4000 (500N*8T) observations of production units 
were used. This could be an important factor because in DEA, the piecewise-
linear convex isoquant constructs the “best-practice” frontier from the sample 
and therefore the sample size affects the efficiency. With a larger sample of 
firms, efficiency is likely to be deflated, as these firms are likely to define the 
frontier. Moreover, as the number of firms in both the samples grow, efficiency 
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is likely to gradually decrease because the “best-practice” firms will lie on the 
frontier and envelop the rest of the firms (Leverty, 2005).    
 
6.5. COMPARISON OF FRONTIER EFFICIENCY TECHNIQUES 
 
This section considers and compares the results (technical efficiency) of all the 
frontier efficiency techniques used in the study. The information on the results is 
provided in table 5. The first unique finding in this study is that use of simulated 
(artificial) data to estimate competing frontier efficiency methodological 
approaches allows in generation of comparable means. To this effect, when 
MAD is concerned, almost all the competing techniques yield relatively similar 
results. 
Figure 6 displays the histogram of the 5,000 (50 production units*100) 
simulations and the estimated efficiency scores for DEA (CCR & BCC excluding 
RAM) and SFA separately, and also introduces a combined graphic. This 
illustrates that the distributions of the estimated efficiency scores are quite 
similar up to a level of 90%. However, from that level onwards, the main 
differences become apparent. DEA calculates the efficient frontier subject to the 
specific input output relations for each simulation. Thus, it is this unique feature 
that a relatively high percentage of the 5,000 production units (DMUs) has been 
determined as fully efficient. Moreover, an average of about 20 of 100 
production units are on the efficient frontier. In the case of estimates for SFA, it 
is symptomatic that the distribution is left skewed. Here, only 0.1% of the 
production units are fully efficient, while a large proportion (50% of the DMUs) is 
relatively efficient (between 90 and 100%). Finally, a small proportion of 
production units are relatively inefficient. 
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Fig. 6.  














In summary the pattern of results from the 5 competing frontier efficiency 
techniques look like the following:  
SFA≥DFA>DEA-CCR-CRS≥DEA-BCC-CRS>DEA-BCC-VRS>DEA-BCC-
SCALE>DEA-RAM 
where > indicates strictly better and ≥ indicates weakly better. It should be 
emphasised at this place that the baseline scenario of the simulation 
experiment is out rightly advantageous for the parametric econometric 
approaches so that the good performance of SFA and DFA is not overly 
surprising. 
From Table 5, the results for the variation of sample size can also be 
considered. When all the frontier techniques are compared, it is possible to 
distinguish between three different intervals. The parametric techniques, SFA 
and DFA yield a significantly better performance than DEA models with both 
sample sizes. However, DEA also achieves significantly better or results close 
to parametric frontier techniques with the use of different sample sizes. These 
results suggest that performance of SFA, DFA and DEA models are 
comparable. It also contradicts previous findings and especially 
recommendation that SFA should not be applied to small sample sizes.  
Another test is also done to investigate the variation of collinearity between 
inputs and whether a significant effect is seen on the performance of frontier 
efficiency techniques (please see Table 6). In order to test for the differences 
statistically, Wilcoxon matched-pairs signed rank (WMP) test is applied with a 





P(x1, x2) SFA DFA DEA-CCR  DEA-BCC DEA-RAM 
0 0.086 0.083 0.079 0.081 0.078 
0.1 0.088*- 0.081- 0.076* 0.083- 0.081- 
0.25 0.084- 0.081- 0.077- 0.084- 0.079- 
0.5 0.082- 0.079* 0.079* 0.083 0.078- 
0.75 0.081- 0.076* 0.076- 0.079* 0.077* 
0.9 0.089*- 0.075- 0.076- 0.080- 0.074- 
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Additionally, the Kolmogorov-Smirnov equality-of-distributions test (KS) with a 
95% confidence level is also applied to check for differences in the shape of 
distribution of the MAD. While an asterisk indicates a significant difference and 
a minus indicates insignificance. Moreover, as two tests are used, it is important 
to pay notice to the order of the symbols. While an asterisk followed by a minus 
sign denotes that the first WMP test indicates significance and the second KS 
indicates insignificance. However, if both tests have the same indication, only 
one symbol is shown. The results for the variation of collinearity between the 
inputs suggest that it does not exert a significant impact on performance 
confirming findings by Andor and Hesse (2011). Table 6 shows that none of the 
considered criteria are affected. These findings also concur with Jensen (2005), 
where it is concluded that collinearity has no influence on the performance of 
SFA, DFA and DEA.  
Finally, as suggested by Bauer et al (1998), a few consistency conditions of the 
results from parametric and non-parametric frontier efficiency methodologies 
are also examined. 
 
Consistency condition (1): Comparisons of efficiency distributions 
A number of distributional characteristics generated by the 5 frontier efficiency 
methodologies are also considered. The mean efficiency from techniques from 
the parametric approach, TFA and DFA averaged .9941 while the mean 
efficiency for all the DEA models that include DEA-CCR, DEA-BCC and DEA-
RAM averaged 0.9215. Taking this into account, it is seen that parametric 
techniques perform slightly better in comparison with DEA techniques. The data 
confirms that parametric approaches, overall, are generally consistent with one 
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another in terms of the distribution of the efficiencies generated, yielding 
relatively high efficiencies for the vast majority of production units or DMUs. 
Alternatively, non-parametric techniques, i.e. DEA methods, are generally 
mutually consistent with one another, yielding slightly lower efficiency scores.  
 
Consistency condition (2): Identification of best practice and worst practice 
DMUs  
Bauer et al (1994) suggests that even if the competing frontier efficiency 
techniques do not always compare in terms of efficiency scores, they can also 
be used for comparison if the most efficient and least efficient production units 
are identified consistently. In this regard, it is seen from Fig. 5 that for SFA only 
0.1% of the production units are fully efficient, while a large proportion (50% of 
the DMUs) is relatively efficient (between 90 and 100%). A very small proportion 
of production units are inefficient. The situation of DFA is more or less similar to 
this. However, in the case of DEA methodology, as opposed to parametric 
approaches, a relatively high percentage of the 5,000 production units (DMUs) 
have been determined as fully efficient (about 20%).  Therefore, while 
considering best and worst practice production units, DEA based techniques 
could be better used to identify fully efficient and inefficient production units. 
As the study utilises a simulated dataset, the determination of which set of 
methods is better applicable to real world applications must be combined with 
other important consistency conditions following the approach of Bauer et al 
(1994). However, as the information (important variables) available to 
investigate other consistency conditions for the different methodological 
approaches is absent, this cannot be done for the current study. This includes 
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examining consistency conditions by considering the standard non-frontier 
measures of performance such as ROA (return on assets), ROI (return on 
income) and ROE (return on equity). 
 
6.6. CONCLUSION   
 
In summary, the results of technical efficiency levels from parametric and non-
parametric methodologies using a simulated dataset mimicking the insurance 
industry of a developed economy documents the generation of comparable 
scores. The generalisation from the study requires care in order to derive 
guidelines. Firstly, the use of a simulated dataset to estimate multiple frontier 
efficiency techniques exposes them to the problem of ‘‘specificity’’ (Hendry, 
1984). This implies that those experiments can cover only a small part of the 
space of possible parameters and functional forms. Taking this into account, it 
has been possible to generate some selective results pertaining to a limited set 
of points of the parameter space. 
In line with this caution, a few general patterns can however be summarised. 
First, SFA and DFA demonstrate a reasonably good performance to the 
consideration of different sample sizes. However, it has to be taken into account 
that the experimental design is quite favorable for SFA as well as DFA. As a 
result, any criticism raised against parametric techniques (i.e. that it is not able 
to separate inefficiency and measurement error) cannot be confirmed by the 
present study. The performance of DEA models is also quite remarkable even 
for larger measurement error variances. Some important changes can be 
observed when constant, increasing or decreasing returns to scale are induced. 
Moreover, DEA-RAM produces efficiency estimates that are lowest within the 
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DEA category. Overall, SFA and DFA dominate efficiency while DEA-CCR and 
DEA-BCC techniques also have comparable performance in relation to their 
parametric counterparts. However, the performance of DEA-RAM has been 
slightly lower. 
The next chapter focuses on the important theoretical and methodological 
implications of the results and also discusses how the results could be better 
used to provide a direction for scholars interested in comparing performance 




















In this thesis, the core idea was to develop a panel dataset based on simulation 
techniques using a two-input-two-output production framework that are based 
on real characteristics of a life-insurance dataset in a developed economy. After 
the dataset was generated, frontier efficiency techniques from both parametric 
(SFA and DFA) and non-parametric (DEA-CCR, DEA-BCC and DEA-RAM) 
approaches were utilised to perform efficiency estimations based on standard 
techniques described in the literature. Owing to the unique nature of the study 
and information available from the dataset, technical efficiency levels were 
estimated while cost, allocative and profit efficiency were not the subject of 
investigation. The findings from the data analysis suggested that frontier 
techniques from both approaches could be used and evaluated to generate 
comparable results under artificial data. Besides, the study also identified a few 
factors that could influence on the performance of the particular frontier 
methodology. The performance of frontier efficiency techniques were also 
subjected to two consistency conditions proposed by Bauer et al (1998) where it 
emerged that parametric techniques perform slightly better in comparison with 
DEA techniques, whereas DEA models are generally mutually consistent with 
one another. Alternatively, DEA based techniques could be better used to 
identify fully efficient and inefficient production units.    
The purpose of this chapter is to address the key theoretical and 
methodological implications that arise from the findings in Chapter 6 and on the 
relative role of multiple frontier efficiency techniques in estimating efficiency and 
their performance.  
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7.2. METHODOLOGICAL IMPLICATIONS 
 
Eling and Luhnen (2010) survey states that DEA is the most frequently applied 
method in studies conducting frontier efficiency analysis in insurance. For 
example, in the survey 55 out of 95 papers apply DEA models to measure 
efficiency in insurance sector. In recent years, however, a number of proposals 
for improving both econometric (regression based) and mathematical (linear 
programming) approaches have been provided. Some of these 
recommendations include the development of more appropriate functional forms 
for the econometric approaches or the introduction of bootstrapping procedures 
for the DEA based approaches. With regard to the choice of input factors, there 
seems to be widespread agreement among researchers: 61 out of 95 studies 
use at least labour and capital as inputs and most of them also add a third 
category, usually business services. With regard to output measurement, most 
studies employ the value-added approach and this approach is also used in the 
current research study. In the current study, a short review on the issues with 
variable measurement (inputs and outputs) are provided in chapter 5, for e.g. 
whether premiums or claims are the better proxy for value added approach. In 
recent years, there has been an expansion of frontier efficiency measurement in 
insurance to new fields of application, such as market structure and risk 
management.  
Since efficiency evaluation plays a very important role in regulatory analysis as 
well as management decision making, it is strongly recommended from the 
findings that great care should be exercised when choosing evaluation 
techniques from among the parametric and nonparametric frontier efficiency 
techniques. In the current study, three nonparametric DEA models, i.e. DEA-
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CCR, DEA-BCC and DEA-RAM are used as complementary models to the 
much popular parametric SFA model and DFA to measure technical efficiency. 
Following Bauer et al. (1998), two consistency tests were conducted to compare 
the outcomes of different frontier techniques to determine whether serious 
inconsistencies arise. The findings are consistent with the previous empirical 
literature, and in both cases, indicate only moderate compatibility across the 
different techniques. The differences between efficiency scores obtained from 
the different approaches are attributed mainly to the inherent advantages and 
disadvantages, detailed earlier (in Chapter 2), of each methodology. The 
findings from the consistency checks imply that there are important differences 
in the order structure of efficiency scores across the different measurement 
approaches. Thus, this finding answers the first research question of the study 
as highlighted in Chapter 1 of this thesis.  
 
7.3. THEORETICAL IMPLICATIONS 
 
Proponents of the stochastic frontier approach emphasise its ability to 
incorporate measurement error and statistical noise. On one hand, one of the 
most widely-used measure of inefficiency that is calculated using the stochastic 
frontier approach is the Jondrow=Lovell=Materov=Schmidt transformation of the 
composed error.  On the other hand, Waldman (1984) has demonstrated that 
this transformation achieves the highest linear correlation with true inefficiency 
in a stochastic frontier model. Unspecified linear transformations of the 
composed error transformation will also achieve highest linear correlation. As 
some critics argue, the failure of the stochastic frontier approach to generate a 
reliable measure of efficiency is due to the fact that the appropriate linear 
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transformation cannot be specified (Ondrich and Ruggiero, 2001). If the size of 
the inefficiency disturbance is the only use to which the stochastic frontier 
estimates are put, linear correlation of true inefficiency with the composed error 
transformation is still the appropriate performance criterion. Moreover, a host of 
authors also present the Debreu=Farrell measure of technical efficiency, which 
is a non-linear transformation of the inefficiency disturbance. If both of the 
measures cited above are deemed important, then rank correlation becomes 
the appropriate performance criterion.  
Yu (1998) in a simulation study finds that the stochastic frontier methodologies 
have a dominant advantage over the other non-parametric techniques, 
especially in the context of dealing with the exogenous variables and if the 
exogenous variables can be correctly identified and incorporated in estimating 
the production frontiers. It was also emphasized that omission and 
misspecification of the exogenous variables are likely to affect the accuracy of 
the efficiency estimates. Alternatively, when the effects of exogenous variables 
do not dominate heavily, the mean efficiency estimates from the DEA models 
are very close to the 'true' efficiency level, and the DEA technique appears to be 
a reasonably good alternative.  
Perelman and Santin (2009) explains that very few studies have considered 
multi-output multi-input production functions and more flexible technologies, e.g. 
translog, in the past. This is partly due to difficulties encountered in generating 
data satisfying microeconomic regularity conditions, such as monotonicity and 
convexity. Moreover the lack of flexibility of the data generation processes in 
previous research has been a serious handicap in evaluating, among other 
aspects, DEA performance in scale inefficiency measurement. In the current 
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research study, by successfully employing two-input two-output production 
frontier, it was possible to generate panel data based on simulation techniques 
by following Resti (2000). This also allowed in estimation of DFA which needs a 
panel structure for implementing estimation. The technical efficiency levels of 
DFA were very similar to SFA and it was revealed that both the techniques from 
the parametric families are consistent with each other.  
Alternatively, one of the main advantages of DEA models over parametric 
approaches as highlighted in Collier, Johnson and Ruggiero (2011) is the ability 
of DEA models to better manage multiple inputs and multiple outputs. In this 
research study, the traditional DEA models and a DEA-RAM model were 
estimated and returns to scale assumptions are then incorporated in the 
second-stage regression allowing both constant and variable returns to scale. 
The model was tested against DEA using data published in Trigo Gamarra 
(2008) and a simulation where constant returns to scale prevailed. The results 
of the simulation show that both parametric and non-parametric based 
approaches can be used to measure efficiency in multiple output/multiple input 
production environments without additional information on input prices. This 
provides a reasonable response to the second research question as highlighted 
in the introduction chapter (Chapter 1). Based on the observation of the 
simulation experiment and findings, the results illustrate that SFA and DFA have 






7.4. IMPLICATIONS FOR LIFE-INSURANCE FIRMS 
 
The direct implications of the findings from this study on life-insurers are 
reasonably sparse. This is because the study is aimed primarily at investigating 
comparison of performance of multiple frontier efficiency techniques and the 
focus here is on robustness of techniques/methodologies. The artificial dataset 
in this study is developed from a real dataset of German life insurers with 8 
years of data (Trigo Gamarra). In this study, despite the artificial dataset having 
a panel structure, the focus is on measuring aggregate technical efficiency 
levels under the restrictive assumptions that were used in generating the 
dataset using a two-input two-output specification as highlighted in the 
methodology chapter (Chapter 5).  
In Trigo Gamarra (2008), two indicators were used, namely, technical cost 
efficiency and profit efficiency, and the estimation was done using a two-input 
one output translog input distance function. Moreover, the Trigo Gamarra 
(2008) study was able to decompose the effects of the key indicators by year 
(annually) whereas the current study is not able to decompose the effects by 
year. 
However given there are some inherent similarities in the characteristics of both 
the datasets (proxied by mimicking the means and standard deviations of inputs 
and outputs from the original), some implications are interesting and deserves 
mention. It can be seen that findings from the parametric frontier techniques 
slightly differ from that of non-parametric or DEA methodology. In the case of 
SFA, only 0.1% of the production units or German life-insurers are fully efficient, 
while a large proportion (50% of the DMUs) is seen to be relatively efficient 
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(between 90 and 100%). A very small proportion of production units are 
inefficient. The outcome of findings from DFA is also very similar. As opposed to 
parametric techniques, in the case of DEA methodology, a relatively high 
percentage of the German life-insurers have been determined to be fully 
efficient (which is about 20%).  Thus, from the simulation and comparison 
exercise, it can be said while considering best and worst practice production 
units, DEA based methodology are more likely to identify fully efficient and 
inefficient production units. 
As the study utilises a simulated dataset, the determination of which set of 
methods is better applicable to real world applications must be combined with 
other important consistency conditions following the approach of Bauer et al 
(1994). However, as the information (important variables) available to 
investigate other consistency conditions for the different methodological 
approaches is absent, this cannot be done for the current study. This includes 
examining consistency conditions by considering the standard non-frontier 
measures of performance such as ROA (return on assets), ROI (return on 




The results from our study highlight a slight departure from previous simulation 
studies. This is based on the fact that previous studies generally finds either 
DEA models to dominate in the case of two-input two-output production 
framework (Collier et al, 2011) or finds stochastic frontier models having better 
performance in measuring efficiency (Yu, 1998; Ondrich and Ruggiero, 2001). 
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However, results from this study shows that both parametric and non-
parametric techniques can be used to develop comparable technical efficiency 
levels under artificially simulated panel data. Overall, there is only moderate 
consistency between the results of the three dominant techniques (SFA, DFA 
and DEA models). This further reinstates the need for more simulation studies 
that are based on characteristics of real data and recommends the use of 
multiple frontier approaches for robustness checking. 
 
The next chapter concludes the thesis by highlighting the contribution of the 
research study, acknowledging the limitations and by offering potential 



















The conclusive chapter of this thesis will revisit the two research questions 
outlined in Chapter 2 (Literature Review chapter). The 2 key research questions 
that were proposed are: 
a. Does parametric and non-parametric frontier efficiency approaches differ 
in their levels of technical efficiency with the use of artificial data? 
b. Does different frontier efficiency approaches lead to comparable results 
when artificial data is used for comparison? 
The key findings from the empirical analyses of Chapter 5 (Data Simulation) 
and 6 (Data Analysis) will then be summarised, followed by highlighting the 
contribution of the research study to the existing literature on performance of 
frontier efficiency techniques. The thesis will conclude by acknowledging 
potential limitations associated with the current research study and by offering 
suggestions to address them in future research on investigation of multiple 
frontier efficiency techniques using artificial (simulated) data.   
 
8.2. REVISITING KEY RESEARCH QUESTIONS 
 
The findings emerging from Chapter 6 confirm some of the outcomes about 
comparative studies on frontier efficiency techniques using simulated data and 
which has been emphasised in prior studies (Resti, 2000; Perelman and Santin, 
2009). Firstly, it is not possible to have a clear-cut verdict on comparative 
performance of different techniques. Secondly, as opposed to findings from real 
data, multiple frontier efficiency techniques may not necessarily lead to 
dramatically different results. In the case of this research study, the findings 
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suggest that it is possible for both parametric and non-parametric frontier 
efficiency approaches to generate comparable efficiency scores. However, the 
performance, on average for parametric approaches are higher than non-
parametric approaches.  
On one hand, the technical efficiency (measured through MAD) in the case of 
SFA and DFA are highest, with both reporting relatively similar scores. The 
scores do not vary much even when the specifications for both SFA and DFA 
are subjected to different sample size. The DEA models, on the other hand, 
perform strikingly close to technical efficiency scores of parametric methods. 
However, the relative technical efficiency scores within the DEA models decline 
gradually with DEA-CCR and DEA-BCC performing best when CRS is assumed 
while it slowly decreases when VRS and scale efficiency is assumed. The 
performance of DEA-RAM is the lowest among the DEA techniques.    
As suggested by Resti (2000), the superior performance of “parametric 
approaches'” is not an unprecedented result as Banker, Chang and Cooper 
(1996) demonstrates that corrected ordinary least squares can achieve 
satisfactory outcomes even when tested under model misspecification. 
However, this issue has been marginally mitigated by the use of panel structure 
of the artificial dataset and also by investigating whether variation of sample 
size, collinearity between inputs and Kolmogorov-Smirnov equality-of-
distributions test affect the results. Therefore, the findings answers the first 
research question that parametric and non-parametric frontier efficiency 
approaches do not radically differ in their levels of technical efficiency with the 
use of an artificial dataset that are based on characteristics of German life 
insurance firms. The estimation techniques for both parametric and non-
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parametric approaches performed better and this could be because they are 
used to investigate a production frontier that is built exactly on the same 
variables that are used in the real German dataset used in Trigo Gamarra 
(2008). In the spirit of analogical reasoning akin to Resti (2000), this could be 
taken to imply somewhat perfect information of what an industry (life-insurance 
firms in this case) produces and what factors are required for production. In the 
case of this industry, it is not necessary to take into account environmental 
variables or the firms’ production capabilities (e.g. reputation or long-term 
profits). The only mistake that the researcher can succumb to is not being able 
to accurately account for the presence of noise in the data. Thus, based on the 
assumptions that was used to develop the artificial dataset in the first place and 
the findings from different frontier efficiency techniques, it could be stated that 
parametric and non-parametric techniques could lead to comparable results. 
This answers the second research question of the research study.  
 
8.3. SUMMARY OF THE FINDINGS 
 
The primary conclusion of this research study is that the five different frontier 
efficiency techniques considered, i.e. SFA, DFA, DEA-CCR, DEA-BCC and 
DEA-RAM provide encouragingly similar information on the relative technical 
efficiency when an artificial panel dataset is used. This is evident from the tests 
considered for technical efficiency predictions as well as the robustness tests 
conducted to compare each of the techniques.  
SFA scores the highest among the frontier efficiency techniques followed by 
DFA. The traditional DEA models, i.e. DEA-CCR and DEA-BCC yielded 
somewhat lower average technical efficiencies when compared with SFA and 
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DFA. The traditional DEA-models ranked the production units or DMUs 
differently and also identified the proportion of best and worst DMUs differently 
to that of SFA. Relative to traditional DEA models, the RAM measure of 
technical efficiency performed well below than expected.  An interesting finding 
that arises from this study is that DEA models when compared with parametric 
frontier techniques, on average, have higher technical efficiency scores which is 
in contrast with findings from previous simulation studies (Ruggiero, 2007; 
Kruger, 2012). This could be attributed to the fact that DEA can better handle 
two input and two outputs (Collier, Johnson and Ruggiero, 2011). A summary of 
the key results is outlined in Table 7 below.    
In essence, given the observations from the key findings, and the similarities of 
the artificially simulated dataset to a true dataset (German life insurance firms), 
it appears that selecting one of these techniques is not too much a concern 
regarding their choice having influence upon the results. However, if given a 
choice of recommendation of one of these techniques in comparison with 
others, the parametric approaches can be safely recommended. This is 









KEY FINDINGS THEORETICAL EXPLANATION 
SFA SFA performs the best when computing technical 
efficiency. 
 SFA better separates technical inefficiency 
and random error (Aigner, Lovell and 
Schmidt, 1977; Battese and Coelli, 1992) 
DFA DFA is associated with high levels of technical 
efficiency 
DFA makes few assumptions, with technical 
efficiency of each DMU being stable over 
time, and the random noise averaging out to 
zero (Kumbhakar and Knox Lovell, 2000) 
DEA-CCR DEA-CCR is associated with high technical 
efficiency (slightly lower than parametric techniques) 
when CRS is assumed but TE declines when VRS is 
assumed  
DEA-CCR is function free and does not 
require prior assumption of distribution of 
data (Charnes, Cooper and Rhodes, 1978).   
DEA-BCC DEA-BCC is associated with high technical 
efficiency (slightly lower than parametric techniques) 
when CRS is assumed but TE declines when VRS is 
assumed 
DEA-BCC is also function free and does not 
require prior assumption of distribution of 
data distribution (Banker, Charnes and 
Cooper, 1984).  
DEA-RAM DEA-RAM is associated with relatively low technical 
efficiency than the DEA basic models 
In DEA-RAM, piecewise-linear convex 
isoquant constructs the “best-practice” 
frontier from the sample and therefore the 
sample size affects the efficiency (Cooper, 
Park ad Pastor, 1999) 
Note- The technical efficiency levels of estimations from different frontier efficiency techniques are relatively similar and 




tests using both SFA and DFA technique, and secondly, the SFA and DFA 
technique is relatively easier to estimate and possibly the most accessible 
method of estimation. This recommendation is in line with previous studies such 
as Coelli and Perelman (1999). Ruggiero (2007) also recommends using panel 
data for estimations using SFA technique. Finally, one must be careful about 
specification error, as this is more likely to influence estimates of SFA and DFA 
than other techniques.  
Frontier efficiency measures, in recent years, have become an important tool in 
measuring the performance of insurance firms (Leverty, 2005; Eling and 
Luhnen, 2010). Frontier efficiency techniques have been heavily utilized to 
investigate a number of economic hypotheses in the insurance industry. 
Measuring and testing insurer’s efficiency, however, is challenging since the 
researcher’s view of the insurer’s operational objectives influences the analysis. 
Thus, employing frontier efficiency procedures in hypothesis tests are 
necessarily tests of a joint hypothesis—the hypothesis being tested and 
whether the frontier efficiency values are accurate indicators of actual 
performance and not just artifacts of the assumptions of the efficiency 
approach. To avoid the critique of a joint hypothesis problem, suggestions to 
employ multiple approaches have been provided and attempts to interpret the 
conflicting conclusions into a consistent, cohesive economic argument is 
warranted. This research study, in the spirit of the issues outlined above, 
compared the performance of multiple frontier efficiency techniques using a 





8.4. KEY RESEARCH CONTRIBUTIONS 
 
This thesis has contributed to existing research in three important ways, 
1. Firstly, the thesis develops an artificial panel dataset based on simulation 
techniques that are in line with those employed in Resti (2000) and 
characteristics of dataset that corresponds to a real life-insurance 
German dataset used in Trigo Gamarra (2008). It is one of the very few 
studies that uses a simulated dataset to estimate frontier efficiency 
techniques based on a panel structure. This is in contrast with earlier 
simulation studies that use mostly cross-sectional data to estimate 
frontier efficiency techniques (Banker et al, 1996; Resti, 2000; Ruggiero, 
2007).  
2. Second, the thesis compares the performance of multiple frontier 
efficiency techniques from both parametric and non-parametric 
approaches using a dataset that bears resemblance to a life-insurance 
industry in a developed economy. The research study uses the standard 
(traditional) models from both approaches. Studies that compares 
multiple frontier efficiency techniques are limited mostly to the banking 
industry and is very rare in the case of insurance industries. The 
research study by considering multiple frontier efficiency techniques from 
both parametric and non-parametric approaches fills this important 
research gap. 
3. Finally, the research study was able to successfully employ a two-input 
two-output production frontier to estimate techniques from both 
parametric and non-parametric techniques. Estimating two-input two-
output production frontier is difficult for any industry as the information on 
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key input and output variables are not necessarily available. The study 
however, by mimicking characteristics of a true insurance industry 
dataset was able to incorporate some of the factors that underlie 
production in a two-input two-output scenario. 
 
8.5. RESEARCH LIMITATIONS AND FUTURE RESEARCH SUGGESTIONS 
 
As with all research studies, this thesis also has a few research limitations, 
which are highlighted below: 
1. The first limitation of the thesis is that it investigates the performance of 
multiple frontier efficiency techniques only using one measure of 
efficiency, i.e. technical efficiency. Other measures of productive 
efficiency are cost and allocative efficiency. Due to the nature of the 
study, information on price related variables were unable to be simulated 
artificially. Thus, the focus is entirely on technical efficiency.  
2. The second limitation of the thesis relates to the inability to perform some 
key tests related to magnitude and robustness of frontier efficiency 
techniques due to the nature of study, i.e. information was based on 
artificial simulated data. Some of the detailed robustness tests 
investigating useful assumptions are conducted by studies using real 
data is covered in the methodology chapter. Due to the limited nature of 
information on the range of input and output variables, the tests identified 
and emphasised in the methodology chapter was not being conducted.  
3. A final limitation is that the thesis uses a firm-level panel dataset that 
covers life insurance firms only in the case of one developed economy, 
i.e. Germany. The German life insurance industry has performed well in 
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terms of profitability and market growth since the integration of a 
common European market. However, this might not be necessarily true 
in the case of other European countries such as UK, Spain, Netherlands, 
and France etc. Thus, the findings are applicable to a particular spectrum 
of the European economy. However, to investigate the fuller extent of the 
role of frontier efficiency techniques and extending the findings on 
technical efficiency to other developed European countries, a 
combination of information from cross-country datasets is necessary. 
This will also achieve the objective of making simulation studies more 
realistic by including industries from countries with similar levels of 
economic development.  
While this thesis has answered two important research questions, there are new 
questions that need to be investigated as well as new ideas concerning multiple 
frontier efficiency techniques. Some of the proposals for future research are 
suggested below: 
1. The first suggestion that the researcher would wish to make is to 
continue research on multiple frontier efficiency techniques by 
investigating all aspects of productive efficiency, i.e. technical, allocative 
and cost efficiency. This would make studies more attractive in terms of 
investigating fully the concept of frontier efficiency, which is multi-
dimensional. It would also allow policymakers to conduct regulatory 
analysis and have better decision-making abilities with regard to the 
choice of techniques, given the productive efficiency is well investigated.  
2. Another relevant suggestion that will complement this study and improve 
the research agenda on multiple frontier efficiency techniques is 
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investigate frontier efficiency in cross-country contexts. If cross-country 
studies are conducted, then this should be done by considering countries 
that are at relatively similar levels of economic development, e.g. BRICS. 
With the greater availability of industry data in emerging and transition 
economies, performance of multiple frontier efficiency techniques and its 
applicability could be tested in the context of these new industrialised 
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