Abstract. Let d α,β (n) = n=kl αl<k≤βl 1 be the number of ways of factoring n into two almost equal integers. For rational numbers 0 < α < β, we consider the following Zeta
Introduction and main results
All through this paper, we always suppose s = σ + it and x ≥ 2. Let 8320 , due to Huxley [5] . Let ζ (s) be the Riemann Zeta-function, then the generated function of d(n) is
Hardy-Littlewood [6] considered the mean square of ζ 2 (s)
T |ζ (σ + it)| 4 dt, for 1/2 < σ < 1, and proved
Note that their proof is based on the approximation (for example, see Section 3 of [7] ) is the Γ-factor in the functional equation (4) ζ (s) = χ (s) ζ (1 − s) .
In this paper, we focus on the following type divisor function given by
where α, β are fixed rational numbers satisfying 0 < α < β. Define its generated Zeta function as
n s , for σ > 1.
We prove that ζ α,β (s) has an analytic continuation to σ > 1/3 and get an asymptotic formula for the mean square of ζ α,β (s) in the strip 1/2 < σ < 1. Theorem 1 can be used to study the distribution of primitive Pythagorean triangles (i.e. triples (a, b, c) with a, b, c ∈ N, a 2 + b 2 = c 2 , a < b and gcd (a, b, c) = 1). Let P (x) denote the number of primitive Pythagorean triangles with perimeter a + b + c ≤ x. D. H. Lehmer [9] proved
It is difficult to reduce the exponents 1/2 in the error term, which depends on the zero-free region of the Riemann zeta function. However, assuming the Riemann Hypothesis, it was showed in [11] that, for any ε > 0, we have
We improve this result by applying Theorem 1 and get Theorem 2. If the Riemann Hypothesis is true, then for any ε > 0, we have
Note that 
Main steps in the proof of Theorem 1
First, Let's recall a way to get the asymptotic formula (2) . In Chapters 3 of [7] , using the functional equation (4), Ivic derive the Voronoi formula for the error term ∆ (x) in (1) . Then in Chapter 4 of [7] , Ivic get the approximation (3) by the Voronoi formula, from which one can obtain (2) in a standard way. Now observing that ζ α,β (s) is similar to ζ 2 (s), we can realize
Our main steps in the proof of Theorem 1 similar to the proof of (2) . In Section 4, we study the asymptotic property of the summatory function
In Section 5, we derive a Voronoi type formula for the error term
In Section 6, using the asymptotic formula of D α,β (x) and the Voronoi type formula for ∆ α,β (x), we obtain the following approximation for ζ α,β (s), which is the key for the proof of Theorem 1.
Proposition 1. The function ζ α,β (s) can be analytically extended to the half plane σ > 1 3 with simple poles at s = 1 2 , 1. Moreover, suppose T ≥ 2, s = σ + it and 4π 2 xy = t 2 , then for any 1 2 < σ < 1, T < t ≤ 2T and 0 < α < β, we have
where χ (s) is given by (4) and E α,β (s) satisfies
From (8), we can derive Theorem 1 in a standard way. Hence the main work of paper is to prove Proposition 1.
Priliminary lemmas
Denote the integral part of u by [u] . let ψ (u) = u − [u] − 1 2 and e(x) = e 2πix . It is well known that ψ (u) has a truncated Fourier expansion (for example, see [4] ). Lemma 1. For any real number H > 2, we have
where
We will use the first derivative test (for example, see Chapter 21 of [12] ).
Lemma 2. Let G (x) and F (x) be a real differentiable functions such that
G(x) is monotonic and
We will also use the following Van der Corput B-process (see [10] , Lemma 2.2). 
and
Let φ denote the inverse function of g ′ . Define
with ||·|| denoting the distance from the nearest integer. Then it follows that
with the notation
where χ Z (·) is the indicator function of the integers and the O-constant depends on the constants
4. Asymptotic formula for the summatory function
and It is easy to see that
By the Euler-Maclaurin summation, we have
Combining (12)- (15), we get
Note that
Now Proposition 2 follows from (16), (17) and
Corollary 1. We have
, where c 1 , c 2 are the same as Proposition 2.
Proof. This can be proved easily (even with a better upper bound for the error term) by applying Lemma 1 and exponential pairs (see [3] ) to Proposition 2.
A Voronoi type formula
where the notation ′′ is the same as Lemma 3. Using the Van der Corput B-process and the same argument as Section 6.2 of [14] , we can derive the following Voronoi type formula for ∆ α,β (x). Lemma 4. For any H ≥ 2 and rational numbers 0 < α < β, we have
Proof. Applying Lemma 1 to (11), we get
then we can write
To treat the inner sum
then we have
Hence we can take
Noting α, β are rational numbers, we have
Inserting (25) to (22) gives
This combining with (23) and (21) yields Lemma 4. 
Proof of Proposition 1
First, let's show that ζ α,β (s) can be analyticly extended to σ > 
where D α,β (u) is defined by (7) . Applying Proposition 2, we get
By partial integration, we have
From Corollary 1, we can see that the integral in (26) is absolutely convergent for σ > 
For the second sum, applying Proposition 2 again, we have
Combining (26), (27) and (28), we get
holds for any σ > . Our tool to prove Proposition 1 is the Voronoi formula for ∆ α,β (x). Using Lemma 4, we can write
In Section 7, we will show that the upper bound of E (s) is small, when H is large comparing to N and the mean square of F (s) has an acceptable estimate; see Lemma 6 and Lemma 7, respectively. In Section 8, we will pick out the second term in (8) from M(s); see Lemma 8, Combining (29) with Lemmas 6-8, we get Proposition 1.
An upper bound and a mean square estimate
To bound E (s) , we need the following mean value estimate for G (u, H) defined by (10).
Lemma 5. For any N ≥ 1 and H ≥ 2, we have
Proof. Note that G (u, H) is a positive peridodic function with period 1, then we have
By Lemma 5, we can get Lemma 6. For any σ > 1/2, we have
Proof. By (32) and trivial estimates, we get
This combining with Lemma 5 yields
Now we consider the mean square of F (s).
Lemma 7. For σ > 1/2, we have
Proof. Noting F α,β (u) ≪ α,β log H and unfolding the square in the integral, we get
Applying Lemma 2 to the above integral over t, we have
Write this as
Let's deal with i , i = 1, 2, 3 respectively. For 1 , we have
For 2 , we have
For 3 , we have
From (34)- (37), we get Lemma 7.
Picking out the second term in Proposition 1
The second term in Proposition 1 is hidden in M (s). In this Section, we will pick it out and prove Lemma 8. For σ > 1/2, we have
The idea of the proof for Lemma 8 comes from Chapter 4 of [7] . By (31) and (18), we have
Let η > 0 be a fixed, sufficiently small constant. Using cos z =
, we can write
e −2 √ nu + 1 8 du.
We will bound M 2 (s) , M 3 (s) and M 4 (s) in the following Lemmas 9-11 and pick out the first term on the right side of (38) in Lemma 12. From Lemmas 9-12 and (39).
Lemma 9. For σ > 1/2, we have
In Lemma 2, taking
we have
Since n > (1 + η) y, u > x and 4π 2 xy = t 2 , then
Thus
G(u) is monotonic and
Hence Lemma 2 gives
which yields
Lemma 10. For σ > 1/2, we have
Proof. Write
Using d α,β (n; H) ≤ d (n) and trivial estimates, it is easy to get 
√ n be the root of
In either case, Lemma 2 is valid and gives
Then Lemma 10 follows from collecting (40)-(43).
Lemma 11. For σ > 1/2, we have
Lemma 12. For σ > 1/2, we have
Proof. Similar to the the proof of Lemma 10, we rewrite M 1 (s) as
where Combining (44)- (46) gives Lemma 12.
Out line for the proof of Theorem 2
A primitive Pythagorean triangle is a triple (a, b, c) of natural numbers with a 2 + b 2 = c 2 , a < b and gcd(a, b, c) = 1. Let P (x) denote the number of primitive Pythagorean triangles with perimeter less than x. D. H. Lehmer [9] showed P (x) = log 2 π 2 x + O x 1/2 log x which was revisited by J. Lambek and L. Moser in [8] . The exponents 1/2 in the error term can not be reduced because the current technique depends on the best zero-free regions of the Riemann zeta function, which hard to be improved. In [11] , the author showed if Riemann Hypothesis (RH) is true, then (6) holds. Let r (n) = r (n) n s , for ℜs > 1.
We can prove that Z(s) has an analytic continuation to σ > 1/3 and has two simple poles at s = 1, , we get (6) . In the review of [11] , R. C. Baker mentioned that using the method in his paper [2] , it is possible to prove σ > 3 5 = 0.6, which implies an improvement of (6) . Now by Theorem 1, we have (49) holds for any σ > 1 2 , which forces us to deal with exponential sum (48) for M, N ≤ x 1 4 +ε . However, the estimate in this range has been investigated carefully by R. C. Baker in [1] , which yields Theorem 2.
