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Общая характеристика работы 
Актуальность темы. Наиболее часто используемыми в вычислитель­
ной технике и программировашш структурами данных являются стеки и 
очереди. Стеки используются в алгоритмах синтаксического разбора, для 
анализа скобочной структуры текста и вычисления выражений, в алгорит­
мах машинной графики, в алгоритмах поиска на графах, в алгоритмах 
сортировки, в системах управления процессами. FIFO-очереди используют­
ся в компьютерных сетях, операциошшгх системах, графических системах, 
устройствах промышлешюй автоматики 
Во многих приложениях требуется обработка записей с упорядоченны­
ми определенным образом ключами. Часто накапливается некоторый на­
бор записей, после чего обрабатывается запись с максимальным значени­
ем ключа, затем, возможно, накоплетше записей продолжается, обрабаты­
вается запись с наибольшим текущим ключом и т. д. Соответствующая 
структура данных, поддерживающая операции вставки нового элемента и 
удаления элемента с наибольшим приоритетом, называется очередью по 
приоритетам. Приложешшми очередей по приоритетам являются системы 
моделирования, в рамках которых ключи могут соответствовать момен­
там возшошовения событий, что обеспечивает возможность их обработки в 
хронологическом порядке, системы планирования заданий в компьютерных 
системах, где ключи могут соответствовать приоритетам, указывающим, 
какой из пользователей должен быть обслужен первым. 
В настоящее время все более востребовшшъши становятся j стройства с 
жесткими ограничениями на ресурсы памяти, например, различные сете­
вые и мобильные устройства, что вызывает особые требоваши к алгорит­
мам управления памятью В связи с вышеизложенным актуальной являет­
ся задача разработки математических моделей и алгоритмов оптимального 
управления базовыми динамическими структурами данных. 
Целью диссертационной работы является построение и анализ ма­
тематических моделей и оптимальных методов реализации динамических 
структур данных, таких как стеки, очереди и приоритетные очереди. В ка­
честве критериев оптимальности рассматриваются- минимальное среднее 
время, затрачиваемое на работу со стеком и на перераспределение памя­
ти после переполнения или опустошения в случае работы с одним стеком 
в двухуровневой памяти, максимальное среднее время работы до перерас­
пределения памяти после переполнения или опустошешш в случае работы с 
двумя стеками в двухуровневой памяти, максимальное среднее время рабо­
ты до переполнения выделешюго объема памяти в случае работы с двумя 
и тремя FIFO-очередями и в случае работы с двухприоритетной очередью 
в памяти одного уровня, минимальная доля потерянных элементов при пе-
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реполнении выделешюго объема памяти в случае работы с тремя FIFO-
очередями на бесконечном времени. 
Положения, выносимые на защиту: 
1. Математические модели, описывающие процесс работы с одним сте­
ком и двумя параллельными стеками в двухуровневой памяти. 
2. Математические модели, описывающие процесс работы с двумя и тре­
мя FIFO-очередями в памяти одного уровня для последовательного, 
связанного и страничного способов представления. 
3. Математические модели, описывающие процесс работы с двухприо-
ритетиой очередью в памяти одного уровня для последовательного, 
связанного и страничного способов представления. 
4. Математические модели, описывающие процесс работы с тремя FIFO-
очередями на бесконечном времени в памяти одного уровня для по­
следовательного и связашюго способов представления. 
5 Комплекс алгоритмов и программ, реализующих предложенные в ра­
боте математические модели. 
Методы исследования. Аппарат случайных блужданий, теория по­
глощающих и регулярных цепей Маркова, численные эксперименты 
Научная новизна. Все предложенные в работе модели и алгоритмы 
являются новыми 
Практическая ценность. Предложены оценки эффективности основ­
ных способов представления динамических структур дашплх в памяти од­
ного и двух уровней. Предложенные в работе математзиеские модели и 
алгоритмы могут быть использованы при разработке аппаратного и про­
граммного обеспечения ЭВМ. 
Связь работы с научными программами, темами. Основные ре­
зультаты диссертации были получены в рамках исследований, выполняв­
шихся в ходе работы на госбюджетными темами Института прикладных 
математических исследований Карельского научного центра РАН. Некото­
рые результаты диссертационной работы вошли в Основные результаты в 
области естествеш1ых, технических, гуманитарных и общественных наук 
РАН за 2004 год. Работа поддержана грантами РФФИ №01-01-0113, Ж>3-
01-06415 (MAC), №06-01-00303. 
Апробация работы. Результаты диссертации были представлены на 
Пятом Международном Конгрессе по математическому моделирова­
нию (Дубна, 2002 г.), V международной конференции «Дискретные моде­
ли в теории управляющих систем» (Ратмино, 2003 г.), TV Всероссийском 
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симпозиуме по прикладной и промышленной математике (Летняя сессия, 
Петрозаводск, июнь 2003 г., Осешгяя сессия, Сочи, октябрь 2003 г.), Пер­
вой Всероссийской научной кошреренции «Методы и средства обработки 
информации» (Москва, 2003 г.), Восьмом международном семинаре «Дис­
кретная математика и ее приложешш» (Москва, 2004 г) , Шестой Меж­
дународной Петрозаводской конференции «Вероятностные методы в дис­
кретной математике» (Петрозаводск, 2004 г.), Второй Всероссийской науч­
ной конференции «Методы и средства обработки информации» (Москва, 
2005 г.), Российско-Скандинавском симпозиуме «Теория вероятностей и ее 
приложения» (Петрозаводск, 2006 г.), Девятом международном семинаре 
«Дискретная математика и ее приложения» (Москва, 2007 г) . 
Публикация работ. По теме диссертации опубликованы 9 статей, в том 
числе 3 статьи в журналах, входящих в список изданий, рекомендованных 
ВАК, и 8 тезисов докладов 
Структура и объем диссертации. Диссертациошгая работа состоит 
из введешш, пяти глав, заключения и списка литературы. Общий объем 
диссертации составляет 124 страницы Список литературы содержит 61 на­
именование. 
Содержание диссертации 
Во введении отражена актуальность работы, приведен обзор литера­
туры по теме, сформулирована цель исследовашгл, приведены основные ре­
зультаты работы 
В первой главе рассмотрены задачи оптимального управления стеками 
в двухуровневой памяти. 
В первом параграфе предложена и исследована математическая модель 
поведения стека, когда вероятность операции, которая будет произведена 
со стеком па следующем шаге, зависит от операции, произведенной на теку­
щем шаге. В качестве критерия оптимальности рассмотрено минимальное 
среднее время, затрачиваемое на работу со стеком и на перераспределение 
памяти после переполнения или опустошения. 
В задаче исследуется стек, значительно превосходящий выделешгый для 
него участок быстрой памяти размера т В этом случае в быстрой памяти 
всегда хранится вершина стека х, а остальная часть у находится в памя­
ти второго уровня. После переполнения или опустошения вершины стека 
происходит перераспределение памяти так, что в быстрой памяти всегда 
остается х0 верхних элементов стека и процесс начинается из состояния х0. 
Необходимо определить такое состояние т0, из которого следует начинать 
работу после перераспределения памяти, чтобы среднее время, затрачива­
емое на работу со стеком и на перераспределение памяти после перепол-
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нения или опустошения стека, было минимально Предполагается, что при 
переполнении вершины стека нижняя часть стека передвигается в память 
второго уровня, а вершина сдвигается в начало памяти 
В начальный момент времени вершина стека с некоторыми вероятно­
стями может перейти вправо или влево, затем вероятности переходов из­
меняются Если стек перешел в состояние XQ — 1, то вероятность возврата 
в состояние хо равна р\, а вероятность перехода в состояние хо — 2 равна 
qi —1—рх. Если стек перешел в состояние хо + 1, то вероятность возврата 
в состояние х0 равна р2, а вероятность перехода в состояние х0 + 2 равна 
42 = 1 -pi-
В качестве математической модели процесса работы со стеком рассмот­
рено одномерное случайное блуждание, где координата точки соответствует 
количеству элементов в стеке Для описания процесса блуждания построе­
на конечная однородная поглощающая цепь Маркова путем удвоения числа 
состояний. В качестве состояний процесса рассмотрены переходы из одной 
точки в другую. Каждой точке г поставлена в соответствие пара состояний 
(г, г + 1) и (г + 1,г). 
Известны временные характеристики памяти: время доступа к вершине 
стека в быстрой памяти to, время перемещения одного элемента в быстрой 
памяти t\, время доступа к памяти второго уровня t2, время обмена одним 
элементом между уровнями памяти t3. Предполагается, что потери вре­
мени при перемещении элементов пропорциональны числу перемещаемых 
элементов. Определены функции затрат времени. 
• f(x) = t0- затраты времени на доступ к вершине стека, 
• /(—1) = £2+£з(£о + 1)+£о — затраты времени на доступ и перемещение 
элементов между уровнями памяти при опустошении, 
• /(га+1) = i2 + (w+l—xo)f3+^i(^o —1)+*о_затратывремени на доступ 
и перемещение элементов между уровнями памяти при переполнении. 
Для стековой памяти средний коэффициент потерь равен 1/Т(х0), где 
Г(хо) - это математическое ожидание числа шагов до перераспределения, 
если процесс начался в состоянии х0. Среднее время доступа F(xo) вычис­
ляется по формуле: 
F , ч 1 п< ч , Г(зго) - 1 , , , С(х0) - *о 
F{xo)
 = ты
 с{хо) +
 -ты-
 t0 = t0 +
 ~^ыГ' 
где Рх0,-1 — это вероятность попадания из х0 в — 1, рЖо,т+1 - это вероят­
ность попадания из х0 в то + 1, С(х0) = pX o ,_i/(-l) + pXOtTn+1f(m + 1) -
б 
средние затраты времени на перераспределение памяти при переполнении 
и ощстошешш, Т(ао) - среднее время работы до перераспределения. 
Рассмотрена матрица R вероятностей переходов из невозвратных состо­
яний в поглощающие Доказала теорема о структуре матрицы R. 
Среднее время работы до перераспределения памяти Т(хо) вычисляется 
с помощью фундаментальной матрицы N = (I — Q)~l, где I - единичная 
матрица, Q - матрица вероятностей переходов из невозвратных состояний 
в невозвратные. Элемент NtJ имеет смысл кол-ва единиц времени, кото­
рое процесс находился в состоянии j если блуждание началось из состо­
яния 1 Вероятности р
Хо
,-\ и pXo,m+i вычисляются с помощью матрицы 
В = (I — Q)~l R — N R Элемент В [г, j ] равен вероятности поглощения в 
состоянии j , если начальным было состояние г. Для определения оптималь­
ного состояния хо необходимо перебрать все возможные начальные состоя-
ния, вычислить для каждого среднее время доступа и выбрать состояние, 
которому соответствует минимальное время. 
Для реализации алгоритма решения задачи разработана программа для 
ЭВМ, которая для задшшых вероятностных характеристик и размера па­
мяти генерирует матрицу Q, вычисляет матрицы N и. В, вычисляет среднее 
время доступа F{XQ) и определяет оптимальное состояние XQ. В диссерта-
щш приведены результаты численных экспериментов. 
При р\ — р2 =- 1/2 в качестве математической модели рассмотрено клас­
сическое случайное блуждание. Тогда pXo,-i = 1 - f*±|, pXo,m+i = т£+1* 
T(x0) = (xo + l)(m - т0 + 1). Требуется найти х0, которое мшшмизирует 
функцию 
v ( r r N t , Pxo,-l(t2+t3(xo + l)+t0) , 
(x0 + l ) ( m - xo + 1) 
i Pxo,m+l 
(t2 + t3(m - x0 + 1) + h{x0 - 1) + t0) - *o 
(x0 + l)(rn - x0 + 1) 
Считая, что F(xo) - функция непрерывного аргумента, показано, что оп­
тимальное значешге параметра вычисляется по формуле* 
-t2(m + 2) - txm + (m + 2)y/t2{t2 + hm) 
xo = 
t\m 
Во втором параграфе предложена и исследована математическая мо­
дель оптимального управления двумя параллельными стеками В качестве 
критерия оптимальности рассмотрено максимальное среднее время работы 
со стеками до перераспределения памяти после переполнения или опусто­
шения. 
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В задаче исследуются два стека, растущие навстречу друг другу в обла­
сти памяти размера та единиц. Размеры стеков превосходят объем быстрой 
памяти. В этом случае в быстрой памяти хранятся только вершины стеков, 
а. остальные части хранятся в памяти второго уровня. Если вершина одного 
из стеков стала пустой или стеки заполнили всю быструю память, т е. про­
изошло переполнешге стеков, то происходит обмен с памятью второго уров­
ня так, что всегда приходим к некоторому заданному состоянию памяти, 
после чего начинается следующий этап работы. Параллельное выполнение 
операций подразумевает возможность одновременной работы со стеками. 
Заданы вероятностные характеристики стеков. Необходимо определить со­
стояние памяти so 5 в которое в зависимости от задшшых вероятностных 
характеристик стеков следует переходить после обращения к памяти вто­
рого уровня, чтобы среднее время работы до следующего перераспределе­
ния памяти было максимально, т.е. чтобы минимизировать среднее число 
обменов между уровнями. 
Пусть вершина первого стека х\, вершина второго стека х2. В качестве 
математической модели процесса работы со стеками рассмотрено случайное 
блуждание по целочисленной решетке в области х\ > 0, х2 > О, х\ +х2 < т, 
гдех\ = — 1,х2 = — 1,х\+х2 = m+l,xi+X2 = та+2-поглощающие экраны 
Для описания процесса блуждания построена конечная однородная по­
глощающая цепь Маркова Предложена 1гумерация состояний области блуж­
дания. Рассмотрена матрица Q вероятностей переходов из невозвратных 
состояний в невозвратные Доказана теорема о структуре матрицы Q при 
заданной н> мерации состояний. 
Для решения задачи необходимо вычислить фундаментачыгую матри­
цу N = (I — Q)~l Для вычисления среднего времени работы со стеками 
необходимо найти суммы элементов строк матрицы ./V. Для того чтобы най­
ти оптимальное состояние SQ = (x^x-j), необходимо из подученных сумм 
элементов матрицы N выбрать максимальную. Номер состояния, соответ­
ствующий максимальному времени, определяется однозначно с помощью 
матрицы N, этому номеру соответствует определешюе состояние памяти 
«о-
Для реализации алгоритма решения задачи разработана программа для 
ЭВМ, которая для заданных вероятностных характеристик и размера памя­
ти генерирует матрицу Q, вычисляет матрицу N и определяет оптимальное 
состояние бо — (х°,х2). В диссертации приведены результаты численных 
экспериментов. 
Во второй главе рассмотрена задача оптимального управления двумя 
очередями в памяти одного уровня Предложены и исследованы математи­
ческие модели, описывающие процесс работы с двумя FIFO-очередями. 
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В задаче исследуются две FIFO-очереди, расположенные в области па­
мяти размера та едишщ В очередях хранятся данные фиксировашюго раз­
мера Заданы вероятностные характеристики очередей При исключении 
элемента из пустой очереди не происходит завершение работы. Рассмат­
риваются связанный и страничный способы организации двух очередей. 
Необходимо определить, какой из способов организации очередей является 
оптимальным. В качестве критерия оптимальности рассматривается макси­
мальное среднее время работы с очередями до переполнения выделенного 
объема памяти. 
Пусть текущие длины очередей х
г
 и х2. В связанном способе оргакиза-
щш очередь представлена в виде связанного списка, каждый элемент ко­
торого состоит из двух едшшц памяти, одна из которых используется для 
хранения информации, вторая содержит указатель (связь) на следующий 
элемент в списке. Предполагается, что та кратно 2 При таком представле-
шш очередей всего будет ^ элементов. Для хранения указателей использу­
ется тг едшшц памяти, для хранения информации используется Щ- едишщ 
памяти В качестве математической модели процесса работы с очередями 
рассмотрено случайное блуждашже по целочислешюй решетке в треуголь­
ной области xi > 0, х2 > 0, xj + х2 < Щ- + 1, где хх + х2 = тг + 1 - погло­
щающий экран, попадашю па который характеризуется как переполнение 
выделенного объема памяти, х\ = — 1 и i2 = - 1 - отражающие экраны, 
попадашю на которые характеризуется как исключение элемента из пустой 
очереди. Блуждание начинается в точке х\ = х2 = 0 Необходимо найти 
среднее время блуждания до попадашы на поглощающий экран. 
Рассмотрен случай, когда в очереди хранятся данные, длина информа­
ционной части которых равна L > 1 едишщ памяти Длина каждого эле­
мента очереди будет L + 1, где одна едишща памяти содержит указатель 
на следующий элемент Предполагается, что т кратно L + 1. Количество 
элементов в этом случае будет т^ ПГ- Для хранения указателей используется 
•j-^ n- едишщ памяти. В качестве математической модели рассмотрено слу­
чайное блуждание по целочисленной решетке в треугольной области х\ > О, 
#2 > 0, х
г
 + х2 < тги + 1> гДе Хх + х2 = 2^у + 1 — поглощающий экран, 
xi — — 1 к х2 = — 1 - отражающие экраны Блуждание начинается в точке 
х\ = х2 = 0. Необходимо найти среднее время блуждашгя до попадания на 
поглощающий экран. 
В страничном способе организации очередь представлена в виде связан­
ного списка страниц размера х единиц памяти. Если одна очередь заняла 
страницу, то другая очередь не может ее использовать Предполагается, 
что та кратно х. Количество страниц равно ^ Для хранешы указателей 
используется ^ едшшц памяти, для хранешы информации используется 
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т — ^ единиц памяти, для хранения информации у каждой страницы ис­
пользуется х - 1 единиц памяти При х = 2 получаем связашюе представле­
ние очередей В качестве математической модели процесса работы с очере­
дями рассмотрено случайное блуждание по целочисленной решетке в тре­
угольной области х\ > О, х2 > 0, х\ + х2 < т- ^ + 1 , где хг+х2 = т— ^ + 1 
- поглощающий экран, попадание на который характеризуется как пере­
полнение выделенного объема памяти, хг = — 1 и х2 = —1 — отражающие 
экраны, попадание на которые характеризуется как исключение элемента 
из пустой очереди. Блуждшше начинается в точке х\ = х2 = 0 Необходимо 
найти среднее время блуждания до попадания на поглощающий экран 
Для описания процесса блуждания построена конечная однородная по­
глощающая цепь Маркова Предложена нумерация состояний области блуж­
дания Рассмотрена матрица Q вероятностей переходов из невозвратных 
состояний в невозвратные. Доказана теорема о структуре матрицы Q при 
заданной 1гумерации состояний. 
В случае страничной организации очередей рассмотрена функ­
ция F(x) = т - ^ - 3 ^~-,т > 0, ж > 2 - среднее количество единиц па­
мяти, которые заняты для хранения информации при переполнении какой-
либо из очередей. Определен оптимальный размер страницы х* = ^<уп 
В качестве оптимального размера страницы рассмотрены целочисленные 
значения [x*J и \х*~\. 
Для решения задачи необходимо вычислить фундаментальную мат­
рицу N = (I — Q)"1. Для вычисления среднего времени работы с очередями 
необходимо просуммировать элементы матрицы N в строке, которая соот­
ветствует процессу блуждания, выходящему из состояния х\ — х2 = 0. 
Для страничного способа организации вычисляется оценка сверху и оцен­
ка снизу для реального среднего времени работы Для оценки сверху рас­
смотрено блуждшше в области xi+x2 < m — ^ + 1 , а для оценки снизу -
блуждание в области xi + x2 < m —^ —3(ж —2) + 1, где слагаемое 3 ( х - 2) 
- это три страшщы, у которых при переполнении какой-либо из очередей 
заполнено по одной ячейке 
Сравнивая области блуждания для связанного и страничного способов 
оргашгзации, определено, что для размера памяти т е (24, со) область 
блуждания в случае связашюго цредставления всегда меньше, чем область 
блуждания для оценки снизу в случае страшгчного представления при х = 
^
m
- Поэтому для т > 24 в случае связанного представления среднее 
время работы меньше, чем минимальная оценка среднего времени работы 
в случае страничного представления при х = *у^. Также определено, что 
область блуждания в случае связанного представления всегда меньше, чем 
область блуждания для оценки снизу в случае страничного представления 
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при 2 < х < ^ Поэтому в случае связанного представления среднее время 
работы меньше, нем минимальная оценка среднего времетш работы в случае 
страничного представления при 2 < х < -jp. 
Для реализации алгоритма решешга задачи разработаны программы 
для ЭВМ, которые генерируют матрицу Q, вычисляют матриц}.' N и сред­
нее время работы для каждого го рассмотрениях способов организации 
очередей. В диссертации приведены результаты численных экспериментов. 
В третьей главе рассмотрена задача оптимального управления очере­
дью с двумя приоритетами в памяти одного уровня. Предложены и иссле­
дованы математические модели, описывающие процесс работы с приори­
тетной очередью. 
В задаче исследуется очередь с двумя приоритетами, расположенная в 
области памяти размера гп единиц. Такая приоритетная очередь представ­
лена в виде двух РШО-очсредей Первой очереди присвоен приоритет 1, 
второй очереди — приоритет 2 Наивысший приоритет 2 Исключение эле­
мента из очереди происходит по наивысшему приоритету Это означает, 
что пока вторая FIFO-очередь не пуста, исключение элементов происходит 
из этой очереди. Как только вторая FIFO-очередь станет пустой, исклю-
чепие элементов будет происходить из первой FIFO-очереди. При исклю­
чении элемента из пустой очереди не происходит завершение работы За­
даны вероятностные характеристики очередей. Рассматриваются последо­
вательный, связшшый и стрмшчный способы организации FIFO-очередей. 
Необходимо определить, как распределить память между FIFO-очередями 
в последовательном способе, и какой из способов организации очередей яв­
ляется оптимальным. В качестве критерия оптимальности рассматривается 
максимальное среднее время работы с приоритетной очередью до перепол-
нения выделешюго объема памяти. 
Пусть текущие длины FITO-очередсй х\ ж х2 В последовательном спо­
собе оргашгзации каждой FITO-очсреди выделено некоторое количество еди­
ниц памяти из дашплх т едшшц. Пусть s - количество едишщ памяти, 
выдслешшгх первой FEFO-очереди, тогда (m — s)— количество едишщ памя­
ти, выделенных второй FIFO-очереди В качестве математической модели 
процесса работы с приоритетной очередью рассмотрено случайное блужда-
1ше по целочислешюй решетке в двухмерном пространстве 0 < х\ < s + 1, 
О < х2 < т — s + 1, где х\ — s + 1, х2 = т — ь + 1 - поглощающие экраны, 
попадание на которые характеризуется как переполнение одной из FIFO-
очередей, ( — 1,0) и (0 , -1) - отражающие точки, т к только в состоянии 
xi = Х2 — 0 возможно исключение из пустой очереди Исключение эле­
ментов из первой FIFO-очереди может происходить только при х2 — 0. 
Блуждание начинается в точке х\ = х2 — 0. Необходимо определить та-
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кое значение 0 < s < т, чтобы среднее время блуждания до попадания на 
поглощающие экраны было максимально. 
Рассмотрен случай, когда в очереди хранятся дашгые, длина инфор­
мационной части которых равна L > 1 единиц памяти Предполагается, 
что т кратно L. Количество элементов равно ^ . В качестве математиче­
ской модели рассмотрено случайное блуждание по целочислешюй решетке 
в двухмерном пространстве 0 < xi < ь + 1,0 < Х2 < j ; — s + l, где х\ = s +1, 
Х2 — ^ — s + 1 - поглощающие экраш>1, (-1,0) и (0, -1 ) - отражающие точ­
ки Блуждание начинается в точке х\ = Х2 = 0 Необходимо определить 
такое значение 0 < s < ^ , чтобы среднее время блуждания до попадания 
на поглощающие экраны было максимально. 
В связанном способе организации FIFO-очередь представлена в виде 
связашюго списка элементов. Предполагается, что т кратно 2. Количество 
элементов равно Щ. В качестве математической модели процесса работы с 
приоритетной очередью рассмотрено случайное блуждание по целочислен­
ной решетке в треугольной области xi > 0, Х2 > 0, х\ + x-i < у + 1, где 
х\ + Х2 = Щ +1 - поглощающий экран, попадание на который характеризу­
ется как переполнение выделенного объема памяти, (—1,0) и (0, —1) - отра­
жающие точки, т.к. только в состоянии х\ = Х2 — 0 возможно исключение 
из пустой очереди Исключение элементов из первой FIFO-очереди может 
происходить только при Х2 = 0. Блуждшше начинается в точке х\ — X2 — 0. 
Необходимо найти среднее время блуждания до попадания на поглощаю­
щий экран. 
Рассмотрен случай, когда в очереди хранятся дшшые, длина информа­
ционной части которых равна L > 1 единиц памяти. Длина каждого эле­
мента очереди будет L + 1, где одна единица памяти содержит указатель 
на следующий элемент. Предполагается, что т кратно L + 1. Количество 
элементов в этом случае будет -f^ Для хранения указателей используется 
2^i единиц памяти В качестве математической модели рассмотрено слу­
чайное блуждшше по целочисленной решетке в треугольной области xi > 0, 
х2 > 0 , X I + J - 2 < - ^ - + 1,гдех1+х2 — JT^Y + 1 - поглощающий экран, (—1,0) 
и (0, —1) - отражающие точки. Блуждшше начинается в точке х\ = Х2 = 0 
Необходимо найти среднее время блуждания до попадания на поглощаю­
щий экран. 
В страничном способе организации FIFO-очередь представлена в ви­
де связанного списка страниц размера х единиц памяти. Предполагается, 
что т кратно х Для хранения указателей используется ^ единиц памя­
ти, для хранения информации используется т — ^ единиц памяти Коли­
чество страниц равно ^ . Для хранения информации у каждой страницы 
используется х — 1 единиц памяти. При х = 2 получаем связанное пред-
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ставлешю очередей. В качестве математической модели процесса работы с 
приоритетной очередью рассмотрено случайное блуждание по целочислен­
ной решетке в треугольной области х\ > 0, х% > 0, х\ + жг < т — — + 1, 
где £1+0:2 = т — ^ + 1 — поглощающий экран, попадание на который 
характеризуется как переполнение выделешюго объема памяти, (—1,0) и 
(0,-1) — отражающие точки, т.к. только в состоянии х
х
 = х2 = 0 воз­
можно исключите из пустой очереди. Исключение элементов из первой 
FIFO-очереди может происходить только при х2 — 0 Блуждание начина­
ется в точке х\ = Х2 = 0. Необходимо найти среднее время блуждания до 
попадания на поглощающий экран. 
В каждом из рассмотрсшЕых способов организации FIFO-очередей для 
описашш процесса блуждания построена конечная однородная поглощаю­
щая цепь Маркова, предложена нумерация состояний области блуждшшя, 
рассмотрена матрица Q вероятностей переходов из невозвратных состояний 
в невозвратные и доказана теорема о структуре матрицы Q при заданной 
нумерации состояний 
Для случая страничного представления рассмотрена функ­
ция F(x) = r n - ^ - 3 z=^,m > 0,ж > 2 - среднее количество еди-
шщ памяти, которые заняты для хранешш информации при переполнении 
какой-либо из FIFO-очередей. Определен оптимальный размер страницы 
х* = v ^ . В качестве оптимального размера страницы рассмотрены цело-
чнслишые значешш [х*\ и [ж*] 
Для решешш задачи необходимо вычислить фундаментальную мат­
рицу N = (I — Q)~l. В случае последовательной организации приоритетной 
очереди необходимо построить матрицу Q, вычислить матрицу N для все­
возможных значений s. Для вьпшсления среднего времени работы с при­
оритетной очередью необходимо просуммировать элементы матрицы 7V в 
строке, которая соответствует начальному состоянию х\ = х^ = 0, затем 
сравнить полученное время для разных значений s и выбрать максималь­
ное. Соответствующее максимальному времени значение s будет оптималь­
ным разбиением памяти для последовательного представления. В случае 
связашюго и страничного представления необходимо построить матрицу 
Q, вычислить матрицу ./V и просуммировать элементы матрицы ./V в стро­
ке, которая соответствует начальному состоянию х\ = ж 2 = 0 
Для страничного способа оргшшзации вычисляется оценка сверху и оцен­
ка «шву для реального среднего врсмеш! работы Для оцешш сверху рас­
смотрено блуждание в области Ж1+Ж2 < m — ^ + 1, а для оценки снизу — 
блуждание в области ж
г
 + Ж2 <т— ^— — 3(ж — 2) + 1, где слагаемое 3(ж — 2) 
— это три страшщы, у которых заполнено по одной ячейке. 
Сравнивая области блуждания для связашюго и страничного способов 
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организации, определено, что для размера памяти т е (24, оо) область 
блуждания в случае связанного представлетшя всегда меньше, чем область 
блуждания для оценки снизу в случае страничного представления при х = 
з"
1
. Поэтому для т > 24 в случае связанного представления среднее 
время работы меньше, чем минимальная оценка среднего времени работы 
в случае страничного представлетшя при х = ^
т
. Также определено, что 
область блуждания в случае связашюго представления всегда меньше, чем 
область блуждашгя для оценки снизу в случае страничного представлетшя 
при 2 < х < Щ- Поэтому в случае связанного представлетшя среднее время 
работы меньше, чем минимальная оценка среднего времени работы в случае 
страшгчпого представления при 2 < х < 1~. 
Для реализации алгоритма решения задачи разработаны программы 
для ЭВМ, которые генерируют матрицу Q, вычисляют матрицу Лг и сред­
нее время работы для каждого из рассмотренных способов организации 
приоритетной очереди. В диссертации приведены результаты числешшгх 
экспериментов. 
В четвертой главе рассмотрена задача оптимального управления тре­
мя очередями в памяти одного уровня. Предложены и исследованы мате­
матические модели, описывающие процесс работы с тремя очередями 
В задаче исследуются три ГШО-очереди, расположе1шые в области па­
мяти размера т единиц. В очередях хранятся данные фиксировашюго раз­
мера. Заданы вероятностные характеристики очередей При исключении 
элемента из пустой очереди не происходит завершение работы. Рассматри­
ваются последовательный, связанный и страничный способы организации 
очередей. Необходимо определить, как распределить память между очере­
дями в последовательном способе оргашгзации, и какой из способов органи­
зации очередей является оптимальным В качестве критерия оптимально­
сти рассматривается максимальное среднее время работы с очередями до 
переполнешгя выделенного объема памяти. 
Пусть текущие длины очередей xi, жг и хз В последовательном способе 
организации каждой очереди выделено некоторое количество единиц па­
мяти из данных т единиц. Пусть s - количество единиц памяти, выде­
ленных первой очереди, z - количество единиц памяти, выделенных второй 
очереди, тогда (т — ь — z)— количество единиц памяти, выделетшых третьей 
очереди. В качестве математической модели процесса работы с очередями 
рассмотрено случайное блуждание по целочисленной решетке в трехмер­
ном пространстве 0 < х\ <s+l, 0<Х2<г + 1,0<хз<т — s — z + 1, 
где xi = s + 1, Х2 — z + 1, хз = т — s — z + 1 - поглощающие экраны, по­
падание на которые характеризуется как переполнение одной из очередей, 
a x i = - l , X2 — — 1, хз — — 1 - отражающие экраны, попадшше на которые 
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характеризуется как исключение элемента из пустой очереди Блуждшше 
начинается в точке xi = х2 — х3 = 0 Необходимо определить такие зна-
чепия 0 < s < T n H 0 < 2 < 7 ? 7 — s, чтобы среднее время блуждания до 
попадашш на поглощающие экраны было максимально. 
Рассмотрен случай, когда в очереди хранятся дашсые, длина инфор-
мациошюй части которых равна L > 1 едишщ памяти. В качестве мате­
матической модели рассмотрено случайное блуждание по целочисленной 
решетке в трехмерном пространстве 0 < х
г
 < s + 1, 0 < х2 < z + 1, 
0 < a " 3 < 7 7 - s - z + l, где х3 = s + 1, х2 = z + 1, x3 = ~ - s - z + l 
- поглощающие экраны, х
х
 = — 1, х2 = — 1, хз = — 1 - отражающие экраны. 
Блз-ждашге нач1П1ается в точке xi = х2 = хз = О Необходимо определить 
такие значения 0 < s < ^ и 0 < г < ^ — s, чтобы среднее время блуждания 
до попадания па поглощающие экраны было максимально. 
В связашюм способе оргашгзации очередь представлена в виде связан­
ного списка элементов В качестве математической модели процесса работы 
с очередями рассмотрено случайное блуждание по целочисленной решетке 
в трехмерном пространстве xi > 0, х2 > 0, х3 > 0, х\ + х2 + х3 < Щ- + 1, где 
х\ + х2 + xj = Zj + 1— поглощающий экран, попадание на который характе­
ризуется как переполнение выделенного объема памяти, х\ — — 1, х2 = — 1 
н х3 = —1 — отражающие экраны, попадашкэ на которые характеризует­
ся как исключение элемента из пустой очереди Блуждание начинается в 
точке х\ = x-i = х3 = 0 Необходимо найти среднее время блуждания до 
попадашш на поглощаюппш экран 
Рассмотрен случай, когда в очереди хранятся дашгые, длина информа-
щюшюй части которых равна L > 1 единиц памяти В качестве математиче­
ской модели рассмотрено случайное блуждашю по целочислешюй решетке 
в трехмерном пространстве х
г
 > 0, х2 > 0, х3 > 0, xi + х 2 + х 3 < т^т + 1 , где 
xi + х2 + х3 = -^ру + 1 - поглощающий экран, xi = — 1, х2 = — 1 и х3 = —1 
- отражающие экраны Блуждашю начинается в точке х 1 = ж 2 = х 3 = 0 
Необходимо найти среднее время блуждашш до попадашш на поглощаю­
щий экран 
В страничном способе организации очередь представлена в виде свя-
зашюго списка страниц размера х единиц памяти. При х = 2 получа­
ем связанное представление очередей В качестве математической модели 
процесса работы с очередями рассмотрено случайное блуждание по цело-
числешюй решетке в трехмерном пространстве х\ > 0, х2 > 0, х3 > О, 
xi + х2 + х3 < т - ^ + 1, где xi 4 X 2 + x 3 = m - ^ + l - поглощающий 
экран, попадание на который характеризуется как переполнение выделен­
ного объема памяти, а х\ = — 1, х2 = —1 и хз = —1 - отражающие экраны, 
попадашге на которые характеризуется как исключение элемента из пустой 
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очереди. Блуждание начинается в точке xi = х2 = х3 = 0. Необходимо 
найти среднее время блуждания до попадания на поглощающий экран. 
В каждом из рассмотренных способов организации очередей для опи­
сания процесса блуждания построена конечная однородная поглощающая 
цепь Маркова, предложена нумерация состояний области блуждания, рас­
смотрена матрица Q вероятностей переходов из невозвратных состояний 
в невозвратные и доказана теорема о структуре матрицы Q при заданной 
нумерации состояний. 
Для случая страничного представления рассмотрена функ­
ция F(x) = т — ££ — 5 ^ i , m > 0, х > 2 - среднее количество единиц па­
мяти, которые заняты для хранения информации при переполнении какой-
либо из очередей. Определен оптимальный размер страницы х* = ^
 т
. 
В качестве оптимального размера страницы рассмотрены целочисленные 
значения [х*J и \х*~\. 
Для решения задачи необходимо вычислить фундаментальную мат­
риц}' N = (I — Q)"1. В случае последовательной организации очередей 
необходимо построить матрицу Q, вычислить матрицу N для всевозмож­
ных значений 6 и z. Для вычисления среднего времени работы очередей 
необходимо просуммировать элементы матрицы ./V в строке, которая соот­
ветствует начальному состоянию х\ = х2 = ж3 = 0, затем сравнить полу­
ченное время для разных значений s и z и выбрать максимальное. Соот­
ветствующие максимальному времени значения s и z будут оптимальным 
разбиением памяти. В случае связанной и страничной организации очере­
дей необходимо построить матрицу Q, вычислить матрицу N и просумми­
ровать элементы матрицы N в строке, которая соответствует начально­
му состоянию х\ = Х2 = хз = 0 . Согласно введенной нумерации это будет 
последняя строка матрицы N. 
Для страничного способа организации трех очередей вычисляется оцен­
ка сверху Т
тах
 и оценка снизу Т
тгп
 для реального среднего времени работы. 
Для оценки сверху рассмотрено блуждание в области Х!+х2+х3 < т — ^+1, 
а дтя оценки снизу-блуждание в области £1+х2+£з < т— ^ — 5(х—2) + 1, 
где слагаемое 5(х — 2) - это пять страниц, у которых заполнено по одной 
ячейке. 
Сравнивая области блуждания для связанного и страничного способов 
организации, определено, что для размера памяти т е (40, со) область 
блуждания в случае связанного представления всегда меньше, чем область 
блуждания для оценки снизу в случае страничного представления при х = 
уШлк. Поэтому для т > 40 в случае связанного представления среднее 
время работы меньше, чем минимальная оценка среднего времени работы 
в случае страничного представления при х = хЖт.. Также определено, что 
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область блуждания в случае связанного представления всегда меньше, чем 
область блуждания для оценки снизу в случае страничного представления 
при 2 < х < Щ. Поэтому в случае связанного представления среднее время 
работы меньше, чем минимальная оценка среднего времени работы в случае 
сграшгшого представления при 2 < х < jj-. 
Для реализации алгоритма решения задачи разработаны программы 
для ЭВМ, которые генерируют матрицу Q, вычисляют матрицу N и сред­
нее время работы для каждого из рассмотрешшгх способов организации 
очередей. В диссертации приведены результаты численных экспериментов. 
В пятой главе рассмотрена задача оптимального управления тремя 
очередями на бесконечном времени, когда при переполнении какой-либо из 
очередей работа не завершается, а поступающие элементы удаляются из 
очереди Предложены и исследованы математические модели, описываю­
щие процесс работы с тремя очередями на бесконечном времени. 
В задаче исследуются три FIFO-очереди, расположетшые в области па­
мяти размера т единиц. В очередях хранятся данные фиксированного раз­
мера Заданы вероятностные характеристики очередей. При исключении 
элемента из пустой очереди пе происходит завершение работы. Если оче­
редь занимает всю предоставлешгую ей память, то все последующие элемен­
ты, поступающие в нее, отбрасьтаются до тех пор, пока не появится сво­
бодная память (т.е. до тех пор, пока не произойдет исключение элемента из 
очереди). Такое поведение очереди называется "сбросом хвоста". Рассмат­
риваются последовательный и связанный способы организации трех очере­
дей. Необходимо определить, как распределить память между очередями 
в последовательном способе организации, и какой из способов организа­
ции очередей является оптимальным. В качестве критерия оптимальности 
рассматривается минимальная доля потерянных элементов на бесконечном 
времени работы с очередями 
Пусть текущие длины очередей х\, Х2 и хз. В последовательном способе 
организации каждой очереди выделено некоторое количество единиц па­
мяти го дашгых т единиц. Пусть s - количество единиц памяти, выде-
ленных первой очереди, z - количество единиц памяти, выделенных второй 
очереди, тогда (т — ь — z)- количество единиц памяти, выделенных третьей 
очереди. В качестве математической модели процесса работы с очередями 
рассмотрено случайное блуждание по целочисленной решетке в трехмер­
ном пространстве 0 < х\ < s + 1, 0 < хг < z + 1, 0 < хз <т — s — z+1, где 
х\ = —1, Х2 = —1, хз = —1 — отражающие экраны, попадание на которые 
характеризуется как исключение элемента из пустой очереди. Плоскости 
xi = s+l,X2=z + l,x3 = m — s — z + 1 соответствуют ситуациям "сброса 
хвоста". Попадая на эти плоскости, процесс находится на них до тех пор, по-
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ка не произойдет исключение элемента из очереди. Блуждшше начинается 
в точке х\ — Х2 = хз = 0. Необходимо минимизировать долю потерянных 
элементов при переполнении какой-либо из очередей. Другими словами, 
необходимо определить такие значения Q<s<mii0<z<m — s, чтобы 
доля времени, проведенного в состояниях "сброса хвоста", была минималь­
ной. 
Рассмотрен случай, когда в очереди хранятся данные, длина информа­
ционной части которых равна L > 1 единиц памяти В качестве математи­
ческой модели в этом случае рассмотрено случайное блуждание по целочис­
ленной решетке в трехмерном пространстве 0 < xi < s + 1, 0 < жг < z+1, 
0<Хз<*£ — S — Z + 1. ПЛОСКОСТИ X\— S + l, X2 — Z + l, X3 = Z^—S — Z + l 
соответствуют ситуациям "сброса хвоста". Блуждшше начинается в точке 
х\ = Х2 = хз = 0 Необходимо определить такие значения 0 < s < ^ и 
0 < z < Y, ~ s> чтобы доля времени, проведенного в состоящих "сброса 
хвоста", была минимальной 
В связанном способе организации очередь представлена в виде связашю-
го списка элементов В качестве математической модели рассмотрено слу­
чайное блуждание по целочисленной решетке в трехмерном пространстве 
х\ > 0, Х2 > 0, х3 > 0, х\ +Х2 + Х3 < Щ + 1, где х\ = —1, х2 = —1, ж3 = —1 -
отражающие экраны, попадание на которые характеризуется как исключе­
ние элемента из пустой очереди. Плоскость Х1+Х2+Х3 = у + 1 соответствует 
ситуациям "сброса хвоста" Попадая на эту плоскость, процесс находится на 
ней до тех пор, пока не произойдет исключение элемента из какой-нибудь 
очереди. Блуждшше начинается в точке х\ — х2 = хз — 0. Необходимо 
найти долю времени, проведенного в состояниях "сброса хвоста". 
Рассмотрен случай, когда в очереди хранятся данные, длина информа­
ционной части которых равна L > 1 единиц памяти. В качестве математиче­
ской модели рассмотрено случайное блуждшше по целочислешюй решетке 
в трехмерном пространстве х\ > 0, х2 > 0, хз > 0, х\ + Х2 +хз < -щ^ +1, где 
х\ = — 1, Х2 = —1ихз = — 1-отражающиеэкраны. Плоскостьxi+X2+x3 = 
= -j^j- +1 соответствует ситуациям "сброса хвоста". Блуждшше начинается 
в точке xi = Х2 = хз = 0. Необходимо найти долю времени, проведенного в 
состоящих "сброса хвоста", и сравнить с долей времени в случае последо­
вательного представления, когда длина информационной части равна L, 
В каждом из рассмотренных способов организации очередей для опи­
сания процесса блуждания построена конечная регулярная цепь Маркова, 
предложена нумерация состояний области блуждания, рассмотрена матри­
ца Р вероятностей переходов и доказана теорема о структуре матрицы Р 
при заданной нумерации состояний 
Для вычисления доли времени, проведенного в состояниях "сброса хво-
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ста", необходимо решить уравнение а Р = а, где а - предельный вектор для 
рассматриваемой марковской цепи. По закону больших чисел для регуляр­
ной цепи Маркова элемент вектора а
г
 - это доля времени, которое процесс 
проводит в состояшш г Для вычисления доли времени 1гужно просуммиро­
вать элементы вектора а, соответствующие состояниям "сброса хвоста" В 
последовательном представлении при введенной нумерации это последшге 
(s + z + 2)(m — s — z + 1) + (s + l)(z + 1) элементов вектора а, в связанном 
представлешш при введенной нумерации это последние ^ —- элемен­
тов вектора а В последовательном представлении необходимо вычислить 
долю времеш! для разных значений s и z, затем выбрать минимальную. 
Соответствующие минимальной доле времени значения s и z будут опти­
мальным разбиением памяти. 
Для реализации алгоритма решения задачи разработаны программы 
для ЭВМ, которые для заданных вероятностных характеристик очередей и 
размера памяти т вычисляют предельный вектор а и долю времени, прово-
дешюго в состоящих "сброса хвоста". В диссертации приведены результаты 
численных экспериментов 
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