Abstract. We consider the perturbation and expression for the generalized inverse and Moore-Penrose inverse of closed linear operator under a weaker perturbation condition. As a application, we also investigate the perturbation for the Moore-Penrose inverse of closed EP operator. Some new and interesting perturbation results and examples are obtained in this paper.
Introduction
It is well known that the perturbation analysis of Moore-Penrose inverses and generalized inverses in Hilbert spaces and Banach spaces is very important in practical applications in diverse fields like optimization, statistics, economics, games, programming, networks and so on [1, 3, 17, 19] . Many equivalent conditions for Moore-Penrose and generalized inverse to have the simplest expression T + (I + δT T + ) −1 have been obtained in the case of bounded operators [5, 6, 7, 8, 9, 10, 11, 12, 14, 20, 21, 22, 24, 25] . As everyone knows, a large number of the operators which arise naturally in applications (e.g mathematical physics, quantum mechanics and partial differential equations) are unbounded [18] and many of them have bounded inverses or bounded generalized inverses. So it is necessary to extend the results of bounded operators to the unbounded case. It is worthy to point out that the differential operators or partial differential operators are always unbounded closed linear operators.
In this paper, we explore the following general perturbation problem: Let T be a closed linear operator with a bounded generalized inverse T + , what condition on the small perturbation δT can guarantee that the generalized inverse (T + δT ) + exists and it has the simplest expression T + (I + δT T + ) −1 ? Such problems in the case of stable perturbation and in the case that the perturbation does not change the null space have been studied in [10, 12, 16, 20, 25] . It should be noted that the perturbation condition a T + + b T T + < 1, which implies δT T + < 1, is always assumed [12, 20] . It is natural to ask whether this condition can be relaxed. Motivated by the idea in [4, 8, 25] , we give a certain answer to the mentioned problem under a weaker perturbation condition. Utilizing this result, we consider the perturbation for the Moore-Penrose inverse of closed EP operator in Hilbert space. As an illustration, we give some examples of generalized inverses of closed operator and Moore-Penrose inverse of closed EP operator. Our results generalize and improve many well known results in this area.
Preliminaries
Let X and Y be Banach spaces. Let L(X, Y ), C(X, Y ) and B(X, Y ) denote the linear space of all linear operators, the homogeneous set of all closed linear operators with a dense domain and the Banach space of all bounded linear operators from X into Y , respectively. We write C(X), B(X) as C(X, X), B(X, X), respectively. For any T ∈ L(X, Y ), we denote by D(T ), N (T ) and R(T ) the domain, the null space and respectively, the range of T . The identity operator will be denoted by I.
To make precise what is meant by a "small" perturbation in the case of unbounded operators, we need the concept of T −boundedness [13] .
Definition 2.1. [13] Let T and P be linear operators with the same domain space such that D(T ) ⊂ D(P ) and
where a, b are nonnegative constants, then we say P is relatively bounded with respect to T or simply T -bounded. The greatest low bound of all possible constants b is called the relative bound of P with respect to T or simply the T -bound.
Regarding the stability of closed operator, we have Lemma 2.2.
[13] Let T and P be two linear operators from X into Y . Let P be T −bounded with the T −bound smaller than 1. Then S = T + P is closable if and only if T is closable; in this case, the closures of T and S have the same domain. In particular S is closed if and only if T is.
Let us introduce the concept of the generalized inverse for closed operator. We always denote the generalized inverse of T by T + . Concerning the existence and properties on generalized inverses of closed operator, we can see [17] . Further, it follows from the Closed Graph Theorem that T T + is a projector onto
. By (3) in Definition 2.3, we know that T + T can be extended to a projector onto R(T + ) with the null space N (T ).
Definition 2.5. Let X and Y be two Hilbert spaces and T ∈ C(X, Y ). If the topological decompositions in Proposition 2.4 are orthogonal, i.e.,
where+ denotes the orthogonal direct sum, then the corresponding generalized inverse is usually called the Moore-Penrose inverse.
The Moore-Penrose inverse of T is always denoted by T † . If the Moore-Penrose inverse T † commutes with T , then T is called an EP (Equal Projections) operator which has many nice properties [2, 15] . Definition 2.6. T ∈ C(X) is said to be an EP operator if T has a bounded Moore-Penrose inverse T † and
It is easy to see that if T has a bounded inverse, then it is an EP operator.
Main results
Unless other specified, X and Y denote two Banach spaces and let T ∈ C(X, Y ) with a generalized inverse T + ∈ B(Y, X). Let δT ∈ L(X, Y ) be T -bounded with T -bound b < 1 and satisfy
where λ 1 , λ 2 ∈ [0, 1). We start our investigation with the following lemmas, which are preparation for the proof of our main results.
Lemma 3.1.
[4] Let X be a Banach space and P ∈ B(X). If there exist two constants λ 1 , λ 2 ∈ [0, 1) such that
then I + P : X → X is bijective and its inverse (I + P ) −1 ∈ B(X).
Lemma 3.2. The operator T = T + δT is closed, I + δT T + is invertible and
is an outer inverse of T .
Proof. It follows from Lemma 2.2 that T is closed and for all y ∈ Y , by (3.1),
which means that δT T + is bounded. By Lemma 3.1, I + δT T + is invertible and
Y → X is a bounded linear operator. To the end, we need to show that B is an outer inverse of T , i.e.,
Therefore,
Lemma 3.3.
is bijective and
Proof. It follows from Lemma 3. We shall give the main theorem of this paper.
Theorem 3.4. Let X and Y be two Banach spaces. Let T ∈ C(X, Y ) with a generalized inverse T + ∈ B(Y, X). Let δT ∈ L(X, Y ) be T -bounded with T -bound b < 1 and satisfy (3.1), then the following statements are equivalent:
(1)
. In this case, R(T ) is closed and
Proof. Obviously, we can see (1) ⇒ (3), (1) ⇒ (4), (4) ⇒ (5) and (6) ⇒ (7).
(2) ⇒ (1). It follows from Lemmas 3.2 and 3.3 that B is well defined and it is an outer inverse of T with N (B) = N (T + ) and R(B) = R(T + ). We claim that B is an inner inverse of T and BT is bounded. In fact, for any x ∈ D(T ), we have B(T x − T BT x) = BT x − BT BT x = 0, which implies T x − T BT x ∈ N (B).
i.e., T BT x = T x. Since T + T = B(I + δT T + )T = BT + BδT T + T and δT (I − T + T ) is bounded, we get that
is bounded. Therefore, B is a generalized inverse of T .
(3) ⇒ (6). Since B is an outer inverse of T with N (B) = N (T + ), T B : Y → Y is the projector of Y onto R(T B) and Y = R(T B) ⊕ N (T B) = R(T B) ⊕ N (B) = R(T B) ⊕ N (T + ).

By Y = R(T ) ⊕ N (T + ) and R(T B) ⊂ R(T ), we can get R(T B) = R(T ).
Then for all x ∈ D(T ), there exists a y ∈ Y satisfying T x = T By. Hence
Thus (I + δT T + ) −1 R(T ) ⊂ R(T ). On the other hand, (I + δT T + )R(T ) = (I − T T + + T T + )R(T ) = T T + R(T ) ⊂ R(T ).
(5) ⇒ (7). For all x ∈ N (T ) ⊂ X, we can set x = x 1 + x 2 , where x 1 ∈ N (T ),
(7) ⇒ (1). As in (2) ⇒ (1), we only show B is an inner inverse of T . Indeed, for all x ∈ D(T ),
and by (7), (I + δT
, then by (7), there exists a y ∈ X such that T x = (I + δT T + )T y = T T + T y, i.e., x − T + T y ∈ N (T ). Hence
This implies N (T ) ⊆ (I+T + δT )N (T ). Thus, by Lemma 3.3 , (I+T
, then there exists x ∈ X such that y = T x and T + T x = 0. Hence
which implies (I + T + δT )x ∈ N (T ). By (8), x ∈ N (T ) and so y = T x = 0.
In this case, R(T ) = R(T B) = N (I − T B) is closed and
Remark 3.5.
(1) In Theorem 3.4, we assume the condition T -bound b < 1 to guarantee that T is closed and the inequality (3.1) to guarantee that I + δT T + is invertible. The role of these two conditions are independent.
(2) If a T + + b T T + < 1, then δT T + < 1. Let λ 1 = δT T + and λ 2 = 0 in Theorem 3.4, then we can obtain the previous results in [12, 20, 25] . Also, Theorem 3.4 extends the main results in [5, 6, 7, 8, 9, 11, 14, 21, 24] to the case of closed linear operators. (2) in Theorem 3.4, we can get what we desired.
Remark 3.7. Corollary 3.6 is a generalization of main results in [20, 22, 25] . It should be noted that the proof in [20, 25] relies heavily on the condition N (T ) ⊂ N (δT ) and their methods cannot be used to deal with the range preserving perturbations.
In the following, we shall consider the perturbation of Moore-Penrose inverse.
Theorem 3.8. Let X and Y be two Hilbert spaces. Let T ∈ C(X, Y ) with the Moore-Penrose inverse T † ∈ B(Y, X). Let δT ∈ L(X, Y ) be T -bounded with T -bound b < 1 and satisfy
where λ 1 , λ 2 ∈ [0, 1). Then
is the Moore-Penrose inverse of T = T + δT if and only if
R(T ) = R(T ) and N (T ) = N (T ).
Proof. If R(T ) = R(T ) and N (T ) = N (T ), then by Corollary 3.6, B is a generalized inverse of T and so 
we can get R(T ) = R(T ) and N (T ) = N (T ).
Remark 3.9. From Theorem 3.8, we can get Theorem 3.1 in [7] and Theorem 3.2 in [12] . It should be noted that our proof is straightforward and concise.
orthogonal projector onto R(T ) with the null space N (T † ), we get R(T ) = R(T † ) and N (T ) = N (T † ). Therefore, X = N (T )+R(T ).
Theorem 3.11. Let X be a Hilbert space. Let T ∈ C(X) be an EP operator with the Moore-Penrose inverse T † ∈ B(X). Let δT ∈ L(X) be T -bounded with T -bound b < 1 and satisfy (3.2), then T = T + δT is an EP operator and
is its Moore-Penrose inverse if and only if R(T ) = R(T ) and N (T ) = N (T ).
Proof. It follows from Theorem 3.8 that we can obtain the necessity. Conversely, if R(T ) = R(T ) and N (T ) = N (T ), then by Theorem 3.8, B is the Moore-Penrose of T . From Lemmas 3.3 and 3.10, we have
and
. Hence by Lemma 3.10 again, T is an EP operator.
Theorem 3.12. Under the assumptions of Theorem 3.11, if T = T + δT is an EP operator, then the following statements are equivalent:
Proof. Since both T and T are EP operators, To illustrate our theorems, we give two examples. 
and δT by
then T and δT are densely defined closed operators and δT is T −bounded with T −bound 0 [13] . It can be verified that R(T ) = R(δT ) = X, N (T ) = {c 1 x + c 2 : c 1 and c 2 are constant numbers} and N (δT ) = {constant functions}. We also can see
It is easy to verify δT T + = 1. Let α ∈ ( 1 4 , ln 4 3 ), then 0 < (1 − α)e α < 1 and 0 < αe α < 1. In the following, we shall show δT T + f ≤ (1 − α)e α f + αe α (I + δT T + )f ∀f ∈ X.
In fact, we put F (x) = |f (x)| 2 dx < ∞ } be the Hilbert space with the inner product f, g =
