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ABSTRACT
Natural multimodal interaction with realistic virtual char-
acters provides rich opportunities for entertainment and ed-
ucation. In this paper we present the current VirtualHu-
man demonstrator system. It provides a knowledge-based
framework to create interactive applications in a multi-user,
multi-agent setting. The behavior of the virtual humans
and objects in the 3D environment is controlled by interact-
ing aﬀective conversational dialogue engines. An elaborate
model of aﬀective behavior adds natural emotional reactions
and presence of the virtual humans. Actions are deﬁned in a
XML-based markup language that supports the incremen-
tal speciﬁcation of synchronized multimodal output. The
system was successfully demonstrated during CeBIT 2006.
Categories and Subject Descriptors
H.5.1 [Multimedia Information Systems]: Artiﬁcial,
augmented, and virtual realities
General Terms
Algorithms & Design
Keywords
Speech and conversational interfaces, Multimodal input and
output interfaces, AI techniques & adaptive multimodal in-
terfaces Mobile, tangible & virtual/augmented multimodal
interfaces
1. INTRODUCTION
Virtual humans are now used in a variety of applications,
including education and training, therapy, marketing and
entertainment. However, only a few systems have taken up
the challenge to allow a direct face-to-face natural language
interaction between a user and two or more virtual humans.
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Figure 1: The studio of game phase 1 with three
virtual characters
This endeavor involves the integration of a whole range of
technologies, most notably speech recognition and synthesis,
natural language processing, action planning, and human
ﬁgure animation [7]. Examples for systems that explicitly
address these problems in realizing a multi-party scenario
are the Mission Rehearsal Excercise project [21] and the
one-act interactive drama Fa¸ cade [12].
The interaction between the human user(s) and the vir-
tual humans requires innovative solutions to realize a natural
real-time communicative behavior. In the collaborative re-
search project VirtualHuman
1 various institutions in Ger-
many implemented a generic, component based framework
for this type of interactions. In order to create a realistic
interaction experience virtual characters must express them-
selves naturally through language, movements, gaze, emo-
tions and turn-taking behavior. They also must react natu-
rally to actions of the users, like spoken input or changes in
the virtual environment through activities of the human or
virtual dialog partners.
In the context of the football World Cup in Germany 2006,
we realized a game-show like setup as demonstration envi-
ronment for our technology. Figure 1 shows the studio of
ZAMB with the moderator (to the left) and two football
experts, Mrs. Herzog and Mr. Kaiser, who play with two
humans participants. The game has two phases: in the ﬁrst
phase, the two human players prove their football knowledge
1See http://www.virtualhuman.de/.
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on video scenes from earlier championships. Users can ask
the experts for advice and receive comments on their deci-
sions. The winner of the ﬁrst phase makes it to the second
one (see ﬁg. 2) where she can select the German team for
a given opponent team. Finally, the experts evaluate the
team and comment on the strengths and weaknesses.
The playing ﬁeld is depicted as a lying rectangle for space
reasons. This introduces a ﬁrst ambiguity with regard to
the reference system that is used during the game. It is
customary to call player positions as seen from the position
of the goal. That means that a “left defender” for the team
in the left half of the playing ﬁeld will actually be positioned
in the upper half of the graphics on the screen. Likewise, to
move a defender “right” could mean either to put him in a
midﬁeld position, or downwards on the screen.
Moves can be under-speciﬁed in that when the contes-
tant assigns a player to the midﬁeld without specifying the
side. The game logic will look for an unoccupied position
in the midﬁeld (if there is one) and put the player there.
The contestant also has the option to ask the expert or the
moderator for advice. The expert and the moderator also
frequently give comments on their own. Below we give an
example of a dialog translated from German:
(1) Moderator: Ok, let’s get started.
(2) User: Put Oliver Kahn into the goal.
(3) Expert Herzog: [nods] That’s an excellent move!
(4) Moderator: [nods] Great, Kahn in the goal position.
(5) User: Miss Herzog, give me a hint!
(6) Expert Herzog: [smiles] I would deﬁnitely put Ballack
into the central midﬁeld.
(7) User: Ok, let’s do that.
(8) Expert Herzog: [smiles] (nods) You won’t regret this
move.
(9) Moderator: (nods) Great, Ballack as central midﬁelder.
(10) User: ... [hesitates]
(11) Moderator: [encouraging gesture] Don’t be shy!
(12) User: Hhm, put Metzelder to the left of Ballack. [...]
The interaction mainly uses spoken language, but the hu-
man players can also use a pointing device to interact. The
high ﬂexibility and the personalized interaction requires very
detailed models on various levels:
Track−ball 1
Mixer
Track−ball 2
MDX 1600
Pro XL
Autocom
Behringer
User 2
User 1
left
right
left
right
Dialog and
Narration
Engine
DirectionML
3D
Rendering
Engine
Behavior
Controller
PML
Figure 3: Basic Architecture of the VirtualHuman
2. SYSTEM ARCHITECTURE
The dialog between n-partners cannot be scripted in ad-
vance. Therefore we need a common knowledge base, de-
scribing the world, i.e., the studio and the football related
facts. Flexible control and reaction mechanisms enable true
real-time interactivity: for each human and virtual inter-
action partner we have a Conversational Dialogue Engine
(CDE) that interprets and controls the interaction of the
dialog participant, and generates reaction in real-time in
the case of the virtual characters
Realistic believable behavior in virtual characters requires
also aﬀective control of verbal and nonverbal behavior, e.g.,
facial expressions. We employ a layered model of aﬀect that,
for each participant, analyzes the interactions and generates
active emotions.
Natural body gestures, including turn-taking signals, are
essential to express the inner state of (real or virtual) hu-
mans and to control the dialog ﬂow, e.g., through head or
eye movements. Realistic virtual characters must be em-
powered to use this interaction register to establish their
role in communications.
Fig. 3 illustrates the architecture of VirtualHuman with
an emphasis on the components described in this article.
The narration engine which has control of the overall story,
the 3D player, the characters and their gestures are con-
tributed by project partners. The descriptions of the ges-
tures with information about shape and duration are stored
in a gesticon. The ontology, realized using the Protege 3.1
tool, contains all declarative knowledge, including the dialog
knowledge, the soccer related data, and the game structure.
For speech recognition we use the open-source ISIP system,
for speech synthesis the most recent versions of NUANCE’s
high quality voices.
The components communicate over shared blackboards
they can subscribe to for publishing and reading data. The
whole interaction between the components is based on the
exchange of structured data through messages. The format
and content of these messages is deﬁned by three XML-based
markup languages.
￿ DirectionML: The Narration Engine controls the global
session development and the sequence of dialogs. Its
output for the Conversational Dialog Engines are di-
rections encoded in the direction modeling language.
￿ PML: The Player Markup Language allows to spec-
ify the properties and the behavior of characters and
objects in a 3D virtual environment. It supports the
incremental speciﬁcation of synchronized multimodal
output using both qualitative and quantitative tempo-
ral constraints.
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representing the computed aﬀective characteristics of
the virtual agents for processing and for conveying this
information to the subsequent modules that control
the virtual characters behavior.
The blackboard approach with declarative interface lan-
guages facilitates the integration of the various components.
Even though they are realized in diﬀerent programming lan-
guages (mainly Java and C++) on diﬀerent platforms (Linux
and Windows XP) their integration was straightforward.
Also, since, e.g., speech synthesis and the 3D player are com-
putationally expensive, this architecture allows us to dis-
tribute the workload on diﬀerent computers, thus enabling
real-time processing. This is an important prerequisite for
the life-like experience of human users.
3. PLAYER MARKUP LANGUAGE
The Player Markup Language (PML) serves as an inter-
face language between the CDEs, the aﬀect module, the
action encoder, and the 3D player (see Fig. 3). It allows
to specify the properties and the behavior of characters and
objects in a 3D virtual environment in an incremental way
and on diﬀerent levels of abstraction. PML is implemented
in XML and based on the Rich Representation Language
(RRL) developed in the NECA project [19]. Both languages
focus on the speciﬁcation of verbal and non-verbal behav-
iors of characters in multi-party dialogs. PML distinguishes
three types of documents:
￿ PML deﬁnitions are used to specify the properties
of objects and characters in the 3D environment, e.g.,
their initial position and orientation, the acoustic pa-
rameters of the synthetic voices (pitch baseline, vol-
ume, speed), the available animations, their default
durations, and the phoneme-viseme mapping to be
used. New behaviors (e.g. diﬀerent idle behaviors)
for each character can be deﬁned as combinations of
available animations. Deﬁnitions can also be used to
specify graphical elements (e.g. on-screen menus) and
to create references to multimedia objects (audio ﬁles,
images, videos) that will be used in the scenario.
￿ PML actions a r eu s e dt os p e c i f yt h eb e h a v i o ro fa l l
characters and objects in a 3D environment. The PML
supports the incremental speciﬁcation of synchronized
multimodal output (e.g. postures, gestures, facial an-
imations, speech) using both qualitative and quanti-
tative temporal constraints. In a ﬁrst step actions are
synchronized by specifying temporal relations (e.g. be-
fore, overlaps, during). In a second step these quali-
tative constraints are resolved by the action encoder
(see Sect. 5) which computes the start time and du-
ration for each action. The exact timing informa-
tion is represented in a SMIL (Synchronized Multi-
media Integration Language) compliant syntax (see
http://www.w3.org/AudioVideo/).
￿ PML messages are used by the 3D character player
to inform other modules about the execution state (e.g.
started, failed, ﬁnished) of actions. This information
is used to synchronize the behavior of characters and
objects across diﬀerent sets of actions and to return
error statements in case something goes wrong. Mes-
sages are also used to inform the CDEs about user
actions (e.g. the user has selected a menu entry).
The PML provides both high level abstract concepts (e.g.
gestures, complexions, emotions) and detailed, technical in-
formation required for the character- and player-related re-
alization of those concepts, for example, animation param-
eters and exact timing information. The mapping between
these two sets of elements is done at runtime by the action
encoder as described in Section 5.
4. PARTICIPATINGINCONVERSATIONS:
CONVERSATIONALDIALOGENGINES
The contributions of human and virtual dialog partici-
pants are realized in the system by independent, autonomous
entities called Conversational Dialog Engines (CDEs). A
CDE representing a human user has to process her multi-
modal input and convert it to the ontological representa-
tion. The task of the CDE for a virtual character comprises
processing contributions the character can perceive, delib-
erating about it with respect to the goals of the character,
deciding on a course of action, and ﬁnally executing its in-
tended actions. Accordingly, there are two diﬀerent types
of CDEs (see Fig. 4): User CDEs and character CDEs that
diﬀer in how they operate and what sub-components they
contain. A character CDE contains a fusion and discourse
engine (FADE), an aﬀect engine, an action manager, and
a multimodal generation component. A user CDE contains
multi-modal recognition and interpretation modules (speech
recognizer, NL understanding, gesture recognizer, and ges-
ture analyzer) and a FADE.
4.1 Representing Meaning
All internal knowledge used by the CDEs is represented
by means of an ontology, which provides a formal taxonomy
of all objects and events that exist in the restricted world of
the VirtualHuman system. Each concept comprises a set of
slots that deﬁne its sub-components or attributes.
The top-level of the ontology is based on that introduced
in [20]. Key to this hierarchy is the type Events that serves
as a top-level type for all things that take place at partic-
ular times and places. The most important sub-concepts
of this type are PhysicalObjects and Processes. PhysicalOb-
jects serve as super-concepts for domain speciﬁc concepts
like, FootballPlayer (which is grouped under Person, Liv-
ing and, eventually, PhysicalObject). Processes, in contrast,
denote events that either simply occur in the world or are
conducted by a character (see section 4.3). A FootballQuiz,
for example, is a sub-concept of an CommunicativeProcess.
Beside the model of physical objects and processes, the
ontology also incorporates a number of abstract concepts
that represent meta-information. A branch of the taxonomy
under AbstractObjects, for example, speciﬁes the sub-classes
of the concept DialogActs. These concepts have in common
that they are used to describe the content of contributions on
diﬀerent levels of complexity (i.e., the semantic content, ac-
companying non-verbal behavior, or the spoken utterance).
However, each individual sub-concept has its own speciﬁc se-
mantics (e.g., Greeting, Request and Statement). Another
example for sub-concepts of AbstractObjects are Gestures
deﬁning all relevant aspects (e..g, physical form, meaning,
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Figure 4: Architecture of the User- and Character-CDEs
and communicative function) and sub-concepts of commu-
nicative gestures.
4.2 Fusion and Discourse Engine—FADE
The discourse modeling component of a CDE is respon-
sible for interpreting the contributions of the agents within
their context of use and for maintaining a coherent repre-
sentation of the ongoing discourse. It comprises two sub-
modules, a short-term local turn context based on a pro-
duction rule system and a long-term, three-tiered discourse
context representation, and models the ﬂow of the interac-
tion from the perspective of an individual agent. The inter-
pretation of perceived events is based on the agent’s current
conversational role (e.g., speaker, addressee, overhearer).
The local turn context provides a comprehensive model
of the current situation within the conversation. It models
the physical environment plus all attending co-participants
with respect to their current role within the conversation and
their perceived internal state. This enables a CDE to inter-
pret the perceived interactional contributions with respect
to the current state of the conversation. If, for example, a
virtual character raises its index ﬁnger into the visual ﬁeld
of another agent, this means either that the agent wants
to take the turn (if its current role is that of an addressee,
or overhearer) or that it wants to prevent another agent
from taking the turn (if its current role is that of a speaker).
The second sub-module, the discourse history, keeps track of
the ongoing discourse and provides a comprehensive history
of the discourse contributions. This enables the generation
component to produce referring or elliptical expressions.
Moreover, FADE is also responsible for eliciting reactive,
semi-conscious behavior of the characters. Semi-conscious
behavior comprises actions that are hard to control for hu-
mans, e.g. displaying the individual understanding of the
current state of the turn-taking process or displaying back-
channel feedback. This behavioral class demands for some
reasoning and inference processes in order to display appro-
priate behavior. If, for example, another participant starts
to speak, FADE directly triggers the generator to produce
appropriate gaze behavior. For a detailed description of
FADE see [18].
4.3 Action Management
Each character CDE is endowed with an action manage-
ment unit that plans, executes, and monitors the actions of
the character. The actions are inﬂuenced by the goals set
by the narrative engine, communicative input by other char-
acters, updates about aﬀective state from the aﬀect engine,
and the internal state of the character.
The dialogue is modeled using a dialogue games approach
(see e.g. [11]), which deﬁnes an interaction in terms of rule-
based moves that are exchanges of dialogue acts (the games
also occasionally include physical acts, such as placing a
player on the football ﬁeld in phase 2. Physical acts are
treated the same as dialogue acts, with the exception that
they do not have an addressee). As in a board game, there
are constraints on which type of move can follow another.
The constraints are seen as social conventions that ensure
that the dialogue is coherent, and that the participants in an
exchange can synchronize their actions to achieve joint goals
[8]. For example, the joint goal—or purpose—of a question-
answer dialogue is that the questioner comes to know the
answer to her question. As in human-human dialogue, the
participants in an exchange can expect the others to adhere
to the social conventions, i.e. the questioner can expect that
in response to a question, she either will get an answer, a
statement of ignorance, or at least a refusal to answer. On
the other hand, a greeting dialogue act following a question
violates the rules.
The assumptions underlying the games are formulated as
preconditions and postconditions. A character may assume
that the rules of the game are shared by all other partic-
ipants. Beyond the expectations for future moves, it may
also assume that upon a conﬁrmation of a command,t h e
conﬁrming character will be committed to perform the re-
spective action. Asking an “insincere” question (i.e. one the
questioner already knows the answer of) also is against the
rules in the general case. However, depending on the situa-
tion, e.g. the moderator asking a quiz question, the social
rules are diﬀerent. This can be accommodated by using a
game with diﬀerent conditions.
The narration engine is the primary source of goals for the
virtual characters; in addition, goals can also be triggered by
changes in the internal state of a character (e.g., a strong
aﬀect can cause a sub-goal to complain). Each goal type
is associated with an activity that it triggers, described in
ontological terms, and it can be furnished with additional
constraints, e.g. a timeout, or failure conditions.
For example, a goal for the moderator to pose a quiz ques-
tion is parameterized by an instance of FootballQuizQuestion
with roles that specify the addressee of the question, an in-
stance of FootballSituation, and several alternative answers.
The virtual character that executes an activity will start a
sequence of dialogue games to bring about the associated
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addressee to answer the question. To this end, the mod-
erator will ﬁrst start a dialogue that presents the football
situation to the addressee: Hhe shows a video and enumer-
ates the alternative outcomes of the situation. Subsequently,
he will play a question-response game with the addressee to
ﬁnd out her opinion. If something goes wrong, e.g. the ad-
dressee do refuses to answer, the character sends feedback
to the narration engine about the failed goal. Also, in case
of a goal succeeding, the feedback to the narration engine
includes information about the task state, e.g., whether the
addressee answered correctly. The narration engine can re-
act in both cases by adapting the story.
Participants not actively engaged in a dialogue game can
nevertheless perceive the utterances as overhearers.T h i s
is used, e.g., to achieve bickering among the rival football
experts. If one experts overhears a human user endorsing
the opinion of the other expert, it will send a negative aﬀect
to the aﬀect engine. This is likely to eventually trigger a
derogatory comment, as the mood of the character goes bad.
When a character decides to make a dialogue move, it gen-
erates an ontological instance containing the information,
e.g. an OﬀerSelection move containing a list of answering
options for a football question, like in Fig. 5. Next, the
character asks FADE whether it can grab the turn, which
may take a while if another utterance is currently being re-
alized. While waiting for the turn, the characters generate
turn-grabbing gestures (hand waving etc.). As soon as the
character gets the turn, the utterance instance is forwarded
to the multimodal generation component to be enriched with
appropriate gestures, e.g. counting gestures if the modera-
tor enumerates the items of a possible selection, and timing
information (see Fig. 6). Finally, the generated utterance is
dispatched to the multimodal player. Only after each part
(speech utterance, gestures, etc.) of the contribution is re-
alized, its semantic content is forwarded to the CDEs of the
overhearers, which perceive it this way and can react.
Dialog systems usually use one of several established ap-
proaches for dialog management, with speciﬁc advantages
and disadvantages. Common variants are based on planning
and/or logical inference, ﬁnite-state machines, and forms, in
order of decreasing representational power, ﬂexibility, but
also computational complexity. Whether an approach is
suitable depends on the application domain and task struc-
ture.
Our domain shows mixed characteristics. The story con-
tains elements (like introductions) that have little varia-
tion and can be scripted, but the user interaction and au-
tonomous behavior by the virtual characters also allow for
ﬂexible deviations interweaved into the story controlled by
the director. Both types of tasks share a common task
model, the activity, but the necessary dialog games can be
initiated using either a ﬁnite-state model, or a plan-based
approach using the dialogue games with their preconditions
and postconditions as plan operators. It is only assumed and
not guaranteed that other characters, and especially the hu-
man users, fully cooperate to fulﬁll the expectations about
future moves. For example, the answer to a question may
be postponed while the user asks an expert for his opinion.
Therefore, it is necessary that a plan of action is constantly
monitored and accommodated to reﬂect the actual situa-
tion in the dialogue. The action management mechanism is
described in more detail in [10].
4.4 Generation of Multimodal Contributions
<OfferSelection>
<has_initiator>
<Character><has_name>Moderator</has_name></Character>
</has_initiator>
<has_addressee>
<Character><has_name>User1</has_name></Character>
</has_addressee>
<has_content>
<ListElement>
<has_listPosition> ... </has_listPosition>
<has_content>
<Response>
<has_content>
<Parade>
<has_agent>
<GoalKeeper> ... </GoalKeeper>
</has_agent>
<has_style> <FingerTips/> </has_style>
</Goal>
</has_content>
</Response>
</has_content>
</ListElement>
...
</has_content>
</OfferSelection>
Figure 5: Example ontological instance representing
an OﬀerSelection dialogue act
The generator takes an ontological instance of a dialogue
act (see Fig. 5) and turns it into a multimodal contribution
represented in PML. The output of the generator contains
the spoken utterance, as well as synchronized nonverbal ac-
tions (gazes, adaptors, emblematic, iconic, deictic and beat
gestures). In the dialogue act, some of the content may be
marked as optional. This information is realized depending
on the speaker’s emotional state and the current discourse
context. Moreoever, the realizations of referring expressions
will be diﬀerent, depending on whether an uttered element
is a newly introduced concept (“a car” ), has already been
introduced (“the c ar”), etc.
<actions id="ac0">
<character refId="Moderator">
<speak id="s0" dur="2655" ...>
<text>b) the goalkeeper saves the
ball with his fingertips </text>
</speak>
<animate id="ag0" dur="1400"
alignTo="s0" alignType="starts">
<gesture refId="gazeAtVC1"/>
</animate>
<animate id="aa0" dur="2000" ...>
<gesture refId="countTwo"/>
</animate>
...
</character>
</actions>
Figure 6: PML output for the act in Fig. 5
Since the generation takes place in real-time, the genera-
tor tries to cope with time-critical aspects. First of all, gen-
eration is bound to be fast and eﬃcient. Secondly, the gener-
ator estimates the amount of time necessary to generate the
utterance. If the estimate exceeds a certain threshold, we
use additional predeﬁned expressions (like “hhm”, “well”),
suitable in the given situation and mood, to signal the other
participants that the turn is not available. Our multiparty
55scenario demands for a turn-taking approach incorporating
general gazing behavior as well as actions to take and yield
turns. When the generator detects that its virtual character
is not the one holding the ﬂoor, it might attempt (depend-
ing on characteristics like urgency and mood) to claim the
next turn by making interrupting statements and gestures.
5. ACTION ENCODER
The action encoder decouples the action planning on an
abstract symbolic level from the execution and visualization
of those actions in a 3D character player. The CDEs specify
the behavior of characters and objects in the scenario by
generating PML actions for verbal utterances, accompany-
ing gestures, multimedia objects and graphical user inter-
face elements. Available gestures are deﬁned in a so-called
gesticon. We use this term analogous to lexicon for a reposi-
tory of gesture speciﬁcations. Gesticon entries describe ges-
tures in terms of their physical form, meaning, and commu-
nicative function. In addition, information about character-
and player-speciﬁc animations associated with this gesture
is provided.
The PML actions generated by the CDEs comprise the
symbolic name of the gesture (e.g. ﬁnger ring) and possibly
additional parameters (e.g. speed and hand(s) to be used)
that are required by the action encoder to select a corre-
sponding animation. At this particular point, there is no
information available about the exact duration of the speci-
ﬁed actions since the related animations and audio ﬁles have
not yet been selected or generated. Therefore, only quali-
tative constraints can be used to synchronize these actions.
In our system we use a set of temporal constraints (e.g. be-
fore, overlaps, during) for this purpose. However, the 3D
character player needs to know exactly when each action
begins and ends. This information is provided by the action
encoder which processes the PML actions like follows:
￿ A text-to-speech (TTS) system is used to generate
the audio ﬁles and to obtain information about the
phoneme types and their duration. This information is
later required by the player to select character-speciﬁc
animations (visemes) for the lip-synchronous mouth
movements.
￿ For each gesture speciﬁcation an appropriate anima-
tion is selected based on information provided in the
gesticon and the PML character and object deﬁnitions.
￿ After processing the utterances and gesture speciﬁca-
tions, the exact duration of all actions has been deter-
mined and the temporal constraints can be resolved.
For this purpose a constraint solver is used that com-
putes the exact start and end time for each action.
The action encoder is also responsible for the nonverbal
behavior associated with a character’s aﬀective state. It re-
ceives the aﬀect output produced by the aﬀect module (see
Sect. 6) and produces PML actions that control a character’s
facial expression, complexion, and idle behavior. A charac-
ter’s dominant emotion and its intensity are used to select
an appropriate facial animation and to instruct the player to
change a character’s complexion by smoothly interpolating
between diﬀerent textures. The current mood is expressed
through the character’s idle behavior. The idle behavior for
each mood is a set of animations that are performed in be-
tween and sometimes in addition to the gestures speciﬁed
by the CDEs. A character in a hostile mood, for example,
might adopt a tensed posture with the arms folded across
the chest. The information about the dominant emotion and
the current mood can also be used to modify the animation
parameters, e.g., to increase or decrease the speed of con-
versational gestures and the frequency of the eye blinking.
6. AFFECT MODELING
As known from other projects employing virtual charac-
ters, like COSMO [9], ´ Emile [6], Peedy [1] and the Greta
agent [2] aﬀect successfully help controlling behavior as-
pects. When analyzing them according to their temporal
characteristics, there are short-term behavior aspects, like
facial expressions, gestures, or the wording of verbal expres-
sion. Also, there are medium-term and long-term aspects,
like the process of making decisions, or the motivation of
characters. The latter are traditionally represented by CDE
like processes. And, there are behavior aspects that consist
of mixed-term aspects, like a character’s idle behavior that
includes for example eye blink (short-term) and medium-
term posture changes. Our approach to control such behav-
ior aspects relies on a computational model of aﬀect [3] that
provides diﬀerent aﬀect types. It simulates three interacting
kinds of aﬀect as they occur in human:
1. Emotions reﬂect short-term aﬀect that decays after
a short period of time. Emotions inﬂuence facial ex-
pressions, facial complexions (e.g. blush), and conver-
sational gestures.
2. Moods reﬂect medium-term aﬀect, which is generally
not related with a concrete event, action or object.
Moods are longer lasting aﬀective states, which have a
great inﬂuence on humans’ cognitive functions [16].
3. Personality reﬂects long-term aﬀect and individual
diﬀerences in mental characteristics [13].
Our work is based on the computational model of emo-
tions described in [5]. It implements the OCC model of emo-
tions [17] combined with the ﬁve factor model of personality
[13] to bias the emotions’ intensities. All ﬁve personality
traits (openness, conscientiousness, extraversion, agreeable-
ness, andneuroticism) are used to inﬂuence the intensities
of the diﬀerent emotion types. The OCC cognitive model
of emotions is based on the concepts of appraisal and inten-
sity. The individual is said to make a cognitive appraisal
of the current state of the world. Emotions are deﬁned as
valenced reactions to events of concern to an individual, ac-
tions of those s/he considers responsible for such actions,
and objects/persons. The OCC theory deﬁnes 22 emotion
types. The intensity of emotions underlies a natural decay,
which can be conﬁgured by several decay functions (linear,
hyperbolic, exponential), and which is inﬂuenced by person-
ality values (see ﬁgure 7).
The employed computational model of moods is based
on the psychological model of mood (or temperament) pro-
posed by Mehrabian [15]. Mehrabian describes mood with
the three traits pleasure (P), arousal (A), and dominance
(D). The three traits are nearly independent, and form a
three dimensional mood space. A PAD mood can be located
in one of eight mood octants. A mood octant stands for a
56Figure 7: Aﬀect conﬁguration parameters
discrete description for a mood: +P+A+D is exuberant, -P-
A-D is bored, +P+A-D is dependent, -P-A+D is disdainful,
+P-A+D is relaxed, -P+A-D is anxious, +P-A-D is docile,
and -P+A+D is hostile. Generally, a mood is represented
by a point in the PDA space. For mood computation, it
is essential to deﬁne an virtual human’s default mood. The
mapping presented in [14] deﬁnes a relationship between the
big ﬁve personality traits and the PAD space. Using this
mapping, the above mentioned model of emotions, which
uses the big ﬁve personality model to deﬁne a character’s
personality, is thereby able to compute a default mood. The
computation of mood changes is based on active emotions
generated by the computational model of emotions. Each
appraisal of an action, event or object elicits an active emo-
tion that once generated, decays over a short amount of
time (i.e. one minute). All active emotions are input for the
mood function. The function has two scopes. Based on all
currently active emotions the function deﬁnes whether the
current mood is intensiﬁed or changed. It will be intensiﬁed
if all active emotions are mapped into the mood octant of
the current mood. A mood will be changed progressively if
all active emotions are mapped into a diﬀerent mood octant
than the current mood. The mood function is visualized
within an aﬀect monitor that is shown in ﬁgure 8.
The current version uses also the current mood to com-
pute the intensity of active emotions in order to adapt the
emotions’ intensity on the characters’ current situation. This
increases, for example, the intensity of joy and decreases the
intensity of distress, when a character is in an exuberant
mood. A detailed description of the mood function can be
found in [3].
In aﬀect computation, the ﬁrst step is to appraise relevant
input by using a character’s own subjective appraisal rules,
introduced in [5]. Three types of aﬀect input are distin-
guished: 1) basic appraisal tags, 2) act appraisal tags, and
3) aﬀect display appraisal tags. Basic appraisal tags express
how a speaking character appraises the event, action or ob-
ject about which it talks. Act appraisal tags describe the
underlying communicative intent of an utterance, e.g. tease,
or congratulate. Aﬀect display appraisal tags are visual cues
of an experienced emotion or mood, e.g. a blush of shame
or a character that looks nervous for a speciﬁc amount of
time. The output of the appraisal process is a set of emo-
tion eliciting conditions. Based on them active emotions are
generated that in turn inﬂuence a character’s mood. The
relevant input is provided by a character’s CDE and con-
sists of appraisal tag input, dialog act input, emotion and
mood input, about speaker, addressee and listener. The af-
fective proﬁle is passed to the character’s CDE and also to
the player component which is responsible for rendering the
character’s visual appearance and its speech output.
Figure 8: Aﬀect monitor
The evaluation of this computational model of aﬀect shows
that nearly all generated aﬀect types (emotions, moods) are
plausible to humans [4]. Based on these results we are conﬁ-
dent that the aﬀect visualization through facial expressions
and complexions, gestures, posture changes, and through
diﬀerent dialog behavior realized by each character’s CDE
is plausible too.
7. CONCLUSIONS
In this paper, we presented an overview to the Virtual-
Human system. It provides a knowledge-based framework to
create interactive applications in a multi-user, multi-agent
setting. The behavior of the virtual humans and objects
in the 3D environment is controlled by interacting aﬀec-
tive conversational dialogue engines. An elaborate model
of aﬀective behavior adds natural emotional reactions and
presence of the virtual humans.
During CeBIT 2006, VirtualHuman was displayed for
one week. Figure 9 shows the setup. The studio was dis-
played on a back projection screen. The two interaction
posts were equipped with a microphone and a track-ball for
the user’s interaction. The microphones were open all the
time. The sound compressor limited the signal level so that
users could participate without using a push-to-talk button.
Even though the fair hall was very noisy, we had almost no
false starts of the recognizers and the sound quality of the
speech signal was always suﬃcient. People could approach
the system without control and interacted naturally with
the virtual characters in the game show.
The results of an evaluation with 21 naive subjects demon-
strated the general acceptance of the system. The subjects
evaluated the systems on various dimension, using a 5-point
Likert scale. Especially the appearance and the behavior
57Figure 9: The CeBIT installation with two interac-
tion posts
of the virtual humans in the studio scenario where ranked
positive. The aﬀective expressiveness was noticed and pro-
vided an added-value. The speech related capabilities of the
system need to be expanded, especially the quality of the
speech synthesis was valued more negatively.
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