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Introduction
L'objectif de ce papier est de synthétiser les développements concernant
l'analyse structurelle des réseaux techniques. Les réseaux techniques sont dé-
ﬁnis ici comme l'ensemble des réseaux d'ingénierie, fournissant des services
primordiaux pour le bon fonctionnement des sociétés  modernes , et dont
les structures ont la particularité d'être en permanence tangibles (cela com-
prend les réseaux viaires, les réseaux d'électricité, les réseaux internet... et
exclut les réseaux de téléphonie mobile, les réseaux de transport aérien...).
Actuellement, l'analyse des réseaux techniques est très largement dominée
par des approches très fonctionnalistes étudiant les propriétés rhéologiques de
ces réseaux (i.e. étudiant les propriétés concernant les ﬂux supportés par ces
réseaux : modèles dynamiques de ﬂux, modèles de congestion...). Néanmoins,
depuis les années 2000, nous assistons à un retour de l'étude structurelle des
réseaux techniques, fait pour lequel les physiciens théoriques sont pour beau-
coup. Ainsi, certains physiciens se sont intéressés à l'étude structurelle de ces
réseaux  sans en être foncièrement des spécialistes  aﬁn de donner des pers-
pectives pratiques supplémentaires à des travaux essentiellement théoriques.
Ils sont alors venus bousculer des méthodologies préétablies et réveiller des
disciplines qui avaient quelque peu délaissé l'approche structurelle (comme la
géographie des transports à quelques exceptions près). Cette tendance s'ap-
puie sur un postulat important : l'étude structurelle des réseaux techniques
permettrait de faire émerger des éléments de compréhension concernant le
fonctionnement, les forces et les faiblesses de ces réseaux. On s'éloigne ainsi
des analyses purement  prédictives  au proﬁt d'analyses plus  explicatives
.
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1 La modélisation des réseaux techniques sous forme
de graphe
La modélisation des réseaux techniques sous forme de graphes est gé-
néralement très intuitive. D'ailleurs, la théorie des graphes a débuté avec
les travaux d'Euler au XVIIIeme siècle et trouverait donc ses origines dans
l'étude d'un réseau viaire (les ponts de Königsberg). Ce graphe G = (N ; L)
se déﬁnit mathématiquement comme un ensemble ﬁni de liens L  corres-
pondant au linéaire du réseau (routes, canalisations, câbles électrique...) 
et un ensemble ﬁni de sommets N  correspondant à des éléments ponctuels
(intersections, postes de transformation, pompes de relevag...). L'ensemble
des réseaux techniques se prête donc plutôt bien à l'analyse de graphes, les
liens étant de surcroit tangibles et permanents. Cette modélisation  clas-
sique  utilisée par les ingénieurs, les géoéconomistes, etc., peut être qualiﬁée
d'approche directe ou primaire [17].
Plus précisément, la plupart des réseaux techniques sont modélisés sous la
forme de graphes valués (pondérés). Par exemple, la distance est souvent
une propriété importante de ces réseaux  ils sont ainsi référencés comme
des graphes spatiaux  leurs liens sont donc souvent pondérés par cette mé-
trique [11]. Pour certains, cette nature profondément géographique des ré-
seaux techniques implique que leur graphe soit quasi exclusivement planaire
[17]. Cependant, il existe de nombreux graphes spatiaux non planaires [20].
La distance n'est pas le seul critère de pondération possible pour ces graphes.
Les capacités (de ﬂux, de personnes...) peuvent ainsi être jugées comme des
facteurs facteurs plus discriminants. Dans les faits, la pondération de ces
graphes se révèle souvent problématique.
La plupart des graphes modélisant des réseaux techniques sont plus exac-
tement des multigraphes [16]. C'est-à-dire qu'il existe pour certaines paires
de n÷uds au moins deux arcs les reliant directement. Ainsi, cette redon-
dance permet d'assurer le fonctionnement général d'un réseau et ce malgré
des perturbations récurrentes [8], même si cela rend leur fonctionnement plus
complexe et plus coûteux.
Les graphes sont des modélisations simpliﬁées des réseaux. Ainsi, les éléments
ponctuels modélisés par des n÷uds sont généralement très hétérogènes (ex :
du poste source électrique à la simple interconnexion) et les éléments linéaires
modélisés par des arcs très hiérarchisés (ex : de l'autoroute au chemin vi-
cinal). C'est pourquoi, ces réseaux doivent souvent être modélisés par des
graphes multiniveaux [6]. Cette modélisation n'est donc ni simple, ni ano-
dine, elle fait en réalité l'objet de choix qui ne sont pas toujours explicités. Il
est notamment possible d'étudier précisément une sous-catégorie d'un réseau
technique (réseaux de transport d'eau potable, réseaux autoroutiers. . . ) aﬁn
de minimiser les diﬃcultés de modélisation (ces sous-graphes sont en eﬀet
plus homogènes), ou éventuellement d'avoir recours à des pondérations pour
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tenir compte des spéciﬁcités du réseau étudié (temps d'interconnexion, ca-
pacité du réseau...). Les systèmes à base d'agents peuvent alors se révéler
plus pertinents pour étudier les réseaux techniques.
Compte tenu de ces imperfections, il peut être intéressant et tout à fait
justiﬁé de modéliser ces réseaux diﬀéremment, c'est-à-dire d'une manière
contre-intuitive. Il est possible d'attribuer la première tentative de ce type
à Bill Hiller et Julienne Hanson [13], qui en mettant au point la syntaxe
spatiale (space syntax ), viennent remettre en question la modélisation  tra-
ditionnelle  des réseaux viaires. Ainsi, la syntaxe spatiale repose sur une
modélisation opposée à l'approche directe, qualiﬁée d'approche  duale .
En eﬀet, pour faire simple, elle déﬁnit les lignes droites (extensions des rues)
comme des n÷uds et les intersections comme des arcs.
Pour réaliser ce graphe  dual , il est théoriquement nécessaire de déterminer
au préalable des cartes axiales (ou angulaires, en anglais axial maps) repo-
sant sur des lignes axiales (ou espace d'intervisibilité en anglais axial lines)
(Fig. 1). Cependant, les déﬁnitions des lignes axiales et des cartes axiales sont
très ﬂoues. Il existe donc diﬀérents algorithmes - correspondant à diﬀérentes
méthodes - pour produire ces cartes axiales (9 selon [3]), basés par exemple
sur des critères de visibilités, des noms de rues. . . Or, l'étude topologique
de ces graphes est fortement dépendante des algorithmes de modélisation
utilisés qui ne sont pour la plupart que des algorithmes heuristiques [15].
C'est pourquoi, les résultats de ces études soulignent autant (voire même
davantage) les caractéristiques de l'algorithme de modélisation que celles du
réseau étudié.
Figure 1  (a) un réseau ﬁctif, (b) la carte axiale, (c) le graphe dual (source :
[14])
Les avantages et les inconvénients de cette méthode de modélisation de
la voirie urbaine ont déjà fait l'objet de nombreuses synthèses [2, 18]. Le
principal avantage de cette méthode est donc de sortir du paradigme très
cartésien de l'approche directe, pour une approche qui, si elle se veut aussi
très en phase avec les réalités du terrain (très empirique), tente de prendre
en considération des aspects plus sensoriels et cognitifs. Cependant, elle ac-
corde une grande importance aux voies les plus longues, entraînant des biais
importants. En outre, cette méthode supprime les distances géographiques,
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alors même que ces distances nécessitent pour certains de traiter les réseaux
viaires de manière particulière [9]. Néanmoins, la syntaxe spatiale repose sur
la détection de lignes droites et accorde donc une importance relative à la
distance, sachant de plus que ce critère peut être réintroduit a posteriori.
A noter que le terme de graphe dual est abusif et ne correspond pas à la
déﬁnition mathématique du dual d'un graphe. Dans un graphe planaire to-
pologique, une face est par déﬁnition une partie du plan limitée par des arcs,
de sorte que deux points de la face puissent toujours être reliés par un trait
continu ne rencontrant ni sommet ni arc (i.e. les faces sont les surfaces du
graphe planaire) (Fig. 2). Le graphe dual G* de G est le graphe dont les
sommets correspondent aux faces de G, et dans lequel deux sommets sont
reliés par une arête si et seulement si les faces correspondantes dans G ont
une arête en commun (Fig. 2).
Figure 2  A gauche : un graphe et ses faces. A droite : un graphe et son
graph dual (source : [5])
Quoiqu'il en soit, il ne semble pas pertinent d'utiliser la syntaxe spatiale
pour étudier d'autres types de réseaux techniques, ce qui limite fortement
cette méthode. Cependant, il n'est pas rare que les réseaux techniques néces-
sitent des modélisations particulières. Par exemple, une structure électrique
a été déﬁnie. Cette structure ne s'appuie pas sur des distances euclidiennes,
mais sur des distances électriques déﬁnies par des valeurs d'admittance cor-
respondant à la plus ou moins grande facilité avec laquelle les ﬂux électriques
se déplacent dans le réseau [14].
2 L'étude des propriétés structurelles des réseaux
techniques
Aﬁn d'étudier les propriétés structurelles des réseaux techniques, il est
possible d'utiliser une palette diversiﬁée d'indicateurs. Ces indicateurs pro-
viennent notamment de l'étude des réseaux viaires qui accordent une impor-
tance toute particulière aux distances géographiques, comme par exemple les
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indicateurs d'éloignement. L'éloignement moyen d'un graphe peut ainsi être
mesuré par la moyenne de l'ensemble des plus courts chemins entre toutes
les paires de n÷uds du graphe (1) [10, 23]. La mesure de cet indicateur
en un sommet donne, dans une certaine mesure, le niveau d'accessibilité de
ce sommet pour l'ensemble du graphe (2). Cependant, cet indicateur n'est
applicable qu'à des graphes connexes. C'est pourquoi, il a pu être proposé
d'utiliser l'inverse des distances, le terme d'eﬃcacité est alors le plus souvent





























où L(G) est l'éloignement moyen du graphe G, l(i) l'éloignement moyen du
sommet i, E(G) l'eﬃcacité du graphe G, e(i) l'eﬃcacité du sommet i, N le
nombre de sommets du graphe G, di,j la plus courte distance entre i et j (cette
distance pouvant être géographique, topologique...).
Ces indicateurs d'éloignement permettent en quelque sorte d'évaluer l'eﬃca-
cité d'un réseau, puisque plus l'indicateur d'éloignement moyen du graphe
est faible, plus le réseau étudié pourra être considéré comme eﬃcace. Néan-
moins, un simple indicateur d'éloignement n'est pas suﬃsant pour mesurer
l'eﬃcacité d'un réseau. Ainsi, aﬁn de comparer diﬀérents réseaux, il est né-
cessaire de déﬁnir des zones d'étude couvrant une superﬁcie donnée, ou de
mettre en rapport cet indicateur avec le diamètre du graphe... Cependant,
la détermination d'une zone d'étude reste arbitraire et l'utilisation d'autres
indicateurs ne permet que partiellement des comparaisons. C'est pourquoi,
il a été proposé de comparer le graphe du réseau à un graphe jugé idéal (le
graphe de référence). Ce graphe de référence a premièrement pu être déﬁni
comme un graphe complet où les distances entre paires de n÷uds correspon-
dait à des distances à vol d'oiseau (5). Il est généralement fait référence à un
coeﬃcient de rectitude. Devant le peu de réalisme de ce graphe (concernant
les réseaux techniques) qui considère alors l'espace comme homogène, il a pu



















où CRi est le coeﬃcient de rectitude calculé au point i, C
P
i coeﬃcient de per-
formance calculé au point i, deucli,j la distance euclidienne entre i et j, d
ref
i,j la
distance la plus courte entre i et j sur le réseau de référence.
Compte tenu de la planéité des graphes étudiés, il est possible de retrou-
ver le même type de problématiques concernant la normalisation de certains
indicateurs. Ainsi, certains indicateurs - notamment ceux introduits par les
physiciens - nécessitent de comparer les graphes étudiés à des graphes com-
plets, ce qui n'est pas pertinent pour des graphes planaires comme les réseaux
techniques. Par exemple, le clustering coeﬃcient n'est pas toujours un in-
dicateur pertinent pour étudier un réseau technique (valeur souvent égale
à zéro), il faut alors utiliser des variantes [4]. Ainsi, pour les réseaux tech-
niques, il est préférable de comparer le graphe étudié à un arbre couvrant de
poids minimum (algorithme de Kruskal) ou d'utiliser des triangulations.
Les indicateurs de centralité constituent une autre grande famille d'indi-
cateurs très utilisés pour étudier les réseaux viaires. Néanmoins, le terme
de centralité étant équivoque, ces indicateurs évaluent des caractéristiques
parfois très diﬀérentes. Malgré tout, ces indicateurs se révèlent être parfois
corrélés. Historiquement, les premiers indices de centralité sont les centralités
d'ordre (le degré), de proximité (éloignement ou eﬃcacité) ou d'intermédia-
rité (betweenness) (7). Ces indicateurs déﬁnissent alors la centralité comme
le fait d'être proche des autres  de ses voisins (centralité d'ordre) ou de
l'ensemble des n÷uds (centralité de proximité)  ou comme le fait d'être au
milieu des autres (betweenness). Plus récemment, une centralité de rectitude
(ou d'eﬃcacité) [7] et une centralité d'information ont été déﬁnies. Cette
dernière mesure la perte d'eﬃcacité du graphe quand un n÷ud est supprimé
évaluant ainsi l'importance de ce n÷ud pour les autres n÷uds du graphe (8).
CBi =
n∑








où CBi est la centralité intermédiaire (betweenness) du sommet i, C
I
i la cen-
tralité d'information du sommet i, σst le nombre de plus courts chemins allant
de s à t, σst(i) le nombre de plus courts chemins passant par i.
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L'application de ces indicateurs de centralité sur un grand nombre de ré-
seaux viaires a permis d'établir des classiﬁcations entre diﬀérentes structures
de villes [17, 7]. Ainsi, en eﬀectuant une classiﬁcation hiérarchique à partir
de 4 indicateurs de centralité et à l'aide de distances euclidiennes calculées
sur des coeﬃcients de gini, une vingtaine de réseaux viaires ont été classiﬁés
en fonction de leurs propriétés structurelles (Fig. 3) [18]. Pour cela, il est
souvent nécessaire d'étudier les distributions cumulatives des indices de cen-
tralité [17]. Ainsi, les distributions des indicateurs de centralité font émerger
des diﬀérences entre des villes à l'urbanisme planiﬁé (Los Angeles) et des
villes à l'urbanisme auto-organisé (Le Caire) [17].
De son coté, la syntaxe spatiale a développé ses propres indicateurs pour
étudier les réseaux viaires. Cependant, ils sont pour la plupart identiques à
ceux déjà présentés. Ainsi, l'indice d'intégration qui est un des principaux
indicateurs de la syntaxe spatiale   si fondamental qu'il est lui-même la
clef de la plupart des aspects de l'organisation spatiale humaine  [12] 
équivaut à une centralité de proximité [15, 17]. Néanmoins, cet indicateur
n'étudie plus les plus courts chemins, mais les chemins les plus directs (né-
cessitant le moins de changement de directions). D'ailleurs, certains auteurs
font référence à des indicateurs  angulaires , il ne serait alors plus ques-
tion d'éloignement moyen mais plutôt d'éloignement angulaire moyen. De la
même manière, la centralité devient une centralité angulaire. . . [21].
Figure 3  Dix huit villes classées en cinq groupes à l'aide d'indicateurs de
centralité (source : [7])
Enﬁn, même si cette liste d'indicateurs ne prétend pas à l'exhaustivité,
il n'est pas possible de passer outre les indicateurs alpha, bêta, gamma très
utilisés en géographie des transports. Ce sont des indicateurs  classiques 
qui permettent d'évaluer la structure globale d'un réseau technique.
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3 Les réseaux techniques et les réseaux théoriques :
scale-free et/ou small-world ?
Depuis que sont apparues ces deux grandes familles théoriques de graphes,
une grande variété de graphes issus de systèmes complexes ont été analysés
aﬁn de déterminer s'ils étaient small-world (petit monde) et/ou scale-free (in-
variant d'échelle, sans échelle caractéristique). Les réseaux techniques n'ont
pas échappé à cette règle. Or, la plupart des réseaux techniques ne sont
pas scale-free ou small-world. Certains auteurs l'expliquent par leur nature
profondément géographique qui, en les encrant profondément dans les terri-
toires, empêche l'émergence de certaines structures. Ainsi, la planéité induite
par cette nature géographique implique une variance de degrés extrêmement
faible [17].
Ces réseaux techniques sont alors généralement caractérisés par un rapport
constant entre le nombre d'arcs et le nombre de n÷uds, propriété d'un réseau
aléatoire. Cependant, les réseaux techniques sont loin de partager les mêmes
caractéristiques que ces réseaux aléatoires. Ainsi, concernant l'étude de la
distribution des degrés du réseau électrique nord américain, la probabilité
de trouver des n÷uds de degrés élevés se révèlent beaucoup plus faible que
pour un réseau scale-free, mais cette probabilité est bien supérieure à celle
d'un réseau aléatoire [1]. En fait, il existe généralement au sein des réseaux
techniques des n÷uds de forts degrés (place de l'étoile, république, nation,
etc., pour le réseau viaire parisien). Par conséquent, il existe une certaine hié-
rarchie qui n'est pas présente au sein des réseaux aléatoires. C'est pourquoi,
certains indicateurs de centralité laissent précisément apparaitre des compor-
tements scale-free. Par exemple, les réseaux viaires auto-organisés présentent
des propriétés similaires aux réseaux scale-free en termes de centralité [4, 7].
Les faibles indices de clustering de ces réseaux ne permettent généralement
pas d'établir une correspondance avec les réseaux petits mondes. Il semble
donc bien exister une spéciﬁcité des réseaux techniques qui partagent cer-
taines similitudes avec les réseaux scale-free, small-world, aléatoires, etc., sans
pour autant en partager toutes les caractéristiques. Il est alors nécessaire de
construire des modèles théoriques spéciﬁques [14]. De plus, il faut préciser
que ces résultats dépendent de la modélisation choisie. En eﬀet, l'approche
duale fait généralement apparaitre des comportements scale-free [15].
4 L'analyse structurelle des réseaux techniques dans
un contexte de risques
La méthode la plus utilisée pour étudier les réseaux techniques dans un
contexte de risques consiste à supprimer un n÷ud ou un arc (i.e. un compo-
sant) du réseau étudié, aﬁn de comparer les valeurs d'indicateurs calculés au
préalable sur le réseau  normal  puis sur le réseau  perturbé . Ainsi, il est
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possible de déterminer plusieurs indicateurs de vulnérabilité. Par exemple,
un indicateur de référence a été déﬁni pour les réseaux de transport : la vul-
nérabilité élémentaire [10]. Cet indicateur compare simplement l'éloignement
moyen du graphe lorsque le réseau est perturbé (suppression d'un compo-
sant) et lorsque le réseau est normal (9). Il est alors possible d'identiﬁer les
composants les plus vulnérables pour l' eﬃcacité  (le potentiel relation-
nel [10]) du graphe. Cependant, cet indicateur néglige les problématiques de
connexité, car les relations rendues impossibles par la suppression d'un com-
posant ne sont pas prises en considération. Pour cela, il est possible d'utiliser





où V(i) est la vulnérabilité élémentaire du sommet i, G' le graphe G privé de
i, L(G) l'éloignement moyen du graphe G.
De surcroit, la déﬁnition d'un indicateur de référence permet de tester d'éven-
tuelles corrélations entre cet indicateur et d'autres indicateurs d'évaluation
des propriétés structurelles du réseau. L'objectif est alors de comprendre
pourquoi certains composants apparaissent plus vulnérables que d'autres.
Ainsi, la centralité intermédiaire (betweenness) se révèle être un indicateur
explicatif [10]. En eﬀet, plus un composant aura une centralité élevée, plus
celui-ci provoquera une perte d'eﬃcacité importante puisqu'il perturbera un
grand nombre de relations.
Un autre indicateur se révèle pertinent à évaluer aﬁn d'étudier la vulnérabi-
lité d'un réseau technique. Il s'agit de l'indicateur de perte de connectivité
[1]. Deux n÷uds sont connectés s'il existe au moins un chemin entre ces deux
n÷uds. Il y a alors perte de connectivité (de connexité) si plus aucun chemin
ne subsiste suite à la suppression d'un ou de plusieurs composants. Ainsi,
l'indicateur de perte de connectivité quantiﬁe le nombre de relations entre
paires de n÷uds rendues impossibles [1, 7]. Ainsi, chaque composant présente
des niveaux de perte de connectivité diﬀérents. Des n÷uds peuvent alors être
jugés plus critiques que d'autres. Cependant, les réseaux techniques sont gé-
néralement redondants aﬁn d'éviter que les coupures soient trop nombreuses
et ainsi permettre au réseau de continuer à fonctionner et ce malgré la per-
turbation d'un composant. C'est pourquoi, il est alors pertinent d'étudier
le comportement du réseau suite à la dysfonction de plusieurs composants,
il est alors question d'étudier des scénarios de défaillance ou des scénarios
d'attaque.
Un des objectif est alors de déterminer les scénarios d'attaque les plus cri-
tiques, c'est-à-dire ceux qui vont engendrer les pertes de connectivité les plus
fortes, soulignant ainsi la vulnérabilité du réseau à cette attaque. Les at-
taques aléatoires sont généralement parmi les moins critiques. Une deuxième
famille d'attaque est plus critique, elle consiste à attaquer les n÷uds ayant
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les degrés ou les centralités les plus fortes. Un des scénarios les plus eﬃcaces
consiste à attaquer les centralités les plus fortes en recalculant les centrali-
tés après chaque attaque (cascading attack). Par exemple, une attaque de
ce type impliquant seulement 2% des composants du réseau électrique nord
américain engendre une perte de connectivité sur le réseau d'environ 60% et
une attaque sur seulement 8% du réseau engendre une rupture quasi-totale
du réseau [1] (Fig. 4).
Parallèlement à ces études  statiques  qui ne considèrent pas les consé-
quences de la redistribution des ﬂux consécutive aux défaillances des compo-
sants, des études dynamiques ont été développées. Les résultats sont parfois
surprenants, ainsi les scénarios les plus critiques peuvent impliquer les n÷uds
aux charges les plus faibles [22].
Figure 4  Le réseau électrique américain dans un contexte de risques
(source : [21])
La détection de communautés au sein d'un graphe peut aussi se révé-
ler utile aﬁn d'étudier la vulnérabilité des réseaux techniques. Notamment,
une technique de clustering hiérarchique a été utilisée (partitionnement de
données) pour étudier la vulnérabilité des réseaux viaires [4]. L'objectif est
alors d'identiﬁer les liens intercommunautaires  faibles  constituant des
liens de passages incontournables au sein du réseau pour passer d'une com-
munauté à une autre. En ce sens, ces liens constituent des liens critiques
pour le fonctionnement général du réseau. Enﬁn, certains auteurs se sont
aussi proposés d'utiliser les principes de la syntaxe spatiale pour étudier les
réseaux viaires dans un contexte de risques. Cette application réalisée sur la
ville de Londres fait apparaitre un déplacement des centralités au proﬁt de
certains espaces situés en périphérie, passant d'une polarité autour du centre




Depuis quelques années l'analyse des propriétés structurelles des réseaux
techniques a connu des développements importants. Pour la géographie, ces
développements sont intéressants puisqu'ils mettent en avant la nature pro-
fondément géographique des réseaux techniques. Plus précisément, pour la
géographie des risques, la mise en avant des aspects structurels permet d'amé-
liorer la compréhension des mécanismes d'endommagement en introduisant
notamment la vulnérabilité structurelle.
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