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ABSTRACT
Uniform nanodisc structures can be self assembled from mixtures of different phospho-
lipids. This study focuses on the theoretical and experimental growth kinetics of phospholipid
based nanodiscs. Motivation for this project comes from the nanodisc’s small size and their
potential use as a carrier for drug delivery. It was observed that at high total lipid concentra-
tion the nanodiscs are stable at approximately 10 nm in radius and can remain stable for a long
period of time. However, growth of these nanodiscs are observed at relatively low total lipid
concentration. The observed growth mechanism is not well understood. In this thesis dynamic
light scattering is used to monitor the size and growth rate of nanodiscs at different solution
conditions. It is determined that disc-disc interactions play an important role in the stability of
the disc structures. More importantly surface charge on the nanodisc prevent growth due to the
electric repulsive force. The growth at low concentrations is caused by the transfer of charged
lipids from the discs to the solution, therefore reducing the Columbic interaction between two
interacting discs. The effect of size and different surface potentials can be modeled by the
Smoluchowski transport equation along with the transport limited boundary conditions. Chap-
ter 1 to 5 include the experimental method, results and mathematical model for this research.
iii
The last part of this thesis, chapter 6, presents the relevant microrheology experiments. The
aim is to obtain viscoelastic properties of complex fluids in the frequency range between 103 to
105 Hz, gives insight into the frequency dependent particle-particle or disc-disc interactions in
suspensions.
iv
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Chapter 1
Introduction
1.1 Motivations
Lipid structures are commonly observed and applied in our daily lives. One such appli-
cation is found in washing greasy dishes with detergent. When detergent molecules are mixed
with grease, the fat and the detergent form water soluble structures. This allows the grease to
be dissolved into water and washed away. Lipid structures can also be found in mixtures con-
taining different compositions of long (fatty) and short (detergent) chain phospholipid. These
phospholipid structures are of fundamental importance because of their similarity to biological
membranes. The molecular structure of phospholipid consists of hydrocarbon tails connected to
a head group made of phosphate. These lipids can be further subcategories into “long chain” and
“short chain” lipids, which are defined based on the length of their hydrocarbon tails. Because
of the longer hydrocarbon tail, long chained lipids are considered hydrophobic or relatively
insoluble in water. Short chain lipids are considered amphiphilic molecules or molecules that
have both hydrophilic and hydrophobic parts. Mixtures of long and short chained phospho-
lipid lipids can self assemble into different structures, Such as spherical micelles, vesicles, and
planar lamella. These structures all posse a hydrophobic interior, which is shielded from the
aqueous environment by a hydrophilic shell (phosphate head groups) [1]. Having an interior
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Figure 1.1.1: The structure and composition of the lipid nanodisc. The long chain lipids DMPG
and DMPC occupy the planar region of the nanodsic, while the short change lipid DHPC is
located at the rim. The long chain lipids are shown in the gel phase by a more rigid like structure
(rigid tails) while the short chained lipid DHPC shown in the liquid crystalline phase.
that is hydrophobic give these structures the ability to carry substances that are normally insol-
uble in water. Because of this property, lipid based structures have attracted many researchers
especially in the cosmetic and pharmaceutical industry, where encapsulation and delivery of
water insoluble substances are of great importance. Much of the focus has been in developing
a stable release mechanism and/or a stable morphology for the carrier [2, 3, 4]. A biomedical
application of lipid nanodisc can be found in the high density lipoproteins (HDLs). HDLs are
synthesized by the liver and consist of a phospholipid bilayer with rims coated by the protein
Apolipoprotein A1. The lipid bilayer of the HDL acts as a storage device for the hydropho-
bic cholesterol. They form a discoidal structure in plasma and may change in morphology as
cholesterol enter bilayer region [5]. HDL plays an important role in reverse cholesterol trans-
port process, in which the transport of cholesterols from around the body to liver [6]. Studies
have shown that healthy amounts of HDL may prevent cardiovascular diseases [7].
This thesis focuses on stability of nanodsic structure made of phospholipids. Specifically
the nanodisc structure formed by the following three lipids: dimyristoyl phosphatidylcholine
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DMPC (zwitterionic long-chain lipid), dimyristoyl phosphatidylglycerol DMPG (negatively
charged long chained lipid), and dihexanoyl phosphatidylcholine DHPC (zwitterionic short-
chain lipid). Blow the long chain lipid melting temperature, Tm ' 23oC, the mixture of lipids
form nanodisc structure [1]. This is because at temperatures below Tm the carbon tails of the
long chain lipids are in the gel (solid) phase, while the carbon tails of short chain lipids are in
the liquid crystalline phase. Since the hydrocarbon tails of the long chain and short chain lipids
are in different phases, they separate from each other and as a result the long chain lipids form
the planar bilayer region, while the short chain lipids with a higher spontaneous curvature coat
the rim of the bilayer [1, 8, 9, 10]. A cross section of the nanodisc is shown in Figure 1.1.1. The
nanodisc has a radius of approximately 10 nm with a typical thickness of 5 nm [11]. In aque-
ous solution the core of the nanodisc houses the hydrocarbon chains, which are hydrophobic
and insoluble in water. The hydrophilic phosphate head groups arrange themselves to face the
aqueous solution, allowing a separated hydrophobic region to exist within the solution. Above
the Tm the carbon chains of the long chain lipids undergo phase change though the process
known as gel-to-liquid crystalline transition. The membrane structure become more flexible at
temperatures above Tm and eventually the nanodisc will fold in to vesicles [9, 12]. The focuses
of this thesis is on the growth of slightly charged lipid nanodisc at temperatures of 10o C [9].
1.2 Introduction to the Measurements of Aggregation
In this section several experimental techniques used to monitor rates of aggregation are
briefly introduced. Aggregation experiments in this thesis are the perikinetic type, where the
aggregation occurs by Brownian motion of the aggregates [13]. The experimental techniques in
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this section are designed to measure the rate of perikinetic aggregation. Scattering techniques
are the most common method used by many researcher to monitor transient dynamics of aggre-
gation [13, 14, 15]. The most used and least expensive scattering techniques is light scattering,
in particular quasi-elastic light scattering or dynamic light scattering (DLS). This technique is
very versatile and is commonly used to determine the size of dilute colloidal solutions. In-
formation on the size can be obtained by analyzing the fluctuations of the scattered intensity.
The fluctuations in the intensity are caused by the Brownian motion (thermal fluctuation) of
the particles inside the scattering volume. The particle size obtained in DLS is known as the
hydrodynamic radius, which is related to the friction coefficient in the Stokes-Einstein relation.
Since lipid structures are extremely small the sedimentation effect is neglected. A subset of
aggregation behaviors can be defined as coalescence, where the aggregates retain their original
shape after collision and coalescence. In a aggregation/coalescence experiment, the growth of
nanoparticlees is monitored by the hydrodynamic radius over time [13, 16, 17].
In general colloidal particles typically form fractal structures upon aggregation. The fractal
dimension of these aggregates is used to characterize the aggregation kinetics [18]. It has been
shown that the fractal dimensions is universally dependent on the rate of aggregation. Gener-
ally speaking faster aggregation rates form less dense fractal structures, while slower processes
produce more dense structures. Many factors can affect aggregation rate including electrostatic,
van der Waal and other molecular interactions [19]. Along these factors concentration also
plays an important role in the kinetics by changing the likely hood of collision between two ag-
gregates. Fractal dimension can be determined by another light scattering technique known as
static light scattering (SLS). In SLS the absolute intensity is analyzed as opposed to the random
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fluctuation used in DLS [20, 21, 22]. Information on the general shape/size of the particle can
be obtained from the intensity versus scattering vector plot which depends on the wavelength
of the probes, the sizes of the particle, the refractive index between particle and solvent, and the
angle at which the measurement was taken. This is done by analyzing the intensity at several
wavelengths and angles. In the case of lipid coalescence the fractal dimension is not a concern
because the products fuse together and retains their original shape after the reaction. Also the
lipid disc is small compared to the wavelength of visible light. The interference from the shape
is negligible (Guinier region).
Other techniques have also been used to study aggregation kinetics. In particulary more
powerful scattering techniques such as neutron and X-ray scattering can be applied, although
these options are less accessible and more expensive compared with light scattering. These
scattering techniques share similar fundamental concepts to light scattering, but differ in the
type of scattering probes used and on how the probes interacts with the matter. An advantage
of neutron and X-ray scattering techniques is their ability to measure a much wider scattering
range, which is very useful in characterizing colloids and polymer solutions [23]. For example
in light scattering visible light of wavelengths between 400-600 nm is commonly used. This
range of wavelength is considered narrow in applications involving characterization of nanopar-
ticles. On the other hand, the wavelength of neutrons can be adjusted to similar length scale as
that of the particle or polymer being studied. This advantage allows the characterization of the
structure and shape of nanoparticle in many suspension [12, 24]
1.3 Thesis Outline
5
The outline of this thesis is as follows: Chapter 2 of this thesis reviews the fundamental
scattering theory along with the experimental setup. Derivations of the intensity as a function of
scattering angle is given in detail. Chapter 3 focuses on different aggregation and coalescence
processes (reaction and transport limited). The transport equation for several limiting cases are
discussed in detail. The origins of the electrostatic double layer and the van-der-Waal inter-
actions are reviewed. Chapter 4 contains a recently submitted journal paper, which discusses
coalescence kinetics of lipid based nanodiscs. The chapter concludes that the line tension and
electrostatic interactions provided by the short chain lipids and charged long chained lipids both
contribute to the nanodisc stability. In chapter 5 the effect of coalescence at strong, medium,
and weak repulsion are compared through the monomer distribution over time. Various growth
kinetics at different degree of repulsion are explained. Finally chapter 6 focuses on a new ex-
perimental technique in microrheology using DLS to obtain viscoelastic properties of complex
fluids. In this chapter the phenomenological theory of microrheology based on the general
Stokes-Einstein relation is reviewed. A connection between DSL and rheology is presented.
Using SLS and DLS simple polymer solutions are characterized at high frequencies and the
results are presented along with a perspective work on this project.
6
Chapter 2
Review of Scattering Theory
2.1 Classical Scattering Theory
Scattering techniques such as neutron, x-ray and light can reveal information on the behav-
ior of colloid and polymer in solution. These techniques are useful for determining diffusion
coefficients, radius of gyration, and the shape of the particles. The basic scattering theory is
similar with the only difference in the type of scattering probes used. In a scattering experiment
the intensity is measured at different angles and a plot of the intensity versus the scattering vec-
tor is made [23, 25]. Figure 2.1.1 shows a simplified schematic for a static light scattering (SLS)
experiment. In SLS experiments a laser beam of coherent light enters a quartz crystal sample
stage and travels through what is known as the index matching fluid. The purpose of the index
matching liquid is to reduce the reflection of light when it passes through different media. In
most cases the refractive index matching liquid is toluene, which has a similar refractive index
as the quartz glass. The quartz sample stage is made sufficiently larger than that of the quarts
sample test tube, this is done to move the air-quartz interface further from the scattering volume.
The scattering event occurs within the sample test tube and the intensity of the scattered beam
is detected at an angle θ and averaged over time. The same setup in Figure 2.1.1 is also used to
preform dynamic light scattering (DLS) experiments. The fluctuations in the intensity is mea-
7
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Figure 2.1.1: A schematic showing the goniometer setup for a typical light scattering experi-
ment.
sured instead of the average intensity. Fluctuation in the intensity is caused by Brownian motion
of particles within the scattering volume. Data obtained from DLS at first appear random, but
the autocorrelations of these fluctuations reveal information on the mean squared displacement
which connects to the colloidal diffusivity, the viscosity of the solvent, and the hydrodynamic
radius of the colloid.
In standard light scattering experiments an incident beam of coherent light enters the sam-
ple chamber and is scattered by particles within the scattering volume. Since light are pho-
tons that travel as electromagnetic waves. The direction of wave propagation for the incident
beam can be define by the wave vector ki. The magnitude of ki is given by the wave number
|ki| = 4pins/λ, where ns is the refractive index of the solvent, the superscript i indicates the inci-
dent beam, and λ is the wavelength the electromagnetic wave. The scattering event occurs when
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Figure 2.1.2: Electromagnetic waves scattered by two points located at rj and rk. The resulting
scattered electromagnetic waves generate either constructive or destructive interference. The
location, size and shape of the scattering points can therefore affect the intensity and is measured
at various angles.
the electromagnetic wave polarizes molecules within the scattering volume. The polarization
oscillates at the same frequency of the electromagnetic wave, which emits a small fraction of
the incident wave in all directions, this phenomena is know as Rayleigh scattering [25]. The in-
cident beam leaving the sample chamber is known as the forward scattered beam, which makes
an angle θ with the scattered beam. The direction of wave propagation for the scattered light is
defined by ks, where the superscript s indicates the scattered beam. The vector ks has the same
magnitude as ki.
The intensity of light scattered by particles within the scattering volume can be related
to their position. In Figure 2.1.2 the electromagnetic field scattered by two different points is
shown. The magnitude of the incident electromagnetic field can be defined by [25]
|Ei| = Aiei(ki·r−ωt), (2.1.1)
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where r is any arbitrary location in the scattering volume, ω is the frequency, t is the time,
and Ai is the amplitude of the incident wave. The scattering from the j-th particle happens at
location rj at time tj. The electromagnetic field scattered from the j-th particle propagates in the
direction of ks and can be expressed by
|Esj | = Asei[k
s·(r−rj)−ω(t−tj)], (2.1.2)
where As is the scattered wave amplitude. At another scattering location a different particle
with location rk scatters light at time tk in the same direction ks. The scattered electromagnetic
field from the k-th location is
|Esk| = Asei[k
s·(r−rk)−ω(t−tk)]. (2.1.3)
The photodiode placed at angle θ detects the summation of all the electromagnetic field scattered
by the particles within the scattering volume. The summation of Eqs. 2.1.2 and 2.1.3 gives [25]
|Es(q)| = As (1 + eiφj,k) ei[ks·(r−rj)−ω(t−tj)], (2.1.4)
where the term inside the parenthesis is the phase difference between the scattered electromag-
netic fields, which depends on the location and time of the scattering event at each point. The
parameter φ can be defined by
φj,k= ks · (rj − rk)− ω(tj − tk) (2.1.5)
= −q · (rj − rk),
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where q = ki−ks is the scattering vector with magnitude |q| = 4pins sin(θ/2)/λ. The amplitude
function Eq. 2.1.4 can be written over any number of particles in the scatter volume with respect
to particle j=1 to give
|Es(q)| = Asei[ks·(r−r1)−ω(t−t1)]
N∑
k=1
eiφ1,k , (2.1.6)
where N is the total number of scattering particles inside the scattering volume. The electro-
magnetic wave is converted in to intensity by taking the complex conjugate, which gives
I s(q) = |Es||Es*| = (As)2
N∑
j=1
N∑
k=1
e−iq·(rj−rk). (2.1.7)
The double summation in Eq. 2.1.7 represents the interference caused by the surrounding parti-
cles. Several limiting cases can be drawn from of the intensity function. The first is if q = 0 and
the intensity becomes proportional to
∑N
j=1
∑N
k=1 1 = N
2
. This case occurs when the scattering
angle θ is at 0o or 180o. At these angles all scattering particles are constructively interfering
with each other. Another liming case is purely destructive interference, where the terms j 6= k
no longer exist and the intensity then becomes the proportional to N . Another form of the
scattered intensity can be expressed by the following
I s(q) ∝ NS(q), (2.1.8)
where S(q) is known as the static structure factor. If there is purely destructive interference
then S(q) = 1 and the intensity is proportional to N . If the interference is purely constructive
S(q) = N and the intensity is proportional to N2. The general form of the static structure factor
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is given by
S(q) = 1
N
N∑
j=1
N∑
k=1
e−iq·(rj−rk). (2.1.9)
The structure factor is important because it relates the intensity to the location of the scatter-
ing points inside the scattering volume. This type of interference is known as intermolecular
interference, which depends on the locations of the particles. Intermolecular interference can
typically be observed at q · (rj − rk) ¿ 1 (usually at λ much larger then the particle size). On
the other hand if q · (rj − rk) does not satisfy this condition (at wavelengths much shorter then
the particle length scale) then the majority of the interference will be caused by the the shape
of the particles. This type of scattering is known as intramolecular interference. Intramolec-
ular interference can reveal information about the shape of the particle. At large q values the
intramolecular interference has larger impact on the scattered intensity than the intermolecular
interference. An example of intramolecular interference can be found by considering the scat-
tering from a single particle with a defined shape. Assuming that there is no interference from
any surrounding particles then only the shape and orientation of the particle will effect the scat-
tering pattern. The scattering amplitude for a single particle can be determined by preforming a
Fourier transform of the space domain. This integration is carried out by the following [23]
|Es(q)| =
∫
v
Ae−iq·rdr, (2.1.10)
where r is an arbitrary vector that covers the entire particle volume. Assuming the particle is
spherical and the wave amplitude remains constant over the whole volume. The spatial fourier
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transform is
|Es(q)| = A
∫ 2pi
φ=0
∫ pi
θ=0
∫ R
r=0
e−iq·rr2 sin θdrdθdφ, (2.1.11)
where R is the radius of a sphere. The result gives
|Es(q)| = AVp3[sin(qR)− qR cos(qR)]
q3R3
, (2.1.12)
and the intensity scattered by a spherical particle is
I s(q) = A2V 2p
9[sin qR− qR cos qR]2
q6R6
, (2.1.13)
where Vp = 4/3piR3 the volume of the sphere. In a more general case the scattering function
can be written as
I s(q) ∝ NV 2p P (q)S(q), (2.1.14)
where P(q), is known as the the form factor or the intraparticle interference caused by the parti-
cle size and shape. For a spherical particle the form factor is equal to 9[sin qR−qR cos qR]2/q6R6.
The structure factor accounts for any interference caused by the surrounding particles.
2.2 Static Light Scattering
One the important application of scattering technique is applied in SLS to characterize
polymers solution. The root mean square radius gyration is defined as the average distance
from the center of mass squared. For a polymer chain with N monomers the squared radius of
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gyration is
< R2g >=
1
2N2
N∑
j=1
N∑
k=1
< (rj + rk)
2 > . (2.2.1)
The treatment of polymer solutions in light scattering is very similar to that of particulate solu-
tions, where the monomers of the polymer is treated as a very small particle connected together.
At small q the scattering pattern is similar to that of a particle system where the interference
from other particles or monomers is more significant than that of the shape. Therefore at small
angles and long wavelengths the structure factor is more dominant than the form factor. Taking
the structure factor Eq. 2.1.9 and assuming that the scatting at small q, the exponential term can
be Taylor series expanded to the following
S(q) = 1
N
N∑
j=1
N∑
k=1
< 1 + iq · (rj − rk)− 1
2
[q · (rj − rk)]2 > . (2.2.2)
The mean < (rj − rk) > is zero because of its stochastic nature. Equation 2.2.2 simplifies to
S(q) = 1
N
[
N2 − q
2
2
N∑
j=1
N∑
k=1
< [(rj − rk)]2 >
]
. (2.2.3)
From definition of the radius of gyration, Eq 2.2.1, the structure factor becomes
S(q) = N
[
1 +
q2R2g
3
]−1
. (2.2.4)
Equation 2.2.4 is the structure factor for any chain configuration with the constraint given by
Rgq << 1 [25]. Using the Rayleigh scattering formula the intensity as a function of the q and
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the concentration is defined as [25]
Iex
I0
=
1
Na
4pi2n2s
λ4
(
dn
dc
)2
cV
r2
(
1 +
q2R2g
3
)−1(
1
Mw
+ 2A2c+ ...
)−1
, (2.2.5)
where Iex is the excess intensity defined by the intensity of the solution subtracted by the solvent
intensity, I0 is the standard intensity (refractive index fluid), V is the scattering volume, r is the
distance from the detector, Na is Avogadro number, c is the molar concentration, and A2 is the
second viral coefficient. By defining the optical coefficient
K =
1
Na
[
2pin
λ2
dc
dn
]2
, (2.2.6)
and the Rayleigh ratio
R0 =
Iexr
2
I0V
, (2.2.7)
a plot of
Kc
R
=
1
Mw
[
1 + 2A2Mwc+
q2R2g
3
+ ...
]
, (2.2.8)
under different concentration at different angle allows the determination of the second viral co-
efficient A2 and radius of gyration Rg. This type of plot is known as the Zimm plot. When
preforming these experiments the same angles should be used every time when concentration
is changed. This allows for extrapolation to zero concentration and zero angle. The two extrap-
olations will allow the determination of the molecular weight Mw. The extrapolation to zero
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concentration will give [25]
Kc
R0
=
1
Mw
[
1 +
q2R2g
3
+ ...
]
(2.2.9)
and the extrapolation to zero angle will give
Kc
R0
=
1
Mw
[
1 + 2A2Mwc
]
(2.2.10)
In both these cases the intercept of these extrapolated lines give inverse molecular weight of the
polymer 1/Mw and the slopes of the lines can be used to determined the Rg and A2. In Chapter
five we used this method for polymer characterization.
2.3 Dynamic Light Scattering
In SLS experiments the scattering particles are assumed stationary, but in reality this is
not the case as the particles in solution undergo Brownian motion, which creates fluctuations of
intensity. Understanding these seemingly random fluctuations can reveal how particles diffuse
in solution. Using the same experimental setup in Figure 2.1.1 the fluctuations in the measured
intensity is analyzed to determine the diffusivity of particles in solvent. This type of experiment
is called dynamic light scattering (DLS), which differs from SLS, because the fluctuation of the
intensity is measured instead of the absolute intensity.
Consider a particle j located at rj(t0) and scattering light at time t0 with respect to a scat-
tering reference particle at r′1(t0). A detector located at r detects the scatter of particle j at time
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t, the amplitude function for this case is [25]
|Esj (q, t)| = Aseik
s·r−iki·r′1(t0)−iω(t−t0)
N∑
j=1
eiq·rj(t0), (2.3.1)
where N is the particle number or polymer segment. After sometime τ the another photon is
scattering by particle k is detected at r. The amplitude function for this case is given by
|Esk(q, t+ τ)| = Aseik
s·r−iki·r′1(t0)−iω(t−t0)
N∑
k=1
eiq·rk(t0+τ). (2.3.2)
Taking the complex conjugate and then the ensemble average of the amplitude functions at
times t and t+ τ gives
< |Es*j (q, t)||Esk(q, t+ τ)| >= As2
N∑
j=1
N∑
k=1
< eiq·[rk(t+τ)−rj(t)] >, (2.3.3)
where t0 can be replace with t since the difference between the two times is very small. The
double summation in Eq. 2.3.3 contains the dynamic structure factor,
S(q, t+ τ) = 1
N
N∑
j=1
N∑
k=1
< eiq·[rk(t+τ)−rj(t)] > . (2.3.4)
For lag time (τ = 0) the dynamic structure factor reduces to the static structure factor, Eq. 2.1.9.
In the limiting case of single particle scattering the dynamic structure factor is
S(q, τ) =< eiq·[r1(τ)−r1(0)] >, (2.3.5)
and because the system is stationary, t can be dropped from the Eq. 2.3.5 [15, 25]. The single
particle dynamic structure factor Eq. 2.3.5 is related to the particle diffusivity. This can be re-
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alized by knowing that Eq. 2.3.5 is an autocorrelation function of the scattered electromagnetic
waves. When q · [r1(τ)− r1(0)]¿ 1 the single particle dynamic structure factor can expanded
to
S(q, τ) ' 1− q
2
6
< [r1(τ)− r1(0)]2 >' e−
q2
6
<[r1(τ)−r1(0)]2>, (2.3.6)
where the mean displacement < r1(τ) − r1(0) > is zero. The mean square displacement is
related to the diffusivity by < [r1(τ) − r1(0)]2 >= 6Dτ , which simplifies the autocorrelation
function to an exponential decay
S(q, τ) ' exp(−Γτ), (2.3.7)
with Γ = Dq2 as the relaxation time. A normalized form of the autocorrelation function g1 is
defined by g1(q, τ) = S(q, τ)/S(q, 0).
Normally the intensity is measured in a typical light scattering experiment. Therefore a
relationship between the electromagnetic field autocorrelation and the intensity autocorrelation
has to be established. The intensity autocorrelation function is
< I(t)I(t+ τ) >= lim
T→∞
1
T
∫ T
0
I(t)I(t+ τ)dt. (2.3.8)
The autocorrelation function decays from < I2 > at τ = 0 to < I >2 as τ approaches ∞. For
a single decaying function it is typically described by the following expression:
< I(t)I(t+ τ) >=< I >2 +(< I2 > − < I >2)e−2Dq2τ , (2.3.9)
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which exhibits an exponential decay of the intensity autocorrelation as g21 [15]. Finally, the
intensity autocorrelation is related to the electromagnetic field autocorrelation by
< I(t)I(t+ τ) >
< I >2
= 1 + fcg
2
1, (2.3.10)
where fc is known as the coherence factor defined by (< I2 > − < I >2)/ < I >2. This
equation is known as the Siegert relation, which is commonly used to relate the intensity auto-
correlation to the electric field correlation function [15, 25]. From these fundamental scattering
theories several important aspects of kinetic phenomena on the nano-scale and high frequency
rheology can be explored. The next few chapters describe how these theories are used and
applied to experiments.
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Chapter 3
General Framework of Aggregation and Coalescence
Processes
3.1 Introduction
The aggregation of colloid suspensions typically follow two types of mechanisms, diffu-
sion limited aggregation (DLA) or reaction limited aggregation (RLA). The main factor that
determines whether a process is DLA or RLA is governed by the rate at which the colloids
aggregate. Generally fast aggregating colloidal suspension undergo the DLA process, where
the primary feature of this process is the formation of more branch structures compared to the
RLA process [18]. The RLA process is relatively slow, and usually form more dense structures.
This is because the slower process takes longer time for the aggregates to restructure themselves
into a more dense state. In certain cases such as lipid nanodiscs fractal structures do not form
upon aggregation due to the coalescence. The initial rate of these processes can be treated in
a similar fashion. In the later stages, processes that form fractal structures have to take into
account the fractal dimension that characterizes the branched structure. In the early stages of
aggregation no fractal aggregates have been formed and therefore the fractal dimensions can be
neglected from the rate equations. Particle interactions will also be incorporated and how these
interactions effect the coalescence rate will be discussed and compared.
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3.2 Non-interacting Aggregation, the Smoluchowski limit
Consider the aggregation of two spherical particles with different size. Figure 3.2.1 the
collision radius is defined as the shortest center-to-center distance, summation of the two radii
(ai+aj). By assuming that there is no external force that can increases or decrease the flux of j-
mer into the collision surface. The diffusive collision kinetics can be modeled by the following
diffusion equation, which describes the number density distribution of j-mers around a fixed
i-mer
∂nj(r, t)
∂t
= DrelO2nj(r, t), (3.2.1)
In spherically symmetric system the equation becomes
∂nj(r, t)
∂t
=
Drel
r2
∂2nj(r, t)
∂r2
. (3.2.2)
where r is the center to center radial distance. The corresponding diffusion time scale is
4a2/Drel. If the particles are small enough so that the diffusive time scale is small, then the
transient term ∂nj/∂t can be neglected (quasi-steady assumption). Assuming that the aggrega-
tion happens instantly upon contact of the two spheres, the boundary conditions at r = ai + aj
can be formulated as nj = 0. Since at this point the two particles are considered the same
particle after collision. The far field boundary condition for the bulk number density of j-mers
is nj → n0j as r →∞. The solution to the steady state problem is then
nj(r) = −Ar−1 +B. (3.2.3)
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Figure 3.2.1: The collision radius of between a stationary sphere and another sphere under
going Brownian motion. The dotted red line in the figure indicates the collision radius.
From the boundary conditions the constants are determined asA = (ai+aj)nj andB = nj . The
rate of aggregation, which is determined by the flux of j-mers into the i-mers at the collision
radius, can be formulated by
J = Drel
dnj
dr
at r = ai + aj, (3.2.4)
where J is the flux of j-mers into i-mers. The flux is then converted into rate by integrating
over the entire surface area of the collision surface. The rate of formation of the (i + j)-mers
for a single stationary i-mers is determined by 4piDrel(ai + aj)nj . The total rate is then found
by taking into account the bulk number density of i-mers, expressed as
dni+j
dt
= 4piDrel(ai + aj)ninj (3.2.5)
The variables 4pi(ai + aj)Drel is known as the collision kernel, k0ij , for Smoluchowski limit in
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the case of aggregation of noninteracting spheres. When j = i the collision kernel becomes
kjj = 16piajDj , assuming that the diffusion coefficient follows Stokes-Einstein relationship the
collision kernel becomes kjj = 8kbT/3η. This Smoluchowski limit is commonly used as a
bases in comparing the initial rate of an aggregating process.
Coalescence of two spheres i− and j−mer to form a larger (i+ j)-mer will also eliminate
an i-mer and a j-mer. Preforming a population balance on the number density, will give the
Smoluchowski population balance
dnj(t)
dt
=
1
2
j−1∑
i=1
ki,j−ininj−i − nj
N∑
i=1
kijni. (3.2.6)
The first term in the equation describes the formation of the j-mer from the corresponding i-
mers and j-mers, the factor 1/2 is to prevent double counting, the second term on the right
describes the consumptions of j−mers to other species within the solution. The analytical
solution of the population balance equation can be obtained by considering infinite amount of
different j-mers. The total population of aggregates in the system must be accounted for in order
to derive the solution [37, 38]. By summing all the species in the Smoluchsowki population
balance model the following expression is obtained
d
dt
( ∞∑
j=1
nj(t)
)
=
kjj
2
( ∞∑
j=1
nj(t)
)2
. (3.2.7)
This equation takes the form of a bimolecular reaction. Only the terms with same sized spheres
survived the summation of Eq. 3.2.6. The collision kernel is taken out of the summation since
kjj as it is independent of size. The solution to this equation is obtained by a simple integration
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with the the initial condition
∞∑
j=1
nj(0) at t = 0, (3.2.8)
which gives the final result as
( ∞∑
j=1
nj(t)
)−1
=
1
2
kjjt+
( ∞∑
j=1
nj(0)
)−1
. (3.2.9)
If the initial condition is mondisperse then the j-mers > 1 are negligible. The half-life of the
monomers or aggregation time τag is determined by the time it takes for the initial population
to decay to n1(0)/2. The aggregation time for initially mondispersed particles is
τag =
1
1/2k11n1
=
pia3η
kbTφ
=
1
8piD1a1n1
. (3.2.10)
τag is used to compare the time scales for aggregation processes involving particle interactions
and is the bases of defining the collision efficiency.
3.3 The Smoluchowski Transport Equation
In section 3.2 the discussion focused on the rate of two spherical particles in solution
without any interaction. The flux of this system was determined at the collision sphere and it
was shown that this flux for noninteracting spheres is a limiting case of a more general transport
equation. In a more realistic case colloidals interact with each other, which may impede or
enhance the flux of particles into the collision sphere. The Smoluchowski transport equation is
applied again to study the unsteady state kinetics of colloid aggregation through the change in
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flux at the collision sphere with interaction [25]. The diffusive flux can be written as
J(r) = −D(r)Onj(r), (3.3.1)
In terms of chemical potential the flux can be formulated as
J(r) =
nj(r)
ζ(r)
Oµ(r), (3.3.2)
where ζ is known as the friction coefficient. The interaction potential can be added onto the
chemical potential as
µ(r)
kbT
= ln
nj(r)
n0
+
U(r)
kbT
, (3.3.3)
where U is the interaction potential. The corresponding distribution is the Smoluchowski trans-
port equation that describers the particle-particle interactions [25]:
∂nj(r, t)
∂t
= −O ·
{
nj(r, t)
kbT
ζ(r)
O
[
ln
nj(r, t)
n0
+
U(r)
kbT
]}
(3.3.4)
= −O ·
{
Drel(r)
[
Onj(r, t) +
nj(r, t)
kbT
OU(r)
]}
.
This equations includes a drift term nj(r, t)OU(r)/kbT , which incorporates the intermolecular
interaction in to the transport equation and acts similar to an advection term. The Smoluchowski
transport equation is sometimes known as the drift-diffusion equation. Consider diffusion time
4a2/D and drift time scale as a2kbT/UmaxD if these times scales are much smaller than the
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process time then
0 ' −O ·
{
Drel(r)
[
Onj(r) +
nj(r)
kbT
OU(r)
]}
. (3.3.5)
Integration of the above equation in a spherically symmetric system lead
Jj = Drel
[
dnj(r)
dr
+
nj(r)
kbT
dU(r)
dr
]
, (3.3.6)
where r is the center to center distance between two spheres, Jj is the flux of j-mers into the
i-mer. The terms inside the brackets can be rewritten into the following form
df(r)nj(r)
dr
= f(r)
dnj(r)
dr
+ nj(r)f(r)
d
dr
[
U(r)
kbT
]
, (3.3.7)
where f(r) is the integration factor or the inverse Boltzmann factor f(r) = exp [U(r)/kbT ].
The flux can be rewritten as
Jj =
Drel
f(r)
d
dr
[
nj(r)f(r)
]
. (3.3.8)
The rate of formation of i+ j-mers is given by
dni+j
dt
= 4pi(ai + aj)
2Jj. (3.3.9)
The population distribution around the i-mer can be solved by using Eq. 3.3.8 and Eq. 3.3.9 as
the boundary condition, which gives the resulting distribution [26]
nj(r) =
n∞j
f(r)
[
1− (ai + aj)
2Jj
nj
∫ ∞
r
f(r)
Drel(r)r2
dr
]
. (3.3.10)
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This is the general solution to the steady state case of the of the Smoluchowski Equation. The
flux at the collision radius Jj(ai + aj) can be determined from various reaction or transport
boundary conditions. Lets consider transport limited aggregation case where if particles collide
they instantly form the new species. This leads to the same boundary condition as that of section
(2.1) for hard sphere aggregation. If transport boundary condition is applied, r → ∞, U → 0
and nj → n∞j the bulk concentration, with the condition at the surface as nj → 0 at r = ai+aj .
The flux of j-mers into the i-mer becomes
Jj = n
∞
j
[
(ai + aj)
2
∫ ∞
ai+aj
f(r)
Drel(r)r2
dr
]−1
, (3.3.11)
and the distribution of j-mers around the i-mer is given by [26]
nj(r) =
n∞j
f(r)
1−
[∫ ∞
r
f(r)
Drel(r)r2
dr
] [∫ ∞
ai+aj
f(r)
Drel(r)r2
dr
]−1 . (3.3.12)
This number density distribution is a limiting case of Eq. 4.3.8 with no reaction. Assuming
that there is no crowding affect the relative diffusion coefficient is distance independent. Again
the collision kernel can be obtain by using of Eq. 4.3.9. This rate equation is the same as the
transport limited case for describing nanodisc coalescence in the next chapter. In most cases
these rate equations above describe the initial stage of doublet formation during the aggregation
process. It cannot be applied to late stage aggregate with fractal dimensions.
3.4 Intermolecular Interactions
Non-interacting spherical particle aggregation is one limiting case, where there are no
external forces are acting on the particles. In practical applications there are many forces that
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can either prevent or accelerate the rate of aggregation rate. In section 3.3 a form of the transport
equation is derived by assuming quasi-steady distribution. This form of the equation includes an
interaction term. The most common interaction forces are, van der Waal’s attractive forces and
repulsive electric double layer (EDL) force. Both forces play an important role in the stability
of colloidal solutions.
3.4.1 Electric Double Layer Interaction
The electric double layer interaction arises from two surfaces of the the same charge. When
a charged surface is submerged into solvent it attracts counter ions within the solvent. This
causes the formation of the electric double layer. The first layer of counter ions on the charged
surface is called the Stern layer. The ions attracted to the surface screens out most of the
repulsive energy. Beyond the Stern layer is the diffuse layer where the ion density decays
exponentially. The electric potential at the interface of the Stern layer and the diffuse layer is
known as the zeta potential. A repulsion force is experienced between two surfaces of the same
sign of charge [27]. Typically in colloidal solutions the repulsion force causes a lower flux
of particles into the collision radius, which slows down the aggregation process. Theoretical
description of the electric double layer begins with the continuity equation given by [28]
O ·DOn(r)− O · [u(r)n(r)] = 0, (3.4.1)
where n is the number density of the counter ions, D is the diffusion coefficient, u is the velocity.
Equation 3.4.1 is used to calculate the ion distribution around the surface of the particle. The
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velocity of an ion or a particle within an electric field can be related by the following
u(r) =
zeE(r)D
kT
, (3.4.2)
where z is the valance of the ion, E(r) = −Oψ(r) and ψ(r) is the electric potential. Upon
substitution of Eq 3.4.2 back into the continuity equation the following is obtained
O ·
(
On(r) + zeOψ(r)
kT
n(r)
)
= 0 (3.4.3)
The assumptions used in obtaining Eq. 3.4.3 are spherical shaped ions with constant diffusion
coefficient, which allows D to be removed from Eq. 3.4.1. Consider that Eq. 3.4.3 is one
dimensional then the solution to the continuity equation, becomes a simple ordinary differential
equation with the following solution for a charged species i
ni(r) = n0 exp
−zieψ(r)
kT
, (3.4.4)
where n0 is the ion concentration at the surface of the material and r is the radial distance. With
the population of the ion distribution known, the charge density can then be found from by
ρ =
∑
i zinie. The profile for the electric potential can be described by the Poisson-Boltzmann
equation
O2ψ(r) = ρ(r)
²
=
∑
i zen0 exp
−zeψ(r)
kT
²
, (3.4.5)
where ² is the permittivity of the solvent. The Poisson-Boltzmann equation cannot be solved
analytically, but in general with some assumptions it can be simplified to where an analytical
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solution is obtainable. The Debye−Hu¨ckel approximation [46], which assumes small surface
potential, simplifies the Possion-Boltzmann equation by Taylor expansion of the exponential
term to give
O2ψ = κ2ψ, (3.4.6)
where κ is known as the inverse Debye length. The solution to this problem for two spheres
of different size and surface potential was first approximated by use of two infinitely large
plates [46]. The boundary conditions for this scenario is given as ψ = ψ01 (the first plate) at
x = 0, and ψ = ψ02 (the second plate) at x = h, where h is the separation distance between the
plates. The solutions is found to be [46]
ψ(x) = ψ01 cosh(κx) +
(
ψ02 − ψ01 cosh(κh)
sinh(κh)
)
sinh(κx). (3.4.7)
The interaction potential Urp between the two plates of different surface potentials can then be
determined by
Urp(h) =
εκ
8pi
{
[ψ201 + ψ
2
02][1− coth(κh)] + 2ψ01ψ02cosech(κh)
}
. (3.4.8)
The Eq. 3.4.8 was used by [Hoggs et. al. 1996] to approximate the potential between two
different sized spheres. Using a ring approximation the potential between the two plates can be
intergraded in the following way
Urs(h) =
∫ ∞
0
2pizUrp(h)dz, (3.4.9)
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where z is the radius of the ring. The following relationship for zdz was used
zdz ' aiaj
ai + aj
dh. (3.4.10)
This technique was first deployed by Derjaguin, who first used two same spheres to approximate
the interaction potential [47]. In a similar processes Hoggs et. al. preformed the same analysis
with spheres of different sizes and different surface potentials and extending equation 3.4.8 to
spherical geometry. After preforming integration the interaction energy was obtained [46]
Urs(r) =
²aiaj(ψ
2
iψ
2
j )
4(ai + aj)
{
2ψiψj
(ψ2i + ψ
2
j )
ln
[
1− e−κ(r−ai−aj)
1− e−κ(r−ai−aj)
]
+ ln
[
1− e−2κ(r−ai−aj)]} ,
(3.4.11)
where h is the closest separation distance between the two spheres. It is good approximation
for low potentials at short distances. Equation 3.4.11 was developed was in 1966 and since then
more accurate forms of the equations have be developed. Sader et. al. 1996 improved upon the
Hoggs equation with the following [42]
Urs(r) =
²aiajk
2T 2
4e2r
{
(yi + yj)
2 ln
[
1 + e−κ(r−ai−aj)
]
+ (yi − yj)2 ln
[
1− e−κ(r−ai−aj)]},
(3.4.12)
where yi = ψie/kT is the normalized surface potential, with ψ being the surface potential, and
e is the single electron charge. This form of the electrostatic interaction is used in chapter three
to model nanodisc growth.
3.4.2 The van der Waal Interaction
The van der Waal interaction, consists of three forces: the Keesom, Debye, and the London
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dispersion forces [36, 27]. The Keesom force occurs with two permanent dipoles averaged over
all possible orientation with the assumption that the molecules are freely rotating. The Debye
force results from molecules with a permanent dipole inducing dipoles on other surrounding
molecules it this in effect it produces an attractive force. Finally there is the London dispersion
force, which results from the movement of the electron cloud surrounding the molecules. The
London dispersion force occurs with two non polar molecules as they approach each other the
interaction between their electron cloud induces instantaneous dipoles, which attract produces
an attraction between the two molecules. The London dispersion is the most common form and
dominates most of the van der Waal interaction. The van der Waal interaction potential can be
well represented by the following [43]
Uas(r) =
Ah
6
[
2aiaj
r2 − (ai + aj)2 +
2aiaj
r2 − (ai − aj)2 + ln
r2 − (ai + aj)2
r2 − (ai − aj)2
]
, (3.4.1)
where Ah is the Hamaker constant, r is the center to center distance between the spheres, and a
is the radius [27, 36].
The superposition of both the van der Waal’s and the electric double layer potential is
known as the total potential. The summation of these interaction energy is known as DLVO
theory [36]. Figure 3.4.1 demonstrates various graphs of the interaction energy U = Urs + Ua
under different conditions. Plots of U at different surface potentials and sizes are shown in
Figures 3.4.1 and 3.4.2. At constant surface potential it is interesting to note that particles
of larger size experience more repulsion due to the increase in the interaction area. As the
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Figure 3.4.1: The DLVO interaction energy of two same size spherical of 5.0 nm at different
surface potentials. Each curve is separated by 5 mV. . Parameters used for these plots are
κ−1 = 300 nm and Ah = 7.5x10−21 J.
particles become larger the increase in interaction area at constant surface potential, causes an
increases the repulsive force between the particles. The collision efficiency can be determined
by integration of the potential curves in Figures 3.4.1 and 3.4.2. The integration of these curves
cannot be done analytically, thus the trapezoidal rule was chosen as the numerical method for
integration. Through these interaction profiles the collision kernel for the transport limited case
can be determine.
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Figure 3.4.2: Pair interaction potentials for similar spheres with each curve representing an
increase in size for both spheres at constant potential of 70 mV. Sizes for each curve are chosen
based on the first six size in the disc coalescence (later defined in chapter 4). s. Parameters used
for these plots are κ−1 = 300 nm and Ah = 7.5x10−21 J.
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Chapter 4
Lipid-Based Nanodiscs as Models for Studying Mesoscale
Coalescence - A Transport Limited Case
Andrew Hu, Tai-Hsi Fan, John Katsaras,2,3 Yan Xia, Ming Li, and Mu-Ping Nieh
2Neutron Sciences Directorate, Oak Ridge National Laboratory, Oak Ridge, TN 37831, USA
3Joint Institute for Neutron Sciences, Oak Ridge National Laboratory, Oak Ridge, TN 37831,
USA
4.1 Abstract
Lipid-based nanodiscs (bicelles) are able to form in mixtures of long- and short-chain
lipids. Initially, they are of uniform size but grow upon dilution. Previously, nanodisc growth
kinetics have been studied using time-resolved small angle neutron scattering (SANS), a tech-
nique which is not well suited for probing their change in size immediately after dilution. To
address this, we have used dynamic light scattering (DLS), a technique which permits the col-
lection of useful data in a short period of time after dilution of the system. The DLS data
indicate that the negatively charged lipids in nanodiscs play a significant role in disc stabil-
ity and growth. Specifically, the charged lipids are most likely drawn out from the nanodiscs
into solution, thereby reducing interparticle repulsion and enabling disc growth. We describe
a population balance model, which takes into account Coulombic interactions and adequately
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predicts the initial growth of the nanodiscs. The results presented here strongly support the no-
tion that the disc coalescence rate strongly depends on nanoparticle charge density. The present
system containing low-polydispersity lipid nanodiscs serves as a good model for understanding
how charged discoidal micelles coalesce.
4.2 Introduction
Lipid-based nanodiscs are of biological relevance. One such system is found in the hu-
man blood stream, namely high density lipoprotein (HDL), also known as good cholesterol,
and whose function is to remove excess cholesterol from the blood stream. Lipid-based nan-
odiscs are composed of phospholipids that self-assemble into bilayered micelles, whose rims
are coated with α-helical apolipoproteins, which shield the bilayer’s hydrophobic core from
contact with water [5, 29]. Another lipid-based nanodisc system is made up of a mixture of
long- and short-chain lipids [11], where the short-chain lipids – due to their high spontaneous
curvature – perform the same function as alpha-helical apolipoproteins, but are easier to pro-
duce. In this system, the nanodiscs can transform into vesicles, either after dilution or by an
increase in temperature [30, 31] – presumably as a result of the short-chain lipids being driven
away from the nanodisc’s rim, either into the bulk solution or into the planar lipid bilayer, which
is made up of long-chain lipids. Studies have shown that nanodiscs coalesce with each other in
order to reduce their rim line tension [32]. In doing so, they avoid the energetically unfavorable
situation of exposing the bilayer’s hydrophobic core to water [30, 31]. Nanodiscs containg rea-
sonable amounts of charged lipids are known to be very stable [11]. However, as their charge
density decreases, they transform into bilayered ribbons, and subsequently into vesicles due to
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the depletion of the short-chain lipids from the ribbon high curvature regions [33]. It is un-
derstood that strong Coulombic interactions can inhibit nanodiscs from coalescing with each
other. Recently, studies of coalescing nanodiscs made from egg yolk lecithin and bile salt were
conducted as a function of salinity [34]. From their data, the authors concluded that nanodisc
growth was kinetic or transport limited [34].
In their nominal nanodisc composition, the detergent molecules located at the nanodisc’s
rim is charged, a scenario different than the cases reported by [32, 11] where charge lipids are
found in the nanodisc’s planar region and zwitterionic short-chained lipids are found coating
its rim. In these two systems, it is thought that the coalescence mechanism may be different if
effective collisions (i.e., collisions that result in disc growth) take place at the rim.
The present study focuses on the growth mechanism of a lipid-based nanodisc system com-
posed of a zwitterionic long-chain lipid (dimyristoyl phosphatidylcholine, DMPC), a negatively
charged lipid (dimyristoyl phosphatidylglycerol, DMPG), and a short-chain zwitterionic lipid
(dihexanoyl phosphatidylcholine, DHPC). When these lipids are mixed at high concentrations
(≥ 10 wt%), they self-assemble into uniform size nanodiscs [11]. However, upon dilution they
start to coalesce into larger nanodiscs.
Because nanodiscs can rapidly fuse with each other, their coalescence mechanism differs
from that of typical colloids, which commonly form fractal structures upon aggregation [18,
35]. We show that disc growth can be well-described by the Smoluchowski population model,
with inter-particle interactions based on the Derjaguin, Landau, Verwey and Overbeek (DLVO)
theory [36]. The data suggest that reduced amounts (dilution) of DMPG and DHPC associated
with nanodiscs are essential to the observed increased nanodisc growth rate and their ultimate
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size. The observed experimental dilution effects on disc stability and the coalescing process of
these nanodiscs are explained theoretically.
4.3 Experiments and Analysis
4.3.1 Procedures
DMPC, DMPG and DHPC lipids were purchased from Avanti Polar Lipids (Birming-
ham, AL) and were used without further purification. A solution of total lipid concentration,
Clp = 10 wt% was prepared with either water (for dynamic light scattering, DLS) or D2O (for
small angle neutron scattering, SANS) at a molar ratio of [DMPC+DMPG]/[DHPC]=3.3 and
[DMPG]/[DMPC]=0.01. Reagent grade water (Millipore) was filtered (200 nm, Nalgene PTFE
filter) prior to use. Nanodisc growth studies were conducted using a four-detector DLS in-
strument (ALV/CGS-3MD), which is capable of measuring the autocorrelation function of the
scattered intensity fluctuation within minutes of the sample being exposed to light (the faster
data collection rates offered by DLS are a significant improvement over those by SANS). The
apparent mutual diffusivities were determined by a normalized linear least-squares fit of the
autocorrelation functions, which resulted in the hydrodynamic radii – as determined by the
Stokes-Einstein relationship. All samples (i.e., Clp= 1, 0.5, 0.3, and 0.1 wt%) were prepared
by diluting the stock (Clp = 10 wt%) lipid samples at 10 oC with the appropriate amount of
filtered water (directly on the DLS sample stage). The apparent size of the nanodiscs was con-
tinuously monitored until it reached its terminal value. SANS measurements were conducted at
the CG3 Bio-SANS (located at the HFIR reactor, Oak Ridge National Laboratory, TN, USA) to
verify the low temperature (low-T) nanodisc morphology. Negative-stained transmission elec-
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tron microscopy was also used on the most dilute sample in order to ascertain the aggregate
morphology. In addition to the above-mentioned dilution experiments with water, the 10 wt%
sample was also diluted with solutions containing DHPC, and DHPC + DMPG in order to un-
derstand the effects of the short-chain and charged long-chain lipids on disc growth kinetics.
The stock solution of nanodiscs in these experiments was diluted to 0.1 wt%. The diluting so-
lutions were precooled at 10 oC on the DLS sample stage before being added to the 10 oC, 10.0
wt% nanodisc stock solution. After mixing, the sample was equilibrated for a few minutes prior
to the acquisition of DLS data.
4.3.2 SANS, DLS, and TEM Results
Figure 4.3.1 shows SANS data from the 0.1 wt% sample at 10◦C in its equilibrated state
(hours after the sample was prepared). The data is best fit using a monodisperse disc model
with a radius of 14.5 nm and a thickness of 5.1 nm. The inset to the figure shows a negatively
stained transmission electron micrograph (TEM) image of the sample, confirming the nanodisc
morphology and their narrow size distribution. 0.1, 0.3 and 0.5 wt% nanodisc samples (after
dilution from 10 wt%) increase in size by coalescing with each other, with their size eventually
stabilizing after a period of time (as shown in Figure 4.3.2). It is evident from the data that
nanodisc terminal size depends on lipid concentration. Moreover, it is also clear that increased
dilution leads to faster growth rates. The most concentrated sample (i.e., 1.0 wt%), for example,
shows practically no growth, and in fact, stock solution nanodiscs (10 wt%) are stable for several
weeks. This is consistent with a previous report, which looked at highly concentrated (> 5 wt%)
DMPG/DMPC/DHPC and DMPC/DHPC mixtures [11].
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Figure 4.3.1: SANS data and a TEM image (inset to the figure, lower left) of a 0.1 wt% nanodisc
system. The solid curve is the best fit to the SANS data using a disc model (inset to the figure,
upper right). Both techniques point to the presence of monodisperse nanodiscs.
It should be noted that a similar zwitterionic lipid mixture (i.e.,DMPC/DHPC) requires
a much higher lipid concentration for the formation of nanodiscs (∼2 wt%), with more dilute
samples forming vesicles [11]. This observation implies that the addition of a charged lipid (i.e.,
DMPG) in conjunction with high Clp (with or without charged lipids) can stabilize nanodiscs.
However, the origins of this stability may differ. It has always been presumed that key to
nanodisc stability is the presence of DHPC at the nanodisc’s rim, which is taken up by the
water phase upon dilution. The loss of DHPC from the nanodic results in an increased line
tension, causing the discs to coalescence. This notion also implies that disc coalescence is not
transport limited, but rather a reaction-limited process, thus acounting for the uncommonly fast
coalescing rates seen in the lower Clp samples. However, this does not explain the increased
40
Time[s]
H
y
d
ro
d
y
n
a
m
ic
ra
d
iu
s
[n
m
] C =0.1 wt%
C =0.3 wt%
C =0.5 wt%
C =1.0 wt%
lp
lp lp
lp
63 mv
74 mv
Figure 4.3.2: Nanodisc growth as a function of time as determined by DLS. The time-dependent
Z-average of the apparent hydrodynamic radii is given by
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is assumed to be constant. The approximate surface potentials are 55, 80 and 88 mV for Clp =
0.1, 0.5, and 1.0 wt% samples, respectively. For the Clp = 0.3 wt% sample two fits were
performed using surface potentials of 63 mV (lower curve) and 74 mV (upper curve), with the
doted portions indicating the extrapolated predictions.
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stability exhibited by charged nanodiscs, which only grow at much higher dilutions.
Here we propose a diffusion limited process of disc coalescence, which is supported by the
experimental data. Specifically, different Clp nanodisc samples are assumed to have different
charge densities due to the re-equilibration of DMPG between discs and the water phase after
samples dilution. This results in the repulsive Coulombic interactions to change as a function
of Clp.
4.3.3 A Model Describing Nanodisc Coalescence and Growth
The aggregation of lipid nanodiscs includes both flocculation and coalescence processes
(Figure 4.3.3). Flocculation depends on the Brownian motion of particles and colloidal interac-
tions controlled by diffusion, and the interaction energy, while coalescence describes the how
effective the fusion process is in forming larger discs. In the case of transport-limited coales-
cence, where diffusion is hindered by repulsive particle interactions, the flocculation rate kfij is
much slower than the coalescence rate kcij , where i and j represent i-mers (i discrete mass of the
initial nanodisc) and j-mers. Based on Smoluchowski’s population theory [37, 38], the time
evolution of the single and coalesced discs can be written as
dnj(t)
dt
=
1
2
j−1∑
i=1
ki,j−ininj−i − nj
N∑
i=1
kijni, (4.3.1)
for j = 1, 2, ...N , where t is time, nj is the population density of j-mers, kij is the aggregation
kernel representing the successful fusion of any disc pair with i- and j-mers, and N is the
maximum units, and is assigned a large number. The initial conditions correspond to a finite
number density of discs n1(0) = n0, and the population of the larger discs is assumed to be
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Figure 4.3.3: A schematic depicting the flocculation and coalescence of lipid-based nanodiscs.
Under the current experimental conditions, binary flocculation takes place on a slow time scale,
while coalescence is fast. Due to charge, the kinetics of the system are transport limited.
zero, nj(0) = 0 for j > 1. This population model describes the formation of a particular
size distribution nj of discs which result from the coalescence of smaller discs, i.e., results in
the disappearance of the smaller nanodiscs. The collision kernel kij can be determined by the
transport equation for the population of j-mers around a fixed i-mer. To simplify the analysis,
we assume the collision envelop is a sphere and neglect the anisotropic interactions that may be
important in the near-field region. Smoluchowski’s coagulation model with spherical symmetry
can be written as
∂nj(r, t)
∂t
=
Drel
r2
∂
∂r
[
r2
(
∂nj(r, t)
∂r
+
nj(r, t)
kbT
∂U(r)
∂r
)]
, (4.3.2)
for ai+aj ≤ r <∞, where ai and aj are the apparent hydrodynamic radii of the nanodiscs, r is
the apparent center-to-center distance between the i-and j-mers, the relative diffusivity Drel =
Di + Dj is a simple sum of self diffusivities without crowding effects and any correction for
pair hydrodynamic resistance, and U(r) is the pair colloidal interaction potential. The parallel
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and perpendicular contributions of nanodisc self-diffusivity can be written as [39, 40, 41]:
Dj =
D|| + 2D⊥
3
=
kbT
6piµ
(
1
3a‖
+
2
3a⊥
)
, (4.3.3)
where D|| and D⊥ are the diffusivities parallel with and perpendicular to the surface normal of
the discoidal plane, respectively. The apparent hydrodynamic radius aj =
[
1/3a‖(rd) + 2/3a⊥(rd)
]−1
[41]:
a‖(rd) =
8rd
3
[
2λ
1− λ2 +
(2− 4λ2) tan−1 (√1− λ2/λ)
(1− λ2) 32
]−1
, (4.3.4)
and
a⊥(rd) =
8rd
3
[
−λ
1− λ2 −
(2λ2 − 3) sin−1 (√1− λ2)
(1− λ2)3/2
]−1
, (4.3.5)
where rd is the disc radius and λ is the disc thickness-to-diameter aspect ratio. The initial disc
size of 6.5 nm was determined by DLS, and the apparent radius of larger discs after coalescence
is given by rd = 6.5
√
i+ j, and is based on the conserved disc mass. The total interaction
potential U(r), based on the DLVO theory, is given by the combined electric double layer [42]
and van der Waals potentials [43] as follows:
U(r) =
4pi²ψ20aiaj
r
ln
[
1 + e−κ(r−ai−aj)
] (4.3.6)
−Ah
6
[
2aiaj
r2 − (ai + aj)2 +
2aiaj
r2 − (ai − aj)2
+ ln
r2 − (ai + aj)2
r2 − (ai − aj)2
]
,
where ² is the permittivity of the solvent, ψ0 is the apparent surface zeta potential of the nan-
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odiscs, κ = (2Ie2/²kbT )
1
2 is the inverse Debye length, I is the ionic strength, e is the single
electron charge, and Ah is the Hamaker constant (∼ 7.5x10−21J) [44]. The diffusive-reaction
boundary condition at the collision radius can be written as:
Drel
(
∂nj
∂r
+
nj
kbT
∂U
∂r
)
= αnj at r = ai + aj, (4.3.7)
where α is an apparent reaction rate constant. Note that α may describe the colliding orientation
in a more detailed analysis. Because the diffusive time scale 4a2/Di(∼ 10−5 sec) and the drift
time scale a2kbT/UmaxDi(∼ 10−6 sec) (where Umax is the maximum energy barrier between
particles) are both much faster than the process time, the solution to Eq. 4.3.2 is approximately
quasi-steady. Subject to the far-field boundary condition as r → ∞, nj(r) → n∞j and U → 0
one can express the number density as
nj(r) =
n∞j
f(r)
1−
[∫ ∞
r
(ai + aj)
2f(r)
Drelr2
dr
] [
f(ai + aj)
α
+
∫ ∞
ai+aj
(ai + aj)
2f(r)
Drelr2
dr
]−1 ,
(4.3.8)
where f(r) = exp [U(r)/kbT ] is the inverse Boltzmann factor. Therefore, the formation rate
for the (i + j)-mer due to the effective collision based on the flux Jj of j-mers toward the i-mers
can be formulated as:
dni+j
dt
= −ni
∫
r=ai+aj
Jj · dA = Eijk0ijninj, (4.3.9)
where k0ij = 4pi(ai + aj)Drel is the Smoluchowski limit-which is based on the collision kernel
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for non-interacting particles - and Eij (kij = Eijk0ij) is the collision efficiency and is given by
Eij =
[
Drelf(ai + aj)
(ai + aj)α
+ (ai + aj)
∫ ∞
ai+aj
f(r)
r2
dr
]−1
. (4.3.10)
When U(r) = 0 and the flux is only limited at the collision surface ai + aj , the collision
efficiency Eij reduces to (ai + aj)α/ [f(ai + aj)Drel + (ai + aj)α]. For an unreactive surface
(i.e., small α), Eij → (ai + aj)α/Drelf(ai + aj) and the collision kernel kij → 4pi(ai +
aj)
2α/f(ai + aj). If α→∞ (a very reactive surface),
Eij = W
−1
ij →
[
(ai + aj)
∫ ∞
(ai+aj)
f(r)
r2
dr
]−1
, (4.3.11)
where Wij is known as the Fuchs stability ratio [26]. In the Smoluchowski limit the collision
efficiency for a very reactive surface and noninteracting spheres, Eij = 1 and kij → k0ij .
The process time τp is related to the doublet collision efficiency E11 (E11 = τ0/τp), where
τp can be approximated by the half-life of monomers, and τ0 is the Smoluchowski doublet
formation time 2/k011n0. The experimental data shown in Figure 4.3.2 indicates that E11 is
of the order of 10−5 to 10−12, i.e. it is less efficient than the Smoluchowski limit. Assuming
that the repulsive hydrodynamic resistance cancels the van der Waals attractive interactions, the
low collision efficiency is then primarily due to the repulsive electric double layer interaction
in the case of low ionic strength solutions. The stability ratio based on electric double layer
theory can be approximated by Wij ∼ (2κa)−1exp(Umax/kbT ) ∼ O(1010) [45], where κ−1, a,
and Umax, are the Debye screening length (∼300 nm at an ionic strength 10−6 M), the apparent
particle radius (∼5 nm), and the maximum interaction potential between particles (∼ 20kT
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corresponding to the surface potential of 80 mV), respectively. The large stability ratios the
experimental conditions indicate that the repulsive interaction results long process times, even
for a small amount of charge present in the nanodiscs. The kinetics shown in Figure 4.3.2 are
transport limited, and the collision kernels for all pair interactions are approximated by Eq.
4.3.6 and 4.3.11. The corresponding growth curves for surface potentials between 49 and 90
mV are shown in Figure 4.3.4. At elevated potentials, the growth curves plateau around 7 nm,
a size which corresponds approximately to the hydrodynamic radius of the dimers. At longer
times, the higher surface potentials show plateaus. These extend plateaus are the result of the
stabilizing effect of particle size. In the low potential cases the existence of a doublet plateau
disappears and the growth becomes logarithmic (shown by the linear curves in Figure 4.3.4),
while higher potentials show linear increase in disc size during the early stages of growth.
This approach can be applied to fits of the DLS data using only the surface potential as
a fitting parameter. Empirical analysis of E11 from Figure 4.3.2 gives approximate surface
potentials of about 55, 74, 80, and 88 mV for the lipid concentrations of 0.1, 0.3, 0.5, and
1.0 wt%, respectively. It should be noted that the surface potential is assumed constant for the
entire growth process, which well-describes the coalescence of fast (0.1 wt%) and slow (0.5 and
1.0 wt%) growth processes. However, this assumption can only describe the initial growth of
nanodiscs at Clp of 0.3 wt%. This is most likely because the migration of the charged DMPG
lipid from the nanodiscs to the bulk solution rapidly reaches equilibrium at Clp ≤ 0.1 wt%
(large concentration gradient due to dilution), whereas at Clp ≥ 0.5 wt% the process can be
extremely slow (smaller concentration gradient upon dilution), In both cases the surface charge
on the nanodiscs remains practically constant over the time of the experiment. However, in
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Figure 4.3.4: The iso-potential growth curves based on the Z-averaging of the population dis-
tribution. Surface potential ranging from 49 mV to 90 mV. Each curve is separated by 1 mV.
The concentration chosen for this plot is Clp=0.3 wt%. The red lines indicate the logarithmic
growth at low potentials, while the dashed lines are the same surface potential shown in Figure
4.3.2 (may not be the same Clp).
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the concentration range between 0.1 ≤Clp ≤ 0.5, the surface charge on the nanodiscs may
continue to drop over the experimental time frame, and cannot be assumed constant. At these
intermediate concentrations the driving force that causes the exchange of DMPG between the
disc and the solvent falls in-between the two above-mentioned cases. Therefore, the early stage
estimate for the surface potential may not represent the extended time surface potential of the
nanodisc. In order to describe the long term coalescence behavior, an additional lower potential
of 63 mV is shown in Figure 4.3.2 – the dotted line represents the region where the constant
potential assumption fails to adequately predict growth behavior. The current model assumes
a transport limited coalescence and successfully describes the disc growth with one parameter
(i.e., the surface potential). However, it should be noted that the same physical origin may not be
applicable to all cases. Specifically, in the case of nanodiscs formed by zwitterionic mixtures of
DMPC and DHPC (in absence of charged DMPG lipid) [11], where charge does not play a role
in their growth. This is consistent with the observation that these nanodiscs become unstable
at a much higher Clp (∼ 2 wt%), and DHPC is presumed to be the factor that determines disc
stability.
4.3.4 Disc Growth Mechanism
To better understand the nanodisc growth mechanism, an experiment similar to that shown
in Figure 4.3.2 was performed. In this version of the experiment, the 10 wt% sample was diluted
to 0.1 wt% in mixtures of 5.0 mM DHPC, 2.0 mM DHPC and 0.01 mM DMPG/2.0 mM DHPC.
The aim of this experiment was to understand the individual roles that DHPC and DMPG play in
stabilizing nanodiscs. Since the critical concentrations for zwitterionic and charged nanodiscs to
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Figure 4.3.5: Growth curves of Clp of 0.1 wt% mixtures containing DHPC, a mixture of DHPC/
DMPG, and water. Nanodisc in pure water (J), in 5 mM DHPC (©), in 2.0 mM DHPC (O),
and in 0.01 mM DMPG/2.0 mM DHPC (N).
coalesce take place at different Clp, isolating the individual contributions of the charged DMPG
lipid and the neutral DHPC rim lipid may give us further insight into their modes of action.
For example, if disc growth is driven by increased line tension due to DHPC dissolving into
solution, as mentioned previously, [31] nanodisc size should remain unchanged if sufficient
amount of DHPC unimers exist in solution. Therefore, dilution with a DHPC solution will
mitigate the transfer of DHPC from the nanodisc to the solvent, resulting in little or no disc
growth. This hypothesis is confirmed by the fact that when the 10 wt.% sample is diluted with a
5.0 mM DHPC solution, nanodisc size remains practically unaltered (6.5 ∼ 6.7 nm). However,
when they were diluted with a 2.0 mM DHPC solution, an increase in size was observed, but
smaller change than that observed when diluted by pure water (Figure 4.3.5).
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In order to verify the validity of the above-mentioned transport model (loss of nanodisc
charge density), the role of DMPG in the disc growth mechanism should be determined - fol-
lowing a similar strategy - diluting with DMPG solutions. However, pure DMPG solutions
form large aggregates with sizes around 50 to 100 nm (possibly due to the formation of vesi-
cles). These aggregates remain intact even at concentration of 10−6 M, thus making size de-
termination using DLS unreliable (data not shown). As a result, sample dilution from 10 wt%
to 0.1 wt% with a solution containing only DMPG unimers was not achievable. Nevertheless,
our study does show that DHPC can co-dissolve DMPG (data not shown) into its unimer form.
Therefore, an alternative experiment was designed using DMPG/DHPC solutions. Figure 4.3.5
show that, although the addition of 2.0 mM DHPC is unable to prevent nanodiscs from coalesc-
ing, 0.01 mM DMPG/2.0 mM DHPC inhibited nanodisc growth (Figure 4.3.5), lending indirect
support for the transport-limited model.
4.4 Conclusion
We have shown that uniform size nanodiscs are present in a DMPC/DHPC/DMPG lipid
mixture at low temperature (i.e., 10 oC), using TEM, SANS and DLS. Upon dilution, these
nanodiscs coalesce thus providing an ideal system to study the kinetics of disc coalescence. The
population balance model and DLVO theory were applied to describe coalescing charged discs
using the transport limited case. It should be noted that this approach may not be applicable
for zwitterionic mixtures (e.g., DMPC/DHPC), where there are no charged lipids to induce
repulsion. The current model gives insights into the interaction between charged nanodiscs and
their stability, and coalescence kinetics. Demonstrated by experiments and described by DLVO
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theory is that in the low ionic strength limit, the coalescence of charged nanodiscs is highly
dependant on the presence of the charged DMPG lipid. It is also assumed that the coalescence
mechanism for charged nanodiscs is due to the loss of charge density in the extreme dilute limit,
consistent with previous studies examining different critical lipid concentrations of charged and
zwitterionic systems. The present experiments and model used to describle the data give insights
into how the interplay between charged and short-chain lipids is able to control the size of lipid-
based nanodiscs. Future work will focus on control nanodisc charge density to further develop
the current model to accurately predict the terminal size of self-assembling nanodiscs.
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Chapter 5
The Growth Characteristics of Nanodisc
5.1 Introduction
The summation of the electrostatic potential and van der Waal interaction gives the total
interaction potential, which is used to obtain the growth curves shown in Figure 4.3.4. As
mentioned in the previously chapter the growth at the higher potentials gives rise to plateaus
with size approximately equal to the dimer. On the other hand low surface potentials developed
a logarithmic behavior shown in the semi-log plot in Figure 4.3.4. The appearance of these
plateau are discussed in more detail.
5.2 Number Distributions at Different Electric Potentials
Figure 4.3.4 shows the Z-averaged size of all the nanodisc. In this section the monomer
distribution in early stages of growth at high, medium and low potentials are shown and dis-
cussed. In Figure 5.2.1 the monomer distribution in the first 5 species for the iso-potential curve
of 75 mV are shown. A couple of interesting features are observed. During the first 103 s, no
species are produced besides the dimers. At approximately 103 s into the process the distribu-
tion of monomers into the trimers begin to appear in small amounts. By the time the trimers
population to become significant all of the free monomers have been depleted therefore stop-
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ping further production of trimers. This phenomena can be explained by noting that particles of
larger size experiences more repulsion compared to smaller particles. Since trimers are larger in
size than dimers their collision efficiency is lower and therefore less likely to form. The size ef-
fect is also couple with the high surface potential further reducing the formation rate of trimers.
At this surface potential extinction of monomers in the first 103 s prevents any further formation
of trimers. In the time range between 104 to 107 s the majority of the population consist mainly
of dimers, which produces a plateaus seen in Figure 4.3.4. The next stage of growth then fa-
vors the quadramer since the dimer-dimer coalescence has a higher probability of collision and
better efficiency compared to the dimer-trimer coalescence, which forms the larger aggregate.
The quadramer are the next dominate size, which in effect produces a quadramer plateau seen
at even larger surface potentials. If the surface potential is extremely large, the appearance of
plateaus occur at aggregation numbers equal 2m, where m is an integer indicating the order of
appearance. However, in practice this scenario may not be experimentally observable since it
takes a very long time.
At surface potential of 65 mV the Z-average growth curve is converted to show the monomer
distribution in the first 5 species (Figure 5.2.2). At this potential the dimer plateau and the
quadramer plateau are not as apparent as the 75 mV case. Since the potential is lower the
formation of trimers and quadramers show up earlier (due to more efficient collision kernels).
Also at low potentials more trimers are formed in the early stages. This will cause the larger
average size and reduce the amount of dimers formed throughout the process. The low surface
potential affects the collision efficiency significantly. At lower surface potentials the collision
efficiency for particles to form larger particles increase. This increase makes the formation of
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Figure 5.2.1: A plot of the distribution of monomers at constant potential of 75 mV.
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Figure 5.2.2: A plot of the distribution of monomers with in each species at constant potential
of 65mV.
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Figure 5.2.3: A plot of the distribution of monomers with in each species at constant potential
of 55mV.
larger particles a more common occurrence. The interaction profiles in Figure 3.4.1 offer an
explanation to this phenomena. Taking note of the peak interaction potentials, which is one
of the major indicators of the collision efficiency [45]. The larger peak interaction potential
indicates lower collision efficiency. This along with the stabilizing effect of particle size further
increases the disc stability at large potentials. On the other hand at low potentials the stabilizing
effect from the electric double layer is not as significant. Therefore during the early stages of
nanodisc coalescence the monomers have an option to form dimers or trimers as opposed to the
higher potentials where the monomers are forced into the dimer form. This causes a smearing
effect on the Z-averaged size plot due to the polydispersed population.
In Figure 5.2.3 the distribution of monomers at 55 mV is shown. At this potential the
growth curve becomes logarithmic as indicated by the linear growth in the semi-log plot of
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Figure 4.3.4. Looking at the peak distribution of each individual species the distribution of
monomers begins to move sequentially to the next larger size. This is indicated by the max-
imum distribution of monomers in the trimer state starting to overtake the maximum of the
quadramers. For this reason the average growth at lower potential become logarithmic. This
event is different when compared to that of the larger surface potentials, where next plateau
species can be determine by 2m.
5.3 Concluding Remarks
The coalescence rate is in general size dependant. As the nanodisc increases in size they
becomes more stable. When the sizes becomes large enough the repulsive force becomes more
significant therefore slowing down the coalescence by limiting the flux into the collision sphere.
At low potential a logarithmic growth is observed. In the later stages of coalescence the average
size might seem to be constant for several decades due to the increase of the repulsive force.
These results give insights into nanodisc coalescence mechanism that are valuable for engineer-
ing the nanodisc composition drug delivery device or other nanotechnology applications.
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Chapter 6
Microrheology
6.1 Introduction
Complex fluids are viscoelastic materials that have the tendency to store (elastic) and dissi-
pate (viscous) energy. The study of complex fluids is an important topics in the material science
because these fluids have large applications in the food, pharmaceutical, and biomedical in-
dustries. To study these fluids material properties such as the loss and storage modulus are
typically obtained to characterize these materials under different frequency. Standard mechan-
ical rheometers obtain the loss and storage modulus by preforming small amplitude oscillatory
shear (SAOS) experiments, which measures the responds of the in phase (Hookian) and out
phase (Newtonian) stress caused by an induced oscillating strain. This technique is also known
as macrorheology and is often limited by the inertia or the range of frequency that can be tested
to approximately 100 rads/s. Microrheology is a technique that can resolve this issue for obtain-
ing materials properties at a wider range of frequencies up to around 105 rads/s. Microrheology
experiments are preformed by monitoring the motion of a particle by applying an external force
(active microrheology) or by use of thermally driven motion (passive microrheology). Ther-
mally driven motion or Brownian motion of particles in viscoelastic media have considerably
different behavior compared to that of the purely viscous medium. From the Langavin equation
58
the phenomenological Generalized Stokes-Einstein equation (GSE) be derived in the frequency
domain to obtain the viscoelastic properties of the medium. The motion of these particles are
monitor either in real space (direct observation) or inverse space (scattering techniques). De-
tailed discussion on the different methods of monitoring the mean squared displacement and
review of active and passive microrheology can be found in [48, 49]. From this point on the
discussion on microrheology is for passive microrheology, where the motion of the particles are
monitored in the inverse space.
6.2 DLS Mircorheology Procedure and Data Analysis
Microrheology can be preforming using DLS in a similar fashion to a tracer diffusion
experiments. The diffusion of a probe inside a matrix solution (the fluid of interest) is moni-
tored by DLS. The probes are well characterized and their behaviors in pure solvents are well
understood. The matrix solution should not visible to dynamic light scattering, which can be
prevented by having the probe scatter more light than the matrix solution. The probe concen-
tration in these experiments are typically kept at low concentration in order to observe the self
diffusivity without colloidal hydrodynamics interactions. These experiments where later ex-
tended to include the the effects of viscoelastic properties of the matrix solution by using the
GSE [50, 51, 52].
6.3 Review of the General Stokes-Einstein Relation
In this section the GSE is briefly reviewed. A more extensive derivation can be found in
[50, 51, 52]. Brownian motion can be described by the generalized Langavin equation, given
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by
mv˙(t) = fr(t)−
∫ t
0
ζ(t− τ)v(τ)dτ, (6.3.1)
where m is the mass of the probe, t is the time, τ is the lag time, fr is a random Brownian
force, ζ is the hydrodynamic resistance coefficient, and v is the velocity. The 2nd term on the
right hand side is the force from the hydrodynamic resistance, which also includes the memory
effect. The unilateral Fourier transform of this equation gives velocity solution in the frequency
domain
v∗(ω) =
f∗r(ω) +mv(0)
ζ∗(ω) + iωm
, (6.3.2)
where ω is the frequency, and the superscript ∗ indicates Fourier transformed functions. By mul-
tiplying the initial velocity in the time domain and taking the ensemble average of the velocity,
the velocity autocorrelation is obtained
< v(0)v∗(ω) >=
< v(0) · f∗r(ω) +mv(0) · v(0) >
ζ∗(ω) + iωm
. (6.3.3)
Equation 6.3.3 is the Fourier transform of the velocity autocorrelation function. From equipar-
tition principle m < v(0) · v(0) >= 3kbT , which is the kinetic energy and since the stochastic
force is not correlated with the velocity the term < v(0) · f∗r(ω) >= 0. The velocity autocorre-
lation function is related to the hydrodynamic resistance, expressed as
ζ∗(ω) =
3kbT
< v(0) · v∗(ω) > − iωm, (6.3.4)
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and the mean squared displacement is related to the velocity autocorrelation by
< (r(t)− r(0))2 >= 2t
∫ t
0
(1− τ
t
) < v(0) · v(τ) > dτ. (6.3.5)
Again the unilateral Fourier transform on this relationship gives
F[< (r(t)− r(0))2 >] = 2F[< v(0) · v(τ) >]
(iω)2
. (6.3.6)
Solving for the fourier transform of the velocity autocorrelation and subbing into the Eq. 6.3.4.
The complex viscosity is obtained [52]
G∗(ω) = iωη∗(ω) =
iωζ∗(ω)
6pia
=
[
kbT
piaiωF[< (r(t)− r(0))2 >] +
ω2m
6pia
]
, (6.3.7)
where G∗ is the known as the complex shear modulus, and η∗ is the complex viscosity. The
second term of Eq. 6.3.7 accounts for the inertial effect and in most cases can be neglected.
For example a particle of the size a ∼ 10−8 m, and density of 1000 kg/m3, and at frequency
ω ∼ 105 rads/s the lag time τ = 10−5s. The first and second term are O ∼ 10−1 and O ∼ 10−5
Pa, respectively. In the case of spherical particles the first term is independent of size. For a
larger particle ∼ 10−7 m the second term is about ∼ 10−3 Pa and is still much smaller than the
first term. The inertial term can be then neglected under standard experimental conditions and
Eq. 6.3.7 has a simple form
G∗(ω) '
[
kbT
piaiωF[< [r(t)− r(0)]2 >]
]
. (6.3.8)
Equation 6.3.8 is known as the generalized Stokes-Einstein equation. Mason demonstrated that
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a power series expansion of mean squared displacement can significantly simplify the calcula-
tion of the Fourier transform. The power law expansion of the mean squared displacement is
given by [52]
< [r(t)− r(0)]2 >'< ∆r2(1/ω) > (ωt)α(ω), (6.3.9)
where α(ω) = d ln(< ∆r2(t) >)/d(ln t) evaluated at 1/ω. The unilateral fourier transform of
this function is
F[< [r(t)− r(0)]2 >] = Γ(α + 1) < ∆r
2(1/ω) > ω−α
(iω)α+1
, (6.3.10)
where Γ is the gamma function. Substituting Eq. 6.3.10 into Eq. 6.3.8 and applying the re-
lationship between the complex shear modulus and dynamic shear modulus, G∗ = |G∗|, the
following storage and loss modulus can be determined by
G′(ω) = |G∗| cos(piα(ω)/2), G′′(ω) = |G∗| sin(piα(ω)/2), (6.3.11)
This medthod has been studied in the last two decades for various emulsions, suspensions, and
polymer solutions and in most cases the GSE equation has shown to be very comparable to
macrorheology experiments [53, 54, 55].
6.3.1 Polymer Characterization
The polymer, Poly(ethylene glycol)(PEG), was purchased from Sigma Aldrich (St. Louis,
MO) with number average molecular weight Mn of 35000 g/mol. Characterized of this polymer
was done by SLS with the dn/dc given as 0.135 ml/mg [56]. PEG samples where prepared using
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Figure 6.3.1: A Zimm plot constructed from various concentrations and angles for the polymer
PEG. Filled symbols are actual data collected from the experiment and open symbols are extrap-
olated points. The solid lines represent the least square fit of the extrapolated data points. The
arbitrary constant 4.52 is used to distinguish the differences between different concentrations.
deionized water (Millipore). A stock solution of 10 wt% was created and then diluted to 2.0,
1.5, 1.0, and 0.05 wt%. SLS experiments were then preformed at 25oC. The light scattering
apparatus used in these experiment is the ALV/CGS-3MD, which is capable of measuring the
intensity at four different angles simultaneously with each angle separated by 32o. The angles
chosen for these experiment where between 30o and 150o. Figure 6.3.1 shows the Zimm plot for
the four concentrations of PEG. Recalling the discussion in Section 2.2, extrapolation of data
in Zimm plots to zero angle and zero concentration can give average molecular weight Mw, the
second viral coefficient A2, and the radius of gyration Rg for the polymer. The extrapolation
to zero angle gives a resulting line with slope related to the second viral coefficient, while
the extrapolation to zero concentration gives a line with a slope related to the R2g. Both the
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extrapolated lines have intersection with the y axis at 1/Mw. For the exact relationships between
these parameters and the extrapolation refer back to Eq. 2.2.10 and 2.2.9. From Figure 6.3.1 the
Rg, Mw, and A2 are determined as 9.1 nm, 39000 g/mol, and 5.6 10−7 dm3 mol /g2 respectively.
The Zimm plot reveals that A2 is positive, which means that PEG of this molecular weight
is in good solvent at these experimental conditions. The overlapping concentration can also
be determined by the following c∗ = 3Mw/4piNAR3g, which gives c∗ ' 0.02 g/ml or volume
fraction of 0.02.
The viscosity of PEG solutions at various concentration is also of interest. This is be-
cause the intrinsic viscosity provide a way to validate SLS and microrheology results. Viscosity
measurements of PEG solutions were done by a Cannon-Fenske capillary viscometer (Cannon
Intrument Company). PEG solution were prepared at concentrations of 0.1, 0.5, 0.8, 1.0, and
2.0 wt%. In the dilute limit the viscosity of polymers solutions follow the Huggins equation [57]
ηb = ηs(1 + [η]c+ kH[η]
2c+ ...), (6.3.1)
where [η] is the intrinsic viscosity of the polymer, ηb is the bulk viscosity, kH is the Huggins
coefficient and c is the polymer concentration. The viscosity of these solutions are shown in
Figure 6.3.2. The intrinsic viscosity for PEG solution is determined by least square fit of the
viscosity shown in Figure 6.3.2, which gives [η] = 53 ml/g. The intrinsic viscosity determined
by the capillary viscometer is consistent with SLS, which is confirmed by using the relationship
[η] ' 1/c∗ [57]. The results of both techniques are consistent.
6.3.2 Tracer Probe Particles
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Figure 6.3.2: The viscometer results for PEG 35k at various concentrations. The parameters
where determined from a best fit to a second order polynomial function.
The most important aspect of microrheology is in obtaining the mean squared displace-
ment of probe particles dispersed inside viscoelastic materials. To measure the mean squared
displacement, probe particles are introduced into the PEG solution and DLS was used to mon-
itor the autocorrelation Eq. 2.3.6. The mean squared displacement can be directly obtained
from the autocorrelation. For these experiments a particle of known size is placed into the PEG
solutions. Probe particles that where used in this experiment are polystyrene (PS) beads (NIST
Traceable Standards) with radius the size of approximately 10 nm. DLS was used in observ-
ing probe motion in several concentration of PEG solution at fixed probe concentration of 0.05
wt%. PEG solution at concentrations of 0.5, 2.0, and 10.0 wt% where tested. The mean squared
displacement for the probes in these solutions are shown in the Figure 6.3.3. The results of
Figure 6.3.3 show that at low concentrations of PEG less than 2.0 wt% the mean square dis-
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Figure 6.3.3: Mean squared displacement of 0.05 wt% PS beads with different PEG concen-
tration. PS in water (H), in 0.5 wt% PEG (¥), in 2.0 wt% PEG (¨), and in 10 wt% PEG (•).
placement is a linear function of time. Within this range of concentration the polymer solution
is considered dilute and Newtonian behavior is observed. This is seen by the linear behavior
of the mean squared displacement, which directly leads to a constant diffusion coefficient. As
the concentration of PEG increases the mean squared displacement of the probes displays a
declining slope due to the increase in the viscosity of the bulk solution. At 10 wt% PEG the
solution is now approximately five times the overlapping concentration of the polymer. At this
concentration the newtonian behavior of the mean squared displacement is no longer present
(not linear with respect to time). The non-linear behavior is believed to be caused by the elastic
effects from the high PEG concentration.
The diffusion of PS probes was observed to be slower then expected after the bulk viscos-
ity correction to the Stokes-Einstein relation. This indicates that the probes in PEG solution
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Figure 6.3.4: The effect of Triton X-100 on the apparent size of the coated polystyrene particles.
The (red ¥) data point shows the mixture of PEG at 1 wt% at various Triton X-100 concentra-
tions. (Green N) data shows water and coated polystyrene spheres. The polystyrene spheres are
held at 0.05 wt% in both cases.
experiences a larger hydrodynamic resistance, which may be caused by PEG adsorption to the
probe surface. Modifications to the probes’ surface by addition of detergent, Triton X-100TM,
has been shown to prevent adsorption of PEG [58]. These experiment was repeated using 10
nm radius polystyrene spheres. Figure 6.3.4 shows the apparent size at various concentrations
of Triton X-100 in PS/water and PS/PEG/water solution. The apparent size is determined by
using the solvent viscosity ηs (does not take into account bulk viscosity) in the Stokes-Einstein
relation. Triton X-100 up to 0.8 wt% concentration was used. It is believed that at these con-
centration Triton X-100 has little effect on the viscosity of the solution. The size of the probes
in water solutions observed an increased from a sized 10 nm to ∼ 12 nm after the addition of
Triton X-100. This increase in size after the addition of Triton X-100 is believed to be cause by
the detergent coating. On the other hand the addition of Triton X-100 to the PS/PEG solution
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shows a decrease in apparent size. According to depletion theory the smaller apparent radius
is caused by to the drop in the effective viscosity around the particle, this results in a lower
effective hydrodynamic resistance.
In Figure 6.3.5 the loss and storage modulus of the coated and uncoated probes are cal-
culated from their mean squared displacement by using the GSE. Figure 6.3.5 shows that mi-
crorheology is capable of obtaining the modulus at frequency higher than that of the standard
mechanical rheometer. A noticeable difference between the two experiments can be seen by
a decrease of the storage and loss modulus with the addition of triton coating. The following
observation indicates that probe-particle interface play an essential role in these experiments
and should not be neglected. Solid line in Figure 6.3.5 and 6.3.6 are fits of the loss and storage
modulus using the Rouse model [59]
G′ = nkbT
N∑
p=1
ω2τ 2p
1 + ω2τ 2p
(6.3.1)
G′′ = ωηs + nkbT
N∑
p=1
ωτp
1 + ω2τ 2p
(6.3.2)
where τp is the relaxation time, and n is the number density. The longest relation time τ1 for
both cases was determined to be τ1 ' 1.25 x 10−4. The most significant changes to these
parameters where observed at the magnitude nkbT , which for coated particles and uncoated
particles was 97 and 140 J/m3 respectively. Recent studies have shown the effects of the
depletion phenomena on the data obtained from microrheology [53, 54]. The bulk rheological
properties that incorporates the depletion model for two point microrheology were proposed by
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Figure 6.3.5: The loss and storage modulus for PEG concentration of 10 wt% determined by
DLS. Loss modulus for uncoated probes (¥), storage modulus for uncoated probes (H), Loss
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Figure 6.3.6: The dynamic viscosity for uncoated probes in PEG solution (¥), dynamic viscos-
ity for coated probes (H), and the dynamic viscosity of uncoated 0.5 wt% (H). Solid lines and
dotted lines are Rouse model fits to the data.
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[60, 61, 62, 63]. The results discussed in this chapter are consistent well with many literature on
this topic. Further work can be achieved by developing the hydrodynamic models used to relate
the loss and storage modulus to the flow pattern in a non uniform fluid. In addition to poly-
mers solutions, this technique may allow further investigation into high frequency rheological
properties of lipid based nanodisc or protein solutions in future studies.
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