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Figure 1: The 3D car shapes generated by our system from 2D sketch inputs.
ABSTRACT
Efficient car shape design is a challenging problem in both the au-
tomotive industry and the computer animation/games industry. In
this paper, we present a system to reconstruct the 3D car shape
from a single 2D sketch image. To learn the correlation between 2D
sketches and 3D cars, we propose a Variational Autoencoder deep
neural network that takes a 2D sketch and generates a set of multi-
view depth & mask images, which are more effective representation
comparing to 3D mesh, and can be combined to form the 3D car
shape. To ensure the volume and diversity of the training data,
we propose a feature-preserving car mesh augmentation pipeline
for data augmentation. Since deep learning has limited capacity
to reconstruct fine-detail features, we propose a lazy learning ap-
proach that constructs a small subspace based on a few relevant car
samples in the database. Due to the small size of such a subspace,
fine details can be represented effectively with a small number of
parameters. With a low-cost optimization process, a high-quality
car with detailed features is created. Experimental results show
that the system performs consistently to create highly realistic
cars of substantially different shape and topology, with a very low
computational cost.
CCS CONCEPTS
• Computing methodologies → Computer graphics; Shape
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1 INTRODUCTION
Car shape design is a common area in automotive manufactur-
ing, computer animation and games. The design process is time-
consuming and labour intensive, as it is a combination of arts and
engineering. In this paper, we propose a new 3D car design interface
that is based on a single 2D sketch, which contains only the outline
information on the cars’ shape. Since a single outline sketch can-
not provide enough information on 3D car reconstruction, our new
framework estimates such missing information from a 3D car shape
database. The major contributions of this paper are summarized as
follows:
• We propose a feature-preserving mesh augmentation frame-
work to construct a large car database with pairwise 3Dmesh
and 2D sketch, based on the small number of car meshes in
ShapeNet [2].
• We propose a Variational Autoencoder (VAE) [3] deep learn-
ing network to learn the correlation between a 2D sketch
and the corresponding rough 3D shape.
• We propose a lazy learning algorithm to learn a local sub-
space to reconstruct the fine detail features of the car from
the rough shape.
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2 DATABASE CREATION
As a data-driven approach, the diversity and quality of the database
is key to our system. With a novel feature-preserving data augmen-
tation techniques[4], we create a large variety of logically correct
car meshes as indicated in Figure 2. We set the resizing parameter
as ±20%, ±15%, ±10% and ±5% of each scalable direction. They are
converted into two sets of representations: (1) side-view 2D sketch,
multiple depth and mask images (side, top, front and rear views) for
shape reconstruction, and (2) registered 3D point clouds for details
synthesis. For the registration, we pick a random point cloud of a
car as a template, and then evaluate the Earth Mover’s Distance
(EMD) between the template and the rest of the cars. Since we have
the same number of points for all point clouds, the optimal flow
from the template to the target point cloud of a car has a 1-to-1
correspondence, which therefore is considered as the registration
result.
3 ROUGH CAR SHAPE RECONSTRUCTION
We adapt Variational Autoencoder (VAE) [3] for getting the depth
and mask images as indicated in Figure4. While VAE is inferior to
Generative Adversarial Network (GAN) in terms of the appearance
of the output, it is difficult to control the image synthesis process
in GAN to create multiple outputs. Also, it takes much longer to
train GAN and to guarantee network convergence. In our situation,
we prefer VAE as it produces results with high enough quality to
generate a car shape, and the details of the car are introduced as a
second stage process. The loss function is expressed as:
E =
(
(Depthr ef − Depthr ec ) ◦Maskr ef
)
L1
+
(
Maskr ef −Maskr ec
)
BinaryCrossEntropy
+
(
∆(Depthr ef ◦Maskr ef ) − ∆(Depthr ec ◦Maskr ef )
)
L1
+ KLLoss
(1)
where Depthr ef andMaskr ef are ground truth images, Depthr ec
andMaskr ec are reconstructed images, the subscripts L1 and Bina-
ryCrossEntropy represent the calculation metrics, ∆ means Lapla-
cian filtering and ◦ is the Hadamard product,KLLoss is the standard
KL loss function.
4 LAZY LEARNING FOR FINE DETAILS
Given a car shape generated in Section 3, we search for the k nearest
samples from the database. We first convert the generated car shape
into a point cloud using the same process we described in Section
2. We apply Principal Component Analysis (PCA) onto the z-score
representation of the point clouds to generate a search space, instead
of using the Cartesian space.With the k nearest neighbours selected
from the database, we can then learn a small subspace with PCA.
In such a subspace, we optimize a set of eigenvalues with [1] to
construct a car shape that is as similar as possible to the rough
shape. We then back project the eigenvalues to formulate a car
shape with shape details such as the headlight, which is served as
our final output showed in Figure 5.
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Figure 2: Examples of resized 3D car meshes.
(a) 3D mesh (b) Depth image (c) Mask image (d) Sketch
Figure 3: Different types of images generated from 3Dmesh.
Figure 4: The encoder-decoder network structure.
Figure 5: From left to right: sketches,meshes fromgenerated
depth images, registered point clouds, detailed added point
clouds, final output meshes.
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