In 3 experiments, the question of viewpoint dependency in mental representations of dynamic scenes was addressed. Participants viewed film clips of soccer episodes from 1 or 2 viewpoints; they were then required to discriminate between video stills of the original episode and distractors. Recognition performance was measured in terms of accuracy and speed. The degree of viewpoint deviation between the initial presentation and the test stimuli was varied, as was both the point of time presented by the video stills and participants' soccer expertise. Findings suggest that viewers develop a viewpointdependent mental representation similar to the spatial characteristics of the original episode presentation, even if the presentation was spatially inhomogeneous.
This article examines one aspect of visual scene perception, namely, whether the specific viewpoint from which a dynamic scene is observed is part of its cognitive representation. For example, consider a televised soccer match. Does the cognitive representation of a pass that leads to a decisive goal strictly depend on the camera viewpoint from which it was shown on television, or would one be able to recognize it with the same speed and accuracy if the scene was shown from a different viewpoint?
In the following, three different approaches are considered when predicting the recognition of dynamic events, stemming from research on static scenes, dynamic events, and film design. The static-scene model assumes that the representation and recognition of dynamic events is viewpoint dependent (e.g., Diwadkar & McNamara, 1997) . In contrast, the dynamic-event model posits that viewers abstract information during learning of an event, thereby developing a viewpoint-independent representation (e.g., Carroll & Bever, 1976) . Finally the film-form model rests on assumptions of film practitioners and predicts that viewers establish a viewpoint-dependent representation on the basis of the first viewpoint from which an episode is encountered and into which following viewpoints are transformed (e.g., Bordwell & Thompson, 1986 ).
The Viewpoint Dependency of Static Scenes
The question of viewpoint dependency has primarily been addressed in the context of static scenes. In its simplest case, such a static scene consists of a layout of different objects, which occupy specific positions in space and thus have a fixed, unchanging topological relation to each other. Typical examples are arbitrary arrangements of everyday objects on a table or in a room (Diwadkar & McNamara, 1997; Shelton & McNamara, 1997; Simons & Wang, 1998) or paths laid out on the floor (Sholl & Nolin, 1997) .
Empirical evidence shows that by looking at a novel static arrangement from a particular viewpoint, people develop a correspondingly aligned cognitive representation of that scene. Thus, when later confronted with a mixture of the familiar view and novel views of either the same scene or a slightly modified scene (i.e., in which objects have changed their position), the recognition performance of the original scene by means of novel views is lower than the recognition performance of the original scene by means of the familiar view, either in terms of recognition latency (Diwadkar & McNamara, 1997) or recognition accuracy (Simons & Wang, 1998) . In Diwadkar and McNamara's (1997) study, increased angle differences between a novel view and the familiar view led to a corresponding decrease in the speed of identification. Similar results were found when viewers were given the task of imagining a novel view and then requested to point in the direction of specific objects instead of recognizing a scene by means of novel views presented to them (Shelton & McNamara, 1997; Sholl & Nolin, 1997) .
Simply experiencing a second or any number of different viewpoints of a given scene does not necessarily diminish viewpoint dependency. Instead, empirical evidence suggests that multiple but, nevertheless, viewpoint-dependent representations of that scene are developed (Diwadkar & McNamara, 1997; Shelton & McNamara, 1997) . Thus, when confronted with a novel viewpoint, viewers tend to align this view with the learned view that is spatially the most approximate. This pattern also holds for experiencing conditions in which the viewer freely explores a virtual reality depiction or is shown a film of the interior of a building (Christou & Bülthoff, 1999) . Nevertheless, by experiencing an increasing number of different views of a given scene, the recognition of a scene on the basis of novel views almost approaches viewpoint-independent accuracy. Further, novel and familiar views become successively less easy to discriminate, indicating that a kind of abstract, schematic representation has been developed (Hock & Schmelzkopf, 1980; Rowland, Franken, Bouchard, & Sookochoff, 1978) . Empirical evidence indicates that the forming of such a flexible representation, which includes multiple viewpoints, can be fostered by experiencing the scene from an outside standpoint (Amorim, Trumbore, & Choygen, 2000; Salzman, Dede, & Loftin, 1999) , through active exploration (Sholl & Nolin, 1997; Simons & Wang, 1998) , and by means of a systematic and continuous presentation format (Christou & Bülthoff, 1999; Kipper, 1986) .
When one applies this static-scene model to the example of the soccer game mentioned in the opening paragraph, a viewpointdependent representation of that scene would be expected, because it is seen from only a single viewpoint. Thus, recognition performance should be higher if a subsequently presented snapshot corresponds to the viewpoint from which the scene was originally presented. Further, recognition performance should decrease with increased angle differences between a novel view and the original view. This prediction rests on findings for static scenes (Diwadkar & McNamara, 1997) as well as on studies on mental rotation for single objects. For example, R. N. Shepard and Metzler (1971) found that reaction times (RTs) increased linearly with increasing rotation angles when participants mentally rotated abstract objects. Accordingly, even the case of an instant replay of the scene from a second viewpoint would not be expected to lead to a viewpointindependent representation, because a change of viewpoint does not continuously take place and is not accompanied by a corresponding ego movement of the viewer, who is unable to actively explore the scene (i.e., the differing viewpoint is not enabled by a viewer who is actively exploring and walking around the scene). Instead, a viewpoint-dependent representation based on multiple views would be expected. This would then lead to a high recognition performance for both original views, whereas recognition performance from novel views should decrease as the novel view increasingly deviates from the nearest original view.
The Abstract Representation of Dynamic Events
On the other hand, the spatial layout of the players in a soccer game differs from an arrangement of static objects in important ways, thus making the generalizability of the findings derived from static object formations questionable. In particular, the spatial layout of the interacting players, the ball, and the referee is not fixed but continuously changing. Thus, a dynamic scene not only comprises static objects (in the case of a soccer game, the markings of the playground, the goal, etc.) but is also populated by many differing kinds of moving objects. It thus changes its appearance not only in the case of different viewpoints but also during its course at different moments, even when the viewpoint remains fixed. Therefore, the continuously changing spatial relations of the relevant, scene-defining objects prevent the viewer from developing a viewpoint-independent cognitive representation on the basis of fixed topological relations between the objects, as was proposed by Sholl and Nolin (1997) for static scenes.
Yet being prevented from developing such a topological representation does not necessarily imply reliance on viewpointdependent representation. Instead, it could mean that during the cognitive processing of a scene that dynamically unfolds over time, information concerning objects, layout, topology, and the progression of the event is abstracted (Posner & Keele, 1968 , 1970 , giving way to a mostly spatially independent mode of representation. Chase and Simon (1973) have provided a classical example of such an abstract representation of an inherently dynamic spatial configuration. In their study on chess experts, they found that the experts remembered chess configurations not on topological but rather on functional grounds. Thus, at least for experts, confusions occurred not between topologically similar though functionally dissimilar configurations, but rather between topologically dissimilar though functionally similar configurations.
In keeping with this line of argument, a number of empirical studies have shown that depictions of event sequences (e.g., in the form of picture stories or films) lead to abstract cognitive representations that are particularly prone to a loss of surface information pertaining to the pictorial specifics of the presentation. For example, in a study conducted by Jenkins, Wald, and Pittenger (1986) , participants were presented with an activity sequence by means of a selection of consecutive photographic slides. In a subsequent recognition test comprising a mixture of old and new slides taken from the activity sequence as well as slides from a slightly different activity, participants showed high false-alarm rates in response to new slides taken from the same activity sequence. This suggested that the viewers had developed a cognitive representation of the event that abstracted from the pictorial specifics of the selected slides (Allen, Siegel, & Rosinski, 1978; Freyd, 1987; Jenkins et al., 1986) . Additional empirical studies have shown that this process of abstraction tends to occur at points at which the unfolding event undergoes a significant change (e.g., when an actor changes his position or starts a new activity; Lasher, 1981) . According to the so-called boundary hypothesis of encoding, such a change leads to the instantiation of a new situational model in terms of location, time, or participants, whereas the previous episode is recoded in terms of an abstract event description (Carroll & Bever, 1976; Magliano, Miller, & Zwaan, 2001; Newtson & Engquist, 1976) .
Among other things, this abstraction process at transition points between event segments also pertains to space-related attributes. Gernsbacher (1985) varied the left-right orientation of pictures in picture stories and found, in keeping with the boundary hypothesis of encoding, that shortly after such transition points, the recognition of the lateral picture orientation was generally low. Only under certain conditions is this recognition rate for left-right orientation considerably higher, namely, when the picture orientation is necessary for the comprehensibility of the depicted event (Kraft, 1987; Kraft, Cantor, & Gottdiener, 1991; Kraft & Jenkins, 1977) . In particular, changing the lateral orientation also implies a reversing of movement direction in depicted objects. Accordingly, a reversing of lateral orientation can lead to substantial disruptions in comprehension. This has long been recognized in film production, which developed the principle of reverse-angle shot to avoid this problem. A reverse-angle shot means that changes in viewpoint on a scene do not change lateral orientation of the depicted objects and differ less than 180° (Bordwell & Thompson, 1986; Kraft et al., 1991; Zettl, 1990) . Again, this finding accords with the above consideration that for dynamic events it is not topological relations per se but rather their underlying functional significance that plays a major role in the formation of a respective cognitive representation.
Taken together, when applied to the above-mentioned scene of a soccer game, the dynamic-event model suggests a different pattern of results. A pass that leads to a goal may be considered as a separate episode in the course of the soccer game. The termination of the episode is clearly marked because the game comes to a halt, the players return to their respective halves of the pitch, and the game resumes. Thus, immediately after the goal that terminates the pass has been scored, the viewer should perform an abstract recoding of the episode during which nonfunctional viewpoint-related information gets lost. Because of the abstract nature of the resulting representation, in a subsequent recognition test the accuracy and speed of identifying a scene from a novel viewpoint should not depend on the angular difference to the original viewpoints. An instant replay of the episode from a different viewpoint should also lead to similar results, provided that the change of viewpoint does not exceed an 180°angle, thus avoiding a reverseangle shot.
Spatial Representations of Cinematic Event Depictions
Besides empirical studies that focus on the cognitive representation of static layouts or on dynamic events, models of film form have also explicitly dealt with similar questions, albeit not empirically. Here, a third possibility of cognitively representing the spatial layout of a given dynamic scene is favored. Whereas research with static objects assumes a multiple-view representation and research with dynamic events suggests an abstract, viewpointindependent representation, most film scholars favor the notion of a single-view representation, even if a viewer is confronted with multiple views of that scene (Bordwell & Thompson, 1986) .
For example, in classical Hollywood cinema, the depiction of an unfolding event typically takes place in the form of a regular pattern of successive viewpoints. The scene is first presented as a whole, from a considerable distance (establishing shot), thereby establishing a stable frame of reference for the following views. Subsequently, the camera "jumps" into the scene, depicting the event by frequently changing viewpoints that take shifts of activity into account. Occasionally, the original frame of reference may be shown by means of a reestablishing shot at the end (Bordwell, 1985; Bordwell & Thompson, 1986) .
Film experts assume that viewers adopt the viewpoint of the initially presented establishing shot as basis for cognitive-event representation. Each of the subsequent viewpoints is integrated into this frame of reference by applying respective spatial transformations online during viewing. Therefore, according to this notion, viewers of a multiple-view depiction of a dynamic scene form a coherent, single-viewpoint representation that is based on the first viewpoint of the episode shown to them. A similar assumption of a single-viewpoint representation has also been proposed and empirically confirmed in the field of situational models derived from verbally described dynamic scenes (de Vega, 1994; Franklin, Tversky, & Coon, 1992) . Here, readers of short event descriptions involving two protagonists with differing viewpoints form representations of the scene that are visualized from a single viewpoint, independent of those of the protagonists.
When applying this film-form model to the above-mentioned soccer game, a different pattern of results should once again emerge. In the case of presenting the dynamic scene from a single viewpoint, viewers should adopt this viewpoint for their cognitive representation of the scene. As a result, the performance in identifying a snapshot as belonging to the original scene should be good, if the snapshot corresponds to the viewpoint from which the scene was originally presented, and it should decrease with increased angle differences between a novel view and the original view. In other words, with regard to single-viewpoint presentations, the static-scene model and the film-form model make similar predictions.
However in the case of an instant replay of the scene from a second, different viewpoint, the two models differ in their predictions. Whereas the static-scene model predicts the forming of a multiple-viewpoint representation, the film-form model suggests the forming of a single-viewpoint representation, leading to high recognition performance for the first viewpoint only, whereas recognition performance for the second original viewpoint or from novel views should decrease according to the difference to the first original view.
Experimental Overview
For the purposes of testing the three different notions of representing viewpoint-related information of dynamic scenes as outlined above, we conducted three experiments.
For stimulus materials we used short episodes depicting goal episodes taken from various soccer matches. Such a soccer episode consists of both static objects (e.g., the lines of the playground, the posts, and bar of the goal) and moving objects (namely, the players, with different colored shirts, and the ball). The latter more-or-less continuously change their relative positions during the course of the game. Therefore, in contrast with previous studies, which used scenes composed of static objects, viewers could not base their mental representations on stable topological relations of the relevant objects in the scene.
In accordance with studies of static scenes (e.g., Diwadkar & McNamara, 1997) , the experimental setting consisted of a learning phase, in which participants saw a short film clip of a soccer episode recorded from a stationary camera with a fixed viewpoint on the pitch (Experiment 1) or from two different stationary cameras (Experiments 2 and 3). In the following test phase, participants were presented video stills of the previous soccer episode as well as distractor video stills taken from a different though similar episode, and a recognition task was required. The pictures showed the soccer episode from varying viewpoints, which deviated by different angles from the camera viewpoints used in the original video clip. Each participant's task was to identify as quickly and as accurately as possible whether the presented video still belonged to the soccer episode presented shortly before.
In Experiment 1, the soccer episode was presented from a single stationary viewpoint. In this case, both the static-scene model and the film-form model predict that the mental representation of the episode adopts this viewpoint. Thus, viewers should be in a better position to recognize a video still as belonging to the original episode, if the video still corresponds to the viewpoint from which the episode was originally presented. Furthermore, recognition performance should decrease with increased angle differences between a novel view and the original view. In contrast, the dynamic-event model predicts that after having watched the entire episode viewers engage in a recoding process and form an abstract mental representation that adopts no specific viewpoint. Therefore, the performance of recognizing the episode from a novel viewpoint should not depend on the angular difference to the original viewpoint.
In Experiments 2 and 3, participants viewed the soccer episode from two different viewpoints. More specifically, in Experiment 2, after seeing the whole episode from one viewpoint, the participants saw the whole episode a second time from a different viewpoint, which is typical of replays of goals during live broadcasting of soccer games. This presentation format parallels the experimental procedure used in studies of static object formations, which also required that viewers study the object formation from two succes-sive viewpoints (e.g., Shelton & McNamara, 1997) . In contrast, Experiment 3 used a different strategy that corresponded to the typical film form. In particular, the episode was shown in such a way that its first part was seen from one viewpoint, after which a film cut occurred, and the remaining part of the episode was shown from a second viewpoint. This type of film editing constitutes the standard format of presentation found in television programming. It is specific for dynamic scenes and thus has no counterpart in studies of static object formations. In summary, whereas in Experiment 2 each part of the episode was presented from two different viewpoints, in Experiment 3 the whole episode was broken into two parts, each of which was then presented from a single but differing viewpoint.
With regard to both Experiments 2 and 3, the static-scene model and the film-form model make different predictions. According to the static-scene model, a viewpoint-dependent representation based on multiple views would be expected, leading to accurate identifications of the scene from both original views, whereas the accuracy of identification from novel views should decrease according to the angular difference to the most approximate spatial view. On the other hand, the film-form model suggests the forming of a single-viewpoint representation, leading to accurate and fast identification of the scene for the first viewpoint only, whereas recognition performance from the second, original viewpoint or from novel views should decrease according to the difference from the first original viewpoint. Finally, the dynamic-event model again predicts the forming of an abstract, viewpoint-independent representation. Therefore, recognition of the episode from a novel viewpoint should not depend on the angular difference to the original viewpoints.
Two additional factors that possibly enhance the likelihood of encoding an episode in an abstract viewpoint-independent manner were taken into consideration. First, according to Gernsbacher (1985) , the longer the episode has subsequently progressed, the more likely an event segment will be encoded in abstract form, because the likelihood of transgressing an event boundary increases. Thus, the point of time from which video stills were taken from soccer episodes was systematically varied in all three experiments. We predicted that earlier parts of the episode would more likely lead to an abstract representation than later parts. Second, according to the findings of Chase and Simon (1973) , soccer experts would more likely form an abstract, nontopological representation than soccer novices because they remember configurations and sequences on functional, not topological, grounds (i.e., they possess a deeper knowledge about soccer). They are able to identify and name various game formations on a functional basis, for instance offside or offensive foul. Accordingly, soccer expertise was also included as an additional factor in all three experiments.
Experiment 1

Method
Participants. Fifteen students from the University of Tübingen, Tü-bingen, Germany, participated in this study. They were paid for their participation.
Apparatus. The experimental procedures were controlled by an Apple Computer (Power Macintosh 8100/80AV; Cupertino, CA). The presentation of the video clips and pictures, as well as the recording of participants reactions and RTs, was programmed using PsyScope (Cohen, MacWhinney, Flatt, & Provost, 1993) . Film clips and pictures were presented on a black background in the middle of a 17-in. (43.18-cm) color monitor (Sony; Tokyo, Japan) in a window 5.3 cm wide and 3.4 cm high. RTs (i.e., the amount of time from the beginning of a picture presentation to the participant's keypress) were measured by the computer's internal clock, thereby resulting in an unsystematic measurement inaccuracy of 17 ms.
Stimulus materials. Short episodes from soccer games of the 1998 World Cup in France were used as stimulus material. The episodes were made public as virtual reality clips on the World Wide Web by the German television station WDR (http://www.ardwm98.de). The virtual realities were programmed by Orad (Israel) and allowed for freely selecting any viewpoint on the soccer episodes. For the experiments, 18 soccer games were selected, 2 games were used for training and 16 as experimental material. From each of these games two episodes were chosen, each of them ending with a goal. One episode of each game was used for an experimental scene, which was presented to the participants. The other episode of the same game served as material for creating distractor stimuli for the recognition test. Both episodes of a game ended with a goal by the same team, both included movements of the players in the same direction of the field (i.e., either to the left or to the right goal), and both depicted players wearing similar shirts (because it was the same game). The episodes shown to the participants had an average duration of 18 s, the shortest episode lasting 11 s and the longest lasting 27 s. The games and episodes were selected according to the following criteria: The opening and final game of the tournament as well as the games of the German team were excluded. All of the 18 selected games contained at least two goals obtained by the same team in the same half (i.e., on the same side of the field). Altogether, 22 of the goals were scored on the left side of the field and 14 goals on the right side of the field (left and right side of the field seen from the coaches' places during the game). All the selected goals showed an initial move of some players; directly scored goals (in the form of penalties, free kicks, and corner kicks) were excluded.
For the learning phase, two different camera viewpoints were used in the video clips: Every soccer episode was shown from the viewpoint of the sideline camera to half of the participants and from the viewpoint of the middleline camera to the other half of the participants. Each participant saw half of the episodes from the sideline viewpoint and the other half from the middleline viewpoint, whereby the presentation order of the different viewpoints was randomized. The two viewpoints differed by 90°horizon-tally. Every participant saw each particular episode twice from the same viewpoint (learned viewpoint). The order of episodes was randomized for each participant.
For the recognition test, 16 video stills were selected for each episode. Eight of them were taken from the cinematic soccer episode previously seen by the participant, thereby systematically varying the point of time within the episode ( point of time): Half of them showed the moment at 22% of the total episode duration (early moment), whereas the other half showed the moment at 67% of the total episode duration (late moment). In each set of four video stills that were taken from the same moment, the angular deviation from the learned viewpoint (i.e., the viewpoint of the video clip in the learning phase) was systematically varied: Video stills differed by 0°, 45°, 90°, or 135°from the learned viewpoint (see Figure 1) .
Additionally, 8 video stills that did not belong to the soccer episode shown in the video clip served as distractors. They stemmed from the other episode of the same soccer game, thus showing the same team making another goal. Again, they showed an early and a late moment of this distractor episode. Additionally, they also showed viewpoints that deviated 0°, 45°, 90°, and 135°from the viewpoint of the video clip of the learning phase, as indicated by the viewpoint relative to the pitch. The presentation order of the 16 video stills was randomly assigned by the computer.
Overall, the experiment was based on a 2 (point of time; within subjects) ϫ 4 (viewpoint deviation; within subjects) ϫ 2 (soccer expertise; between subjects; see explanation below) factorial design.
Procedure. All participants were tested individually in sessions lasting approximately 1 hr. After a welcome speech the experiment was briefly described to the participants, and they were informed that the best three of them in the following task would receive an additional reward for their performance (i.e., a voucher for a local Italian restaurant). This was done to motivate the participants to stay attentive during the whole experiment, because 10 participants who participated in preexperiments commented that the task was very hard and demanded high amounts of attention.
Next, participants filled out a questionnaire concerning their soccer viewing behavior, determined by their self-estimation: Participants were asked how many soccer games or reports of soccer games they watch on television on average over a year (see Appendix A for more detailed information about the questionnaire). On this basis an index was calculated expressing the average time (in minutes) that the participant spent watching soccer on television over the course of a year. These indices were used to split the participants into two groups: Participants that watch less than 1,000 min of soccer a year were considered novices, whereas participants that watch more than 2,000 min of soccer were considered experts. By doing this the between-subjects variable soccer expertise resulted.
The participants then received instructions for the experiment. They were informed that in the following part of the experiment they would be repeatedly shown episodes from soccer games and that each of these episodes would be shown twice in succession (learning phase). They were told that after each double presentation of an episode, video stills would be presented to them, all taken from soccer games. It was pointed out that they would see each episode from only one viewpoint but that the following video stills would show four different viewpoints. They were also told that the video stills were taken from different moments of the episode and that the presentation order of the video stills would not correspond to a chronological order of the episode. Their task was then explained, namely, that they should press one of two differently marked keys on the computer keyboard for every video still, indicating whether the video still was taken from the episode presented immediately before. If it was a video still showing an exact moment of the episode presented before, irrespective of its viewpoint, they were told to press a key labeled J (for the German ja, i.e., yes); if it was taken from another episode, they were requested to press a key labeled N (for the German nein, i.e., no). Participants were further requested to react as precisely but also as quickly as possible to each video still.
The participants were then placed in front of the computer, and they were shown the two keys for their reactions (the J and the N keys). After two test runs (during which participants could ask further questions concerning their task or the handling of the computer) the investigator left the room, so participants would not feel observed and could work at their own pace. Both the two test runs and the following 16 experimental trials had the same course. First, a text line appeared on the screen and informed the participant that the next film clip would be presented to the participant after he or she pressed the W key (for the German weiter, i.e., next). After 2 s of black screen, a video clip of a soccer episode was shown and, after an additional 2 s of black screen, was then repeated. Hence, in the learning phase, each soccer sequence was shown twice in succession and from the same viewpoint.
After the presentation of the video clips, another text line followed, which informed the participants that several video stills would now be presented after pressing the W key, and that they were requested to try and recognize each video still by pressing the J key (for video stills showing moments from the filmed sequence) or the N key (for video stills showing moments from a different sequence). Sixteen video stills were successively presented. Each video still remained on the monitor until the participant had pressed either the J or the N key. After the participant's keypress there was a delay of 700 ms until the next video still was presented.
After the participants had reacted to the last video still of the last trial, a text line told them that they had finished the task and that they should inform the investigator, who waited in the adjacent room. Short versions of the two subtests Mirror Images and Unfoldings of the Wilde-IntelligenzTest (Jäger & Althoff, 1983) were then administered. These were used to measure the ability of spatial thinking (Jäger & Althoff, 1983) . Finally, a short interview followed. Participants were asked if they had difficulties with the picture-recognition task, how they solved the task, and how they handled the differing viewpoints. At the end of the session participants were paid for their participation.
Results
Soccer expertise. To assess the soccer expertise of the participants, we analyzed the questionnaire concerning the participants' soccer viewing behavior. To ensure that all expert viewers spent at least double the amount of minutes per year than the novice viewers, we required that each participant have spent either less than 1,000 min per year (novice) or more than 2,000 min per year (expert) watching soccer on television. According to this criterion, 3 of the 15 participants had to be excluded because their soccer viewing time was between 1,000 and 2,000 min. Thus, the following results are based on 6 soccer experts (M ϭ 7,305 min per year, ranging from 4,560 to 9,890 min) and 6 soccer novices (M ϭ 344 min per year, ranging from 0 to 960 min).
Spatial ability. The scores of the subtests relating to spatial thinking showed that all participants had average or above average spatial thinking abilities, ranging from standard values of 94 -127 compared with population representative norms that accounted for the different age groups.
Accuracy. For each participant his or her number of hits (the number of video stills correctly recognized as showing a moment from the soccer episode that he or she had seen) was determined. In addition, for each participant his or her number of false alarms, that is, the number of distractor video stills the participant erroneously answered by pressing the J key (for "yes") was determined; for analysis concerning these false alarms see Appendix B. Across all participants and conditions a mean of 93.8 hits resulted (from a maximum of 128 possible hits per participant). These hits were then transformed into hits percentages (HPs), and an analysis of variance (ANOVA) with repeated measurement was performed, including the variables soccer expertise (expert vs. novice; between subjects), viewpoint deviation (0°, 45°, 90°, or 135°; within subjects), and point of time (early moment vs. late moment; within subjects). There was a significant main effect for viewpoint deviation, F(3, 30) ϭ 4.50, MSE ϭ 183.3, p Ͻ .05 (see Figure 2) . The average performance was 79.95 HP for 0°angular difference between learned (video clip) and tested (film still) viewpoint, 76.04 HP for 45°angular difference, 70.57 HP for 90°a ngular difference, and 66.67 HP for 135°angular difference. In general, an increased angular difference between learned viewpoint and testing viewpoint leads to a corresponding decline in recognition performance. Accordingly, there was a significant linear effect of viewpoint deviation, F(1, 10) ϭ 9.46, MSE ϭ 260.3, p Ͻ .05. Point of time was also significant, F(1, 10) ϭ 19.21, MSE ϭ 135.6, p Ͻ .01, showing that recognition performance was better for pictures from the late than the early moment, 78.52 HP versus 68.1 HP, respectively. There were no other significant main effects or interactions.
RTs. As a second dependent variable, RT (i.e., the lapse of time from the beginning of each picture presentation until the participant pressed either the J or the N key) was measured. The following analysis accounted only for correct RTs to hits (to video stills, which were taken from the episode shown in the learning phase and to which participants reacted using the J key). Extreme RTs, that is, RTs above 10 s (about three standard deviations above the overall mean) were excluded. This resulted in an exclusion of less than 2% of all RTs. To exclude outliers from analysis is a common method when dealing with RTs (e.g., Cameron & Frieske, 1994; Diwadkar & McNamara, 1997; Eley, 1982; Hamm & McMullen, 1998; Lawson & Humphreys, 1996) because extremely slow responses indicate lapses of a participant's attention on a particular trial. Because the distribution of RTs was positively distorted, data were transformed by using natural logarithm and analyzed in an ANOVA with the variables soccer expertise (expert vs. novice; between subjects), viewpoint deviation (0°, 45°, 90°, or 135°; within subjects) and point of time (early moment vs. late moment; within subjects). The overall mean RT was 2,867 ms; the mean RT for video stills with 0°, 45°, 90°, and 135°viewpoint deviation was 2,804, 2,973, 2,831, and 2,861 ms respectively. There were no significant main effects or interaction in this analysis.
To test for a possible speed-accuracy tradeoff, we calculated the correlation between the speed of performance (RTs) and the accuracy of performance (HP). For each participant the average RT and HP were calculated for each of the eight variable level combinations resulting from the four-level variable viewpoint deviation and the two-level variable point of time. The correlation was negative (r ϭ Ϫ.174, p ϭ .089). This means that both measures of performance go in the same direction (good or bad performance), because fast RTs (i.e., low RT values) relate to high accuracy (high hit values) and slow RTs (i.e., high RT values) relate to low accuracy (low hit values). It may thus be claimed that in our experiment there was no speed-accuracy tradeoff and that both measures, accuracy and speed, can be interpreted.
Discussion
In Experiment 1, participants were shown dynamic scenes, namely goal episodes taken from soccer games, from a single viewpoint. The accuracy of identifying the previously seen episode on the basis of video stills was affected by their particular viewpoint. More specifically, video stills, the viewpoints of which were similar to that of the previously seen episode, were identified more accurately as depicting a moment from that episode than were video stills that depicted the same moment from a different viewpoint. Moreover, an increase in angular difference between the viewpoint of the originally shown episode and the video still led to a corresponding decrease in accuracy. On the other hand, no substantial differences of RTs across the various angular differences were found.
The result is that the accuracy of recognition was strongly affected by the particular viewpoints of the test items and is at odds with the dynamic-event model, which is based on the assumption of a viewpoint-independent representation. Instead, the results suggest a viewpoint-dependent representation, as predicted both by the static-scene model and the film-form model. More specifically, the results are in favor of viewpoint-interpolation models of object recognition (Bülthoff & Edelman, 1992; Johnston & Hayes, 2000; Poggio & Edelman, 1990; Ullman & Basri, 1991) , which assume that recognition accuracy becomes progressively worse on views far from familiar ones. By contrast, the assumptions of viewpointdependent models on the basis of mental rotation as a normalization mechanism are not supported by the current results. These models postulate that the process of mentally aligning a novel viewpoint with a familiar one is an analog process, which makes it necessary to run through less intermediate states for small angular differences and through more intermediate states for increasing angular differences (R. N. Shepard & Metzler, 1971; S. Shepard & Metzler, 1988) , thereby resulting in progressively slower RTs-a pattern that was not found in the current experiment.
Additionally, the conditions in which an abstract coding should have been more likely, did not show stronger signs of viewpoint independence, again favoring the static-scene model and the filmform model over the dynamic-event model. In particular, the accuracy of identification did depend on angular difference for soccer experts as much as for soccer novices, indicating that experts did not tend to represent the episode in a different, abstract representational format. Similarly, although a general recency effect became distinct, earlier moments of the episode did not tend to be encoded in a more abstract format than later moments, as indicated by the lack of interaction between point of time and viewpoint deviation.
Experiment 2
In Experiment 2, the same soccer episodes as in Experiment 1 were used, but they were presented successively from two different viewpoints during the learning phase. In contrast with Experiment 1, in which each episode was also shown twice but from only a single viewpoint, this procedure allows for an empirical differentiation between assumptions of the static-scene model and the film-form model. More specifically, according to empirical findings based on static scenes, a viewpoint-dependent representation based on multiple views would be expected, leading to higher recognition performance of the scene from both original views, whereas the recognition performance from novel views should decrease according to the angular difference to the nearest original view (Diwadkar & McNamara, 1997) . On the other hand, the film-form model suggests the forming of a single-viewpoint representation, leading to good recognition of the scene for the first viewpoint only, whereas the recognition for the second original viewpoint or from novel views should decrease according to the difference to the first original view. Finally, the dynamic-event model again predicts the forming of an abstract, viewpointindependent representation. Therefore, the recognition of the episode from a novel viewpoint should not depend on the angular difference to the original viewpoints.
Method
Participants. Thirty students from the University of Tübingen participated in this experiment. They were paid for their participation.
Apparatus and stimulus materials. The apparatus and stimulus materials were the same as in Experiment 1, with the exceptions mentioned in the Design and procedure section.
Design and procedure. The experimental design and procedure were the same as in Experiment 1, with the following exceptions. In the learning phase, participants again saw each soccer episode twice, but in this experiment these two presentations differed according to the viewpoints from which the episode was depicted. Every participant saw each of the soccer episodes once from the sideline viewpoint and once from the middleline viewpoint. To avoid the possible effects of the viewpoint sequence, we varied the succession of the two viewpoints. For half of the participants, the episode was first presented from a middleline viewpoint, whereas for the other half of the participants, the respective episode was first presented from a sideline viewpoint. For each participant, half of the episodes were first presented from a middleline viewpoint, and the other half were first presented from a sideline viewpoint.
In the recognition test that followed, 20 video stills were presented to the participants. Ten video stills taken from another, similar soccer episode were used as distractor items. The other 10 video stills stemmed from the soccer episode that had been previously shown. Five of the video stills depicted an early moment and 5 of them a late moment of the episode. The 5 stills of each set showing the same moment, as well as the 10 distractor stills, differed with respect to their viewpoint (see Figure 3) : The viewpoint of the video still could be sideline, middleline, exactly between side-and middleline (interpolatable viewpoint), 45°before the learning viewpoint that was presented first (Before 1), or 45°after the learning viewpoint that was presented second (After 2). One must keep in mind that the terms Before 1 and After 2 make sense only when considering the change between the two presentation viewpoints as a movement from the first to the second viewpoint (see Figure 3) .
Together, these variations resulted in a three-factorial design with the factors soccer expertise (experts vs. novices; between subjects), point of time (early vs. late; within subjects), and viewpoint (first learning viewpoint vs. second learning viewpoint vs. interpolatable vs. Before 1 vs. After 2; within subjects).
Results
Soccer expertise. Data of 6 participants were dismissed from all subsequent analyses because the amount of television viewing Figure 3 . Viewpoints of the video stills used as test items in Experiment 2 (i.e., levels of the variable viewpoint); items showed the viewpoint presented from the camera used in the first or the second film clip (Learning 1, Learning 2), the viewpoint lying exactly between these two learning viewpoints (interpolatable), or the viewpoint 45°before the first learning viewpoint (Before 1) or 45°after the second learning viewpoint (After 2), where before and after derive their meaning if one assumes a movement from the first to the second learning viewpoint. A: Test items if the first film clip presented the soccer event from sideline and the second film clip from middleline viewpoint. B: Test items if the first film clip presented the soccer event from middleline and the second film clip from sideline viewpoint. of soccer matches was between 1,000 min and 2,000 min in an average year. The remaining participants were classified as 12 soccer experts (M ϭ 7,994 min per year, ranging from 2,220 to 19,320 min per year) and as 12 soccer novices (M ϭ 317 min per year, ranging from 0 to 915 min per year).
Spatial ability. All of the participants achieved average or above average scores in the spatial-thinking test (ranging from standard values of 92.5-127 compared with population representative norms taking into account the different age groups).
Accuracy. For each participant and each condition, the number of video stills correctly identified in the recognition test as showing a moment from the previously seen soccer episode was determined. Across all participants and conditions, a mean of 117.3 hits resulted (from a maximum of 160 possible hits). These hits were transformed into HPs, and an ANOVA was calculated with the variables soccer expertise (expert vs. novice; between subjects), viewpoint (first learning viewpoint vs. second learning viewpoint vs. interpolatable vs. Before 1 vs. After 2; within subjects), and point of time (early vs. late; within subjects).
The variable viewpoint was significant, F(4, 88) ϭ 3.07, MSE ϭ 124.5, p Ͻ .05 (see Figure 4) . Recognition accuracy was best for the video stills depicting the scene from one of the two learning viewpoints, with 76.7 HP for stills showing the first learning viewpoint presented and 75.5 HP for stills showing the second learning viewpoint presented. Recognition accuracy of video stills showing the interpolatable viewpoint, that is, the viewpoint lying in the middle between the two learned viewpoints, was 73.2 HP. Recognition accuracy was lowest for video stills showing the viewpoint 45°before the first learned viewpoint (71.1 HP) and 45°a fter the second learned viewpoint (70.1 HP). According to a single comparison, as indicated by Scheffé (1959) , the identification accuracy showed no difference between stills depicting the first or the second viewpoint learned. Additionally, according to Scheffé, the comparative difference between video stills showing one of the two learning viewpoints and video stills showing the viewpoint 45°before the first or 45°after the second learning viewpoint or the interpolatable viewpoint was significant.
Additionally, point of time again reached significance, F(1, 22) ϭ 39.18, MSE ϭ 278.7, p Ͻ .01. Similar to the results of Experiment 1, recognition accuracy was improved when the pictures showed the later moment of the soccer episode (80.1 HP) as compared with the earlier moment (66.6 HP). There was also a significant main effect for soccer expertise, F(1, 22) ϭ 14.24, MSE ϭ 889.5, p Ͻ .01, with soccer experts performing better (80.6 HP) than soccer novices (66.04 HP). The Point of Time ϫ Soccer Expertise interaction was significant, F(1, 22) ϭ 5.10, MSE ϭ 278.7, p Ͻ .05. Experts as well as novices performed better when the testing pictures showed the late instead of the early moment of the soccer episode. Yet, this difference was more pronounced for novices (early moment, 56.9 HP vs. late moment, 75.2 HP) than for experts (early moment, 76.3 HP vs. late moment, 84.9 HP). There were no more significant main effects or interactions in this analysis.
RTs. As a second dependent variable, RT was measured. The following analysis only took correct RTs of hits into account (i.e., hits: stills that presented moments also presented in the soccer episode of the video clip and to which participants reacted using the J key). Extreme RTs, that is RTs above 10 s (about three standard deviations above the overall mean) were excluded. This resulted in an exclusion of less than 1% of all RTs.
To exclude a possible speed-accuracy tradeoff, we calculated the correlation between the speed of performance (i.e., RTs) and the accuracy of performance (i.e., HP). For each variable-level combination average RT and HP were calculated for each participant. There were 10 variable-level combinations resulting from the five-level variable viewpoint and the two-level variable moment. The correlation was significantly negative (r ϭ Ϫ.297, p Ͻ .01). Thus, similar to Experiment 1, high accuracy (a high score in HP) was accompanied by high speed of recognition (low RT). Thus it may be maintained that there was no speed-accuracy tradeoff and that both measures, accuracy and speed, can be interpreted.
Data were transformed by using natural logarithm and analyzed in an ANOVA with repeated measurement with the variables soccer expertise (expert vs. novice; between subjects), viewpoint (first learning viewpoint vs. second learning viewpoint vs. interpolatable vs. Before 1 vs. After 2; within subjects), and point of time (early vs. late; within subjects). For improved vividness, the means reported in the text and figures are nontransformed RTs, despite the fact that the analysis of variance as well as the single comparisons were conducted using the ln-transformed data. The main effect of viewpoint was significant, F(4, 88) ϭ 3.69, MSE ϭ 0.029, p Ͻ .01 (see Figure 5) . Speed of recognition performance was faster when pictures showed the first learning viewpoint (2,793 ms), the second learning viewpoint (2,863 ms), or the interpolatable viewpoint (2,866 ms) compared with pictures showing viewpoints 45°before the first learning viewpoint (3,076 ms) or 45°after the second learning viewpoint (3,147 ms). This comparison of mean combinations is significant according to a Scheffé test. Single comparisons according to Scheffé showed no significant difference between the interpolatable viewpoint and the first or the second learning viewpoint. Also, the two learning viewpoints did not differ. Point of time was also significant, F(1, 22) ϭ 9.21, MSE ϭ 0.057, p Ͻ .01. Participants recognized video stills that presented the late moment of the soccer sequence more rapidly (2,815 ms) compared with those presenting the early moment (3,083 ms). There was also a significant main effect of soccer expertise, F(1, 22) ϭ 4.51, MSE ϭ 0.86, p Ͻ .05, which again shows a better recognition performance of soccer experts. Participants with high levels of soccer viewing exhibited faster RTs (2,589 ms) than participants with low levels of soccer viewing (3,309 ms). There were no more significant main effects or interactions in this analysis.
Discussion
Several conclusions can be drawn from the findings of Experiment 2. In general, although each soccer episode was presented completely from two different viewpoints and tested by using viewpoints, each of which differed by a maximum of 45°from one of the learned viewpoints, effects of viewpoint-dependency did occur. First, recognition performance was better, both in terms of recognition accuracy and speed of recognition, for video stills showing one of the learned viewpoints than for video stills showing a new, different viewpoint. Second, recognition performance did not differ for test items showing the first or the second of the learned viewpoints. Compared with new viewpoints, both learned viewpoints showed a recognition superiority, indicating that both were part of the stored cognitive representation of the episode. Third, the speed of recognizing the interpolatable viewpoint, that is, the camera position lying between the two learned viewpoints, did not differ significantly from the two learned viewpoints, whereas the two viewpoints lying outside the range between the two learning viewpoints were recognized at a significantly slower rate. This is worth mentioning because all of these viewpoints (the interpolatable viewpoint and the two viewpoints that had to be extrapolated) differed to the same degree (45°) from one of the two learning viewpoints. The same advantage of interpolatable over extrapolatable viewpoints was also observed for static arrangements of objects in a study conducted by Shelton and McNamara (1997) .
Taken together, the findings of Experiment 2 closely correspond to the assumptions derived from the static-scene model, namely, that participants form cognitive representations of dynamic scenes that are viewpoint dependent and that encompass each learned viewpoint leading to a multiple-viewpoint representation.
By contrast, the results run counter to the assumptions of both the film-form model and the dynamic-event model. The film-form model assumes that an episode is cognitively represented only from the first viewpoint from which it was seen, denying the possibility of a multiple-viewpoint representation. Therefore, the recognition performance should be better for the first than for the second learned viewpoint, which was not the case in the present experiment.
The dynamic-event model assumes a viewpoint-independent representation of an episode. Therefore, the recognition performance should not differ for learned and new viewpoints. This was also not the case in the present experiment. Additionally, similar to Experiment 1, under conditions in which an abstract coding should have been more likely, the data did not show stronger signs of viewpoint independence. Again, participants with greater soccer consumption, although generally performing better, did not differ from soccer novices with regard to mental processing of deviating viewpoints. Additionally, although a general recency effect became distinct, earlier moments of the episode did not tend to be encoded in a more abstract format than later moments, as indicated by the lack of interaction between point of time and viewpoint.
Experiment 3
Strictly speaking, the assumptions of the film-form model primarily apply to typical television-based episode presentations that have no counterpart in the traditional studies of static object formations. In particular, extended episodes presented on television are not taken from a consistent viewpoint. Instead, the viewpoint undergoes several abrupt changes over the course of the episode. Under such conditions, the viewer faces additional difficulties in forming a spatial representation because no particular viewpoint exists from which all parts of the episode were seen and on which a spatially homogeneous representation could be based. Thus, although such television-based episodes may also be described as presenting multiple viewpoints, they sharply differ from the presentation of multiple viewpoints in the previous experiment. Whereas in Experiment 2 each part of the episode was presented from both viewpoints, in Experiment 3 the whole episode was broken into two parts, and each part was presented only from single but differing viewpoints separated by a film cut.
For the viewer, two solutions are conceivable that minimize his or her cognitive effort required for building a representation of the episode. On the one hand, the viewer could dispense with developing a homogeneous spatial representation and instead adhere to the specific viewpoints from which the different parts of the episode were presented. In this case, each part of the episode should be processed separately in a viewpoint-dependent manner, as specified by the static-scene model. Further, for the given part of the episode, the viewpoint from which the other part of the episode was shown should possess no recognition advantage over new, different viewpoints. On the other hand, the viewer could also dispense with developing a homogeneous spatial representation by abstracting viewpoint-related information during learning and instead develop an abstract representation. In this case, neither of the learned viewpoints should possess a recognition advantage over new, different viewpoints as predicted by the dynamic-scene model.
Alternatively, the viewer may pursue cognitive strategies, which require a more elaborate mental processing of the viewpointrelated information but which lead to a spatially homogeneous cognitive representation of the whole episode. One possibility is to choose the viewpoint from which the first part of the episode is presented as a reference and to ignore the viewpoint of the subsequent part and instead transform it into the reference viewpoint. In this case, and in line with the assumptions of the film-form model, a general recognition advantage is to be expected for the viewpoint of the first episode part, which extends to the whole episode.
If a strategy would be applied that would involve reciprocally extending the viewpoints of the episode parts to their counterparts, which would lead to a homogeneous multiple-viewpoint representation of the whole episode, the process would be even more difficult. Therefore, it may be the case that forming a multipleviewpoint representation occurs only at a local level and preferably at the point at which the abrupt change of viewpoints takes place during the episode presentation. Here, it seems necessary for the viewers to align the new viewpoint with the viewpoint shown before the film cut to bridge the spatial relationships of the players across both episode parts. To address this issue, we measured recognition performance by using video stills taken from three different points of time during the episode. Two of these points corresponded to the early and late moments in the episode that were used in the previous two experiments. As a third point, the moment immediately succeeding the film cut occurring in the episode presentation was chosen.
Method
Participants. Twenty-nine students from the University of Tübingen participated in this experiment. They were paid for their participation.
Apparatus and stimulus materials. The apparatus and stimulus materials were the same as in Experiments 1 and 2, with the exceptions mentioned in the Design and procedure section.
Design and procedure. The experimental design and procedure were the same as in Experiments 1 and 2 with the following exceptions. As in Experiment 2, two different learning viewpoints (sideline and middleline) were used. For every soccer episode two different video clips were prepared. In both clips, the viewpoint changed abruptly by film cut at exactly the middle of the episode, so that both halves of the episode were presented with single but differing viewpoints. The two clips differed with regard to the order of the two camera viewpoints. One video clip started with the sideline viewpoint and changed to middleline, whereas the other clip started with the middleline and changed to sideline.
Each participant was presented with the same video clip (i.e., the same order of viewpoints) of the same soccer episode twice in succession. Episodes with sideline viewpoint followed by middleline viewpoint were presented to half of the participants, whereas episodes with middleline viewpoint followed by sideline viewpoint were presented to the other half of the participants. Every participant saw half of the soccer episodes with the sideline viewpoint followed by the middleline viewpoint and the other half with the middleline viewpoint followed by the sideline viewpoint, whereby the sequence of viewpoint successions was randomized across the 16 episodes each participant saw.
In the test phase, participants were required to recognize 30 video stills (i.e., 10 items more than in Experiment 2; therefore the experimental sessions extended to nearly 2 hr), 15 of them taken from the soccer episode in the video clip and 15 of them stemming from another soccer episode (distractors). The video stills were derived from three different points of time during the episode: Point 1 occurred after 25% of episode duration, Point 2 occurred 250 ms after the film cut (and the film cut occurred after 50% of episode duration), and Point 3 occurred after 75% of episode duration.
For each point of time, five video stills presented five different viewpoints (see Figure 6 ): A video still showed (a) the same viewpoint as the camera at that moment in the original video clip (0°), (b) the viewpoint presented in the other half of the soccer episode (90°), (c) the viewpoint lying between these two learning viewpoints (45°), (d) the viewpoint lying 45°before the viewpoint the camera used at that moment in the video clip (before in the sense of imagining a movement from the camera viewpoint at this moment in the video clip toward the camera viewpoint at the other half of the film clip duration; Ϫ45°), or (e) the viewpoint 135°after the viewpoint of the camera at that moment of the video clip (i.e., 45°after the viewpoint of the other half of the video clip; after again in the sense of a movement from the viewpoint of this moment in the video clip toward the viewpoint of the other half of the video clip; 135°). See Figure 6 for an overview of the different viewpoints of the video stills.
These variations resulted in a design with the variables soccer expertise (experts vs. novices; between subjects), point of time (Point 1 vs. Point 2 vs. Point 3; within subjects), and viewpoint (0°, Ϫ45°, 45°, 90°, and 135°; within subjects).
Results
Soccer expertise. Similar to Experiments 1 and 2, the questionnaire determining time spent on soccer was analyzed. Data taken from 5 participants were dismissed from all subsequent analyses because their soccer expertise was not clear (i.e., they spent more than 1,000 min but less than 2,000 min watching soccer on television in an average year). This resulted in 12 soccer experts (M ϭ 8,238 min per year, ranging from 2,325 to 12,090 min per year) and 12 soccer novices (M ϭ 322 min per year, ranging from 6 to 940 min per year).
Spatial ability. The subtests relating to spatial thinking showed that all 24 participants had average or above-average spatial thinking abilities (ranging from standard value of 89 -127 compared with population representative norms taking into account the different age groups).
Accuracy. For each participant and each condition, the number of video stills correctly identified in the recognition test as showing a moment from the previously seen soccer episode (by pressing the J key) was determined. For all participants and conditions a mean of 165.21 hits resulted (from a maximum of 240 possible hits). Thus, no floor or ceiling effects occurred.
The hits were then transformed into HP and an ANOVA with repeated measurement was performed with the variables soccer expertise (experts vs. novices; between subjects), point of time (Point 1 vs. Point 2 vs. Point 3; within subjects), and viewpoint (0°, Ϫ45°, 45°, 90°, 135°; within subjects). Viewpoint was significant, F(4, 88) ϭ 6.59, MSE ϭ 109.5, p Ͻ .01. Recognition accuracy was worse for viewpoints that differed from the learning viewpoint, that is, from the camera viewpoint at the point of time in the original video clip from which the still was taken (see Figure 7) .
The degree of viewpoint deviation played no role in recognition accuracy: Single comparisons, according to Scheffé, revealed that recognition accuracy at 0°(74.48 HP) was significantly better than recognition accuracy at 45°, Ϫ45°, 90°, or 135°(67.27 HP, 67.88 HP, 67.36 HP, and 67.19 HP, respectively) . All viewpoints that differed from the viewpoint of the original video clip (i.e., 45°, Ϫ45°, 90°, and 135°) did not differ from each other. Soccer expertise was also significant, F (1, 22) RTs. As a second dependent variable, RT was measured. The following analysis only took correct RTs of hits into account. Extreme RTs, that is RTs above 10 s (about three standard deviations above the overall mean) were excluded. This resulted in an exclusion of less than 1% of all RTs.
To exclude a possible speed-accuracy tradeoff, we computed the correlation between the speed of performance (i.e., RTs) and the accuracy of performance (i.e., HP). For each variable-level combination average, RT and HP were calculated for each participant. There were 15 variable-level combinations resulting from the five-level variable testing viewpoint and the three-level variable moment. The correlation was significantly negative (r ϭ Ϫ.2, p Ͻ .01). High accuracy (a high score in HP) was accompanied by a high speed of recognition (low RT). It may thus be claimed that there was no speed-accuracy tradeoff and that both measures, accuracy and speed, can be interpreted.
Data were transformed by using natural logarithm and were analyzed in an ANOVA with repeated measurement with the variables soccer expertise (experts vs. novices; between subjects), point of time (Point 1 vs. Point 2 vs. Point 3; within subjects) and viewpoint (0°, Ϫ45°, 45°, 90°, and 135°; within subjects). For better vividness, means reported in the text and figures are nontransformed RTs.
Again, viewpoint was significant, F(4, 88) ϭ 6.67, MSE ϭ 0.027, p Ͻ .01. Similar to recognition accuracy, recognition times were slower if the test viewpoint differed from the learning viewpoint, that is, from the camera viewpoint at the point of time in the original video clip from which the still was taken (see Figure 8) . Single comparisons, according to Scheffé, showed significant differences between 0°(2,831 ms) and 45°, 90°or 135°( 3,056 ms, 3,056 ms, 3,221 ms respectively). On the other hand, all viewpoints that differed from the learning viewpoint (i.e., 45°, Ϫ45°, 90°, and 135°) did not differ from each other.
There was also a significant main effect of point of time, F(2, 44) ϭ 6.43, MSE ϭ 0.032, p Ͻ .01. Single comparisons, according to Scheffé, revealed that video stills showing Point 3 of the episode were recognized faster (2,902 ms) than stills showing Point 1 (3,138 ms) or point 2 (3,083 ms). RTs in milliseconds to stills showing Point 1 or Point 2 of the episode did not differ significantly. No other main effects or interactions were significant.
Discussion
In Experiment 3, video clips of soccer episodes were presented in which the viewpoint switched in the middle of the episode by 90°such that the second half of the episode was shown from a viewpoint different from the viewpoint in the first half. Under these conditions, participants subsequently showed a better recognition performance for video stills, the viewpoint of which was the same as the viewpoint used in the video clip, at exactly the same moment of time compared with their recognition performance for video stills with differing viewpoints. This viewpoint dependency was observed for both halves of the episode, in terms of both accuracy and speed of recognition.
Further, for each half of the episode, video stills were presented from the viewpoint of the other half and did not show any increase in accuracy or speed of recognition, compared with new, previously unseen viewpoints. In other words, the participants did not cognitively transform the second half of the episode into the viewpoint of the first half or vice versa, nor did they develop a multiple-view representation, in which both halves of the episode were represented from both viewpoints. This absence of a multiple-view representation was even found immediately (250 ms) after the abrupt switch of viewpoint in the middle of the episode. This is somewhat surprising, because during film-clip perception, participants had to deal with a changing viewpoint in the middle of the episode, but nevertheless, the necessary alignment processes during perception did not lead to a more viewpoint-independent or multiple-view representation for moments of the episode immediately after the cinematic cut.
Taken together, the findings again favor the static-scene model and run counter to the predictions of both the film-form and dynamic-event models. In particular, participants showed no signs of establishing a homogeneous cognitive representation of the episode. First, they did not abstract the spatial information altogether, as predicted by the dynamic-event model. If they had, no viewpoint-dependent differences in speed or accuracy of recognition would have been found. This was even the case under conditions in which abstract coding should have been more likely, namely, early moments of the episodes and the expert status of the participants, which did not show stronger signs of viewpoint independence. Second, participants did not transform the second half of the episode into the viewpoint of the first half, as predicted by the film-form model. If they had, an increase in the speed and accuracy of recognizing video stills of the second half, presented from the viewpoint of the first half, would have been found.
Instead, participants seemed to have adhered to the specific viewpoints from which the different parts of the episode were presented and which presumably minimized their cognitive effort necessary for building a representation of the episode, although it was spatially inhomogeneous.
Although recognition performance was clearly viewpoint dependent, because video stills with viewpoints that differed from the original viewpoint were, generally, less quickly and less accurately recognized, it did not decline linearly with an increasing angular difference between the test viewpoints and originally presented viewpoints. Instead, no substantial differences were found between the various deviating viewpoints. A similar finding was also reported by Johnston and Hayes (2000, Experiment 4) using threedimensional static objects and a recognition task: Participants performed worse when the test viewpoint differed from the learned viewpoint, but the performance decline was independent of the amount of viewpoint deviation. This result is at odds with models of viewpoint-dependent representation, which are based on analog processes of mental rotation. They predict that speed of recognition should be slower for larger angular differences because of the necessity to run through more intermediate states during rotation (Diwadkar & McNamara, 1997; R. N. Shepard & Metzler, 1971; S. Shepard & Metzler, 1988) . Instead, the results suggest an alignment process that is more discrete in nature, thereby being independent of number of states lying between start and finish viewpoint.
It should also be mentioned that in comparison with Experiments 1 and 2, the differences between original and deviating viewpoints were more pronounced, both in terms of speed and accuracy of recognition. It seems that cognitively representing the two halves of the episode from dissimilar viewpoints makes the recognition task more difficult. Specifically, a given video still could have been aligned to the false one of the two represented viewpoints during recognition, thereby decreasing speed and accuracy of identification-a phenomenon that could happen neither in Experiment 1, because participants represented only one viewpoint, nor in Experiment 2, because both viewpoint representations covered the whole episode.
General Discussion
The three experiments presented here dealt with two main questions. First, is the short-term cognitive representation of a dynamic scene viewpoint dependent? Second, does the use of two viewpoints during the initial presentation of dynamic scenes lead to multiple-viewpoint or even viewpoint-independent cognitive representations?
Until now, studies addressing the viewpoint dependency of mental representations typically used static objects or static arrangements of objects. In theses studies, motion is limited to movements of the observer in relation to the layout as a whole, but the object configuration itself remains stable (e.g., Buhl, 1996) . In contrast, in everyday life one usually not only encounters situations consisting of static configurations of objects but also situations primarily constituted by dynamic (moving) objects. Whereas the layout of a library, with its shelves, computers, and reading desks, may be considered a stable configuration, an event episode such as a soccer game, in which the players and the ball continuously change their spatial relations in time, may be considered a dynamic scene.
With regard to the spatial attributes of the mental representation, the differentiation between static and dynamic scenes has several implications. Because of their stability, static scenes may be encountered multiple times, probably from differing viewpoints. Therefore, in terms of cognitive efficiency, it makes sense to develop a flexible, preferably viewpoint-independent spatial representation of such a stable layout. In contrast, event episodes, that is, dynamic scenes, are typically unique and seldom repeated in the same fashion. Here, the mental effort required for the development of a spatially flexible representation seems to be wasted because of the low probability that an episode with similar properties of spatial dynamics will be encountered again. Additionally the development of a viewpoint-independent representation not only requires some mental effort but can also be conceived as a timeconsuming process. Whereas the viewer of static layouts possibly possesses enough time for building such a representation, the dynamic nature of an event with its permanent change of object formation makes this task especially difficult for the viewer. Therefore, it seems reasonable to minimize the cognitive effort of processing the spatial attributes of a dynamic scene, either by simply adhering to its viewpoint specifics or by cognitively abstracting from its spatial attributes altogether.
Although the task of recognizing a particular dynamic scene seldom occurs in natural environments, it is not as artificial as it may seem. In modern societies, with their numerous types of visual storage media, a particular episode may well be encountered a number of times. For example, a soccer game, which one may have seen at the stadium in the afternoon may be reported on television in the evening, including some replays of its central events (e.g., goals or fouls) and may also be photographically depicted in the newspaper the next morning. In other words, the modern media have created conditions of multiple event presentations, which have no counterpart in natural environments and for which the cognitive apparatus may, therefore, not be well equipped. This is even more so in the case of the specific modalities of event depiction on television, which typically include abrupt changes of viewpoints during presentation and which can also not be found under conditions of natural episode observation. Nevertheless, there is empirical evidence that shows viewers have no problems in understanding abrupt viewpoint changes in films (Hobbs, Frost, Davis, & Stauffer, 1988; Messaris, 1994) .
In the light of these considerations, three different approaches can be taken when predicting recognition of dynamic events. First, the static-scene model holds that viewers treat the static and the dynamic aspects of scenes in a similar fashion. It thus simply extrapolates the models developed with static arrangements of objects (e.g., Diwadkar & McNamara, 1997; Shelton & McNamara, 1997; Simons & Wang, 1998) and basically assumes that the representation of dynamic events is viewpoint dependent and that viewers can represent multiple views of each event. In contrast, the dynamic-event model posits that viewers differentiate between static and dynamic scenes. In particular, it assumes that viewers abstract from the spatial attributes of dynamic scenes, thereby developing a viewpoint-independent mental representation (e.g., Carroll & Bever, 1976; Haberlandt, Berian, & Sandson, 1980; Newtson & Engquist, 1976) . Finally, the film-form model rests on assumptions and rules of film practitioners and film theorists (e.g., Bordwell & Thompson, 1986) , predicting that viewers try to establish a viewpoint dependent, spatially homogeneous representation, on the basis of the viewpoint from which the first part of an episode is presented.
With regard to these different models, the findings of the present experiments were fairly consistent. Participants showed a better recognition accuracy in all three experiments, as well as faster recognition times in Experiments 2 and 3, for video stills in which the viewpoint was the same as the viewpoint used in the original video clip of the episode compared with video stills with differing viewpoints. Thus, recognition was viewpoint dependent for the presentation of the whole episode from a single viewpoint (Experiment 1), from two different viewpoints (Experiment 2), or from presenting parts of the episode from differing viewpoints (Experiment 3).
Therefore, the predictions of the dynamic-event model that episodes are represented in a viewpoint-independent, abstract manner are not supported. This was even the case under conditions that make an abstract coding especially probable. According to models of event perception, earlier parts of episodes should more likely be recoded in an abstract fashion during viewing (Carroll & Bever, 1976; Haberlandt et al., 1980; Newtson & Engquist, 1976 ). Yet, although later moments of the episodes were generally recognized at greater speed and with greater accuracy than earlier moments, no differential influence of point of time on the viewpoint dependence was found. Similarly, a more abstract representation could be expected for experts than for novices. However, although soccer experts generally performed better in the recognition task, again, no differential influence of soccer expertise on viewpoint dependence was found. This is surprising, to the extent that in our definition soccer expertise was based on the amount of soccer viewing on television. Television broadcasts of soccer games normally show various camera viewpoints on the playground during a match. Therefore, our soccer experts were not only used to the stimulus material (soccer events and pitch formations) but also to the experimental task (dealing with varying viewpoints during a soccer game). Nevertheless, the effects of viewpoint deviation remained stable even when participants with high familiarity (with the stimulus material and with requirements of the experimental task) were tested.
We now turn to the second question, namely, whether the use of two different viewpoints during the initial presentation of dynamic scenes leads to multiple-viewpoint representations. We observe here that a more complex pattern has emerged. The present findings suggest that multiple-viewpoint representations of dynamic scenes are developed but only for episodes (or parts of an episode) that are actually shown from two different viewpoints during the learning phase. In Experiment 2, which corresponded to such circumstances, both viewpoints learned showed a superior recognition over new viewpoints, indicating that both were part of the stored cognitive representation of the episode. This is in keeping with the theory of multiple views (Tarr, 1995) that is based on findings with static objects as stimulus material. However, Experiment 3 showed that differing viewpoints, when restricted to different parts of the episode, do not cognitively merge into a spatially homogeneous mental representation with multiple viewpoints. Recognition performance in Experiment 3 instead suggests a mental representation similar to the spatial characteristics of the original episode presentation: Each point in time is represented from one single viewpoint, so that the whole sequence is represented in an inhomogeneous manner with single, though changing, viewpoints. This finding also stands in contrast to the film-form model, which posits the forming of a homogeneous, singleviewpoint representation.
Taken together, the results suggest the validity of the staticscene model. That is, people develop a cognitive representation of episodes that is aligned with the viewpoint(s) from which the parts of the episodes were originally shown. When they are later confronted with parts of the episodes from new viewpoints, an alignment process takes place during which the new viewpoint is matched with the original viewpoint. The results also shed some light on the computational processes involved, although they were not in the core focus of the present experiments. In particular, both Experiments 1 and 3 showed no signs of a linear increase in speed of identification for increasing angular differences between test viewpoint and original viewpoint. In other words, no indication of a mental rotation process was found. Instead, the data are more in line with a normalization mechanism based on interpolation algorithms (Johnston & Hayes, 2000) . Yet, with regard to recognition accuracy, the results of Experiments 1 and 3 are somewhat inconsistent. Whereas Experiment 1 showed a decrease in recognition accuracy for increasing angular differences between test viewpoint and original viewpoint, this was not the case in Experiment 3. Thus, the question of the specific interpolation algorithms (e.g., linear combinations of models; Ullman & Basri, 1991) or approximations of multivariate functions (Poggio & Edelman, 1990) awaits further empirical investigation.
In summary, the experiments have shown not only that static views on static arrangements lead to viewpoint-dependent representations but that dynamic episodes, which unfold over time, are represented in a similar manner. In other words, whereas under some circumstances viewpoint-independent representations have been found (e.g., Eley, 1982; Simons & Wang, 1998) , viewpointdependent representations apparently form the main basis of the cognitive account of our environment, encompassing single objects, static-object formations, and dynamic episodes.
