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We find ten distinct ground states for the single-orbital Hubbard model on the decorated honey-
comb lattice, which interpolates between the honeycomb and kagome lattices, and is the simplest
two-dimensional net. The rich phase diagram includes a real-space Mott insulator, dimer and trimer
Mott insulators, a spin triplet Mott insulator, flat band ferromagnets, and Dirac metals. It is deter-
mined as a function of interaction strength, band filling, and hopping anisotropy, using rotationally
invariant slave boson mean-field theory.
Decorated lattices are found in a wide range
of materials, including inorganic compounds [1–3],
organometallics [4], organic molecular crystals [5],
and are especially prolific in metal-organic frameworks
(MOFs) [6–15]. They consist of one or more cluster types,
e.g., a molecule, linked to form a net [15, 16]. Many dec-
orated lattices are reported to have novel ground states
[17–25].
Rich phase diagrams often arise from the complex in-
terplay of strong correlations and multiple orbitals, as
found in the discovery and analysis of the superconduct-
ing pnictide compounds [26]. Instead, we report a rich
phase diagram with only a single orbital and an on-site
Hubbard repulsion, but multiple sites in the unit cell.
This suggests an alternative minimal path to rich physics
arising from the unique structure of decorated lattices.
In this Letter we investigate the two-dimensional net
with the smallest cluster size [15]: the decorated hon-
eycomb lattice (Fig. 1(a), vertex configuration 3.122
[16]), which interpolates between the honeycomb and
kagome lattices. This lattice is realized in materials
such as the trinuclear organometallic compounds, e.g.,
Mo3S7(dmit)3 [4], in organic molecular crystals [5], in
iron (III) acetates [1], in cold fermionic atoms [27], and
in MOFs [12–14]. There are a number of theoretical stud-
ies that predict exotic phases of matter on this lattice,
such as the quantum spin Hall insulator [20], quantum
anomalous Hall insulator [21–23], topological metals [23],
valence bond solids (VBS) [28–31], and quantum spin
liquids [32–34] with non-Abelian anyons [32]. Many of
these phases require complicated spin-orbit or long-range
Coulomb interactions in spinless models that may be dif-
ficult to realize in real materials.
We study the single-orbital Hubbard model on the dec-
orated honeycomb lattice at zero temperature using rota-
tionally invariant slave-boson mean-field theory (RISB)
[35–38]. As a function of filling, we find ten distinct
ground states (Table I), even though there is only a single
orbital and two independent parameters in the Hamilto-
nian. This menagerie of phases arises from the interplay
of electronic correlations, lattice structure, and band fill-
ing effects.
The Hamiltonian for the Hubbard model on the deco-
FIG. 1. (a) A triangle decorates each vertex of the hon-
eycomb lattice. Molecular orbitals of (b) a trimer and (c) a
dimer, which are our two cluster choices. (d) The hexago-
nal Brillouin zone. Non-interacting band structure and den-
sity of states, ρ(E), of the decorated honeycomb lattice with
(e) strong intra-triangle hopping and (f) strong inter-triangle
hopping.
rated honeycomb lattice [4] is
Hˆ ≡− tg
∑
i 6=j,α,σ
cˆ†iασ cˆjασ − tk
∑
i,α 6=β,σ
cˆ†iασ cˆiβσ
+ U
∑
i,α
nˆiα↑nˆiα↓, (1)
where cˆ†iασ (cˆiασ) creates (annihilates) an electron with
spin σ ∈ {↑, ↓} on site α ∈ {1, 2, 3} of triangle i, nˆiασ ≡
cˆ†iασ cˆiασ, tg (tk) is the inter-(intra-)triangle hopping in-
tegral (Fig. 1(a)), and U is the local Coulomb repulsion.
There are two regimes in the non-interacting theory. For
tg/tk < 3/2 there are two sets of honeycomb-like bands
where one of the sets has two flat bands (Fig. 1(b));
for tg/tk > 3/2 there are two sets of kagome-like bands
(Fig. 1(c)).
We use RISB [35–38] to find the ground state of Eq. (1)
as a function of U/tk, tg/tk, and the filling n. Similarly to
cluster dynamical mean-field theory (CDMFT) and den-
sity matrix embedding theory (DMET), in RISB a cluster
is treated exactly as an interacting fragment of the lat-
tice with correlations between fragments treated at the
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2n tk >∼ tg S tg ∼ tk S tg >∼ tk S
1/3
Trimer Mott
1/2(Honeycomb Ne´el order)
1/2
Dimer Mott
1/2(Kagome QSL?)
5/6 Flat-band ferromagnet Flat-band ferromagnet Flat-band ferromagnet
1
Real-space Mott
1/2
Real-space Mott
1/2
Band insulator
1/2(Broken C3 VBS) (tg-dimer VBS) (→ tg-dimer VBS as U →∞)
4/3
Spin-1 Mott
1(Honeycomb Ne´el order)
3/2
Dimer Mott
1/2(Kagome QSL?)
11/6 Flat-band ferromagnet Flat-band ferromagnet Flat-band ferromagnet
TABLE I. Summary of the insulating phases of matter of the single-orbital Hubbard model on the decorated honeycomb
lattice, where tg (tk) are the inter-(intra-)triangle hopping amplitudes (Fig. 1(a)), and n is the filling per site. In parentheses
are the ground state candidates of the effective spin-S Heisenberg model in the Mott insulating phases, where QSL (VBS)
denotes quantum spin liquid (valence bond solid). There is a band insulator for tg/tk < 3/2 and n = 2/3.
mean-field level [39]. RISB assumes that the self-energy
is local and linear in ω. However, it is less computation-
ally expensive than CDMFT and still captures many of
the same effects. Therefore, RISB allows us to explore a
large parameter space.
We implemented RISB in the forward-recursion
scheme [39] within the TRIQS library [40, 41] along with
ARPACK-NG [42, 43] to solve the embedding Hamiltonian
using the Arnoldi algorithm. All k-integrals were evalu-
ated using the linear tetrahedron method [44] on a 60×60
Monkhorst-Pack grid [45]. We enforced the point group
symmetry [38]. In this work we cluster the decorated
honeycomb lattice into triangles (trimers) or two-sites
(dimers) (Fig. 1(b),(c)).
The usual place to look for a Mott insulator is at half-
filling (n = 1). We find one for tg/tk ≤ 3/2 (for tg/tk >
3/2 it is a band insulator). However, by comparing the
energy of different cluster sizes we find that the nature
of the ground state depends on tg/tk.
For tg/tk <∼ 0.9 at half-filling and restricting to para-
magnetic phases the three-site cluster has the lowest en-
ergy. In the Mott insulator the quasiparticle weight Z is
zero (Fig. 2(a)) with no quasiparticle peak in the spec-
tral function A(ω) at ω = 0. Because Z vanishes the
quasiparticle bands near the Fermi energy become flat.
For tg/tk >∼ 0.9 the paramagnetic two-site cluster has
the lowest energy. We find a Mott metal-insulator tran-
sition for 0.9 <∼ tg/tk ≤ 3/2. Z does not vanish. In-
stead, interactions renormalize the hopping parameters
(tg → t∗g, tk → t∗k) so that there is a gap in the quasipar-
ticle spectrum at the Fermi energy because the renormal-
ized bands become kagome-like (t∗g/t
∗
k > 3/2, Fig. 3(a)).
The dominating electronic configurations on the two-site
clusters are spin-singlets (Fig. 4(b)). Hence, the ground
state is a tg-dimer VBS. This state is adiabatically con-
nected to the band insulator at U = 0 for tg/tk > 3/2.
For tg/tk < 0.9–1 and allowing for magnetic order we
find lower energy insulating states in the three-site clus-
FIG. 2. Phase diagram of the paramagnetic phases in the
honeycomb-like regime for the triangle clusters (Fig. 1(b),(e)).
(a) Quasiparticle weight Z, which vanishes in the Mott insu-
lating phases. (b) Effective spin S of a triangle, where S is
the solution to S(S + 1) = ∑i〈~Si · ~Si〉/2N , the spin of tri-
angle i is ~Si =
∑3
α=1
1
2
∑
σσ′ cˆ
†
iασ~τσσ′ cˆiασ′ , ~τ is a vector of
Pauli matrices, and N is the number of unit cells. A spin-
1/2 degree of freedom arises on each triangle in the real-space
and trimer Mott insulators. A spin-1 moment occurs in the
spin-1 Mott insulator because an effective Hund’s coupling
J˜ = −U/3 favors the formation of spin-triplets on a triangle
[46].
ter compared to the two-site and three-site paramagnetic
insulators. Electrons polarize on each site of the lattice
with long-range antiferromagnetic order between trian-
gles (Fig. 5). Z does not vanish. Instead, the magnetic
3FIG. 3. Two qualitatively different ground states at half-
filling. (a) Renormalized hopping parameters t∗g and t
∗
k. For
tg/tk > 0.9–1 an insulator (shaded region) occurs when the
renormalized hopping ratio is t∗g/t
∗
k > 3/2 because a gap
opens in the quasiparticle spectrum at the Fermi energy (cf.
Fig. 1(e),(f)). (b) Spin magnetization of each site when clus-
tered as triangles, where Szα =
∑
i(−1)iSˆziα. The C3 rota-
tional symmetry of a triangle is broken in the insulator for
tg/tk < 0.9–1.
FIG. 4. Phase diagram for paramagnetic solutions in
the kagome-like regime for the dimer clusters (Fig. 1(c),(f)).
(a) Quasiparticle weight Z vanishes in the Mott insulat-
ing phases. (b) Effective spin S of a dimer, where S(S +
1) =
∑
i〈~Si · ~Si〉/3N , and the spin of dimer i is ~Si =∑2
α=1
1
2
∑
σσ′ cˆ
†
iασ~τσσ′ cˆiασ′ . A spin-1/2 degree of freedom
arises on each dimer in the dimer Mott insulators. At half-
filling spin-singlet formation along the tg bond leads to S = 0.
phase breaks the C3 rotational symmetry of a triangle
(Fig. 3(b)), opening a gap in the quasiparticle spectrum
at Γ and driving the ground state insulating. A previous
study also predicts antiferromagnetism [27].
The large-U half-filled Hubbard model maps to the
spin-1/2 Heisenberg model on the decorated honeycomb
lattice with exchange couplings Jg = 4t
2
g/U and Jk =
4t2k/U . The ground state of this model is still in ques-
tion [28–31]. It has been suggested that for Jg/Jk >∼ 0.9
FIG. 5. Magnetic ordering between triangular clusters of the
decorated honeycomb lattice in the honeycomb-like regime
(Fig. 1(b),(e)). Antiferromagnetism (AFM) dominates in the
vicinity of the insulators (timer Mott at n = 1/3 and spin-1
Mott at n = 4/3), and exactly at half-filling (n = 1). Fer-
romagnetism (FM) is favored near the diverging density of
states at the van Hove singularities (n = 1/4, 5/12), and the
flat band (2/3 < n < 1). AFM is identified with m = 0,
ms 6= 0, FM with m 6= 0, ms = 0, and paramagnetism
(PM) with m = ms = 0, where m ≡ ∑i∑3α=1〈Sˆziα〉/2N ,
ms ≡∑i(−1)i∑3α=1〈Sˆziα〉/2N , Sˆziα = 12 (cˆ†iα↑cˆiα↑ − cˆ†iα↓cˆiα↓),
and N is the number of unit cells.
a Jg-dimer VBS forms, while for Jg/Jk <∼ 0.9 a VBS
that breaks the C3 rotational symmetry of a triangle
with a six-site unit cell occurs [31]. It is remarkable that
our results with the Hubbard model at large U captures
many of the features of the proposed ground states of the
Heisenberg model, including the broken C3 symmetry, the
spin-singlets along the inter-triangle bond, and the criti-
cal bond strength ratio of tg/tk = 0.9–1 (Jg/Jk = 0.8–1).
Away from half-filling the naive expectation is a cor-
related metal. However, the structures that decorate the
lattice are an important additional degree of freedom that
are not present in simpler lattices. When inter-triangle
hopping is strong (tg/tk > 3/2) separating the lattice
into coupled two-site clusters is appropriate. In the non-
interacting theory an isolated two-site cluster diagonal-
izes to a bonding and anti-bonding orbital (Fig. 1(c)). In
the dimer basis the effective intra-orbital Coulomb repul-
sion is U˜ = U/2.
At quarter-filling (n = 1/2) and three-quarter-filling
(n = 3/2) the dimer orbitals are half-filled. We find
dimer Mott insulators with quasiparticle weights Z that
vanish in the paramagnetic solutions (Fig. 4(a)). In the
dimer Mott insulators electrons become localized to the
(anti-)bonding orbitals of a dimer because they are half-
filled, even though the lattice is (three-)quarter-filled.
The critical interaction strength of the transition depends
on whether there is one electron or one hole per dimer
because the Hamiltonian is not particle-hole symmetric.
Correspondingly, there is a different critical hopping am-
plitude ratio below which there is no dimer Mott insulat-
ing phase, given by tg/tk ∼ 4.1 (3.0) for n = 1/2 (3/2).
The low-energy physics of the dimer Mott insulators is
crucially different to the real-space Mott insulator at half-
4filling. In the dimer Mott insulators charge fluctuations
are suppressed between dimers and each dimer forms a
spin S = 1/2 moment (Fig. 4(b)). Hence, unlike the
real-space Mott insulator at half-filling where electrons
localize to a site of the decorated honeycomb lattice, the
low-energy effective theory of the dimer Mott insulators
is the spin-1/2 Heisenberg model on the kagome lattice,
whose ground state may be a quantum spin liquid [47].
The dimer Mott insulator on the decorated honeycomb
lattice is similar to those observed in the organic charge
transfer salts κ-(BEDT-TTF)2X, where the BEDT-TTF
molecules form a dimer and share one hole [48–50]. For
many X the intra-dimer hopping is more than twice the
inter-dimer hopping [51] and a minimal model to de-
scribe the insulator is the half-filled Hubbard model on
the anisotropic triangular lattice [49, 50].
For tg/tk < 3/2 clustering the lattice into trimers
rather than dimers is appropriate. Analogous to the
dimer Mott insulator, one may wonder if there is an in-
sulator when the trimer orbitals are half-filled because of
an effective intra-orbital Coulomb repulsion U˜ = U/3.
When the A orbital of a trimer is half-filled (one-sixth-
filling, n = 1/3) we find a metal-insulator transition from
a Dirac metal to a trimer Mott insulator with a vanishing
quasiparticle weight Z (Fig. 2(a)) in the paramagnetic
solution. In the insulating phase the trimers form a spin
S = 1/2 moment (Fig. 2(b)). Hence, the low-energy
effective theory is the spin-1/2 Heisenberg model on the
honeycomb lattice, whose ground state is Ne´el ordered
[52–59]. Above a critical hopping ratio tg/tk ∼ 0.45 there
is no trimer Mott insulating phase.
As we have explicitly demonstrated and explained
the mechanism of molecular Mott insulators for coupled
dimers and trimers, we propose that it is a general feature
on decorated lattices when the non-degenerate molecu-
lar orbitals are half-filled. However, it is more compli-
cated when the molecular orbitals are degenerate and
half-filled, as is the case of the degenerate E orbitals of
a trimer at two-thirds filling (n = 4/3). This is because
the other effective muilti-orbital interactions become rel-
evant. In particular, there is an effective Hund’s coupling
J˜ = −U/3 that favors spin-triplet formation on a triangle
[17, 18, 46, 60].
We find a metal-insulator transition from a Dirac metal
to a spin-1 Mott insulator at two-thirds filling. The
quasiparticle weight Z vanishes in the paramagnetic in-
sulator (Fig. 2(a)), and each triangle forms a spin-triplet
(Fig. 2(b)). Again, there is a critical hopping parameter
ratio tg/tk ∼ 0.86 above which there is no spin-1 Mott
insulating phase.
Allowing magnetic order lowers the energy compared
to the paramagnetic state. At two-thirds filling there
is an insulator with spin-triplet formation and antiferro-
magnetic order between triangles (Fig. 5). Z does not
vanish. Instead, an insulator occurs because a gap opens
at the K point in the quasiparticle spectrum because in-
version symmetry is broken. When doping from n = 4/3
an insulator-metal transition occurs, but the antiferro-
magnetic correlations persists (Fig. 5).
The low energy effective theory of the spin-1 Mott in-
sulator is the spin-1 Heisenberg model [34, 61] on the
honeycomb lattice whose ground state is Ne´el ordered
[62–65]. Mo3S7(dmit)3 is two-thirds filled and an isolated
monolayer is the decorated honeycomb lattice [4]. Hence,
we propose that isolated monolayers of Mo3S7(dmit)3 are
spin-1 Ne´el ordered.
Crucially, the spin-1 Mott insulator requires the effec-
tive Hund’s coupling on a triangle. This can straightfor-
wardly be confirmed by writing the Hamiltonian in the
molecular orbital basis (Fig. 1(b),(c)) and varying the
interaction parameters. The dimer and trimer Mott in-
sulators occur even when there is only an effective intra-
orbital Coulomb repulsion U˜ with no multi-orbital inter-
actions. In contrast, there is no Mott insulating phase at
two-thirds filling with only U˜ . A metal-insulator tran-
sition only occurs when the multi-orbital interactions
on a trimer are included. Remarkably, for J˜ = 0 a
Mott insulator occurs with no spin-triplet formation and
with strong inter-orbital charge fluctuations, unlike in the
dimer, trimer, and spin-1 Mott insulators.
Mielke and Tasaki have rigorously proven that the
ground state of the Hubbard model with a flat band is
a ferromagnetic insulator for U > 0 provided criteria are
satisfied [66–68], which our model meets for any tg/tk and
when the upper flat band is half-filled (n = 11/6). This
does not hold for the lower flat band. Nevertheless, RISB
predicts ferromagnetic long-range order when the lower
flat band is partially filled (2/3 < n < 1, Fig. 5). We
find that ferromagnetism extends for 1 < n < 7/6, even
though the real-space Mott insulator occurs at n = 1.
Additionally, the decorated honeycomb lattice has van
Hove singularities at fillings n = 1/4, 5/12, 5/4, and 17/2,
where ρ(E)→∞. Due to the Stoner mechanism [69] the
ground state is a ferromagnetic metal near n = 1/4 and
n = 5/12 (Fig. 5). However, antiferromagnetic correla-
tions dominate near n = 5/4 and n = 17/2 because of
the proximity to the spin-1 Mott insulator (Fig. 5).
There are several future directions. κ-(BEDT-
TTF)2X is a family of dimer Mott insulators that un-
dergo transitions from a Mott insulator to a d-wave su-
perconductor. This raises the question as to whether
the Mott insulators on the decorated honeycomb lattice
also become superconducting at intermediate U or dop-
ing. Theoretical studies on three-orbital models near
two-thirds filling predict dominating spin-triplet super-
conducting fluctuations [19, 70, 71], and it is an open
question whether this unconventional superconducting
phase exists in the Hubbard model on the decorated hon-
eycomb lattice. Additional interactions may lead to topo-
logical states [21–23, 32]. Previous studies have focused
on spinless fermion models at weak coupling. It is un-
clear whether these topological states remain stable in
5spinful models beyond the Hartree-Fock approximation,
such as used to describe the topological Mott insulators
on the kagome lattice [72, 73].
With regard to realization of these rich phases in real
materials there are many possibilities. Molecular Mott
insulators with honeycomb-like and kagome-like charac-
teristics in real materials have novel phases of matter
[74–76]. Electronic structure calculations have identified
organometallic compounds that may be topological in-
sulators [77–80]. MOFs and molecular crystals already
realize the kagome-like [5, 13] and honeycomb-like [4, 14]
regimes of the decorated honeycomb lattice. Band filling
can be varied by chemical substitution [14, 73, 81]. For
example, replacing Zn2+ by Ga+ in the kagome material
ZnCu3(OH)6Cl2 changes the band filling from 1 to 4/3
[73]. Not only do our results suggest that these materials
may have rich phase diagrams, we conjecture the highly
tunable MOFs with their plethora of different decorated
lattices are a potential playground of rich physics that
are waiting to be explored.
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