Abstract-This paper presents an extrinsic information transfer (EXIT) chart based irregular repeat-accumulate (IRA) code design technique for a two-dimensional magnetic recording (TDMR) turbo-equalizer that employs a Voronoi magnetic grain model. The channel model also includes two-dimensional intersymbol interference (2D-ISI) and additive white Gaussian noise (AWGN). At high bit densities (e.g., between 1 and 3 magnetic grains per coded bit (GPB)), occasionally a bit will not be written on any grain, and hence will effectively be "overwritten" (or erased) by bits on surrounding grains. The proposed code design takes into account the statistics of the TDMR channel to decrease overwrite effects. The proposed receiver uses a 2D-ISI BCJR equalizer and IRA decoder in a turbo-equalization approach. To design the IRA code, we find the experimental EXIT chart curves of the check node decoder (CND) and the combination of the variable node decoder (VND) with the 2D-ISI equalizer. We fit the VND and CND EXIT chart curves to find the IRA code's optimized variable node degree distribution for the TDMR channel. Simulation results show that the IRA codes optimized for the TDMR Voronoi grain model achieve up to a 3.3% density increase in user-bits/grain (U/G) compared to IRA codes designed for AWGN channels. At 1.2 GPB, the designed IRA codes achieve densities as high as 0.455 U/G, corresponding to an areal density of about 4.6 Terabits/in 2 on typical magnetic hard disks with 10 Teragrains/in 2 ; this is nearly a factor of 5 better than the best commercially available systems.
I. INTRODUCTION
The increasing demand for data storage is driving development of larger capacity, higher density mass storage systems. Magnetic hard disk drives, offering low cost per bit and relatively high reliability, are an important component of commercial and consumer data storage systems. Magnetic recording technology is approaching the limit of the data storage density on magnetic disk drives with one-dimensional data tracks. Two-dimensional magnetic recording (TDMR) [1] is a newly proposed technology that utilizes specialized read and write-head designs together with novel signal processing and coding techniques to increase the storage density on conventional magnetic hard disks. TDMR is likely to be available relatively more quickly than alternative emerging technologies such as heat-assisted-magnetic-recording (HAMR) [2] and bit patterned media recording (BPM) [3] , which require the recording medium to be radically redesigned [1] .
In TDMR, bits are written and read in two dimensions on conventional magnetic hard disks [1] . These disks have magnetic grains of different sizes packed randomly onto the disk surface. In high-density TDMR (e.g., between 1 and 3 magnetic grains per coded bit (GPB)), the number of channel bits may be larger than the number of media grains to support them in a given local area. Thus, occasionally a bit will not be written on any grain, and hence will effectively be "overwritten" (or erased) by bits on the surrounding grains. TDMR channels also suffer from two-dimensional intersymbol interference (2D-ISI) caused by down-track and cross-track direction interferences (e.g., [4] , [5] ).
In [6] , extrinsic information transfer (EXIT) chart based low-density parity check (LDPC) code design is proposed for iterative detection/decoding systems; codes are designed by choosing variable node degree distributions that consider the effect of the modulator, channel, and detector. The EXIT chart code design is based on curve-fitting of EXIT curves of a priori and extrinsic log-likelihood ratios (LLRs). In [6] , the design methodology is illustrated for two types of channels: AWGN channels with binary phase-shift keying (BPSK), and multiple-input, multiple-output (MIMO) fading channels with quadrature phase-shift keying (QPSK). The MIMO code design can be extended in a straightforward way to other modulators, channels, and detectors [6] . In [7] , the authors consider a TDMR channel model with 2D-ISI, and optimize the LDPC code to take into account the statistics of the LLRs output from a 2D-ISI detector. But [7] does not consider the TDMR overwrite effect which occurs at high coded bit densities (i.e., lower values of GPB).
In this paper, the goal is to design IRA codes for a TDMR signal processing system that employs a Voronoi grain model; the code design technique incorporates statistics of the channel and detector, and in particular the bit overwrite effect, when choosing variable node degree distributions. IRA codes, a type of LDPC code introduced in [8] , feature fast encoding using a simple recursion equation, coupled with fast decoding using the sum-product algorithm [9] ; their signal-to-noise ratio vs. bit-error-rate (SNR vs. BER) performance on the AWGN channel is very close to the best irregular LDPC codes. This paper follows the same encoding and detection/decoding approach as [10] , except that we optimize the IRA code design using EXIT charts to take into account the 2D-ISI, the overwrite effect, and the AWGN. This IRA code design approach finds the optimum variable node degree distribution to fit the VND and CND EXIT curves as close as possible. Since the LLR outputs of the 2D-ISI equalizer are not Gaussian, but rather are well modeled by a Gaussian mixture model (GMM), we find the CND and VND EXIT curves numerically. We design IRA codes with several different check node degrees, and for different SNRs and GPBs. In order to design the code for a target rate, we derive two constraints to limit the rate to lie in an interval.
The contributions of this paper are as follows: 1) we develop a modified EXIT chart based IRA code design approach, and derive numerical EXIT chart curves for the CND, VND and the 2D-ISI equalizer, using a two component GMM to model the 2D-ISI equalizer LLR output probability density functions (PDFs); 2) we find optimized variable node degree distributions by formulating and solving a linear programming optimization problem; 3) performance comparison of the EXIT chart based IRA code design and IRA codes designed for the AWGN channel shows that in the best case a 3.3% user bits/grain (U/G) improvement is achieved at GPB = 1.5 and SNR = 13 dB; 4) we present simulation results showing that the designed code at GPB = 1.2 can achieve a user bit density of 4.55 Terabits/in 2 at typical grain densities of 10 Teragrains/in 2 , thereby achieving nearly a factor of five density increase over currently available magnetic hard disk drives. This paper is organized as follows. In section II, the TDMR Voronoi model with 2D-ISI and AWGN is presented; also, the encoding and detection/decoding systems are explained. Section III discusses the proposed modified EXIT chart based IRA code design that takes into account the TDMR overwrite effect at high bit densities. In section IV, simulation results are presented and compared with those in [10] . Section V concludes the paper.
II. TDMR MODEL AND SIGNAL PROCESSING SYSTEM
In this section, initially we explain the TDMR Voronoi model and 2D-ISI channel with AWGN. Then, the signal processing system for the TDMR model is explained. Additional details about the signal processing system are provided in [10] .
A. TDMR Voronoi Model and 2D-ISI Channel
The TDMR random Voronoi model considered in this paper follows the proposed model in [5] . In that model, grain nuclei are initially randomly distributed throughout the input image area; the number of nuclei is chosen according to the desired number of channel coded bits per grain, and determines the average grain area A. To reduce the grain area standard deviation σ A to a value more typical of actual magnetic media, grains smaller than A − 2σ A are eliminated, and grains larger than A + 2σ A are split into two smaller grains. This process results in σ A ≈ 0.25A. To write the channel bits on the Voronoi grain model, a given Voronoi grain cell is magnetized (to a value of ±1) by the channel bit containing the centroid of that grain cell. To read back the data, the value (±1) of a given channel bit is determined by the magnetization of the Voronoi grain whose centroid is closest (in Euclidean distance) to the centroid of the channel bit's square cell [10] . Overwritten bits can occur when a bit cell contains no grain centroid; this case is illustrated in Fig. 1 of [11] and in Fig. 1 of [10] .
While scanning the magnetic disk to read back the data, 2D-ISI typically occurs due to interference from bits in the crosstrack and down-track directions. The TDMR channel model with 2D-ISI is
In (1), y is the matrix of bits recorded on the magnetic grains; y includes the TDMR overwrite effect of the Voronoi model. It is assumed that the components of y are independent and identically distributed (IID) random variables (RVs) that take equi-probable values ±1. Matrix w is the discrete AWGN field and h is the 2D read impulse function, given in [4] as
where k and l indicate the down-and cross-track directions, T 50 is the half bandwidth and T is the length of the square bit cell. In this paper, T 50 is considered to be equal to T . The AWGN field level can be quantified using a SNR defined as follows:
where * denotes the 2D convolution in (1), r is the error correcting code (ECC) rate and σ 2 w is the AWGN variance.
B. Signal Processing System for TDMR Model
The transmitter is shown in Fig. 1 . The IRA code used in this paper has a block length of 28563 information bits. The Sinterleaver [12] (shown as the block labeled π in Fig. 1 ) allows the IRA encoded, interleaved bits to be considered statistically independent. We use this fact to simplify the LLR calculations in the receiver. A standard S-interleaver ensures that adjacent bits are separated by at least S bits after interleaving.
The receiver is shown in Fig. 2 . The receiver consists of the joint row-column 2D-ISI equalizer [13] and IRA decoder. After iterating between row and column detectors, the 2D-ISI equalizer sends binary LLR estimates of the coded bitsŷ to the IRA decoder after subtracting out the corresponding input LLRs received from the IRA decoder at the start of the current iteration. After some iterations on the IRA decoder's Tanner graph, binary LLRs are sent back to the 2D-ISI equalizer after the input LLRs received from the 2D-ISI equalizer are subtracted out. The IRA decoder outputs decoded bit LLRŝ u, but the 2D-ISI equalizer requiresŷ LLRs (which include the TDMR overwrite effect from the Voronoi grain model) as a priori information. Therefore, we cannot passû LLRs directly to the 2D-ISI equalizer. We need an estimator function to estimateŷ fromû. We develop such an estimator in [14] , and show that it facilitates outer iterations between the 2D-ISI equalizer and the IRA decoder. This outer iteration schedule can be repeated several times before the decoded user bits are obtained from the IRA decoder. In the present paper, we do not have this estimator function in our signal processing system. Thus, simulations in the present paper are limited to one outer iteration between 2D-ISI equalizer and IRA decoder.
To optimize receiver performance, we perform weight and iteration schedule optimizations. In Fig. 2, w 1 is the multiplicative LLR weight between row and column detectors in the 2D-ISI equalizer, w 2 is the weight for the binary LLRs passed to the IRA decoder, and w 3 is the weight for the binary LLRs passed to the 2D-ISI equalizer (not used in this paper). Since the 2D-ISI equalizer's LLR outputs for a 3 × 3 convolution mask h are 512-valued LLRs specifying the joint probabilities of the state and input bits, they must be marginalized to binary LLRs before passing to the IRA decoder [10] .
To account for the TDMR model's bit overwrite effect, in [10] an LLR mapping function is inserted between the 2D-ISI equalizer and the IRA decoder, as shown in Fig. 2 . The PDF of binary LLRs at the output of the 2D-ISI equalizer, conditioned on +1 coded data bits, is depicted in Fig. 3 . The peak on the figure's left side is caused by the TDMR model's overwrite effect. Since the IRA decoder in [10] is designed for Gaussian channels, the mapping function uses the binary LLR statistics of the 2D-ISI equalizer's output to create binary input LLRs to the IRA decoder; we retain the mapping in this paper, but optimize the IRA decoder's degree distribution for optimal compatibility with the rest of the TDMR signal processing system. The LLR mapping is computed for the first (pilot) block of coded bits, communicated to the receiver, and then used for all subsequent code blocks. To find the LLR mapping, the experimental PDF of binary LLRs conditioned on +1 code bits from the 2D-ISI equalizer is fitted with a twocomponent GMM PDF as seen in Fig. 3 , where there are two Gaussian-shaped peaks. The PDF of binary LLRs conditioned on −1 coded data bits is symmetric to that conditioned on +1. By considering the two conditional PDFs, the TDMR LLR mapping function is computed as [10] 
where LLR RC out is the 2D-ISI equalizer's binary LLR output and LLR
IRA in
is the output of the TDMR LLR mapping function which is sent to the IRA decoder.
III. EXIT CHART BASED IRA CODE DESIGN FOR TDMR CHANNEL WITH OVERWRITE EFFECT
This section proposes a modified IRA code design optimized for a TDMR signal processing system employing a Voronoi grain model. The design approach takes into account the overwrite effects and the 2D-ISI present in the TDMR channel model summarized in (1), (2), and Fig. 1 To do this, we formulate linear programming equations for finding the optimized variable node degree distribution. The main challenge is that the overwrite effect in the TDMR channel model causes the LLR PDFs at the VND's input and output to be non-Gaussian. Thus, we cannot rely on a Gaussian assumption (as does, e.g., [7] ) to find the EXIT chart curves.
In this paper, the SNR is fixed at 13 dB; at this SNR, the 2D-ISI equalizer achieves a BER of about 10 −5 on the 2D-ISI channel that results when the TDMR Voronoi model block is removed from Fig. 1 . Thus, the equalizer removes most of the 2D-ISI before passing the information to the IRA decoder. The output mutual information of the 2D-ISI equalizer is
where p(y|u) is the conditional PDF at the output of the 2D-ISI equalizer. The output mutual information I E,DET depends, in general, on the SNR, the GPB, and the input mutual information I A,DET . At SNR = 13 dB, the SNR is sufficiently high that I E,DET remains constant at all values of I A,DET . In particular, at SNR = 13 dB, I E,DET = 0.525, 0.573, 0.622, and 0.715 at GPB values of 1.1, 1.2, 1.3, and 1.5 respectively. I E,DET increases with GPB because the overwrite effect decreases with GPB. At lower SNR values and for a fixed GPB, I E,DET increases monotonically as I A,DET increases. The top VND in Fig. 2 has two types of inputs: extrinsic LLR information from the 2D-ISI equalizer and extrinsic LLR information from the CND. Since the 2D-ISI equalizer output LLR PDF is well modeled as a two-component GMM (as can be seen in Fig. 3 ), we cannot compute the VND output mutual information I E,V N D using the general closed form equation used in [7] , which relies on a Gaussian assumption. To find I E,V N D , we numerically calculate the output mutual information of the VND through the IRA decoder iterations. It is required to find the output mutual information for each VND of a given degree separately, because, as shown in Fig. 4 , the output LLRs of VNDs of different degrees have different PDFs through the IRA decoder iterations. The experimental mutual information at the VND output for each degree and iteration is calculated by using (5).
The VND output mutual information for available degrees in the generic IRA code and through the IRA decoder iterations is tabulated in Table I . The generic IRA code is a rate 1 2 code with d c = 8 and degree distribution from [8] . Since the generic IRA code has only the degrees shown in Table I , we need to complete the table for other degrees by interpolating between those available degrees. By considering the variable node degree distribution, the effective VND EXIT curve is
To relate the output CND with input VND EXIT chart curves, we have to find the I E,CN D mutual information values through the IRA decoder iterations as we did for the top VND. The CND EXIT curve cannot be calculated by using the closed form equation as in [6] because the input-output LLR statistics are not Gaussian. So, we run the simulation and compute numerical PDFs for the LLRs going into and out of the CND through the IRA decoder iterations. By using (5), we calculate the I A,CN D vs. I E,CN D experimental CND EXIT curve. The CND EXIT curve is tabulated in Table II . The calculated experimental CND EXIT curve has a large deviation from the closed form equation presented in [6] . If we define iteration n ≥ 0 to start with the computation of the output I E,V N D from the top VND in Fig. 2 and end with the computation of output I E,CN D from the CND, then I A,V N D for iteration n is obtained from I E,CN D at iteration n−1, with the initial condition that I E,CN D = 0 for iteration n−1 = −1.
In order to optimize the VND degree distribution, we fit the VND EXIT curve as closely as possible to the CND EXIT curve such that it upper bounds the CND EXIT curve [6] . This problem is a linear programming optimization with two conditions. The first condition is that the sum of the variable node degree distribution be equal to 1 and second condition is that the VND EXIT chart curve must upper bound the CND EXIT chart curve. Therefore, we can write the linear optimization equation as
where N k is the number of samples and δ k is the step between the samples. To design an IRA code with a specified rate, we use two equations which are derived by considering [8] , as:
where r 1 and r 2 are the lower and upper bounds of the rate, so that the designed rate is in the range of [r 1 , r 2 ]. We can add these two conditions to the second condition of Eq. (7) by augmenting the I Fig. 5 illustrates an example of the variable node degree distribution optimization problem. In this example, d c is 10, GPB is 1.2 and D L is 58. As can be seen, by solving the linear programming problem we can find an optimized variable node degree distribution that results in a good fit between the VND and CND EXIT curves. 
IV. SIMULATION RESULTS
This section presents Monte Carlo simulation results for the proposed system. For each block of 28563 information bits, the coded block length is 28563/r. For a given GPB and rate, we solve the linear programming problem in (7) to find the optimized VND degree distribution. Then, we design the Tanner graph and remove the length-4 loops [15] . The system's weight and iteration schedules are then optimized through repeated simulation. The optimized weights are: w 1 = 0.45, w 2 = 0.3 and w 3 = 0.9. The best performance is achieved with three row-column iterations in the 2D-ISI equalizer and 400 IRA decoder iterations.
Without theŷ estimator function (shown as a dotted box in Fig. 2 ), we find no performance improvement by doing outer iterations between the 2D-ISI equalizer and IRA decoder. This is in contrast to the detector/decoder for the four-rectangulargrain model described in [16] , which included a BCJR-based TDMR detector that estimated local grain states, and which did in fact benefit from outer iterations between the TDMR detector and the channel decoder. Hence, all simulation results presented in this section are limited to one outer iteration between the 2D-ISI equalizer and IRA decoder.
We use a generic IRA code designed for the AWGN channel in our signal processing system to get the experimental VND and CND EXIT chart curves. In our experience, if the generic IRA code rate is reasonably close to the target rate and has good performance on the AWGN channel, then for a given check node degree d c the CND and final optimized VND EXIT chart curves are quite invariant to the precise choice of the generic IRA code's VND degree distribution. Fig. 6 shows the optimized variable node degree distributions of two codes that we designed for the TDMR channel model in comparison with a generic IRA code designed for the AWGN channel. These two codes are designed for GPB = 1.3; the code rate is 0.5424 for designed IRA code 1 with d c = 10, and the rate is 0.4828 for designed IRA code 2 with d c = 8. As can be seen, the optimized variable node degree distributions of the designed codes are substantially different from the variable node degree distribution of the generic IRA code.
In Fig. 7 , EXIT chart curves of an IRA code with d c = 8 and rate r = 0.5509 optimized for the TDMR channel are compared with two generic d c = 8 IRA codes designed for the AWGN channel; all curves are derived for the TDMR channel with GPB = 1.5. Generic IRA codes 1 and 2 have rates r 1 = 0.5022 and r 2 = 0.4979. We use (6) to calculate the VND curves for a given variable node degree distribution. As can be seen, there is a large gap between the VND curves of the generic IRA codes and the d c = 8 CND curve, but the gap between CND and VND curves for the code optimized for the TDMR channel is very small. This shows that the generic IRA codes' degree distributions are relatively far from optimal for the TDMR channel; by contrast, the code designed for the TDMR channel has a near-optimal degree distribution. Fig. 8 illustrates the BER performance of the designed IRA codes for the TDMR channel in comparison with generic IRA codes designed for the AWGN channel. The simulations utilize the TDMR Voronoi grain model of [5] and the write/read process explained in section II. The SNR is fixed at 13 dB. The 3 × 3 2D-ISI mask h is computed from (2) . Each curve corresponds to a fixed GPB. Different marked points on each curve have different code rates; e.g., for the GPB = 1.2 designed IRA code, the three rates range from 0.5459 to 0.5592 from lowest to highest BER. Lower values of GPB increase the coded bit density and U/G at the cost of increased overwrite effects. The designed codes have d c = 8 for GPB = 1.1 and d c = 10 for all other GPB cases. The simulation results show that, for all GPB values, the designed codes have a U/G improvement compared to the corresponding generic IRA codes. The largest U/G improvement of 3.3% occurs at GPB = 1.5. The best achieved U/G is 0.4550 at GPB = 1.2 and rate r = 0.5460, at a BER of 2×10 −6 ; at this GPB, there is about 2.5% U/G improvement compared to the generic IRA code. The best achieved U/G corresponds to 4.6 Terabits/in 2 on media with (currently typical) grain densities of 10 Teragrains/in 2 ; this represents about a factor of 5 density increase over currently available hard disk drives. We note that this density increase is likely to be smaller if a more realistic write-process model (e.g., [5] ) is used.
V. CONCLUSION
This paper has presented a modified EXIT chart based IRA code design for a TDMR signal processing system with a random Voronoi grain model, 2D-ISI and AWGN. The system receiver employs a BCJR-based row-column 2D-ISI equalizer and an IRA channel decoder. In our IRA code design, we compute experimental CND and VND EXIT chart curves that take into account the non-Gaussian LLR statistics at the output of the 2D-ISI equalizer; the non-Gaussianity is primarily caused by the TDMR overwrite effect that occurs at high coded bit densities. We use linear programming optimization to fit these two curves as closely as possible subject to appropriate constraints, and thereby find the optimized variable node degree distribution. Simulation results show that the designed IRA codes give significant U/G improvements for all simulated GPB values. The best U/G performance achieved is 0.455 U/G at 1.2 GPB and SNR = 13 dB, at a BER of 2 × 10 −6 . Future work may consider IRA code designs for lower SNRs and higher GPBs, and designs that include the effects of outer iterations between the 2D-ISI detector and the IRA decoder. ACKNOWLEDGMENT This work was supported by NSF grants CCF-1218885 and CCF-0635390, and by the Advanced Storage Technology Consortium (ASTC).
