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On considère l’action d’Hurwitz du groupe de tresses usuel sur
les factorisations d’un élément de Coxeter c d’un groupe de
réﬂexions complexe bien engendré W . Il est bien connu que
l’action d’Hurwitz est transitive sur l’ensemble des décompositions
réduites de c en réﬂexions. On démontre ici une propriété similaire
pour les factorisations primitives de c, i.e. celles dont tous les
facteurs sauf un sont des réﬂexions. Cette étude est motivée
par la recherche d’une explication géométrique de la formule de
Chapoton sur le nombre de chaînes de longueur donnée dans
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présentée repose sur les propriétés du revêtement de Lyashko–
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properties of the Lyashko–Looijenga covering and the geometry of
the discriminant of W .
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Soit V un C-espace vectoriel de dimension ﬁnie, et W ⊆ GL(V ) un groupe de réﬂexions complexe
ﬁni bien engendré (déﬁnition en partie 1.1). On note R l’ensemble de toutes les réﬂexions de W . On
déﬁnit la longueur d’un élément w de W :
(w) := min{k ∈ N | ∃r1, . . . , rk ∈ R, w = r1 . . . rk}.
On note Red(w) l’ensemble des décompositions réduites de w , i.e. des mots de longueur (w) repré-
sentant w . Ce sont donc des factorisations minimales de w en réﬂexions. Plus généralement, on peut
déﬁnir des factorisations par blocs de w :
Déﬁnition 0.1. Soit w ∈ W , de longueur n 1. Soit 1 p  n. Une factorisation en p blocs de w est un
p-uplet (u1, . . . ,up) d’éléments de W − {1} tels que w = u1 . . .up , avec (w) = (u1) + · · · + (up).
On note factp(w) l’ensemble de ces factorisations.
Si w est de longueur n, on a donc factn(w) = Red(w).
Ci-dessous on déﬁnit l’action d’Hurwitz du groupe de tresses Bp sur les factorisations en p blocs
d’un élément de W . Une factorisation est dite primitive lorsqu’elle ne comporte qu’un seul facteur
qui n’est pas une réﬂexion (déﬁnition 0.3). Dans cet article on détermine les orbites sous l’action
d’Hurwitz des factorisations primitives d’un élément de Coxeter de W (déﬁnition 1.1).
Action d’Hurwitz
Considérons un groupe G , et un entier n  1. On fait agir le groupe de tresses à n brins, noté Bn ,
sur le produit cartésien Gn :
Déﬁnition 0.2 (Action d’Hurwitz). Soient σ 1, . . . ,σ n−1 les générateurs standards de Bn . L’action d’Hur-
witz (à droite) de Bn sur Gn est déﬁnie par :
(g1, . . . , gn) · σ i :=
(
g1, . . . , gi−1, gi+1, g−1i+1gi gi+1, gi+2, . . . , gn
)
pour tout (g1, . . . , gn) ∈ Gn et tout i ∈ {1, . . . ,n − 1}.
On vériﬁe aisément que cette déﬁnition donne bien une action du groupe de tresses. Cela vient
essentiellement du fait que la conjugaison fait partie de la classe des opérations auto-distributives :
f ∗ (g ∗ h) = ( f ∗ g) ∗ ( f ∗ h) (ici f ∗ g = f −1g f ). L’intérêt de ces opérations a été décrit par Brieskorn
(ensembles automorphes [13]) et plus récemment par Dehornoy (LD-systèmes [18]).
Factorisations primitives
L’action d’Hurwitz préserve les ﬁbres de l’application produit (g1, . . . , gn) → g1 . . . gn . Ainsi, si l’on
revient au cadre décrit plus haut, où W est un groupe de réﬂexions complexe muni de sa partie
génératrice naturelle R, on obtient une action d’Hurwitz du groupe de tresses Bp sur l’ensemble des
factorisations en p blocs de w (déﬁnition 0.1), pour tout w ∈ W et 1 p  (w).
Considérons (u1, . . . ,up) ∈ factp(w). Le p-uplet ((u1), . . . , (up)) déﬁnit donc une composition
(i.e. une partition ordonnée) de l’entier n = (w). Si μ est une composition de n en p termes, on note
factμ(w) l’ensemble des factorisations dont les longueurs des facteurs forment la composition μ.
Si l’on fait agir Bp sur un élément de factμ(w), la composition de n associée peut être modiﬁée,
mais pas la partition de n (non ordonnée) sous-jacente. En effet, l’ensemble R des réﬂexions étant
invariant par conjugaison, la longueur  est également invariante par conjugaison.
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si le p-uplet non ordonné des longueurs des facteurs constitue la partition λ. On note factλ(w)
l’ensemble des factorisations de forme λ. Ainsi, l’action d’Hurwitz de Bp sur factp(w) stabilise les
ensembles factλ(w), pour λ  n et #λ = p (#λ désignant le nombre de parts de la partition λ).
Pour λ  n, on note classiquement λ = kp11 . . .kprr (où k1 > · · · > kr  1 et pi  1), si la partition est
constituée de p1 fois l’entier k1, . . . , pr fois l’entier kr .
Déﬁnition 0.3. Une factorisation primitive de w est une factorisation par blocs de w , de forme
k11n−k  n, pour k 2 : tous les blocs sauf un doivent être des réﬂexions. L’unique facteur de longueur
strictement supérieure à 1 est appelé facteur long de la factorisation primitive.
On étudie ici les factorisations d’un élément de Coxeter, au sens de [6] (voir déﬁnition 1.1). Dans le
cas réel, on retrouve la notion classique d’élément de Coxeter. Dans la suite de l’introduction, on pré-
cisera l’intérêt fondamental des éléments de Coxeter dans certaines constructions algébriques relatives
à un groupe de réﬂexions complexe bien engendré.
Considérons un élément de Coxeter c de W , et notons n sa longueur. Le cas le plus élémentaire des
factorisations de forme 1n  n, i.e. des décompositions réduites de c, est connu : on sait que l’action
d’Hurwitz sur Red(c) = fact1n (c) est transitive. Dans un premier temps cette propriété a été prouvée
pour les groupes réels ([20], puis [5, Prop. 1.6.1]), avec une preuve générale, puis vériﬁée au cas par
cas pour le reste des groupes complexes [6, Prop. 7.5].
Le cas que nous traitons ici peut se voir comme l’étape suivante, c’est-à-dire la détermination des
orbites d’Hurwitz des factorisations primitives de c. Le résultat principal de cet article est le suivant :
Théorème 0.4 (Orbites d’Hurwitz primitives). Soit W un groupe de réﬂexions complexe ﬁni, bien engendré.
Soit c un élément de Coxeter de W . Alors, deux factorisations primitives de c sont dans la même orbite d’Hur-
witz si et seulement si leurs facteurs longs sont conjugués.
L’idée de la preuve est d’utiliser certaines constructions de Bessis [6] pour obtenir les factorisations
de c à partir de la géométrie du discriminant de W dans l’espace-quotient W \V (qui s’identiﬁe à Cn
si on a choisi des invariants fondamentaux f1, . . . , fn). On interprète ensuite l’action d’Hurwitz en
termes géométriques.
Dans une première partie on rappelle les déﬁnitions classiques et les propriétés de l’ordre de
divisibilité dans le treillis des partitions non croisées généralisées, noté ncpW (c). La partie 2 présente
une notion de forte conjugaison pour les éléments de ncpW (c), qui permet de formuler une version
plus forte du théorème principal 0.4.
Par la suite, on considère l’hypersurface H de Cn , d’équation le discriminant de W , qui admet
une stratiﬁcation naturelle (par les orbites de plats). On projette cette hypersurface sur Cn−1 (en
oubliant la coordonnée correspondant à l’invariant de plus haut degré fn), et on en déduit une stra-
tiﬁcation du lieu de bifurcation K de H. En partie 3 on rappelle les propriétés du revêtement de
Lyashko–Looijenga LL, puis dans la partie suivante on modiﬁe légèrement les constructions de [6],
en déﬁnissant une application fact qui produit des factorisations associées à la géométrie de H.
Dans la partie 5, on démontre des propriétés plus ﬁnes du morphisme LL, qui apparaît alors comme
un revêtement ramiﬁé « stratiﬁé ». On en déduit que l’ensemble des orbites d’Hurwitz des factori-
sations primitives est en bijection avec l’ensemble des composantes connexes par arcs de certains
ouverts des strates de K. La démonstration du théorème revient ainsi à un problème de connexité
dans K (traité en parties 6 et 7), et est achevée en partie 8 par l’étude du cas particulier des ré-
ﬂexions.
Dans la partie 6, on détaille les propriétés de la stratiﬁcation de H. À cette occasion, des consé-
quences remarquables de certaines propriétés énoncées dans [6] sont exposées, en particulier concer-
nant les sous-groupes paraboliques de W , leurs classes de conjugaison et leurs éléments de Coxeter.
La suite de cette introduction présente les motivations du problème.
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Fixons un élément de Coxeter c dans W . On note  l’ordre partiel sur W associé à la R-longueur 
(voir déﬁnition 1.2) :
u  v si et seulement si (u) + (u−1v)= (v).
On considère l’ensemble des diviseurs de c : ncpW (c) := {w ∈ W | w  c} (la notation ncp signiﬁe
«non-crossing partitions », cf. interprétation ci-dessous).
L’ensemble partiellement ordonné (ncpW (c),) permet de construire les générateurs (appelés les
simples) du monoïde de tresses dual de W (cf. [9] pour le type A, [5] et [11] pour les groupes réels,
puis [6] pour le cas général).
L’étude de la combinatoire de ncpW (c) est au départ motivée par les conséquences sur les proprié-
tés algébriques du monoïde dual. Ainsi, une des propriétés remarquables de ncpW (c) est qu’il forme
un treillis pour l’ordre  : preuve générale dans le cas réel par Brady et Watt [12] (voir aussi [21]),
le reste au cas par cas, cf. [6, Lemme 8.9]. C’est essentiellement cette propriété de treillis qui donne
au monoïde de tresses dual sa structure de monoïde de Garside (comme déﬁni dans [19]).
Mais la richesse de la structure combinatoire de ncpW (c) en a fait plus récemment un objet
d’étude en soi (voir par exemple [1]). Dans le cas du groupe W (An−1), ce treillis correspond à l’en-
semble des partitions non croisées d’un n-gone, et est à la base de la construction du monoïde de
Birman–Ko–Lee [9,8]. Pour les groupes de type G(e, e, r), on peut également interpréter l’ensemble
des diviseurs de c comme certains types de partitions non croisées [7]. Par extension, l’ensemble
ncpW (c) des diviseurs d’un élément de Coxeter dans un groupe bien engendré est appelé le treillis des
partitions non croisées généralisées (d’où la notation ncp).
Formule de Chapoton pour les chaînes de ncpW (c) et factorisations de c
Si W n’est pas irréductible et s’écrit W1 × W2, alors le treillis ncpW (c) est le produit des treillis
ncpW1 (c1) et ncpW2 (c2) (où ci désigne la composante de c sur Wi), muni de l’ordre produit. Dans
cette partie on supposera que W est irréductible.
Notons d1  · · · dn = h les degrés invariants de W . Une formule, énoncée initialement par Cha-
poton, exprime le nombre de chaînes de longueur donnée dans le treillis ncpW (c) en fonction de
ces degrés. Notons ZW le polynôme Zêta de ncpW (c) : c’est la fonction sur N telle que pour tout N ,
ZW (N) est le nombre de chaînes larges (ou multi-chaînes) w1  · · ·  wN−1 dans (ncpW (c),) (de
façon générale ZW est toujours un polynôme : voir par exemple Stanley [28, Chap. 3.11]).
Proposition 0.5. Soit W un groupe de réﬂexions complexe bien engendré, irréductible. Alors, avec les nota-
tions ci-dessus, on a :
ZW (N) =
n∏
i=1
di + (N − 1)h
di
.
Dans le cas des groupes réels, cette formule a été observée par Chapoton [17, Prop. 9], utilisant
des calculs de Reiner et Athanasiadis [26,3]. La généralisation aux groupes complexes est énoncée par
Bessis [6, Prop. 13.1] et utilise des résultats de Bessis et Corran [7]. La preuve est au cas par cas :
méthodes ad hoc pour les séries inﬁnies, et logiciel GAP pour les types exceptionnels. Pour le cas réel,
une démonstration plus directe (utilisant une formule de récurrence générale qui permet de faire la
vériﬁcation au cas par cas plus simplement) a été récemment publiée par Reading [25]. L’apparente
simplicité de la formule de Chapoton motive toujours la recherche d’une explication complètement
générale.
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∣∣ncpW (c)∣∣= n∏
i=1
di + h
di
.
Même pour cette formule, la seule preuve connue à l’heure actuelle est au cas par cas. L’entier
|ncpW (c)|, parfois noté Cat(W ), est appelé nombre de Catalan de type W : pour W = An−1 on obtient
en effet le nombre de Catalan classique 1n+1
(2n
n
)
.
Les factorisations de c sont bien évidemment reliées aux chaînes de ncpW (c). Partant d’une chaîne
w1  · · ·  wp  c, on peut obtenir une factorisation par blocs c = u1 . . .up+1 en posant u1 = w1,
ui = w−1i−1wi pour 2 i  p, et up+1 = w−1p c. Inversement, à partir d’une telle factorisation de c on
peut obtenir une chaîne de ncpW (c). Ainsi, dénombrer les chaînes dans ncpW (c) revient à compter le
nombre de factorisations par blocs de c de tailles ﬁxées.
Toutefois, on a choisi ici de travailler sur des factorisations « strictes » (pas de facteurs triviaux),
alors que la formule de Chapoton concerne les chaînes larges. Ce choix est motivé par le fait que ce
sont des factorisations strictes qui apparaissent géométriquement via l’application « fact » (construite
en partie 4). Les nombres de factorisations strictes et les nombres de chaînes larges sont alors liés par
la formule suivante (on utilise les formules de passage entre nombres de chaînes strictes et nombres
de chaînes larges, données par exemple dans [28, Chap. 3.11]) :
ZW (N) =
∑
k1
∣∣factk(c)∣∣
(
N
k
)
.
Une piste pour une démonstration générale de la formule de Chapoton est donc l’étude de la
combinatoire des factorisations par blocs.
1. Ordre de divisibilité dans NCPW
1.1. Éléments de Coxeter
Soit V un espace vectoriel complexe de dimension n  1, et W ⊆ GL(V ) un groupe de réﬂexions
complexe. On suppose que W est essentiel, i.e. que V W = {0}. Dans ce cas, on dit que W est un
groupe de réﬂexions bien engendré si un ensemble de n réﬂexions suﬃt à l’engendrer. Désormais on
supposera toujours que W est un groupe de réﬂexions complexe bien engendré.
Soit α une racine de l’unité. On dit qu’un élément de W est α-régulier (au sens de Springer [27])
s’il possède un vecteur propre régulier (i.e. n’appartenant à aucun des hyperplans de réﬂexions) pour
la valeur propre α. Si W est irréductible, notons d1  · · · dn les degrés invariants de W . On note h
et on appelle nombre de Coxeter le plus grand degré dn . D’après la théorie de Springer ([27], résumé
dans [6, Thm. 1.9]), il existe dans W des éléments e2iπ/h-réguliers. Dans ce cadre, en généralisant le
cas réel, on pose la déﬁnition suivante.
Déﬁnition 1.1. Soit W un groupe de réﬂexions complexe ﬁni bien engendré. Si W est irréductible,
un élément de Coxeter de W est un élément e2iπ/h-régulier. Dans le cas général, on appelle élément de
Coxeter un produit d’éléments de Coxeter des composantes irréductibles de W .
1.2. Ordre de divisibilité dans W
On déﬁnit ci-dessous l’ordre de divisibilité à gauche dans W (parfois appelé ordre absolu). Rap-
pelons que pour w ∈ W , (w) désigne la longueur d’une décomposition réduite de w en réﬂexions
de W .
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u  v si et seulement si (u) + (u−1v)= (v).
La relation  munit W d’une structure d’ensemble partiellement ordonné : u divise v si et seule-
ment si u peut s’écrire comme un préﬁxe d’une décomposition réduite de v . Comme R est invariant
par conjugaison, on a aussi u  v si et seulement si u est un suﬃxe (ou même un sous-facteur) d’une
décomposition réduite de v . Ainsi, l’ordre  coïncide avec l’ordre de divisibilité à droite dans W .
Considérons un élément de Coxeter c de W . On note ncpW (c) l’ensemble des diviseurs de c
dans W . D’après la théorie de Springer, tous les éléments de Coxeter de W sont conjugués. D’autre
part, l’ordre  est invariant par conjugaison, donc si c′ = aca−1, alors ncpW (c′) = ancpW (c)a−1. Ainsi,
la structure de ncpW (c) ne dépend pas du choix de l’élément de Coxeter c ; on notera souvent sim-
plement ncpW .
Dans ncpW , la longueur correspond toujours à la codimension de l’espace des points ﬁxes :
Proposition 1.3. Soit w ∈ ncpW . Alors :
(w) = codimKer(w − 1).
Remarque 1.4. Cela revient à dire que pour les éléments de ncpW , la longueur relativement à R est
la même que la longueur relativement à l’ensemble de toutes les réﬂexions du groupe unitaire U(V ).
Dans le cas des groupes réels, cette propriété est vraie pour tout élément de W (cf. [16, Lemme 2.8],
ou [11, Prop. 2.2]).
Démonstration. On a toujours (w) codimKer(w − 1). En effet, si w = r1 . . . rk alors Ker(w − 1) ⊇⋂
i Ker(ri − 1). Donc pour il suﬃt de montrer que (c) = n (considérer w et w−1c). L’inégalité (c) n
est évidente car Ker(c − 1) = {0} d’après la théorie de Springer. On conclut en notant qu’on peut
construire géométriquement des factorisations de c en n réﬂexions ([6, Lemme 7.2] ou partie 4 de cet
article). 
1.3. Théorème de Brady–Watt
Une conséquence de la proposition 1.3 est que l’ordre  dans ncpW est la restriction de l’ordre
partiel sur U(V ) étudié par Brady et Watt dans [10] : u  v si et seulement si Im(u− 1)⊕ Im(u−1v −
1) = Im(v). On en déduit en particulier :
Proposition 1.5. Soit w ∈ ncpW . Si (r1, . . . , rp) est une décomposition réduite de w, alors Ker(w − 1) =
Ker(r1 − 1) ∩ · · · ∩ Ker(rk − 1).
Les résultats de [10] sont donnés dans le cadre de O(V ) pour V espace euclidien, mais restent
valables sans modiﬁcations dans U(V ) avec V hermitien complexe. On pourra donc appliquer le théo-
rème suivant :
Théorème 1.6 (Brady–Watt). Pour tout g ∈ U(V ), l’application
({
f ∈ U(V )
∣∣ f  g},)→ ({s.e.v. de V contenant Ker(g − 1)},⊇)
f → Ker( f − 1)
est un isomorphisme d’ensembles partiellement ordonnés.
Par conséquent, l’application w → Ker(w − 1) est injective sur ncpW .
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Soit p ∈ {1, . . . ,n}. Le groupe de tresses classique Bp agit par action d’Hurwitz sur l’ensemble
factp(c) des factorisations en p blocs de c, selon la déﬁnition 0.2. Dans le cas où p = n, l’action de
Bn est transitive sur factn(c) = Red(c). Ce n’est pas vrai dans le cas général, puisque des invariants
évidents apparaissent :
– la partition de n associée au p-uplet des longueurs des facteurs ;
– le multi-ensemble des classes de conjugaison des facteurs (car l’action d’Hurwitz conjugue les
facteurs).
Plus précisément, l’action d’Hurwitz conjugue les facteurs par d’autres facteurs «dont les longueurs
s’ajoutent ». Cela motive l’introduction d’une notion plus forte de conjugaison.
Déﬁnition 2.1. Pour w,w ′ ∈ ncpW (c), on déﬁnit la relation «w et w ′ sont fortement conjugués dans
ncpW (c) » (notée w
c∼ w ′) comme la clôture transitive et symétrique de la relation suivante :
w
1∼ w ′ s’il existe x ∈ W tel que xw = w ′x, avec xw ∈ ncpW (c) et (xw) = (x) + (w).
Remarque 2.2. Bien sûr la relation
1∼ reﬂète l’incidence, sur un facteur, de l’action d’Hurwitz d’une
tresse élémentaire σ i sur une factorisation de c. Par transitivité, si une tresse β transforme une fac-
torisation ξ en une factorisation ξ ′ , et envoie le numéro d’un facteur w de ξ sur celui d’un facteur
w ′ de ξ ′ , alors w et w ′ sont fortement conjugués.
On voit facilement qu’on obtient la même relation d’équivalence si on impose que les conjugateurs
x de la déﬁnition soient toujours des réﬂexions de ncpW . En effet, si w et w ′ sont tels que w
1∼ w ′ ,
notons x un élément de W tel que xw = w ′x ∈ ncpW , avec (xw) = (x) + (w). Si l’on décompose x
en produit minimal de réﬂexions (x = r1 . . . rk), et si l’on note u ref∼ v la relation «u est élémentairement
conjugué à v par une réﬂexion », alors on a : w
ref∼ rkwr−1k
ref∼ rk−1rkwr−1k r−1k−1
ref∼ · · · ref∼ xwx−1 = w ′ .
Cette remarque permet de faire le lien avec les orbites d’Hurwitz de factorisations primitives de c, où
tous les facteurs sauf un sont des réﬂexions (cf. déﬁnition 0.3).
Proposition 2.3. Soient u, v ∈ ncpW , de longueurs strictement supérieures à 1. Alors les propriétés suivantes
sont équivalentes :
(i) u et v sont fortement conjugués dans ncpW ;
(ii) il existe ξ = (u, r2, . . . , rk) et ξ ′ = (v, r′2, . . . , r′k) deux factorisations primitives de c, avec u (resp. v)
facteur long de ξ (resp. ξ ′), telles que ξ et ξ ′ soient dans la même orbite d’Hurwitz sous Bk.
Remarque 2.4. Dans le cas des réﬂexions, on a une proposition similaire, mais il faut s’assurer que
la (permutation associée à la) tresse qui transforme ξ en ξ ′ envoie le numéro de la position de u sur
celui de la position de v .
Démonstration. (ii) ⇒ (i) est clair par déﬁnition, puisque, étant donnée l’invariance de la longueur
par conjugaison, v est nécessairement obtenu à partir de u par forte conjugaison (cf. remarque 2.2).
Pour le sens direct, montrons d’abord (ii) lorsque u et v sont tels que ur = rv  c, avec r ∈ R et
(ur) = (u)+ 1. Il suﬃt dans ce cas de prendre une factorisation quelconque de c qui commence par
(u, r), et de faire agir la tresse σ 21. On conclut par transitivité. 
Ainsi le théorème 0.4 se déduit du théorème suivant, qui donne également des propriétés supplé-
mentaires de l’action d’Hurwitz sur Red(c) :
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On aura ainsi déterminé les orbites d’Hurwitz de factorisations primitives. Toutefois, cela ne suﬃt
pas pour comprendre complètement l’action d’Hurwitz sur les factorisations de forme quelconque.
En effet, pour toute factorisation, le multi-ensemble des classes de conjugaison forte des facteurs est
naturellement invariant par l’action d’Hurwitz. Cependant, pour les factorisations non primitives, la
condition n’est en général pas suﬃsante pour que deux factorisations soient dans la même orbite.
Par exemple, dans le cas où p = 2, l’orbite d’Hurwitz de (u1,u2) ∈ fact2(c) est {(uck1 ,uc
k
2 ), (u
ck+1
2 ,u
ck
1 ),
k ∈ Z} (où la notation uv désigne le conjugué v−1uv). Donc dans le type A, cela revient à agir par
rotation sur le diagramme des partitions non-croisées. On peut ainsi facilement trouver un contre-
exemple dans S6. Posons u1 = (2 3)(1 5 6), u2 = (1 3 4), et v1 = (3 4)(1 5 6), v2 = (1 2 4) : alors les
factorisations (u1,u2) et (v1, v2) de fact2((1 2 3 4 5 6)) ne sont pas dans la même orbite d’Hurwitz
sous B2, alors que u1 et v1, resp. u2 et v2, sont conjugués. Le problème vient du fait que lorsqu’on fait
agir Bp par action d’Hurwitz, les conjugateurs qui s’appliquent ne sont pas quelconques, mais doivent
être des éléments qui sont aussi des facteurs (en particulier pas nécessairement des réﬂexions).
Désormais on supposera toujours que W est irréductible (et bien engendré). Si W n’est pas ir-
réductible, le théorème 2.5 pour W se déduit du cas irréductible : on vériﬁe aisément qu’il suﬃt
d’appliquer le résultat à chacune des composantes irréductibles de W .
3. Le morphisme de Lyashko–Looijenga
Dans cette partie on rappelle la construction du morphisme de Lyashko–Looijenga de [6, Part. 5],
et on ﬁxe des notations et conventions concernant l’espace de conﬁguration de n points.
Le morphisme de Lyashko–Looijenga a été introduit par Lyashko en 1973 (selon Arnold [2]) et
indépendamment par Looijenga dans [24] : voir [22, Chap. 5.1] et [23] pour un historique détaillé.
Bessis, dans [6], a généralisé la déﬁnition de LL à tous les groupes de réﬂexions complexes bien
engendrés, le cas inititial correspondant aux groupes de Weyl.
3.1. Discriminant d’un groupe bien engendré
Soit W ⊆ GL(V ) un groupe de réﬂexions complexe bien engendré, irréductible. Fixons une base
v1, . . . , vn de V ∗ , et f1, . . . , fn dans S(V ∗) = C[v1, . . . , vn] un système d’invariants fondamentaux, po-
lynômes homogènes de degrés uniquement déterminés d1  · · · dn = h, tels que C[v1, . . . , vn]W =
C[ f1, . . . , fn] (théorème de Shephard–Todd–Chevalley). On a l’isomorphisme
W \V ∼→ Cn
v¯ → ( f1(v), . . . , fn(v)).
Notons A l’ensemble des hyperplans de réﬂexions de W . L’équation de ⋃H∈A H peut s’écrire
comme un polynôme invariant, noté , le discriminant de W :
 =
∏
H∈A
αeHH ∈ C[ f1, . . . , fn],
où αH est une forme linéaire de noyau H et eH est l’ordre du sous-groupe parabolique cyclique WH .
Lorsque W est bien engendré, il existe un système d’invariants f1, . . . , fn tel que le discriminant
 de W s’écrive :
 = f nn + a2 f n−2n + · · · + an,
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un polynôme monique de degré n en fn (le coeﬃcient de f n−1n est rendu nul par simple translation
de la variable fn).
On note :
H := {v¯ ∈ W \V ∣∣(v¯) = 0}= p( ⋃
H∈A
H
)
,
où p est le morphisme quotient V  W \V . Désormais, lorsqu’on se placera dans l’espace quotient,
on considèrera ( f1, . . . , fn) comme les coeﬃcients des points de W \V  Cn .
Le morphisme de Lyashko–Looijenga LL, que l’on déﬁnira précisément en partie 3.3, permet d’étu-
dier l’hypersurface H à travers les ﬁbres de la projection ( f1, . . . , fn) → ( f1, . . . , fn−1). Ensembliste-
ment, LL associe à ( f1, . . . , fn−1) ∈ Cn−1 le multi-ensemble des racines de ( f1, . . . , fn) vu comme
polynôme en fn . Dans la partie suivante on ﬁxe les notations et déﬁnitions concernant l’espace d’ar-
rivée de LL.
3.2. L’espace des conﬁgurations de n points
On note En l’ensemble des conﬁgurations centrées de n points, avec multiplicités, i.e.
En := H0/Sn
où H0 est l’hyperplan de Cn d’équation
∑
xi = 0. Considérons le morphisme quotient f : H0 → En .
C’est un morphisme ﬁni (donc fermé), correspondant à l’inclusion
C[e1, . . . , en]/(e1) ↪→ C[x1, . . . , xn]/
(∑
xi
)
,
où e1, . . . , en désignent les fonctions symétriques élémentaires en les xi . L’espace En est une variété
algébrique, son anneau des fonctions régulières sera noté C[e2, . . . , en].
On peut stratiﬁer naturellement En par les partitions de l’entier n. Pour λ  n, on note E0λ l’en-
semble des conﬁgurations X ∈ En dont les multiplicités sont distribuées selon λ. Ainsi, En est l’union
disjointe des E0λ .
Une partie E0λ n’est pas fermée ; des points peuvent fusionner et on obtiendra une conﬁguration
correspondant à une partition moins ﬁne :
Déﬁnition 3.1. Soient λ,μ deux partitions de n. On note μ λ la relation «μ est moins ﬁne que λ »,
i.e. μ est obtenue à partir de λ après un ou plusieurs regroupements de parts.
On pose Eλ :=⊔μλ E0μ (le symbole ⊔ désigne une union disjointe).
Ainsi, pour ε := 1n  n, Eε est l’espace En entier, et E0ε est l’ensemble des points réguliers de En ,
que l’on notera Eregn . On a E
reg
n = H reg0 /Sn , où H reg0 = {(x1, . . . , xn) ∈ H0 | ∀i = j, xi = x j}. Pour α :=
211n−2  n, on a Eα = En − Eregn .
Pour la topologie classique, comme pour la topologie de Zariski, Eλ est un fermé qui est l’adhé-
rence de E0λ .
Fixons une conﬁguration de référence X◦ dans Eregn , par exemple sur la droite réelle. On note
Bn := π1(Eregn , X◦) le groupe de tresses à n brins. On a la présentation classique :
Bn 
〈
σ 1, . . . ,σ n−1
∣∣ σ iσ i+1σ i = σ i+1σ iσ i+1, σ iσ j = σ jσ i pour |i − j| > 1〉,
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Tout chemin dans Eregn peut être vu comme un élément du groupe de tresses Bn . Précisons la
construction, qui sera importante par la suite. On déﬁnit l’ordre lexicographique sur C : z lex z′ ⇔
[re(z) re(z′)] et [re(z) = re(z′) ⇒ im(z) im(z′)].
Soit X une conﬁguration quelconque de Eregn , et posons X˜ = (x1, . . . , xn) son support ordonné
pour lex. Considérons un chemin t → (x1(t), . . . , xn(t)) dans H reg0 de X˜ vers X˜◦ (le support ordonné
de X◦), tel que pour tout t , x1(t) lex · · · lex xn(t). Il détermine une unique classe d’homotopie de
chemin de X vers X◦ , que l’on note γX . Si X, X ′ ∈ Eregn , on ﬁxe ainsi une bijection entre le groupe
π1(E
reg
n , X
◦) et l’ensemble des classes d’homotopie de chemin de X vers X ′ par : τ → γX · τ · γ −1X ′ .
Via ces conventions, on pourra désormais considérer tout chemin dans Eregn comme un élément
de Bn . De la même façon, si λ est une partition de n, on peut associer à tout chemin de E0λ un
élément de Br , où r = #λ est le nombre de parts de λ : on considère simplement le mouvement du
support de la conﬁguration. On utilisera ces conventions dans la proposition 4.7 et le lemme 5.4.
3.3. Déﬁnitions et propriétés du morphisme LL
On pose Y := SpecC[ f1, . . . , fn−1]  Cn−1. D’autre part, En = SpecC[e2, . . . , en]. Rappelons que
a2, . . . ,an , éléments de C[ f1, . . . , fn−1], désignent les coeﬃcients du discriminant  en tant que po-
lynôme en fn .
Déﬁnition 3.2. (Voir [6, Def. 5.1].) Le morphisme de Lyashko–Looijenga (généralisé) est le morphisme
de Y dans En déﬁni algébriquement par :
C[e2, . . . , en] → C[ f1, . . . , fn−1]
ei → (−1)iai .
Ensemblistement, LL envoie y = ( f1, . . . , fn−1) ∈ Y sur le multi-ensemble (élément de En) des
racines du polynôme  = f nn + a2(y) f n−2n + · · · + an(y), i.e. les intersections, avec multiplicité, de H
avec la droite L y := {(y, fn) | fn ∈ C}. On peut voir aussi LL comme le morphisme algébrique qui
envoie y ∈ Y sur (a2, . . . ,an) : il est alors quasi-homogène pour les poids : deg f i = di , degai = ih.
On pose K := {y ∈ Y | Disc((y, fn); fn) = 0}, appelé lieu de bifurcation de . C’est le lieu où  a
des racines multiples en tant que polynôme en fn . Ainsi K = LL−1(Eα) et Y −K = LL−1(Eregn ), avec les
notations de la partie 3.2. Les propriétés fondamentales de LL sont données par le théorème suivant :
Théorème 3.3. (Voir [6, Thm. 5.3].) Les polynômes a2, . . . ,an ∈ C[ f1, . . . , fn−1] sont algébriquement indé-
pendants, et C[ f1, . . . , fn−1] est un C[a2, . . . ,an]-module libre gradué de rang n!hn|W | . Par conséquent, LL est un
morphisme ﬁni. De plus, sa restriction Y − K Eregn est un revêtement non ramiﬁé de degré n!hn|W | .
La dernière propriété permet de déﬁnir, pour chaque y ∈ Y − K, une action de Galois (ou action
de monodromie) de π1(E
reg
n , LL(y)) sur la ﬁbre de LL(y). D’après les conventions de la partie 3.2, cela
détermine une action du groupe de tresses Bn sur l’espace Y − K : les orbites sont exactement les
ﬁbres de LL (car Y − K est connexe par arcs). Pour β ∈ Bn , on note y · β l’image de y par l’action
de β .
Dans la partie suivante, on va construire pour chaque y ∈ Y une factorisation de c ; on verra plus
loin que l’action d’Hurwitz sur les factorisations (déﬁnition 0.2) est compatible avec l’action de Galois
déﬁnie ici.
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En adaptant [6, Part. 6], on construit pour chaque y ∈ Y une factorisation par blocs de c, dont la
partition associée correspond à la distribution des multiplicités de la conﬁguration LL(y).
4.1. Tunnels
Soit y ∈ Y . Rappelons que L y désigne la droite complexe {(y, x) | x ∈ C}. Notons U y le complémen-
taire dans L y des demi-droites verticales situées au-dessous des points de LL(y), i.e. :
U y :=
{
(y, z) ∈ L y
∣∣ ∀x ∈ LL(y), re(z) = re(x) ⇒ im(z) > im(x)}.
La partie U :=⋃y∈Y U y est un ouvert dense et contractile de W \V reg [6, Lemme 6.2]. On peut
donc utiliser U comme «point-base » pour le groupe fondamental de W \V reg. On déﬁnit ainsi le
groupe de tresses de W :
B(W ) := π1
(
W \V reg,U).
On rappelle ci-dessous [6, Def. 6.5] :
Déﬁnition 4.1. Un tunnel est un triplet T = (y, z, L) tel que (z, y) ∈ U , (z + L, y) ∈ U , et le seg-
ment [(z, y), (z + L, y)] est contenu dans W \V reg. On associe à T l’élément bT du groupe de tresses
π1(W \V reg,U), représenté par le chemin horizontal t → (z + tL, y).
Soit y ∈ Y , et (x1, . . . , xk) le support du multi-ensemble LL(y), ordonné selon l’ordre lexicogra-
phique lex. Notons prC la projection de W \V  Y × C sur la dernière coordonnée. Considérons
l’espace prC(L y − U y) − {x1, . . . , xk}. C’est une union disjointe d’intervalles ouverts, bornés ou non.
Pour j ∈ {1, . . . ,k}, on note I j l’intervalle situé sous x j .
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l’élément de B(W ) associé.
Dans [6, Def. 6.7], le k-uplet (s1, . . . , sk) est appelé label de y et noté lbl(y). Ici on va associer à y un
k-uplet légèrement différent, mieux adapté au problème.
4.2. Factorisations géométriques
Déﬁnition 4.2. Soit y ∈ Y , x1, . . . , xk et s1, . . . , sk déﬁnis comme ci-dessus. On note factB(y) le k-uplet
(s′1, . . . , s′k) d’éléments de B(W ) où :
s′i =
{
si s
−1
i+1 si re(xi+1) = re(xi)
si sinon.
On appelle factorisation associée à y, et on note fact(y), le k-uplet (π(s′1), . . . ,π(s′k)) d’éléments de
W où π : B(W )W .
La raison de l’utilisation du terme « factorisation » sera clariﬁée plus loin.
Remarque 4.3. L’application π est une projection naturelle B(W )
π
 W . Le revêtement V reg 
W \V reg permet en effet d’obtenir la suite exacte
1→ P (W ) = π1
(
V reg
)→ B(W ) = π1(W \V reg) π→ W → 1.
Pour déﬁnir précisément π , on doit choisir une section U˜ du point-base U dans V reg. Il y a |W | choix
possibles, qui donnent des morphismes conjugués (cf. [6, Rq. 6.4]).
Géométriquement, s′i est représenté par un chemin qui, vu depuis U , passe sous xi mais pas sous
x j pour j = i :
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cf. [15]), et détermine des générateurs de la monodromie de W \V reg = Cn − H. Plus précisément,
par π1-surjectivité de l’inclusion L y − L y ∩ H ↪→ Cn − H (cf. [4, Thm. 2.5]), les facteurs de factB(y)
engendrent le groupe de tresses B(W ).
Dans le cas où le support de LL(y) est « générique » (parties réelles distinctes), les k-uplets factB(y)
et lbl(y) coïncident. Dans le cas général, on peut toujours perturber y en un y′ tel que LL(y′) =
e−iθ LL(y), avec θ > 0 assez petit pour que le support de LL(y′) soit générique et que factB(y) =
factB(y′) = lbl(y′). Les propriétés de lbl énoncées dans [6] s’adaptent ainsi aisément à l’application
fact ; par la suite (4.6, 4.7, 5.1), on rappelle ces propriétés, en les reformulant dans ce nouveau cadre,
et on ne démontre que ce qui change de façon non triviale.
Si LL(y) = {0} (avec multiplicité n), alors y = 0 (d’après le théorème 3.3). On note alors δ l’élément
de B(W ) tel que factB(0) = (δ). Il est représenté par l’image dans W \V reg du chemin dans V reg :
[0,1] → V reg
t → v exp(2iπt/h)
où v est tel que pour i = 1, . . . ,n − 1, f i(v) = 0 (i.e. v ∈ L0). Notons que δ est une racine h-ième du
« tour complet » de P (W ) (« full-twist » noté π dans [15, Not. 2.3]).
On pose c = π(δ), image de δ dans W . Par construction, c est e2iπ/h-régulier, donc est un élément
de Coxeter. Les autres éléments de Coxeter de W (conjugués) sont obtenus pour d’autres choix du le
morphisme π (cf. remarque 4.3).
Le lemme 6.14 dans [6] permet de comparer les tunnels lorsqu’on change de ﬁbre L y :
Lemme 4.5 (« Règle d’Hurwitz »). Soit T = (y, z, L) un tunnel, qui représente un élément s ∈ B(W ). Soit Ω
un voisinage connexe par arcs de y, tel que pour tout y′ ∈ Ω , (y′, z, L) soit encore un tunnel. Alors, pour tout
y′ ∈ Ω , (y′, z, L) représente s.
On rassemble dans la proposition suivante quelques conséquences utiles de ce lemme, adaptées de
[6, Lemmes 6.16, 6.17] :
Proposition 4.6. Soit y ∈ Y , (x1, . . . , xk) le support ordonné de LL(y), et (s1, . . . , sk) = factB(y). Alors :
(i) s1 . . . sk = δ et π(s1) . . .π(sk) = c ;
(ii) pour tout i, la longueur de π(si) ∈ W est la multiplicité de xi dans LL(y).
Par conséquent, fact(y) ∈ fact(c), et si y ∈ LL−1(E0λ), fact(y) ∈ factλ(c).
Une autre conséquence est la compatibilité des actions d’Hurwitz et de Galois :
Proposition 4.7. (D’après [6, Cor. 6.18].) Soit y ∈ Y − K, et β ∈ Bn. Alors :
fact(y · β) = fact(y) · β
où la première action est l’action de Galois déﬁnie en 3.3, et la seconde est l’action d’Hurwitz (cf. déﬁnition 0.2).
Démonstration. La preuve de [6, Cor. 6.18] s’adapte au cas non générique (parties réelles non dis-
tinctes) sans diﬃcultés. On verra plus loin (lemme 5.4) une généralisation de cette propriété de
compatibilité à tous les éléments de Y . 
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Ci-dessous on reformule [6, Thm. 7.9] en utilisant le produit ﬁbré En ×cp(n) fact(c), où cp(n)
désigne l’ensemble des compositions de n. A toute conﬁguration X de En on peut associer une com-
position de n, constituée des multiplicités des points du support de X pris dans l’ordre lex sur C.
D’autre part, toute factorisation de fact(c) détermine une composition de n, en considérant les lon-
gueurs des facteurs dans l’ordre. Ces constructions déﬁnissent deux applications : comp1 : En → cp(n)
et comp2 : fact(c) → cp(n). On pose :
En ×cp(n) fact(c) :=
{
(X, ξ) ∈ En × fact(c)
∣∣ comp1(X) = comp2(ξ)}.
Théorème 5.1. (D’après [6, Thm. 7.9].) L’application LL× fact :
Y → En ×cp(n) fact(c)
y → (LL(y), fact(y))
est bijective.
Donnons ici les grandes lignes de la démonstration (détails dans [6, Part. 7]). L’essentiel est de
montrer la bijectivité de LL× fact : Y −K → Red(c) (le reste se fait en dégénérant les points réguliers).
Cela revient à prouver que, pour y ∈ Y − K, le morphisme de Bn-ensembles
y · Bn fact−→ fact(y) · Bn
est un isomorphisme [6, Thm. 7.4]. Pour cela, on montre que |fact(y) · Bn| = |y · Bn| = n!hn|W | en utilisant
les deux propriétés suivantes, prouvées au cas par cas [6, Prop. 7.5] :
(i) l’action d’Hurwitz sur Red(c) est transitive ;
(ii) |Red(c)| = n!hn|W | .
Posons maintenant Yλ := LL−1(Eλ), et Y 0λ := LL−1(E0λ). Ainsi, Yλ est un fermé de Zariski dans Y 
Cn−1, et est l’adhérence de Y 0λ . Pour tout λ  n, Yλ =
⊔
μλ Y
0
μ . En particulier, Y =
⊔
μn Y 0μ .
Théorème 5.2. Pour tout λ  n, la restriction de LL :
LLλ : Y 0λ  E0λ
est un revêtement non ramiﬁé.
Remarque 5.3. La déﬁnition de « revêtement » est bien sûr à prendre ici au sens large : comme Y 0λ n’est
pas nécessairement connexe par arcs, le théorème signiﬁe que l’application LLλ est un revêtement
connexe par arcs sur chacune des composantes connexes par arcs de Y 0λ .
Démonstration. Soit X0 ∈ E0λ . Supposons dans un premier temps que les parties réelles des éléments
du support de X0 sont distinctes (on dira que X0 est relativement générique). Soit Ω un ouvert
connexe par arcs de E0λ , contenant X0, et de diamètre assez petit pour que tous les éléments de X0
soient relativement génériques.
Soit μ = comp1(X0) la composition de n associée à X0. Il est clair que pour tout X ∈ Ω , la
composition associée à X est encore μ. Posons Fμ := factμ(c) = {ξ ∈ fact(c) | comp2(ξ) = μ}. Le
théorème 5.1 implique que l’application
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LLλ × fact−−−−−→ Ω × Fμ
est une bijection.
Si X0 n’est pas relativement générique, on peut refaire toutes les constructions précédentes en
tournant légèrement la direction de la verticale dans le sens trigonométrique direct. On doit modiﬁer
alors la déﬁnition de l’application fact (sauf pour les y de la ﬁbre de X0), mais les factorisations
construites restent toujours dans factμ(c) pour μ = comp1(X0).
Pour conclure, il suﬃt de remarquer que toutes les ﬁbres Fμ construites sont en bijection. En effet,
les compositions μ associées aux éléments de Y 0λ correspondent nécessairement à la partition λ, et si
deux compositions μ et μ′ sont égales à permutation des parts près, alors factμ(c) et factμ′ (c) sont
en bijection (utiliser l’action d’Hurwitz par une tresse adaptée). 
Soit λ une partition de n, et X, X ′ ∈ E0λ . On a vu en partie 3.2 que toute classe d’homotopie de
chemin de X vers X ′ dans E0λ déﬁnit un élément de Bp où p = #λ. On en déduit en particulier
une action de Galois de Bp sur chacune des ﬁbres de LL au-dessus de E0λ , et on a une propriété de
compatibilité des actions plus générale :
Lemme 5.4 (Compatibilité des actions de Galois et d’Hurwitz sur les strates). Soit λ  n, avec p = #λ.
(i) Soient y, y′ ∈ Y 0λ , reliés par un chemin γ dans Y 0λ . Notons X = LL(y), X ′ = LL(y′), et β la tresse de Bp
représentée par l’image de γ par LL. Alors : fact(y′) = fact(y) · β .
(ii) Soient β ∈ Bp, et y, y′ ∈ Y 0λ tels que fact(y′) = fact(y) · β . Notons X = LL(y), X ′ = LL(y′) et β˜ l’unique
relevé (par LL) d’origine y de la tresse β vue comme classe de chemin (dans E0λ) de X vers X
′ . Alors y′ est
le point d’arrivée de β˜ .
Démonstration. (i) C’est essentiellement la même preuve que pour [6, Cor. 6.18]. Il suﬃt de considé-
rer le cas β = σ i (i-ème tresse élémentaire de Bp), pour i ∈ {1, . . . , p − 1}. En vertu du théorème 5.2,
on peut déplacer X, X ′ (sans changer l’ordre des points des conﬁgurations), et y, y′ (sans modiﬁer
fact(y) et fact(y′)), de sorte que la tresse σ i soit représentée par le chemin suivant (en pointillés) :
Considérons les tunnels T+ et T− représentés sur le schéma. Notons (w1, . . . ,wp) = fact(y) et
(w ′1, . . . ,w ′p) = fact(y′). Alors T+ représente wi+1 dans L y , et w ′i dans L y′ . D’où, d’après le
lemme 4.5, w ′i = wi+1. De même, avec T− , on obtient w ′i w ′i+1 = wiwi+1, et on a vériﬁé que
fact(y′) = fact(y) · σ i .
(ii) On reprend les notations de l’énoncé. Notons y′′ le point d’arrivée de β . Alors, d’une part on
a LL(y′′) = X ′ = LL(y). D’autre part, en appliquant le point (i) à y, y′ , et β˜ , on obtient : fact(y′′) =
fact(y) · β = fact(y′). D’où, par le théorème 5.1, y′′ = y′ . 
Le théorème suivant est une conséquence directe du lemme :
Théorème 5.5. Soit λ  n, et p = #λ. L’application Y 0λ
fact−→ factλ(c) induit une bijection entre l’ensemble des
composantes connexes par arcs de Y 0λ et l’ensemble des orbites d’Hurwitz de factλ(c) sous Bp .
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⊔
i Y
0
λ,i est la décomposition de Y
0
λ en ses composantes connexes par arcs, alors
factλ(c) = fact
(
Y 0λ
)=⊔
i
fact
(
Y 0λ,i
)
est la décomposition de factλ(c) en orbites d’Hurwitz sous Bp .
6. Stratiﬁcation deH et éléments de Coxeter paraboliques
Dans cette partie on étudie la géométrie de H, aﬁn de pouvoir déterminer en partie 7 les compo-
santes connexes par arcs de Y 0λ lorsque λ est une partition primitive, en appliquant le théorème 5.5
ci-dessus.
On rappelle qu’on a ﬁxé un élément de Coxeter c = π(δ).
6.1. Stratiﬁcation de V
L’arrangement d’hyperplans associé à W est noté A. On considère la stratiﬁcation de W par les
plats, i.e. le treillis d’intersection :
L := L(A) =
{⋂
H∈B
H
∣∣∣ B ⊆ A}.
Pour L ∈ L, on pose
L0 := L −
⋃
L′∈L, L′L
L′.
On obtient la stratiﬁcation ouverte de V associée à L. Pour tout L ∈ L, L est l’adhérence de L0.
La stratiﬁcation de V par les plats correspond à la stratiﬁcation du groupe W par ses sous-groupes
paraboliques : on rappelle le théorème de Steinberg [29, Thm. 1.5] et ses conséquences.
Théorème 6.1 (Steinberg). Si L est un plat, le groupe
WL := {w ∈ W | ∀x ∈ L, wx = x}
est encore un groupe de réﬂexions, appelé sous-groupe parabolique associé à L. De plus :
(i) L’application L → WL est une bijection de L vers l’ensemble des sous-groupes paraboliques ; sa réci-
proque est
G → V G = {x ∈ V | ∀w ∈ G, wx = x} =
⋂
r∈R∩G
Hr .
(ii) Le rang de WL est égal à la codimension de L.
(iii) Soit v ∈ V . Notons
V v :=
⋂
H∈A, v∈H
H et Wv := {w ∈ W | wv = v}.
Alors, pour L ∈ L :
v ∈ L0 ⇔ V v = L ⇔ Wv = WL .
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Notons f : H → ncpW (c) l’application qui à (y, x) ∈ H associe le facteur de fact(y) corres-
pondant à x (i.e. déﬁni par un tunnel élémentaire passant sous le point x de LL(y)). Ainsi,
( f (y, x1), . . . , f (y, xp)) = fact(y) lorsque le support ordonné de LL(y) est (x1, . . . , xp).
On reformule ci-dessous un lemme fondamental de [6] :
Lemme 6.2. (D’après [6, Lemme 7.3].) Soit y ∈ Y . Soient x ∈ LL(y), de multiplicité p, et w = f (y, x). Alors
il existe une préimage v ∈ V de (y, x) ∈ W \V telle que w soit un élément de Coxeter dans le sous-groupe
parabolique Wv . De plus :
p = (w) = rgWv = dim V /V v = codimKer(w − 1).
Par conséquent, en utilisant la surjectivité de l’application fact, on peut déduire de ce lemme que
tout diviseur w de c est un élément de Coxeter d’un sous-groupe parabolique, groupe que l’on peut
déterminer à l’aide d’une factorisation qui contient w . D’où la proposition-déﬁnition suivante :
Proposition 6.3. Soit W un groupe de réﬂexions complexe bien engendré, et w ∈ W . Les propriétés suivantes
sont équivalentes :
(i) w est un élément de Coxeter d’un sous-groupe parabolique de W ;
(ii) il existe un élément de Coxeter cw de W , tel que w  cw ;
(iii) w est conjugué à un élément de ncpW (c).
On dit alors que w est un élément de Coxeter parabolique.
Remarque 6.4. Dans le cas d’un groupe de Coxeter ﬁni, cette propriété est bien connue et démontrée
de manière uniforme, cf. [5, Lemme 1.4.3].
Démonstration. (ii) ⇔ (iii) provient directement de la théorie de Springer (les éléments de Coxeter
de W forment une seule classe de conjugaison) et de la propriété ncpW (aca−1) = ancpW (c)a−1.
(i) ⇒ (ii) : soit G un sous-groupe parabolique (non trivial), et w un élément de Coxeter de G .
Soit L = V G et v ∈ L0, de sorte que Wv = G . Notons (y, x) = v¯ et w0 = f (y, x) ∈ ncpW (c). D’après le
lemme 6.2, il existe v0 ∈ V tel que (y, x) = v¯0 et que w0 soit un élément de Coxeter de Wv0 . Comme
v0 et v sont dans la même orbite sous W , G = Wv est conjugué à Wv0 , donc tous leurs éléments de
Coxeter sont conjugués dans W . En particulier w est conjugué à w0.
(iii) ⇒ (i) : il suﬃt de montrer l’implication pour w ∈ ncpW (c), puisque la propriété (i) est
invariante par conjugaison. Si w  c, la surjectivité de fact (théorème 5.1) donne l’existence de
(y, x) ∈ W \V tel que f (y, x) = w . Le lemme 6.2 permet alors de conclure. 
Comme dans le cas d’un groupe de Coxeter [5, Cor. 1.6.2], on peut retrouver, à partir d’un élément
de Coxeter parabolique, le sous-groupe parabolique associé :
Proposition 6.5. Soit w un élément de Coxeter parabolique, et Ww le sous-groupe parabolique ﬁxateur du
plat Ker(w − 1). Alors :
(i) le groupe Ww est l’unique sous-groupe parabolique duquel w est un élément de Coxeter ;
(ii) si (r1, . . . , rk) ∈ Red(w), alors 〈r1, . . . , rk〉 = Ww.
Démonstration. (i) Soit G un sous-groupe parabolique tel que w soit un élément de Coxeter de G .
Soit L le plat associé à G , i.e. L = V G . Alors comme w ∈ G , on a : L ⊆ Ker(w − 1). Or codim L = rgG
par théorème 6.1, et rgG = G(w) (où G désigne la longueur relativement aux réﬂexions de G) car
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conclure il suﬃt d’utiliser le résultat suivant :
Si G est un sous-groupe parabolique, alors : ∀g ∈ ncpW , g ∈ G ⇒ G(g) = (g).
Pour cela, on va vériﬁer que pour r ∈ R, si r  g , alors r ∈ G . Si G = WL , cela revient à montrer
que L ⊆ Ker(r − 1). Or, comme g ∈ G , on a L ⊆ Ker(g − 1), et d’après la proposition 1.5, Ker(g − 1) ⊆
Ker(r − 1).
(ii) Il suﬃt de le démontrer dans le cas où w est un élément de Coxeter c d’un groupe de réﬂexions
(bien engendré) irréductible W . D’après le théorème 5.1, toute décomposition réduite (r1, . . . , rn) de
c provient d’une factorisation de δ en générateurs de la monodromie, i.e. de factB(y) = (s1, . . . , sn),
avec y ∈ Y − K et π(si) = ri . Or on sait qu’alors s1, . . . , sn engendrent B(W ) (cf. remarque 4.4), donc
r1, . . . , rn engendrent W . 
Dans le cas présent, on a ﬁxé un élément de Coxeter c de W , et on ne va considérer que les
éléments paraboliques qui sont dans ncpW . On n’obtient donc pas tous les sous-groupes paraboliques,
mais seulement les sous-groupes paraboliques «non croisés », i.e. ceux qui possèdent un élément de
Coxeter qui divise c. Cependant d’après la proposition 6.5, quitte à les conjuguer, on obtient tous les
sous-groupes paraboliques :
Proposition 6.6. Soit W un groupe de réﬂexions complexe bien engendré, et c un élément de Coxeter ﬁxé
de W . Soit W0 un sous-groupe parabolique de W .
Alors W0 est conjugué à un sous-groupe parabolique «non croisé » de W , i.e. un sous-groupe de la
forme WL où L = Ker(w − 1) et w  c.
Ce un résultat non trivial utilise ainsi de façon essentielle le lemme 6.2. On peut dire que les
sous-groupes paraboliques non croisés jouent ici le rôle des sous-diagrammes (ou des paraboliques
standards) de la théorie de Coxeter (voir aussi [14, p. 3] sur les diagrammes et sous-diagrammes pour
les groupes complexes).
Remarque 6.7. Dans un sous-groupe parabolique non croisé, il y a unicité de l’élément de Coxeter
divisant c. En effet, il faut trouver un diviseur de c dont le plat associé est donné, et la solution est
unique par le théorème de Brady–Watt (1.6). L’ensemble des sous-groupes paraboliques non croisés,
ordonné par inclusion, est donc isomorphe au treillis (ncpW (c),).
6.3. Stratiﬁcation de W \V
Le groupe W agit sur A, donc sur L. On peut ainsi déﬁnir des orbites de plats, qui forment une
stratiﬁcation notée L¯ de W \V .
Soit p la projection V → W \V , v → v¯ = W · v . On a : L¯ = W \L = (p(L))L∈L = (W · L)L∈L .
On notera par la suite les strates de L¯ par la lettre Λ. Pour Λ ∈ L¯, posons :
Λ0 := Λ −
⋃
Λ′∈L¯,Λ′Λ
Λ′.
Si Λ = W · L, alors Λ0 = W · L0. Les ouverts Λ0, pour Λ ∈ L¯, forment la stratiﬁcation ouverte de
W \V associée à L¯, appelée stratiﬁcation discriminante. Notons que (W \V )0 = W \V − H = W \V reg.
Les strates de L¯ correspondent aux classes de conjugaison de sous-groupes paraboliques, puisque
Ww·L = wWLw−1. On peut également les associer aux classes de conjugaison d’éléments de Coxeter
paraboliques. En effet, considérons l’application F : W → L, w → Ker(w − 1). Si w et w ′ sont conju-
gués, alors F (w) et F (w ′) sont dans la même orbite sous W , donc F induit une application F¯ de
l’ensemble des classes de conjugaison de W vers L¯.
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et :
– l’ensemble des classes de conjugaison d’éléments de Coxeter paraboliques ;
– l’ensemble des classes de conjugaison d’éléments de ncpW .
Démonstration. En utilisant les propositions 6.3 et 6.5, le premier point est clair : deux éléments de
Coxeter d’un même sous-groupe parabolique sont conjugués d’après la théorie de Springer, donc deux
éléments de Coxeter paraboliques w1 et w2, associés à deux sous-groupes paraboliques W1 et W2,
sont conjugués si et seulement si les groupes W1 et W2 sont conjugués.
Le second point est direct en utilisant la proposition 6.3. 
Déﬁnition 6.9. Soit Λ une strate de L¯, w ∈ ncpW , et v¯ ∈ W \V . On dit que :
– «w est de type Λ » si la classe de conjugaison de w correspond à Λ par la bijection ci-dessus,
i.e. si Λ = W · Ker(w − 1).
– « la strate de v¯ est Λ » si Λ est la strate minimale de L¯ contenant v¯ , i.e. si v¯ ∈ Λ0, ou encore
Λ = W · V v .
On peut ainsi reformuler le lemme 6.2 :
Lemme 6.10. Soit (y, x) ∈ H. Alors le type de l’élément de Coxeter parabolique f (y, x) est la strate du point
(y, x).
Une conséquence du lemme est que si (y, x) est dans une strate ouverte de dimension n − k,
alors ( f (y, x)) = k et la multiplicité de x dans LL(y) est k. Soit L¯k l’ensemble des strates fermées de
dimension exactement n − k, et posons :
Hk :=
⋃
Λ∈L¯k
Λ.
Ainsi W \V = H0  H1 = H  H2  · · ·  Hn = {0}.
Désormais on suppose k  1. Soit la projection ϕ : H → Y , (y, x) → y. Notons Yk := ϕ(Hk), et
αk := k11n−k  n. D’après le lemme 6.2, pour (y, x) ∈ H, la longueur du facteur f (y, x) est donnée par
la codimension de la strate de (y, x), d’où la propriété suivante :
Lemme 6.11. Soit (y, x) ∈ W \V . Alors (y, x) est dans Hk si et seulement si la multiplicité de x dans LL(y) est
supérieur ou égale à k.
Par conséquent : Yk = LL−1(Eαk ).
La partie Yk est donc ce que l’on avait noté Yλ dans la partie 5, dans le cas où λ est la partition
primitive αk . En particulier, comme K = LL−1(Eα2 ), on obtient Y2 = K.
7. Composantes connexes par arcs de Y 0k
D’après le théorème 5.5, pour étudier les orbites d’Hurwitz primitives, il est intéressant d’identiﬁer
les composantes connexes par arcs de Y 0k . Pour cela, on commence par déterminer les composantes
irréductibles de Yk .
7.1. Composantes irréductibles de Hk et de Yk
On va d’abord montrer que les strates de L¯k sont les composantes irréductibles de Hk .
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topologie de Zariski.
Démonstration. Pour p, c’est le théorème de Chevalley : OV  C[v1, . . . , vn], OW \V  C[ f1, . . . , fn],
et OV est un OW \V -module libre de rang |W |.
Pour ϕ , on a OY = C[ f1, . . . , fn] et OH = C[ f1, . . . , fn]/(), avec  = f nn + a2 f n−2n + · · · + an et
ai ∈ C[ f1, . . . , fn−1]. En particulier, fn est entier sur ϕ∗(OY ). Donc ϕ∗ fait de OH un OY -module
libre de rang n. 
Par conséquent, les strates de L¯, images par p des plats dans V , sont fermées, et irréductibles (car
l’image d’un irréductible par un morphisme algébrique est irréductible). D’où :
Corollaire 7.2. Pour tout k 1, les composantes irréductibles du fermé Hk sont les strates Λ de L¯k.
Par ϕ , continue et fermée, on peut envoyer ces strates dans Yk = ϕ(Hk). On a ainsi Yk =⋃
Λ∈L¯k ϕ(Λ), avec les ϕ(Λ) fermés irréductibles dans Y .
Commençons par le cas k = 1, qui correspond aux classes de conjugaison de réﬂexions de ncpW .
En utilisant le théorème 5.1, on obtient le résultat suivant.
Proposition 7.3. Soit Λ ∈ L¯1 . Alors, pour tout y ∈ Y − K, au moins un des facteurs de fact(y) a pour classe
de conjugaison Λ.
Par conséquent, pour tout Λ ∈ L¯1 , on a : ϕ(Λ) = Y .
Démonstration. D’après la surjectivité de l’application fact, toute réﬂexion de ncpW apparaît dans
une factorisation fact(y). Donc, par transitivité de l’action d’Hurwitz sur Red(c), si ξ ∈ fact(Y − K),
alors toutes les classes de conjugaison de réﬂexions de ncpW apparaissent dans ξ . En effet, l’ensemble
des classes de conjugaison de réﬂexions faisant partie d’une décomposition réduite est invariant par
l’action d’Hurwitz.
Soit y ∈ Y . Quitte à désingulariser, on peut trouver y′ ∈ Y − K tel que fact(y′) soit un raﬃnement
de fact(y). Soit Λ ∈ L¯1, alors fact(y′) contient un facteur de type Λ, donc il existe x dans LL(y) tel
que f (y, x) soit multiple (pour ) d’une réﬂexion de type Λ, d’où (y, x) ∈ Λ, et y ∈ ϕ(Λ). 
Désormais on suppose k 2.
Proposition 7.4. Les ϕ(Λ), pour Λ ∈ L¯k, sont distincts deux à deux, et sont les composantes irréductibles
de Yk.
Démonstration. D’après la discussion précédente, il suﬃt de montrer que si Λ,Λ′ ∈ L¯k , avec Λ = Λ′ ,
alors ϕ(Λ)  ϕ(Λ′).
La strate ouverte Λ0 correspond à une classe de conjugaison de sous-groupe parabolique de rang k.
Soit cΛ un élément de Coxeter parabolique, divisant c, de type Λ. Complétons avec n − k réﬂexions
pour obtenir une factorisation complète : ξ = (cΛ, sk+1, . . . , sn). Alors, par 5.1, il existe y dans Y , tel
que fact(y) = ξ , et que LL(y) ait n − k + 1 points distincts. Soit x le point multiple dans LL(y) ; alors
(y, x) ∈ Λ0 puisque l’élément de Coxeter parabolique associé à x est de type Λ. D’où : y ∈ ϕ(Λ).
Supposons que y ∈ ϕ(Λ′) ; alors il existe x′ tel que (y, x′) ∈ Λ′ . Donc, dans fact(y) = ξ , on doit
trouver un élément de type Λ′′ ⊆ Λ′ , de longueur supérieure ou égale à k ; or, dans fact(y), seul cΛ
convient, et il est de type Λ  Λ′ . D’où y /∈ ϕ(Λ′), ce qui conclut la preuve. 
7.2. Connexité par arcs
Notons comme plus haut Y 0k := LL−1(E0α ), et pour Λ ∈ L¯k , ϕ(Λ)0 := ϕ(Λ) ∩ Y 0k .k
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long est de type Λ. Alors, en vertu du lemme 6.10, on a :
ϕ(Λ)0 = fact−1(factΛαk (c)).
Ainsi Y 0k =
⊔
Λ∈L¯k ϕ(Λ)
0. D’après la surjectivité de fact, ϕ(Λ)0 est un ouvert (de Zariski) non vide
de ϕ(Λ).
Proposition 7.5. Pour tout Λ ∈ L¯k, ϕ(Λ)0 est connexe par arcs.
Démonstration. C’est un fait général, mais non trivial, que tout ouvert de Zariski d’une variété algé-
brique complexe irréductible est connexe par arcs. Dans le cas présent on peut cependant donner une
démonstration explicite. Soit Λ ∈ L¯k , et soit L ∈ L tel que p(L) = Λ. Notons Ω = L∩ (ϕ ◦ p)−1(ϕ(Λ)0).
Comme p : V → W \V et ϕ : W \V → Y sont des morphismes algébriques, Ω est un ouvert de Zariski
de L. Comme L est un espace vectoriel sur C, la connexité par arcs de Ω est alors évidente. D’autre
part, ϕ(Λ)0 = ϕ ◦ p(Ω), avec ϕ ◦ p continue, donc ϕ(Λ)0 est connexe par arcs. 
En utilisant le théorème 5.5, on va en déduire aisément que les ϕ(Λ)0, pour Λ ∈ L¯k , sont bien les
composantes connexes par arcs de Y 0k .
8. Forte conjugaison, et cas des réﬂexions
Théorème 8.1. Soit k ∈ {2, . . . ,n}. Alors :
– les parties ϕ(Λ)0 , pour Λ ∈ L¯k, sont les composantes connexes par arcs de Y 0k ;
– les ensembles fact(ϕ(Λ)0) = factΛαk (c) sont les orbites d’Hurwitz sous Bn−k+1 de fact(Y 0k ) = factαk (c).
Par conséquent, deux éléments de ncpW de longueur k sont fortement conjugués si et seulement s’ils sont
conjugués.
Démonstration. Soient y ∈ ϕ(Λ)0 et y′ ∈ ϕ(Λ′)0, avec Λ,Λ′ ∈ L¯k . Si y et y′ sont reliés par un che-
min dans Y 0k , alors, par le théorème 5.5, fact(y) et fact(y
′) sont dans la même orbite d’Hurwitz, donc
leurs éléments longs sont conjugués, i.e. Λ = Λ′ (par lemme 6.10). Donc la proposition 7.5 implique
que les ϕ(Λ)0 sont les composantes connexes par arcs de Y 0k . Les orbites d’Hurwitz de fact(Y
0
k ) sont
alors directement données par le théorème 5.5.
Enﬁn, la propriété de forte conjugaison vient du fait qu’une factorisation de forme αk est dans
fact(ϕ(Λ)0) si et seulement si son facteur long est de type Λ. 
Pour conclure la preuve du théorème 2.5, il reste à déterminer les classes de conjugaison forte de
réﬂexions :
Théorème 8.2. Soient r, r′ deux réﬂexions de ncpW . Si r et r′ sont conjuguées, alors r et r′ sont fortement
conjuguées dans ncpW .
Remarque 8.3. Cette propriété apporte une précision intéressante concernant l’action d’Hurwitz de Bn
sur Red(c) : si r1, r′1 ∈ ncpW sont deux réﬂexions conjuguées, et si (r1, r2, . . . , rn) et (r′1, r′2, . . . , r′n)
sont deux décompositions réduites de c, alors il existe une tresse de Bn , pure par rapport au premier
brin, qui transforme l’une en l’autre (cf. remarque 2.4 sur le lien entre forte conjugaison et action
d’Hurwitz).
Démonstration. Considérons ϕ : H → Y , (y, x) → y. Notons H′ := ϕ−1(Y − K). Alors la restriction
ϕ′ : H′ → Y − K est un revêtement non ramiﬁé à n feuillets (continuité des racines d’un polynôme à
racines simples).
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tels que fact(y) = (r, r2, . . . , rn) et fact(y′) = (r′, r′2, . . . , r′n). On peut supposer que LL(y) = LL(y′) ; soit
x leur élément minimal pour lex (correspondant à r et r′). Soit Λ la strate de L¯1 correspondant
à la classe de conjugaison de r et r′ . D’après le lemme 6.10, (y, x) et (y′, x) sont dans Λ0. Plus
précisément, (y, x) et (y′, x) sont dans Λ ∩ H′ , que l’on va noter Λ′ .
Notons que Λ′ est un ouvert de Zariski de Λ, donc est connexe par arcs, par le même argument
que pour la proposition 7.5. Par conséquent, on peut relier (y, x) et (y′, x) par un chemin γ dans H′ .
Celui-ci se projette en un chemin dans Y − K, et détermine via LL un lacet dans Eregn . Ce lacet re-
présente une tresse β qui, par construction, stabilise le premier brin (x). Ainsi y′ = y · β par l’action
de monodromie, et fact(y′) = fact(y) · β par l’action d’Hurwitz. Comme β stabilise le brin (x), on en
déduit que r et r′ sont fortement conjugués, en vertu de la remarque 2.4. 
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