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DE´GE´NERESCENCE LOCALE DES TRANSFORMATIONS
CONFORMES PSEUDO-RIEMANNIENNES
CHARLES FRANCES
Re´sume´. Nous e´tudions l’ensemble Conf(M,N) des immersions con-
formes entre deux varie´te´s pseudo-riemanniennes (M, g) et (N,h). Nous
caracte´risons notamment l’adhe´rence de Conf(M,N) dans l’espace des
fonctions continues C0(M,N), et de´crivons quelques proprie´te´s ge´ome´-
triques de (M, g) lorsque cette adhe´rence est non vide.
1. Introduction
Cet article porte sur l’e´tude de l’ensemble Conf(M,N) des immersions con-
formes lisses, entre deux varie´te´s connexes pseudo-riemanniennes (M,g) et
(N,h), e´galement lisses, de meˆme signature (p, q). Il s’agit des immersions
f :M → N qui satisfont f∗h = eσg, avec σ une fonction lisse surM . On sera
particulie`rement inte´resse´ par les manie`res dont peuvent de´ge´ne´rer de telles
immersions conformes, autrement dit, par “l’infini” de Conf(M,N). Un
moyen de comprendre cet infini consiste a` de´crire l’adhe´rence de Conf(M,N)
dans C0(M,N), l’espace des applications continues de M dans N , que l’on
munit de la topologie de la convergence uniforme sur les compacts de M .
Lorsque l’on est en pre´sence de deux varie´te´s riemanniennes (M,g) et (N,h)
de meˆme dimension n ≥ 2, on dispose de re´sultats tre`s ge´ne´raux, prouve´s par
J. Ferrand dans [F2], qui traitent de l’ensemble QK(M,N) des plongements
K-quasi-conformes entre (M,g) et (N,h), ou` K ≥ 1 (voir e´galement les
travaux [G] et [V] dans le cadre de l’espace euclidien). Il ressort essentielle-
ment des the´ore`mes A, B et C de [F2], que si une suite (fk) de QK(M,N)
admet une limite f dans C0(M,N), alors f appartient a` QK(M,N) ou f est
une application constante. De plus, si l’on est dans ce dernier cas, la varie´te´
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(M,g) est K-quasi-conforme a` un ouvert de Rn. Autrement dit, les appli-
cations quasi-conformes entres varie´te´s riemanniennes de´ge´ne`rent comme le
font les transformations de Mo¨bius.
Notre objectif est de comprendre ce qu’il advient en signature quelconque,
pour les immersions conformes, donc sans hypothe`se d’injectivite´, mais en
se limitant aux applications lisses, et a` la dimension ≥ 3. On travaille donc
dans le contexte des structures ge´ome´triques rigides.
Notre premier re´sultat caracte´rise les familles normales de Conf(M,N),
c’est-a`-dire celles qui sont relativement compactes dans C0(M,N). Nous
allons en fait donner un crite`re local simple, qui assure la relative compacite´
au sein des applications lisses.
The´ore`me 1.1. Soient (M, [g]) et (N, [h]) deux structures conformes pseudo-
riemanniennes de signature (p, q), p+q ≥ 3. Soit F une famille d’immersions
conformes lisses de (M, [g]) dans (N, [h]). On suppose qu’il existe x ∈ M
tel que :
(1) L’ensemble E := {f(x) | f ∈ F} est relativement compact dans N .
(2) La famille F est e´quicontinue en x.
Alors il existe un ouvert U ⊂ M contenant x tel que F|U soit relativement
compacte dans C∞(U,N), pour la topologie de la convergence C∞ sur les
compacts de U .
On veut maintenant de´crire quelles applications peuvent apparaˆıtre dans
l’adhe´rence de Conf(M,N) dans C0(M,N). Le the´ore`me 1.1 assure de´ja` que
ces applications sont ne´cessairement lisses. On peut en fait dire beaucoup
plus graˆce au the´ore`me ci-dessous. Nous rappelons qu’une sous-varie´te´ Σ
de (M,g) est dite de´ge´ne´re´e lorsque la restriction de g a` Σ est de´ge´ne´re´e.
Si x ∈ Σ, le radical isotrope en x est le plus grand sous-espace de TxΣ sur
lequel la forme gx s’annule. La varie´te´ Σ est dite totalement isotrope lorsque
la restriction de g a` Σ est identiquement nulle. Dans le cadre riemannien,
les sous-varie´te´s de´ge´ne´re´es sont les points. Enfin, la notion de sous-varie´te´
totalement ge´ode´sique conforme sera introduite en Section 3.3.
The´ore`me 1.2. Soient (M, [g]) et (N, [h]) deux structures conformes pseudo-
riemanniennes de signature (p, q) , p + q ≥ 3. Soit fk : (M, [g]) → (N, [h])
une suite d’immersions conformes lisses qui converge uniforme´ment sur les
compacts de M vers une application f ∈ C0(M,N). Alors l’application f
est de classe C∞ et de rang constant, et la convergence de (fk) vers f est
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C∞ sur les compacts de M . De plus, on est dans exactement l’un des trois
cas suivants :
(1) L’application f appartient a` Conf(M,N).
(2) L’application f est constante. Dans ce cas, (M,g) est localement
conforme´ment Ricci-plate.
(3) (a) Localement, f est une submersion sur une sous-varie´te´ lisse,
totalement isotrope de N .
(b) Les fibres de f sont des sous-varie´te´s totalement ge´ode´siques
conformes, qui sont de´ge´ne´re´es. Le radical isotrope de ces fibres
a pour dimension le rang de f .
Dans le cadre riemannien, le cas (3) ne peut pas se produire. On retrouve que
la limite d’une suite d’immersions conformes riemanniennes est soit une im-
mersion conforme, soit une application constante. En signature lorentzienne,
les limites possibles de suites d’immersions conformes sont soit des immer-
sions conformes, soit des applications constantes, soit des submersions sur
une ge´ode´sique de lumie`re de (N,h), dont les fibres sont des hypersurfaces
de´ge´ne´re´es, totalement ge´ode´siques conformes, de (M,g).
Dans tous les cas, l’e´nonce´ pre´ce´dent montre que lorsque Conf(M,N) n’est
pas ferme´ dans C0(M,N), la varie´te´ (M,g) pre´sente des proprie´te´s ge´ome´-
triques inte´ressantes. Dans les cadres riemanniens et lorentziens, on peut
pre´ciser ces re´sultats pour obtenir :
The´ore`me 1.3. Soient (M, [g]) et (N, [h]) deux structures pseudo-rieman-
niennes de meˆme signature (p, q), p + q ≥ 3. On suppose que Conf(M,N)
n’est pas ferme´ dans C0(M,N). Alors :
(1) Si (M, [g]) est riemannienne, elle est localement conforme´ment plate.
(2) Si (M, [g]) est lorentzienne, alors elle est localement conforme´ment
Ricci-plate. Si de plus l’adhe´rence de Conf(M,N) dans C0(M,N)
contient une application constante, alors (M, [g]) est localement con-
forme´ment plate.
Enfin, notre dernier the´ore`me est de nature dynamique. E´tant donne´e une
suite (fk) de Conf(M,N) qui converge dans C
0(M,N) vers une application
f , le The´ore`me 1.2 nous dit que les fibres de f sont des sous-varie´te´s de M .
Si x et y sont dans la meˆme fibre, alors fk(x) et fk(y) ont bien entendu
la meˆme limite. La question est maintenant de savoir “a` quelle vitesse” les
points fk(x) et fk(y) se rapprochent. Le re´sultat qui suit peut eˆtre vu comme
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un pendant conforme de [Ze1, The´ore`mes 1.1 et 1.2], et donne l’existence de
“vitesses critiques” naturellement associe´es a` la suite (fk), qui de´finissent a`
leur tour des sous-feuilletages totalement ge´ode´siques conformes des fibres de
f . Avant de donner l’e´nonce´ pre´cis, rappelons que si (ak) et (bk) sont deux
suites de re´els positifs, alors ak = Θ(bk) signifie qu’il existe deux constantes
C1, C2 > 0 telles que pour k suffisamment grand :
C1bk ≤ ak ≤ C2bk.
Par ak = O(bk), on entend qu’il existe C > 0 tel que pour k suffisamment
grand, ak ≤ Cbk.
The´ore`me 1.4. Soit (fk) une suite de Conf(M,N) qui converge uniforme´-
ment sur les compacts de M vers une application limite f . Quitte a` rem-
placer (fk) par une suite extraite, il existe :
• Un entier s ≥ 1 et une filtration de TM , F0 = {0} ( F1 (
. . . ( Fs−1 ( TM , qui s’inte`gre en s feuilletages lisses totalement
ge´ode´siques conformes de M , F0 ( . . . ( Fs−1.
• Des suites convergentes µ1(k), . . . , µs(k) de R
∗
+, ve´rifiant µj(k) =
O(µj+1(k)) pour j ∈ {1, . . . , s − 1}, et des entiers n1, . . . , ns de N
∗
avec n1 + . . . + ns = n, tels que pour tout k ∈ N, la matrice

µ1(k)In1 0
. . .
0 µs(k)Ins


pre´serve la classe conforme de la forme quadratique 2x1xp+q + . . .+
2xpxq+1 +Σ
q
p+1x
2
i ,
satisfaisant les proprie´te´s suivantes :
(1) (a) Un vecteur non nul u ∈ TxM appartient a` TxM \Fs−1(x), si et
seulement si pour toute suite (uk) de TxM qui converge vers u,
||Dxfk(uk)|| = Θ(µs(k)).
(b) Un vecteur non nul u ∈ TxM appartient a` Fj(x) \ Fj−1(x),
j = 1, . . . s− 1, si et seulement si les deux conditions ci-dessous
sont satisfaites :
(i) Pour toute suite (uk) de TxM qui converge vers u,
µj(k) = O(||Dxfk(uk)|).
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(ii) Il existe une suite (uk) de TxM qui converge vers u telle
que ||Dxfk(uk)|| = Θ(µj(k)).
(2) Chaque x ∈M admet un voisinage Ux tel que la feuille locale F
loc
j (x)
de x dans Ux soit caracte´rise´e par :
(a) Un point y appartient a` Ux \ F
loc
s−1(x) si et seulement si pour
toute suite (yk) de Ux qui converge vers y, d(fk(x), fk(yk)) =
Θ(µs(k)).
(b) Un point y appartient a` F locj (x) \ F
loc
j−1(x), j = 1, . . . s− 1, si et
seulement si les deux conditions ci-dessous sont satisfaites :
(i) Pour toute suite (yk) de Ux qui converge vers y,
µj(k) = O(d(fk(x), fk(yk))).
(ii) Il existe une suite (yk) de Ux qui converge vers y telle que
d(fk(x), fk(yk)) = Θ(µj(k)).
Nous verrons en Section 8 que l’entier s, les sous-varie´te´s F locj (x) et les suites
µj(k), s’ils ve´rifient les conclusions 2 (a), (b) du the´ore`me, sont uniques.
2. Pre´requis alge´briques et ge´ome´triques
2.1. L’univers d’Einstein. Nous commenc¸ons par de brefs rappels ge´ome´-
triques sur l’espace mode`le conforme´ment plat de signature (p, q). Pour une
e´tude plus de´taille´e, nous renvoyons le lecteur a` [BCDGM] ou [Fr2].
Soit Rp+1,q+1 l’espace Rp+q+2 muni de la forme quadratique :
Qp+1,q+1(x) := 2x0xp+q+1 + ...+ 2xpxq+1 +Σ
q
p+1x
2
i
Le coˆne isotrope de cette forme quadratique est note´ N p+1,q+1. La restric-
tion de Qp+1,q+1 fournit une me´trique de´ge´ne´re´e sur N p+1,q+1 \ {0}, dont le
noyau est de dimension 1, et est tangent aux ge´ne´ratrices du coˆne N p+1,q+1.
Ainsi, le projectivise´ P(N p+1,q+1\{0}) est une sous-varie´te´ lisse deRPp+q+1,
naturellement munie d’une classe conforme de me´triques non de´ge´ne´re´es, de
signature (p, q). On appelle univers d’Einstein de signature (p, q), et l’on
note Einp,q, cette varie´te´ compacte P(N p+1,q+1 \ {0}) munie de la structure
conforme ci-dessus.
L’espace Ein0,q n’est autre que la sphe`re Sq munie de la classe conforme de
la me´trique “ronde” gSq . Pour p ≥ 1, le produit S
p × Sq, muni de la classe
conforme de la me´trique produit −gSp ⊕ gSq , est un reveˆtement double,
conforme, de Einp,q.
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Soit O(p + 1, q + 1) le groupe des transformations line´aires qui laissent
Qp+1,q+1 invariante. L’action naturelle de O(p+1, q+1) sur Einp,q pre´serve
la structure conforme de Einp,q, et il s’ave`re que O(p + 1, q + 1) est tout le
groupe des diffe´omorphismes conformes de Einp,q (voir [Fr2] ou [S], ainsi que
les re´fe´rences de [KR]).
Dans tout l’article nous appellerons o le point de Einp,q correspondant a`
[e0]. Son stabilisateur P ⊂ O(p + 1, q + 1) est un sous-groupe parabolique
isomorphe au produit semi-direct (R∗+×O(p, q))⋉R
p,q, avec n = p+ q. Du
point de vue conforme, Einp,q est donc l’espace homoge`ne O(p+1, q+1)/P .
2.2. L’alge`bre de Lie g = o(p + 1, q + 1). L’alge`bre de Lie o(p+ 1, q + 1)
est compose´e des matrices X de taille (p+ q + 2)× (p+ q + 2) qui satisfont
l’identite´ :
XtJp+1,q+1 + Jp+1,q+1X = 0.
Ici, Jp+1,q+1 est la matrice dans la base (e0, . . . , en+1) de la forme quadra-
tique Qp+1,q+1.
L’alge`bre o(p + 1, q + 1) s’e´crit comme une somme n− ⊕ z⊕ s⊕ n+, ou` :
z =



 a 00
−a

 : a ∈ R


s =



 0 0M
0

 : M ∈ o(p, q)


n+ =



 0 −x
t.Jp,q 0
0 x
0

 : x ∈ Rp,q


n− =



 0x 0
0 −xt.Jp,q 0

 : x ∈ Rp,q


On notera e´galement r = z ⊕ s. Par N+, N− et Z, on de´signera les sous-
groupes connexes de O(p + 1, q + 1) dont l’ale`bre de Lie est n+, n− et z
respectivement. Il existe par ailleurs dans O(p + 1, q + 1) un sous-groupe
isomorphe a` O(p, q), dont l’alge`bre de Lie est s : il sera note´ S. Enfin, on
DE´GE´NERESCENCE LOCALE 7
appelera R le produit Z × S, dont l’alge`bre de Lie est r. Ce groupe est
isomorphe au produit R∗+ ×O(p, q).
Dans o(p + 1, q + 1), on appelle a l’alge`bre constitue´e des matrices :
a =




α1
. . .
αp+1
0q−p
−αp+1
. . .
−α1


: α1, . . . , αp+1 ∈ R


.
Dans l’expression ci-dessus, 0q−p de´signe la matrice nulle de taille q− p. On
appelle a+ le sous-ensemble de a pour lequel α1 ≥ . . . ≥ αp+1 ≥ 0, et l’on
pose A+ := ea
+
(l’image de a+ par l’exponentielle dans O(p + 1, q + 1)).
2.3. Le groupe parabolique P. Le groupe P est le stabilisateur du point
o = [e0] dans O(p+1, q+1). Il s’agit du sous-groupe (Z× S)⋉N
+ ⊂ O(p+
1, q + 1). Comme nous l’avons vu, il est isomorphe au produit semi-direct
(R∗+×O(p, q))⋉R
p,q, i.e au groupe conforme de l’espace Rp,q. Cet isomor-
phisme n’est pas fortuit. Il existe en effet une immersion conforme j : Rp,q →
Einp,q, appele´e projection ste´re´ographique, et donne´e en coordonne´es projec-
tives par la formule x = (x1, . . . , xn) 7→ [−
Qp,q(x)
2 , x1, . . . , x2, 1]. L’image
j(Rp,q) est le comple´mentaire dans Einp,q du coˆne de lumie`re passant par o.
2.3.1. Le groupe P comme groupe de transformations affines. L’application
j conjugue l’action naturelle de P sur le comple´mentaire du coˆne de lumie`re
issu de o, a` l’action affine de (R∗+ × O(p, q)) ⋉ R
p,q sur Rp,q. Graˆce a` la
projection ste´re´ographique j, on verra souvent les e´le´ments de P comme des
transformations affines de Rp,q, note´es A + T , ou` A ∈ R∗+ × O(p, q) est la
partie line´aire, et T ∈ Rp,q le facteur translation.
Vu comme e´le´ment de O(p + 1, q + 1), une translation de vecteur v ∈ Rp,q
admet l’expression :
(1) n+(v) :=

 1 −v
t.Jp,q −
Qp,q(v)
2
1 v
1

 .
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L’ensemble des translations forme le groupeN+, d’alge`bre de Lie n+. L’appli-
cation n+ : Rp,q → N+ est un isomorphisme de groupes.
Vu dans O(p + 1, q + 1), un e´le´ment λA ∈ R∗+ ×O(p, q) s’exprime comme :
(2)

 λ 0 00 A 0
0 0 1
λ

 .
Par ces identifications, un e´le´ment h =


α1
. . .
αp+1
Iq−p
1
αp+1
. . .
1
α1


de A+ est la transformation line´aire diagonale :
h = α1


α2
. . .
αp+1
Iq−p
1
αp+1
. . .
1
α2


,
agissant sur Rp,q. On note : h = diag (λ1, . . . , λn), avec λ1 ≥ . . . ≥ λn ≥ 1.
Il est a` noter que l’action adjointe (Ad h) restreinte a` n− se fait via la
transformation diag ( 1
λ1
, . . . , 1
λn
).
Dans tout l’article, on adoptera tantoˆt la notation h ∈ R, lorsque h est vu
comme un e´le´ment de O(p+1, q+1), tantoˆt h ∈ R∗+×O(p, q) pour signifier
que l’on voit h comme une transformation line´aire de l’espace Rp,q.
3. Ge´ome´trie sur le fibre´ de Cartan associe´ a` une structure
conforme
Nous commenc¸ons par rappeler l’interpre´tation des structures conformes
pseudo-riemanniennes de dimension supe´rieure ou e´gale a` 3 en termes de
ge´ome´trie de Cartan.
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3.1. Le proble`me d’e´quivalence. Soit G un groupe de Lie, P ⊂ G un
sous-groupe ferme´, et X = G/P . On appelle ge´ome´trie de Cartan modele´e
sur X la donne´e d’un triplet (M,Mˆ, ω), ou` :
(1) M est une varie´te´ de meˆme dimension que X.
(2) πM : Mˆ →M est un P fibre´ principal au-dessus de M .
(3) la forme ω est une 1-forme a` valeurs dans g, satisfaisant les proprie´te´s
suivantes :
• Pour chaque xˆ ∈ Mˆ , ωxˆ : TxˆMˆ → g est un isomorphisme
d’espaces vectoriels.
• Pour tout X ∈ g et xˆ ∈ Mˆ , ωxˆ(
d
dt t=0
RetX .xˆ) = X.
• Pour tout p ∈ P, (Rp)
∗ω = (Ad p−1).ω.
Ici, Rp de´signe l’action a` droite de p ∈ P sur Mˆ , et e
tX est l’exponentielle
dans le groupe G. Une 1-forme ω comme ci-dessus s’appelle une connexion
de Cartan sur Mˆ .
Il faut penser a` une ge´ome´trie de Cartan comme un analogue courbe du
mode`le plat (X, G, ωG) ou` ωG est la forme de Maurer-Cartan sur G.
Prenons a` pre´sent l’exemple de l’espace homoge`ne X := Einp,q = O(p+1, q+
1)/P , et d’une ge´ome´trie de Cartan (M,Mˆ, ω) modele´e sur Einp,q. Pour tout
x ∈M et xˆ ∈ Mˆ au-dessus de x, il existe un isomorphisme naturel :
ιxˆ : g/p→ TxM
de´fini par ιxˆ(ξ) := DxˆπM (ω
−1
xˆ (ξ)), ou` ξ est un repre´sentant quelconque dans
g de la classe ξ ∈ g/p. L’isomorphisme ιxˆ satisfait la relation d’e´quivariance :
(3) ιxˆ.p−1((Ad p).ξ) = ιxˆ(ξ), ∀p ∈ P.
Soit λp,q une me´trique de signature (p, q) sur n−, qui soit (Ad S)-invariante
(notons qu’une telle me´trique est unique a` multiplication par un scalaire
pre`s). Alors C = [λp,q] est l’unique classe conforme de produits scalaires de
signature (p, q) qui soit (Ad P )-invariante sur g/p, ιxˆ(C) de´finit une classe
conforme de signature (p, q) sur TxM , inde´pendante du choix de xˆ ∈ Mˆ au-
dessus de x. Autrement-dit, une ge´ome´trie de Cartan (M,Mˆ, ω) modele´e
sur Einp,q de´finit une classe conforme [g] de me´triques de signature (p, q) sur
M .
Le fibre´ Mˆ e´tant fixe´, il existe a priori beaucoup de connexions de Cartan
ω de´finissant la classe [g] sur M . De meˆme que dans le contexte me´trique, il
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existe une unique connexion compatible sans torsion (la connexion de Levi-
Civita), il existe un choix de normalisation ade´quat qui rend ω unique (voir
la Section 3.1.1 ci-dessous). Pre´cise´ment, voir [Sh, chap. 7, Prop. 3.1 p.285],
[Ko], on peut e´noncer le :
The´ore`me 3.1 (E. Cartan). Soit (M, [g]) une structure conforme pseudo-
riemannienne de signature (p, q), p + q ≥ 3. Alors il existe une unique
ge´ome´trie de Cartan (M,Mˆ, ω) normale, modele´e sur Einp,q, de´finissant la
structure conforme (M, [g]) par la proce´dure ci-dessus. En particulier, tout
diffe´omorphisme conforme local φ sur M se remonte en un automorphisme
local de fibre´ (renote´ φ) qui pre´serve ω.
Dans la suite, si (M, [g]) est une structure conforme pseudo-riemannienne
de dimension n ≥ 3, nous appellerons le triplet (M,Mˆ, ω) donne´ par le
the´ore`me 3.1, le fibre´ normal de Cartan de´fini par (M, [g]).
3.1.1. Courbure conforme et connexion normale. Pour une ge´ome´trie de
Cartan (M,Mˆ, ω) modele´e sur un espace X = G/P , on a une notion de
courbure K de´finie, pour tout couple de champs de vecteurs Xˆ et Yˆ sur Mˆ
par (voir [Sh] p.176, p. 191) :
K(Xˆ, Yˆ ) := dω(Xˆ, Yˆ ) + [ω(Xˆ), ω(Yˆ )].
En particulier, si Xˆ et Yˆ sont ω-constants, on obtient :
(4) K(Xˆ, Yˆ ) = [ω(Xˆ), ω(Yˆ )]− ω([Xˆ, Yˆ ]).
Par ailleurs, en un point ou` Xˆ ou Yˆ est tangent aux fibres de Mˆ , la courbure
s’annule. On peut donc e´galement voir la courbure comme une application
κ : Mˆ → Hom (Λ2(g/p), g). Cette fonction courbure s’annule au-dessus d’un
ouvert U ⊂ M si et seulement si cet ouvert est localement conforme´ment
plat.
L’application κ satisfait la relation d’e´quivariance :
(5) (Ad p−1).κxˆ.p−1((Ad p).ξ, (Ad p).η) = κxˆ(ξ, η).
Dans le cas ou` (M,Mˆ, ω) est le fibre´ normal de Cartan d’une structure
conforme pseudo-riemannienne (M, [g]), alors la condition de normalisation
sur ω dit deux choses : d’une part que la fonction courbure κ, au lieu d’eˆtre
a` valeurs dans Hom (Λ2(g/p), g) est a` valeurs dans Hom (Λ2(g/p), s ⊕ n+),
et d’autre part que la composante κs est dans le noyau de l’homomorphisme
de Ricci (voir [Sh] p.280, et la Prop. 3.1 p.285). Cette composante κs de
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κ sur s correspond au tenseur de Weyl W sur la varie´te´ M ([Sh] p.236 et
p.290), via la formule : Wy(u, v)w = [κs(ι
−1
yˆ (u), ι
−1
yˆ (v)), ι
−1
yˆ (w)].
3.2. Application exponentielle conforme. Le choix d’un e´le´ment Z dans
g = o(p+1, q+1) de´finit naturellement un champ de vecteurs Zˆ sur Mˆ par
la relation ω(Zˆ) = Z. Si Z ∈ g, on note ψtZ le flot local engendre´ sur Mˆ par
le champ Zˆ. En chaque xˆ ∈ Mˆ , on de´finit Wxˆ ⊂ g l’ensemble des Z tels que
ψtZ est de´fini pour t ∈ [0, 1] en xˆ. On de´finit l’application exponentielle en
xˆ :
exp(xˆ, ) :Wxˆ → Mˆ
par :
exp(xˆ, Z) := ψ1
Zˆ
.xˆ
Il est standard de montrer queWxˆ est un voisinage de 0, et que l’application
ξ 7→ exp(xˆ, ξ) re´alise un diffe´omorphisme d’un voisinage Vxˆ ⊂ Wxˆ contenant
0 sur un voisinage de xˆ dans Mˆ .
3.2.1. Application exponentielle et immersions conformes. Soient (M, [g]) et
(N, [h]) deux structures pseudo-riemanniennes de signature (p, q), p+ q ≥ 3.
On appelle (M,Mˆ, ωM ) et (N, Nˆ, ωN ) les fibre´s normaux de Cartan associe´s.
Pour ne pas alourdir les notations, on appellera indistinctement exp les
applications exponentielles sur Mˆ et Nˆ . Soit f est une immersion conforme
de (M, [g]) dans (N, [h]). Alors f se remonte en une immersion, renote´e f , du
fibre´ (M,Mˆ, ω) dans le fibre´ (N, Nˆ, ωN ), qui satisfait de plus f∗(ωN ) = ωM .
Soit Z ∈ g, et Zˆ1 (resp. Zˆ2) le champ de vecteurs sur Mˆ (resp. sur Nˆ)
satisfaisant ωM (Zˆ1) = Z (resp. ω
N (Zˆ2) = Z). Alors f∗(Zˆ1) = Zˆ2, et si
p ∈ P, (Rp)∗(Zˆ) = Zˆp , ou` Zp := (Ad p
−1).Z. On en de´duit la proprie´te´
d’e´quivariance tre`s importante suivante. Pour tout ξ ∈ Wxˆ, et p ∈ P, on a
(Ad p).ξ ∈ Wf(xˆ).p−1 et :
(6) f(exp(xˆ, ξ)).p−1 = exp(f(xˆ).p−1, (Ad p).ξ).
3.3. Sous-varie´te´s totalement ge´ode´siques conformes. Dans toute cet-
te section, (M, [g]) de´signe une structure conforme pseudo-riemannienne de
dimension n ≥ 3, et de signature (p, q). On interpre`te cette structure con-
forme comme une ge´ome´trie de Cartan modele´e sur Einp,q, et l’on appelle
(M,Mˆ, ω) le fibre´ normal de Cartan.
La connexion de Cartan ω de´finit une notion de transport paralle`le sur le
fibre´ Mˆ : si α : [0, 1]→ Mˆ est une courbe lisse et si ξ ∈ g est un vecteur, alors
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ω−1
α(t)(ξ) de´finit un champ de vecteur le long de la courbe α, que l’on qualifiera
de “paralle`le”. Les courbes de Mˆ dont le vecteur tangent est paralle`le sont
les t 7→ exp(xˆ, ξ), xˆ ∈ Mˆ , ξ ∈ g. On de´finit les segments ge´ode´siques
conformes (parame´tre´s) de M comme les projections sur M de courbes de
la forme t 7→ exp(xˆ, ξ), xˆ ∈ Mˆ , ξ ∈ n− (noter que l’on se limite aux vecteurs
ξ horizontaux). Par exemple, sur la sphe`re standard riemannienne Sn, les
segments ge´ode´siques conformes sont les arcs de grands cercles, ainsi que
leurs images par les transformations de Mo¨bius. Nous ne de´taillerons pas
les proprie´te´s de ces courbes dans cet article (voir [CSZ], [F3]).
De manie`re ge´ne´rale, e´tant donne´ S ⊂ g un sous-espace vectoriel, on peut
se demander si la distribution de TMˆ de´finie par ω−1(S) admet une ou
plusieurs feuilles inte´grales. Autrement dit, existe-t-il une sous-varie´te´ Sˆ ⊂
Mˆ telle que ω(T Sˆ) = {S}; on dit alors que Sˆ est une sous-varie´te´ paralle`le
de Mˆ . Notons que ne´cessairement, si Sˆ est une sous-varie´te´ inte´grale de
ω−1(S) passant par xˆ, alors pour U un voisinage de 0 suffisamment petit,
exp(xˆ,S ∩ U) ⊂ Sˆ.
L’existence de sous-varie´te´s paralle`les de dimension > 1 traduit souvent des
proprie´te´s ge´ome´triques particulie`res de la structure conforme (M, [g]). A`
titre d’exemple, citons le :
Lemme 3.2. Si la distribution de TMˆ de´finie par ω−1(n−) admet une feuille
inte´grale Sˆ passant par xˆ ∈ Mˆ , alors il existe un ouvert de M contenant
x := πM (xˆ) qui est localement conforme´ment plat.
Preuve : soit Z1, . . . , Zn une base de n
−, et Zˆ1, . . . , Zˆn les champs ω-
constants de Mˆ associe´s, alors on a en chaque point yˆ de Sˆ la relation :
K(Zˆi, Zˆj) = [Zi, Zj ]− ω([Zˆi, Zˆj ]) = −ω([Zˆi, Zˆj ]).
Comme ω(T Sˆ) ⊂ n− par de´finition, on a qu’en chaque yˆ ∈ Sˆ, K(Zˆi, Zˆj) ∈
n−. La connexion de Cartan e´tant normale, sa courbure est a` valeurs dans
R⊕ o(p, q) ⊕ n+. On conclut que K = 0 sur Sˆ, et comme Sˆ se projette sur
un ouvert contenant πM (xˆ), le lemme s’ensuit. ♦
Par analogie avec les ge´ode´siques conformes, on va maintenant de´finir les
sous-varie´te´s totalement ge´ode´siques conformes deM comme des projections
sur M de certaines sous-varie´te´s paralle`les de Mˆ .
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De´finition 3.3 (Sous-varie´te´s totalement ge´ode´siques conformes). Soit Σ ⊂
M une sous-varie´te´. On dit que Σ est totalement ge´ode´sique conforme
lorsque :
• Il existe une sous-alge`bre de Lie h := n1 ⊕ p1 dans g, avec n1 ⊂ n
−,
p1 ⊂ p, telle que ω
−1(h) admette une feuille inte´grale Sˆ dans Mˆ .
• La sous-varie´te´ Σ s’e´crit Σ = πM (Sˆ).
Comme nous l’avons dit, il n’y a ge´ne´riquement pas de sous-vraie´te´ totale-
ment ge´ode´sique de dimension ≥ 2.
3.4. Existence locale de me´triques Ricci-plates dans la classe con-
forme. Soit (M,Mˆ, ω) le fibre´ normal de Cartan d’une varie´te´ pseudo-
riemannienne conforme (M, [g]). Nous avons vu au Lemme 3.2 que si h
est une sous-alge`bre de Lie de g, l’existence d’une feuille inte´grale a` la
distribution ω−1(h) sur TMˆ pouvait avoir des conse´quences ge´ome´triques
inte´ressantes. Un autre cas remarquable est donne´ par la proposition suiv-
ante :
Proposition 3.4. Si la distribution ω−1(n−⊕ s) admet une feuille inte´grale
Mˆ0 ⊂ Mˆ passant par xˆ ∈ Mˆ , alors il existe un voisinage U de x = πM (xˆ),
et une me´trique Ricci-plate dans la classe conforme [g]|U .
Preuve : dans la preuve, on va identifier g/p a` n−, via un isomorphisme
qui commute a` l’action adjointe de Z × S. On conside´rera alors ιxˆ comme
un isomorphisme entre n− et TxM . Apre`s cette identification, la relation :
(7) ιxˆ.p−1((Ad p).ξ) = ιxˆ(ξ)
est encore valable lorsque ξ ∈ n−, et p ∈ Z× S ⊂ P.
La feuille inte´grale Mˆ0, si elle est choisie maximale, est stable par l’action
a` droite de So sur Mˆ . Quitte a` prendre le sature´ par l’action de S, nous
supposerons dans ce qui suit que Mˆ0 est stable par l’action de S. Soit U
un voisinage de 0 dans g, assez petit pour que ξ 7→ πM (exp(xˆ, ξ)) soit un
diffe´omorphisme de U ∩ n− sur son image. On note Σˆ := exp(xˆ, n− ∩ U),
et Uˆ le sature´ de Σˆ par l’action de S; c’est un ouvert de Mˆ0 diffe´omorphe
au produit Σˆ × S. On pose e´galement U := πM (Σˆ), qui est un voisinage
de x := πM (xˆ). Les fibres de la restriction πM de πM a` Uˆ sont exactement
les orbites de S, et πM : Uˆ → U est un S-fibre´ principal (ou de manie`re
e´quivalente, un O(p, q)-fibre´ principal).
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La donne´e de la sous-varie´te´ Uˆ permet de de´finir une me´trique h sur U
comme suit : pour tout y ∈ U et u, v ∈ TyM, hy(u, v) := λ
p,q(ι−1yˆ (u), ι
−1
yˆ (v)).
Ve´rifions que h est de´finie sans ambigu¨ite´; si yˆ′ ∈ Uˆ est dans la meˆme fi-
bre que yˆ, alors yˆ′ = yˆ.p pour un e´le´ment p ∈ S. Alors par la relation
(15), pour tout u ∈ TyM , ι
−1
yˆ (u) = (Ad p).ι
−1
xˆ.p(u). Comme le produit λ
p,q
est invariant par l’action adjointe de S, on a bien λp,q(ι−1yˆ (u), ι
−1
yˆ (v)) =
λp,q(ι−1yˆ′ (u), ι
−1
yˆ′ (v)).
Soit Rˆ le fibre´ des repe`res orthonorme´s de h. Si (ξ1, . . . , ξn) est une base
orthonorme´e de n−, on de´finit un isomorphisme de fibre´s ϕ entre Uˆ et Rˆ de
la fac¸on suivante : pour yˆ ∈ Uˆ , on pose ϕ(yˆ) := (ιyˆ(ξ1), . . . , ιyˆ(ξn)).
Appelons maintenant ω˜ la restriction de la connexion de Cartan ω a` T Uˆ . Il
s’agit d’une connexion de Cartan sur le S-fibre´ Uˆ , a` valeurs dans n−⊕ s, qui
de´finit la me´trique h. Le point essentiel est que si Zˆi et Zˆj sont deux champs
de vecteurs ω-constants, avec ω(Zˆi) ∈ n
− et ω(Zˆj) ∈ n
−, alors de`s que yˆ ∈ Uˆ ,
les vecteurs Zˆi(yˆ), Zˆj(yˆ) et [Zˆi, Zˆj ](yˆ) appartiennent tous trois a` TyˆUˆ . On
en de´duit que les fonctions courbures κ : Mˆ → Hom (Λ2(n−), s ⊕ n+) et
κ˜ : Mˆ → Hom (Λ2(n−), n− ⊕ s) de ω˜, co¨ıncident sur Uˆ . Ainsi, si κs est la
composante selon s de κ, on a κ = κs = κ˜ en restriction a` Sˆ. La premie`re
conse´quence est que κ˜ est en fait a` valeurs dans Hom (Λ2(n−), s), ce qui sig-
nifie qu’elle est sans torsion. C’est donc que ω˜ est la connexion de Levi-Civita
de h (voir [Sh] chap 6. pour une pre´sentation du “proble`me” d’e´quivalence
dans le cadre me´trique). Maintenant, le fait que κs = κ˜ sur Uˆ signifie que
sur U , le tenseur de courbure de h co¨ıncide avec le tenseur de Weyl. En
effet, le premier est donne´ par Ry(u, v)w = [κ˜yˆ(ι
−1
yˆ (u), ι
−1
yˆ (v)), ι
−1
yˆ (w)], tan-
dis que le second s’exprime comme Wy(u, v)w = [κr(ι
−1
yˆ (u), ι
−1
yˆ (v)), ι
−1
yˆ (w)].
La courbure de Ricci de h doit alors s’annuler (voir [?] The´ore`me 1.114, p.
47, et [Sh] Proposition 1.4, p. 229 pour la de´composition de l’espace des
tenseurs de courbure en composantes irre´ductibles sous l’action de O(p, q)).
♦
4. Familles normales d’immersions conformes
Dans toute cette section, (M, [g]) et (N, [h]) de´signent deux structures con-
formes pseudo-riemanniennes de meˆme signature (p, q), avec p + q ≥ 3.
Jusqu’a` la fin de l’article, on de´signera par (M,Mˆ, ωM ) et (N, Nˆ, ωN ) les
fibre´s normaux de Cartan associe´s aux structures conformes sur M et N
respectivement.
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4.1. Holonomie d’une suite d’immersions conformes.
Soit fk : (M,g) → (N,h), k ∈ N, une famille d’immersions conformes. On
suppose que x ∈ M est tel que fk(x) soit relativement compacte dans N .
On dit alors qu’une suite (hk) de P est une suite d’holonomie de (fk) en x
s’il existe une suite (xˆk) dans la fibre de x, contenue dans un compact de
Mˆ , et telle que fk(xˆk).h
−1
k soit e´galement contenue dans un compact de Nˆ .
Remarquons que, sous l’hypothe`se ou` fk(x) est relativement compacte dans
M , il existe toujours au moins une suite d’holonomie associe´e a` (fk).
4.1.1. Suites e´quivalentes. La notion de suite d’holonomie est stable “par
perturbation compacte” : si (hk) est une suite d’holonomie de (fk) en x,
alors il en va de meˆme pour toute suite h′k = l1(k)hkl2(k), ou` l1(k) et l2(k)
sont des suites relativement compactes de P. On dit alors que (hk) et (h
′
k)
sont e´quivalentes. Du fait que l’action de P sur Mˆ et Nˆ est propre, il est
facile de ve´rifier que re´ciproquement, deux suites d’holonomies de (fk) en x
sont toujours e´quivalentes. Donc, ce qui a vraiment un sens, c’est la classe
d’e´quivalence des suites d’holonomies de (fk) en un point x. Mais dans tout
l’article, et par abus de langage, on dira fre´quemment : soit (hk) l’holonomie
de (fk) en x. On entendra par la` que (hk) est un repre´sentant de la classe
d’e´quivalence de suites d’holonomies en x. On sera souvent amene´ a` changer
une suite d’holonomie en une autre qui lui est e´quivalente.
4.2. Notion de stabilite´. Soit fk : (M,g)→ (N,h) une suite d’immersions
conformes.
De´finition 4.1 (Stabilite´). On dit que la suite (fk) est stable en x ∈M si
fk(x) converge vers une limite z∞ ∈ N , et si pour toute suite (xk) de M
convergeant vers x, fk(xk) tend e´galement vers z∞. La suite (fk) est dite
fortement stable en x s’il existe un voisinage U de x dans M tel que fk(U)
converge vers z∞ ∈ N pour la topologie de Hausdorff.
On va e´galement de´gager une notion de stabilite´ pour les suites de P :
De´finition 4.2. Une suite (hk) de P est dite stable si c’est une suite de A
+.
De manie`re e´quivalente, (hk) est stable si elle s’e´crit :
hk = diag (λ1(k), . . . , λn(k)) ∈ R
∗
+ ×O(p, q),
avec λ1(k) ≥ . . . ≥ λn(k) ≥ 1; en particulier les suites (
1
λi(k)
), i = 1, . . . , n,
sont borne´es. La suite (hk) est dite fortement stable lorsqu’elle est stable et
que de plus les suites ( 1
λi(k)
)k∈N, i = 1, . . . , n tendent vers 0.
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Le lemme suivant va montrer que la proprie´te´, pour une suite (fk) comme
ci-dessus, d’eˆtre stable en x, se lit sur l’holonomie (hk) de (fk) en x. En
particulier, une suite (hk) de P, vue comme suite d’immersions conformes
de Einp,q, est stable en o (au sens de la de´finition 4.1) si et seulement si elle
est stable au sens de 4.2. Il n’y a donc pas d’ambigu¨ite´ dans la terminologie.
Lemme 4.3. La suite (fk) est stable en x ∈ M (resp. fortement stable)
si et seulement si fk(x) converge vers z∞ ∈ N et s’il existe en x une suite
d’holonomie (hk) qui soit stable (resp. fortement stable).
Preuve : on commence par supposer que fk(x) converge vers z∞ et que
(fk) est stable en x. On se donne (hk) une suite d’holonomie de (fk) en x,
et l’on exprime hk sous forme affine :
hk = σkLk + Tk
ou` (σk), (Lk) et (Tk) sont des suites de R
∗
+,O(p, q) et R
p,q respectivement.
On peut e´crire Lk = L1kDkL2k ou` Dk est un e´le´ment de O(p, q), de la forme
Dk = diag (λ1(k), . . . , λn(k)), avec λ1(k) ≥ . . . ≥ λn(k) > 0. Les suites
(L1k), (L2k) appartiennent a` O(p, q) et sont relativement compactes. Ainsi,
quitte a` remplacer (hk) par une suite e´quivalente, on peut supposer que (hk)
est e´gale a` σkDk(Id+τk). Notre but dans un premier temps, est de montrer :
Fait 4.4. Si (fk) est stable en x, alors la suite (τk) doit eˆtre borne´e.
Preuve : d’apre`s les expressions matricielles (1) et (2) donne´es en section
2.3, la suite (hk) s’exprime dans O(p+ 1, q + 1) sous la forme :

 σk −σkτ
t
k.Jp,q −
σk
2 Q
p,q(τk)
Dk Dk.τk
σ−1k

 .
Supposons par l’absurde que (τk) ne soit pas borne´e. On e´crit :
τ tk := (τ1(k), . . . , τn(k)).
Quitte a` conside´rer une suite extraite de (fk), il existe i ∈ {1, . . . , n} tel que
|τi(k)| → ∞. Soit j = n + 1 − i si i ∈ {1, . . . , p} ∪ {q + 1, . . . , n}, et j = i
sinon. Notons ∆ le projectivise´ de Vect(e0, ej) sur Ein
p,q. Alors hk pre´serve
∆ et son action se fait via la transformation de PSL(2,R) suivante :(
σk −σkτi(k)
0 λj(k)
)
.
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Ainsi, il existe un parame´trage projectif de ∆ au voisinage de o, donne´ par
s 7→ πG(e
sζ), tel que e(Ad hk).sζ = eαk(s)ζ .pk(s), ou` αk(s) =
λj(k)s
σk−σkτi(k)s
est
de´finie sur Ik := R \ {
1
τi(k)
}, et pk : Ik → P est une courbe valant 1G en 0.
Comme (hk) est une suite d’holonomie de (fk), quitte a` conside´rer une suite
extraite de (fk), on peut supposer qu’il existe une suite (xˆk) qui converge
vers xˆ, telle que fk(xˆk).h
−1
k converge vers zˆ ∈ Nˆ . On choisit λ > 0 assez
petit pour que yˆ 7→ exp(yˆ, λζ) soit bien de´fini sur un voisinage de zˆ, et que
de plus πN (exp(zˆ, λζ)) 6= z∞ (c’est possible puisque ζ est transverse a` p).
Quitte a` conside´rer a` nouveau une suite extraite de (fk), on peut supposer
que 1
cτi(k)
est de signe constant, par exemple positif. L’image αk(]0,
1
τi(k)
[)
est ]−∞, 0[ ou ]0,∞[. La` encore, quitte a` extraire une sous-suite, on peut
supposer que c’est toujours le meˆme intervalle, par exemple ]0,∞[ (les autres
cas se traˆıtent de fac¸on similaire). Ainsi, pour tout k, il existe sk ∈ ]0,
1
τi(k)
[
tel que αk(sk) = λ. Par ailleurs, sk → 0 puisque |τi(k)| → ∞.
Pour k suffisamment grand, on peut e´crire :
(8) fk(exp(xˆk, skζ)).h
−1
k = exp(fk(xˆk).h
−1
k , λζ).pk(sk).
Expliquons pourquoi cette relation est vraie. Soit (S, Sˆ, ωS) le fibre´ normal
de Cartan d’une varie´te´ pseudo-riemannienne conforme S de signature (p, q).
Si λ : I → Sˆ et p : I → P sont deux courbes de classe C1, et si l’on pose
γ(t) = λ(t).p(t), alors (voir [Sh, p. 208]) :
(9) ωS(γ′(t)) = (Ad p(t))−1.ωS(λ′(t)) + ωG(p
′(t)),
ou` ωG de´signe la forme de Maurer-Cartan sur le groupe G = O(p+1, q+1).
On peut appliquer l’e´quation (9), dans le mode`le (G/P,G, ωG), a` l’e´galite´
e(Ad hk).sζ = eαk(s)ζ .pk(s), et l’on obtient :
(Ad hk).ζ = α
′
k(s)(Ad pk(s))
−1.ζ + ωG(p
′
k(s)).
Posons :
γ1(s) := fk(exp(xˆk, sζ)).h
−1
k = exp(fk(xˆk).h
−1
k , s(Ad hk).ζ)
et
γ2(s) := exp(fk(xˆk).h
−1
k , αk(s)ζ).pk(s).
On a
ωN (γ′1(s)) = (Ad hk).ζ
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et l’e´quation (9) fournit :
ωN (γ′2(s)) = α
′
k(s)(Ad pk(s))
−1.ζ + ωG(p
′
k(s)).
Les courbes s 7→ γ1(s) et s 7→ γ2(s) satisfont donc la meˆme e´quation
diffe´rentielle du premier ordre, et valent toutes deux fk(xˆk).h
−1
k en 0, donc
elles sont e´gales, ce qui justifie la relation (8).
En projetant l’e´galite´ (8) sur M et N , on obtient :
fk(πM (exp(xˆk, skζ))) = πN (exp(fk(xˆk).h
−1
k , λζ)).
Or πM (exp(xˆk, skζ)) tend vers x puisque sk → 0.
En revanche, πN (exp(fk(xˆk).h
−1
k , λζ)) tend vers πN (exp(zˆ, λζ)) 6= z∞. Cela
contredit le fait que (fk) est stable en x. ♦
On de´duit de ce qui pre´ce`de que (τk) est une suite borne´e, et que par
conse´quent, (hk) est e´quivalente dans P a` une suite de la forme hk =
diag(λ1(k), . . . , λn(k)) ∈ R∗+ × O(p, q), ou` λ1(k) ≥ . . . ≥ λn(k) > 0. On
veut a` pre´sent montrer :
Fait 4.5. Si (fk) est stable (resp. fortement stable) en x, alors les suites
1
λi(k)
sont borne´es (resp. tendent vers 0).
Preuve : supposons par l’absurde que le Fait 4.5 n’a pas lieu. Il existe
alors une suite (ξm) de vecteurs de n
− qui tend vers 0, et une suite extraite
(hkm) telle que (Ad hkm).ξm tende vers ξ 6= 0. Quitte a` multiplier ξm par
un ǫ > 0 assez petit, on peut supposer que l’application exponentielle est
bien de´finie sur un voisinage de (zˆ, ξ) dans Nˆ × g, et que exp(zˆ, ξ) 6= z∞.
On e´crit alors :
fkm(πM (exp(xˆkm , ξm))) = πN (exp(fkm(xˆkm).h
−1
km
, (Ad hkm).ξm)).
Or πM (exp(xˆkm , ξm) tend vers x.
En revanche, πN (exp(fkm(xˆkm).h
−1
km
, (Ad hkm).ξm)) tend vers πN (exp(zˆ, ξ) 6=
z∞) : contradiction avec la stabilite´ de (fk) en x.
Maintenant, si l’une des suites 1
λi(k)
ne tend pas vers 0, alors il existe une
suite extraite 1
λi(km)
ayant une limite non nulle λ. On choisit ξi ∈ n
− un
vecteur propre de Ad hk pour la valeur propre
1
λi(k)
. Notons que Ad hk
est diagonale dans une base inde´pendante de k, donc ξi peut eˆtre choisi
inde´pendant de k. Ainsi :
fkm(πM (exp(xˆkm , sξi))) = πN (exp(fkm(xˆkm).h
−1
km
,
1
λi(km)
sξi)).
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Pour s petit, πM (exp(xˆkm , sξi)) converge vers un point proche de x, tandis
que πN (exp(fkm(xˆkm).h
−1
km
, 1
λi(km)
sξi)) converge vers expN (zˆ, λsξi), qui est
diffe´rent de z∞.
La suite (fk) n’est pas fortement stable en x dans ce cas. ♦
Le Fait 4.5 affirme que si (fk) est stable en x (resp, fortement stable),
alors (hk) est une suite stable (resp. fortement stable) de P. Il nous
reste a` montrer que re´ciproquement, si fk(x) tend vers z∞ et si (fk) admet
une suite d’holonomie (hk) en x qui est une suite stable (resp. fortement
stable) de P, alors (fk) est stable (resp. fortement stable) en x. Sup-
posons pour commencer que la suite d’holonomie (hk) est stable, et s’e´crit
diag(λ1(k), . . . , λn(k)), ou` les suites
1
λi(k)
sont borne´es. On conside`re une
suite (xˆk) de la fibre de x contenue dans un compact de Mˆ , de sorte que
fk(xˆk).h
−1
k soit contenue dans un compact de Nˆ . Soit (yk) une suite qui
tend vers x. Alors pour k assez grand, on peut e´crire yk = πM(exp(xˆk, ξk)),
pour une certaine suite (ξk) de n
− qui tend vers 0. On obtient que :
fk(exp(xˆk, ξk)).h
−1
k = exp(fk(xˆk).h
−1
k , (Ad hk).ξk).
Or les 1
λi(k)
e´tant borne´es, on a (Ad hk).ξk → 0. En projetant sur la varie´te´
N , on obtient bien fk(yk)→ z∞ : la suite (fk) est stable en x.
Si de plus, on sait que limk→∞
1
λi(k)
= 0 pour i = 1, . . . , n, alors pour tout
ensemble relativement compact K de n−, on a (Ad hk).K → 0 (la limite
e´tant prise pour la topologie de Hausdorff). On choisit a` pre´sent U un
voisinage suffisamment petit de x, de sorte que pour tout k assez grand,
il existe Uk ⊂ n
− un voisinage de 0 tel que ξ 7→ πM (exp(xˆk, ξ)) soit un
diffe´omorphisme de Uk sur U . Par relative compacite´ de la suite (xˆk), si
U est pris assez petit, les Uk sont tous inclus dans un compact de n
−. On
obtient alors :
fk(exp(xˆk,Uk)).h
−1
k = exp(fk(xˆk).h
−1
k , (Ad hk).Uk).
En projetant cette relation sur M et N , on aboutit a` limk→∞ fk(U) = z∞,
la limite e´tant prise pour la topologie de Hausdorff. La suite (fk) est bien
fortement stable en x. ♦
4.3. Caracte´risation des familles normales : preuve du the´ore`me
1.1. Ici, (M, [g]) et (N, [h]) sont deux structures pseudo-riemanniennes de
signature (p, q), p + q = 3, et F est une famille d’immersions conformes de
(M, [g]) dans (N, [h]). Il est clair que s’il existe un voisinage U de x tel que
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la famille F|U est d’adhe´rence compacte dans C
0(U,N), alors d’une part,
E = {f(x) | f ∈ F} est relativement compact dans N , et de plus F est
e´quicontinue en x.
Nous allons supposer re´ciproquement qu’il existe x ∈ M tel que E =
{f(x) | f ∈ F} soit relativement compact dans N , et que de plus F soit
e´quicontinue en x. On veut montrer l’existence de U ⊂ M un ouvert con-
tenant x, tel que toute suite de F|U admet une sous-suite qui converge vers
une application lisse, la convergence e´tant C∞ sur les compacts de U . On
commence par choisir un compact K ⊂ Nˆ qui se projette surjectivement
sur l’adhe´rence E de E dans N . On choisit e´galement xˆ ∈ Mˆ dans la fibre
de x. Pour tout f ∈ F , on choisit p(f) ∈ P tel que f(xˆ).p(f)−1 ∈ K. On
he´rite ainsi d’une application p : F → P . Nous allons voir que l’hypothe`se
d’e´quicontinuite´ de F en x va avoir des conse´quences sur l’image de P.
Tout d’abord, on e´crit p(f) sous forme affine p(f) = σ(f)L(f) + T (f), ou`
σ(f) ∈ R∗+, L(f) ∈ O(p, q), et T (f) ∈ R
p,q. On note K0 le compact
maximal de O(p, q). En effectuant une de´composition de Cartan de L(f),
on e´crit p(f) = L1(f)A(f)L2(f) + T (f), ou` L1(f) et L2(f) sont dans K0 et
A(f) = diag (λ1(f), . . . , λn(f)) ∈ R
∗
+ × O(p, q) ve´rifie λ1(f) ≥ . . . λn(f) >
0. On e´crit finalement p(f) = L1(f)A(f)(id + τ(f))L2(f). On commence
alors par remarquer qu’il existe un compact K1 ⊂ P tel que l’application
f 7→ id + τ(f) soit a` valeurs dans K1. Si tel n’e´tait pas le cas, il existerait
une suite (fk) de F telle que τk := τ(fk) ne soit pas borne´e dans R
p,q.
Quitte a` conside´rer une suite extraite de (fk), on peut supposer que fk(x)
tend vers z∞ ∈ N . Mais nous avons vu au Fait 4.4 que dans ce cas, (fk)
n’e´tait pas stable en x. Ceci contredirait l’e´quicontinuite´ de la famille F
en x. De la meˆme manie`re, il existe un compact K2 ⊂ M(n,R) de sorte
que l’application f 7→ A(f) soit a` valeur dans K2. Si tel n’e´tait pas le
cas, on pourrait trouver une suite (fk) de F , telle que fk(x) → z∞, et telle
que A(fk) = diag (λ1(k), . . . , λn(k)) ve´rifie 1/λi(k) → +∞ pour un certain
i ∈ {1, . . . n}. Mais le Fait 4.5 impliquerait que (fk) n’est pas stable en x,
et une fois de plus, la famille F ne serait pas e´quicontinue en x.
En re´sume´, si l’on appelle K = K1K0, on a montre´ qu’il existe deux ap-
plications L1 : F → K0 et L
′
2 : F → K telles que pour tout f ∈ F , on
ait :
p(f) = L1(f)A(f)L
′
2(f).
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Appelons K.K0 le compact de Nˆ obtenu en prenant les unions des translate´s
a` droite de K par des e´le´ments de K0. On choisit U et V deux voisinages
relativement compacts de 0 dans n−, tels que :
(1) L’application Φ : ξ 7→ πM (exp(xˆ, ξ)) est de´finie et injective sur U ,
et re´alise un diffe´omorphisme de U sur un ouvert U ⊂M contenant
x.
(2) Pour tout yˆ ∈ K.K, l’application Ψyˆ : ξ 7→ πN (exp(yˆ, ξ)) est injec-
tive sur V , et re´alise un diffe´omorphisme de V sur son image.
(3) Pour tout l ∈ K2K, (Ad l).U est inclus dans V.
Conside´rons (fk) une suite de F . Nous allons montrer qu’il existe une sous-
suite de (fk) qui converge, au sens de la topologie C
∞ sur U , vers une
application f ∈ C∞(U,N). Pour alle´ger les expressions, on appellera lk :=
A(fk)L
′
2(fk), et zˆk := fk(xˆ).L1(fk). On peut alors e´crire :
fk(xˆ).l
−1
k = zˆk.
Comme (lk) est a` valeurs dans le compact K2K, on peut extraire une sous-
suite de (fk) telle que (Ad lk)|n− converge vers L ∈ End (n
−, g), et zˆk con-
verge vers zˆ ∈ KK0. Appelons f : U → N l’application de´finie, pour tout
ξ ∈ U comme suit :
f(πM(exp(xˆ, ξ))) := πN (exp(zˆ, L(ξ))).
Comme f = Ψzˆ ◦ L ◦ Φ
−1 est une compose´e de transformations lisses, on a
bien f ∈ C∞(U,N). Nous pouvons a` pre´sent achever la de´monstration du
The´ore`me 1.1 graˆce au :
Lemme 4.6. La convergence de (fk) vers f est C
∞ sur l’ouvert U .
Preuve : on conside`re Wˆ un voisinage ouvert de zˆ dans Nˆ , et W un
voisinage ouvert de 0 dans n−, contenant L(U), tels que l’application exp :
Wˆ ×W → Nˆ soit de´finie. Il s’agit d’une application lisse. Pour tout k ∈ N,
on de´finit ϕk : U → Wˆ ×W par :
ϕk(ξ) = (zˆk, Lk(ξ)).
Comme les Lk sont des applications line´aires, la suite (ϕk) converge pour la
topologie C∞ sur U vers ϕ∞ : ξ 7→ (zˆ, L(ξ)). Maintenant, e´tant donne´ que
sur U , on a fk = πN ◦ exp ◦ ϕk ◦Φ
−1 et f = πN ◦ exp ◦ϕ∞ ◦ π
−1
M , on obtient
la convergence C∞ de (fk) vers f . ♦
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4.4. Inte´grabilite´ de certaines distributions associe´es aux suites
stables. Nous finissons la Section 4 par un re´sultat d’inte´grabilite´, qui
sera e´galement un point cle´ dans la preuve du The´ore`me 1.4, en Section 7.
Nous conside´rons ici une suite (fk) d’immersions conformes de (M, [g]) dans
(N, [h]), et nous supposons que (fk) tend uniforme´ment sur les compacts
de M vers une application f . Le contenu de la Proposition 4.8 ci-dessous
est que lorsque f 6∈ Conf(M,N), des sous-varie´te´s totalement ge´ode´siques
conformes non triviales apparaissent sur M .
Notations 4.7. Jusqu’a` la fin de l’article, on va munir g d’un produit
scalaire euclidien < , >g, et on appellera || ||g la norme associe´e. Si ξ ∈ g et
r > 0, on appellera B(ξ, r), r > 0 la boule de centre ξ et rayon r, relativement
a` la norme ‖ ‖g.
Soit x ∈M . Comme (fk) tend uniforme´ment vers f sur les compacts de M ,
la suite (fk) est stable en x, et par le Lemme 4.3, elle admet en x une suite
d’holonomie (hk) dans A
+. En particulier, l’action adjointe de Ad hk sur g
est diagonalisable sur R : il existe des suites positives ν1(k) < . . . < νm(k),
ainsi qu’une de´composition g = g1 ⊕ . . . ⊕ gm, de sorte que (Ad hk)|gj =
νj(k)Idgj . Quitte a` conside´rer une sous-suite de (fk), et a` remplacer (hk)
par une suite e´quivalente dans P, on peut supposer :
(1) Il existe (xˆk) une suite de Mˆ dans la fibre de x, qui converge vers xˆ,
et telle que zˆk := fk(xˆk).h
−1
k converge vers zˆ ∈ Nˆ .
(2) Chaque suite (νj(k)) admet une limite dans R+ ∪ {∞}, et νj(k) =
o(νj+1(k)), pour tout 1 ≤ j ≤ m− 1.
Dans ce qui suit, nous allons appeler l le plus grand entier de {1, . . . ,m}
pour lequel supk∈N νj(k) < ∞. Pour chaque j ∈ {1, . . . ,m}, on appelle
g(j) := g1 ⊕ . . . ⊕ gj. Soient U et V deux voisinages de 0 dans g tels que
ξ 7→ exp(xˆ, ξ) et ζ 7→ exp(zˆ, ζ) soient des diffe´omorphismes de U et V sur
leurs images respectives Uˆ et Vˆ . Quitte a` restreindre V, il existe r0 > 0 tel
que V ⊂ B(0, r0) et pour tout zˆ
′ ∈ exp(zˆ,V), l’application ζ 7→ exp(zˆ′, ζ)
soit de´finie sur B(0, r0), et re´alise un diffe´omorphisme de B(0, r0) sur son
image. On munit Nˆ d’une me´trique riemannienne, et l’on appelle dˆ la dis-
tance que cette me´trique induit sur l’ouvert exp(zˆ,V). Localement, sur une
varie´te´, les distances induites par deux me´triques riemanniennes diffe´rentes
sont e´quivalentes. Ainsi, quitte a` restreindre U ,V, et r0, il existe deux
constantes strictement positives C1 et C2, telles que si zˆ
′ ∈ exp(zˆ,V) et
ζ1, ζ2 ∈ B(0, r0), on a :
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(10) C1||ζ1 − ζ2||g ≤ dˆ(exp(zˆ
′, ζ1), exp(zˆ
′, ζ2)) ≤ C2||ζ1 − ζ2||g.
On choisit maintenant U assez petit pour qu’il existe C3 > 0, tel que ∀j ∈
{1, . . . , l}, ∀ξ ∈ U ∩ g(j), ∀k ∈ N, on ait :
(11) ||(Ad hk).ξ||g ≤ C3νj(k) ≤ min(
r0
2
,
C1
C2
r0
4
).
Ceci est possible puisque les suites νj(k) ont une limite finie pour tout j ∈
{1, . . . , l}. Pour tout k ∈ N, on appelle Sˆj(k) la sous-varie´te´ exp(xˆk,U∩g
(j)).
Notre objectif est maintenant de montrer la proposition ci-dessous (voir
e´galement le The´ore`me 2.6 de [Ze2] dans le cadre isome´trique) :
Proposition 4.8. Pour tout j ∈ {1, . . . , l}, la sous-varie´te´ :
Sˆj := exp(xˆ, g
(j) ∩ B(0, r1))
est une feuille inte´grale de la distribution de Mˆ de´finie par (ωM )−1(g(j)).
De plus, Sj := πM (Sˆj) est une sous-varie´te´ totalement ge´ode´sique conforme
de M .
Preuve : nous voulons montrer que si yˆ = exp(xˆ, ξ), ou` ξ ∈ U ∩ g(j),
alors ωM (TyˆSˆj) = g
(j). Pour tout k ∈ N, on pose yˆk := exp(xˆk, ξ).
On choisit r2 > 0 assez petit pour que B(ξ, r2) ⊂ B(0, r1). Alors Dˆk :=
exp(xˆk,B(ξ, r2) ∩ g
(j)) est inclus dans Sˆj(k) pour tout k ∈ N. Pour toute
suite (yˆ′k) telle que yˆ
′
k ∈ Dˆk, on peut e´crire yˆ
′
k = exp(xˆk, ξk), ou` ξk ∈
B(ξ, r2) ∩ g
(j). Comme fk(yˆ
′
k).h
−1
k = exp(zˆk, (Ad hk).ξk), on tire des rela-
tions (10) et (11) :
(12) dˆ(fk(yˆ
′
k).h
−1
k , zˆk) ≤ C2C3νj(k).
On de´finit Dk ⊂ U par : exp(yˆk,Dk) = Dˆk. Pour la topologie de Hausdorff,
Dˆk tend vers Dˆ := exp(xˆ,B(ξ, r2) ∩ g
(j)), et donc Dk tend vers D ⊂ g. On
aura ωM (TyˆSˆj) = g
(j) si l’on parvient a` montrer que D ⊂ g(j). Dans la suite,
nous allons noter δk := supη∈Dk ||(Ad hk).η||g.
Lemme 4.9. Si j = l, alors la suite (δk) est borne´e.
Preuve : si ce n’est pas le cas, quitte a` passer a` des suites extraites,
on va avoir δk → ∞. Par connexite´ de Dk, il va alors exister (ηk) avec
ηk ∈ Dk pour tout k ∈ N, satisfaisant ||(Ad hk).ηk||g = r0. Soit yˆ
′
k :=
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exp(yˆk, (Ad hk).ηk), zˆ
′
k := fk(yˆk).h
−1
k et zˆ
′′
k := fk(yˆ
′
k).h
−1
k . Alors l’ine´galite´
(10) donne dˆ(zˆ′′k , zˆ
′
k) ≥ C1r0, tandis que (10) et (11) donnent :
dˆ(zˆ′′k , zˆk) + dˆ(zˆ
′
k, zˆk) ≤ 2C2min(
r0
2
,
C1
C2
r0
4
) ≤ C1
r0
2
.
L’ine´galite´ triangulaire conduit alors a` C1r0 ≤ C1
r0
2 : contradiction. ♦
Du fait que les limites de (νl+1(k)), . . . (νm(k)) sont +∞, on de´duit du
Lemme 4.9 que pour toute suite (ηk) de Dk, les valeurs d’adhe´rences de
(ηk) doivent eˆtre dans g
(l). Donc D ⊂ g(l) et Sˆl est bien une feuille inte´grale
de (ωM )−1(g(l)).
On va maintenant s’inte´resser au cas j < l.
Lemme 4.10. Si j ∈ {1, . . . , l − 1}, la suite (δk) est en o(νj+1(k)).
Preuve : si les conclusions du lemme sont inexactes, il existe une constante
C4 > 0 et une suite extraite de (δk), renote´e (δk), satisfaisant δk ≥ C4νj+1(k)
pour tout k.
Par connexite´ de (Ad hk)(Dk), il va exister une suite (ηk), avec ηk ∈ Dk pour
tout k, et telle que ||(Ad hk).ηk||g = C4νj+1(k). Quitte a` choisir C4 assez
petit, on aura C4νj+1(k) ≤
r0
2 pour tout k. Si l’on pose zˆ
′
k := fk(yˆk).h
−1
k et
zˆ′′k := fk(exp(yˆk, ηk)).h
−1
k = exp(zˆ
′
k, (Ad hk).ηk), on obtient, au vu de (10) :
(13) dˆ(zˆ′′k , zˆ
′
k) ≥ C1C4νj+1(k).
En utilisant (12), et en appliquant l’ine´galite´ anti-triangulaire a` zˆk, zˆ
′
k et zˆ
′′
k ,
on aboutit a` l’ine´galite´ C2C3νj(k) ≥ dˆ(zˆ
′′
k , zˆk) ≥ C1C4νj+1(k)−C2C3νj(k) :
ceci contredit νj(k) = o(νj+1(k)). ♦
Le lemme pre´ce´dent nous dit que si (ηk) est une suite de g satisfaisant ηk ∈
Dk pour tout k, alors ||(Ad hk).ηk||g = o(νj+1(k)). En particulier, on a pour
toute suite extraite ησ(k) que ||(Ad hσ(k)).ησ(k)||g = o(νj+1(σ(k))). Ainsi,
toute valeur d’adhe´rence de (ηk) doit eˆtre dans g
(j). On a bien D ⊂ g(j), et
Sˆj est une feuille inte´grale de g
(j).
Pour finir, il nous reste a` ve´rifier que pour j ∈ {1, . . . , l}, Sj := πM (Sˆj) est
une sous-varie´te´ totalement ge´ode´sique deM . On commence par remarquer
que g(j) est une sous-alge`bre de Lie de g. Comme les composantes sur n−
et p d’un vecteur propre de Ad hk sont elles-meˆmes des vecteurs propres de
Ad hk, associe´s a` la meˆme valeur propre, on peut e´crire g
(j) = n−j ⊕pj ou` n
−
j
et pj sont deux sous-alge`bres de Lie de n
− et p respectivement. Appelons
Pj le sous-groupe connexe de P dont l’alge`bre de Lie est pj . Soit xˆ ∈ Sˆj.
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La sous varie´te´ Σˆj := exp(xˆ,U ∩ n
−
j ) est transverse aux orbites de l’action a`
droite de P, donc a` celles de Pj. Le sature´ de Σˆj par P1 est une sous-varie´te´
Mˆj ⊂ Sˆj diffe´omorphe au produit Σˆj × Pj. On a ω
M (TMˆj) ⊂ n
−
j ⊕ pj , et
il y a en fait e´galite´ pour des raisons de dimension. Finalement, Mˆj est une
feuille inte´grale de (ωM )−1(g(j)) passant par xˆ, et Mˆj ∩ Sˆj est un voisinage
ouvert de xˆ dans Sˆj . Par conse´quent πM (Mˆj ∩ Sˆj) est un voisinage ouvert
de x = πM (xˆ) dans Sj , et ce voisinage est, par de´finition, un morceau de
sous-varie´te´ totalement ge´ode´sique conforme de M . Ceci e´tant valable pour
tout x ∈ Sj , on obtient que Sj est elle-meˆme est totalement ge´ode´sique
conforme. ♦
5. Description de l’adhe´rence de Conf(M,N) dans C0(M,N) :
preuve du The´ore`me 1.2
Nous conside´rons toujours (M, [g]) et (N, [h]) deux structures conformes
pseudo-riemanniennes de meˆme signature (p, q), avec p + q ≥ 3. Nous sup-
posons qu’une suite d’immersions conformes fk : (M, [g]) → (N, [h]) con-
verge vers f ∈ C0(M,N), uniforme´ment sur les compacts de M . Par le
The´ore`me 1.1, l’application f est en fait lisse, et la convergence de (fk) vers
f est C∞ sur les compacts. Nous allons de´crire pre´cise´ment l’application
f , et tirer des conse´quences ge´ome´triques pour (M, [g]) lorsque la limite f
n’appartient pas a` Conf(M,N).
Soit x ∈M . La convergence uniforme de (fk) sur les compacts de M assure
que (fk) est stable en x. Il existe donc en x une suite d’holonomie (hk) qui
soit dans A+ ⊂ R∗+ × O(p, q). En particulier, hk = diag(λ1(k), . . . , λn(k)),
et les suites 1
λi(k)
sont borne´es. On reprend les notations de la Section 4.4, et
quitte a` conside´rer une suite extraite de (fk), on fera les meˆmes hypothe`ses
simplificatrices qu’en 4.4 : les transformations Ad hk sont simultane´ment
diagonalisables, et l’on peut e´crire g = g1 ⊕ . . . ⊕ gm, avec (Ad hk)|gj =
νj(k)Idgj , ou` ν1(k) < . . . < νm(k) sont des suites qui convergent dans R+,
et qui satisfont νj(k) = o(νj+1(k)). L’entier l est toujours le plus grand entier
j de {1, . . . ,m} tel que limk→∞ νj(k) soit fini. Observons que puique la suite
(fk) est stable, n
− ⊂ g(l). La suite Lk := (Ad hk)|n− est ainsi relativement
compacte dans End(n−). Quitte a` conside´rer une suite extraite de (fk), qui
convergera toujours vers f , on peut supposer que (Lk) admet une limite
L ∈ End (n−), et qu’il existe xˆk dans la fibre π
−1
M (x), qui converge vers xˆ, de
sorte que la suite zˆk := fk(xˆk).h
−1
k converge vers zˆ ∈ Nˆ au-dessus de f(x).
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Soient U et V comme en section Section 4.4. Quitte a` re´tre´cir ces ouverts,
on supposera de plus que ξ 7→ πM (exp(xˆ, ξ)) et ζ 7→ πN (exp(zˆ, ζ)) sont
des diffe´omorphismes de U ∩ n− et L(U ∩ n−) sur leurs images respectives.
On appelle Uˆ = exp(xˆ,U) et U = πM (exp(xˆ,U ∩ n
−)). Si y ∈ U s’e´crit
y = πM (exp(xˆ, ξ)), avec ξ ∈ U ∩ n
−, on a fk(y) = πN (exp(zˆk, Lk(ξ))),
converge vers πN (exp(zˆ, L(ξ)). On conclut que la restriction de f a` U est
donne´e par l’expression :
f(πM(exp(xˆ, ξ))) = πN (exp(zˆ, L(ξ))), pour tout ξ ∈ U ∩ n
−.
Nous alons a` pre´sent examiner les diffe´rents cas qui peuvent se pre´senter,
suivant la nature de l’application L.
5.1. Premier cas : l’application L appartient a` GL(n−). Dans ce
cas, L(U ∩ n−) est un ouvert de n− qui contient l’origine, et f est un
diffe´omorphisme de U sur son image. Comme la convergence de (fk) vers
f est C∞, et que les fk sont conformes, on obtient que f appartient a`
Conf(U,N).
5.2. Second cas : l’application L est l’application nulle. Ce cas inter-
viendra lorsque chaque suite (λ1(k)), . . . , (λn(k)) tend vers l’infini. L’application
f est alors constante sur U . Ce cas a des conse´quences ge´ome´triques inte´ressantes.
On va en effet montrer la :
Proposition 5.1. Si l’application limite f est constante sur U , alors il
existe un voisinage U ′ de x dans U qui est conforme´ment Ricci-plat.
Preuve : il existe un plus grand entier l0 ∈ {1, . . . ,m} tel que pour
tout j ∈ {1, . . . , l0}, on ait νj(k) → 0. Du fait que toutes les suites
(λ1(k)), . . . , (λn(k)) tendent vers l’infini, et que donc leurs inverses ten-
dent vers 0, on a l’inclusion n− ⊂ g(l0) := g1 ⊕ . . . ⊕ gl0 , et e´galement
n+ ⊂ gl0+1 ⊕ . . . ⊕ gm. En particulier, on conclut que g
(l0) ⊂ n− ⊕ s (en
effet, on a a priori g(l0) ⊂ n−⊕ z⊕ s mais la composante selon z est triviale
puisque comme hk ∈ A
+, Ad hk agit par l’identite´ sur la composante z, et
ne la contracte donc pas). On va maintenant pouvoir montrer :
Lemme 5.2. Sur Uˆ , la distribution (ωM )−1(n− ⊕ s) admet une feuille
inte´grale.
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Preuve : d’apre`s la Proposition 4.8, si r > 0 est assez petit, alors Sˆl0 :=
exp(xˆ,B(0, r) ∩ g(l0)) est une sous-varie´te´ de Uˆ , qui est une feuille inte´grale
de (ωM )−1(g(l0)). Quitte a` choisir r > 0 encore plus petit, la sous-varie´te´
Σˆ := exp(xˆ,B(0, r) ∩ n−) est transverse aux orbites de l’action a` droite de
S ⊂ P sur Uˆ . Le sature´ de Σˆ par cette action de S est une sous-varie´te´
Mˆ0 ⊂ Vˆ , diffe´omorphe au produit Σˆ × S. Remarquons que si yˆ0 ∈ Σˆ, alors
ωM(Tyˆ0Σˆ) ⊂ g
(l0) ⊂ n− ⊕ s, car Σˆ ⊂ Sˆl0 . Soit maintenant yˆ ∈ Mˆ0. On e´crit
yˆ = yˆ0.p
−1, ou` yˆ0 ∈ Σˆ et p ∈ S. Si O de´signe la S-orbite passant par yˆ, on
a le scindement TyˆMˆ0 = Tyˆ(Σˆ.p
−1)⊕ TyˆO. Les proprie´te´s d’e´quivariance de
la connexion de Cartan conduisent a` ωM (Tyˆ(Σˆ.p
−1)) = (Ad p).ωM (Tyˆ0Σˆ),
d’ou` ωM(Tyˆ(Σˆ.p
−1)) ⊂ (Ad p).g(l0) ⊂ n− ⊕ s. D’autre part ωM(TyˆO) ⊂ s.
Finalement, ωM (TMˆ0) ⊂ n
− ⊕ s, et il y a en fait e´galite´ pour des raisons
de dimension : la sous-varie´te´ Mˆ0 est une feuille inte´grale de la distribution
(ωM )−1(n− ⊕ s). ♦
La Proposition 5.1 est maintenant une simple conse´quence du lemme ci-
dessus et de la Proposition 3.4. ♦
5.3. Troisie`me cas : fibration sur une sous-varie´te´ totalement de´ge´-
ne´re´e. Si l’on n’est pas dans les deux premiers cas L n’est ni inversible,
ni nulle. Par les deux cas traite´s pre´ce´demment, on ve´rifie que ceci n’est
possible que lorsque la signature n’est pas riemannienne, i.e p ≥ 1. Remar-
quons que puisque hk ∈ A
+ ⊂ R∗+ × O(p, q), les suites (λi(k)) s’e´crivent
λi(k) = σkαi(k), ou` la matrice diag (α1(k), . . . , αn(k)) est dans O(p, q).
En particulier, les αi(k) satisfont la relation αi(k) =
1
αn−i+1(k)
pour tout
i ∈ {1, . . . , p}. Lorsque q > p, et i ∈ {p + 1, . . . , n − p}, on a αi(k) = 1.
Comme hk ∈ A
+, on a les ine´galite´s α1(k) ≥ . . . ≥ αn(k), et
σk
α1(k)
≥ 1. On
conclut que si (σk) est borne´e dans [1,+∞[, il en va de meˆme pour (α1(k))
et l’on est dans le premier cas ci-dessus, ou` L ∈ GL(n−). Ainsi (σk) tend
vers l’infini. Comme on n’est pas dans le second cas ci-dessus, ou` L est
constante, il existe n − p + 1 ≤ r ≤ n minimal tel que pour i ∈ {r, . . . , n},
σkαi(k) soit borne´e dans [1,+∞[. Soit (ǫ1, . . . , ǫn) la base de n
− de´finie par :
ǫi =

 0 −e
t
i.Jp,q 0
0 ei
0

 ,
(e1, . . . , en) e´tant la base canonique deR
p,q. Comme l’expression de (Ad hk)|n− ,
dans la base (ǫ1, . . . , ǫn), est diag (
α1(k)
σk
, . . . , αn(k)
σk
), l’image Im L n’est autre
que Vect(ǫr, . . . , ǫn), et le noyau Ker L est Vect(ǫ1, . . . , ǫr−1).
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5.3.1. Description des fibres de f|U .
De l’expression f(πM (exp(xˆ, ξ))) = πN (exp(zˆ, L(ξ))), pour tout ξ ∈ U ∩ n
−,
et de l’injectivite´ de ζ 7→ exp(zˆ, ζ) sur L(U∩n−), on tire que la fibre F (x) :=
{y ∈ U | f(y) = f(x)} est donne´e par πM (exp(xˆ,Ker L ∩ U)). Comme
exp(xˆ,Ker L ∩ U) est transverse aux fibres de Mˆ , F (x) est une sous-varie´te´
lisse de U . Le fait qu’elle est totalement ge´ode´sique conforme re´sultera du
The´ore`me 1.4. En effet, dans le cas que nous sommes en train d’e´tudier,
l’entier s du The´ore`me 1.4 est au moins 2 et la fibre F (x) est une feuille
inte´grale de la distribution Fs−1. La proprie´te´ qu’ont ces feuilles d’eˆtre
totalement ge´ode´siques conformes sera montre´e en section 7.3.
Nous avons de´ja` observe´ que l’espace tangent a` une sous-varie´te´ totale-
ment ge´ode´sique conforme a une signature constante. Ici, la signature
des fibres de f est celle de Ker L relativement a` la me´trique λp,q. Or
Ker L est l’espace Vect(ǫ1, . . . , ǫr−1), ou` r > n − p a e´te´ de´fini ci-dessus.
Dans la base (ǫ1, . . . , ǫn), la forme λ
p,q (voir la Section 3.1) est conforme a`
2ξ1ξn + . . .+ 2ξpξq+1 +Σ
q
p+1ξ
2
i . Le sous-espace Ker L est donc de´ge´ne´re´, et
son radical est Vect(ǫ1, . . . , ǫn−r+1). Observons que ce radical est de dimen-
sion n− r + 1, qui est exactement la dimension de Vect(ǫr, . . . , ǫn) = Im L.
Autrement dit, le radical de F (x) a pour dimension le rang de f .
5.3.2. Description de l’image de f|U . On s’inte´resse a` pre´sent a` l’image f(U)
de l’application f . Il s’agit de Σ = πN (exp(zˆ, L(U ∩ n
−))). Comme nous
l’avons de´ja` signale´, ζ 7→ πN (exp(zˆ, ζ)) est un diffe´omorphisme de L(U ∩n
−)
sur son image. Ainsi, Σ est une sous-varie´te´ lisse de N . Nous allons en
de´terminer la signature.
Soit y ∈ U . On e´crit y = πM (exp(xˆ, ξ)), ou` ξ ∈ U ∩ n
−. Pour k suff-
isamment grand, on peut e´galement e´crire y = πM (exp(xˆk, ξk)), ou` (ξk)
est une suite de n− qui tend vers ξ. On pose yˆk := exp(xˆk, ξk). Alors
zˆ′k := fk(yˆk).h
−1
k = exp(xˆk, Lk(ξk)) tend vers zˆ
′ := exp(zˆ, L(ξ)). Soit
maintenant 0 < r1 << 1 tre`s petit, tel que ξ
′ 7→ πN (exp(yˆ, ξ
′)) soit un
diffe´omorphisme de B(0, r1) ∩ n
− sur un voisinage Uy ⊂ U de y. Si y
′ ∈ Uy,
on peut e´crire y′ = πM (exp(yˆ, ξ
′)), avec ξ′ ∈ B(0, r1) ∩ n
−. Pour k as-
sez grand, on aura aussi y′ = πM (exp(yˆk, ξ
′
k)), avec (ξ
′
k) une suite de n
− qui
tend vers ξ′. De la relation fk(y
′) = πN (exp(zˆ
′
k, Lk(ξ
′
k))), on de´duit que f est
donne´e sur Uy par f(πM (exp(yˆ, ξ
′))) = πN (exp(zˆ
′, L(ξ′))), ξ′ ∈ B(0, r1)∩n
−.
On en de´duit que l’espace tangent a` f(U) en f(y) est ιzˆ′(Im L), et ce pour
tout y ∈ U . La signature de Σ est donc celle de Im L relativement a`
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λp,q. Comme Im L co¨ıncide avec Vect(ǫr, . . . , ǫn), donc est incluse dans
Vect(ǫn−p+1, . . . , ǫn), c’ est un sous-espace totalement de´ge´ne´re´ de n
−, rela-
tivement a` λp,q. La sous-varie´te´ Σ est e´galement totalement de´ge´ne´re´e.
5.3.3. Conclusion. En chaque point x ∈ M , on a de´crit l’allure locale de f
selon que l’on e´tait dans le cas de´crit en 5.1, 5.2 ou 5.3. Ces cas s’excluent
mutuellement, et l’ensemble des points conduisant a` un cas donne´ est claire-
ment ouvert. Aussi, par connexite´ de la varie´te´ M , l’un des trois cas
pre´ce´dents de´crit le comportement de f au voisinage de chaque point de
M .
• Si l’on est dans le cas 5.1, cela veut dire que f est localement une
immersion conforme d’un ouvert de M dans un ouvert de N . Ainsi
f ∈ Conf(M,N).
• Si l’on est dans le cas 5.2, f est localement constante, donc constante
par connexite´ de M . Par ailleurs, la Proposition 5.1 montre chaque
point admet un voisinage ou` une me´trique de la classe conforme est
Ricci-plate. La varie´te´ (M,g) est localement conforme´ment Ricci-
plate dans ce cas.
• Enfin, si l’on est dans le cas 5.3, la fibre passant par chaque point est
une sous-varie´te´ totalement ge´ode´sique conforme, qui est de´ge´ne´re´e,
et dont le radical a pour dimension le rang de f . Chaque point
x ∈M admet un voisinage U tel que f(U) soit une sous-varie´te´ lisse
totalement isotrope de N .
6. Conse´quences ge´ome´triques de la de´ge´nerescence en
signatures riemanniennes et lorentziennes
Conside´rons (M, [g]) et (N, [h]) deux structures pseudo-riemanniennes de
meˆme signature (p, q), p+ q ≥ 3. On aimerait caracte´riser ge´ome´triquement
les cas ou` Conf(M,N) n’est pas ferme´ dans C0(M,N), autrement dit les
cas ou` existe une suite (fk) d’immersions conformes qui de´ge´ne`rent vers
une application limite f : M → N qui n’est pas une immersion conforme.
Nous commenc¸ons par e´tablir un re´sultat technique en Section 6.1, puis
nous re´pondrons, au moins localement a` la question ci-dessus dans le cas
des varie´te´s riemanniennes et lorentziennes.
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6.1. Uniformite´ de l’holonomie. Nous commenc¸ons par montrer qu’il
existe une meˆme suite d’holonomie, valable en chaque point de M , pour la
suite (fk).
Lemme 6.1. On suppose que fk : (M,g) → (N,h) est une suite d’immer-
sions conformes qui converge dans C0(M,N) vers une application f . Alors
il existe une meˆme suite stable (hk) de P, qui soit une suite d’holonomie de
(fk) en tous les points de M . De plus, quitte a` conside´rer une suite extraite
de (fk), il existe dans la fibre π
−1
M (x) de chaque point x ∈ M , une suite
convergente (xˆk), telle que fk(xˆk).h
−1
k converge dans Nˆ .
Preuve : soit x ∈ M . Comme (fk) est suppose´e converger vers f uni-
forme´ment sur les compacts de M , (fk) est stable en x. Il existe donc en
x une suite d’holonomie (hk) qui soit dans A
+ ⊂ R∗+ × O(p, q). En parti-
culier, hk = diag(λ1(k), . . . , λn(k)), λ1(k) ≥ . . . λn(k) ≥ 1. La suite Lk :=
(Ad hk)|n− est ainsi relativement compacte dans End(n
−). Par de´finition
d’une suite d’holonomie, il existe une suite (xˆk) relativement compacte de
Mˆ , dans la fibre de x, telle que fk(xˆk).h
−1
k soit e´galement relativement com-
pacte dans Nˆ . On se fixe U un voisinage de x suffisamment petit, de sorte
que pour tout k ∈ N, il existe Uk ⊂ n
− un voisinage de 0 pour lequel
ξ 7→ πM (exp(xˆk, ξ)) soit un diffe´omorphisme de Uk sur U .
Soit y ∈ U . Il existe une suite ξk de n
−, ξk ∈ Uk, telle que pour tout k,
πM(exp(xˆk, ξk)) = y. On peut alors e´crire :
(14) fk(exp(xˆk, ξk)).h
−1
k = exp(fk(xˆk).h
−1
k , (Ad hk).ξk).
La suite exp(fk(xˆk).h
−1
k , (Ad hk).ξk) est relativement compacte dans Nˆ , et
il s’ensuit que (hk) est une suite d’holonomie de (fk) en y.
On de´finit une relation d’e´quivalence sur M comme suit : deux points
x1 et x2 de M sont e´quivalents (on note x1 ∼ x2) si et seulement si les
suites d’holonomies (hk) et (h
′
k) de (fk) en x1 et x2 respectivement sont
e´quivalentes dans P (voir section 4.1). L’argument pre´ce´dent montre que les
classes d’e´quivalence de la relation ∼ sont des ouverts de M . Par connexite´
deM , il ne peut donc y avoir qu’une seule classe d’e´quivalence, ce qui prouve
le premier point du lemme.
On reprend les notations ci-dessus. Quitte a` conside´rer une suite extraite
de (fk) (et la suite extraite correspondante de (hk)), on peut supposer que
xˆk tend vers xˆ dans la fibre au-dessus de x, que fk(xˆk).h
−1
k converge vers
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zˆ ∈ Nˆ , et que Lk converge vers L ∈ End(n
−). Alors, si y ∈ U , on peut e´crire
pour tout k ∈ N, πM (exp(xˆk, ξk)) = y avec ξk ∈ Uk. Cette fois, la suite
(ξk) tend vers ξ ∈ n
−. La relation (14) assure alors que fk(exp(xˆk, ξk)).h
−1
k
converge vers exp(zˆ, L(ξ)). Notons que exp(xˆk, ξk) est une suite de la fibre
π−1M (y) qui converge vers yˆ := exp(xˆ, ξ). En re´sume´, nous venons de montrer
que chaque point x ∈M admet un voisinage ouvert U avec la proprie´te´ : de
toute suite extraite (fσ(k)) de (fk), on peut extraire une nouvelle sous-suite
(fϕ(k)), de sorte que pour tout y ∈ U , il existe dans la fibre π
−1
M (y) une suite
convergente (yˆk), telle que fϕ(k)(yˆk).h
−1
ϕ(k) converge dans Nˆ . Comme M est
re´union de´nombrable de compacts, un proce´de´ diagonal standard permet
d’obtenir le second point du lemme. ♦
6.2. The´ore`me 1.3 : le cadre riemannien. Le The´ore`me 1.2 donne les
diffe´rentes possibilite´s pour l’application limite f . Dans le cas riemannien, il
s’agit ne´cessairement d’une application constante. Quitte a` conside´rer une
sous-suite de (fk) (qui convergera toujours vers f), nous allons supposer que
les conclusions du Lemme 6.1 sont satisfaites. Par le Lemme 6.1, la suite
(fk) admet une meˆme suite d’holonomie stable (hk) en tout point de M ,
et comme on est en signature riemannienne, la suite (hk) est de la forme
diag (λk, . . . , λk) ∈ A
+, ou` 1/λk → 0. Notons que pour tout ξ ∈ n
−, on a
(Ad hk).ξ =
1
λk
.ξ. Soit x ∈ M , et soit (xˆk) une suite de la fibre π
−1
M (x) qui
converge vers xˆ, telle que zˆk := fk(xˆk).h
−1
k converge vers zˆ ∈ Nˆ . Comme
Ad hk agit par l’homothe´tie de rapport 1/λk (resp. λk) sur n
− (resp. sur
n+), et trivialement sur z⊕s, la relation d’e´quivariance sur la courbure (voir
(5) en Section 3.1.1) :
(Ad h−1k ).κzˆk((Ad hk).ξ, (Ad hk).η) = κxˆk(ξ, η)
montre que κxˆ(ξ, η) = 0 pour tout ξ, η ∈ n
−. Ainsi la courbure de la connex-
ion normale de Cartan associe´e a` (M, [g]) s’annule : (M,g) est localement
conforme´ment plate.
Remarque 6.2. Dans [F2], J. Ferrand obtient, en supposant que les appli-
cations (fk) sont injectives, que (M,g) est en fait conforme´ment e´quivalent
a` un ouvert de Rn. On pourrait retrouver ce re´sultat avec les me´thodes
pre´sente´es ci-dessus, en s’inspirant de [Fr1], Section 6.
6.3. The´ore`me 1.3 : le cadre lorentzien. On suppose de´sormais que
(M,g) et (N,h) sont lorentziennes, de dimension ≥ 3. La` encore, par le
Lemme 6.1, la suite (fk) admet une meˆme suite d’holonomie stable (hk) en
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tout point deM , et comme on est en signature lorentzienne, la suite (hk) est
de la forme hk = diag (σkλk, σk, . . . , σk,
σk
λk
), avec 1 ≤ λk ≤ σk, et σk →∞.
L’action de Ad hk sur g est diagonale. L’espace n
− est la somme de trois
espaces propres n−1 , n
−
2 et n
−
3 , associe´s respectivement aux valeurs propres
1
σkλk
, 1
σk
et λk
σk
. Sur p = z⊕s⊕n+, les valeurs propres sont λk, 1,
1
λk
, σkλk, σk
et σk
λk
. On en de´duit aise´ment le :
Fait 6.3. Si (ηk) est une suite de p qui converge vers η, alors il existe une
constante C > 0, qui de´pend de la suite (ηk), telle que ||(Ad h
−1
k ).ηk||g ≤
Cλk.
Soit x ∈ M , et soit (xˆk) une suite de la fibre π
−1
M (x) qui converge vers xˆ,
telle que zˆk := fk(xˆk).h
−1
k converge vers zˆ ∈ Nˆ . Du Fait 6.3, on de´duit le :
Fait 6.4. (1) Soit (ξ, η) ∈ n−1 × n
−
2 ; il existe une constante C > 0 telle
que :
||(Ad h−1k ).κzˆk((Ad hk).ξ, (Ad hk).η)||g ≤ C
1
σ2k
.
(2) Soit (ξ, η) ∈ n−1 × n
−
3 ; il existe une constante C > 0 telle que :
||(Ad h−1k ).κzˆk((Ad hk).ξ, (Ad hk).η)||g ≤ C
λk
σ2k
.
(3) Soit (ξ, η) ∈ n−2 × n
−
3 ; il existe une constante C > 0 telle que :
||(Ad h−1k ).κzˆk((Ad hk).ξ, (Ad hk).η)||g ≤ C
λ2k
σ2k
.
Le The´ore`me 1.2 donne deux posibilite´s pour l’application limite f : il s’agit
soit d’une application constante, soit d’une submersion lisse sur un segment
ge´ode´sique de lumie`re de (N,h).
6.3.1. Si f est constante, (M,g) est localement conforme´ment plate. Dans
ce cas, la preuve du The´ore`me 1.2 montre que les suites σk et λk ve´rifient,
outre les proprie´te´s e´nonce´es ci-dessus, σk
λk
→ 0. Re´e´crivons la relation
d’e´quivariance sur la courbure :
(Ad h−1k ).κzˆk((Ad hk).ξ, (Ad hk).η) = κxˆk(ξ, η).
Comme les trois suites 1
σ2
k
, λk
σ2
k
et
λ2
k
σ2
k
tendent vers 0, le Fait 6.4 conduit
a` κxˆ(ξ, η) = 0 pour tout ξ, η ∈ n
−; la varie´te´ (M,g) est localement con-
forme´ment plate.
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6.3.2. Si f est une submersion sur une ge´ode´sique de lumie`re de (N,h),
(M,g) est localement conforme´ment Ricci-plate. Dans ce cas, la suite (σk
λk
)
admet une limite finie dans ]0, 1]. Nous pouvons alors supposer, quitte a`
multiplier a` droite (hk) par une suite convergente de A
+, que λk = σk pour
tout k ∈ N, et que cette limite est 1. L’action adjointe de Ad hk sur g
est diagonale, avec pour valeurs propres ν1(k) =
1
σ2
k
, ν2(k) =
1
σk
, ν3(k) =
1, ν4(k) = σk et enfin ν5(k) = σ
2
k. Les sous-espaces propres associe´s sont
g1, . . . , g5, comme en Section 4.4. On appelle G
+ = g1 ⊕ g2 ⊕ g3, le sous-
espace faiblement stable associe´ a` Ad hk. La Proposition 4.8 assure que pour
r1 > 0 choisi suffisamment petit, Sˆ+ := exp(xˆ,B(0, r1) ∩ G
+) est une feuille
inte´grale de (ωM )−1(G+). Appelons H+ le sous-espace n− + g2. Comme
H+ ⊂ G+, la distribution Hˆ := {(ωM )−1(H+) | yˆ ∈ Sˆ+} est une distribution
de T Sˆ+.
Lemme 6.5. La distribution Hˆ ⊂ T Sˆ+ est inte´grable.
Preuve : Soit ξ1, . . . , ξm une base de H
+, de sorte que chaque ξi est soit
dans n−, soit dans g2∩s, et Xˆ1, . . . , Xˆm les m champs ω
M -constants associe´s
sur Mˆ . Rappelons que la courbure de la connexion ωM , e´value´e sur les Xˆi,
est donne´e par la formule dωM (Xˆi, Xˆj) + [ω
M (Xˆi), ω
M (Xˆj)], si bien que :
[ξi, ξj ]− κyˆ(ξi, ξj) = ω
M ([Xˆi, Xˆj ](yˆ)), j = 1, . . . ,m.
L’objectif est de montrer que Hˆ est involutive, i.e pour tout yˆ ∈ Sˆ+,
ωM([Xˆi, Xˆj ](yˆ)) ∈ H
+.
Si (ξi, ξj) ∈ n
− × (g2 ∩ s), ou (ξi, ξj) ∈ (g2 ∩ s)× (g2 ∩ s), alors κyˆ(ξ, ξ) = 0,
et donc ωM ([Xˆi, Xˆj ](yˆ)) ∈ H
+ puisque [n−, g2 ∩ s] ⊂ n
−, et [g2 ∩ s, g2 ∩ s] ⊂
g1 ⊂ n
−.
Il reste a` examiner le cas ou` ξi et ξj sont tous deux dans n
−. On e´crit
yˆ := exp(xˆ, ξ), ou` ξ ∈ B(0, r1) ∩ G
+. Du fait que (Ad hk)|G+ converge dans
End (G+, g), on a que zˆ′k := fk(exp(xˆk, ξ)).h
−1
k = exp(zˆk, (Ad hk).ξ) con-
verge vers zˆ′ ∈ Nˆ . Appelons yˆk := exp(xˆk, ξ). De la relation d’e´quivariance :
(Ad h−1k ).κzˆ′k((Ad hk).ξi, (Ad hk).ξj) = κyˆk(ξi, ξj),
et des points (1) et (2) du Fait 6.4, on tire que κyˆ(ξi, ξj) ∈ g1 si (ξi, ξj) ∈
n−1 × n
−
2 , et κyˆ(ξi, ξj) ∈ g1 ⊕ g2 ⊂ H
+ si (ξi, ξj) ∈ n
−
1 × n
−
3 . On a encore
ωM([Xˆi, Xˆj ](yˆ)) ∈ H
+ dans ces deux cas.
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Enfin, si (ξi, ξj) ∈ n
−
1 × n
−
3 , alors la relation d’e´quivariance pour la courbure
s’e´crit :
1
σk
κzˆ′
k
(ξi, ξj) = (Ad hk).κyˆk(ξi, ξj).
Comme g2∩ s est le seul sous-espace propre contracte´ de p, on e´tablit facile-
ment le :
Fait 6.6. Si (ηk) est une suite de p qui converge vers η, et si ||(Ad hk).ηk||g →
0, alors η ∈ g2.
Par le Fait 6.6, on conclut que κyˆ(ξi, ξj) ∈ g2 ∩ s ⊂ H
+, et finalement
ωM([Xˆi, Xˆj ](yˆ)) ∈ H
+ lorsque (ξi, ξj) ∈ n
−
1 × n
−
3 . Ceci ache`ve la preuve du
lemme. ♦
On va en de´duire que (ωM )−1(n− ⊕ s) admet une feuille inte´grale dans Mˆ ,
passant par xˆ, et conclure qu’un voisinage de x est conforme´ment Ricci-plat,
graˆce a` la Proposition 3.4. La preuve est la meˆme que celle du Lemme 5.2 :
on commence par conside´rer Hˆ, la feuille inte´grale de Hˆ passant par xˆ. Pour
r > 0 assez petit, la sous-varie´te´ Σˆ := exp(xˆ,B(0, r)∩n−) est transverse aux
orbites de l’action a` droite de S sur Nˆ . De plus Σˆ est une sous-varie´te´ de
Hˆ; en particulier ωM (T Σˆ) ⊂ H+ ⊂ n− ⊕ s. Le sature´ de Σˆ par l’action de
S est une sous-varie´te´ Mˆ0, et on a ω
M(TMˆ0) ⊂ (Ad S).H
+ + s ⊂ n− ⊕ s.
On a e´galite´ pour des raisons de dimension, et finalement Mˆ0 est une feuille
inte´grale de (ωM )−1(n− ⊕ s).
7. Le the´ore`me de stratification dynamique 1.4
Dans tout ce qui suit, on va munir la varie´te´ pseudo-riemannienne (N,h)
d’une me´trique riemannienne auxiliaire λ, qui de´finit une distance d sur N .
Si u est un vecteur de TN , on de´signera par ||u|| la norme de ce vecteur pour
la me´trique λ. Bien entendu, les e´nonce´s seront inde´pendants de ce choix
d’une me´trique auxiliaire. On conside`re une suite d’immersions conformes
fk : (M,g) → (N,h), et l’on suppose que (fk) tend vers f ∈ C
0(M,N),
uniforme´ment sur les compacts de M . La preuve du The´ore`me 1.4 va eˆtre
l’objet des trois sections 7.1, 7.2, 7.3 ci-dessous.
7.1. De´finition des suites (µj(k))k∈N et des distributions Fj. On com-
mence par remplacer (fk) par une suite extraite, renote´e (fk), qui satisfait
aux deux conclusions du Lemme 6.1. L’une de ces conclusions est l’existence
d’une suite (hk) de A
+ qui soit suite d’holonomie de (fk) en chaque point de
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M . C’est cette suite d’holonomie qui, apre`s d’autres extractions e´ventuelles,
va de´terminer les suites µ1(k), . . . , µs(k) du The´ore`me 1.4.
E´crivons hk = diag(λ1(k), . . . , λn(k)), avec λ1(k) ≥ . . . ≥ λn(k) ≥ 1. Il
existe s entiers non nuls n1, . . . , ns tels que pour tout l ∈ {0, . . . , s − 1},
et tout couple d’indices nl + 1 ≤ i ≤ j ≤ nl+1, le quotient
λi(k)
λj(k)
est borne´
dans [1,+∞) (on a adopte´ la convention n0 = 0). Quitte a` remplacer (hk)
par une suite e´quivalente de P, on peut alors supposer que pour tout l ∈
{0, . . . , s− 1}, et tout couple d’indices nl + 1 ≤ i ≤ j ≤ nl+1, λi(k) = λj(k)
pour tout k ∈ N. Si j ∈ {1, . . . , s}, on note µj(k) =
1
λnj (k)
. On a µ1(k) ≤
. . . ≤ µs(k) ≤ 1, et l’action de (Ad hk) sur n
− se fait par une transformation
diagonale de valeurs propres µ1(k), . . . , µs(k). Quitte a` extraire encore, on
peut supposer que chaque suite (µj(k)) admet une limite dans R
+, et que
µj+1(k)
µj(k)
→ ∞, pour tout j ∈ {1, . . . , s − 1}. Notons que les suites µj(k)
tendent vers 0, sauf e´ventuellement pour j = s.
On de´compose g/p en somme directe :
g/p = N1 ⊕ . . .⊕Ns,
ou` (Ad hk)|Nj = µj(k)IdNj . On pose de plus N0 := {0}. Si nj de´signe la
dimension de Nj, alors du fait que Ad hk agit conforme´ment pour λ
p,q, on
a bien que la matrice 

µ1(k)In1 0
. . .
0 µs(k)Ins


pre´serve la classe conforme de 2x1xn + . . . + 2xpxn−p+1 +Σ
q
p+1x
2
i .
Soit E0 = {0} ( E1 ( . . . ( Es−1 la filtration de´finie par Ej := N1 ⊕ . . . ⊕
Nj−1 ⊕Nj pour j ∈ {1, . . . , s− 1}.
Soit x ∈ M . Comme (fk) satisfait aux conclusions du Lemme 6.1, il existe
une suite (xˆk) dans la fibre π
−1
M (x) qui tend vers xˆ ∈ π
−1
M (x), de sorte que
zˆk := fk(xˆk).h
−1
k tende vers zˆ ∈ Nˆ au-dessus de f(x). On de´finit alors :
Fj(x) := ιxˆ(Ej), j ∈ {0, . . . , s − 1},
ou` ιxˆ : g/p→ TxM de´signe l’isomorphisme de´fini en section 3.1. A` premie`re
vue, le sous-espace Fj(x) semble de´pendre du point xˆ, limite de la suite
(xˆk). En fait, il n’en est rien, comme le montre le :
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Lemme 7.1. Soient (xˆk) et (xˆ
′
k) deux suites de la fibre π
−1
M (x), qui con-
vergent vers xˆ et xˆ′ respectivement, et telles que fk(xˆk).h
−1
k et fk(xˆ
′
k).h
−1
k
convergent dans Nˆ . Alors ιxˆ(Ej) = ιxˆ′(Ej), pour tout j ∈ {0, . . . , s− 1}.
Preuve : les points xˆ et xˆ′ e´tant dans la meˆme fibre, on e´crit : xˆ′ =
xˆ.p, avec p ∈ P. D’apre`s la relation (3), le lemme revient a` montrer que
(Ad p).Ej = Ej pour tout j = 1, . . . , s− 1.
On e´crit xˆ′k = xˆk.pk, ou` (pk) est une suite de P qui tend vers p. On a alors :
fk(xˆ
′
k).h
−1
k = fk(xˆk).pkh
−1
k = fk(xˆk).h
−1
k .hkpkh
−1
k .
Comme, par hypothe`se, fk(xˆk).h
−1
k et fk(xˆ
′
k).h
−1
k convergent, la suite hkpkh
−1
k
doit converger vers p˜ ∈ P car l’action de P sur Nˆ est propre et libre. Sup-
posons par l’absurde qu’il existe ξ ∈ Nj0 tel que (Ad p).ξ 6∈ Ej0 . Pour tout k,
(Ad pk).ξ = Σi>j0ξik+ ξ
′
k, avec chaque ξik ∈ Ni, et ξ
′
k ∈ Ej0 . Par hypothe`se,
il existe m > j0 tel que ξmk → ξm∞ 6= 0. Finalement :
(Ad hkpkh
−1
k ).ξ = Σi>j0
µi(k)
µj0(k)
ξik + ξ
′′
k ,
ou` ξ′′k ∈ Ej0 . Comme
µm(k)
µj0 (k)
→ ∞, la composante de (Ad hkpkh
−1
k ).ξ selon
Nm n’est pas borne´e, ce qui est absurde puisque (Ad hkpkh
−1
k ).ξ → (Ad l˜).ξ.
♦
7.2. Caracte´risation me´trique des Fj. Pour ce qui suit, on va identifier
g/p a` n−, via un isomorphisme qui commute a` l’action adjointe de Z×S. On
verra donc la filtration E0 ( . . . ( Es−1 dans n
−, et on conside´rera ιxˆ comme
un isomorphisme entre n− et TxM . Apre`s cette identification, la relation :
(15) ιxˆ.p−1((Ad p).ξ) = ιxˆ(ξ)
est encore valable lorsque ξ ∈ n−, et p ∈ Z × S ⊂ P. Si z ∈ N , et zˆ ∈ Nˆ
est dans la fibre au-dessus de z, on notera e´galement ιzˆ l’identification entre
n− et TzN . Rappelons que si f est une immersion conforme de (M,g) dans
(N,h), alors :
(16) Dxf(ιxˆ(ξ)) = ιf(xˆ)(ξ).
On reprend les notations de la section pre´ce´dente : (xˆk) est une suite de Mˆ
qui tend vers xˆ de sorte que zˆk := fk(xˆk).h
−1
k tende vers zˆ ∈ Nˆ au-dessus
de z := f(x).
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Par ailleurs, comme la suite (zˆk) est contenue dans un compact de Nˆ , il
existe deux constantes strictement positives c1 et c2 telles que pour tout
k ∈ N, et ξ ∈ n−, on ait :
(17) c1||ξ||g ≤ ||ιzˆk(ξ)|| ≤ c2||ξ||g.
On conside`re pour commencer u ∈ TxM non nul, et une suite (uk) de TxM
qui tend vers u. On e´crit pour tout k ∈ N, uk = ιxˆk(ξk), avec ξk ∈ n
−.
La suite ξk tend vers ξ := ι
−1
xˆ (u). Par de´finition des distributions Fj(x), le
vecteur u appartient a` TxM \ Fs−1(x) si et seulement si ξ ∈ n
− \ Es−1. En
de´composant chaque ξk selon la somme N1⊕ . . .⊕Ns, on voit aise´ment que
ceci est e´quivalent a` :
(18) ||(Ad hk).ξk||g ∼ cµs(k),
pour un certain re´el c > 0 (qui de´pend de la suite (ξk)). Des relations (15)
et (16), on tire par ailleurs :
(19) Dxfk(uk) = ιzˆk((Ad hk).ξk).
Ainsi, la relation (17), jointe a` (18) et (19), montre que u ∈ TxM \ Fs−1(x)
si et seulement si ||Dxfk(uk)|| = Θ(µs(k)). Ceci prouve le point 1, (a) du
The´ore`me 1.4.
Soit a` pre´sent u ∈ Fj(x) \ Fj−1(x), j ∈ {1, . . . , s − 1}. On peut e´crire
u = ιxˆ(ξ) ou` ξ ∈ Ej \ Ej−1. Soit (uk) une suite de TxM qui converge vers
u, et on e´crit pour tout k ∈ N : uk := ιxˆk(ξk), ou` ξk est dans n
− et
converge vers ξ. On de´compose ξ = ξ(1) + . . . + ξ(s) selon la somme directe
N1 ⊕ . . . ⊕Ns. On e´crit e´galement ξk = ξ
(1)
k + . . . + ξ
(s)
k , ou` ξ
(j)
k appartient
a` Nj. La suite (ξ
(j)
k ) a une limite non nulle, et par conse´quent, on tire de
l’expression (Ad hk).ξk = µ1(k)ξ
(1)
k + . . . + µs(k)ξ
(s)
k que :
(20) µj(k) = O(||(Ad hk).ξk||g).
Les relations (19) et (17) conduisent a` :
µj(k) = O(||Dxfk(uk)||),
et le point (1), (b), (i) est satisfait.
Conside´rons a` pre´sent la suite uk := ιxˆk(ξ). Il s’agit d’une suite de TxM qui
converge vers u. On a l’e´quivalence ||(Ad hk).ξ||g ∼ cµj(k), ou` c > 0. Les
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relations (17) et (19) conduisent donc a` :
||Dxfk(uk)|| = Θ(µj(k)),
et le point (1), (b), (ii) est satisfait.
Re´ciproquement, conside´rons un vecteur non nul u ∈ TxM , satisfaisant aux
conditions (1), (b), (i) et (1), (b), (ii) pour un certain indice j0 ∈ {0, . . . , s −
1}. Par le point (1), (a), u n’appartient pas a` TxM\Fs−1(x). Par conse´quent,
u appartient a` un certain Fj1(x) \Fj1−1(x), j1 ∈ {0, . . . , s− 1}. Or, a` cause
de la proprie´te´ µl(k) = o(µl+1(k)), ∀l ∈ {0, . . . , s}, les points (1), (b), (i) et
(1), (b), (ii) ne peuvent pas eˆtre ve´rifie´s pour deux indices distincts j0 6= j1.
On conclut que j0 = j1. On obtient ainsi l’e´quivalence (1), (b) du The´ore`me
1.4.
7.3. Inte´grabilite´ des distributions Fj et caracte´risation me´trique
des feuilles locales. Il nous reste a` prouver l’inte´grabilite´ des Fj , le fait
que les feuilles Fj sont totalement ge´ode´siques conformes, ainsi que la car-
acte´risation me´trique locale. Nous gardons les meˆmes notations que ci-
dessus : pour x ∈M , on choisit une suite (xˆk) de Mˆ dans la fibre au-dessus
de x, qui converge vers xˆ ∈ Mˆ , et telle que zˆk := fk(xˆk).h
−1
k converge vers
zˆ.
On de´finit Ux := πM (exp(xˆ,B(0, r1))), ou` r1 > 0. Quitte a` choisir r1
assez petit, Ux est un ouvert contenant x, et ξ 7→ πM (exp(xˆ, ξ)) est un
diffe´omorphisme de B(0, r1) ∩ n
− sur Ux. Pour j = 1, . . . , s − 1, on de´finit
Nj(x) := πM (exp(xˆ, Ej ∩ B(0, r1))).
Lemme 7.2. Pour j ∈ {1, . . . , s − 1}, Nj(x) est une sous-varie´te´ lisse,
totalement ge´ode´sique conforme, contenue dans Ux, et est partout tangente
a` Fj.
Preuve : comme en section 4.4, en conside´rant e´ventuellement une suite
extraite de (fk), on a une de´composition g = g1 ⊕ . . . ⊕ gm, de sorte que
(Ad hk)|gj = νj(k)Idgj , ou` chaque suite (νj(k)) admet une limite dans R+∪
{∞}, et νj(k) = o(νj+1(k)), pour tout 1 ≤ j ≤ m− 1. Il existe des indices
i1 ≤ . . . ≤ is tels que µj(k) = νij(k) pour j ∈ {1, . . . , s}. Si l’on se fixe un
indice j, alors la Proposition 4.8 affirme que quitte a` restreindre r1, la sous-
varie´te´ Sˆj = exp(xˆ, g
(ij)∩B(0, r1)) est une feuille inte´grale de la distribution
(ωM )−1(g(ij )). Maintenant, exp(xˆ, Ej ∩ B(0, r1)) ⊂ Sˆj est transverse aux
fibres de πM , donc Nj(x) est une sous-varie´te´ lisse de M . Par ailleurs, on
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montre comme dans la preuve de la Proposition 4.8, que g(ij) est une sous-
alge`bre de g, qui s’e´crit g(ij) = n−ij ⊕pij , ou` n
−
ij
et pij sont deux sous-alge`bres
de n− et p respectivement. Par ailleurs, toujours comme dans la preuve de
la Proposition 4.8, on montre que Nj(x) = πM (Sˆj). Il s’ensuit que Nj(x)
est totalement ge´ode´sique conforme.
Nous allons maintenant montrer que Nj(x) est tangente a` la distribution
Fj. Soit y ∈ Nj(x). On e´crit y = πM (yˆ) ou` yˆ := exp(xˆ, ξ), ξ ∈ Ej ∩
B(0, r1). Alors TyNj(x) = DyˆπM (TyˆSˆj) = ιyˆ(g
(ij)∩n−) = ιyˆ(Ej). Rappelons
maintenant que l’on a extrait une sous-suite de (fk), de sorte que (Ad hk)|n−
converge vers L ∈ End (n−). Il s’ensuit que fk(exp(xˆk, ξ)).h
−1
k converge vers
exp(zˆ, L(ξ)). Comme exp(xˆk, ξ) tend vers yˆ, on de´duit du Lemme 7.1 que
ιyˆ(Ej) = Fj(y). ♦
On vient de montrer que la distribution Fj de´finit un feuilletage pour j =
{1, . . . , s− 1}, et que Nj(x) est la feuille passant par x dans Ux : on la note
de´sormais F locj (x).
7.3.1. Caracte´risation me´trique des feuilles locales. Les distances induites
par deux me´triques riemanniennes sur une varie´te´ sont localement e´quiva-
lentes; on a par conse´quent :
Lemme 7.3. Il existe un voisinage compact K de zˆ dans Nˆ , et des re´els
strictement positifs c1, c2 et r0, tels que si zˆ
′ ∈ K et ξ1, ξ2 ∈ B(0, r0) ∩ n
− :
c1||ξ1 − ξ2||g ≤ d(πN (exp(zˆ
′, ξ1)), πN (exp(zˆ
′, ξ2))) ≤ c2||ξ1 − ξ2||g
On supposera par la suite que l’on a choisi r0, r1 > 0 assez petits pour que
ζ 7→ exp(zˆ′, ζ) soit un diffe´omorphisme de B(0, r0) ∩ n
− sur son image pour
tout zˆ′ ∈ K, et que l’on ait de plus, ∀k ∈ N :
(Ad hk).(B(0, r1) ∩ n
−) ⊂ B(0, r0) ∩ n
−.
On commence par montrer le point 2, (a) du The´ore`me 1.4. Soit y ∈ Ux,
et (yk) une suite de Ux qui tend vers y. Alors y = exp(xˆ, ξ), avec ξ ∈
B(0, r1) ∩ n
−, et pour tout k, on peut e´crire yk = exp(xˆk, ξk), avec ξk → ξ.
Le point y appartient a` Ux \ F
loc
s−1(x) si et seulement si ξ ∈ n
− \ Es−1. Par
(18) et le Lemme 7.3, ceci e´quivaut a` :
d(fk(x), fk(yk)) = Θ(µs(k)).
Soit maintenant y ∈ F locj (x) \ F
loc
j−1(x), j ∈ {1, . . . , s − 1}. Alors y =
πM(exp(xˆ, ξ)), ou` ξ ∈ {Ej \ Ej−1} ∩ B(0, r1). Soit (yk) une suite de Ux qui
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converge vers y, et on e´crit comme ci-dessus yk = exp(xˆk, ξk), avec ξk → ξ.
Nous avons de´ja` vu que µj(k) = O(||(Ad hk).ξk||g), ce qui, au vu du Lemme
7.3, conduit a` :
µj(k) = O(d(fk(x), fk(yk))).
Le point (2), (b), (i) est donc satisfait.
Conside´rons la suite de points yk := πM (exp(xˆk, ξ)), qui tend vers y. De la
relation ||(Ad hk).ξ||g ∼ cµj(k), ou` c > 0, et du Lemme 7.3, on de´duit :
(21) d(fk(x), fk(yk)) = Θ(µj(k)),
et le point (2), (b), (ii) est satisfait.
Re´ciproquement, soit y ∈ Ux \ {x} satisfaisant les points (2), (b), (i) et
(2), (b), (ii) pour un certain indice j0 ∈ {0, . . . s−1}. Par le (2), (a), y 6∈ Ux \
F locs−1(x). Donc il existe j1 ∈ {0, . . . , s−1} tel que y ∈ F
loc
j1
(x)\F locj1−1(x). Les
points (2), (b), (i) et (2), (b), (ii) sont donc e´galement ve´rifie´s pour l’indice
j1, ce qui implique j1 = j0. Ceci ache`ve donc la preuve du point (2), (b) du
The´ore`me 1.4.
8. Appendice : unicite´ des feuilles locales F locj (x) et des suites
µj(k) dans le The´ore`me 1.4
Soit x un point de M . Le The´ore`me 1.4 assure l’existence d’une strati-
fication dynamique sur un voisinage Ux de x, de´finie par des sous-varie´te´s
F loc0 (x) = {x} ( F
loc
1 (x) ( . . . ( F
loc
s−1(x) ( Ux, et des suites µ1(k), . . . µs(k),
qui satisfont aux conclusions (2), (a), (b) du the´ore`me. Nous allons prouver
l’unicite´ de cette stratification, au sens ou` si H loc0 := {x} ( H
loc
1 (x) ( . . . (
H locr−1(x) ( Ux est une autre famille de sous-varie´te´s, et si η1(k), . . . , ηr(k)
sont d’autres suites, qui ve´rifient les conclusions 2, (a), (b) du The´ore`me 1.4,
alors r = s, H locj (x) = F
loc
j (x), et ηj(k) = Θ(µj(k)), pour tout j = 1, . . . , s.
Commenc¸ons par choisir y et y′ non nuls, diffe´rents de x, dans F loc1 (x) et
H loc1 (x) respectivement. Le point (2), (b), (ii) assure qu’il existe une suite
(yk) qui tend vers y, telle que d(fk(x), fk(yk)) = Θ(µ1(k)), et il existe
une suite (y′k) qui tend vers y
′ telle que d(fk(x), fk(y
′
k)) = Θ(η1(k)). Par
le point (2), (b), (i), on doit avoir η1(k) = O(d(fk(x), fk(yk))) et µ1(k) =
O(d(fk(x), fk(y
′
k))), d’ou` il ressort que η1(k) = O(µ1(k)) et µ1(k) = O(η1(k)).
On aboutit a` η1(k) = Θ(µ1(k)). Cette information, jointe au 2, (b) assure
que y ∈ H loc1 (x) et y
′ ∈ F loc1 (x). Ainsi H
loc
1 (x) = F
loc
1 (x).
DE´GE´NERESCENCE LOCALE 41
Supposons que pour j ∈ {2, . . . ,min(r, s) − 1}, on ait prouve´ F locj−1(x) =
H locj−1(x). Choisissons y ∈ F
loc
j (x) \ F
loc
j−1(x), et y
′ ∈ H locj (x) \H
loc
j−1(x). Par
(2), (b), (ii), il existe (yk) qui converge vers y et telle que d(fk(x), fk(yk)) =
Θ(µj(k)). Par ailleurs, y ∈ (Ux \ H
loc
r−1(x))
⋃r−1
i=j H
loc
i (x) \ H
loc
i−1(x). Les
points (2), (a) et (2), (b), (i) assurent que ηj(k) = O(d(fk(x), fk(yk))). On
conclut que ηj(k) = O(µj(k)). Le meˆme raisonnement applique´ a` y
′ donne
que µj(k) = O(ηj(k)), et finalement ηj(k) = Θ(µj(k)). Par le point (2), (b),
on obtient x ∈ H locj (x) \ H
loc
j−1(x) et y
′ ∈ F locj (x) \ F
loc
j−1(x). On conclut
finalement que F locj (x) = H
loc
j (x).
Supposons que s = min(r, s). Alors, le raisonnement pre´ce´dent permet
d’obtenir par induction que pour tout j ≤ s − 1, µj(k) = Θ(ηj(k)) et
F locj (x) = H
loc
j (x). Le point 2, (a) du the´ore`me affirme alors que pour tout
point y ∈ Ux \ F locs−1(x) (et donc pour tout y ∈ Ux \H
loc
s−1(x)), et toute suite
(yk) qui converge vers y, on a d(fk(x), fk(yk)) = Θ(µs(k)). On doit ainsi
avoir ηj(k) = Θ(µs(k)) pour tout j = s, . . . , r. Comme ηj(k) = o(ηj+1(k)),
on obtient que r = s, et ηs(k) = Θ(µs(k)). Ceci ache`ve la preuve de l’unicite´.
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