Abstract. Let ϕ be a holomorphic function that maps the unit ball of C n into the unit disc. It is shown that the essential norm of the composition operator between the Hardy spaces induced by ϕ is exactly the same as that of the inclusion operator induced by the pullback measure of ϕ and is comparable with the essential Carleson norm of the pullback measure of ϕ. As an application the essential norms of composition operators induced by certain classes of inducing functions are explicitly calculated: two classes are considered. The anlogues in higher dimensional cases and in the Bergman context are indicated without detail.
Introduction
Throughout the paper n denotes a fixed positive integer unless otherwise specified. Let B = B n denote the open unit ball of C n and let S = S n denote its boundary, the unit sphere. The unique rotation-invariant probability measure on S will be denoted by σ = σ n . In case B = D (i.e. n = 1) relations between the operator theoretic properties of C ϕ and the function theoretic properties of the inducing function ϕ have been extensively studied by many authors. See, for example, [5] , [16] and references therein. In particular, J. Shapiro [16] has recently completely answered the question "when is C ϕ compact?" In fact he obtained a complete function theoretic description of the essential norm (=distance to the compact operators) of C ϕ in terms of the Nevannlina counting function of ϕ.
In the present paper we investigate the same question for general C ϕ in terms of the pullback measures τ ϕ onD defined by τ ϕ (E) = σ[(ϕ * ) −1 (E)] (the superscript * denotes the radial limit) for Borel subsets E ofD. By a standard approximation one can easily find In fact the following is true:
where ||τ ϕ || C denotes the Carleson norm of τ ϕ (see Section 2). The notation ∼ = means that the ratios of two terms are bounded below and above by constants C n . Here, and elsewhere, C n denotes an absolute constant, depending on the dimension n, which may change with each occurrence. The second half of (2) is well known for measures τ ϕ concentrated on D, as the Carleson measure theorem, and remains true for measures τ ϕ not necessarily concentrated on D (see 3.3). In Section 3 we obtain a complete analogue of (2) for essential norms. In Section 4 we apply this result to calculate the precise essential norms of certain composition operators. Two cases are considered here: the first one involves inner functions and the second one deals with the so-called orthogonal functions. Finally in Section 5 we indicate without detail the analogues in higher dimensional cases and in the Bergman context.
Preliminary
For a function f : B −→ C, we let f * (ζ) = lim r 1 f (rζ) if the limit exists at ζ ∈ S. It is a well-known fact that if f ∈ H For α ∈ B we shall let P α denote the test function defined by
Here < , > denotes the complex inner product on C n . By the Cauchy formula on B we have P α ∈ H 2 (B) and ||P α || = 1. The Poisson-Szegö kernel on B is the kernel
for every test function P z . The Poisson-Szegö integral P [λ] of a complex Borel measure λ on S is defined by
.
where
By Korányi's theorem we have In what follows the term "measure" will always refer to positive finite Borel measures. Let τ be a measure onB. We shall let I τ denote the densely defined "inclusion" operator of the Hardy space
and its "essential Carleson norm"
A measure on a Borel subset E ofB will be considered as a measure onB concentrated on E. For example, λ(Ω(ζ, t)) = λ(Q(ζ, t)) for a measure λ on S. Given a densely defined linear operator L of a Hilbert space X into another Hilbert space Y , we will denote the operator norm of L by ||L|| when there is no possibility of confusion with the H 2 norm. If ||L|| < ∞, we will use the same letter L for the unique bounded extension on all of X. The essential norm |||L||| of bounded L is its distance to the compact operators. More precisely,
We will not complicate the notation by indicating the spaces explicitly in ||L|| and |||L|||. This should cause no confusion. Finally, dimensions involved in various notations defined above will be clear from the context. 
Essential norms
Proof. (i) =⇒ (ii): Let M λ be the maximal function of the measure λ defined by
By assumption M λ(ζ) ≤ ||λ|| C < ∞ for every ζ ∈ S and therefore, by [13, Theorem 5. (1) lim
Taking the infimum on the left side of the above over all K and writing α = (1 − t)ζ (ζ ∈ S, 0 < t < 1), we obtain
Thus we have
This completes the proof by 2.(1).
The following lemma is originally due to Ryff [15] in the setting B = D. A similar lemma appears in [8] .
Lemma. Let ϕ : B −→ D be a holomorphic funcion and assume
Proof. First of all, note that the lemma is true iff is continuous onD. Let f r (0 < r < 1)
(D) and thus (1) lim
Let λ be the restriction of τ ϕ to T . Since ||λ|| C < ∞ as remarked earlier, f * exists [λ] a.e. on T by Proposition 3.1. From this fact one easily obtains (2) lim
An application of Fatou's lemma now shows the lemma by (1) and (2). [8] ; also [4] , [11] ):
CARLESON MEASURES.
What is needed here is a slight variation of this result, where τ is not necessarily concentrated on B. In this setting the inequality ||I τ || 2 ≥ C n ||τ || C follows as before by considering test functions. For the other direction of the inequality, suppose ||τ || C < ∞. Let µ and λ be the restrictions of τ to B and S, respectively. Then it is easily verified from (1) and Proposition 3.1 that
The following must have been also well known to some workers in the field. We include it for the sake of completeness.
Proof. Write L = I τ again for notational simplicity. Then, as in the proof of Proposition 3.1, we have
ReplaceB by Ω(ζ, t) in the integral of the above. Then the resulting integral is easily seen to be bounded below by
Now we prove the other direction of the inequality. For 0 < r < 1, let L r = I τ r where τ r denotes the restriction of τ to the annulusB
be the multiplication by the characteristic function of (1 − r)B. Then M r • L is compact (by a normal family argument). Thus
and therefore, since the sequence ||L r || is monotone, we have
Hence the following inequality will finish the proof by (2) and 3.3. (1):
The above is implicit in the proof of Theorem 1.1 of [8] in case |||τ ||| C = 0 and a slight modification shows the general case. We include it for completeness. Fix ζ ∈ S. We need verify
Now assume r < t < 2. Before proceeding, we introduce a temporary notation: 
the balls Q(η j , r/4) are pairwise disjoint and contained in Q(ζ, 3t). Hence N ≤ C n (t/r) n by (1). On the other hand, the balls Q(η j , r) cover Q(ζ, t) by maximality and thus
Since N ≤ C n (t/r) n , the above combined with (1) implies , 2r) ) .
The right side of the above is dominated by C n |||τ ||| C + o(1) where o(1) is independent of ζ. This, together with (4), shows (3).
We are now ready to prove the main result of this section.
Theorem. Let ϕ : B −→ D be a holomorphic funcion. Then
Proof. For simplicity write τ = τ ϕ . Recall that I τ is bounded. Let R :
It is easy to find from 1. (1) 
Upon taking infimum over all K, we find |||C ϕ ||| ≥ |||I τ |||. By using the Cauchy transform
in a similar way for any compact operator K :
Corollary. For a holomorphic function ϕ : B −→ D, C ϕ is compact if and only if
|||τ ϕ ||| C = 0.
Two special cases
The explicit value of the norm or essential norm of C ϕ has been known only for very special classes of inducing functions ϕ. See [5] , [10] and [16] . In this section we calculate the precise essential norms of composition operators induced by two special classes of functions.
The (D). It is an interesting fact that the (essential) norm formula for C ϕ induced by an inner function ϕ is independent of dimensions. This is contained in Theorem 4.2. Our derivation is independent. We first prove a lemma.
Lemma. Suppose τ is a measure on B and let τ r (0 < r < 1) be its restriction to the annulus B \ (1 − r)B. Then
Proof. Put L = I τ and L r = I τ r . Let K : H 
Theorem. Suppose ϕ is an inner function on B. For 0 < t ≤ 1, let ψ = (1 − t)b + tϕ where b is a unimodular number such that b|ϕ(0)| = ϕ(0). Then
Proof. Let P (z, e iθ ) be the Poisson kernel on D. Since ϕ is an inner function, we have ( [10] , [12] )
The pullback measure τ = τ ψ is therefore a Carleson measure on D such that
Hence the theorem is a special case of the following result by Theorem 3.5.
We continue using the notation defined in the proof above.
4.3. Theorem. Put τ 1 = τ and let τ r (0 < r < 1) be the restriction of τ to the annulus
Note: This shows that the equality can happen in Proposition 3.4 in a nontrivial way. 
On the other hand, considering test functions on D, we have
where χ r denotes the characteristic function of the set of points e iθ such that |h(e iθ )| > r. For α = sb (0 < s < 1) a straightforward calculation shows
Inserting the above into (2), we find
Take the limit s 1 on the right side of the above and use 2.
(1) to obtain
Thus, by (1), (3) and Lemma 4.1,
It remains to compute |||τ r ||| C . Note that
and that
where |Q δ | denotes the normalized arclength of Q δ . It follows from these observations and 4.2. (1) that
The second equality of the above holds by continuity of P (a, ·) at b. This completes the proof because |||τ ||| C = |||τ r ||| C by definition.
We now turn to the so-called orthogonal functions. We shall use the notation
(ζ) exists and is unimodular}.
ORTHOGONAL FUNCTIONS. Let us say that a holomorphic function
. It is clear that the rotation-invariance of τ ϕ implies the orthogonality of ϕ. It is less clear that the converse is also true: the orthogonality of ϕ implies the rotation-invariance of τ ϕ . This follows from the fact that if ϕ is orthogonal , then
holds for θ real and functions h of the form
It is easy to see that if ϕ is an inner function on B with ϕ(0) = 0, then ϕ is orthogonal. Also, every nonconstant (holomorphic) homogeneous polynomial ϕ : B −→ D is orthogonal. There are others: for n ≥ 2 one may construct orthogonal functions by using the integral formula
(σ), and V k denotes the normalized volume measure on B k . If k = n − 1, then (1) is Proposition 1.4.7 of [13] . This general form can be shown by the "same" proof. Also, the orthogonality is invariant under compositions with measure preserving maps ( [14, Chapter14] , [18] ). Moreover, the author has been informed that Jose Fernandez has constructed orthogonal functions ϕ, on D and hence on B, for which 0 < σ(E ϕ ) < 1.
Lemma. If τ is a rotation-invariant measure onB, then |||τ ||| C ≤ τ (S).
Proof. Since τ is rotation-invariant, we have
Then Ω(ζ, t) ⊂ A t and thus, by (1) and Fubini's theorem,
where 1 , t) ).
This implies |||τ |||
4.6. Lemma. Suppose τ is a measure onB such that ||τ || C < ∞. Let µ and λ be its restrictions to B and S, respectively.
Proof. By considering test functions as before, one can easily obtain |||I τ ||| (
Note that σ(E ϕ ) = 0 and thus C ϕ is compact by Theorem 4.7. For such a function ϕ, we have τ ϕ << m (m denotes the area measure on D) and
where c = c(ϕ) > 0 and dim refers to the topological dimension. See [2] and [3] . Since E ϕ contains a circle, dim E ϕ ≥ 1 and therefore
In other words, C ϕ is not a Hilbert-Schmidt operator.
Remarks
Note that the a priori boundedness of C ϕ plays an essential role in the argument used in Section 3, especially in the proof of Lemma 3.2. The situation is different in higher dimensional cases. The densely defined composition operator
induced by a general holomorphic map Φ : B n −→ B k is not necessarily bounded; see for example [8] . Nevertheless, it is not hard to see that the analogue of 1.(2) still remains true:
] (* denotes the radial limit) is the pullbcak measure of Φ as before. Now, once the boundedness of C Φ is known, one can easily prove an analogue of Lemma 3.2. The rest of the proof of the following theorem remains the same:
The following consequence of Theorem 5.1 appears in [8] in case k = n.
Corollary. Let C Φ be the composition operator induced by a holomorphic map Φ :
Using the above corollary, we give a class of holomorphic maps that induces compact composition operators. , t) ) .
There is an analogue of the Carleson measure theorem in this context ( [4] , [6] , [17] ; also [9] ): ||J µ || 2 ∼ = ||µ|| α where J µ denotes the densely defined inclusion operator of A Also, an easy modification of the proof of Proposition 3.4 shows |||J µ ||| 2 ∼ = |||µ||| α and therefore one has the following analogue of Theorem 5.1:
for bounded operators C Φ,α . In fact the above is much easier to prove because the boundary functions are not involved. Note that C Φ,α is a priori bounded for k = 1. However, C Φ,α is not bounded for general k; such an example can be found in [9] .
