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Resumen: En el presente art´ıculo se investigan diversas te´cnicas de modelado de
lenguaje para una tarea de transcripcio´n automa´tica de noticiarios bilingu¨es. Se com-
para una aproximacio´n no adaptada con varios esquemas basados en interpolacio´n
de modelos. Mediante una estrategia de adaptacio´n dina´mica, utilizando recono-
cedores en paralelo, se ha conseguido reducir la tasa de errores de reconocimiento
en un 20.7 % con respecto al modelo no adaptado. El art´ıculo tambie´n analiza los
problemas del habla esponta´nea que han limitado las mejoras.
Palabras clave: adaptacio´n del modelo de lenguaje, transcripcio´n de voz, progra-
mas de noticias
Abstract: In this paper several language models for a bilingual broadcast news
transcription task are investigated. A non-adapted approach is compared to various
schemes based on mixture models. Through the use of a dynamic adaptation stra-
tegy, employing several decoders in parallel, a 20.7 % reduction in the word error
rate was achieved with respect to the non-adapted model. This paper also analyzes
the problems of spontaneous speech, which have limited the improvements.
Keywords: language model adaptation, speech transcription, broadcast news
1. Introduccio´n
La transcripcio´n de noticiarios televisivos
(Lamel et al., 2004) constituye un marco de
trabajo ido´neo para medir las prestaciones de
un reconocedor de voz. La gran diversidad de
locutores, estilos de habla y temas tratados
a lo largo de un programa de noticias supo-
ne una exigente prueba para un reconocedor,
obliga´ndole a ser capaz de funcionar de ma-
nera robusta para un abanico de situaciones
diferentes. Es por ello que esta tarea ha cen-
trado una buena parte de la investigacio´n en
reconocimiento de voz en la u´ltima de´cada.
El sistema Transcrigal de la Universidad
de Vigo (Die´guez Tirado et al., 2004) fue di-
sen˜ado para la transcripcio´n de noticiarios en
lengua gallega, que se caracterizan por la pre-
sencia frecuente de locutores que emplean el
idioma castellano. El bilingu¨ismo inherente
a esta tarea constituye una nueva variable a
tratar, que aumenta la complejidad y el in-
tere´s del sistema.
∗ Este proyecto ha sido parcialmente apoyado por
el MCyT de Espan˜a, bajo el proyecto TIC2002-
02208, y la Xunta de Galicia bajo el proyecto
PGIDT03PXIC32201PN. Tambie´n agradecemos la
colaboracio´n prestada por la Televisio´n de Galicia
(TVG)
Para abordar esta variabilidad es conve-
niente recurrir a esquemas adaptados, tanto
en lo relativo a los modelos acu´sticos como
en el modelo de lenguaje. En este art´ıculo se
estudian varias aproximaciones al modelado
de lenguaje en Transcrigal. Se comparara´ un
esquema adaptado con un esquema no adap-
tado:
Aproximacio´n de fuerza bruta, que con-
siste en concatenar todo el texto de en-
trenamiento disponible.
Adaptacio´n con modelos de mezclas
(Clarkson, 1999), en la cual el texto se
divide en fuentes, y el modelo resultan-
te se obtiene como combinacio´n lineal de
modelos componentes. La eleccio´n de los
pesos permite la adaptacio´n.
La adaptacio´n por modelos de mezclas es
bien conocida, si bien este art´ıculo utiliza dos
variaciones frente a las aproximaciones tradi-
cionales: (i) aplicar el modelo adaptado en
la fase de Viterbi del reconocedor, en lugar
de esperar a la fase N-best; (ii) aumentar la
especificidad de los modelos de lenguaje me-
diante la seleccio´n de subconjuntos dentro de
dominio, en lugar de la aproximacio´n habi-
tual de entrenar “modelos de temas” fuera
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de dominio, eg. (Gotoh y Renals, 1999). Se
comparara´n varias estrategias realizando un
aumento progresivo de la especificidad. El uso
de estas te´cnicas ha permitido obtener una
disminucio´n del 20.7 % en la tasa de errores
de reconocimiento con respecto a la aproxi-
macio´n por fuerza bruta.
El resto del art´ıculo esta´ organizado de la
siguiente forma. A continuacio´n, en el aparta-
do 2 se proporciona una visio´n general del sis-
tema completo de transcripcio´n de noticias.
En el apartado 3 se introducen algunos con-
ceptos ba´sicos sobre adaptacio´n del modelo
de lenguaje. El apartado 4 describe las solu-
ciones propuestas para el modelo de lenguaje
de Transcrigal. Seguidamente, el apartado 5
recoge los resultados experimentales. Final-
mente, se realiza una discusio´n de los resul-
tados obtenidos (Apdo. 6) y se proporcionan
las conclusiones y las l´ıneas futuras del tra-
bajo (Apdo. 7).
2. El sistema Transcrigal de
transcripcio´n de noticias
En el presente apartado se resumen los
componentes del sistema Transcrigal. Una
descripcio´n ma´s detallada puede encontrarse
en (Die´guez Tirado et al., 2004).
2.1. Bases de datos
Para la construccio´n de Transcrigal se uti-
lizaron varias bases de datos:
Transcrigal-DB. Es la base de datos pro-
pia del sistema. Esta´ formada por graba-
ciones de noticiarios de la Televisio´n de
Galicia, tanto en audio como en v´ıdeo,
as´ı como su transcripcio´n de texto. Esta
base de datos ha sido ampliada reciente-
mente de 14 a 31 programas (Tabla 1).
Cada programa dura aproximadamente
1 h., distinguie´ndose tres secciones: “no-
ticias” (N), “deportes” (D) y “el tiempo”
(T). Las transcripciones constan de un
total de 315K palabras (2MB de texto).
Los 31 programas se dividen en entre-
namiento, validacio´n y test (26, 2 y 3,
respectivamente).
Bases de datos de audio. Se utilizaron 25
horas en castellano y 15 horas de galle-
go tomadas de SpeechDAT, como mate-
rial de entrenamiento para los modelos
acu´sticos.
Bases de datos de texto. Fueron utiliza-
das para para entrenar los modelos de
Remesa1 Remesa2
Nu´m. programas 14 17
Fecha captura 2002 2003–2004
Edicio´n mediod´ıa tarde
Codif. audio PCM 16Khz PCM 48Khz
Codif. v´ıdeo AVI (Indeo) MPEG2
Tabla 1: Base de datos Transcrigal-DB
Nombre id. fechas taman˜o
El Correo Gallego ES 12/00–01/05 366 MB
El Correo Gallego GA 12/00–01/05 122 MB
Galicia Hoxe GA 05/03–01/05 117 MB
Vieiros GA 03/01–02/04 11 MB
Escaletas GA 06/01–12/04 154 MB
Tabla 2: Material de texto
lenguaje, y corresponden a la edicio´n In-
ternet de varios diarios en lengua galle-
ga y castellana. Tambie´n se pudo contar
con las transcripciones utilizadas por los
presentadores de los informativos, cono-
cidas habitualmente como escaletas, pro-
porcionadas por la TVG (Tabla 2).
2.2. Estructura del sistema
El sistema Transcrigal consta de tres blo-
ques fundamentales (Fig. 1): (i) segmentador
acu´stico, divide cada programa de noticias en
una serie de turnos de locutor; (ii) reconoce-
dor de voz, transcribe cada turno de locutor
utilizando un modelo de lenguaje y una serie
de modelos acu´sticos determinados. El mode-
lo de lenguaje se integra con el reconocedor en
la fase de alineamiento de patrones (Fig. 2);
(iii) visualizador: permite acceder a los conte-
nidos multimedia en base a bu´squedas sobre
las transcripciones (Fig. 3).
3. El mecanismo de adaptacio´n
del modelo de lenguaje
A lo largo de este apartado se exponen
algunos conceptos ba´sicos sobre adaptacio´n
de modelos de lenguaje. En primer lugar, se
presenta la adaptacio´n de modelos de lengua-
je como una herramienta capaz de solucio-
Figura 1: Diagrama de bloques de Transcrigal
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Figura 2: Integracio´n del modelo de lenguaje
en el reconocedor
Figura 3: Visualizador de Transcrigal
nar algunas limitaciones de los modelos de
n-gramas. Seguidamente se proporcionan los
fundamentos de la adaptacio´n por modelos
de mezclas empleada en Transcrigal.
3.1. Adaptacio´n de modelos de
lenguaje
El reconocedor de voz de la Universidad
de Vigo, utilizado en Transcrigal, esta´ pre-
parado para utilizar modelos de lenguaje tri-
gramas, basados en descuento Good-Turing
con backoffs (Manning y Schu¨tze, 1999). El
reconocedor aplica estos modelos de trigra-
mas de manera eficiente en la fase de Viter-
bi del reconocedor por medio de un mecanis-
mo de prediccio´n avanzado (Cardenal-Lopez,
Dieguez-Tirado, y Garcia-Mateo, 2002).
Para la construccio´n de un modelo de len-
guaje para Transcrigal, podr´ıa optarse por la
simple concatenacio´n de todo el texto dispo-
nible, y entrenar a partir del mismo un mo-
delo de trigramas (esquema de fuerza bru-
ta). Sin embargo, esto proporcionar´ıa unas
prestaciones muy pobres, debido fundamen-
talmente a dos razones:
Para que un modelo de n-gramas fun-
cione correctamente, el texto de entrena-
miento debe ser abundante, y estar ajus-
tado a la tarea en tema y estilo. En cam-
bio, en Transcrigal, se distingue una pe-
quen˜a fraccio´n de texto muy bien ajusta-
do (Transcrigal-DB) y una serie de bases
de datos complementarias ma´s cuantio-
sas pero menos adecuadas (Tabla 2).
Los n-gramas se entrenan sobre un tex-
to esta´tico, pero se aplican a dominios
cambiantes. Es preferible un modelo ca-
paz de ajustar sus para´metros a las ca-
racter´ısticas de cada realizacio´n, en lugar
de un modelo universal.
Para superar estas limitaciones, es habi-
tual recurrir a te´cnicas de adaptacio´n de mo-
delos de lenguaje (Bellegarda, 2004), en la
cual un modelo de lenguaje de referencia,
construido a partir de una gran cantidad de
texto, se modifica para disminuir su perpleji-
dad sobre un pequen˜o corpus de adaptacio´n.
De entre las diversas te´cnicas de adapta-
cio´n existentes, hemos seleccionado la inter-
polacio´n de modelos de lenguaje, debido a las
siguientes razones:
El corpus de texto de Transcrigal (Ta-
bla 2) esta´ dividido de manera natural en
fuentes diversas. La te´cnica de mezclas
permite combinarlas de manera efectiva.
El modelo resultante puede convertirse
en un modelo de n-gramas auto´nomo, lo
cual permite su aplicacio´n eficiente en la
fase de Viterbi del reconocedor. La apli-
cacio´n temprana del modelo adaptado
ayudara´ a mejorar las prestaciones.
3.2. Fundamentos de la adaptacio´n
por modelos de mezclas
Los fundamentos de la adaptacio´n de mo-
delos de lenguaje por mezclas son los siguien-
tes (Clarkson, 1999): el texto disponible se
organiza manual o automa´ticamente en una
serie de fuentes. Con cada fuente de texto se
entrena un modelo de n-gramas Pj , y los dis-
tintos modelos son combinados por medio de
interpolacio´n lineal, para dar lugar al siguien-
te modelo adaptado:
P (wi|hi) =
N∑
j=1
λjPj(wi|hi)
hi = wi−n+1, · · · , wi−1
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Nombre Descripcio´n
trs-f Transcrigal-DB entrenam. (filtrada)
trs Transcrigal-DB entrenam. (total)
esc Escaletas (filtrada)
p-GA ECG-GA, Galicia Hoxe, Vieiros
p-ES ECG-ES
Tabla 3: Organizacio´n del texto en fuentes
donde la probabilidad P se calcula para
una palabra wi con una historia dada hi. Los
pesos de interpolacio´n {λj} se obtienen por
medio del algoritmo EM, minimizando la per-
plejidad de un cierto corpus de adaptacio´n.
En el caso de Transcrigal, el texto dispo-
nible se organizo´ en cinco fuentes distintas,
segu´n la tabla 3. El corpus de adaptacio´n
fue extra´ıdo del conjunto de validacio´n de
Transcrigal-DB. El esquema para obtener los
modelos adaptados fue el siguiente: en pri-
mer lugar, los LMs componentes fueron en-
trenados como trigramas por medio del pa-
quete SRILM (Stolcke, 2002) con suavizado
de Katz. Tras el ca´lculo de los pesos, segu´n
las estrategias explicadas en el Apartado 4,
cada modelo resultante se convirtio´ a un mo-
delo de trigramas auto´nomo. Finalmente, se
aplico´ poda basada en entrop´ıa con umbral
2, 5 · 10−8, y el vocabulario se limito´ a 20K
palabras, para permitir su uso con el recono-
cedor.
4. Esquemas adaptados para
Transcrigal
En este apartado, se proponen tres es-
quemas diferentes para el modelado de len-
guaje de Transcrigal, basados en adaptacio´n
con modelos de mezclas. En primer lugar, se
describe un esquema de adaptacio´n al domi-
nio. Seguidamente, se describe una aproxima-
cio´n que aprovecha la estructura temporal de
la tarea. Finalmente, se detalla un esquema
dina´mico, que consigue una adaptacio´n a te-
ma, estilo e idioma.
La principal novedad de estas estrategias
consiste en el aumento de la especificidad
de los modelos escogiendo subconjuntos ho-
moge´neos en el texto dentro de dominio, en
lugar del procedimiento habitual de identifi-
car estos subconjuntos en el corpus de refe-
rencia.
4.1. Adaptacio´n al dominio
Para realizar una adaptacio´n al dominio,
u´nicamente es necesario entrenar un conjun-
LM1 LM2 LM3 LM4
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Figura 4: Creacio´n del LM universal
LM trs esc p-GA p-ES
univ. 0.173 0.471 0.268 0.088
Tabla 4: Pesos LM universal
to de pesos, de manera que se obtenga un
modelo de lenguaje universal. Este modelo
sera´ aplicado a todos los turnos de locutor de
manera ciega, al igual que si fuese un modelo
de lenguaje obtenido por fuerza bruta, pero
con la ventaja de haber combinado el ma-
terial de entrenamiento de manera adecuada
con respecto a la tarea.
Para entrenar el modelo de lenguaje uni-
versal, se combinaron cuatro de las fuentes de
la Tabla 3, y se utilizo´ como corpus de adap-
tacio´n la totalidad del texto de validacio´n de
Transcrigal-DB. Este proceso se ilustra en la
Figura 4. Los pesos obtenidos se muestran
en la Tabla 4. Se observa que la fuente de
mayor peso corresponde a las escaletas, a pe-
sar de carecer de transcripciones de habla es-
ponta´nea, por ofrecer el mejor compromiso
entre ajuste a la tarea y cantidad de texto. Si
bien la fuente “trs” corresponde a material
ma´s ajustado, no se le asigna un peso impor-
tante debido a su escasez.
4.2. Adaptacio´n por bloques
El siguiente esquema propuesto aprovecha
que cada programa de noticias esta´ separado
en tres bloques bien diferenciados: noticias,
deportes y tiempo. Precediendo a cada blo-
que se encuentra una sinton´ıa caracter´ıstica
que permite su fa´cil identificacio´n. Por tan-
to, puede asumirse que para cada turno de
locutor que se desee reconocer, el bloque al
que pertenece sera´ conocido, siendo factible
la aplicacio´n de un modelo adaptado a ese
bloque.
Conforme a este planteamiento, se en-
treno´ un modelo diferente para cada tema,
utilizando como corpus de adaptacio´n el sub-
F. Diéguez, C. García, A. Cardenal
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Figura 5: Creacio´n de los LMs por bloques
LM trs-f trs esc p-GA p-ES
N 0.07 0.02 0.49 0.34 0.08
D 0.15 0.04 0.52 0.14 0.15
T 0.83 0.02 0.11 0.04 0.00
Tabla 5: Pesos LMs por bloques
conjunto correspondiente de la parte de vali-
dacio´n. Se combinaron cinco fuentes y se hi-
zo uso de filtrado en algunas de ellas, para
mejorar la correspondencia entre corpus de
adaptacio´n y texto de entrenamiento, de esta
manera:
Las escaletas fueron divididas en noticias
y deportes en base a sus etiquetas. Pa-
ra los bloques de noticias y deportes, se
escogio´ el subconjunto correspondiente.
Para el bloque de el tiempo, se escogio´ la
totalidad de las escaletas.
La fuente “trs-f” esta´ formada por
el subconjunto de entrenamiento de
Transcrigal-DB correspondiente al blo-
que. La fuente “trs” corresponde a la to-
talidad del texto de entrenamiento, sin
filtrado.
El proceso de creacio´n de los tres modelos
se representa en la Figura 5. Los pesos ob-
tenidos para cada uno de los tres modelos se
recogen en la Tabla 5. Se observa co´mo la im-
portancia de cada fuente var´ıa claramente en
funcio´n del bloque considerado. En todos los
casos, se le asigna un mayor peso a la fuente
filtrada “trs-f” que a la fuente “trs”, debido
a que esta´ ma´s ajustada, a pesar de contar
con un taman˜o menor.
4.3. Adaptacio´n dina´mica
Si bien el esquema anterior consigue una
adaptacio´n al tema, se realizaron ciertas mo-
dificaciones para incorporar adaptacio´n al es-
tilo (habla planeada o esponta´nea) y al idio-
LM1 LM2 LM3 LM4
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Figura 6: Creacio´n de los LMs para adapt.
dina´mica
LM trs-f trs esc p-GA p-ES
N-pl-GA 0.05 0.01 0.60 0.33 0.01
N-sp-GA 0.19 0.07 0.13 0.53 0.09
N-sp-ES 0.23 0.01 0.01 0.03 0.71
D-pl-GA 0.06 0.03 0.74 0.16 0.01
D-sp 0.33 0.01 0.02 0.05 0.59
T 0.83 0.02 0.11 0.04 0.00
Tabla 6: Pesos LMs para adapt. dina´mica
ma (castellano o gallego). Procediendo de
manera ana´loga al caso anterior, se crearon
6 modelos adaptados, utilizando como cor-
pus de adaptacio´n subconjuntos concretos del
corpus de validacio´n:
Para el bloque de noticias, se crearon 3
modelos: habla planeada en gallego, ha-
bla esponta´nea en gallego y habla es-
ponta´nea en castellano. No se creo´ un
modelo para habla planeada en castella-
no debido a que el texto en Transcrigal-
DB para esta condicio´n es insuficiente.
En el bloque de deportes, debido a que
casi toda el habla esponta´nea es en idio-
ma castellano, se creo´ un u´nico modelo
para habla esponta´nea cubriendo ambos
idiomas.
Para el bloque de el tiempo, u´nicamente
se entreno´ un modelo de lenguaje, debido
a que todos los turnos corresponden al
locutor principal.
Los pesos de los seis modelos entrenados
se recogen en la Tabla 6, y los subconjuntos
de validacio´n utilizados se resumen en la Fi-
gura 6.
Para aplicar el modelo adecuado a cada
turno de locutor, podr´ıa haberse procedido
con un esquema multipase. Sin embargo, de-
bido a que u´nicamente existe incertidumbre
acerca de un ma´ximo de 3 modelos, ha resul-
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PPL %OOVLM
(int.) (20K)
%WER
fuerza bruta 155.8 5.72 37.13
mezcla esta´tica 109.9 4.76 32.75
mezcla bloques 95.9 4.39 31.67
mezcla dina´mica 84.7 3.94 29.55
Tabla 7: Resultados globales
tado factible una implementacio´n basada en
reconocedores en paralelo, decidiendo el mo-
delo adecuado en base a la puntuacio´n final
de reconocimiento. Este esquema proporcio-
na dos ventajas sobre el anterior:
Permite realizar adaptacio´n dina´mica
sin utilizar transcripciones erro´neas, lo
cual evita una fuente de problemas.
Facilita la implementacio´n en tiempo
real, lo cual puede ser u´til para aplica-
ciones futuras de subtitulado en directo.
5. Resultados experimentales
El el presente apartado se analizan las
prestaciones de cada uno de los mecanismos
de modelado de lenguaje propuestos, frente a
la parte de test de Transcrigal-DB (3 pro-
gramas de noticias, con un total de 31577
palabras etiquetadas). Se realizaron experi-
mentos de texto, en base a perplejidad y tasa
de palabras fuera de vocabulario (OOV), y
experimentos de reconocimiento. La tabla 7
presenta los resultados.
5.1. Experimentos de texto
La columna PPL de la tabla 7 representa
la perplejidad de cada LM frente al texto de
test de Transcrigal-DB. La perplejidad se ob-
tuvo para los modelos de lenguaje ya podados
por entrop´ıa, restringie´ndolos a un vocabu-
lario comu´n de manera que se permitiera la
comparacio´n. Se utilizo´ el vocabulario inter-
seccio´n, formado por 6571 palabras presentes
en todos los modelos de lenguaje obtenidos,
con una tasa de palabras fuera de vocabula-
rio de 21.07 %. En el caso de los modelos por
bloques y dina´micos, se aplicaron u´nicamente
a los subconjuntos del test correspondientes.
La columna “OOV” muestra la tasa de pa-
labras fuera de vocabulario, de cada modelo
de lenguaje, una vez podado a 20K palabras
para poder ser utilizado por el reconocedor.
Ambas variables analizan distintos aspec-
tos acerca la calidad del LM resultante. Mien-
tras la tasa de OOV mide la capacidad del
LM para seleccionar un lexico´n adaptado, la
perplejidad mide el poder predictivo del mo-
delo de lenguaje frente al test. Ambos aspec-
tos influira´n de manera complementaria en la
tasa de reconocimiento final.
Los resultados obtenidos indican que la
aproximacio´n por fuerza bruta, al haber si-
do realizada sin tener en cuenta la naturaleza
de la tarea, se ve claramente superada por las
te´cnicas basadas en mezclas. A medida que la
estrategia tiene en cuenta las variaciones pun-
tuales de tema y estilo, se obtienen mejoras
tanto en tasa de OOV como en perplejidad.
5.2. Experimentos de
reconocimiento
Los experimentos de reconocimiento se
realizaron utilizando modelos acu´sticos adap-
tados a locutores masculinos, femeninos, y
locutores principales, segu´n el procedimiento
explicado en (Die´guez Tirado et al., 2004).
Los para´metros de poda del reconocedor fue-
ron ajustados para una ejecucio´n en 3 veces
tiempo real. Se partio´ de una segmentacio´n
manual del material de test, para evitar erro-
res derivados de una segmentacio´n automa´ti-
ca imperfecta.
La columna WER de la Tabla 7 muestra
la tasa de errores de reconocimiento para la
parte de test de Transcrigal-DB, utilizando
cada uno de los esquemas de modelado de
lenguaje propuestos. Se observan resultados
bastante correlados con los valores de perple-
jidad obtenidos.
En la Tabla 8 se desglosa la WER para
la aproximacio´n de fuerza bruta y la adapta-
cio´n dina´mica. Tambie´n se incluye la propor-
cio´n del test que corresponde a cada grupo
desglosado. Si bien se observan mejoras para
todos los grupos de locutores, el porcentaje
de errores en la parte de habla esponta´nea
(en negrilla) sigue siendo muy alto, si bien
corresponde u´nicamente a un 19 % del test.
6. Discusio´n. Los problemas del
habla esponta´nea
En este art´ıculo se han presentado algu-
nos mecanismos de adaptacio´n al modelo de
lenguaje para una tarea de transcripcio´n de
noticias. El mejor de los mecanismos propues-
tos, ha proporcionado una mejora relativa de
un 20.7 % en tasa de reconocimiento, con res-
pecto a una aproximacio´n basada en fuerza
bruta (Tabla 7). No obstante, un desglose de
los resultados (Tabla 8) indica una gran di-
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% WERBloque Locutores %test
f.bruta ad.din.
Loc. ppal 21.61 18.41 14.24
Reporteros 34.85 34.33 26.85
N
Entrev-GA 7.46 59.79 53.42
Entrev-ES 6.44 61.18 57.64
Loc. ppal 5.46 27.39 17.93
Reporteros 11.97 42.57 29.60D
Entrev-GA 1.52 80.38 75.57
Entrev-ES 3.71 72.76 66.10
T Loc. ppal 6.98 32.56 18.50
Total 100.0 37.13 29.55
Tabla 8: Desglose de la WER
ferencia entre los resultados para habla pla-
neada (WER entre 14 y 29 %) y aquellos ob-
tenidos para habla esponta´nea (WER entre
53 y el 75 %). Es necesario por tanto profun-
dizar en las razones de este comportamiento,
para intentar solucionar el problema de cara
a pro´ximos trabajos.
Una de las razones fundamentales pa-
ra el pobre funcionamiento con habla es-
ponta´nea consiste en la ausencia de material
espec´ıfico de entrenamiento. Tanto los corpo-
ra period´ısticos utilizados, como las escale-
tas, corresponden fundamentalmente a habla
de tipo planeado. U´nicamente se ha sacado
partido de la parte de habla esponta´nea de
Transcrigal-DB, si bien su escasez no ha per-
mitido grandes mejoras. El hecho de trabajar
en idioma gallego implica una mayor dificul-
tad para la adquisicio´n de corpora de tex-
to. Actualmente estamos investigando el uso
de guiones de series de televisio´n y pel´ıcu-
las, para paliar este problema. Tambie´n esta-
mos utilizando mecanismos de recuperacio´n
de informacio´n para intentar aislar la pe-
quen˜a fraccio´n de habla esponta´nea que pue-
de estar presente en nuestros corpora actua-
les.
Al margen de la inadecuacio´n de los cor-
pora de texto, existen otros problemas aso-
ciados al habla esponta´nea. En primer lugar,
se dan todo un conjunto de disfluencias (re-
peticiones, muletillas, palabras inacabadas,
etc.) no presentes en habla planeada, que di-
ficultan el modelado de lenguaje utilizando
n-gramas. Un modelo de lenguaje basado en
conteos no modelara´ nunca de manera correc-
ta estos feno´menos, que surgira´n siempre de
manera aleatoria independientemente de lo
observado en el corpus de entrenamiento. Asi-
mismo, el reconocedor de voz siempre intenta
ajustar la secuencia acu´stica a palabras pre-
sentes en el vocabulario. Para tener en cuenta
los feno´menos mencionados, habr´ıa que libe-
rarlo de esta restriccio´n.
Finalmente, otro aspecto que puede estar
influyendo son los para´metros utilizados para
la deteccio´n de actividad dentro del recono-
cedor, los cuales esta´n ajustados para habla
planeada. El habla esponta´nea incluye nor-
malmente pausas durante las frases, y el de-
tector de actividad provoca que los segmentos
entre dos pausas se consideren frases separa-
das, no utilizando la historia de palabras an-
terior a la pausa. Ser´ıa por tanto conveniente
aplicar una deteccio´n de actividad adaptativa
al tipo de hablante.
7. Conclusiones y l´ıneas futuras
En el presente art´ıculo, se han propuesto
diversos mecanismos de modelado de lengua-
je para una tarea de transcripcio´n de noti-
ciarios bilingu¨es. Se ha comparado un esque-
ma no adaptado, basado en concatenacio´n del
texto de entrenamiento, con diversos esque-
mas adaptados basados en modelos de mez-
clas. El uso de modelo de mezclas ha per-
mitido aprovechar el texto de entrenamiento
disponible de manera efectiva, y poder apli-
car el modelo adaptado resultante desde el
principio del proceso de reconocimiento. Me-
diante la identificacio´n de condiciones t´ıpicas
de tema, estilo e idioma dentro del corpus
la tarea, se ha desarrollado un esquema de
adaptacio´n dina´mica realista basada en re-
conocimientos en paralelo. Este esquema de
adaptacio´n dina´mica proporciona dos venta-
jas con respecto a aproximaciones multipase
(i) no es necesario depender de transcripcio-
nes incorrectas para la adaptacio´n (ii) facilita
el reconocimiento en tiempo real. El modelo
adaptado dina´mico ha permitido una mejo-
ra de un 20.7 % en tasa de error con respec-
to al esquema no adaptado. Se ha observado
un comportamiento pobre para el habla es-
ponta´nea, y se han identificado los problemas
que dan origen a este comportamiento: falta
de adecuacio´n del corpus de entrenamiento,
mal modelado de las disfluencias del lengua-
je, y deteccio´n de actividad inadecuada.
El cuanto a pro´ximas l´ıneas de actuacio´n,
se esta´ trabajando en la recopilacio´n de cor-
pora de habla esponta´nea, as´ı como en te´cni-
cas para aislar habla esponta´nea de los corpo-
ra existentes. Tambie´n se esta´n investigando
mecanismos de clustering jera´rquico del ma-
terial de entrenamiento, que permitan combi-
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nar el material con una mayor granularidad,
combatiendo los efectos de fragmentacio´n.
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