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In this paper we consider families (X,,,) of random variables which satisfy a subadditivity 
condition of the form X0,,+, s X0., + X,,,, + Y,,,+,,, m, n Z= 1. The main purpose of this paper 
is to give conditions which are sufficient for the a.e. convergence of (( l/n)X,.,). Restricting 
ourselves to the case when (X,,,) has certain monotonicity properties, we derive the desired a.e. 
convergence of ((l/n)X,,,) under moment hypotheses concerning (Y,,,,) which are considerably 
weaker than those in Derriennic [4] and Liggett [15] (in [4, 151 no monotonicity assumptions 
were imposed on (X,,,)). In particular, it turns out that the sequence (E[ YO,,,]) may be allowed 
to grow almost linearly. We also indicate how the obtained convergence results apply to sequences 
of random sets which have a certain subadditivity property. 
L’-convergence * a.e. convergence * subadditive ergodic theorem * almost subadditive sequence 
* superstationary sequence * percolation * entropy * random sets 
1. Introduction 
Throughout this paper we consider families X = (X,,,,) = L’ and Y = ( Y,,,,) c L!+ 
of real random variables which are defined on some probability space (0, &, P) 
(the index set of families like (X,,,,) will always be I = {( rn, n) 10 s m < n, m, n 
integers}, and we often write X,, and Y, instead of X0,, and YO,n, respectively). Our 
aim is to derive conditions in terms of X and Y which ensure that ((l/n)X,) 
converges a.e. or in L’. Kingman [9, lo] has shown that if the subadditiuity condition 
X!s,,~Xk,,+Xrn,,, (km),(m,n)EI (1.1) 
holds, ((l/n)X,) converges a.e. and in L’ provided X is stationary in some sense 
and satisfies a certain moment condition. Recently, Kingman’s subadditive ergodic 
theorem has been generalized by Derriennic [4] who derived a corresponding result 
for a certain class of processes X which are almost subadditiue (w.r.t. Y), i.e. satisfy 
X k,n c xk,, + xn,n + ym,,, (k, ml, Cm, n) E 1. (1.2) 
Derriennic’s result (extending an L’-convergence result of [ 181) might be considered 
a stochastic analogue of the following simple result on real sequences, which will 
be used later. 
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Lemma 1.1. Let (a,)cR and (c,,)cR+ he sequences satisfying the .following two 
conditions: 
1 
a mtn c a,, + a, + c,, m,n>l, and lim -c, = 0. 
n n 
Then lim, (l/ n)u, = a exists and satisfies --CO s a < ~0. 
For the simple proof cf. [4]. Related results can be found in [7, 81. 
Derriennic’s proof of the a.e. convergence of ((l/n)X,) essentially follows 
Kingman’s arguments in [9] and requires that Y satisfies the moment condition 
sup E[ Y,x] < m. 
It has been shown in [20] that this condition can be relaxed to 
liminfl i: E[ Y,]<cc. 
II n I=~ 
(1.3) 
One might ask whether (1.3) can be relaxed further by imposing additional restric- 
tions on X. We will show (see Theorem 3.3 in Section 3 which is our main result) 
that provided (X,,) has certain monotonicity properties (to be introduced in Section 
3) one can obtain an a.e. convergence result for ((l/n)X,) where (1.3) may be 
replaced e.g. by the requirement that 
E[ Y,sl= 0 ( n log n (log log n)‘+’ > as n-cc (1.4) 
holds for some constant 6 > 0. 
The proof of Theorem 3.3 is based on a construction in [5, 61 which recently has 
been used by Liggett [15, 161 to give a fairly simple proof of a new version of 
Kingman’s result in which the subadditivity and stationarity assumptions are relaxed. 
In fact, in [15] it is required that instead of (1.2) the condition 
holds which turns out not to be equivalent to (1.2) (in the case Y,,., = 0, (m, n) E I) 
under the weaker stationarity assumptions in [15] (an example is provided in [15]; 
see also (1.5) below). Theorem 3.3 in Section 3 shows that provided (X,,) has certain 
monotonicity properties mentioned above (in [4, 151 no monotonicity assumptions 
at all were imposed on (X,,)) the a.e. convergence of ((l/n)Xo,n) still holds under 
certain stationarity and moment hypotheses weaker than those in [4, 151. In par- 
ticular, instead of (1.2) it is required in Theorem 3.3 that 
X O.n +m s X0,, +X,,+,,, + Y,,,+,, m, n 2= 1, 
holds where ( Y,,) is supposed to satisfy a condition like (1.4). Katznelson and Weiss 
[13] have, perhaps, given the most elementary proof of Kingman’s subadditive 
ergodic theorem to date but apparently their method is not suitable for obtaining 
our Theorem 3.3. 
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In Section 2 we derive a general L’-convergence result for (( l/n)X,,) extending 
Theorem 1 in [4], which is interesting in its own right. In order to prove Theorem 
3.3, we also need a somewhat surprising convergence result for real sequences 
(Theorem 3.2 of Section 3) its proof being deferred to Section 4. 
At the end of Section 3 we indicate how our main result (Theorem 3.3) can be 
applied to obtain a very general a.e. convergence result for certain families of random 
sets which are almost subadditive and have certain monotonicity properties. 
Finally we would like to point out that Derriennic [4] has used his almost 
subadditive theorem in order to give a new proof of the Shannon-McMillan-Breiman 
theorem of information theory (here, the process (X,,,) involved has the property 
that (X,) is increasing). On the other hand, Liggett [ 151 has applied his convergence 
result to a certain process (X,,,) arising in oriented percolation [6] (not satisfying 
all of Kingman’s [9] hypotheses). Here, X,,, n 2 1, is given by 
X, = max{ 172 1 there is an active path from (k, 0) to (_m, n) for some k 2 O}. 
(1.9 
It is easily seen that 
X nt, =G X, + 1, nz1. 
Hence in our terminology (cf. Section 3) (X,,) is quasi decreasing (it was, in fact, 
this example which suggested the introduction of our notion of quasi monotonicity), 
and our main result (Theorem 3.3) applies to (X,,,) provided the probability of an 
edge to be open is sufficiently close to one (see [15] for further details). 
2. L’-convergence of (( l/n)X,) 
First we formulate an L’-convergence result for ((l/n)X,,) (extending Theorem 
1 of [4]). In this section (X,) is not supposed to have any monotonicity properties. 
A sequence Z,, Z,, . . . of (real) random variables defined on a common probability 
space is called superstationary [ 141 if the sequence Z,, Z,, . . . is stochasticalZy smaller 
than the sequence Z,, Z,, . . . which means (cf. [ll, 121) that for all functions 
f: R”+ R which are bounded, measurable and increasing we have 
ELo-5, z3,. . .)I c Jw-(G, G, . . .)I. 
We will put a+ = max(a, 0), a E R; I/ . 11, will denote the L’-norm. It will be convenient 
to define X0 = 0, X,,, = 0, Y,,, = 0, n 2 0. 
Remark. Note that in the above definition of the relation ‘stochastically smaller’, 
‘measurable’ can equivalently be replaced by ‘continuous’. 
Theorem 2.1. Let K and c,, n 2 0, be positive constants. Assume that the following 
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conditions hold: 
K. Schiirger / Almosr monolone sequences 
E[(xI+, -x7 - xn,,+,)‘1 s Gn, 4 n 2 0. 
lim 1 c, = 0. 
n n 
EIXjti,C,+I)n ]Z-Kn, jZ=o, na1. 
HX,I 3 ~[X,,,+,I, 111, n 3 1. 
E[XZI 3 ~[Xi,.,+,,I, m, n 2 1. 
Finally assume thatfor each n 2 1 the sequence XO,n, X,,,*,,, X2n,3n, 
Then ((l/n)X,,) converges in L’ to the random variable 
X,=liml 
1 h-l 
lim- 1 Xi,,.(,+,jn , 
n n k k ,=o 
. 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
is superstationary. 
(2.6) 
the inner limit existing a.e. and in L’, and the outer limit existing in L’. 
Remark. Note that (2.4), (2.5) as well as the final assumption in Theorem 2.1 are 
satisfied if X is assumed to be superstationary [ll, 121. Hence, Theorem 2.1 
generalizes the L’-part of Abid’s [l] convergence result. 
Proof. Let us put 
yn = E[X,], n 2 1. 
We have by (2.4) and (2.1) 
Yfi+m <yn+ym+cn,, n,mZl. 
(2.7) 
Hence it follows from (2.2), (2.3) and Lemma 1.1 that 
y-limly, 
n n 
exists and is finite (y is sometimes called the time constant of X). Now fix any 
nsl, and write ma1 in the form 
(2.8) 
m=kn+r, Osrtn (2.9) 
(r being an integer). Proceeding as in the proof of Theorem 1 in [4] we get 
E 
[( 
h-1 + 
Xm - C X,n,(j+j)n 
,=o >I 
s(k-l)c,+c,+\IX,J,, mal. (2.10) 
Since the sequence X, ,,_, X,,*,,, X2n,3nr . . . satisfies the hypotheses of Krengel’s [14] 
ergodic theorem, 
exists a.e. and in L’. (2.11) 
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Using (2.10), (2.11) as well as (2.3) and (2.5), we arrive at 
K 1, -lxn 
+ 
lim sup E >I 1 s-c,. m m n n 
The proof can now be finished as the proof of Theorem 1 in [4]. 
The next result extends Theorem 2 of [4] and will be used later (concerning the 
families X and Y, cf. Section 1). We denote by F,,,, G,,,, the distribution functions 
of Xi,, and Y,,,, respectively. 
Theorem 2.2. Let Conditions (2.3) and (2.4) of771 eorem 2.1 be satisjied. Assume that 
the following conditions hold: 
X n+m d X, + Xfl,,+, + Y*,*+,, m,nsl. (2.12) 
limiE[Y,]=O. (2.13) 
Fo,, s F,,,+,, m, n a 1. (2.14) 
G , o.n s G, n+m, m,nal. (2.15) 
Finally assume that for each n > 1 the sequences X,,,, X,,*,,, XZn,3n,. . and 
yo,“, y,,z., Y2n,3n, . . . are superstationary. Then ((l/ n)X,) converges in L’ to X,, given 
by (2.6). Furthermore we have 
lim sup iXn = X, a.e. (2.16) 
n 
and 
E 
[ 
limsuplX, = y, 
n n 1 (2.17) 
y denoting the time constant ofX (given by (2.8)). 
Remark. Note that (2.14), (2.15) as well as the final assumptions of Theorem 2.2 
are satisfied if X and Y are superstationary [l, 11, 121. 
Proof. L’-convergence of ((l/n)X,,) to X- is obvious from Theorem 2.1. Hence, 
in order to prove (2.16) it clearly suffices to show 
E limsupLX,, 
I 
s E[J?,]. (2.18) 
n 
Let n > 1 be fixed. By Krengel’s [14] ergodic theorem 
Y,, exists a.e. and in L’, (2.19) 
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and, by (2.15), 
E[ Y,] S E[ Y,]. (2.20) 
Applying the Borel-Cantelli lemma as well as (2.14) and (2.15), we get for each s 2 1 
Ii:, iX+ kn.knts = 0 a.e. (2.21) 
and 
likm i Ykn,kn+r = 0 a.e. 
Using (2.9) and applying repeatedly (2.12), we get for m 2 1 
k-l 
X m s 1 (Xjn,(j+l)n+ ~n,(j+l~n)+X~n,m+ Ykn,m. 
j=O 
(2.22) 
This, together with (2.11), (2.19), (2.21), (2.22), (2.20), (2.13) and (2.6) yields (2.18). 
Finally, (2.17) is clear from (2.16) since ((l/n)X,,) converges in L’ to X,. 
3. Almost everywhere convergence of ((l/n)X,) 
In view of (2.17), the next result is a first step towards establishing an almost 
everywhere convergence result for ((I/ n)X,). 
Lemma 3.1. Let K be a positive constant. Suppose that the following conditions are 
satisfied : 
X ntm s X, + XtI,,+rn + YtI,,+l?l, m,n>l. (3.1) 
limLEIY,,]=O. (3.2) 
n n 
E[X,]s-Kn, nal. (3.3) 
ErxII~ E[X 1 m,n+m , 171, nsl. (3.4) 
E[X:] 2 E[XZ,,+,], n 2 1. (3.5) 
E[Y,]aE[Y ] m,nZ=l. m,n+m , (3.6) 
Finally assume that for each n 2 1 the sequence X,.,,, + Y,,,, ,, X,,,,, + Y,,n+Z, . . . is 
stochastically smaller than the sequence X, + Y,, X2 + Y2, . . . Then 
limiE[X,,I = y 
exists and is jinite. Furthermore we have 
(3.7) 
E limninfi(X, + Y,) 
[ I 
2 y. (3.8) 
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Proof. The proof of (3.7) is similar to that of (2.8). It remains to establish (3.8). 
We may assume that for each k 2 1 there is a random variable U, which is uniformly 
distributed on {1,2, . . . , k} and has the property that 
U, is independent of (X,,,,) u ( Y,,,,), k 2 1. (3.9) 
Let us put (cf. [5, 6, 151 and [16, p. 2791) 
DV) = x,, o n -&+U,,ml, k n 2 1. 
By (3.9) and (3.7) 
lim E[D’,“‘] = ‘y, ka 1. (3.10) 
n 
Using (3.1), (3.5), (3.6) and (3.10) we get 
sup E[]D’,“‘I]<m, ks 1. 
n 
(3.11) 
Hence there exists a sequence 1 s n, < n2 <. . . such that (D\“c’, @“cl, . . .) (conceived 
as a random element of R”) converges as i+ cc in distribution to some random 
element (D,, D,, . . .) of R”. Hence, by (3.9), 
E[f(D,, D*, . .)]=liy+ ,zE[f(X,+,-Xj,Xj+,-X,+,,.. .)I, f w (3.12) 
!I 1 
Ju denoting the family of all functionsf: R cc + R which are continuous and bounded. 
Clearly (3.12) implies that(D,) is stationary. Since, by (3.1) and the final hypothesis 
in Lemma 3.1, 
I 
D’“‘dP< I 
I 
(X,+Y,)dP, nsl, a>O, 
#“‘*a X,+Y,e=o 
the (0~“‘)’ are uniformly integrable. Hence Fatou’s lemma combined with (3.10) 
yields 
y s E[D,] < 00. 
Applying Birkhoff’s ergodic theorem to (D,) we get that 
(3.13) 
liml i Dj=D_ 
n n,=, 
exists a.e. and in L’, (3.14) 
and, by (3.13), 
E[arl~ y. (3.15) 
Combining (3.12) and (3.1) we get, taking into account the final hypothesis in 
Lemma 3.1, that, for all f E Jll which are increasing, 
E[f(Q, D, + Dz, . . .)I s ELf(X, + y,, x2+ y2,. . .)I. 
This implies (cf. the first remark in Section 2) that the sequence D,, D, + D,, . . . is 
stochastically smaller than X, + Y,, X,+ Y2,. . Hence (3.8) is a consequence of 
(3.14) and (3.15). This completes the proof of Lemma 3.1. 
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Let p B 2 be an integer. We will say that a sequence (a,,) c R, satisfies condition 
(I,,) provided 
f l -ap,mm < Co 
n=i p”m 
for all m 2 1. (3.16) 
Note that if for a sequence (a,) c R, we have that 
( 
n 
a, =O 
log n (log log n)ltfi > 
asn-+oo 
holds for some 6 > 0, (a,,) satisfies (E,,) for all p 2 2. If (E[ Y,,]) satisfies (E,,) for 
some p 2 2, clearly 
1 
lim - YPp,m = 0 a.e., 
n p”m 
1712 1. 
Remark. If p Z= 2 and 4 3 2 are prime to one another, it is not difficult to construct 
a sequence (a,)= R, satisfying (Z,,) but not (Z,). 
Our next result shows that under fairly general conditions certain subsequences 
of ((l/n)X,,) converge a.e. to the same random variable X, given by (2.6) (note 
that we still do not require that (X,,) has any monotonicity properties). 
Theorem 3.1. Let the hypotheses of Theorem 2.2 and Lemma 3.1 be satisjied. Suppose 
further that (E[ Y,,]) satisfies (Z,) for some p 2 2. Then we have 
lim ‘X, = X, in L’ (3.17) 
n n 
and 
1 
lim -X,., = X, a.e., 
n p”m 
m 2 1, (3.18) 
x, given by (2.6). 
Proof. The first assertion follows from Theorem 2.2. In order to prove (3.18), we 
first observe that by (2.17) 
1 
limsup--XX,,,,,, Gy, msl. n p”m 1 
Noting that (E[ Y,,]) satisfies (IV), we deduce from (3.8) 
1 
lim inf-X,,‘,,, 2 y, m 3 I. 
n P”m I 
Combining this with (3.19) and (2.16), we arrrive at (3.18). 
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We will show that (3.18) entails the almost everywhere convergence of the whole 
sequence ((l/n)X,,) provided (X,) has certain monotonicity properties which we 
introduce now. 
Definition. A sequence (a,) c R is called quasi increasing (decreasing) if there exists 
a constant c 2 0 such that 
ak4ak+,+cm, k,m*l, (3.20) 
or, respectively, 
aktm~ak+cm, k,mal. (3.21) 
Note that (3.20) is equivalent to the requirement that the heights of the downward 
jumps uk - ak+i are bounded above. An interesting example of a sequence of random 
variables (X,,) (arising in oriented percolation) which is quasi decreasing is given 
by (1.5) (compare Liggett [15] or Durrett [6] for further details). 
Definition. A sequence (a,) c R is called almost increasing (decreasing) if there are 
sequences (c,) = R, and (d,) c R both tending to zero as n + 03, such that 
a,~(l+d,,)a, ifma(l+c,)n (3.22) 
or, respectively, 
a,<(l+d,)a, ifmZ(l+c,)n. (3.23) 
Example. If we put a, =(-l)“, n> 1, (a,) is quasi increasing but not almost 
increasing. On the other hand, if we define a,, n 3 1, by 
n-6 if n iseven, 
a, = 
n otherwise, 
(a,) is almost increasing ((3.22) holds for c, = 0 and d, = -C”*) but not quasi 
increasing. 
The proof of the following result is deferred to the next section. 
Theorem 3.2. Let (a,,) be a sequence which is quasi monotone or almost monotone. 
Suppose there exists a constant --CO s a c 00 and an integer p 2 2 such that 
limla n 
n p”m ’ m 
=a forallm*l. 
Then the limit 
limla, = a 
n n 
exists. 
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When we say e.g. that a sequence of random variables is pathwise quasi monotone 
we mean that c in (3.10) (or (3.21)) as well as the kind of monotonicity may both 
depend on chance (an analogous remark applies to almost monotonicity). Theorems 
3.1 and 3.2 can now be combined to yield our main convergence result (recall that 
F m,n and G,., denote the distribution functions of X’,,, and Y,,,.,, respectively). 
Theorem 3.3. Suppose that (X,,) is either pathwise quasi monotone or pathwise almost 
monotone. Let (E[ Y,]) satisfy (Er) for some p 2 2 and let K be a positive constant. 
Assume that the following conditions hold: 
X “f”, =s xl + x,n+m + yn,n+m, ,nal. (3.24) 
lim lE[ Yn] = 0. 
rl n 
(3.25) 
ax,n,c,+I,ti ]z-Kn, j>O,nZl. (3.26) 
E[X,I 2 E[X,..+,l, m, n 2 1. (3.27) 
h,,, =Z F,,,+,,, m, n 2 1. (3.28) 
G 0.n s G,,,,+,, m,n>l. (3.29) 
Finally assume that for each j > 1 the sequence X,,,, + YjJ+,, X,L,+z+ Y,J+?, is 
stochastically smaller than X,+ Y,, X,+ Y2,. . . and that the sequences 
XC),,,, Xn.2n, X7+,, . . and Yo,,, Yn,2,1. Y2,+, . . . are both superstationary for each n 2 1. 
Then ((l/n)X,) converges a.e. and in L’ to the random variable X, given by (2.6). 
Remark. In view of Lemmas (4.3) and (4.24) in Schiirger [19] it is rather straightfor- 
ward to deduce from Theorem 3.3 an a.e. limit theorem for a very general class of 
almost subadditive families of random sets [17, 191 which are ‘pathwise quasi 
monotone’ or ‘pathwise almost monotone’ in an obvious sense. This extends conver- 
gence results for random sets obtained e.g. in [2,3, 191. 
4. Proof of Theorem 3.2 
In [21, p. 201 the convergence statement of Theorem 3.2 has been formulated in 
the case where p = 2 and (a,,) is monotone in the usual sense. Unfortunately, the 
proof given in [21] contains a gap since it is tacitly assumed there that (a,) is 
nonnegative. 
We will outline a proof of Theorem 3.2 only for quasi monotone sequences (the 
proof in the almost monotone case is longer but uses the same kind of arguments). 
Actually we will prove the following slightly stronger result. 
K. Schiirger / Almost monotone sequences 337 
Theorem 4.1. Let (a,) be a quasi monotone sequence. Suppose there exists a constant 
a E R and an integer p 2 2 such that 
lim sup 
1 
pap”mda forallm~l. 
” P”m 
(4.1) 
Then we have 
1 
lim sup -a, s a. (4.2) 
n n 
Proof. Let p ~2 be as in (4.1). We will make use of the simple fact that for all 
integers m 2 1 and n 2 pm there exist integers t > 1 and k such that 
lskc(p-1)m (4.3) 
and 
p’(m+k-l)sn<p’(m+k). 
Let O< e < 1 be given. Fix any m 2 1 such that 
(4.4) 
1--F<m 
m+l 
m+l’ 
--Cl+&, 
m 
and let n apm. 
First assume that (a,) is quasi increasing. By (3.20) and (4.4) 
1 
-aa,G UP ‘( 
m+k) 
n p’(m+k) n 
Since by (4.4), (4.3) and (4.5) 
l<p’(m+k)<l+E, 
n 
we get, by (4.2) and (4.3), 
limsup~a,<max(a+E,(a+e)(1+.5))+ce 
n n 
and hence (4.2). 
Now assume that (a,) is quasi decreasing. By (3.21) and (4.4) 
1 
-aa,< 
a,‘(,+&,) 
n p’(m+k-1) 
Since by (4.4), (4.3) and (4.5) 
l,p’(m+k-l)>l_e 
3 
n 
(4.5) 
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we get by (4.2) and (4.3) 
limsupLa,,Smax(a+e,(a+s)(l-s))+ct- 
n n 
which again implies (4.2). 
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