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Abstract
Neural networks have shown high successful performance in a wide range of tasks, but further stud-
ies are needed to improve its performance. We analyze the approximation error of the specific neural
network architecture with a local connection and higher application than one with the full connection
because the local-connected network can be used to explain diverse neural networks such as CNNs. Our
error estimate depends on two parameters: one controlling the depth of the hidden layer, and the other,
the width of the hidden layers.
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1 Introduction
Neural networking has achieved outstanding performance in a wide range of areas such as computer vision
and natural language processing (see the review article [13] and recent book [7] for more background), and
the question of why they work so well have naturally attracted much attention. [1, 4, 6, 12] have already
answered the question about a network with a single hidden layer in detail. A network with a single hidden
layer can approximate any continuous function with compact support to arbitrary accuracy when the width
goes to infinity. This result is referred to as the universal approximation theorem.
This classical universal approximation theorems focused on the width increasing to infinity, namely the
fat network. However, the recent tremendous success of the neural network originates from the larger
and deeper network structure. The literature has reported the theoretical support for the deep neural
network [2, 3, 5, 8, 9, 14–16,19, 21].
Many literature error estimates for approximators exist [2, 8, 17, 22]. Yarotsky provides the L∞-error of
approximation of functions belonging to a certain Sobolev space with a fully connected ReLU network [22].
Hanin gives quantitative depth estimates on only the length of hidden layers for the rate of approximation of
any continuous function by fully connected ReLU networks with a bounded width [8]. Also, Bauer and Kohler
show that least squares estimates based on multilayer feedforward neural networks allow to circumvent the
curse of dimensionality in nonparametric regression in [2].
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Figure 1: Left: g1(x) Middle: g2(x) Right: g3(x)
In recent practical applications of deep learning, special network structures involving several local connec-
tions, such as CNNs, were also widely adopted. Many works have tried to answer the question for the case
of feedforward neural networks with full connection; however, not many literatures have been answered the
question yet for neural networks with a local connection [23, 24]. The main contributions of this paper are
summarized as follows:
• We analyze the approximation error of the specific neural network architecture with a local connection.
• Notably, the analytical results derived in this paper show that the locally-connected networks (CNNs)
are universal function approximators.
• Through our analysis, we provide new, interesting, useful, and helpful engineering insights to under-
stand the approximation performance of the network architecture with local connections, and why such
network architecture is working well.
1.1 Notations
Let Zk = {−k,−k + 1, · · · , k}, g1(x) = σ(1 − |x|) where σ(x) = max{x, 0} and gn(x) =
∏n
j=1 g1(xj),x =
(x1, x2 · · · , xn) ∈ R
n (see Figure 1). The network architecture (L,n) consists of several hidden layers L ∈ N
and a width vector n = (n0, n1, · · · , nL+1) ∈ N
L+2. A neural network with network architecture (L,n) is
then any function of the form
f(L,n) : R
n0 → RnL+1 ,
f(L,n)(x) =WL+1 ◦ σ ◦WL ◦ σ ◦ · · · ◦W2 ◦ σ ◦W1(x)
(1)
where σ(x) = (σ(x1), σ(x2), · · · , σ(xn)), Wi = (w
(i)
lm) ∈ R
ni ×Rni−1+1 and W (x) : Rni−1 → Rni is defined by
Wi(x) =
(
ni−1∑
m=1
w1mxm + w1,ni−1+1,
ni−1∑
m=1
w2mxm + w2,ni−1+1, · · · ,
ni−1∑
m=1
wnimxm + wni,ni−1+1
)
.
Here we set n0 = n and nL+1 = 1. To this end, we define the space of network functions with the given
network architecture
F(L,n) := {f of the form (1)}.
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2 Main Results
Theorem 1. Let f ∈ C1(Rn) with supp f ⊂ [−1, 1]n and
(f ∗ gn)k(x) =
∑
i∈Zn
k
f(ik−1)gn(kx− i).
Then we have
|f(x)− (f ∗ gn)k(x)| ≤ max
j=1,2,··· ,n
||∂xjf(·)||∞n(2k)
−1.
Appendix A presents the proof. Let us denote by ||f ||∞ = max{|f(x)| : x ∈ [0, 1]
n} and ⌈x⌉ = [x]+1, where
[x] is a Gauss symbol.
Theorem 2. Let f ∈ C1(Rn) with supp f ⊂ [0, 1]n and m, k ∈ N. For n ≥ 2, there is a network function
f(L,n) ∈ F((m+5)⌈log2 n⌉+3, (n, 3n(2k+1), n(2k+1), 6n(2k+1)
n, · · · , 6n(2k+1)n, (2k+1)n, 1)) such that
sup
x∈[0,1]n
|f(x)− f(L,n)(x)|
≤ ||f ||∞3
n2−m(2k + 1) + max
j=1,2,··· ,n
||∂xjf(x)||∞n(2k)
−1,
(2)
where L = (m+5)⌈log2 n⌉+3 and n = (n, 3n(2k+1), n(2k+1), 6n(2k+1)
n, · · · , 6n(2k+1)n, (2k+1)n, 1).
For n = 1, there is a network function f(2,(1,3(2k+1),2k+1,1)) ∈ F(2, (1, 3(2k + 1), 2k + 1, 1)) such that
sup
x∈[0,1]n
|f(x)− f(2,(1,3(2k+1),2k+1,1))(x)| ≤ ||f
′||∞(2k)
−1.
This (2) can be written as
sup
x∈[0,1]n
|f(x)− f(L,n)(x)| = O(2
−L/⌈log2 n⌉k) +O((kn)−1/n).
Here, L is the number of hidden layers, and 6n(2k + 1)n is the number of nodes of hidden layers. If
k2 ≈ 2L/⌈log2 n⌉, then
sup
x∈[0,1]n
|f(x)− f(L,n)(x)| = O(2
−L/(2⌈log2 n⌉)).
Theorem 2 shows that the approximation error (or accuracy) of the constructed network architecture depends
on two factors: the number L of the hidden layers (i.e., depth) of the network, and the parameter k that is
related to the maximum number 6n(2k+1)n among the nodes of the hidden layers. Specifically, as shown in
(2), the approximation error is proportional to these two factors and, more precisely, the higher increase of
the number L of the hidden layers than the number of nodes of the hidden layers is more efficient to achieve
sufficiently high accuracy for function approximation. Notably, Theorem 2 implies that the specific network
architecture with local connections, which should provide higher use than the one with the full connection
because the locally-connected one is 1D CNN, is a universal function approximator.
Remark 3. We can have a sharper estimate using supp f ⊂ [0, 1]n. When computing (f ∗ gn)k, we need
only half, i.e.
(f ∗ gn)k(x) =
∑
i∈Zn
k
f(ik−1)gn(kx− i) =
∑
i∈(N∗
k
)n
f(ik−1)gn(kx− i),
where N∗k = {0, 1, · · · , k}. Thus, there is a network function of f(L,n) ∈ F((m + 5)⌈log2 n⌉ + 3, (n, 3n(k +
1), n(k + 1), 6n(k + 1)n, · · · , 6n(k + 1)n, (k + 1)n, 1)) with
sup
x∈[0,1]n
|f(x)− f(L,n)(x)| ≤ ||f ||∞3
n2−m(k + 1) + max
j=1,2,··· ,n
||∂xjf(x)||∞n(2k)
−1.
3
3 Proof
3.1 1-dimensional input
To convey our idea clearer, we first construct a ReLU network with n = 1 and 2 hidden layers with a width
of at most 3(2k + 1). We then construct a ReLU network with a general input dimension n.
Let W1,temp : R
2 → R3 and W2,temp : R
3 → R with
W1,temp(x) = (x− 1, x, x+ 1)
and
W2,temp(x1, x2, x3) = x1 − 2x2 + x3.
Then the function represented by W2,temp ◦ σ ◦W1,temp is
W2,temp ◦ σ ◦W1,temp(x) = σ(x − 1)− 2σ(x) + σ(x + 1) =
{
0 if |x| > 1,
1− |x| if − 1 < x < 1,
which is equal to g1(x).
By Theorem 1, we have
sup
−1≤x≤1
∣∣∣∣∣f(x)−
k∑
i=−k
f(ik−1)g1(kx− i)
∣∣∣∣∣ < ||f ′||∞(2k)−1.
Now we contruct a feedforward neural network (L,n) with ReLU activations, input and output dimensions
1, and 2 hidden layer width at most 3(2k + 1) whose repesent (f ∗ gn)k: Then
sup
−1≤x≤1
∣∣f(x)− f(L,n)(x)∣∣ < ||f ′||∞(2k)−1.
Let W1 : R → R
(2k+1)×3, W2 : R
(2k+1)×3 → R2k+1, and W3 : R
2k+1 → R be defined by
W1(x) =


kx+ k − 1, kx+ k, kx+ k + 1
kx+ k − 2, kx+ k − 1, kx+ k
...
kx− i− 1, kx− i, kx− i+ 1
...
kx− k − 1, kx− k, kx− k + 1


,
W2(x) =


x11 − 2x12 + x13
x21 − 2x22 + x23
...
xi1 − 2xi2 + xi3
...
xk1 − 2xk2 + xk3


and W3(x) =
(
k∑
i=−k
f(ik−1)xi
)
(see Figure 2).
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Figure 2: neural network with n = 1 and k = 1
Here, we express the vector in the R(2k+1)×3 to the (2k+1)×3 matrix for easy conveyance of the idea. Then
we have
W2 ◦ σ ◦W1(x) =


g1(kx+ k)
g1(kx+ k − 1)
...
g1(kx− i)
...
g1(kx− k)


and thus
W3 ◦ σ ◦W2 ◦ σ ◦W1(x) =
k∑
i=−k
f(ik−1)g1(kx− i),
because for a non-negative function h : R → R, σ(h) = h.
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3.2 General-dimensional input
As in a 1-dimensional input case, we first construct the approximate identity gn(x) for n dimensions. Let
W1,temp(x) : R
n → Rn×3 and W2,temp(x) : R
n×3 → Rn be defined by
W1,temp(x) =


x1 − 1, x1, x1 + 1
x2 − 1, x2, x2 + 1
...
xn − 1, xn, xn + 1


and
W2,temp(x) =


x1,1 − 2x1,2 + x1,3
x2,1 − 2x2,2 + x2,3
...
xn,1 − 2xn,2 + xn,3

 .
Then we have
W2,temp ◦ σ ◦W1,temp(x) =


g1(x1)
g1(x2)
· · ·
g1(xn)

 .
Now, we construct the function gn, the multiplication of g1 that is presented in [20–22].
Lemma 4 (Lemma A3 in [20]). There exists a network Multrm ∈ F((m + 5)⌈log2 r⌉, (r, 6r, 6r, · · · , 6r, 1))
such that ∣∣∣∣∣∣Multrm(x) −
r∏
j=1
xj
∣∣∣∣∣∣ ≤ 3r2−m,
for all x = (x1, x2, · · · , xr) ∈ [0, 1]
r.
Applying Lemma 4, we have a network
AppIdnm,temp ∈ F((m+ 5)⌈log2 n⌉+ 2, (n, 3n, n, 6n, 6n, · · · , 6n, 1))
such that ∣∣∣∣∣∣AppIdnm,temp(x)−
n∏
j=1
g1(xj)
∣∣∣∣∣∣ ≤ 3n2−m,
for all x = (x1, x2, · · · , xn) ∈ [0, 1]
n. Now, we construct a feedforward neural network (L,n) with ReLU
activations, input dimension n, and output dimension 1. Let W1(x) : R
n → R(2k+1)×n×3 and W2(x) :
6
R
(2k+1)×n×3 → Rn×(2k+1) be defined by
W1(x) =




kx1 + k − 1, kx1 + k, kx1 + k + 1
kx1 + k − 2, kx1 + k − 1, kx1 + k
...
kx1 − k − 1, kx1 − k, kx1 − k + 1




kx2 + k − 1, kx2 + k, kx2 + k + 1
...
kx2 − k − 1, kx2 − k, kx2 − k + 1


...

kxn + k − 1, kxn + k, kxn + k + 1
...
kxn − k − 1, kxn − k, kxn − k + 1




and
W2(x) =


x1,1 − 2x1,2 + x1,3, · · · , xn,1 − 2xn,2 + xn,3
xn+1,1 − 2xn+1,2 + xn+1,3, · · · , x2n,1 − 2x2n,2 + x2n,3
...
...
...
xn2−n+1,1 − 2xn2−1,2 + xn2−1,3, · · · , xn2,1 − 2xn2,2 + xn2,3


(see Figure 3).
Then we have
W2 ◦ σ ◦W1(x)
=


g1(x1 + k) g1(x1 + k − 1) · · · g1(x1 − k)
g1(x2 + k) g1(x2 + k − 1) · · · g1(x2 − k)
...
g1(xn + k) g1(xn + k − 1) · · · g1(xn − k)

 .
Now we apply Lemma 4 to a set of the (j, ij) elements of W2 ◦ σ ◦W1 for each i = (i1, i2, · · · , in) ∈ Z
n
k :
Then we have a network AppIdnm ∈ F(L, (n, 3n(2k+ 1), n(2k+1), 6n(2k+ 1)
n, · · · , 6n(2k+1)n, (2k+1)n))
(L = (m+ 5)⌈log2(n(2k + 1))⌉+ 2 ) such that for x ∈ [0, 1]
n and i ∈ Znk
max
i∈Zn
k
∣∣∣∣∣∣AppIdnm,i(x)−
n∏
j=1
g1(xj − ij)
∣∣∣∣∣∣ ≤ 3n2−m and
AppIdnm(x) = (AppId
n
m,i(x))i∈Znk .
To make the network approximating (f ∗ gn)k, let WLast : R
(2k+1)n → R be defined by
WLast(x) =
∑
i∈Zn
k
f(ik−1)xi.
Therefore, our network is WLast ◦ σ ◦ AppId
n
m ∈ F(L, (n, 3n(2k + 1), n(2k + 1), 6n(2k + 1)
n, · · · , 6n(2k +
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Figure 3: neural network with n = 2 and k = 1
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1)n, (2k + 1)n, 1)) such that
|WLast ◦ σ ◦AppId
n
m(x)− (f ∗ gn)k|
≤
∣∣∣∣∣∣
∑
i∈Zn
k
f(ik−1)AppIdnm,i(x) −
∑
i∈Zn
k
f(ik−1)gn(kx− i)
∣∣∣∣∣∣
=
∑
i∈Zn
k
|f(ik−1)||AppIdnm,i(x)− gn(kx− i)|
≤ ||f ||∞3
n2−m(2k + 1).
By Theorem 1, we have
|f(x)−WLast ◦ σ ◦AppId
n
m(x)|
≤ |f(x)− (f ∗ gn)k(x)|+ |(f ∗ gn)k(x) −WLast ◦ σ ◦AppId
n
m(x)|
≤ max
j=1,2,··· ,n
||∂xjf(x)||∞n(2k)
−1 + ||f ||∞3
n2−m(2k + 1).
A Proof of Theorem 1
To prove Theorem 1, we need the following Lemma:
Lemma 5. For any n ∈ N, we have
∑
i∈Zn
k
gn(kx− i) = 1 and (3)
∑
i∈Zn
k
n∑
j=1
∣∣(ijk−1 − xj)gn(kx− i)∣∣ ≤ n(2k)−1. (4)
Proof. We use the mathematical induction on n. For n = 1, we have
k∑
i=−k
g1(kx− i) = g1(kx− [kx]) + g1(kx− [kx]− 1) = 1 and (5)
k∑
i=−k
|(x− ik−1)g1(kx− i)|
= |(x− [kx]k−1)|g1(kx− [kx]) + |(x− ([kx] + 1)k
−1)|g1(kx− [kx]− 1)
= k−1|kx− [kx]|(1− kx+ [kx]) + k−1|kx− [kx]− 1|(kx− [kx])
= 2k−1(kx− [kx])(1 − (kx− [kx])) ≤ (2k)−1,
(6)
since 0 ≤ kx−[kx] ≤ 1 and x(1−x) ≤ 1/4. Suppose (3) and (4) hold for n. Then we have for x = (x˜, xn+1) ∈
[−1, 1]n × [−1, 1] = [−1, 1]n+1 and i = (˜i, in+1) ∈ Z
n
k × Zk = Z
n+1
k ,
∑
i∈Zn+1
k
gn+1(kx− i) =
∑
i∈Zn+1
k
n∏
j=1
g1(kxj − ij)g1(kxn+1 − in+1)
=
∑
i˜∈Zn
k
gn(kx˜− i˜)(g1(kxn+1 − [kxn+1]) + g1(kxn+1 − [kxn+1]− 1)) = 1,
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by (5). This gives (3) for n+ 1. Furthermore, we have
∑
i∈Zn+1
k
n+1∑
j=1
∣∣(ijk−1 − xj)gn+1(kx− i)∣∣
=
∑
i˜∈Zn
k

 n∑
j=1
∣∣(ijk−1 − xj)∣∣+ |[kxn+1]k−1 − xn+1|

 gn(kx˜− i˜)g1(kxn+1 − [kxn+1])
+
∑
i˜∈Zn
k

 n∑
j=1
∣∣(ijk−1 − xj)∣∣+ |([kxn+1] + 1)k−1 − xn+1|

 gn(kx˜− i˜)g1(kxn+1 − [kxn+1]− 1)
=
∑
i˜∈Zn
k
n∑
j=1
∣∣(ijk−1 − xj)∣∣ gn(kx˜− i˜)g1(kxn+1 − [kxn+1])
+|[kxn+1]k
−1 − xn+1|g1(kxn+1 − [kxn+1])
+
∑
i˜∈Zn
k
n∑
j=1
∣∣(ijk−1 − xj)∣∣ gn(kx˜− i˜)g1(kxn+1 − [kxn+1]− 1)
+|([kxn+1] + 1)k
−1 − xn+1|g1(kxn+1 − [kxn+1]− 1),
(7)
where in the last equality, we used (3). By the induction hypothesis, (7) becomes
∑
i∈Zn+1
k
n+1∑
j=1
∣∣(ijk−1 − xj)gn+1(kx− i)∣∣
≤ n(2k)−1(g1(kxn+1 − [kxn+1]) + g1(kxn+1 − [kxn+1]− 1))
+(|[kxn+1]k
−1 − xn+1|g1(kxn+1 − [kxn+1])
+|([kxn+1] + 1)k
−1 − xn+1|g1(kxn+1 − [kxn+1]− 1))
≤ n(2k)−1 + (2k)−1,
where in the last equality, we used (6).
Now, we are ready to prove Theorem 1. For i ∈ Znk and x ∈ [−1, 1]
n, we use the mean value theorem to get
the representation
f(ik−1) = f(x) +
n∑
j=1
∂xjf(xi,j)(ijk
−1 − xj),
where xi,j locates on the line with two end-points x and ik
−1. Using this expression, we find for f(x)− (f ∗
gn)k(x) the representation of
f(x)− (f ∗ gn)k(x)
= f(x)

1− ∑
i∈Zn
k
gn(kx− i)

− ∑
i∈Zn
k
n∑
j=1
∂xjf(xi,j)(ijk
−1 − xj)gn(kx− i).
Thus, we have
|f(x)− (f ∗ gn)k(x)|
≤ ||f ||∞
∣∣∣∣∣∣

1−∑
i∈Zn
k
gn(kx− i)


∣∣∣∣∣∣+ maxj=1,2,··· ,n ||∂xjf(x)||∞
∑
i∈Zn
k
n∑
j=1
∣∣(ijk−1 − xj)gn(kx− i)∣∣ .
Lemma 5 gives
|f(x)− (f ∗ gn)k(x)| ≤ max
j=1,2,··· ,n
||∂xjf(x)||∞n(2k)
−1.
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