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Introduction
The possibility to carry out nuclear physics experiments using precisely controlled
ion beams is an ever increasing request. This thesis describes the development and
the optimization of an experimental setup that allows monitoring on-line the planned
irradiations. The work has been carried out at the pulsed beam facility of INFN
LABEC laboratory, where a Tandem accelerator is present. The developed fluence
control system has been successfully employed with bunches made of different ion
species in different irradiation configurations. The use of a pulsed beam gives the
advantage to span over a wide dose range: from very low dose levels (≤ 1 mGy) up to
about 1 kGy, that corresponds to a ion fluence in the range 105 - 1011 cm−2. The bunch
repetition frequency and the average number of ions forming the bunches can be varied
depending on the dose that must be delivered. In case a large dose is required, the
measurement time can be shortened by working with bunches made of tens or hundreds
of ions with a bunch rate up to about 1 kHz. On the contrary, very small dose levels
prevent the use of a continuous ion beam but become possible if bunches made of a
few ions are used (down to single particle bunches) with a bunch frequency down to 1
Hz or even manual single shot. Regarding the possible projectile ions for irradiations,
protons with energies ranging from a few hundreds of keV up to 6 MeV can potentially
be employed and also heavy ions (such as 7Li, 12C, 16O, 32Si) with energies up to 1-1.5
MeV per nucleon. The developed control system is also able to control the fluence
during alpha irradiations; however this last type of irradiation requires a specific ion
source and will be available in the close future, after an upgrade of the Tandem facility.
An on-line fluence control system has to count the number of ions hitting the
target sample thus giving the possibility to calculate the delivered dose with high
accuracy. Besides, real time monitoring of the particle fluence can compensate for
possible changes of the beam intensity (usually reductions in the long term).
At the basis of the developed fluence control system there is a fluence detector
based on a thin Al foil; the foil is positioned along the beam path and is crossed by the
ions before reaching the sample. The idea is to exploit the physical process of electron
emission that takes place when the ion bunch crosses the conductive foil. A Micro-
Channel Plate (MCP) multiplier detects the emitted electrons. The response of the
foil-MCP assembly is calibrated by means of a silicon detector positioned downstream
the foil. After the calibration the sample replaces the silicon detector and is irradiated
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with the desired number of bunches; then the delivered dose is calculated. Tests show
that the system determines the ion fluence with a precision of the order of 1% or better.
One of the main applications of this monitoring system is in the field of cultural
heritage for studies related to the refinements of the technique of Thermoluminescence
dating [31]. Thermoluminescence (TL) is the light emission (mainly visible) that takes
place during the heating of particular solid materials that have been irradiated. By
measuring the intensity of the luminescence light and by applying a specific calibration
procedure it is possible to employ TL materials as accurate dosimeters. Quartz and
feldspars belong to TL materials and are natural mineral constituents of clay. TL dating
is a well established technique that is used to determine ages of archaeological (mainly
ancient pottery and ceramics) or geological materials (ocean sediments, volcanic events,
calcareous deposits, meteorites) and to authenticate historical artefacts.
Accurate dating requires the knowledge of the light response of quartz to different
kinds of incoming radiation (different also in energy) and its dependence on the dose
rate absorption. In fact the luminescence response and the luminescence efficiency
(emitted light intensity) of the material after irradiation with heavy particles, is signif-
icantly different with respect to gamma or beta irradiation. This is related to radiation
damage caused in the material by heavy particles. γ radiation and β and α particles,
from the decay chains of U, Th and K present in the clay itself and in the surrounding
soil, are the main contributors to the environmental radioactivity, and they show a wide
energy spectrum. The developed fluence control system, now operative at LABEC, is
a powerful tool for all these ongoing studies and also to deeply investigate the proper-
ties of the TL materials. Some preliminary measurements with TL samples have been
carried out and confirm the reliability of this system.
During my PhD work I studied the various aspects involved in the development of
the fluence control system. First of all I studied the effect of the various components
of the accelerator system on the produced ion beam in order to handle by myself the
beam transport from the ion source down to the end of the pulsed beamline and to
define a suitable procedure to obtain a beam with specific characteristics. I contributed
to the development and optimization of the system readout electronics, I programmed
the VME modules dedicated to data acquisition and developed the “MCP Online”
software dedicated to the “on line” monitoring of the ion fluence. Besides I wrote the
programs for the system calibration and analysed the binary data recorded during the
various test measurements. Furthermore I performed simulations using Monte Carlo
codes (SRIM and FLUKA) to study the different geometrical configurations of the
setup, to estimate the ion energy loss inside the Al foil, the ion range inside a quartz
sample and the dose distributions for different ion species.
I also tested the irradiation protocol by irradiating with lithium ions some quartz
samples, prepared by the Turin INFN laboratory according to the standard method
used for thermoluminescence measurements. I carried out a test measurements plan
iii
with the aim to analyse the TL response of samples after Li irradiation and to compare
it with the response after β and α irradiation (in these cases a 90Sr and a 241Am ion
source has been used respectively).
The thesis is organized as follows:
 Chapter 1 is dedicated to a general overview of the Tandem accelerator installed
at the LABEC laboratory with a brief mention to the different activities that are
routinely carried out at the laboratory.
 Chapter 2 describes in detail the structure and the working mechanisms of the
pulsed beamline and also the prescribed beam transport procedure to obtain ion
beams that fulfill the requirements for a correct irradiation of samples.
 Chapter 3 deals with the experimental setup: two possible geometrical configura-
tions are presented and the physical phenomena at the basis of the operation of
both configurations are described. The readout electronics and the data analysis
procedure are described, the results of some simulations are reported and the
calibration procedure is explained.
 Chapter 4 reports the results of the final tests performed with bunches of different
ions with different energy to verify the performances of the system when operating
both in non critical and in critical conditions. The first irradiation measurements
carried out adopting the new fluence control system are also described.
 Chapter 5 is an introduction to the technique of thermoluminescence dating with
a brief description of the basic mechanisms of the luminescence. The results of
the first irradiation measurements carried out on quartz samples are analysed.
The response of the quartz samples after irradiation with Li ion bunches is com-
pared to the response after β and α irradiations. A critical overview for future
modifications and upgrade plans is also reported.
iv INTRODUCTION
Chapter 1
The LABEC laboratory
LABEC (LAboratorio di tecniche nucleari per i BEni Culturali), an INFN laboratory
in Florence [1], is a centre for applied accelerator science devoted both to the appli-
cation of several well established nuclear physics techniques in the fields of cultural
heritage and environment and to nuclear physics studies. A 3 MV Tandem accelerator,
manufactured by High Voltage Engineering Europe, is installed at LABEC and is ded-
icated mainly to AMS (Accelerator Mass Spectrometry) and IBA (Ion Beam Analysis)
measurements. The facility has been continuously upgraded over the years with the
installation of different beamlines for both in vacuum and in air IBA.
Today seven beamlines are fully operational, each one being designed and optimized
for specific applications. Three ion sources are available: a Duoplasmatron source to
produce protons and two Cs-Sputtering sources to generate heavier ions. One Sput-
tering source is dedicated to AMS and is equipped with a 59-sample wheel in order to
perform batch measurements, the other one is a single-sample source and is used to
generate different ion beams for IBA.
Figure 1.1: Schematic view of the Tandem facility at LABEC.
1
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Figure 1.2: Drawing of the accelerator system with some more details.
A schematic model of the accelerator complex is shown in figures 1.1 and 1.2.
With reference to the figures, during a IBA measurement a high resolution 90° magnet
installed in the low energy side injects the negative ions into the accelerator, while in
the high energy side a switching magnet selects the outcoming positive ions on the
basis of their energy and charge state and sends them to one of the different beamlines.
Otherwise, for a AMS measurement a different 90° magnet following the AMS source
is active in the low energy side and a 115° magnet in the high energy side. In the
following section all the main parts of the system and the acceleration mechanism will
be described in some detail, afterwards a brief outline of the different beamlines will
be given.
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1.1 Ion sources
A Tandem based facility requires negative ions to be injected into the accelerator
because of the two steps acceleration process (see section 1.3). As already anticipated
two different kinds of ion sources are available at LABEC to produce negative ions:
two Sputtering sources and a Duoplasmatron source. With the Sputtering source it is
possible to obtain negative ion beams of a wide variety of elements (for instance O, C,
Li, Si and many more), while with the Duoplasmatron H− ions are produced.
Figure 1.3: Photo of the two IBA ion sources at LABEC: the Sputtering source (on the left) and
the Duoplasmatron source (on the right).
(a) (b)
Figure 1.4: Drawing of the inside of the Sputtering source (a) and the Duoplasmatron (b). The
main electrical and mechanical parts are indicated.
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In the Sputtering ion source, atoms are ejected from the surface of a solid mate-
rial due to the bombardment of energetic Cs+ ions. The single cathode Sputtering
source is visible in the photo of figure 1.3 and a drawing showing the main mechanical
components and electric connections is reported in figure 1.4 (a). The sample holder
(the cathode) has a cilindrical shape and is held at a potential of −7 kV with respect
to the ionizer. This electrode, in turn, is at −28 kV with respect to the extraction
electrode which is at ground potential. During normal operation the cesium reservoir
is heated up to about 70°C and the ionizer is held at 1000°C. The vaporized cesium
atoms become positively charged when they come in contact with the ionizer surface
and are thus accelerated towards the cathode by the electric field. Thanks to the
spherical shape of the ionizer the bombarding cesium ions are focused on a small area
of the sample surface. Particles of target material are sputtered from the target by
the cesium ions, and produce low velocity atoms and molecules. The cathode housing
is cooled at room temperature (' 25°C) and for this reason some cesium condenses
on the sample surface; the sputtered atoms and molecules become negatively charged
after passing through this neutral cesium layer. The negative ions are then repelled
from the sample surface and are accelerated at ground potential towards the entrance
of the beamline with an average energy of 35 keV. The generated ions are not fully
mono-energetic because some of them may undergo scattering with Cs ions or with
residual gas molecules. Anyway these small effects can be neglected. The ion beam at
the exit of the source contains ions of all the elements present in the sample that are
capable of forming negative ions, including also molecular ions. Their most probable
charge state is −1, but also higher charge states are possible.
In the Duoplasmatron source (see figures 1.3 and 1.4 (b)) hydrogen gas is fed into
a chamber in which the ionization takes place. A tungsten filament (the cathode) is
heated and electrons are produced by means of the thermoionic effect. The electrons
are repelled by the negative bias on the filament and travel towards the grounded
anode of the source that has a small hole in the middle. If the gas pressure is high
enough and the discharge voltage is sufficient (electrons have a higher energy than the
ionization energy of the gas fed into the ion source) the electrons are able to ionize the
gas by collision and a glow discharge takes place. In this way a plasma is produced.
The plasma chamber is positioned inside a solenoid magnet whose magnetic field is
used to force the electrons to follow spiral trajectories from the cathode in order to
enhance the ionization efficiency. By means of a conical intermediate electrode between
the filament cathode and the anode the axial magnetic field lines are compressed and
concentrated in front of the anode. This greatly increases the plasma density just in
front of the extraction hole. The ion flux through the anode hole is too dense to allow
the extraction of ion beams, so the plasma is allowed to flow into an expansion cup.
From here H− ions are extracted through the aperture of the extraction electrode, that
is held at a positive high voltage, and enter the accelerator pipe with an average energy
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of 20 keV. The name Duoplasmatron comes from the two different plasma densities
that exist in the ion source.
With both kinds of sources it is possible to produce micro-ampere intensity negative
ion beams. To adjust the beam current injected into the accelerator a pair of remotely
controlled apertures (called Low Energy slits) centred with respect to the beamline
axis are installed after the sources.
1.2 90° injector magnet
Ions produced by the sources are guided towards the accelerator by a 90° injector
magnet. They follow a circular trajectory inside the magnet under the influence of the
magnetic field perpendicular to their line of flight. The curvature radius r is:
r =
mv
neB
=
√
2mT
neB
(1.1)
where e is the electron charge, m is the ion mass, v its velocity, T the kinetic energy
and n the charge state. Only those ions with the right magnetic rigidity Br are able
to pass through the small aperture at the exit of the magnet. In this way, by setting
the current circulating inside the magnet coils, ions are selected on the basis of their
momentum over charge state ratio (see section 2.3 for a detailed explanation of how
the wanted ions are selected). This filtering is very important in case the Sputtering
source is used because, as already explained in the previous section, a multi-elemental
beam is produced by it. In any case, at this stage the molecular isobars of the desired
ion are also injected into the accelerator having the same m/ne. For instance, in case
of a radiocarbon measurement (see 1.4.1) mass 14 is selected and the injected ions will
be 14C− but also 12CH−2 and
13CH−.
1.3 Accelerator
The Tandem accelerator at LABEC has a maximum terminal voltage of 3 MV and
consists in three main sections arranged in a T like shape (see fig.1.5): a low energy
column, a charge exchange column and a high energy column. Both the accelerator
ends are at ground potential and the high voltage is partitioned along the low and high
energy columns by means of a voltage divider.
The basic idea of a Tandem accelerator is to use the accelerating voltage twice: the
negative ions are injected at ground potential and accelerated up to the high-voltage
terminal where they undergo a charge exchange process (“stripping”) converting them
into positive ions. They are then accelerated a second time back to earth potential.
The accelerator charge column consists in a Cockroft Walton multiplier circuit fed by
a high frequency resonant circuit. A feedback circuitry (based on a capacitive pick-
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Figure 1.5: Schematic drawing of the Tandem accelerator structure.
up, a generating voltmeter GVM and suitable RC filters) provide short and long term
stabilization of the terminal voltage. To avoid sparks the tank is filled with pure SF6
insulating gas at a pressure of about 6 bar.
When the ions reach the high voltage terminal they travel for about 1 meter along
an equipotential channel with a diameter of about 1 cm where Argon gas is recirculated
by means of a finely controlled leak valve and a Turbo pumping system. As a result
of the interactions with the Ar gas, the ions are “stripped” of some electrons and
become positive [2]. To be more precise many charge-changing collisions take place
until electron capture and loss processes become balanced and an equilibrium positive
charge state is reached. This happens after a stripper thickness of about 0.6µg/cm2
[2]. The equilibrium charge fractions depend mainly on the ion species, their velocity,
the atomic number of the stripper medium and its gaseous or solid phase. The charge-
state equilibrium is a pseudo-equilibrium because the ion-electron collisions continue;
this results in a charge state distribution. For example, the charge-state distributions
relative to carbon ions in Argon are shown in figure 1.6. During the stripping process
the Coulomb breakup of the molecular ions takes place: molecule become unstable
after loosing electrons and the constituent ions separate. This process is crucial, for
example, for 14C AMS measurements (see section 1.4.1).
At the end of the acceleration process the final energy of the ions is given by the
formula:
Ef = (Ei + nieVT )
mf
mi
+ nfeVT (1.2)
where Ei is the energy of the ions entering the low energy column of the Tandem, VT is
the terminal voltage, nie and nfe are the initial negative and final positive charge state
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Figure 1.6: Charge state distributions for 12C ions as a function of their energy in argon for a
stripper thickness of 0.6µ g/cm2 [2]. It can be seen that for terminal voltages ≥ 2MV the Coulomb
breakup is complete.
respectively and mi and mf the corresponding initial and final mass (being different
only for those ions resulting from the molecular fragmentation). In particular it must be
evidenced that ions originated as molecular fragments leaving the accelerator tube show
a very different energy with respect to the corresponding atomic ions. For this reason,
in the high energy side, after a magnetic selection all the unwanted ion fragments can
be removed from the beam, while only the desired ions are deflected towards one of
the different beamlines. Considering usual condition ions with an initial charge state
nie = −e and for which mi = mf formula 1.2 reduces to Ef = Ei + (1 + nf )eVT .
1.4 High energy side: the beamlines of the LABEC
accelerator
The original accelerator complex from High Voltage Engineering was equipped only
with the AMS beamline, the electrostatic triplet and the Switching magnet. Four
beamlines were dismounted from the pre-existent KN3000 accelerator in Arcetri and
two other new beamlines (the Microbeam and the general purpose IBA beamlines
described in the following) have been installed each one being designed for specific
purposes. In the following the different beamlines will be briefly described making
reference to the schematic scale model in fig. 1.1 and 1.2.
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1.4.1 AMS beamline
AMS is a very sensitive technique that allows to measure the abundance of rare isotopes
of a given element in a sample [3]. The atoms of the element are ionized and accelerated
to MeV energies where nuclear techniques become a very powerful tool to remove the
background derived from isobars and isotopes of the element of interest. The LABEC
AMS beamline is currently employed to measure the 14C concentrations for dating
purposes [4], even if, in principle, other ions could be measured, such as 10Be, 26Al, 129I.
The carbon samples to be dated are reduced to graphite following a well established
procedure that requires very small amounts of sample: about 1-2 mg of carbon is
enough to perform the measurement. To determine the age of a sample the content of
radioactive carbon 14C relative to the stable 12C must be measured: the 14C ions are
accelerated to the energy of 10.035 MeV (the terminal voltage is set to 2.5 MV and
charge state 3+ is selected) and the magnetic field of the 115° magnet at the exit of
the accelerator tube allows them to proceed along the AMS beamline. Two Faraday
Cups are positioned on the trajectories of the stable isotopes 12C and 13C ions to
measure the corresponding beam currents. After a final energy selection performed by
an electrostatic analyzer the 14C ions are counted by means of a silicon detector. All
the measurements are always performed for comparison with certified “standard” and
“blank” samples. The AMS beamline is also equipped with a Time Of Flight (TOF)
system to filter out possible residual background ions affecting the measurement [5].
The dating range for the technique extends back down to about 48000 years BP (Before
Present, where present means conventionally 1950) corresponding to a sensitivity of the
order of 10−16 on the 14C/12C ratio.
1.4.2 Aerosol beamline
As shown in figure 1.1, this beamline is tilted at −45° by the switching magnet and
is dedicated to the study of atmospheric aerosol [6]. Aerosol is the particulate matter
that is dispersed in the atmosphere and is usually referred to with PM2, PM5 or PM10
depending on the diameter of the constituent particles. The composition and concen-
tration of aerosol is constantly monitored and studied because it has a strong influence
on the thermal equilibrium of the Earth and so on climate changes. IBA techniques
such as PIXE (Particle Induced X-ray Emission), PIGE (Particle induced Gamma Ray
Emission) and RBS (Rutherford Backscattering Spectrometry) are a powerful analyt-
ical tool to investigate the surface composition (from few micrometres to hundreds of
micrometres) of a sample. The detector setup allows to perform different IBA tech-
niques at the same time. In this case the sample is the aerosol powder deposited on a
thin disc by automatic samplers. The ion beam, usually 1-3 MeV protons, is extracted
in air or in a He atmosphere and impinges directly on the aerosol target. The beam
current and the beam spot dimensions are checked in a monitor station equipped with
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a Faraday Cup and a quartz and they can be adjusted by means of a collimator.
1.4.3 Microbeam line
The microbeam facility is angled at −30° after the switching magnet and is designed
to reduce the beam size down to the micron scale. This is done in two steps:
 an electrostatic quadrupole triplet installed before the switching magnet focuses
the beam on a collimator located at a distance of 2 m downstream from the
magnet exit.
 the collimator is the object of another magnetic focusing system positioned 6 m
downstream that gives a large demagnification factor.
At the end the beam is extracted in air and the beam spot size on target can be as
small as about 10 µm × 10 µm. Also on this beamline multi-IBA-technique analyses
can be performed. Besides the sample to be analysed is mounted on a X-Y scanning
system that allows to move it in front of the beam. The system allows to reconstruct
high resolution elemental maps of the analysed area (up to 20 cm × 20 cm), which is
important when the sample is very heterogeneous as in the case of art works [7].
1.4.4 DEFEL (from italian DEFlettore ELettrostatico)
beamline
The DEFEL beamline is tilted at −20° and will be described in more detail in chapter
2. In this facility an electrostatic chopper is installed and pulsed beams are created
with a finely selectable bunch multiplicity and with a well defined timing [8][9]. At the
end of the beamline a high-vacuum 1 m2× 0.5 m measurement chamber is installed.
DEFEL is employed for several kinds of applications such as detector testing [10], time
of flight measurements [5], basic nuclear physics studies [11] and more recently for
TRIBIL (Time Resolved Ion Beam Luminescence) [12], controlled fluence irradiation
[13] and ion implantation [14].
1.4.5 Scattering chamber beamline
The scattering chamber line at +20° ends with a measurement chamber which houses
up to 30 Si detectors positioned at different angles around the interaction point of the
ion beam on the target. This setup allows for performing measurements of elastic non-
Rutherford cross-sections on many different isotopes, with a simultaneous detection at
many scattering angles (mainly backwards).
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1.4.6 General purpose IBA beamline
This beamline installed at +30° is aimed at performing simultaneous in-vacuum aerosol
and IBA analyses with a millimeter size proton beam on aerosol samples or on other
kinds of targets. The vacuum chamber installed on this beamline is equipped with two
Hamamatsu PIN photodiodes as charged particle detectors for EBS (Elastic Backscat-
tering Spectrometry) and PESA (Particle Elastic Scattering Analysis) typically at 150°
and 30°, but others can be placed at different scattering angles (from 10° to 170°) a
Ge detector for PIGE (Particle Induced Gamma Ray Emission) and SDD and Si(Li)
detectors for PIXE (Particle Induced X-Ray Emission) for low and medium-high Z
elements respectively.
1.4.7 Cultural Heritage beamline
The Tandetron system is equipped with a dedicated beamline (tilted at +45° ) for
the study of art-works. Paintings, sculptures, manuscripts and other works of interest
can be put through analysis on this facility in order to obtain information about their
composition and structure. It must be reminded that all these kinds of analyses are
non-destructive and there is no risk at all to damage the artwork.
As it comes out from the descriptions above, each beamline has its peculiar char-
acteristics and for this reason is equipped with different focusing, steering, deflecting
and diagnostic elements. Depending on the application, the ion beam at the end of
the beamline must show specific characteristics both in shape and intensity. The ex-
perimenter at LABEC handles all the phases of the beam transport and has also to
optimize the beam set-up before starting the planned measurement.
In the next chapter the DEFEL beamline, that has been employed in this work,
will be presented in detail and all the steps that must be followed in order to obtain
at the end the suitable ion beam for the irradiation measurements will be highlighted.
Chapter 2
DEFEL, the pulsed beamline
As will be explained in chapter 5.4 the DEFEL beamline meets all the main require-
ments for the irradiation measurements necessary for the study of TL materials: a wide
dose range (≤ 1 mGy - 1 kGy) can be explored with the possibility to vary the dose
rate and the ion species. At DEFEL it is possible to create pulsed bunches from the
continuous beam with a variable and finely adjustable number of ions inside each pulse:
the facility can be tuned in order to work with single particle bunches or, increasing
the beam current, with bunches made of many hundreds of ions. In this case the total
energy of a particle bunch is always an integer multiple of the energy of the single ion.
The bunch frequency, and so the irradiation rate, can be varied: a single ion bunch
can be manually sent on the target, or an automatic bunch frequency can be set in
the range 1 Hz - 1 kHz. In this chapter the features of DEFEL and the bunch char-
acteristics will be described in detail. At the end of the chapter the beam transport
procedure will be presented step by step starting from the ion generation in the ion
source to the impact on the target.
2.1 Structure of the beamline
DEFEL is equipped with a fast electrostatic chopper made of a pair of synchronous
electrostatic deflectors in cascade, working in orthogonal directions. In the following
they will be called pre-deflector (PD) and main deflector (MD); the two devices cause
the beam to deflect horizontally and vertically respectively. A schematic sketch of its
structure is shown in figure 2.1 and will be used as reference for the description now
following.
The operating principle at the basis of the bunch formation is the quick sweeping
of the continuous particle beam through a pair of adjustable apertures (slits) by the
MD, allowing a small number of ions to proceed straight downstream for a short time
lapse (of the order of few ns FW1/10M).
The continuous beam coming from the Tandem accelerator enters the beamline
through a pair of slits located before the switching magnet (the Pre-Switching slits).
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Figure 2.1: Schematic x-z view of the DEFEL beamline structure where the positions of the various
fixed and mobile apertures are visible together with the driving electronics of the deflecting devices.
The x axis corresponds to the beam direction while the z axis is along the vertical direction. (The
PD and the MD deflect ions along the z and the y direction respectively, but this cannot be clearly
seen in this bi-dimensional drawing).
These slits act as a source for the DEFEL ion-beam optics. A second pair of slits, the
Definition slits, is installed at the entrance of the beamline (slits n°1 in fig.2.1) at a
distance of 3 m from the Pre-Switching slits. By adjusting the width of these apertures
it is possible to select the central paraxial part of the beam. The deflectors are preceded
by tantalum apertures (Apertures n°1 and n°3 in figure 2.1); this prevents the ion beam
from hitting the insulating supports of the deflectors. The distance between the two
deflectors is 1.7 m and a third pair of slits (the Intermediate slits) is inserted between
them (slits n°2 in fig. 2.1).
The PD (whose plates are about 7 mm apart) is employed to create preliminary
particle bunches lasting typically about 1 µs. Making reference to the driving electron-
ics (fig 2.1) for most of the time the mosfet Qp (BUK 454) is cut-off, so a voltage of 800
V is applied to the plate Pdefl1 while the plate Pdefl2 is kept to ground potential. In
this phase the beam is deflected and stops on the lateral edge of the aperture n°2. Only
for short time lapses (' 1 µs) a positive TTL signal is sent to the driving amplifier
which brings the mosfet into saturation. In this phase the plate Pdefl1 goes to nominal
ground potential too and ions proceed freely along the beamline. In this way, the beam
is stopped far away from the measurement chamber (on aperture n°2) for most of the
time.
The MD is mechanically similar to the pre-deflector but its operation is different.
Its plates are 60 cm long, the distance between them is 5 mm and a voltage difference of
100 V is always maintained between them. In the stationary state the mosfet Qd (IRF
9610) is cut-off, the upper and lower plate are kept at 200 V and 100 V respectively
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and the beam is stopped on the lower edge of aperture n°4, located at a distance of
4.3 m from the deflector. When the 1 µs bunch from the pre-deflector finds inside the
deflector plates, a pulse is applied to the deflector input, the mosfet goes to saturation
and the voltage difference between its plates is fastly reversed (transition time about 5
ns). Because of this transition the beam spot simulates a transverse motion bottom-up
across the Final slits (slits n°3 in fig. 2.1, at a distance of 5.5 m from the MD) from point
A to point B to the new steady state and a small number of particles are transmitted
through them(1). In order to work properly, the two deflectors are synchronized taking
into account also the time of flight of the different ion species; figure 2.2 shows the
driving and trigger signals of the two devices as seen with an oscilloscope. The delay
between the two signals can be adjusted if necessary.
Figure 2.2: Driving and monitor signals for the pre-deflector (in pink and in green respectively) and
the deflector (in yellow and in blue respectively). The first transition of the deflector electric field
takes place about 1 µs after the pre-deflector one.
To make an example, 1 MeV protons and 7.5 MeV 7Li ions take about 120 ns to
cover the distance of 1.7 m from the pre-deflector to the deflector, while 10 MeV 16O
ions need about 150 ns. As it can be seen from figure 2.2, the final bunch is created
during the falling voltage period of the deflector, while during the return transition no
more ions are present inside the deflector plates since the pre-deflector is again in the
quiescent condition.
The transition from cut-off to saturation of mosfet Qd is chosen since it is intrin-
secally faster than the opposite one because of the time required to sweep away the
stored charge. The signal derived from the voltage transition of the deflector (in blue
in fig. 2.2) is employed as a trigger strictly related to the presence of the ion bunch.
Along DEFEL there are three monitor stations (Monitor n°1, n°2 and n°3 in fig.
(1)Only those ions that have experienced the effects of the upwards and downwards electric field for
the same time will proceed downstream undeflected.
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2.1) where rotating platforms equipped with diagnostic elements are installed. It is
possible to position a Faraday cup in front of the beam to measure the beam current,
or a quartz to see the beam shape by observing its luminescence with a camera. Besides
there are two Z-Y magnetic steerers to adjust the beam travel direction and a magnetic
quadrupole doublet to focus the beam on the Final slits. The quadrupoles are normally
employed to reproduce the image of the source (the Pre-Switching slits) on the Final
slits with a unit gain.
The vacuum chamber at the end of the beamline is equipped with remotely con-
trolled Z-Y linear movements that make it possible a precise positioning of detectors
and samples in front of the beam.
As already anticipated, thanks to its versatility this beamline has been employed
for different kinds of measurements and tests, including also basic nuclear physics
experiments[5][10][11][12][13][14][15][16]. By setting the apertures of the slits along
the line and regulating the beam current by means of the Pre-Switching slits, a pulsed
beam with different characteristics can be obtained. In the next paragraph the features
of the DEFEL ion bunches will be described by studying the motion of the ions under
the influence of the deflector electric field.
2.2 Bunch characteristics
For every specific measurement a pulsed beam with well defined characteristics is re-
quired. For example in order to work with single particle bunches very low beam
currents are needed, while to have high energy pulses (up to GeV) hundreds of ions
must be present inside the bunches. In some cases the Definition slits and in some
cases also the Final slits (slits n°1 and n°3 in fig. 2.1 respectively), have to be set very
narrow in order to focus the bunch on a very small area on target (of the order of a
few hundreds of µm2), in other cases a wide area of some mm2 must be irradiated.
The bunch multiplicity, duration and dimensions depend on many transport and ge-
ometrical parameters and they can be predicted by analysing the motion of the ions.
In the following, a simple formula that can be used to estimate the average number
of ions forming the bunches will be derived. The calculations are made under a few
assumptions and provide only rough estimates, but they are very useful to be used
as a guide during the beam transport operations. The main approximations are: the
electric field inside the deflector is uniform without considering edge effects, the ions
travel along the deflector axis, the voltage transition of the deflector is instantaneous(2).
In the following formulas the x direction will be taken along the deflector axis (which
is also the direction of motion of the ions along the pipe) and y will be the direction
(2)The transit time along the deflecting plates is about 2 ns. However it is easily understood that
these corrections are of minor significance when compared with the ions transit time along the de-
flecting plates (40-60) ns.
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of the electric field, positive upward.
To begin, it is useful to calculate the distance D between the two stopping points A
and B indicated in red in figure 2.1, where the ion beam is stopped. The distance D is
given by the sum of the maximum y deflection of the ions in the positive and negative
direction, YB and YA respectively. YB corresponds to the y position on the Final slits
for those ions that experience a positive electric field during all their travel time inside
the deflector plates (td), on the contrary the ions get to YA if they experience only a
negative electric field. For all the ions that are somewhere inside the deflector at the
instant of the voltage transition the y position at the Final slits will be intermediate
between YB and YA, because they have been only partially deflected. For this reason
the time necessary to move the beam from A to B is equal to the time td taken by the
ions to cover the length of the deflector plates:
td =
l
v
=
l√
2E
m
= 43.2
(
A
E(MeV )
) 1
2
ns (2.1)
with l = 60 cm being the length of the deflector plates, v the ion velocity in the x
direction, E its energy and the mass m being expressed as a function of the atomic
mass number A. The ion motion along the y direction is given by the equation:
y′′ = ±ne∆V
d
1
m
(2.2)
where ∆V is the voltage difference between the deflector plates, d is their distance, m
and ne are the mass and charge of the ion respectively. By integrating equation 2.2 it
is possible to evaluate the y position at the end of the deflector:
y(td) = ±1
2
ne∆V
d
1
m
t2d (2.3)
Once out from the deflector, the ion follows a linear path forming an angle α with the
x axis:
tg(α) =
y′(td)
x′(td)
= ±
ne∆V td
d
1
m
v
(2.4)
The final position of the ion on the Final slits, that is at a distance of L = 5.5 m from
the deflector, is:
y(L) = y(td)± Ltg(α) = ±ne∆V l
2dE
(
l
2
+ L
)
= ±0.348n∆V [Volt]
E[MeV]
mm (2.5)
where n is the charge state of the ion. The distance from points A and B is D =
|YA|+ |YB|. With good approximation it is possible to calculate the transverse velocity
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of the ions when the beam moves from A to B and the duration T of the bunch:
vt =
D
td
= 8.056× 10−3n ∆V [Volt]
(E[MeV]A)
1
2
mm
ns
(2.6)
T =
s+ h
vt
=
s+ h
D
td ns (2.7)
In eq. 2.7 s is the width of the Final slits and h the size of the beam along the deflection
direction. Ions will pass through the Final slits for a time lapse T which is the fraction
s+h
D
of their transit time in the deflector.
Finally the average number of ions forming the bunches can be determined as:
µ =
∫ tf
ti
I
ne
dt =
I
ne
∫ tf
ti
dt (2.8)
where I
ne
is the particle current and ti and tf are the time the bunch starts and stops
to pass through the aperture s. This expression can be rewritten as:
µ =
I
ne
∫ sf=s+h
si=0
dy
vt
=
I
ne
(s+ h)
vt
(2.9)
and the final result holds both for s < h and for s > h. Table 2.1 resumes the results
of the calculations for some ions of different energy.
Ion td(ns) y(td) (mm) y(L)(mm) vt(mm/ns) T (ns)
H+ (1 MeV) 43 1.9 34.8 1.61 0.62(s+ h)(mm)
7Li2+ (7.5 MeV) 42 0.5 9.3 0.44 2.25(s+ h)(mm)
12C3+ (10 MeV) 47 0.6 10.4 0.44 2.26(s+ h)(mm)
16O3+ (10 MeV) 55 0.6 10.4 0.38 2.61(s+ h)(mm)
Table 2.1: Results of the calculations using formulae 2.1, 2.3, 2.5, 2.6, 2.7.
Formula 2.9 can be used to have a rough estimate of the average multiplicity of
the DEFEL bunches that would result, given the beam spot dimensions and the beam
current intensity I. Nevertheless, as already anticipated, these calculations are based on
many assumptions and cannot give accurate results. Furthermore, the beam dimensions
and the beam current must be measured with high accuracy to try using the formulae.
To make a practical example, table 2.2 shows the calculated values for µ compared to
the measured ones in a series of measurements with 1 MeV protons and 7.5 MeV Li2+
ions. The beam dimensions were about 1 mm × 1 mm in both cases and the aperture
of the final slits in the vertical direction was also 1 mm. The values of the beam current
I are also reported being measured by means of the Faraday cup inside the DEFEL
vacuum chamber.
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Ion I (pA) µ µmeas
H+ 1180 9.2 (9.81 ± 0.05)
730 5.7 (6.25 ± 0.03)
700 5.4 (5.60 ± 0.03)
500 3.9 (4.33 ± 0.02)
320 2.5 (2.62 ± 0.01)
200 1.6 (1.706 ± 0.008)
110 0.9 (1.004 ± 0.006)
Ion I (pA) µ µmeas
7Li2+ 800 11.4 (10.50 ± 0.05)
660 9.4 (8.57 ± 0.04)
550 7.8 (6.88 ± 0.03)
460 6.5 (5.35 ± 0.03)
370 5.3 (4.92 ± 0.02)
290 4.1 (3.53 ± 0.02)
180 2.6 (2.20 ± 0.01)
Table 2.2: Comparison of the average bunch multiplicities obtained using formula 2.9 and those
measured by the Si detector.
To summarize, it has been shown that the average bunch multiplicity depends on
the beam current intensity at the entrance of the DEFEL beamline, on the aperture of
the Final slits, on the beam spot dimensions and on the intensity of the deflecting field.
Having a fine control on these parameters the average bunch multiplicity can be finely
adjusted. However, it is important to underline that µ is a mean value: the number
of ions inside a bunch, in case of constant beam current, follows a Poisson statistics
with µ being the average value. This has been verified experimentally [8], and can
be explained considering that every particle inside the deflector has a probability to
pass through the final slits (to be considered as a sort of probability of success). For
this reason the number of particles transmitted beyond the slits follows a Binomial
distribution that becomes Poissonian because the total number of particles is very big
but the probability of success is very small.
The distribution can be measured experimentally by means of a silicon detector
facing the pulsed beam. Thanks to its high energy resolution this detector allows to
easily determine the ion multiplicity: the amplitudes of the output signals scale with
the ion multiplicity, being always multiples of the single ion signal.
In figure 2.3 the typical signals seen on an oscilloscope in infinite persistence are
shown; the oscilloscope sweep is triggered by the deflector signal (in blue in fig. 2.2).
As expected from the Poisson statistics, on the basis of the average value µ some empty
bunches are also generated.
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(a) (b)
Figure 2.3: Two examples of the silicon detector signals taken from the charge preamplifier (a) and
from the shaper amplifier (b) as seen on an oscilloscope employed in infinite persistence mode.
Figure 2.4: Amplitude spectrum obtained from the Si detector signals for 7.5 MeV 7Li2+ ion bunches.
Figure 2.4 shows an amplitude spectrum obtained from the Si detector where the
peaks correspond to the different bunch multiplicities. By counting the number of
events inside each peak the multiplicity distribution and its average value can be re-
constructed. The use of the silicon detector to monitor the beam characteristics is very
useful for the experimenter, as will be explained in the following paragraph, where the
beam transport procedure will be described.
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2.3 Beam transport on DEFEL for the irradiation
measurements
In the following, all the steps followed to transport the ion beam from the source to the
end of the DEFEL beamline will be described in detail with some examples concerning
the case of protons, 7Li2+ and 16O3+ ions (figure 2.1 will be taken as a reference).
Starting from the exit of the selected ion source (the Duoplasmatron or the Sput-
tering source depending whether protons or heavy ions are chosen) the beam is driven
towards the entrance of the 90° MPI (Multi Purpose Injector) magnet (see fig. 1.2).
Two Einzel Lenses and X-Y steerers are installed at the exit of the source and are
employed to focus the beam and to adjust the ion trajectory towards the 90° magnet.
The current I of the MPI magnet coils is set on the basis of the ion species that one
wants to select, that is to say on the basis of the desired mass over charge ratio m/ne.
The setting might be critical in case the Sputtering source is used because many ele-
ments are extracted from the sample and the experimenter must be sure to select the
right ions. The Tandem system control software gives the possibility to display as a
function of the magnet current the beam current in a Faraday cup inserted after the
MPI magnet. The result is a graph showing many current peaks each corresponding
to a different m/ne value. The best way to select the wanted element is to take a
reference current value I1 (e.g. corresponding to the O
− peak) and to scale the value
of the current: starting from a known reference value used to inject ions of mass m1
and charge state n1, the new value for the ions of mass m2 and charge state n2 is found
using the formula:
I2
I1
=
√
m2E2
m1E1
n1
n2
(2.10)
Usually oxygen is taken as a reference, being easily extracted from the sputtered sam-
ples. For instance, figure 2.5 shows two plots of the measured beam current obtained
varying the magnet current in the intervals (15-31) A and (33-60)A. In the first case
the O− peak is visible near 22 A and a Si− peak around 29 A; in the second plot a
FeLi− peak can be found for about 44 A followed by a FeO− peak near 47 A and
other peaks for higher current values.
Just before the accelerator another Faraday cup can be inserted and a small aperture
can be positioned in front of it. This helps to check whether the ion beam trajectory
is centred on the pipe axis. Normally, the beam current measured at this stage ranges
between few hundreds of nA to some µA depending on the specific measurement. The
next step is to set the accelerator terminal voltage according to formula 1.1, that is to
say on the basis of the final energy required for the ions and of the final positive charge
state. The charge state that is selected is normally the most probable one for that
ion energy. As described in section1.3 and shown in fig. 1.5 Argon gas is recirculated
in the stripper canal of the accelerator terminal section at a pressure suitable for the
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Figure 2.5: Ion beam current measured after the MPI magnet as a function of the magnet current.
Taking as reference the O− peak the other elements can be identified and selected.
equilibrium charge states to be reached (about 10−2 mbar). The pressure can be
regulated by means of the leak valve. After the accelerator there is another set of X-Y
steerers and a pair of quadrupoles that focus the beam on the Pre-Switching slits. The
aperture of these slits during the irradiation measurements is usually set between 1 ×
1 mm2 and 5 × 5 mm2 and it stays fixed during the measurements.
The current I of the Switching magnet coils is set following the same procedure as
for the MPI: for two different charge states of the same ion formula 2.10 becomes:
I2
I1
=
√
E2
E1
n1
n2
(2.11)
After inserting a Faraday cup of the DEFEL monitor station n°1 the magnet current
is varied in an interval centred on the expected value in order to be sure to select the
desired charge state. For example fig. 2.6 shows a scan relative to O and Li ions for a
terminal voltage of 2.5 MV; the different charge states can be identified.
At the beginning of the beam transport along the DEFEL beamline, all the aper-
tures are fully opened and the experimenter adjusts the optics of the beamline checking
with the monitor stations that the beam follows the beamline axis. The ideal beam for
irradiation measurements must be stable in time and uniform along the z-y directions
in order to deliver a uniform dose to the sample over the irradiated area. Besides,
considering the target dimensions (for example TL samples are usually in the form of
quartz powder deposited on 1 cm diameter discs) the beam spot should not be too
small in such a way that all the surface can be irradiated. On the other side, by work-
ing with a too large and defocused beam the current uniformity is no more guaranteed.
Dimensions of about 3 mm × 3 mm or 2 mm × 2 mm on target are a good compromise
and if necessary three or four target partitions can be irradiated one after the other
to cover the whole surface. This is done by moving the sample in front of the beam
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Figure 2.6: Beam current intensity measured by the first DEFEL Faraday cup as a function of the
Switching magnet current. The graph on the left is relative to lithium ions and the one on the right
to oxygen ions. The different charge states are indicated.
in the z-y directions. A central and uniform part of the beam must be selected and
transported efficiently along the DEFEL beamline. The experimenter can look at the
quartz inserted in the monitor station n°1 to check the beam shape. Starting from
a situation where the beam shows a round shape with a halo of lower intensity, the
Definition slits can be closed symmetrically (until their aperture is more or less the
same as for the Pre-Switching slits) to select only a central part of the beam (see figure
2.7).
To avoid uncertainties due to the possibly non uniform quartz luminescence effi-
ciency, the beam current must also be monitored during and after the closure of the
Definition slits. If necessary, it is possible to move the center of the slits to select the
best part of the beam. The same operation must be repeated on monitor station n°2
because the beam slightly diverges; the Intermediate slits are closed until the halo is
removed. In this way an almost parallel beam is allowed to enter the main deflector
and the quadrupole doublet focuses the beam on the Final slits eliminating the intrin-
sic residual divergence. The beam at the end enters in the vacuum chamber. Inside
the vacuum chamber, at the target location, a Faraday cup and a quartz with a cross
carved in its center are also installed on the Y-Z translation stages together with the
samples and the detectors. To position the different objects in front of the beam a
laser light is available that is aligned with the beamline axis; in particular the quartz
is positioned in such a way that the laser spot hits the cross center. The final square
ion beam must impinge exactly on the quartz center and in this way all the setup will
be aligned with respect to the beam.
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Figure 2.7: Beam spot seen on the quartz in the DEFEL monitor station n°1 after closing the
Definition slits down to 3 mm x 3 mm.
The last step consists in closing the Final slits down to about 3 mm × 3 mm
while monitoring the beam current with the Faraday cup inside the chamber (3). Once
the beam dimensions and current intensity have been selected, the resulting average
bunch multiplicity can be estimated from formula 2.9. Otherwise, when beam pulsing
is active, the average bunch multiplicity is easily determined by recording a Si detector
spectrum (see for example fig.2.4). It is very important to verify that the Si detector
signal amplitudes strictly scale with the ion multiplicity, being always multiples of the
single ion signal. If this were not the case, it means that some ions are undergoing
scattering somewhere on the DEFEL beamline and the beam transport is not perfectly
optimized. When the final optimized situation is reached the slits configuration on
DEFEL remains fixed throughout the irradiation measurements in order not to modify
the beam shape and transport. To increase/reduce the average bunch multiplicity, only
the Low Energy slits after the ion source are opened/closed.
(3)While closing the Final slits it is also possible to measure the beam dimensions: the beam current
read by the Faraday cup inside the chamber starts decreasing as just as one of the four sides defining
the slits aperture starts to hit the beam during the closing.
Chapter 3
The on-line fluence detector system
As discussed in the previous chapter, precise irradiation measurements can be carried
out using the DEFEL bunches only if the average bunch multiplicity is measured and
monitored with high accuracy and precision, which means measuring the total number
of ions that hit the sample. The delivered dose can be calculated knowing the single
ion energy and the irradiated target mass. As derived in section 2.2, the mean number
of ions µ forming the bunches depends mainly on the injected beam current and on the
slits apertures and can be finely adjusted. Nevertheless, especially during long irradi-
ations, it is possible that µ experiences small variations throughout the measurement.
Current fluctuations could be caused by a non constant operation of the ion source
or by possible machine instabilities (for example electrostatic and magnetic compo-
nents are quite sensitive to temperature variations along the day). For this reason a
specific detection system and dedicated control software have been designed and opti-
mized to “on-line” monitor the ion fluence during the irradiation measurement and to
have the possibility to compensate for possible variations by increasing/decreasing the
irradiation time.
The system is based on a Micro-Channel Plate (MCP) detecting electrons emitted
from a conductive foil that is crossed by the ions just before hitting the sample, and will
be described in this chapter. Before starting irradiations a calibration of the foil-MCP
system is necessary: the procedure is based on a comparison of the MCP response
with that of a silicon detector positioned at the target location and will be presented
in section 3.5. After the calibration the Si detector is removed and in its place is set
the sample to be irradiated. During the irradiation procedure, by analysing the MCP
signals the delivered fluence is controlled and the corresponding dose is calculated.
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3.1 Detector assembly
Two different configurations have been implemented for the experimental fluence con-
trol system; they are shown schematically in figure 3.1.
(a) (b)
Figure 3.1: Schematic drawing of the on-line fluence detector system mounted in configuration 1
(a) and 2 (b). The foil-MCP system and the silicon detector are visible.
In configuration 1 (fig. 3.1 (a)) a 2 µm aluminized mylar foil (20 nm Al deposited
on both sides) is positioned at 45° with respect to the ions direction and is mounted
on a frame to stand parallel to the entrance surface of the MCP detector (the distance
between them is 3 cm). The foil-MCP system is enclosed in a metal holder acting as
a support and also as a shield to protect the MCP surface (see the photo in figure 3.2
(a)). The MCP is a Hamamatsu model F4655-12.
In configuration 2 (fig. 3.1 (b)) the foil is mounted at 90° with respect to the ions
direction and at a distance of 4 cm from the MCP. In this case the foil-MCP system
is mounted directly on the entrance wall of the DEFEL vacuum chamber (see fig.3.2
(b)). MCP model Hamamatsu F2223-21SH, provided with a central hole (diameter 3
mm) for the passage of the ion beam, is employed.
During operation the foil is crossed by the ions before reaching the target to be
irradiated and the MCP detects the electrons emitted from the foil, that are accelerated
towards its entrance surface by means of an electric field.
A silicon detector (Si PIN photodiode Hamamatsu, 2 cm x 2 cm x 300 µm )is
positioned downstream at the target location and is used to calibrate the foil-MCP
assembly response. It is enclosed in an aluminium box together with its charge pream-
plifier and the assembly is mounted on a support on the Z-Y linear stages (see photo
in figure 3.3). A round collimator (with a diameter of 1.2 cm or 1.6 cm or 1.8 cm) is
inserted in front of the detector to use only the central part of the active surface.
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(a)
(b)
Figure 3.2: (a) Photo of the foil-MCP system enclosed in the metal case in configuration 1. The hole
that allows the beam to exit, is visible. (b)Photo of the foil-MCP system mounted on the chamber
wall in configuration 2.
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Figure 3.3: Photo of the final stage of the DEFEL line. Starting from the right are visible: the
holder of the Si detector and charge preamplifier, the quartz, the Faraday cup and the sample holder.
On the same support a quartz and a Faraday cup are also installed which are used
to measure the beam spot and the beam current. A small camera is mounted behind
the quartz looking its surface from behind. After the Faraday cup there is a sample
holder that has been specifically manufactured to hold the TL samples to be irradiated
(for TL measurements quartz grains are deposited on aluminium discs, as described in
section 4.6). Of course, if necessary, the sample holder can be replaced with a different
one to house a different kind of samples.
The use of a thin foil on the beam path has two small effects that must be taken
into account: the ion energy loss inside the foil and the beam angular divergence after
crossing it. The final energy of the ions can be measured by comparing a spectrum
recorded by the silicon detector when the ion bunches impinge directly on it, with one
recorded in presence of the foil. For this purpose, in configuration 1 the foil-MCP
assembly is mounted on a pantograph that can be moved in the vertical direction by
remote control (this is not possible in case configuration 2 is adopted). Due to the final
beam divergence some ions leaving the foil may not hit the Si detector (or equivalently
the sample). This effect can be minimized by reducing the foil thickness and decreasing
the foil-Si distance; with the help of Monte Carlo simulations (see section 3.3) the beam
divergence has been studied and results usually negligible.
In configuration 1 the whole foil-MCP assembly can be arranged in two different
geometries called forward and backward geometry, where the MCP detects the elec-
trons emitted forward or backward from the foil respectively. The two geometries are
represented schematically in figure 3.4
In the first case the ions leaving the foil exit from the hole of the holder (see fig. 3.2
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Figure 3.4: Drawing of the two possible geometries that can be chosen for the system employed in
configuration 1: the backward geometry (on the left) and the forward geometry (on the right).
(a)), in the second case they enter from the hole and then cross the foil. In configuration
2 of figure 3.4 only a backward geometry is possible. The forward geometry is preferred
because it is known (see section 3.2) that electrons are emitted in a higher number in
the forward direction from the foil, but in this case the distance between the foil and
the Si detector must be increased from 4 cm to 7.5 cm due to the encumbrance of
the MCP supporting structure. At the moment the system is mostly employed in
configuration 1, forward geometry that offers several advantages with respect to the
other configurations (see also section 4).
In the following, the process of signal generation by the MCP will be explained in
more detail, with reference to the detector structure and to the usual working condi-
tions.
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3.2 Foil-MCP system: working principles
At the basis of the fluence measurement technique there is the process of electron emis-
sion from a conductive foil. The Micro-Channel Plate works as an electron multiplier
and a signal is generated every time an ion bunch passes through the foil if at least
one electron emitted by the foil reaches its active surface.
The mechanism of emission of electrons by ionizing particles traversing conductive
foils involves only the first 1-2 nm of the material and is divided in three stages: in
the first step internal electrons are excited by the incident particle and acquire kinetic
energy from it, secondly these electrons start travelling sometimes towards the surface,
losing energy and being scattered due to their interaction with the medium, finally
some of them manage to reach the surface and leave the foil. The emission takes place
in all directions from the foil surface and about 90% of the emitted electrons have
an energy lower than 30 eV, only a few may reach a maximum energy of a few keV
[17]. The total electron yield over the full 4pi solid angle is proportional to the energy
that is transmitted by the particle to target electrons, the electronic stopping power
dE/dx[18][19]. The percentage of those that are emitted in the backward direction
depends on the incident particle velocity and corresponds to the 32% for ion velocities
greater than 7.108 cm/s [20] (this velocity corresponds, for example, to an energy of
about 4 MeV for 16O ions, and of about 250 keV for protons). Data concerning the
total number of electrons Ne emitted from a carbon foil (taken as a reference material
for conductors), are summarized in table 3.1.
Ion Energy(MeV/u) Ne dE/(ρdx) C dE/(ρdx) Al
(keV/(µg/cm2)) (keV/(µg/cm2))
H 1-2.5 '2 0.22-0.12 0.17-0.1
3-5 '1 0.10-0.09 0.08-0.06
4He 0.48 9.5 1.42 0.99
0.78 8.1 1.1 0.79
1.50 4.8 0.71 0.54
2.2 3.9 0.54 0.42
7Li 0.5 '20 3.47 1.90
1.7 '10 1.46 1.13
12C 0.3-1 '40 7.16-5.99 4.75-4.32
16O 0.11-1.84 50 7.6-7.17 5.35-5.65
32S 0.23-1.35 ' 95 17.92-21.64 12.01-16.30
127I 0.08 83 14.44 10.33
0.16 124 26.04 17.85
0.27 136 38.12 25.38
Table 3.1: Average number Ne of emitted electrons (4pi) by different ions of different energy, from
10 µg/cm2 carbon foil. The data reported in column 3 are from [17] [18] [19] [20]. The specific energy
loss values inside carbon and aluminium of columns 4 and 5 have been obtained by means of SRIM
package [21] [22].
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From table 3.1, looking at the Ne values, it is evident that the case of 10 MeV
oxygen ions is a favourable one because the number of emitted electrons is quite high.
The opposite is true for protons (even of low energy); in this case the situation becomes
critical because the number of emitted electrons is very small. For this reason it is very
important to collect the emitted electrons towards the MCP surface as efficiently as
possible. Data from table 3.1 are useful to make comparisons between different ion
species or between different energies of the same ion. In our case the conductive foil
is aluminium, whose first ionization potential is about half that of carbon, and the
specific ion energy loss values are different (see columns 4 and 5 of table 3.1).
The MCP detector active area is made of an array of 104−107 glass capillaries work-
ing as independent electron multipliers arranged parallel to each other and at a small
angle with respect to the input surface. A voltage difference is applied between the
input and output sides of the MCP to establish a potential gradient along the channels.
When an electron enters a channel and strikes its inner wall some secondary electrons
are emitted. Accelerated by the potential gradient they draw parabolic trajectories
and then hit the opposite wall in the channel causing further secondary electrons to
be emitted in cascade. As a result, a large number of electrons are extracted from the
output side (see fig. 3.5 (a)). The detector efficiency for electrons of 0.2-2 keV varies
from 50% to 85% being maximum at 0.5 keV (see fig. 3.5 (b)). These values take into
account that about 37% of the MCP input surface is not active: the secondary electrons
that do not penetrate into the MCP channels do not create electron avalanches.
The gain of the multiplication process depends on the ratio α between the channel
length and diameter according to the formula g = exp(G×α), where G is the secondary
emission factor of the channel wall, called the gain factor (for an applied voltage of 1
kV G results of the order of 104) [23]. The gain depends also on the applied voltage: as
the voltage increases, so does the secondary electron yield, since each collision occurs
at a higher energy. However, at the end the gain reaches a saturation level, due to the
increase of the space charge density and to the the build-up of positive charge. When
the space charge density at the rear of the channel becomes too high, the kinetic energy
of electrons hitting on the channel walls is reduced until the secondary electron yield
decreases to unity. Besides, as the gain increases, so does the probability of producing
positive ions in the high charge density region. These ions are produced when electrons
collide with residual gas molecules (1) or with gas molecules desorbed from the channel
walls under electron bombardment, and they can drift back towards the channel input,
thus causing delayed pulses.
(1)The technical specifications suggest operating pressures lower than 1.3× 10−6 mbar.
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(a) (b)
(c)
Figure 3.5: (a) Drawing of the MCP channel matrix and of the electron multiplication inside the
channel. (b) MCP detection efficiency curve for electrons [23]. (c) MCP gain as a function of the
applied voltage for different α values.
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The used models F4655-12 and F2223-21SH are made of two MCP stages with
channel diameters of 12 µm. This configuration is known as Chevron: the two MCP
channel axes are oriented in different directions in such a way as to inhibit positive ions
produced at the output of the rear plate from reaching the input of the front plate.
This allows also to increase the gain of the detector because the electron avalanche
from the first stage is further amplified by the second stage of channels: G = 5.107 for
model F4655-12 at 2.4 kV (input-anode) and G = 106 for model F2223-21SH at 1.8
kV (input-anode).
The thickness of the two stage MCP, corresponding to the electron transit distance,
is very small (ranging between 0.2 mm and 1 mm) so the output signal is very fast:
the signal rise and fall time are about 400 ps and 1 ns respectively. The channel walls
are semiconducting and allow charge refilling from the external voltage source; the
recharge time for a single channel is of the order of 10 ms, but given the large number
of channels the detector dead time is very small.
In the present application an important characteristic is the Pulse Height Resolution
(PHR) defined as the ratio of the FWHM to the peak channel value in the distribution
of the amplitudes of the MCP output pulses. It is found that for gains higher than
104, the distribution becomes almost Gaussian [23]. The smaller the PHR value, the
smaller the dispersion in the pulse height distribution: for the model F2223-21SH we
have PHR=150%, while for model F4655-12 PHR=50%.
Taking this all into account several tests were performed to choose the polarization
voltages in order to maximize the electron detection efficiency (see the next section for
more details). The polarization circuits have been designed so that electrons reach the
MCP input surface with an average energy of 500 eV. It has also been verified that the
working vacuum pressure must be below 3 × 10−6 mbar (or, even better, lower than
10−7 mbar). In this case no after pulses have been detected and the MCP gain remains
almost constant also for long measurement time. Another important fact that emerged
during the tests is that, in order to have stable working conditions, the device must be
switched on at least 2 hours before starting the measurements.
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3.3 Foil-MCP system: simulations
Some simulations have been carried out during the development of the detector system
and during the test measurements in order to study the different geometrical configu-
rations (see fig. 3.4), the effects of the aluminized mylar foil on the ions and also the
dose profiles inside quartz for the different ion species emerging from the foil that stop
inside the target. In the following the results of the simulations performed with the
SRIM software [21] [22], the FLUKA code ([26] [27]) and the ROOT package [25] are
presented and discussed.
SRIM is a software package that is widely used to study all the aspects related
to the Stopping and Range of Ions in Matter. A Monte Carlo code simulates the
interactions of the ion with a given initial energy inside a specific target material. For
example the user can simulate the passage of many ions through a layer of a particular
material. The final energies of every ions emerging from the material are calculated
by the code as also the lateral displacements from the starting point of impact at the
entrance of the material surface, and the final direction of motion of the ion when it
leaves the target. It is also possible to obtain from SRIM the range of an ion inside
a target material and its specific energy loss (as was done, for example, to obtain the
data of table 3.1).
As anticipated in section 3.1, the accelerated ions lose part of their energy inside
the aluminized mylar foil positioned transversally along the beam path, furthermore
they deviate from their original line of flight as a consequence of the multiple scattering
experienced inside the foil itself. These effects must be studied and quantified in order
to take them properly into account: the final energy is needed to calculate the dose that
will be delivered to the irradiated sample and the angular divergence must be known
to determine the number of ions that do not impinge on the sample, or equivalently
the Si detector at the target location, because they are too much deflected.
For the different ion species that are of interest for the dose measurements on
DEFEL, the final energy of the ions emerging from the 2 µm alumininized mylar
foil (the nominal thickness of the Al layer is 20 nm on both faces) and the final ion
trajectories have been simulated. The simulations are relative to configuration 1 and
the foil thickness has been corrected to take into account that the foil is positioned at
45° with respect to the ions line of flight. A total of 105 events with an initial energy
Ei have been generated and by means of the software ROOT an histogram showing
the final energy distribution has been drawn.
Figure 3.6 shows the final energy distributions of the ions (whose initial energy is
Ei) after crossing the foil for the system arranged in configuration 1. For completeness
also alpha particles are considered, but as already said they are not yet available at
LABEC for irradiations. A Gaussian fit has been applied to the resulting distributions
in order to determine the mean values Ef of the final energies of the ions and the
energy straggling ∆EFWHM (FWHM of the energy distributions).
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Figure 3.6: Energy distributions of different ions after crossing the 2 µm aluminized mylar foil tilted
at 45°.
The results obtained using the best-fit parameters can be compared with those
measured experimentally by means of the Si detector: these data are reported in table
3.2. The agreement between Ef and Emeas is good, the discrepancy may be due to the
foil thickness that has a tolerance of ±10% as declared by the seller [30].
Ion Ei(MeV) Ef (MeV) ∆EFWHM(MeV) Emeas(MeV)
16O3+ 10 (5.5231 ± 0.0001) (0.1060 ± 0.0002) (5.59 ± 0.02)
12C3+ 10 (7.0625 ± 0.0001) (0.0808 ± 0.0001) (7.289 ± 0.003)
7Li2+ 7.5 (6.63870 ± 0.00005) (0.0399 ± 0.0001) (6.73 ± 0.03)
7Li2+ 6.21 (5.23510 ± 0.00005) (0.0403 ± 0.0001) (5.330 ± 0.009)
H+ 1 (0.90156 ± 0.00005) (0.01255 ± 0.00002) (0.97 ± 0.04)
H+ 1.2 (1.11143 ± 0.00002) (0.01233 ± 0.00002) (1.119 ± 0.002)
Table 3.2: Simulation results for the final energies Ef of the ions after emerging from the aluminized
mylar foil (from a Gaussian fit applied to the distributions of figure 3.6) compared to the measured
values Emeas. Ei is the initial energy of the ions.
As regards the simulations of the angular divergence of the ions, SRIM supposes
that all the incoming ions travel along the x direction and impinge on the same point on
the foil entrance surface (the origin of the coordinate system) and calculates the final
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position (yf , zf ) of each ion at the exit of the foil (for xf equal to the foil thickness).
The cosines of the angles θy and θz defining the final direction of the ion are also given.
A in house routine, based on the software ROOT, calculates the z and y coordinates
of the ions at the target location, that is to say at a distance D from the foil. The
coordinates at the target position are calculated as: Y = D.tg(90°−θy) + yf and
Z = D.tg(90°−θz) + zf . The distance D is 7.5 cm in the forward geometry and 4 cm
in the backward geometry, for configuration 1 (see fig. 3.4). The Si detector entrance
surface has a round shape (a round collimator is positioned in front of the Si detector
as said in section 3.1) with a diameter d of 1.8 cm respectively. The quartz samples
employed for thermoluminescence measurements are discs with a diameter of 1 cm
(see section 4.6). For configuration 2 the situation is quite different because the foil
is positioned perpendicularly to the x axis, while D is 2.5 cm, so the effect is much
smaller. The ion is considered lost (misses the target) if its coordinates on target are
outside the limits of the sample surface itself.
To study this effect on the experimental set-up during a measurement, a 7.5 MeV Li
ion beam with initial dimensions of 4 mm2 has been simulated: the coordinates of the
impact point on the foil for each ion have been extracted from a uniform distribution
by means of the TRandom routine of the ROOT package. A total of 105 ions have been
generated and their final impact point on target has been calculated. To understand
better how the routine works, figure 3.7 shows the bi-dimensional plots generated with
the resulting coordinates and showing the beam spot dimensions at the exit surface of
the foil and after travelling the distance D = 7.5 cm.
Figure 3.7: Simulated beam dimensions for a 4 mm2 lithium ion beam at the exit surface of the foil
and on target (after 7.5 cm from the foil itself). The ion initial energy is 7.5 MeV and the simulation
contains 105 events.
With reference to fig. 3.7 it can be seen that the beam dimensions on target
increase because of the beam divergence at the exit of the foil: about 30% of the
ions fall outside the square 4 mm2 area. This effect modifies the distribution of the
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collected events and introduces a systematic error, for this reason it is important to
reduce the foil thickness and to minimize the distance between the foil and the sample
to be irradiated. Nevertheless, looking carefully at the intensity scale on the right of
the graph it can be seen that the ions impinging outside the central circular area are
not many; for example only about 10% of the ions fall outside a circle of radius 1.5 mm.
In particular, only about 0.1% of the ions do not intercept the Si detector (circular area
of radius 9 mm). Being very small, normally this systematic error can be neglected in
the calibration measurements; in any case this contribution has always been added in
quadrature to the calibration error. To compensate for the beam divergence a beam
with initial beam spot dimensions a little smaller that the desired dimensions on target
has been adopted.
More simulations have been performed to study the dose distribution that would
result by irradiating a quartz sample with the different ion species. Figure 3.8 shows
the dE/dx curves inside quartz obtained with SRIM for the ions exiting from the
aluminized foil and the range of the ions. The energies of the ions considered in these
simulations are those measured experimentally.
Figure 3.8: dE/dx curves inside quartz for different ions emerging from the 2µm aluminized mylar
foil.
It is interesting to note how different the energy deposition profiles look like for the
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different ion species of different energy. It can also be evidenced that alpha particles
are an intermediate case between lithium ions and protons; in particular the case of
5.33 MeV Li ions reproduces closely that of 2.9 MeV alpha particles even though the
energy deposited per unit path length is higher.
To conclude, the geometry of the experimental set-up has been reproduced with the
FLUKA software; a high level Monte Carlo simulation package for the interaction and
transport of particles and heavy nuclei in matter. An ion beam with a square spot of 3
mm x 3 mm travelling in the x direction crosses the aluminized mylar foil tilted at 45°
and then reaches the quartz sample. The dose values given by FLUKA are normalized
to the volume of the target that has been used to plot the data and are expressed as
(mGy/cm3)/particle. Four different x-y bi-dimensional plots of the dose distribution
are shown in figure 3.9. These plots are of interest because they can possibly explain
differences in the thermoluminescence efficiency for different irradiation sources.
Figure 3.9: 2D dose distribution profiles for some ion species after crossing the aluminized mylar
foil, inside quartz.
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3.4 Readout electronics and data analysis
A schematic drawing of the electronic chain employed for signal processing, acquisition
and synchronization is shown in figure 3.11. A ORTEC 428 power supply is used to
generate a bias voltage of 150 V for the Si detector, while the MCP polarization is
provided by means of the circuits shown in figure 3.10: for model F4655-12 the voltage
applied between the MCP IN and OUT electrodes and between the OUT electrode and
the anode are given separately by two channels of a CAEN N471 high voltage power
supply which gives the possibility to start the voltage ramp up simultaneously for both
channels, while for model F2223-21SH a voltage divider circuit is employed.
(a) (b)
Figure 3.10: Power supply of the two different MCP detectors. A CAEN N471 power supply
generates the high voltages of 2.0 kV, 2.4 kV (a) and 2.8 kV (b).
The input surface of MCP model F4655-12 is held at ground potential, while for
model F2223-21SH that has an extra electrode (called mesh and kept at 200 V), the
input electrode is at 300 V. For both models a standard voltage distribution is used for
biasing the MCP: 1 kV per stage and 400 V or 500 V between MCP output electrode
and anode. The foil is kept at -500 V if configuration 1 is chosen, while it is grounded
in configuration 2.
Data acquisition is based on a VME (Versa Module Europe) system and a MO-
TOROLA Emerson MVME7100 cpu handles the acquisition. The VMEbus provides
an interface system used to interconnect microprocessors, data storage devices and
electronic modules in a closely coupled hardware configuration. A VME module is
made of a printed circuit board that can be plugged into the characteristic VMEbus
backplane connectors of one of the VME crate slots. The VMEbus backplane provides
four different buses among which an asynchronous parallel data transfer bus allows the
master module (the VME cpu) to exchange the binary data with the slave modules,
that are accessed by the CPU usind the assigned physical address. Data lines are sepa-
rated from the other signals lines (such as interrupt lines) and this makes the VMEbus
the fastest of all the popular microcomputer buses; data transfer speed can be as high
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as 500 Mbyte/s for the latest versions [24].
Figure 3.11: Fluence control system electronics for signal processing and data acquisition.
The operating system is derived from a Debian Lenny and is installed on a solid
state hard disc, while the kernel is loaded during boot through a 1 GB ethernet net-
work (called Eth0 in figure 3.11) by means of a TFTP (Trivial File Transfer Protocol)
connection. Different kernels are available providing different memory mappings for
the CPU and also extra functions (such as the activation of the interrupt requests
function). Another 1 GB ethernet connection (Eth1 in figure 3.11) is available for
transferring the data stored on the CPU to other hard discs installed on other comput-
ers and accessed by means of a NFS (Network File System) server. The VME standard
uses the “big endian” format for the byte order in a data word, while the PCI standard
of the Intel processors follows the “little endian” convention. This must be taken into
account during the analysis of the acquired binary data.
Both the signals from the Si and MCP detectors are sent to a VME digitizer module:
at the beginning a CAEN V1720 digitizer (sampling rate of 250 MS/s, 12 bits resolution,
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125 MHz input filter bandwidth and input voltage dynamic range 2 V) has been used;
recently a CAEN V1751 digitizer (sampling rate of 1 GS/s, 10 bits resolution, 500
MHz input filter bandwidth and input voltage dynamic range 1 V) has been put into
operation. The digitizers are employed to sample and store the Si and MCP detector
signal waveforms in a given time window. When the digitizer is programmed, the time
window can be defined by setting its total duration and the number of samples recorded
after the arrival of a trigger signal. The acquisition window is usually 8.192 µs long
(2048 samples, 1400 of which after the trigger) if the V1720 model is used, and 3.584 µs
or 1.792 µs (3584 or 1792 samples, 3300 or 1600 of which after the trigger respectively)
using model V1751. The signal of the fast voltage transition of the deflector plates
(shown in blue in fig. 2.2) is used to generate the trigger signal. During operation, a
circular memory buffer is continuously filled by the digitizer with the digitized data;
when the trigger signals occurs the FPGA writes the requested post trigger samples
and freezes the buffer that can be read via VME. The two signals from the Si and MCP
detectors recorded in coincidence constitute one event.
Normally the Si charge preamplifier signals are sent directly to the digitizer. In
principle, also the MCP anode signals could be used without any further processing,
but after several tests a small integration proved to be useful. The typical measured
FWHM of the MCP anode signals is about 2-3 ns, with a rise and fall time of about 400
ps and 1 ns respectively. Considering that the digitizer input filter bandwidth is 125
MHz (the signals FWHM will be about 5-6 ns after the digitizer) and that the signal
is sampled every 4 ns, it has been preferred to oversample somewhat the anode pulses.
For this reason the integrator shown in figure 3.12 has been assembled to slow down
the signals by reducing the bandwidth to about 60 MHz (see also fig. 3.13 for some
waveforms digitized with or without the use of the integrator). In the same figure the
result of a simulation performed with the software PSpice Orcad [28] is also shown; the
input signal (in green) simulates the MCP anode pulse. Besides, two images obtained
with an oscilloscope (TDS5054B 5 GS/s) are shown as an example: on the left a signal
from the MCP anode and on the right one as seen after the integrator. The MCP
integrator can also be followed by a fast amplifier if necessary, to amplify the signals
or to reduce spurious RF.
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Figure 3.12: (a) Circuit diagram of the MCP signal integrator, (b) the result of a simulation
performed with the PSpice emulator. (c) An example of a MCP anode signal and one from the
integrator as seen on the 5 GS/s oscilloscope.
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The last part of the electronic chain is used to interface with the DEFEL hardware:
the Pre-Deflector driving signal, before going to the Pre-Deflector IN (see fig. 2.1), is
set in coincidence with channel 0 of a CAEN V977 I/O Register. When the acquisition
starts, the V977 channel is set to the positive logic state via software. In this way beam
pulsing is active only during the measurement and is stopped when data acquisition is
finished by setting the V977 channel to the negative logic state.
A in house software (see appendix A) is launched to start the measurement and
it allows two different acquisition modes: fixed event number acquisition mode and
fixed fluence acquisition mode. In the first mode the number of events, and so the
number of ion bunches (or equivalently DEFEL triggers), is set before starting the
measurement and is fixed. Beam pulsing and data acquisition is thus stopped as
just as the predefined number of events have been recorded by the digitizer. The
measurement duration is fixed and is given by the ratio between the total number of
events and the bunch frequency. In the second mode it is the number of ions that have
to reach the sample to be set before starting the measurement, that is to say the total
ion fluence (or equivalently the total dose). In this case the software calculates on-line
the current average bunch multiplicity µ and stops beam pulsing and data acquisition
only when the desired fluence has been obtained. In this case the number of recorded
events (or equivalently the number of DEFEL triggers) is not fixed before starting the
irradiation, but depends on µ and its possible fluctuations: once the bunch frequency
is set, the measurement lasts for more or less time depending whether µ has decreased
or increased along the measurement.
The first modality is used during the calibration procedure (see section 3.5) where
a series of measurements with the same fixed number of events are performed. The
second modality is useful when a precise dose must be delivered to the sample. After the
foil-MCP system has been calibrated the software carries out an on-line data analysis
monitoring the response of the MCP (more details are given in appendix A). During
calibration and during irradiation the digitized waveforms are saved in a binary file for
off-line analysis that is carried out with the ROOT package [25].
The data analysis procedure starts from the recorded waveforms. Some examples
of digitized signals relative to bunches of different multiplicities are shown in different
colors in figure 3.13. The waveforms on the left have been digitized by module V1720
while those on the right by module V1751. In case of high multiplicities attenuators
(SUHNER BNC -6 dB or -3 dB) are employed in such a way as to fit the signals
within the digitizer’s dynamic range. Looking to the Si detector waveforms it can be
seen that the amplitudes of the signals corresponding to the different multiplicities are
always multiples of the single ion signal. This is not true for the MCP signals and this
evidences the importance of using the Si detector for calibration.
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(a) (b)
(c) (d)
(e) (f)
Figure 3.13: Digitized waveforms for a random set of events corresponding to different bunch
multiplicities. V1720 digitizer (a), (c), (e): Si detector signals, direct and integrated MCP signals.
V1751 digitizer (b), (e), (f): Si detector signals, direct and integrated MCP signals.
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The Si detector signals are always oversampled with both digitizers. On the con-
trary, the sampling of the direct MCP anode signals is more critical when using module
V1720. It is interesting to note that with a sampling rate of 1 GS/s it is possible to
resolve the underlying structure of the signal in case the electrons reach the MCP sur-
face with a small delay (see for example the signal in red in figure 3.13 (d)). This is
due to the fact that the ions forming the bunch, when crossing the foil, are spread over
a few mm. However, after integration the waveform is smoothed and with the faster
digitizer V1751 the waveform evolution is followed (as figure 3.13 (f) shows).
Amplitude spectra are obtained by the digitized signals using the following procedure:
 the baseline is calculated taking the average value of 200 samples just before the
signal, both for Si detector and MCP. The baseline fluctuation is also evaluated
as the standard deviation of these samples.
 the baseline is subtracted and the signal is considered over threshold if its ampli-
tude exceeds the zero baseline for more than 5 standard deviations.
 for every over threshold signal a numerical integration is performed in a given
channel interval around the peak, that is adjusted on the basis of the signal
characteristics. For example, if model V1751 is used, for the charge preamplifier
signals (like those shown in fig. 3.13 (b)) 20 samples are taken before the peak and
600 samples after, while for the MCP fast anode signals ((d) in the same figure)
two samples are taken before the peak and 8-12 after. By using the integrator,
the integration interval for the MCP signals can be extended to 8 samples before
the peak and 30 after.
(a) (b)
Figure 3.14: (a) Amplitude spectrum of the Si detector signals obtained during one measurement
with 10 MeV 16O3+ ions. (b) Number of events belonging to each peak of figure (a) corresponding to
the different multiplicities m, and superimposed the results of a Poisson best-fit.
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Figure 3.14 (a) shows a typical amplitude (energy) spectrum containing 105 events,
obtained from the Si detector during a measurement with 16O3+ ions: equally spaced
peaks corresponding to the different bunch multiplicities (m) are clearly visible. By
counting the number of events inside each peak the Poisson statistics stands out: in
fig. 3.14 (b) a Poisson fit is applied to the resulting number of counts per peak (the
error bars represent the square root of the counts number).
(a)
(b)
Figure 3.15: (a) Amplitude spectra of the MCP detector signals recorded in the same measurement
of fig. 3.14. (b) Amplitude spectra for the multiplicities m = 1, 3, 5, 10 distinguished thanks to the
coincidence with the Si detector.
To make a comparison, figure 3.15 shows the amplitude spectrum obtained from the
MCP detector in the same measurement: in this case the peaks of different multiplicities
are not resolved. This is mainly due to the small electron yield of the Al foil and partly
to the poor energy resolution of the MCP and also to signal processing. Making
reference to table 3.1 and considering also the electrons collection towards the MCP
and its intrinsic detection efficiency the number of detected electrons is quite small and
therefore large fluctuations affect these electron numbers.
Also signal processing requires particular care: attention must be paid, when choos-
ing the electronics for signal integration and/or amplification, to keep the S/N ratio
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as good as possible. In fact, problems arise during data analysis in presence of a high
noise level: signal amplitudes show bigger fluctuations and a higher threshold must be
set so that some small signals (especially single electron signals) are rejected; in fact
they cannot be discriminated from the baseline fluctuations if their amplitude does not
exceed the threshold, corresponding to five baseline standard deviations.
In any case, thanks to the coincidence with the Si detector signals, the events cor-
responding to the different multiplicities m can be singled out. As figures 3.15 (b)
show, it is possible to analyse the amplitude spectra obtained using only the signals
associated to a given multiplicity. From the distributions of the amplitude spectra it
is seen that the mean value BmMCP increases with m. Moreover it has been verified
that, within the statistical uncertainty, the value of the center of gravity BmMCP is
independent from µ. BTMCP , the average value of the total MCP amplitude spec-
trum, is given by the formula: BTMCP =
∑
mWm(µ)BmMCP , where Wm(µ) are the
measured weights (number of events for multiplicity m resulting from the measured
distribution given the average value µ). In the following section the procedure followed
to calibrate of the foil-MCP system will be presented in detail.
3.5 Calibration procedure
In order to measure the number of ions impinging on the target during an irradiation
measurement it is necessary to find a relationship between the information obtained
from the foil-MCP detector system and the average ion multiplicity µ of the DEFEL
pulses, as the Si detector data will not be available. The idea behind the calibration
method that has been developed is to search for a correlation between µ and BTMCP .
For this purpose the use of the Si detector is crucial because, as already found in the
previous paragraph, µ can be obtained from the Si detector spectra by counting the
number nm of bunches belonging to every peak of multiplicity m present in the ampli-
tude spectrum. The Si detector has a 100% detection efficiency for ions impinging on
its surface. Normally, its recorded null events should be of Poissonian origin, however
in some cases terminal voltage instabilities and/or source failures may cause the pres-
ence of time lapses without beam current. Therefore it has been chosen to consider
only those events for which the Si signal is over threshold discarding the events of
multiplicity m = 0; the mean µSi is calculated from the Si spectrum, according to the
formula:
µSi =
∑m=mmax
m=1 (nm ×m)∑
m=1 nm
(3.1)
where nm is the number of registered bunches of multiplicity m and the sum is made
over the multiplicity m starting from m = 1 and up to the highest value mmax present
in the spectrum. The associated error is σ(µSi) =
1√P
m=1 nm
= 1√
NSi
, where NSi is
the number of events recorded by the Si detector for m 6= 0. In this calculation the
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few events present between two different peaks are associated to the peak of higher
multiplicity. This is justified because these are cases where, by chance, one ion of the
bunch undergoes scattering somewhere along its flight path (normally on the Final
slits) losing part of its energy. Their number is usually negligible if the beam transport
is optimized. Given µSi the total number of ions is obtained as µSiNSi.
A set of measurements with different mean values µSi is carried out to start the
calibration procedure. For each measurement 105 events are collected using a DEFEL
bunch frequency of 200 Hz (a single measurement lasts about 8 minutes) and the Si
and MCP amplitude spectra are built using the digitized waveforms.
Also the MCP spectra are constructed using only the over threshold signals so
discarding null events. The average value of the MCP amplitude spectrum is calculated
with the following formula:
BTMCP =
∑NMCP
k=1 Ak
NMCP
(3.2)
with NMCP being the number of non null events recorded by the MCP and Ak the
value of the single over threshold signal amplitude. The associated error is given by
the standard deviation of the values used to calculate the average value.
As resulted from the measurements performed with different kinds of ions, the mean
values BTMCP come out to be in linear relationship with the corresponding mean
values BTSi, and so with the µSi values. The relationship that gives the calibration of
the foil-MCP system can be written as:
BTMCP = KµSi + q (3.3)
K is a factor that is given by the product of several terms: the electron yield of the
Al foil and, therefore, the ion specie and its specific energy loss (Kfoil), the gain of
the MCP and its applied voltage (KMCP ), the attenuation and bandwidth limit in
the transmission of signals to the digitizer (Kel), the conversion factor of the digitizer
(KD) and the software treatment of the digitized signals (Ksoft). If all these factors are
constant in time K is a constant; this is normally true once the measurement conditions
are set.
The offset q is related instead to the digital threshold that is set during the data
analysis phase to discard the MCP null events. This threshold, as said in the previous
section, is taken as five baseline standard deviations and so it is strictly related to the
signal-to-noise ratio of the specific measurement.
It is evident that the system calibration is not absolute; it must be repeated every
time before starting the irradiation measurements because some of the factors listed
above may be different with respect to the previous time. The measurements made
to calibrate the system must cover the range of bunch multiplicities that is needed to
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perform the subsequent irradiations: depending on the dose that must be delivered to
the samples it is normally chosen to work with bunches with a lower or higher average
multiplicity after estimating the total time the irradiation will last.
After calibration, once the K and q parameters are determined, by means of the
“MCPOnline” software (see appendix A for the details) it is possible to irradiate a
sample with a given number of DEFEL bunches or with a given fluence. In both cases
the delivered fluence is obtained in this way: the BTMCP value of the total spectrum
of the recorded data is entered in the calibration curve to find the associated µMCP
using formula 3.3 as:
µMCP ≡ µSi = BTMCP − q
K
(3.4)
The total fluence Φ is then given by NMCP×µMCP
A
with NMCP being again the number
of non null events detected by the MCP and A the irradiated area.
Furthermore, if during a long irradiation µ does not have a constant value (the
beam current changes) it is still possible to consider the measurement as the sum of a
series of shorter measurements each with a well defined µ value. The calibrated foil-
MCP system strictly follows these changes so that by monitoring its real-time response
the “on line” control of the ion fluence is possible.
Finally the dose D corresponding to the delivered fluence Φ can be calculated mea-
suring the final energy Ef of the ions reaching the sample, and knowing the sample
density ρ and the ion range R inside the sample: D =
Ef
Rρ
Φ. Equivalently, D can be
calculated also knowing the irradiated target mass M as: D =
Ef×NMCP×µMCP
M
. In both
cases it is assumed that ions stop inside the sample and that the sample is homogeneous.
In order to test the calibration method and to optimize it, several measurements with
different ion species of different energy have been performed. The test results, that will
be the subject of the next chapter, show that the calibration is indeed possible and
allow to evaluate the precision of the calibrated foil-MCP system as a fluence detector.
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Chapter 4
Test measurements with different
ions
In this chapter the results of some sets of measurements performed by using the foil-
MCP system with different ion species will be shown. In the first section configuration
2 is presented and its characteristics are analysed in detail, a few preliminary test
results obtained with the system employed in this configuration are also reported. The
remaining part of the chapter is totally dedicated to configuration 1, that has been
used in the forward geometry to perform more accurate tests and the first irradiations,
because it offers several advantages and is considered the ultimate and most advanced
version.
According to the working principles of the detector system (see chapter 3.2), the
ideal situation is when a lot of electrons are emitted when the ion bunch crosses the
foil. This requires working with ion species that have a high specific energy loss in
aluminium. On the contrary, if the number of emitted electrons is very small the
situation becomes critical and in some cases the MCP does not give a signal following
the passage of a bunch through the foil, because no electrons are collected at the input
surface. This implies that the foil-MCP system has not a 100% detection efficiency;
this must be taken into account for the calculation of the delivered dose.
As anticipated, the system is intended to work also with a few MeV alpha particles,
but at present 4He ion beams are not available at the LABEC accelerator. Since
alpha particles of these energies are an intermediate case between 10 MeV heavy ions
(16O, 12C) and 1 MeV protons (see table 3.1), the tests have been carried out with all
these ion species being confident that similar results will be produced using 4He ions,
particularly if the tests with protons give satisfactory results. To work in very similar
experimental conditions with respect to the case of alpha particles, 7.5 MeV 7Li ions
have also been used; this is a very interesting case because the energy per nucleon is
nearly the same. Concerning the application to TL dating, if the system could indeed
be used with different ion species of different energy, it would offer a powerful tool.
Sections 4.2, 4.3, 4.4 and 4.5, dedicated to configuration 1, present the results of
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some series of measurements carried out with 10 MeV 16O, 10 MeV 12C, 7.5 MeV 7Li,
1 MeV and 1.2 MeV H ions. In all cases, firstly the final energy of the ions leaving the
foil is measured: the foil is removed from the beam path and a spectrum is recorded
by the Si detector with the ions impinging directly on its surface. By measuring the
shift of the peaks with respect to the spectrum obtained in presence of the foil the final
energy of the ions is evaluated.
Afterwards, the system is calibrated according to the calibration procedure de-
scribed in section 3.5, and then some other measurements are performed keeping the
Si detector at the target location. No real target is irradiated, but the system is used
in such a way as to mimic a real irradiation measurement. In this way, it has been
possible to compare the µ value obtained by the calibrated foil-MCP system with that
given by the Si detector and to evaluate the precision that can be guaranteed on the de-
livered ion fluence. The ion beam is transported according to the procedure described
in section 2.3 and the average bunch multiplicity µ is varied from one measurement to
the other by setting the aperture of the Low Energy slits. This allows not to modify
the beam divergence and dimensions along DEFEL but only to vary the beam current
intensity (1).
4.1 Configuration 2: preliminary tests
When the fluence control system is employed in configuration 2 (see fig. 3.1 (b)), MCP
model F2223-21SH provided with a central hole with a diameter of 3 mm is used. In
this case, as already anticipated, the apparatus can be installed directly on the DEFEL
chamber wall (as fig. 3.2 shows). In the following the experimental evidences that
emerged throughout the first test measurements using configuration 2 are summarized
and some disadvantageous conditions are highlighted. Some test results are shown,
but it must be anticipated that several arrangements were still preliminary and not yet
refined.
The use of MCP F2223-21SH greatly simplifies the system mechanics and, most of
all, allows to position the target sample very close to the foil (2.5 cm from it, as fig. 3.1
(b) shows). The compact arrangement almost eliminates the problems related to the
beam divergence after crossing the foil (see sect. 3.3 for details). Nevertheless, apart
from these advantages, this configuration has several drawbacks, as emerged during the
test measurements. This compact set-up that has been developed does not allow to
measure the energy of the ions emerging from the foil that reach the sample (the foil is
fixed in front of the MCP): for the dose calculation it is necessary to rely on the SRIM
simulations to determine the ion energy loss inside the foil. Mechanical arrangements
(1)This point is very important because if, from one measurement to the other, the ion beam moves
and impinges in a different part on the aluminized mylar foil the electron yield may vary and also the
ion final energy (due to the possible non uniformity of the foil thickness).
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including a pantograph may by studied to have the possibility to remove the foil from
the beam path, but this will complicate the system set-up. Furthermore the foil-MCP
system mounted in this way is used in a backward geometry (that has been described
in detail talking about configuration 1; see fig. 3.4) that is not favourable considering
that electrons emitted backwards from the foil are only a small percentage of the total
(see section 3.2). Another aspect to take into account is that, as reported in section
3.2, the Pulse Height Resolution (which has a key role for the potential discrimination
of the ion bunch multiplicity) of MCP model F2223-21SH is not very high.
During the preliminary tests performed with 12.5 MeV 16O4+ and 7.5 MeV 7Li2+
ions, the beam transport resulted more difficult with the MCP employed in this config-
uration because the ion beam direction must be perfectly aligned with the MCP hole.
As a consequence, during the analysis of the recorded data, some events associated to
cases where a ion has scattered along the internal walls of the MCP hole were found
and these events have to be included among those of higher multiplicity during the
calibration phase. The bunch frequency set for these measurements was only 20 Hz
because the acquisition had not be speeded up yet, the DEFEL final slits were set to
1 mm × 1 mm and digitizer model V1720 was in use. The integrator had not been
assembled yet and so the direct MCP anode signals were digitized; the proper com-
bination of attenuators was used in case the signal amplitude exceeded the digitizer
dynamic range. To vary the average bunch multiplicity from one measurement to the
other, the Pre-Switching slits before the DEFEL beamline were opened/closed. A cal-
ibration curve was built before starting the measurements by reporting the center of
mass of the MCP amplitude spectra (made of 104 events each) as a function of the
average bunch multiplicities measured by the Si detector. The calibration was used to
calculate the average bunch multiplicity µMCP measured by the foil-MCP system.
(a) (b)
Figure 4.1: Calibration curves obtained from the measurements performed with 12.5 MeV 16O4+
ions (a) and with 7.5 MeV 7Li2+ ions (b).
Figure 4.1 shows the two calibration curves obtained from the two data sets relative
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to oxygen and lithium ions. The curve superimposed to the data points is the result
of a linear best fit with the function f(x) = Kx + q, where the parameter q has been
fixed to 0 because from a previous fit it resulted compatible with 0.
Some other measurements made of 104 or 5000 events were performed later on as
to mimic real irradiations. The mean values µMCP measured by the foil-MCP system
have been obtained using the calibration curve and have been compared with those
measured by the Si detector (µSi): the results are reported in table 4.1.
Ion µSi µMCP
(µMCP−µSi)
µSi
12.5 MeV 16O4+ 4.97± 0.04 4.99± 0.05 +0.4%
3.65± 0.02 3.68± 0.04 +0.8%
2.84± 0.02 2.86± 0.03 +0.7%
Ion µSi µMCP
(µMCP−µSi)
µSi
7.5 MeV 7Li2+ 8.79± 0.07 8.75± 0.08 −0.5%
6.10± 0.05 6.15± 0.07 +0.8%
3.99± 0.03 4.04± 0.03 +1.3%
1.68± 0.02 1.64± 0.03 −2.4%
Table 4.1: Comparison of the average bunch multiplicity measured with the Si detector and with
the MCP, obtained by means of the calibration.
As table 4.1 shows, the agreement between the values obtained from the MCP
and the Si detector is good. This proved that the calibration method that has been
developed is strong and allows to obtain precise results, especially when the average
bunch multiplicity is not too small. The behaviour of the system for low average bunch
multiplicities has been investigated working with configuration 1, and will be discussed
in more details in the next sections. Basically, as discussed above, it resulted that in
order to work with configuration 2 a few upgrades would be necessary. For this reason
at the moment configuration 1 is being used because it is the best solution and it offers
several advantages with respect to configuration 2.
4.2. CONFIGURATION 1: 10 MEV 16O 53
4.2 Configuration 1: 10 MeV 16O
By using the system in configuration 1 with the forward electron emission geometry,
and processing the MCP anode signals by means of the home made integrator, good
working conditions can be met with 10 MeV oxygen ions. It is expected that in this
case the foil-MCP system works in a favourable situation, referring to table 3.1.
The total foil-MCP system detection efficiency  has been measured as the ratio
between the total number of events detected (non null) by the MCP and the Si detector;
the experimental results give  = (99.995 ± 0.004)%, which is nearly 100%. Only for
a few events associated to bunches made of only one ion no signal is given by the
MCP; the system detection efficiency 1 for single particle bunches (obtained from the
ratio of the detected events considering only the events corresponding to multiplicity
1) resulted to be 1 = (99.895± 0.005)%.
During the measurements performed with this set-up, a beautiful result has also
been observed: looking at the MCP amplitude spectra the single ion multiplicities m
started being visible, up to m = 3, as figure 4.2 shows. This fact is an indication that
these are favourable working conditions.
The first complete test presented in the following has been carried out in the above-
mentioned conditions with 10 MeV 16O3+ ions (charge state 3+ being the most abun-
dant for a terminal voltage of 2.5 MV). The Pre-Switching, Definition and Final slits
apertures have been fixed to 1.6 mm ×1.6 mm, 2 mm ×2 mm and 2 mm (vertical)
×4 mm(horizontal) respectively. The beam spot dimensions on the Final slits are set
by the preceding slits and in this case have been measured to be 2 mm ×2 mm (see
section 2.3 for details about how the beam spot is measured); leaving the Final slits
more open in the horizontal direction avoids any scattering of the ions on the lateral
edges. The DEFEL bunch frequency has been set to 200 Hz. The integrated MCP
anode signals and those from the Si detector charge preamplifier have been digitized by
means of module CAEN V1751. Some attenuators have been inserted to fit the signals
amplitude within the 1 V input range of the digitizer.
To measure the energy spectrum of the incoming ions, the foil has been removed
from the ion path and a measurement has been performed with the Si detector. After
comparing this spectrum with one recorded after inserting the foil the final energy of
the ions has been measured to be Ef = (5.59 ± 0.02) MeV and the energy straggling
FWHM = (45± 5) keV.
Then, six measurements consisting of 105 events each performed in sequence and
investigating a wide multiplicity range (from about 2 up to about 10) have been used
to build the calibration curve with the method described in section 3.5. Figure 4.3
shows the BTMCP values as a function of the multiplicity µSi with superimposed the
results of a best linear fit with the linear function f(x) = Kx + q. In this case the
parameter q resulted to be 0 and has been fixed to this value in the fit.
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Figure 4.2: Collection of some MCP amplitude spectra for 10 MeV 16O3+ ions where the single
multiplicities m = 1, 2, 3 can be recognized. The corresponding Si amplitude spectra are also shown
on the right. The average bunch multiplicities µ are: (3.217± 0.006), (2.164± 0.005), (1.099± 0.004).
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Figure 4.3: Calibration curve obtained obtained from the six measurements performed with 10 MeV
16O3+ ions.
Other four measurements have been performed later and, using the calibration
curve, the average multiplicity µMCP as obtained from the MCP has been calculated.
From the average bunch multiplicity the total number of ions that would have hit the
sample in a true irradiation measurements has been determined and at the end the ion
fluence Φ that would have been delivered to a quartz sample has been calculated. The
irradiated area corresponds to the measured beam spot.
The results of the calculations are summarized in table 4.2 in comparison with the
values given by the Si detector.
µSi µMCP
(µMCP−µSi)
µSi
ΦSi(×107cm−2) ΦMCP (×107cm−2)
7.726± 0.008 7.715± 0.025 −0.14% (1.931± 0.009) (1.928± 0.013)
7.343± 0.008 7.334± 0.024 −0.12% (1.835± 0.009) (1.833± 0.012)
4.998± 0.006 5.095± 0.018 +0.23% (1.241± 0.006) (1.243± 0.009)
3.994± 0.005 4.014± 0.015 +0.5% (0.978± 0.004) (0.983± 0.007)
Table 4.2: Comparison of the average bunch multiplicity measured with the Si detector and with
the MCP, obtained by means of the calibration, and the corresponding fluence. Some data are re-
ported without approximations, with more than the significant digits in order to better evaluate the
agreement.
Column 3 shows that a precision better than ±1% on the fluence values can be
obtained.
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4.3 Configuration 1: 10 MeV 12C
As in the case of oxygen ions the electron yield of 10 MeV carbon ions passing through
the conductive foil is high, making reference to table 3.1. For this reason the system
working conditions are still quite ideal if it is employed in configuration 1, forward
geometry. The foil-MCP system detection efficiency is again very close to 100%, but a
little lower with respect to the oxygen ions case: the total detection efficiency  and that
for single particle bunches 1 resulted to be (99.901± 0.006)% and (99.574± 0.007)%
respectively. In this case the events corresponding to the lowest bunch multiplicities
m = 1, 2, 3 can not be identified in the MCP spectra any more, only m = 1 can hardly
be seen (as shown in figure 4.4).
Figure 4.4: Two MCP amplitude spectra for 10 MeV 12C3+ ions, with the corresponding Si ampli-
tude spectra on the right. Only multiplicity m = 1 is somehow visible. The average bunch multiplic-
ities µ are: (3.245± 0.006) and (1.592± 0.004).
To carry out the test measurements that are described in the following, the machine
parameters have been modified to transport the 10 MeV 12C3+ ions efficiently along the
DEFEL beamline. At the end the Pre-Switching and Definition slits apertures have
been set to 3.5 mm ×3.5 mm and 3 mm ×3 mm respectively, while the Final slits have
been opened to 3 mm in the vertical direction and 4 mm in the horizontal direction.
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The beam spot on target has been measured to be 3× 3 mm2 (as described in section
2.3). Once the desired beam characteristics have been obtained, a bunch frequency of
200 Hz has been set and the same procedure followed during the tests with oxygen ions
has been repeated: a few measurements made of 105 events each (eight in this case)
provided the calibration of the foil-MCP system and a subsequent set of measurements
has been used to test the system precision and stability. The electronics for signal
processing has not been modified, only a proper combination of attenuators has been
applied.
Figure 4.5: Calibration curve obtained from the eight measurements performed with 10 MeV 12C3+
ions. The best fit parameters and the correlation coefficient are shown.
In figure 4.5 the calibration curve that relates the BTMCP and µSi values is shown,
it has been obtained as in the case of oxygen by means of a fit with the function f(x) =
Kx + q. The measurements performed afterwards pretending to be real irradiation
measurements (see table 4.3 for the results of the µ and Φ values) confirm that also
in this case an excellent agreement between the foil-MCP system and the Si detector
can be found and a precision better than ±1% persists. The final energy of the carbon
ions leaving the foil (that is needed in case the delivered dose must be calculated) has
been measured with the method already described. The final energy resulted Ef =
(7.289 ± 0.003) MeV and the energy straggling FWHM (47 ± 4) keV. The irradiated
surface is 9 mm2 and corresponds to the ion beam transverse area.
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µSi µMCP
(µMCP−µSi)
µSi
ΦSi(×107cm−2) ΦMCP (×107cm−2)
9.40± 0.01 9.37± 0.06 −0.3% (1.044± 0.001) (1.040± 0.006)
7.983± 0.009 7.94± 0.05 −0.5% (0.885± 0.001) (0.881± 0.006)
6.351± 0.007 6.32± 0.05 −0.5% (0.7036± 0.0009) (0.700± 0.005)
5.229± 0.006 5.238± 0.042 +0.2% (0.5763± 0.0008) (0.577± 0.005)
Table 4.3: Comparison of the average bunch multiplicity measured with the Si detector and with
the MCP, obtained by means of the calibration, and the corresponding fluence. Some data are re-
ported without approximations, with more than the significant digits in order to better evaluate the
agreement.
4.4 Configuration 1: 7.5 MeV 7Li
With lithium ions the situation, as far as electron yield is concerned, starts to be more
problematic. Evaluating the foil-MCP system detection efficiency for single particle
bunches a value of 1 = (81± 2)% has been found. Also for events of multiplicity lower
than 4 the detection efficiency is not always 100%. As a result, the total detection
efficiency  changes from one measurement to the other depending on the average
bunch multiplicity µ. From test measurements with different µ values it has been
found that, if the µ value is higher than about 5  is nearly 100%, while if µ is around
1  decreases down to about 88%. This effect was somehow expected referring to
table 3.1 in section 3.2. In some cases it is possible that no electron reaches the MCP
active surface and therefore no signal is generated. Furthermore, in some other cases,
especially for events of multiplicity 1, it is possible that the MCP signal amplitude is
too small to be discriminated from noise during the analysis of the digitized waveform.
As explained in section 3.5, a digital threshold corresponding to 5 baseline standard
deviations is applied to the signals in order to discard events of multiplicity 0. As a
consequence, in this case a percentage of events of lower multiplicities is rejected. To
make an example, figure 4.6, relative to a measurement where µ = 1.210±0.003, shows
the MCP amplitude spectra obtained considering all the recorded events (left) and only
those exceeding the digital threshold of 5 baseline standard deviations (right). The cut
due to the threshold is clearly visible.
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Figure 4.6: MCP amplitude spectrum obtained considering all the 105 events (left) and the resulting
spectrum after imposing a threshold discrimination (right). A logarithmic scale has been set to the
vertical axis in order to show the effect of the cut in a better way.
In figure 4.7 the corresponding Si detector amplitude spectrum is also shown. The
total number of events for non zero multiplicity detected by the Si and MCP detector
are: NSi = 70290 and NMCP = 62502; while those for multiplicity m = 1 are: N1Si =
36180 and N1MCP = 28749. So in this particular measurement the total and single ion
detection efficiencies are  = (88.9± 0.7)% and 1 = (79.5± 0.9)% respectively.
Figure 4.7: Si detector amplitude spectrum (left) containing all the 105 events corresponding to the
MCP spectrum on the left in figure 4.6. The results of a Poisson fit (right).
The calibration method can take into account for the system efficiency, while com-
paring the total BTMCP with µSi, but the calculation of the total number of ions
that really impinge on the sample is not straightforward. In fact, the number of non
null events recorded by the MCP is to be corrected for the detection efficiency , which
depends on µ itself.
Thanks to the previous considerations, in order to avoid problems related to detec-
tion efficiency and to data analysis, when the system is to be employed with Li ions
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it is easier to work with µ values higher than 5 to minimize the number of events of
lower multiplicities. In this case a system detection efficiency of 100% has always been
found.
In the following the results of two different sets of measurements carried out in two
different days are shown. They cover different ranges of average bunch multiplicities µ:
from about 3 to about 10 and from about 8 to about 14 respectively. 7Li2+ ions with
an energy of 7.5 MeV have been used (the accelerator terminal voltage has been set
to 2.5 MV). The Pre-Switching and Definition slits apertures were 2.8 mm × 2.8 mm
and 3 mm × 3 mm respectively, while the Final slits were 3 mm wide in the vertical
direction and 4 mm horizontally. With these settings the beam spot on target resulted
about 3 mm ×3 mm. The bunch repetition frequency was set to 200 Hz and also in
this case the same electronics employed for the measurements with carbon and oxygen
ions has been used for signal digitization. Only the combination of signal attenuators
has been changed on the basis of the generated signal amplitudes.
The residual energy of the lithium ions emerging from the foil has been measured
as (6.73 ± 0.03) MeV and the energy straggling FWHM = (28 ± 5) keV. For the
calibration of the system some measurements using 105 events each have been carried
out and the resulting calibration curves are shown in figure 4.8. The fit function is
again f(x) = Kx+ q with the parameter q fixed to 0 in both cases.
(a) (b)
Figure 4.8: Calibration curve obtained from the first set (a) and from the second set (b) of mea-
surements performed with 7.5 MeV 7Li2+ ions.
After calibration some new measurements have been performed attempting to cal-
culate the total number of ions that have reached the sample and the delivered fluence
(to an eventual sample) by using the calibrated system. The calculation results are
summarized in tables 4.4 and 4.5. The values of the total detection efficiency  are also
reported in table 4.5 relative to the first measurements set, while for the second set it
resulted always 100%.
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µSi µMCP
(µMCP−µSi)
µSi
ΦSi(×106cm−2) ΦMCP (×106cm−2) (%)
8.206± 0.009 8.17± 0.03 −0.4% (9.09± 0.03) (9.04± 0.06) ' 100
6.653± 0.007 6.69± 0.03 +0.5% (7.39± 0.03) (7.33± 0.03) ' 100
5.341± 0.006 5.27± 0.02 −1.3% (5.90± 0.03) (5.69± 0.03) ' 98
4.383± 0.005 4.29± 0.02 −2% (4.80± 0.02) (4.53± 0.03) ' 93
Table 4.4: Comparison of the average bunch multiplicity measured with the Si detector and with
the MCP, obtained by means of the calibration curve shown in figure 4.8 (a), and the corresponding
fluence. For completeness the total detection efficiency  in the single measurements is also reported.
µSi µMCP
(µMCP−µSi)
µSi
ΦSi(×107cm−2) ΦMCP (×107cm−2)
13.04± 0.01 13.10± 0.04 +0.5% (1.442± 0.006) (1.448± 0.009)
12.75± 0.01 12.79± 0.04 +0.3% (1.387± 0.006) (1.390± 0.009)
11.89± 0.01 11.95± 0.03 +0.5% (1.250± 0.006) (1.256± 0.009)
11.10± 0.01 11.16± 0.04 +0.5% (1.226± 0.006) (1.232± 0.009)
9.105± 0.009 9.07± 0.03 −0.4% (1.010± 0.003) (1.004± 0.006)
Table 4.5: Comparison of the average bunch multiplicity measured with the Si detector and with
the MCP, obtained by means of the calibration curve shown in figure 4.8 (b), and the corresponding
fluence.
As the data relative to the first series of measurements show, if the system detection
efficiency is not fully 100% the agreement between the fluence values obtained from the
MCP and those given by the Si detector is worse. On the contrary, in the second set
of measurements all the values obtained from the MCP are in agreement with those
given by the Si detector with differences smaller than ±1%.
During the tests another aspect that has been investigated concerns the stability
of the system after many hours of operation. In particular the possible variations of
the calibration parameters have been studied by repeating the calibration procedure at
the end of the measurements. As already discussed the parameters, in particular the
K factor are constant only if the working conditions remain exactly the same for all
the time. Experiments have evidenced that the first important parameter to control
is the vacuum pressure at which the MCP is operated: it has been noticed that the
system becomes a little unstable (the calibration parameters change appreciably after
a few hours) if the pressure is ≥ 10−5 mbar. Values of 2× 10−6 mbar or lower must be
reached. Furthermore, from our experience, the MCP detector should be switched on
at least two hours before starting the measurements in order to stabilize. With these
precautions the variations in the system calibration are usually small.
For example, figure 4.9 shows the calibration curves obtained before starting the test
measurements (in red) and at the end (in blue) after about 7 hours of operation. The
measurements have been carried out in two different days, but with the same ion beam:
6.51 MeV 7Li2+ ions (accelerator terminal voltage of 2.17 MV). The apertures of the
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slits along the DEFEL beamline have been slightly modified from one day to the other
but the system electronics has been left unchanged. The average bunch multiplicities
of the measurements that were carried out along the day remained around 10 in both
cases.
Figure 4.9: Calibration curves of the foil-MCP system built before (in red) and at the end (in blue)
of two different days of measurements. The best fit parameters and the correlation coefficients are
shown.
As regards the graph on the left of figure 4.9, in this case the best fit function is
a line with no offset. A small decrease of about 0.5% in the slope (the K factor) can
be seen. This can be due, for example, to a small decrease in the electron yield of
the foil after being crossed by a total number of ions which is very big considering the
total irradiation time (of about 7 hours). Also in the graph on the right the K factor
has decreased (of about 3%), but in this case a offset is present, being associated to
the signal discrimination and noise, as already discusses in section 3.5. At the end of
the measurements the offset is also decreased, of about half its initial value: this is
associated to the decrease of a high frequency interference over-imposed on the signals
during the measurements. The trend could also be related to temperature variations
along the day. In cases like these, the K value and the offset value are calculated as
the mean values of the two calibration measurements.
4.5 Configuration 1: 1 MeV and 1.2 MeV protons
Proton beams are more easily generated from the ion source and the beam transport
is much easier with respect to heavy ions. For this reason the results discussed in this
section are somehow prior to those relative to lithium ions, but they are worth to be
discussed because they have been really instructive. New tests with protons are still
being performed in more appropriate conditions, on the basis of the following results.
Working with protons the system detection efficiency becomes much lower with
respect to the previous cases. The events corresponding to single particle bunches are
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detected by the system with an efficiency 1 = (49.0 ± 0.7)% and this causes also the
total efficiency  to drop if the average bunch multiplicity µ of the measurement is low:
for example for µ values of 7 and 1  varies from about 97% to about 60%. Never-
theless the calibration is still possible. The calibration curve obtained from one set of
measurements with 1 MeV protons is shown in figure 4.10. During these measurements
the Pre Switching and the Definition slits have been set to 1.5 mm × 1.5 mm, while
the Final slits to 2 mm in the vertical direction and 4 mm in the horizontal direction.
The beam spot on target was 2 mm × 2 mm. The bunch frequency in this case has
been set to 100 Hz and the digitizer module V1720 was used. The MCP anode signal
has been integrated and the integrator was followed by a fast amplifier module.
The final energy of protons emerging from the aluminized mylar foil has been mea-
sured as (0.97±0.04)MeV , but the energy straggling could not be measured accurately
because it is smaller than the energy resolution of the Si detector (which is about 30
keV).
Figure 4.10: Calibration curve obtained from a set of measurements performed with 1 MeV H+
ions. The best fit parameters and the correlation coefficient are shown.
As a first consideration it can be seen that in this case the offset of the best fit
function f(x) = Kx+ q is quite big. This evidences that a lot of events are missed by
the MCP detector and that there are some problems related to signal discrimination
during the data analysis phase: a lot of signals have a small amplitude and cannot be
discriminated from noise. Also with protons a set of measurements has been performed
after calibration and the results have been used to test the calibration method as in the
previous cases. The response of the system has been studied also in critical conditions,
that is to say exploring also a range of very low µ values. The results are summarized
in table 4.6, also the detection efficiency is reported for reference.
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µSi µMCP
(µMCP−µSi)
µSi
ΦSi(×107cm−2) ΦMCP (×107cm−2) (%)
8.588± 0.009 8.54± 0.07 −0.6% (2.14± 0.08) (2.1± 0.1) ' 98
7.277± 0.008 7.30± 0.06 +0.3% (1.82± 0.08) (1.78± 0.08) ' 97
5.604± 0.006 5.56± 0.04 −0.8% (1.39± 0.06) (1.28± 0.06) ' 93
5.061± 0.006 5.00± 0.04 −1.2% (1.26± 0.04) (1.14± 0.06) ' 92
3.260± 0.004 3.18± 0.03 −2.5% (0.77± 0.04) (0.62± 0.02) ' 82
Table 4.6: Comparison of the average bunch multiplicity measured with the Si detector and with
the MCP, obtained by means of the calibration, and the corresponding fluence. For completeness the
total detection efficiency  in the single measurements is also reported.
These results show that the agreement between µMCP and µSi gets worse and
worse while the average bunch multiplicity decreases. Nevertheless the percentage
error reaches a maximum value of about 3%, this shows that also in cases of reduced
detection efficiency it is still possible to measure the average bunch multiplicity with the
foil-MCP system after the calibration. The problem is that, as described in section 3.5,
in the fluence calculation the knowledge of the total number of events for multiplicity
higher than 0 is required. In case of reduced detection efficiency the fluence value
measured by the MCP is lower than the one given by the Si detector. If instead the
average bunch multiplicity is around 6 or higher, a good agreement between the Si and
MCP responses is again found as also between the fluence values.
Other test measurements have been repeated also with 1.2 MeV protons and the
detection efficiency for single particle bunches resulted 1 = (42.2±0.8). The slits con-
figuration along DEFEL remained the same and only the accelerator terminal voltage
was varied. Also the employed electronics was the same, but a different amplification
factor for the fast amplifier was set. The final energy of the ions emerging from the
foil has been measured as previously described and it resulted (1.119± 0.002) MeV.
Six measurements have been used to build the calibration curve (shown in figure
4.11) and the range of multiplicities that has been explored extend down to µ =3 also
in this case to explore the limits of the system in critical conditions. The calibration
parameters have been used also in this case to evaluate the average multiplicity and to
try to calculate the delivered fluence in a subsequent series of measurements (see table
4.7).
µSi µMCP
(µMCP−µSi)
µSi
ΦSi(×107cm−2) ΦMCP (×107cm−2) 
6.791± 0.007 6.82± 0.09 +0.4% (1.229± 0.002) (1.16± 0.02) ' 94%
6.068± 0.007 6.10± 0.08 +0.4% (1.096± 0.002) (1.01± 0.02) ' 92%
4.585± 0.005 4.62± 0.07 +0.8% (0.818± 0.002) (0.71± 0.01) ' 86%
3.830± 0.004 3.88± 0.06 +1.3% (0.672± 0.002) (0.554± 0.009) ' 81%
Table 4.7: Comparison of the average bunch multiplicity measured with the Si detector and with
the MCP, obtained by means of the calibration, and the corresponding fluence.
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Figure 4.11: Calibration curve obtained from a set of measurements with 1.2 MeV H+ ions. The
best fit parameters and the correlation coefficient are shown.
As evidenced by table 4.7, the fluence values are underestimated by the foil-MCP
system, as it happened with 1 MeV protons.
To summarize, the results with protons suggest that it is necessary to work with
µ values higher than about 7 or 8 in such a way as to obtain similar measurement
conditions as with lithium ions. The condition of 100% detection efficiency is thus
verified again and the fluence values can be calculated with better accuracy.
At present α particles (He ions) are not available at LABEC, but on the basis of
the specific energy loss data (see again table 3.1) it is expected that the case of α
particles would be intermediate between those of Li ions and protons. We can thus be
confident that the system could be employed successfully also with α particles with an
energy ranging from about 1 MeV to about 6 MeV (the energy range that is of interest
for TL studies) provided that a range of sufficiently high µ values are used.
4.6 Preliminary irradiations of quartz samples
The different tests performed with the fluence control system and described in the
previous sections gave positive results. The calibration method proved to be successful
and the total ion fluence was determined with an uncertainty smaller than ±1% in all
cases where the detection efficiency of the foil-MCP system was 100% (see tables 4.2,
4.3, 4.5, 4.4).
The next test phase concerns the use of the system to perform the first irradiation
measurements at LABEC. A specific protocol for the irradiations has been developed
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and tested for the first time; in the following the irradiation procedure that has been
followed to carry out these measurements with quartz samples will be presented.
Four samples have been irradiated and each of them consisted of a 10 µm thick layer
of quartz grains (with a mass of 2 mg) deposited on an aluminium disc with a diameter
of 1 cm. More details about the characteristics of the samples that have been used and
about the future applications of these test measurements can be found in sections 5.3
and 5.5. It has been chosen to use Li2+ ions for irradiation as they can be considered
a very similar case to alpha particles, as anticipated in the previous section and in
section 3.3, and it has been decided to irradiate the four samples at a nominal dose
of D = 50 Gy. The energy of the 7Li2+ ions was 6.21 MeV (the accelerator terminal
voltage was 2.07 MV); this energy value has been chosen to be sure that the ions stop
inside the quartz powder layer. The measured final energy of the ions after crossing
the aluminized mylar foil was Ef = (5.330 ± 0.009) MeV and according to the SRIM
software the mean range of these ions inside quartz is 9.7 µm (see section 3.3 for details
about simulations). Assuming that the ions deposit all their energy inside the sample,
a mean value of the total number N of Li ions that must impinge on the sample in
order to reach the desired dose value has been roughly calculated(2): N ' 1.173× 108.
The ion beam obtained on the DEFEL beamline has a cross section ranging between
' 1 mm2 and about 9 mm2 (see section 2.3), but the sample surface was a circle with a
diameter of 1 cm. So the single irradiation measurement has been completed in steps,
by dividing the sample surface in nine irradiation points: it has been chosen to work
with square beam spots with dimensions of 2 mm × 2 mm on target (the DEFEL final
slits have been set to 1.7 mm × 1.7 mm to compensate for the beam divergence, see
section 3.3) and a distance of about 0.5 mm has been almost maintained between the
different irradiated sections in order not to superimpose them.
Figure 4.12: Photo of the quartz samples (left); the diameter of the discs is 1 cm. On the right a
schematic drawing of the nine irradiation points on the sample is visible.
Figure 4.12 shows the layout of the nine irradiation zones. Practically N is divided
(2)More specific studies on the profile of the deposited energy have to be performed to be sure to
deliver the correct dose.
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into the nine irradiations performed on the nine neighbouring areas of 4 mm2 that are
not superimposed.
The samples have been inserted into the holder that had been specifically designed
and that is mounted inside the DEFEL vacuum chamber on the Z Y linear movements,
perpendicularly to the ion beam on the same support holding the Si detector, the quartz
and the Faraday cup (see fig. 3.3). By means of the step motors a precise positioning
(within 10 µm) of the sample is possible. Furthermore, the beam position on the target
can be known and monitored by means of the quartz installed on the same support
(see section 3.1). A red light can be switched on inside the vacuum chamber in order to
check the right positioning of the sample by means of a a camera. The photo reported
in figure 4.13 shows the complete setup inside the DEFEL vacuum chamber. It is to
be noted that samples are not present inside the sample holder because they could not
be exposed to daylight.
Figure 4.13: Photo of the system setup installed inside the DEFEL vacuum chamber. The foil-MCP
detector is mounted on a pantograph and can be lowered or lifted. The samples had to be yet inserted
inside the support. The holder with the Si detector can be moved in the z and y directions in order
to allow the irradiation of the samples.
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According to the calculations, a total of Ni ' 1.3×107 ions must impinge on each of
the nine irradiation areas. Repeating the simulations relative to the beam divergence
(see section 3.3), if the initial beam dimensions are 1.7 mm × 1.7 mm about 15% of
ions impinging on the target sample will fall outside the expected 2 mm × 2 mm square
section. Nevertheless, considering all the nine areas highlighted in figure 4.12, the effect
compensates from one point to the other. Only a few ions from the external areas n°
1, 3, 7 and 9 will fall outside the disc: from some calculations and from geometrical
considerations the systematic error associated to the number of ions impinging on the
target has been estimated as about 0.5%.
For the feasibility of these irradiations, the measurement time had to be reduced as
much as possible to become reasonable. So the acquisition system has been speeded up
and a bunch frequency of 500 Hz has been set: this has been possible because during
irradiation only the MCP detector is active and the digitizer records only its waveform.
The average bunch multiplicity µ has been maintained around 14 for most of the time,
so that each of the nine irradiations lasted about 30 minutes. Considering also the
time needed for beam transport, system calibration and checks of different kinds, it
took about 6 hours for each sample to be completed and the irradiation measurements
were performed in four days.
In the period covered by these measurements the “MCPOnline” software described
in appendix A was still under test for debugging and so it has been chosen not to use it
for these preliminary irradiations in order to avoid troubles due to possible malfunction.
So each of the nine irradiation areas of the four samples has been irradiated with a
fixed number of ion bunches calculated on the basis of the current average multiplicity
µ: by dividing the calculated Ni value by the µ value, the total number of ion bunches
that are necessary can be calculated. At the end of every irradiation a fast check
of the µ value has been performed with the Si detector. This monitoring has also
been useful to check for the stability of the calibration parameters; some changes in
the parameters have indeed been found along the measurement period. To keep into
account for variations in the calibration parameters also the test measurements carried
out in between one irradiation point and the other have been used, even if the collected
events statistics was smaller (the check measurements consisted of 104 events while for
the calibration measurements 105 events are collected).
Going more into details of the irradiation procedure, a first calibration curve has
been built before starting the irradiation of the samples, while a second calibration has
been repeated at the end of the measurement and, when possible, after almost every
irradiation area a fast check measurement has been carried out. As already explained
in section 3.5, the MCP binary data are stored during irradiation and can be analysed
“a posteriori” to calculate the number of ions that have hit each of the four samples.
By reporting the two calibration curves on a single graph together with the points
obtained during the fast checks, a general overview of the apparatus stability along
4.6. PRELIMINARY IRRADIATIONS OF QUARTZ SAMPLES 69
the whole day has been obtained. Figure 4.14 shows the curves relative to the single
irradiation measurements where BTMCP is plotted as a function of µSi.
(a) (b)
(c) (d)
Figure 4.14: Calibration curves obtained in the four days of measurements (in red) with 7Li2+ ions.
The points in blue are those obtained in the fast check measurements. See text for an explanation of
the graphs. The best fit parameters are shown but in this case the correlation coefficients have been
omitted (in all cases they resulted about -0.9).
A linear function has been used in all cases to fit the data points, in particular:
f(x) = Kx+q represents the first calibration curve built before starting the irradiations
while f ′(x) = K ′x + q′ the curve built at the end of the irradiations. In one case (fig
4.14 (d)) three calibration curves have been built and f ′′(x) = K ′′x+ q′′ is the last one,
built at the end of the day of data taking. The points in blue are the results of the
fast check measurements performed in between two irradiations. The four situations
that occurred in the four days, and represented by the four graphs, are similar but not
exactly the same and they must be discussed separately, because for the calculation of
the total number of ions different procedures have been followed:
 a) This case is relative to the irradiation of sample number 1: from the graph
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it can be seen that K > K ′, while q′ has had to be fixed to 0 for the second
curve to better fit the data. This means that the calibration parameters slowly
changed during the day. Looking at the blue points the trend of the calibration
parameters is more evident: it can be seen how the points shift from the first to
the second curve. The line drawn in black has been obtained by averaging the
values of K and K ′ and of q and q′. For the fluence calculation the collected data
have been divided into three groups in chronological order: for the first group
f(x) has been used, for the last one f ′(x), while for the intermediate group the
curve obtained taking the average values of the parameters of the two curves (the
black curve in the figure).
 b) In this case, concerning the irradiation of sample number 2, the optimization of
the beam transport took a long time and so there was not enough time to perform
the check measurements between subsequent irradiations. The initial and the
final calibration curves are different: shows K > K ′ and also q′ > q. Besides
during the initial calibration phase the system was not very stable and f(x) does
not fit perfectly the data. For all the irradiation measurements performed during
this day the line obtained averaging the two calibration parameters (this line
is reported in black in the graph) has been used. The error associated to the
calculated fluence is bigger for this case.
 c) During these irradiation measurements, that have been performed on sample
number 3, the system remained very stable and the initial and final calibration
curve are almost coincident: the parameters are compatible within the corre-
sponding uncertainties. As can be seen the blue points corresponding to the fast
check measurements remain superimposed on the calibration curves. Also for
this measurement set the average of the two calibration curves has been used and
the precision is much higher than all the other cases.
 d) This last case is relative to the irradiation of sample number 4: it is another
case where the calibration parameters were not very stable and tended to de-
crease, but with respect to the previous cases no offset is present here. This
time a group of check measurements performed in between the irradiations have
been used to build an intermediate calibration curve even if the event statistics
is lower. So here the curve in black represent the best fit function obtained from
these intermediate points. As for case a) the irradiation measurements have been
divided into three consecutive groups and associated to the line for which the
agreement was higher.
The bunch multiplicity µMCP , as given by the MCP detector, has been determined
by entering the center of mass BTMCP inside the corresponding calibration curve for
every irradiation measurements. The number of ions hitting the sample during each of
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the nine irradiations has been calculated by multiplying µMCP by the total number of
events for non vanishing bunch multiplicity. Afterwards the total number of ions NTOT
that have reached the whole sample is the sum of the numbers of ions corresponding
to the nine irradiations. The resulting NTOT for the four samples are:
NTOT1 = (1.134± 0.009)× 108
NTOT2 = (1.19± 0.02)× 108
NTOT3 = (1.193± 0.008)× 108
NTOT4 = (1.146± 0.008)× 108
These numbers are very close to the planned value of 1.173 × 108, except for NTOT1
and NTOT4 which resulted a little lower.
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Chapter 5
Thermoluminescence study
Thermoluminescence (TL) dating is a well established physical technique for determin-
ing the age of inorganic samples such as ancient pottery, ceramics, porcelain and also
sediments, lava or meteorites. Also authentications of works of art are possible using
this technique. The application of thermoluminescence in archaeological and geological
dating is based on dosimetry: many minerals, including the natural constituents of clay
(such as quartz and feldspars) are able to act as dosimeters measuring the amount of
radiation they are exposed to. This radiation comes mainly from the decay chains of
uranium, thorium and potassium, present in concentrations of a few parts per million
and a few parts per cent respectively both in the clay itself and in the surrounding soil,
and in part it is due to cosmic rays. Part of the energy of the incoming radiation is
stored by the material and is later released as light during a strong heating: this light
is called thermoluminescence and is proportional to the amount of absorbed dose in a
wide dose range. The TL signal measured in pottery is associated to the dose accu-
mulated since it was fired; a heating up to about 400 °C is a “clock resetting event”
because the material loses all its previously acquired TL. The age of the item can then
be obtained from the ratio between the total absorbed dose and the annual dose rate.
Since the radioactive elements that are involved have long half lives (of the order of
109 years), the radiation flux is nearly constant: the annual dose rate is between 1
mGy and 5 mGy per year [31]. The dating range of this technique is normally between
about 100 and a 200 000 years ago [35], even though in a few special cases ages as old as
800 000 years have been reliably measured using quartz where environmental ionizing
radiation levels are very low [36]. The typical error limit in the measured age is around
± (10-15)% for a single sample that decreases to ± (5-7)% when the average age of
several samples from the same archaeological context is evaluated [37]. Sometimes, for
art objects the age uncertainty can become around ± 20% or higher if the amount of
sample that can be taken is limited or the discovery site is unknown [37]. This level of
precision is adequate only for authentication purposes.
In the following, after a brief digression on the basic processes of luminescence, the
dating method will be described in more detail.
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5.1 Basics of Thermoluminescence
Luminescence is the process of light emission from semiconductor or insulating ma-
terials following the exposition to an external source of energy. The external energy
sources can be of many kinds and the re-emission of the absorbed energy by the mate-
rial can be stimulated by means of various sources. Luminescence of a crystal phosphor
stimulated by heat is called Thermoluminescence: thermally stimulated luminescence.
The phenomenon can be understood making reference to solid state structure and
to the energy band theory of solids. According to these models a crystal consists of
a lattice of atoms; however it can show some defects in this regular structure due
to the presence of impurity atoms or to damage caused by nuclear radiation. There
are many kinds of possible defects, but the most important for TL are negative or
positive ion vacancies (missing negative or positive ions). These defects can act as an
electron/hole trap because the local defect of negative/positive charge attracts opposite
charges passing nearby. Making reference to the energy level structure of insulators
and semiconductors, these defects create intermediate metastable energy levels within
the forbidden gap at a given distance from the valence or the conduction band.
Incoming ionizing particles excite electrons from the valence band to the conduction
band thus creating free electron-hole pairs. Some free charge carriers can be captured
in the electron and hole traps within the forbidden gap. The higher the exposure to
ionizing radiation, the higher the number of electrons and holes trapped: normally a
linear dependence is observed between the two quantities. The probability of escape
of trapped electrons or holes from deep traps is very small at room temperature, so
they can remain held in traps also for millions of years. By heating the material the
electrons trapped in metastable levels are again transferred to the conduction band.
The diffusing electrons can then be re-trapped or they can recombine with holes. The
recombination can be radiative (with the emission of light) or non radiative and ions
or atoms at which the radiative recombination occurs are called luminescence centres.
Luminescence centres are a particular kind of defect and are usually due to impurities
(two examples are Ag2+ and Mn2+), the colour of the emitted light is characteristic of
the impurity (for example blue/violet in the case of Ag and orange in the case of Mn).
Figure 5.1 resumes the main steps of the thermoluminescence process.
The TL spectrum representing the intensity of the emitted light as a function of
temperature is called glow curve and is made of a series of peaks centred at different
temperatures that represent the set of luminescence centres. The amount of emit-
ted light (the number of photons) is proportional to the number of trapped electrons
which in turn is proportional to the amount of energy absorbed by radiation. The
TL spectrum is obtained by heating the sample at a constant rate (about 10°C/s)
while measuring the emitted light by means of a photomultiplier (PMT). The sample
is housed in a dark chamber filled with nitrogen gas to create a inert environment.
The PMT anode current pulses are sent to a rate meter and the output is presented
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a) Excitation of a valence electron by ionizing radiation; a’) prompt recombination with a hole in the
valence band; b,c) trapping in a metastable level near conduction band; d) trapping of a hole in a
localized level near the valence band.
a,b) Recombination with a hole at luminescent centre; c) Recombination with a hole in the valence
band.
Figure 5.1
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as photon counts, representing the luminescence signal (being proportional to the TL
intensity).
Typical TL spectra for quartz are shown in figure 5.2; even though the glow-curve
looks like a smooth continuum it is made of several overlapping peaks (1). Below 200 °C
a very low TL is present because the traps associated to peaks below this temperature
are too shallow and electrons are trapped for a short time. For dating, only those traps
that did not experience significant loss over the years are of interest.
Figure 5.2: Left: Examples of TL glow-curves showing the natural signal obtained from a quartz
sample (a) and the black body radiation glow-curve obtained from a second heating (b). Right:
Natural glow curve (N), natural + artificial glow curve (N+β) obtained after β irradiation, and
background signal. The dashed line represents the ratio of the two curves after background subtraction:
a plateau is visible above 300 °C. Figures are from [31].
To determine the temperature range that can be used for dating purposes the natu-
ral glow-curve is compared with the one obtained after laboratory irradiation. Several
samples are prepared for the dating procedure; some of them are used to measure the
natural TL spectrum and others are artificially irradiated with increasing doses. After
background subtraction, the ratio between the natural signal and the one obtained
after irradiation is evaluated to find the temperature range of the plateau: at low
temperatures the ratio is small because the traps are unstable for long time, the ra-
tio increases with temperature until, above a given temperature, a plateau is observed.
This interval is usually found between 200 °C and 400 °C, and the starting/ending tem-
perature value can vary for samples of different origins. Only the TL signal recorded
in the interval over which the ratio of the two curves is constant can be used for dating
purposes (see figure 5.2 (right)). This test (called plateau test) gives also indication of
possible contamination of the sample, or of incomplete zeroing of the sample. Once the
plateau region has been determined, the TL intensity is reported as the integral of the
TL spectrum calculated in the temperature range of the plateau after subtracting the
(1)For natural quartz two main peaks were observed at 325 °C and 375 °C; for temperatures higher
than 300 °C the mineral has two emission bands, in the blue (460-480 nm) and in the orange (610-630
nm)[34]. Besides a UV emission near 340-380 nm has also been detected.
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thermal glow-curve obtained after a second heating (which includes the red-hot glow
for temperatures higher than 480°C).
5.2 The age calculation
Quartz and feldspars are two mineral constituents of clay with suitable luminescence
properties commonly used in dating. As already anticipated, dating is possible because
at some point (zero time) in the past the traps of the material have been emptied of
their charge by sufficient exposure to heat or light: for ceramics, terracotta or flints
this happens when the materials are fired, for lava samples the time coincides with the
volcanic eruption, for meteorite samples it corresponds to the time of impact on the
Earth, for sediments it is when they are sealed from daylight exposure. Subsequently,
traps are gradually refilled because of continued ionization by natural radioactivity at
a constant rate. When luminescence is measured in the laboratory, the natural signal
will be proportional in size to the time since the last zeroing event. The age of the
sample is given by the formula:
A =
De
Dr
[Gy]
[Gy/y]
(5.1)
where Dr is the average dose rate absorbed by the sample in a year, and De is the
equivalent dose, or paleodose.
De is defined as the amount of absorbed dose required to produce a luminescence
signal equivalent to the natural one that has been measured. The equivalent dose De
is evaluated by calibrating the natural signal with laboratory-administered radiation
which simulates the natural one (commonly used radioisotope sources are 90Sr for beta,
137Cs or 60Co for gamma, and 241Am for alpha irradiations). There are two methods
for evaluating the paleodose: the additive dose method [33] and the regenerative dose
method [32]. Figure 5.3 exemplifies the two methods.
The additive dose method makes use of several weighted samples from the object
to be dated: some of them are used to measure the natural TL (indicated as N in fig.
5.3 (a)), others are irradiated with increasing artificial doses and used to measure the
natural plus artificial TL (N+A and N+2A in fig. 5.3 (a)). After weight normalization,
the TL intensities are plotted against the artificial dose and the intercept Q is evaluated
by extrapolation (see fig. 5.3 (a)). The obtained Q must be corrected for supralinearity
in order to evaluate the paleodose P. As for low doses the growth of the TL intensity
is supralinear (2), the samples are irradiated again to build a second TL growth curve.
The new intercept I, as indicated in fig. 5.3 (a), is measured and P is evaluated as
(2)This happens because of the presence of competitor traps that do not give rise to thermolumi-
nescence. These traps saturate much earlier than the TL traps, so while they are gradually saturated
the TL sensitivity increases up to a constant value.
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Q+I.
Figure 5.3: Schematic representation of the additive dose method (a) and the regenerative dose
method (b) used to determine the equivalent dose indicated as P [31].
The regenerative dose method uses instead only one sample. The natural TL sig-
nal of the sample and the background signal are measured and then the sample is
re-irradiated with an artificial source (creating a regenerative dose). The TL signal is
measured again and a new irradiation with different dose is then performed. A sort
of calibration is obtained by means of the series of known laboratory doses and finally
the natural TL intensity N (N is indicated by the arrow in the figure) is reported on
the calibration curve to find the paleodose P (as shown in fig. 5.3 (b)). However, the
sensitivity of the sample can change between the subsequent irradiations: the TL effi-
ciency per unit trapped charge and the rate of trap filling per unit ionisation may vary.
For this reason it is necessary to monitor the sensitivity: after every TL measurement
a fixed test dose is delivered to the sample and the resulting signal intensity is used for
normalization.
Once the equivalent dose De (or paleodose P) is known, the annual dose Dr must
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be measured to calculate the age using formula 5.1. The dose rate includes an internal
component from the sample itself and an external component from the surrounding
environment. All rock material contains radioactive elements in small concentrations;
the internal dose contribution comes from the decay series of 235U, 238U, 232Th, from the
decay of 40K, and to some extent from 87Rb [31]. The two isotopes of natural uranium
represent the 0.71% and 99.29% of the natural mole-fraction respectively. The average
concentrations of these elements measured in soil are about: 1-3 ppm for uranium,
10-12 ppm for thorium, 50 ppm for rubidium and (1-2)% in weight for potassium
(whose radioactive isotope makes up a percentage of 0.01167% of the total amount of
potassium found in nature)[31]. In the decay chains there are α particles (with energies
in the range 70 keV - 7 MeV), β particles (with energies smaller than 2.2 MeV) and γ
rays (with energies smaller than 1.5 MeV). Considering the relative abundance of the
radioactive isotopes in soil and taking into account for the probabilities of the different
decay modes, the average energy of α particles is about 4.9 MeV. These radioactive
elements have very long half lives (of the order of 109 years) with respect to the sample
age, so they provide a constant dose rate. TL dating is founded on the assumption
that the different elements of the decay series are in secular equilibrium and they have
the same activity.
The internal dose contribution is evaluated by directly measuring the activity of
the sample or by determining the concentrations of the radioactive isotopes (knowing
the energy of the emitted particles that is given in the nuclear data tables). It must
be underlined that alpha radiation is less effective than beta and gamma radiation
for a given dose amount: the luminescence response to alpha particles is lower by a
factor between 0.05 and 0.5 (called k-value or α-value in literature)[31]. This is because
heavily ionizing particles produce such a great ionization density along their path that
the thermoluminescence traps get saturated and so a great part of the deposited energy
goes wasted and does not give rise to TL signal. The alpha sensitivity of the sample
must be measured by comparing its response with that obtained after irradiating the
sample with the same dose but using a β source. This is usually done employing the
additive dose method and so determining the equivalent dose, both using an artificial
β source and a α source. The k-value is defined as the ratio between the equivalent
beta and alpha dose: k=Qβ/Qα (since the equivalent doses are inversely proportional
to the respective sensitivity). The thermoluminescence effectiveness of alpha particles
depends on its energy, for this reason the equivalent dose Qα must be corrected for the
difference between the spectrum of the artificial alpha source and that of the natural
radiation from uranium and thorium.
Another component of the external radiation to which the material is exposed is
due to secondary cosmic rays. These particles have penetration depths in rock or
sediment up to several tens of meters, while the range for the ionizing radiation from
the radioactive nuclides is much smaller: α particles penetrate only up to about 25 µm,
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β particles up to about 2 mm and γ radiation is attenuated of about 95% after 30 cm.
The levels of radioactivity in sites are determined by positioning dosimeters in areas
near findings of datable materials, while it is assumed that cosmic rays contribute on
average with a dose of about 150 µGy/year, considering a burial depth of 1-2 m at low
altitude [31].
To sum up, the annual dose is given by:
Dr = (Dα +Dβ +Dγ)internal + (Dα +Dβ +Dγ)external +Dcosmic (5.2)
The alpha sensitivity of the sample must be taken into account when analysing the
different contributions.
Two different techniques are employed for the preparation of samples from the
archaeological materials: the “quartz inclusion” technique [38] and the “fine grain”
technique [39].
The “quartz inclusion” technique employs quartz grains of about 100 µm from the
material; the outer skin is removed and only the core is used for the TL measurement.
In this case, since alpha particles can not reach the core, only the contributions of the
gamma radioactivity from the soil and sometimes a partially attenuated contribution
from beta radiation are considered for the dose calculation.
The “fine grain” method uses instead 1-10 µm size quartz grains and the opposite
is true as regards the dose absorption: the alpha particles contribution is dominant.
For this particular technique it is very important to know the alpha sensitivity of the
sample. As a reference, the average annual dose has been evaluated to be about 2 mGy
for the “quartz inclusion” technique and about 5 mGy for the “fine grain”[31].
For the standard dating procedures carried out in the TL laboratories that use
the “fine grain” method, the grains are usually deposited on aluminium discs with a
diameter of 1 cm. Following a specific protocol for sample preparation, on every disc
a homogeneous mass of 2 mg of quartz grains is deposited. The disc-to-disc weight
reproducibility is normally around ± 2% [39]. The grain size ranges from about 1 µm
up to about 10 µm and smaller grains are more abundant than the bigger ones. In this
way the thickness of the powder results to be about 10 µm. This is also the protocol
that is followed at the TL laboratory of INFN in Turin for the preparation of samples
for dating purposes. In the following the “fine grain” method for sample preparation
will be described.
5.3 Quartz samples preparation for TL measure-
ments
The technique of thermoluminescence dating is a destructive technique: to prepare 10
samples about 250-300 mg of clay must be sampled from the archaeological artefact and
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the quartz grains must be extracted from it following an ad hoc procedure appositely
studied. By using a drill, the powder is sampled about 2-3 mm under the surface
and from the sampling itself the whole sample preparation procedure must take place
under red light. The drill rotation speed must be very low in order to avoid heating the
powder. At the end of the extraction procedure the grains are arranged in the form of
a thin layer on small aluminium discs. The “fine grain” method makes use of mineral
grains with a diameter ranging from 1 µm to 10 µm, which are small enough for being
crossed by alpha particles emitted by the radioactive elements present in the sample
matrix. Despite having to include alpha irradiation in the annual dose rate, the use of
fine grains gives the advantage that less reliance is put on the more uncertain external
dose rate from the surrounding soil. The procedure for sample preparation consists in
three main steps:
 The powder that has been drilled from the material is chemically treated in
order to remove carbonates that may produce some spurious TL and also residual
organic material.
 The treated powder is diluted in acetone: the becker is filled with acetone up to 6
cm in height. This becker with the solution is immerged in a ultrasonic bath for
about 10 minutes to disperse coagulation. Afterwards it is positioned on a flat
surface at rest for two minutes. The settling time of the powders is determined by
their diameters and for grains of size range of 1-10 µm it varies from 20 minutes
to 2 minutes. In this way the grains of a given dimension can be separated: after
2 minutes the grains with a diameter greater than 10 µm deposit at the bottom
of the becker.
 The suspension (about 1 cm in height) is extracted and id poured into a second
becker identical to the previous one and re-suspended in acetone (more acetone
is added to have again 6 cm in height). After 15 minutes into an ultrasonic
bath, the solution is left again to stand on a flat surface for 20 minutes. At the
end of this second phase only the grains with diameter smaller that 1 µm are
floating, so the first 1 cm of liquid is discarded. Grains smaller than 1 µm in
diameter are avoided because their greater surface-to-volume ratio results in a
great component of spurious thermoluminescence [31].
 The final suspension contains the grains of the desired size range (1-10)µm. The
becker is inserted into an oven at 30°C in such a way that acetone totally evapo-
rates. The resulting powder is weighted and then it is diluted in acetone again: 1
ml of acetone for every 1 mg of powder is used. The becker is put in ultrasonics
again and in the meanwhile, 2 ml of solution at a time are picked up by using
a pipette. The 2 ml of solution contain 2 mg of powder and at this point the
grains are allowed to deposit on aluminium discs (usually 1 cm in diameter and
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0.5 mm thick); for deposition the discs are placed at the bottom of individual
flat-bottomed tubes and the acetone is lost by evaporation.
Such depositions are incredibly robust: although the powder can be removed by
wiping, quite often there is no powder loss if the disc is dropped.
5.4 Ongoing studies
The mechanisms at the basis of luminescence are not yet perfectly understood and more
accurate studies are necessary to investigate the properties of luminescent materials to
improve the accuracy of their calibration methods. Accurate calibrations with known
doses of radiation are needed in order to relate the TL signal to the radiation dose
that generated it. The more accurately the artificial dose is known, the better the TL
response of the material can be studied. The response of TL materials (intensity of
emitted light and its trend as a function of absorbed dose) to different kinds of incident
radiation (different also in energy) is a complex process and many different aspects must
be taken into account in order to understand the effects of irradiation on the atomic
and electronic crystalline structures. The luminescent response of the material after
irradiation with heavy particles is significantly different with respect to gamma or beta
irradiation, as also the luminescence efficiency. As seen in the previous section, the
results obtained with the “fine grain” standard protocol are strictly dependent on the
α dose accumulated by the sample over the years, and so on the luminescence efficiency
for alpha radiation. In the natural environment the material is exposed to α particles
that have a broad energy spectrum. An irradiation system like the one developed in
this work allows for probing the materials of interest using protons or heavier ions
with a well defined energy, with an adjustable dose rate and with a precise amount
of dose. The DEFEL beamline offers the possibility to tune the bunch characteristics
in different combinations and so gives the potential to perform a lot of studies. The
obtained results allow to be confident that the system can be successfully employed
also with alpha particles, when they will be available at LABEC.
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5.5 TL response of samples after irradiation
As introduced in section 4.6, four fine grained quartz samples have been irradiated at
LABEC in Florence with lithium ions. These samples were part of a bigger measure-
ment plan: a total of 20 quartz samples have been prepared at the TL laboratory of
INFN in Turin from a polymineral archaeological sample (an ancient Roman shingle)
following the “fine grain” procedure. In the following the results of several studies that
have been part of the test measurements plan are reported.
The samples, being prepared from an historical artefact, stored a natural thermo-
luminescence signal and for this reason they will be referred in the following as natural
samples. They have always been kept and manipulated under safe laboratory red light,
because light of lower wavelengths is capable to empty the TL traps. In order to carry
out lithium irradiations, it has been necessary to transport the samples from Turin to
Florence and the irradiation has taken place several days after the samples had been
prepared. Furthermore, the TL response had to be measured again in Turin and a
total period of about one month passed from the preparation. For this reason some
extra precautions were taken to investigate for effects related to possible fading and/or
sample damage or contamination. Several studies have been performed by analysing
the thermoluminescence response of the samples after irradiation. Apart from lithium
ions, also β and α irradiations have been carried out: a 90Sr source and a 241Am source
owned by the TL laboratory of Turin have been employed respectively. The measure-
ment plan with the 20 samples is summarized in table 5.1. For each sample several
data are reported: the place of irradiation (LAB IRR) and read-out (LAB MEAS),
the employed irradiation source, the delivered dose, the kind of TL signal (TLN for
natural TL, TLNA for natural + artificial TL, TLA for artificial TL).
sample LAB IRR LAB MEAS SOURCE DOSE (Gy) SIGNAL
1,2 Fi To Li 50 TLNA
3,4 Fi To Li 50 TLA
5,6 - To - - TLN
7,8 - To - - TLN
9,10 - To - - TLN
11,12 - To - - TLN
13 To To β 3 TLNA
14 To To β 6 TLNA
15,16 To To α 50 TLNA
17,18 To To β 6 TLNA
19,20 To To β 6 TLNA
Table 5.1: Schematic summary of the measurement plan with the 20 samples. See text for more
details.
With reference to table 5.1, different aspects have been investigated using these
samples:
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1. Proportionality between TL intensity and delivered dose: the TL signal measured
after a given β dose has been compared with that resulting after a double dose.
Samples 13 and 14 have been used and have been irradiated with nominal β doses
of 3 Gy and 6 Gy respectively.
2. Possible fading of the stored TL signal: the TL signal measured immediately
after β irradiation with a given dose has been compared with that due to the
same dose but measured after the period of one month that elapsed between the
start and the end of the measurement campaign. In this case samples 17,18,19,20
have been used. Samples 17,18 have been irradiated with a nominal β dose of 6
Gy in Turin at the beginning of the campaign. At the end of the campaign also
samples 19,20 have been irradiated with the same nominal β dose and the TL
responses of all the four samples have been measured and compared.
3. Irradiation with lithium ions: the TL response resulting after Li irradiation with
a given dose performed on natural samples (TLNA) and on annealed samples
(TLA) have been analysed. Samples 1,2,3,4 have been used for this study. The
natural TL signal of samples 3,4 has been measured at the beginning of the mea-
surement plan to perform an annealing, and all the four samples have travelled
to Florence to be irradiated with Li ions to a nominal dose of 50 Gy. At the end
of the measurements they have been taken to Turin again and the measured TL
signals have been compared.
4. Irradiation with α particles: the TL response resulting after α irradiation with a
given dose performed on natural samples (TLNA) have been analysed. Samples
15,16 have been irradiated with a nominal α dose of 50 Gy for this purpose, using
the Am source of the Turin laboratory.
5. Study of the TL response to different irradiation sources: the measured TL in-
tensities per unit Gy of β dose have been compared with those relative to a unit
Gy of α dose and Li dose. The TL intensities per unit Gy measured from samples
1,2 and 15,16 and 19,20 have been compared.
6. Possible effects on the TL response due to sample handling and transport: the
natural signal TLN and the background signal of samples that have travelled
from Turin to Florence and back to Turin have been compared with the corre-
sponding signals from samples that stayed in Turin. For this purpose samples
5,6,7,8,9,10,11,12 have been used. The TLN of samples 5,6,7,8 and the back-
ground TL has been measured in Turin at the beginning of the measurement
plan. Samples 5,6 and 9,10 travelled from Turin to Florence and back to Turin
without being irradiated, while the others stayed in Turin. At the end of the
measurement campaign (which is after one month) all the samples have been
measured again: the TL signal of samples 5,6 has been compared with that of
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samples 7,8 and the TLN signal of samples 9,10 has been compared with that of
samples 11,12.
The instrumentation installed in the INFN laboratory in Turin dedicated to TL
measurements consists in a small chamber where one sample at a time is inserted, a
vacuum pump and a nitrogen tank, a central unit for heating control (IPSES-TL2000)
and a photomultiplier tube (model 9235Q Electron Tubes). The sample is positioned
on a small strip that is heated up to 500°C and that is connected to a thermo-couple
for temperature reading. Firstly the chamber is emptied down to 0.1 mbar by using
the pump and then nitrogen is fluxed inside it up to a pressure of 0.5 bar (the nitrogen
atmosphere gives a inert environment). The photomultiplier is positioned vertically
above the sample with its entrance window looking at it. For the TL measurements the
temperature is increased of 10°C per second while the TL signal intensity is measured
every 100 ms, that is to say at every 1°C increase of temperature. A software displays
the measured TL intensity as a function of temperature (glow curve). In front of the
entrance window of the phototube two optical filters are present which select the light
wavelengths in the blue region: a KG5 filter removes the infrared light which dominates
the emission spectrum at high temperatures and a BG25 filter selects the violet/blue
region. The use of red-rejection optical filters and of the nitrogen environment has the
aim to suppress all spurious TL signals, that are not induced by natural radioactivity.
The photomultiplier has a spectral range between 160 nm and 630 nm (entrance
window in fused silica). Figure 5.4 shows the quantum efficiency for the different
incident wavelengths and figure 5.5 shows the transmission curve of the employed filters
KG5 and BG25. As it can be seen the selected wavelengths are in the range (300-500)
nm and the acceptance window is centred near 380 nm.
Figure 5.4: Typical spectral response curves for photomultiplier Electron Tubes model 9235Q (curve
Q) provided with a silica entrance window and the different model 9235B (curve B) as reported from
technical datasheet [40].
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Figure 5.5: KG5 filter transmission as a function of wavelength [41] (left). BG25 filter transmission
as a function of wavelength [41] (right). The acceptance window for the filter combination in centred
around 380 nm.
Before measuring the TL signal the sample is pre-heated in an oven at about 200
°C in order to eliminate a contribution from the most short-life traps(3). It is then
inserted inside the measurement chamber of the automatic heating unit. After every
measurement of an archaeological TL signal or one due to artificial irradiation, the
system performs a second heating in order to measure the thermal background curve.
This background curve must be subtracted to the glow curve. To make an example
figure 5.6 shows a typical natural TL glow curve obtained after the pre-heating and
the background signal.
(3)The optimized value for the pre-heat temperature has been chosen on the basis of plateau tests
performed by the Turin laboratory with other sets of samples of the same kind.
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Figure 5.6: Example of an archaeological (natural) TL signal and the background signal. The glow
curve resulting after background subtraction is shown in red.
Choice of the temperature interval for comparison studies:
the plateau test
In order to make quantitative comparisons between the TL curves, or quantitative
analyses, the plateau test must be carried out. As described in section 5.1 the TL
signal recorded at higher temperatures originates from traps that are deeper below the
conduction band and so more stable over long periods of time. The signal that is of
interest for TL dating is the one corresponding to traps that are stable enough to record
the radiation dose acquired over time. In order to find the plateau region some natural
samples irradiated to different artificial dose values are necessary. Samples 13 and the
pair 17,18 have been used for this test, being irradiated at a nominal β dose of 3 Gy and
6 Gy respectively. Samples are usually used in pairs, for averaging the responses, but
in this set of measurements only one sample (number 13) has been irradiated with the
β dose of 3 Gy. The graphs in fig. 5.7 show the ratio between the average TL natural
signal and that from sample 13 for 3 Gy (TLnat/TL13), and the ratio between the same
natural signal and the average of samples 17 and 18 (TLnat/TLavg(17,18)) that have been
irradiated with 6 Gy. To find the plateau region more easily the graph has been built
as follows: for every 10°C of temperature the mean of the ten TL intensity values has
been calculated; in this way the graph has a different binning (of 10°C instead of 1°C).
The errorbars associated to each point correspond to the standard deviation of the
ten averaged values. In conclusion end the temperature interval (250-300)°C, where
the ratio is almost constant, has been chosen (see fig. 5.7 (b)). To compare the TL
responses of the samples the curves integral inside this temperature range has been
calculated.
88 CHAPTER 5. THERMOLUMINESCENCE STUDY
(a) (b)
Figure 5.7: Plateau test used to find the temperature range where the ratio, between the natural
signal and the one obtained after irradiation, stays constant. The region that has been enlarged (b)
is the one that has been chosen and corresponds to the interval 250-300°C.
It must also be precised that differences in the shape of the glow curves for tem-
peratures below 200°C or above 400°C can be due to differences in the pre-heating of
the samples (the oven temperature for the pre-heating is always 200°C but fluctuations
are possible, besides the sample position inside the oven can be somehow of influence).
and to red hot glow respectively, so they are not taken into account.
Proportionality between TL intensity and delivered dose
The first important test that has been carried out involved the analysis of the de-
pendence of the TL signal intensity on the delivered β dose. Samples 13 and 14 have
been irradiated in Turin with a β dose of (3.0 ± 0.2) Gy and (6.0 ± 0.3) Gy respectively.
The resulting measured TL curves are shown in figure 5.8 and the calculated integrals
in the plateau interval confirm that a good proportionality exists: I13 = (58000±3000),
I14 = (112000 ± 6000). The errors include also the β dose uncertainty of ±5% added
in quadrature.
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Figure 5.8: TL signals of samples 13 and 14 irradiated to a β dose of (3.0 ± 0.2) Gy and (6.0 ±
0.3) Gy respectively. The binning of the plot is 10°C and the background signal has been subtracted.
TL intensity measurement for α irradiation
The next test has been performed irradiating two more samples with a nominal
α dose of 50 Gy in order to compare the TL responses with those obtained after β
and lithium irradiation. For this α irradiation the apparatus of the TL laboratory
of Turin has been used. The α source (241Am) is housed in a vacuum chamber and
protected by a 2 µm layer of AuPd. The energy of the particles after the protective
layer is 5.49 MeV. To be sure that all the particles stop inside the quartz sample (with
a thickness of 10 µm) a pressure of 170 mbar is maintained inside the chamber and
the energy of the α particles becomes (2.9 ± 0.2) MeV [42]. With this system samples
15 and 16 have been irradiated with a alpha dose of (50 ± 3) Gy. The measured
TL curves after background subtraction are shown in figure 5.9. The corresponding
signal integrals within the temperature range (250-300)° are: I15 = (83000 ± 5000),
I16 = (87000 ± 5000). Also in this case the errors take into account for the term
derived from the dose uncertainty.
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Figure 5.9: TL responses of samples 15 and 16 after background correction. The delivered alpha
dose is (50±3) Gy. The binning of the plot is 10°C and the background signal has been subtracted.
The fading effect
The next test that has been carried out involves the fading effect: if signal readout
is not performed immediately after irradiation, but after a long time, it is possible
that part of the signal is lost if some electrons get free from the TL traps and decay
to the valence band. To evaluate the presence or not of this effect samples 17 and 18
have been irradiated with a nominal β dose of 6 Gy (± 5%) at the beginning of the
measurement campaign but the TL signal has not been measured immediately. At the
end of the campaign samples 19 and 20 have also been irradiated with the same β dose.
At this point all the four samples have been measured; the resulting glow curves are
shown in figure 5.10. Looking again at the plateau region it seems that the stored signal
has indeed slightly decreased after the period of one month. The calculated integrals
are: I17−18 = (118000 ± 8000), I19−20 = (132000 ± 8000). The errors associated to
the measured values include a term derived from the β dose uncertainty (a percentage
error of 5% added in quadrature).
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Figure 5.10: Average signal of samples 17,18 and 19,20 irradiated to a β dose of (6.0 ± 0.3) Gy for
the fading test. Samples 17,18 were irradiated about one month before samples 19,20. The binning
of the plot is 10°C and the background signal has been subtracted.
TL intensity measurement for lithium irradiation
Samples 1,2 and 3,4 have been irradiated at LABEC with lithium ions at a nominal
dose of 50 Gy. It was decided to irradiate two natural samples (numbers 1 and 2) and
two annealed samples (numbers 3 and 4) in order to analyse the two TL responses
due to the natural + artificial dose and to the artificial irradiation only respectively.
The protocol that has been followed for these lithium irradiations has been described
in section 4.6, where also the measured values for the total number of ions NTOT that
reached each of the four samples are reported. On the basis of the assumption that
the ions deposit all their energy inside the sample, the total dose delivered to each
of the four samples of mass 2 mg has been calculated. As already told, the dose
calculation is very preliminary and a dedicated study for the delivered dose is needed.
The error associated to the dose values has been taken as the sum in quadrature of the
uncertainties associated to NTOT (which includes also the systematic error determined
by means of the SRIM simulations) and to the measured energy Ef of the ions: Ef =
(5.330 ± 0.009) MeV. The final results for the calculated doses delivered to the four
samples are:
D1 = (48.4± 0.4)Gy
D2 = (50.7± 0.9)Gy
D3 = (50.9± 0.4)Gy
D4 = (48.9± 0.4)Gy
The delivered dose values are very close to the planned nominal value of 50 Gy,
except for D1 and D4 where the delivered dose resulted a little lower.
Figure 5.11 shows the measured TL glow curves of the four samples after background
subtraction. It must be remembered that samples 3 and 4 had been zeroed before
irradiation, while samples 1 and 2 stored also the archaeological TL. At first sight it is
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evident that the curves relative to samples 1 and 2 (fig. 5.11 left) are well superimposed,
at least for temperatures between 200 °C and 350 °C, while there is a small discrepancy
involving the curves of samples 3 and 4 (fig. 5.11 right). As already said, differences
in the rising edge of the curves (for temperatures below about 250 °C) are due to
differences in the pre-heating of the sample. According to this fact, the disagreement
between samples 3 and 4 could be related to this pre-heating effect.
Figure 5.11: Single TL responses of samples 1,2 (left) and 3,4 (right) after background correction.
The delivered dose that has calculated is reported for reference. The binning of the plot is 10°C and
the background signal has been subtracted.
These results prove that the dose that has been delivered to the samples is re-
producible and so confirm the previous results given by the irradiation system. The
integrals of the signals in the range (250-300)°C are: I1 = (73100 ± 600), I2 =
(77000 ± 1000), I3 = (39600 ± 400), I4 = (39500 ± 400). Also in this case the errors
associated to the measured values include the term derived from the dose uncertainty
(added in quadrature).
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Discussion
To study the TL response, different irradiation sources have been used. To com-
pare these TL signals it has to be pointed out that the TL efficiency for the different
irradiation sources is not the same: differences between the measured TL intensities
are found even if the delivered dose is the same. In particular, as anticipated in section
5.1, for a given dose (in terms of total deposited energy) α radiation is less effective
in producing a TL response in comparison to β radiation. This is because heavy ions
deposit their energy inside the material in a very different way with respect to elec-
trons. Normally, for the technique of TL dating, the alpha sensitivity of the sample is
measured employing the “additive dose method” and then calculating the ratio of the
equivalent doses obtained with β and α irradiation. In this study, for these preliminary
measurements, it has not been possible to follow this standard procedure (see section
5.1). So, in order to estimate the different TL efficiencies, the average value Im of the
measured TL intensities for α, lithium and β irradiations have been calculated and the
ratio R = Im/Dm has been considered. R is therefore the TL intensity measured per
Gray of delivered dose. Table 5.2 resumes the final results and figure 5.12 shows the
averaged TL curves together.
Irradiation samples Dm (Gy) Im (A.U.) R = Im/Dm(Gy
−1)
Li 50 Gy 1,2 49.6± 0.6 75100± 800 1510± 30
α 50 Gy 15,16 50± 3 85000± 5000 1700± 200
β 6 Gy 19,20 6.0± 0.3 132000± 8000 22000± 2000
Table 5.2: Average values of the integrals of the TL curves corresponding to the average dose values.
The ratio between the two values Im and Dm can be considered as an estimate of the efficiency in
producing thermoluminescence.
According to the results reported in the table it can be seen that, in order to
produce the same TL intensity resulting from a β irradiation, an α dose is required
which is more than about ten times greater than the β dose. It has been chosen to take
the R value for the average of samples 19,20 (third row of table 5.2) as representative
for the β radiation. One Gray of α dose produces a TL signal intensity which is
smaller by a factor Rα
Rβ
= (0.077 ± 0.016). Similarly the TL intensity corresponding
to one Gray of lithium dose is smaller than the one relative to one Gray of β dose:
RLi
Rβ
= (0.069 ± 0.008). It was expected that lithium ions were to some extent less
effective in producing TL signals with respect to alpha particles, because they produce
a little higher ionization per unit track length inside the quartz sample and a saturation
effect is present. The data of table 5.2 and the graph of figure 5.12 seem to confirm
this difference.
These preliminary measurements that have been performed for test purposes show
that the irradiation system developed at LABEC has a great potential. It offers the
possibility to perform an accurate characterization of the TL response of a given TL
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material for different irradiation sources of different energy, and delivering different
doses. If the delivered dose is known with high precision more accurate results can
be obtained both for dating purposes and for studying the effects at the basis of the
different TL efficiency. As the TL responses show, a natural variability between the
sample-to-sample response exists. For this reason the samples are usually analysed in
pairs or, even better, in groups to average the responses. As the data above show, the
uncertainty with which the delivered dose is known gives a non negligible contribution
to the errors associated to the different measurements. The LABEC irradiation system
could offer a possible solution to reduce at least this source of error in the analysis of
the TL response of the samples.
Figure 5.12: Average TL responses for the different irradiations used to calculate the data of table
5.2. The binning of the plot is 10°C and the background signal has been subtracted.
Study of possible effects due to transport
Another effect requires attention and has been investigated: the TL response of
the samples might have been modified after handling and transport from Turin to
Florence and back to Turin. To study this possible effect the average TLN signals of
samples 9,10, that were transported, and of samples 11,12, that were kept in Turin,
have been compared. The range of temperature that is of interest for the comparison
between the signals is the plateau region (250 °C - 300 °C), as already anticipated.
Looking at the graph on the left in figure 5.13 it can be seen that in the plateau region
the signals of samples 9,10 and 11,12 are in agreement. The signal integrals in the
plateau temperature region are: I9−10 = (24660± 2730), I11−12 = (26330± 2050). The
same comparison has been made between the background signals: the average signal
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of samples 5,6, that were transported after being annealed, has been compared with
the average signal of samples 7,8, that were also annealed but stayed in Turin. The
resulting TL signals are shown on the right in fig. 5.13 and are compatible one another.
In this case the calculated integrals are: I5−6 = (1000± 100), I7−8 = (900± 90).
Figure 5.13: Average natural signal of samples 9,10 and 11,12 (left). Average signal of samples 5,6
and 7,8 (right). The binning of the plots is 10°C and the background signal has been subtracted.
On the basis of these results it emerged that the TL response of the samples that
travelled from Turin to Florence and back to Turin had not been altered. As a conse-
quence, no effects related to the transport and storage (and also possibly to the vacuum
environment inside the DEFEL chamber) have been found yet.
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Conclusions and future upgrades
The developed fluence control system has given the possibility to start precise irra-
diation measurements at LABEC. The system has been successfully used for lithium
irradiations on TL samples and the tests performed with heavier ions (oxygen and car-
bon) have given very positive results. This will open the possibility to start also alpha
irradiation as soon as the alphatros ion source will be in operation at the laboratory.
The plans for the next future regard the optimization of proton controlled irradiations:
tests are still ongoing and seem to confirm that irradiations with average bunch multi-
plicities ≥7 are more reliable. When α particles will be available at LABEC, it would
be also interesting to irradiate samples with a given α dose using particles of the same
energy as those employed in Turin (from the americium source). In this way a com-
parison could be made between the TL response of the sample irradiated at LABEC
and one irradiated in Turin with the same dose, but using the α source. This could be
a further step for testing and refining the irradiation protocol.
Of course few aspects can be improved to guarantee even higher precision and
reliability to the fluence control system. One of the possible upgrades for the system
would be the installation of a high resolution beam profile monitor at the end of the
DEFEL beamline. This would give the possibility to better monitor the beam shape
and also to measure the beam spot dimensions with a higher precision with respect to
the actual set-up.
Besides another important aspect to be examined in depth is related to the dose
profile created by ions inside the irradiated sample (both transversally and longitudi-
nally). For this purpose the possibility to employ radiochromic films is currently under
study. These films are dosimetry plastic-based detectors that allow measuring the ion
beam dose profile with a resolution of a few µm [43].
It is worth to mention also that, for thermuluminescence studies, samples in a more
suitable shape specific for irradiations at DEFEL should be produced. For example, if
the sample has a square shape, the irradiation areas could cover the entire surface more
easily with respect to a circle surface. Also the development of an “ad-hoc” readout
system to be installed at LABEC to measure the TL signals after irradiation with the
different ions (to avoid transporting the samples to Turin) is advised. The readout
system could also be equipped with the instrumentation to perform a wavelength dis-
crimination of the TL light emissions to look for possible differences (due to different
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projectile ions used for irradiation, to irradiation rate...and so on) both in the intensity
and in the wavelength spectrum of the measured TL light.
To conclude, it can also be pointed out that the on-line fluence detector can be
employed for other kinds of studies (and with different kinds of samples) where a precise
knowledge of the number of ions that impinge on the target and of the delivered energy
is required. In fact the developed fluence detector is compact and can be easily installed
in a different pulsed beamline.
Appendix A
The home made software called “MCPOnline” has been developed to handle the irradi-
ation measurements and to have a control on the delivered dose during the irradiation.
It is compiled and executed directly on the VME cpu (Motorola MVME 7100). The
source codes have been written in C/C++ languages and for the graphical interface the
Qt and Qwt libraries [29] are employed. The main screen of the application is visible
in figure 5.14.
Figure 5.14: Screenshot of the main screen of the control software during an irradiation. The MCP
amplitude spectra is visible in the center. In the top on the right the BTMCP value, the mean µMCP
from the calibration and the number of collected events.
The software is made of two different programs that communicate by means of a
shared memory segment but that can also work individually. One of them is dedicated
to the initialization and programming of the VME modules (the I/O register CAEN
V977 and the digitizer CAEN V1720 or V1751) and to downloading the binary data
from the digitizer; the raw data are saved on a binary file on the cpu disc. The second
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part is involved with data analysis and visualization. For the calibration procedure
the binary files are analysed in oﬄine mode to build the calibration curve. During
the irradiation the digitized data are also written in a shared memory buffer that is
overwritten cyclically after a fixed number of events. During the online mode the data
analysis phase has been optimized and fastened: only the MCP signals are acquired, the
digitization window is reduced to 4.096 µs (1024 samples) if model V1720 is used and
to 1.792 µs (1792 samples) if model V1751 is used. The binary data are read directly
from the dedicated shared memory segment and only the MCP amplitude is calculated
for every event. Another memory segment made of 8000 32 bit memory locations is
dedicated to the construction of the MCP amplitude spectra: at the beginning all the
memory positions are loaded with zeros, for every event the position corresponding to
the amplitude value is increased by one and in this way the MCP amplitude spectrum
builds up. The collected amplitudes are integer numbers and are arranged into the
8000 intervals, this gives the binning of the resulting amplitude spectrum. A timer
with a period of 500 ms starts the visualization routine which reads the numbers saved
in the memory segment and updates the mean value BTMCP of the spectrum; at the
same time the histogram showing the MCP amplitude spectrum is also updated. If
the calibration parameters are inserted and loaded, the software calculates the current
average multiplicity µMCP from BTMCP and the total delivered fluence is given by
the product of BTMCP and the number of non zero multiplicity events.
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