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Abstract
We generalize the theory of A-hypergeometric systems for incomplete
functions. We give a general algorithm on contiguity relations by utiliz-
ing Gro¨bner basis as well as a detailed study on incomplete Gauss and
Lauricella hypergeometric functions.
1 Introduction
The incomplete gamma function, incomplete beta function and elliptic inte-
grals are defined by definite integrals with parameters. In modern theory of
special functions, we regard hypergeometric functions as pairings of twisted cy-
cles and twisted cocycles [1, Chap 2]. This is a fundamental fact and yields a
lot of formulas of hypergeometric functions. However, domains of integrations
of incomplete gamma function, incomplete beta function and elliptic integrals
are not (twisted) cycles in general. For example, the incomplete beta function
B(a, b; y) =
∫ y
0
ta−1(1 − t)b−1dt is obtained by integration over [0, y]. When
y = 1 or y = ∞, it can be regarded as a (twisted) cycle, but if not, it cannot.
We will call this type of integral incomplete integral in which the domain of
integration contains parameters and when parameters take special values the
domain of integration can be regarded as a (twisted) cycle.
A-hypergeometric systems ([3]) contain a broad class of hypergeometric func-
tions as their solutions and it has been shown that A is a good framework to
study hypergeometric functions (see, e.g., [8]). These solutions have integral rep-
resentations and domains of integrations are (twisted) cycles. In recent studies of
algebraic statistics, Gro¨bner basis and algebraic geometry play important roles.
In these studies, we are now expected to study definite integrals with parameters
in statistics by algebraic methods. Some important integrals such as marginal
likelihood functions in statistics, e.g., [5], look like A-hypergeometric, but do-
mains of integrations are not (twisted) cycles. We may regard marginal likeli-
hood functions as incomplete hypergeometric functions. Being motivated with
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these functions, we want to generalize the algebraic theory of A-hypergeometric
systems to that for incomplete integrals.
This paper is a first step toward this direction. We give general discussions
as well as detailed discussions on ∆1 × ∆1-incomplete hypergeometric func-
tions, which contain the incomplete beta function, the incomplete Gauss and
Lauricella functions, and elliptic integrals. In the section 2, we give a general
definition of incomplete A-hypergeometric system and prove that the solutions
are holonomic functions. In the section 3, we discuss an algorithm of deriving
contiguity relations, which is an incomplete version of the algorithm given in [7].
The last section 4 consists of several subsections which discuss about ∆1 ×∆1-
incomplete hypergeometric systems not only in the algebraic point of view but
also in an analytic point of view. We hope that our theorems and formulas are
useful for numerical and asymptotic evaluations of incomplete A-hypergeometric
functions.
A definition of incomplete generalized hypergeometric functions is given by
Chardhry and Qadir [2]. A study of relations of their definition and ours is a
future problem.
2 General definition
Let D be the Weyl algebra in n variables. A multi-valued holomorphic function
f defined on a Zariski open set in Cn is called a holonomic function if there
exists a left ideal I of D such that (1) D/I is holonomic and (2) I • f = 0.
We denote by A = (aij) a d × n-matrix whose elements are integers. We
suppose that the set of the column vectors of A spans Zd.
Definition 1 We call the following system of differential equations HA(β, g)
an incomplete A-hypergeometric system:
 n∑
j=1
aijxj∂j − βi

 • f = gi, (i = 1, . . . , d)

 n∏
i=1
∂uii −
n∏
j=1
∂
vj
j

 • f = 0
with u, v ∈ Nn0 running over all u, v such that Au = Av.
Here, N0 = {0, 1, 2, . . .}, and β = (β1, . . . , βd) ∈ C
d are parameters and
g = (g1, . . . , gd) where gi are given holonomic functions which may depend
on parameters β. We call solutions of the incomplete A-hypergeometric system
incomplete A-hypergeometric functions.
Although we have introduced the incomplete A-hypergeometric system for
arbitrary holonomic functions gi, gi are often also solutions of smaller incomplete
A-hypergeometric system or well-known special functions in interesting cases.
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Example 1 The incomplete beta function is defined as
B(α, β; y) =
∫ y
0
sα−1(1− s)β−1ds
Replace s = yt. Then, we have B(α, β; y) = yα
∫ 1
0 t
α−1(1 − yt)β−1dt. Put
B(α, β; y) = yαB˜(β−1, α−1; 1,−y) where B˜(γ−1, α−1;x1, x2) =
∫ 1
0
tα−1(x1+
x2t)
γ−1dt. The function B˜ is a solution of an incomplete A-hypergeometric
system HA(β, g) for A =
(
1 1
0 1
)
, β = (γ− 1, α− 1), g1 = 0, g2 = (x1+ x2)
β−1.
Thus, the incomplete beta function can be expressed in terms of the incomplete
A-hypergeometric function. We will revisit this example in Example 3.
Theorem 1 Solutions of the incomplete A-hypergeometric system are holo-
nomic functions.
Proof. Since the A-hypergeometric left ideal HA(β) ⊂ D is holonomic ideal,
the function f satisfies the ordinary differential equation of the form(
ri∑
k=0
ak(β, x)∂
k
i
)
• f =
d∑
i=1
ℓi • gi
where ℓi ∈ D. Since g :=
∑d
i=1 ℓi • gi is also a holonomic function, there exists
an ordinary differential operator such that
(∑r′i
k=0 bk(β, x)∂
k
i
)
•g = 0. Hence, f
is annihilated by an ordinary differential operator with parameters of the order
rir
′
i with respect to xi and then f is annihilated by a zero dimensional ideal
J in C(x1, . . . , xn)〈∂i, . . . , ∂n〉 [8, p.33]. Since D/(J ∩ D) is a left holonomic
D-module (see, e.g., [10, Th 2.4], [8, p.34]), we have the conclusion. We note
that this construction can be done algorithmically [6].
The column vectors of the matrix A are denoted by a1, . . . , ad. We are
interested in a probability distribution on Rd>0 = {t} proportional to
q(x, β; t) = exp
(
n∑
i=1
xit
ai
)
t−β−1
where β ∈ Rd and x = (x1, . . . , xn) are parameters of the distribution. The
exponential family is an important class of probabilistic distributions. The func-
tion q defines a subclass of the exponential family. The normalization integral
(constant) for the subclass satisfies our incomplete A-hypergeometric system.
Theorem 2 Let P be a polytope in Rd>0. Put (dt)k = (−1)
k−1dt1∧· · ·∧dtk−1∧
dtk+1 ∧ · · · ∧ dtd and
gk =
∫
∂P
q(x, β; t)tk(dt)k.
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Then, the functions gk are holonomic and the function
f(x) =
∫
P
q(x, β; t)dt
satisfies the incomplete A-hypergeometric equations.
Proof . Let us show that gk is holonomic. Since P is a polytope, we may as-
sume that the boundary ∂P is a finite union of simplices. Since the sum of finite
holonomic functions is also holonomic, we may prove it when ∂P is parametrized
as ti =
∑d−1
j=1 bijsj , bij ∈ R, s ∈ ∆ = {s | 0 ≤ sj ≤ 1, (j = 1, . . . , d− 1), 1− s1−
· · ·−sd−1 ≥ 0}. Then, the differential form (dt)k can be written as bds1 · · · dsd−1
where b is a constant. The integral gk is equal to
∫
∆
q(x, β; t(s))tk(s)bds. Let
h(s) be the product of the Heaviside functions H(s1), . . . , H(sd−1) and H(1 −∑d−1
i=1 si). Then, we have
∫
∆ q(x, β; t(s))tk(s)bds =
∫
Rd−1
q(x, β; t(s))tk(s)bh(s)ds.
Since the integrand is a holonomic distribution, the integral on Rd−1 is a holo-
nomic function. Thus, we have proved that gk is a holonomic function.
We will prove that f is a solution of the incomplete A-hypergeometric equa-
tions. Since we have (∂u − ∂v) • q(x, β; t) = 0, we have (∂u − ∂v) • f = 0.
Act
∑n
j=1 akjxj∂j to f . Then, we obtain
∫
P
∂ exp(
∑
n
i=1 xit
ai )
∂tk
tkt
−β−1dt. Since
d(q(x, β; t)tk(dt)k) =
∂q(x,β;t)tk
∂tk
dt, we have, by the Stokes theorem,∫
∂P
q(x, β; t)tk(dt)k =
∫
P
d(q(x, β; t)tk(dt)k)
=
∫
P
∂ exp(
∑n
i=1 xit
ai)
∂tk
tkt
−β−1dt− βk
∫
P
q(x, β; t)dt.
This shows that the function f satisfies the k-equation of the incomplete hyper-
geometric equations.
It is known that integrals of products of polynomials over cycles satisfy
A-hypergeometric systems. We have an analogous result for incomplete hyper-
geometric systems. Let us state the result. Let A1 = (a1, . . . , an1), . . . , Aℓ =
(anℓ−1+1, . . . , anℓ) (ai ∈ Z
d) be ℓ matrices and
A =


1 · · · 1 0 · · · 0 0 · · · 0
0 · · · 0 1 · · · 1 0 · · · 0
0 · · · 0 0 · · · 0 0 · · · 0
· · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · ·
0 · · · 0 0 · · · 0 1 · · · 1
a1 · · · an1 an1+1 · · · an2 anℓ−1+1 · · · anℓ


be a (ℓ+ d)× nℓ matrix. To each matrix Aj we associate a generic polynomial
with that support:
fj(x, t) =
nj∑
i=nj−1+1
xit
ai .
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For complex numbers α1, . . . , αℓ, and γ1, . . . , γd, we consider the polynomial
q(x, α, γ, t) = tγ
ℓ∏
j=1
fj(x, t)
αj .
Theorem 3 Let P be a polytope in Rd \ {t
∏
fj = 0}. Put
gk =
{
0, if 1 ≤ k ≤ ℓ;∫
∂P
q(x, α, γ; t)tk−ℓ(dt)k−ℓ, if ℓ+ 1 ≤ k ≤ ℓ+ d.
Then, the functions gk are holonomic and the function
f(x) =
∫
P
q(x, α, γ; t)dt
satisfies the incomplete A-hypergeometric system HA(β, g) where β = (α1, . . . , αℓ,−γ1−
1, . . . ,−γd − 1).
The proof is analogous to that of Theorem 2.
3 Algorithms deriving contiguity relations
In this section, we will give algorithms to obtain contiguity relations for incom-
plete A-hypergeometric functions under the condition that for all i (1 ≤ i ≤ d)
there exists a constant ck ∈ C \ {0} such that
∂k • gi(β) = c
−1
k gi(β − ak). (1)
This condition holds in many interesting cases. We mean by a contiguity rela-
tion, a relation among two incomplete A-hypergeometric functions Φ(β;x) and
Φ(β′;x) where β − β′ ∈ Zd and Φ(β;x) is a solution of HA(β, g). Under the
condition (1), we note that
c−1k ∂k • Φ(β;x) =: Φ(β − ak;x)
is a solution of HA(β−ak, g). In other words, the operator ∂k gives a contiguity
relation for the parameter shift −ak. This contiguity relation follows from
∂k

 n∑
j=1
aijxj∂j − βi

 • f
=

 n∑
j=1
aijxj∂j − (βi − aik)

 ∂k • f = ∂k • gi(β)
and the condition (1).
If we can find the inverse operator for ∂k, then it means that we find “gen-
erators” of the all contiguity relations because the matrix A is the full rank.
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In [7] and [8], they give algorithms to find the inverse operator for ∂k in case
of A-hypergeometric system. We utilize their algorithms to find the inverse
operator. Let us recall Definition 1. Let hi (1 ≤ i ≤ d) be
∑n
j=1 aijxj∂j − βi
respectively and hi (d+1 ≤ i ≤ s) be generators of the toric ideal IA of the form∏n
i=1 ∂
ui
i −
∏n
j=1 ∂
vj
j . It follows from [7] and [8] that there exist r, ri ∈ D(β)
such that
r∂k +
s∑
i=1
rihi = 1.
The operators r, ri can be obtained by the syzygy computation by Gro¨bner
basis. Applying the operator of the left hand side to Φ(β;x), we obtain the
contiguity relation
ckr • Φ(β − ak;x) +
d∑
i=1
ri • gi = Φ(β;x)
which contains the functions gi.
Our second algorithm gives contiguity relations which do not contain the
functions gi. Suppose that we are given operators h˜i such that h˜i • gi = 0 and
operators ∂k, h˜ihi (1 ≤ i ≤ d), and hi (d+ 1 ≤ i ≤ s) generate a trivial ideal in
D(β). Then, we can construct operators r, ri ∈ D(β) such that
r∂k +
d∑
i=1
rih˜ihi +
s∑
i=d+1
rihi = 1
by the Gro¨bner basis method. The operator ckr is the inverse of ∂k.
We will apply these algorithms to obtain a complete list of contiguity rela-
tions of ∆1 ×∆1-hypergeometric functions in Section 4.
4 Incomplete ∆1 ×∆1-hypergeometric functions
In the previous sections, we have given a general discussion on incomplete hy-
pergeometric systems. An important example is the incomplete beta function,
which is defined as an integral of a product of two power functions. It will
be natural to consider a product of 3 power functions and regard it as an in-
complete Gauss hypergeometric function. We will give a detailed study on this
function from our point of view.
We assume 0 < a < b for simplicity. We consider the integral
∫ b
a
tγ(x11 + x21t)
α1(x12 + x22t)
α2dt (2)
for xij > 0 and Re γ,Reαi > −1. The integral and its analytic continuations
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satisfy the following incomplete A-hypergeometric system.

(
θ11θ22 −
x11x22
x21x12
θ21θ12
)
• f = 0
(θ11 + θ21 − α1) • f = 0
(θ12 + θ22 − α2) • f = 0
(θ21 + θ22 + γ + 1) • f = [g(t, x)]
t=b
t=a
(3)
Here, g(t, x) = tγ+1(x11 + x21t)
α1(x12 + x22t)
α2 and θij = xij∂ij . This fact can
be shown by exchanging the integral and differentiations (see, e.g., [8, p.221]).
When [g(t, x)]t=bt=a = 0, our system is essentially the Gauss hypergeometric equa-
tion (see, e.g., [8, Chap 1]).
Since the matrix A =

1 1 0 00 0 1 1
0 1 0 1

 associated to the system can be re-
garded as ∆1×∆1 (1-simplex times 1-simplex), we call it the incomplete ∆1×∆1-
hypergeometric system and its solutions are incomplete ∆1×∆1-hypergeometric
functions.
Example 2 The incomplete elliptic integral of the first kind is defined as
F (z; k) =
∫ z
0
dx√
(1− x2)(1 − k2x2)
.
Replacing x2 by z2t, we obtain
F (z; k) =
1
2
z
∫ 1
0
t−
1
2 (1 − z2t)−
1
2 (1− k2z2t)−
1
2 dt,
which agrees with z2 × (2) with γ = α1 = α2 = −
1
2 , a = 0, b = 1, x11 =
1, x21 = −z
2, x12 = 1, x22 = −k
2z2, [g]t=bt=a = g|t=1 . Thus, the incomplete elliptic
integral of the first kind can be regarded as a solution restricted to a subvariety
of incomplete A-hypergeometric system HA(β, g) for A =

1 1 0 00 0 1 1
0 1 0 1

, β =
(− 12 ,−
1
2 ,−
1
2 ). We will revisit this example in Example 4.
In order to make a rigorous discussion, we need to specify branches of multi-
valued functions appearing in our discussion. In the sequel, zα denotes the
unique analytic continuation of the function zα defined on z > 0 to the upper
and the lower half plane as long as we make no annotation.
Remark 1 Under this definition, we have (zw)α = e2παzαwα for Im z <
0, Imw < 0 and Im zw > 0, (zw)α = e−2παzαwα for Im z > 0, Imw > 0
and Im zw < 0, and (zw)α = zαwα for other cases.
We take real numbers x∗ij > 0 such that
0 <
x∗12
x∗22
<
x∗11
x∗21
< a < b <
x∗21
x∗11
<
x∗22
x∗12
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We consider the simply connected domain define by
(−1)d1Imx11 > 0, (−1)
d2Imx21 > 0, (−1)
d3Imx12 > 0, (−1)
d4Imx22 > 0,
(−1)d5Imx21/x11 > 0, (−1)
d6Imx22/x12 > 0, (−1)
d7Im
x21x12
x11x22
> 0
Here, di takes the values 0 or 1. Since we assume a, b ∈ R and the singular
locus of the homogeneous A-hypergeometric system is x11x21x12x22(x11x22 −
x21x12) = 0, the solutions of our system are holomorphic on each of these do-
mains. We denote by Dd where d = (d1, . . . , d7) ∈ {0, 1}
7 the simply connected
domain standing for d.
We define the four domains as follows
D1112 = {xij | |x21b/x11| < 1, |x21a/x11| < 1, |x22b/x12| < 1, |x22a/x12| < 1}
D1122 = {xij | |x21b/x11| < 1, |x21a/x11| < 1, |x12/(x22b)| < 1, |x12/(x22a)| < 1}
D2112 = {xij | |x11/(x21b)| < 1, |x11/(x21a)| < 1, |x22b/x12| < 1, |x22a/x12| < 1}
D2122 = {xij | |x11/(x21b)| < 1, |x11/(x21a)| < 1, |x12/(x22b)| < 1, |x12/(x22a)| < 1}
|x22/x12|
|x21/x11|
O
1/a1/b
1/b
1/a
D1112
D1122
D2112
D2122
✻
✲
Figure 1: Domains Dkℓij on (|x21/x11|, |x22/x12|)-plane
The point (x∗ij) belongs to the last domain D
21
22. It is easy to see that each
of these domains and Dd has an open intersection since a, b ∈ R.
Remark 2 We note that
(x1i + x2it)
αi = xαi1i
(
1 +
x2it
x1i
)αi
= (x2it)
αi
(
x1i
x2it
+ 1
)αi
for xij > 0 and t > 0. This relation will be used to specify branches of
[g(t, x)]t=bt=a. For example, when (xij) ∈ D
21
22 , we regard [g(t, x)]
t=b
t=a as[
tγ+1(x21t)
α1
(
x11
x21t
+ 1
)α1
(x22t)
α2
(
x12
x22t
+ 1
)α2]t=b
t=a
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of which series expansion converges on D2122 . Since the domain D
21
22 has an open
intersection with Dd, the function [g(t, x)]
t=b
t=a has a unique analytic continuation
to Dd.
4.1 Homogeneous system
As we have proved in Theorem 1, solutions of incomplete A-hypergeometric
systems are holonomic functions. The advantage of this point of view is that
we can apply some algorithms for holonomic systems to study solutions of our
system. For example, we can apply the algorithm given in the Chapter 2 of
[8] to find candidates of series solutions. Holonomic systems which annihilate
these functions can be obtained in an algorithmic way. However, outputs by the
algorithm are sometimes tedious.
In the case of ∆1×∆1-hypergeometric system, solutions satisfy the following
relatively simple holonomic system.

(
θ11θ22 −
x11x22
x21x12
θ21θ12
)
• f = 0
(θ11 + θ21 − α1) • f = 0
(θ12 + θ22 − α2) • f = 0
(∂22 − a∂12)(∂21 − b∂11)(θ21 + θ22 + γ + 1) • f = 0
(4)
4.2 Contiguity relations
We will derive contiguity relations of incomplete ∆1×∆1-hypergeometric func-
tions by applying our two algorithms. In this section, we put β = −γ − 1 to
make formulas of contiguity relations of the incomplete ∆1×∆1-hypergeometric
function simpler forms. We put
Φ(α1, α2, β;x) =
∫ b
a
t−β−1(x11 + x21t)
α1(x12 + x22t)
α2dt.
Theorem 4 The incomplete ∆1 × ∆1-hypergeometric function Φ(α1, α2, β;x)
satisfies the following contiguity relations.
• Shifts with respect to a1 = (1, 0, 0)
S(α1, α2, β;−a1)Φ(α1, α2, β) = α1Φ(α1 − 1, α2, β)
Sˆ(α1 − 1, α2, β; +a1)Φ(α1 − 1, α2, β) = (α1 + α2 − β)Φ(α1, α2, β)− [g(t, x)]
t=b
t=a
S(α1 − 1, α2, β; +a1)Φ(α1 − 1, α2, β) = α2(α1 + α2 − β)Φ(α1, α2, β)
where
S(α1, α2, β;−a1) = ∂11,
Sˆ(α1 − 1, α2, β; +a1) = (x21x12 − x11x22)∂22 + (α1 + α2)x11,
S(α1−1, α2, β; +a1) = x21x22(((a+ b)(x21∂21+x22∂22+1−β)+x11∂21+
x12∂22)∂22+ab(β∂12−x22∂12∂22−x21∂11∂22))+(α1+α2−β)(x21x12∂22+
α2x11)
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• Shifts with respect to a2 = (1, 0, 1)
S(α1, α2, β;−a2)Φ(α1, α2, β) = α1Φ(α1 − 1, α2, β − 1)
Sˆ(α1 − 1, α2, β − 1;+a2)Φ(α1 − 1, α2, β − 1) = βΦ(α1, α2, β) + [g(t, x)]
t=b
t=a
S(α1 − 1, α2, β − 1;+a2)Φ(α1 − 1, α2, β − 1) = abα2βΦ(α1, α2, β)
where
S(α1, α2, β;−a2) = ∂21,
Sˆ(α1 − 1, α2, β − 1;+a2) = x11x22∂12 + x21x22∂22 + α1x21,
S(α1− 1, α2, β− 1;+a2) = (a+ b)x11(α2x21∂21−x21x22∂21∂22−x
2
22∂
2
22+
(β+α2−2)x22∂22−α2(β−1))+ab(x11x22(x22∂22−(α2+β−1))∂12+(α2∂21−
x22∂21∂22)x
2
21 + x21((α1 − 1)x22∂22 − α2(α1 + β − 1)))− x11(x12x22∂
2
22 +
(α1 − β + 1)x12∂22 + x11x22∂21∂22 − α2x11∂21)
• Contiguity relations with respect to a3 = (0, 1, 0) are obtained from those
with respect to a1 by the permutations α1 ↔ α2, xi1 ↔ xi2, ∂i1 ↔ ∂i2.
• Contiguity relations with respect to a4 = (0, 1, 1) are obtained from those
with respect to a2 by the same permutations as above.
Proof. Since the function [g(t, x)]t=bt=a satisfies the condition (1), we can apply
the first algorithm for A = (a1, a2, a3, a4) =

1 1 0 00 0 1 1
0 1 0 1

 to obtain the con-
tiguity relations containing the function [g(t, x)]t=bt=a. Contiguity relations which
do not contain the function [g(t, x)]t=bt=a is obtained from (4). The generation
condition of the trivial ideal generated by 1 is checked for (4) by a computer
and then we can apply the second algorithm in section 3.
Theorem 4 gives contiguity relations for e1 = (1, 0, 0), e2 = (0, 1, 0), but
it does not give those for e3 = (0, 0, 1). The set of vectors {e1, e2, e3} is the
standard basis of Z3. The contiguity relations for e3 can be obtained from
Theorem 4 as follows.
Corollary 1 The incomplete ∆1 ×∆1-hypergeometric function Φ(α1, α2, β;x)
satisfies the following contiguity relations.
• Shifts with respect to e3 = (0, 0, 1)
S(α1, α2, β + 1;−e3)Φ(α1, α2, β + 1) = α1α2(α1 + α2 − β)Φ(α1, α2, β)
S(α1, α2, β − 1;+e3)Φ(α1, α2, β − 1) = abα1α2βΦ(α1, α2, β)
Sˆ(α1, α2, β + 1;−e3)Φ(α1, α2, β + 1) = α1(α1 + α2 − β)Φ(α1, α2, β)− α1[g(t, x)]
t=b
t=a
Sˆ(α1, α2, β − 1;+e3)Φ(α1, α2, β − 1) = α1βΦ(α1, α2, β) + α1[g(t, x)]
t=b
t=a
where
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S(α1, α2, β + 1;−e3) = S(α1 − 1, α2, β; +a1)S(α1, α2, β + 1;−a2),
S(α1, α2, β − 1;+e3) = S(α1 − 1, α2, β − 1;+a2)S(α1, α2, β − 1;−a1),
Sˆ(α1, α2, β + 1;−e3) = Sˆ(α1 − 1, α2, β; +a1)S(α1, α2, β + 1;−a2),
Sˆ(α1, α2, β − 1;+e3) = Sˆ(α1 − 1, α2, β − 1;+a2)S(α1, α2, β − 1;−a1).
Example 3 Let a = 0, b = 1. We consider the following degenerated incom-
plete ∆1 ×∆1-hypergeometric function.
Ψ(α1, β;x) =
∫ 1
0
t−β−1(x11 + x21t)
α1dt
Then the last contiguity relation of Corollary 1 for this function is
x21∂11Ψ(α1, β − 1;x) = βΨ(α1, β;x) + (x11 + x21)
α1 .
Multiplying both sides by x11 and by using the relation of the incomplete A-
hypergeometric system:
x11∂11Ψ(α1, β − 1;x) = (α1 − β + 1)Ψ(α1, β − 1;x)− (x11 + x21)
α1 ,
we have
(α1 − β + 1)x21Ψ(α1, β − 1;x) = βx11Ψ(α1, β;x) + (x11 + x21)
α1+1.
Put x11 = 1, x21 = −y and replace β by −α, α1 by β − 1, we have
(α+ β)(−y)Ψ(β − 1,−α− 1; y) = −αΨ(β − 1,−α; y) + (1− y)β .
Multiplying both sides by −yα, we obtain
(α+ β)B(α + 1, β; y) = αB(α, β; y)− yα(1 − y)β.
This is a well-known relation of the incomplete beta function.
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4.3 Series solutions
We define the following 4 series.
f1112 = x
α1
11 x
α2
12
∑
k,m≥0
(−1)k+m
γ + k +m+ 1
·
(−α1)k(−α2)m
(1)k(1)m
· (bγ+k+m+1 − aγ+k+m+1)
(
x21
x11
)k (
x22
x12
)m
f1122 = x
α1
11 x
α2
22
∑
k,m≥0
(−1)k+m
γ + α2 + k −m+ 1
·
(−α1)k(−α2)m
(1)k(1)m
· (bγ+α2+k−m+1 − aγ+α2+k−m+1)
(
x21
x11
)k (
x12
x22
)m
f2112 = x
α1
21 x
α2
12
∑
k,m≥0
(−1)k+m
γ + α1 − k +m+ 1
·
(−α1)k(−α2)m
(1)k(1)m
· (bγ+α1−k+m+1 − aγ+α1−k+m+1)
(
x11
x21
)k (
x22
x12
)m
f2122 = x
α1
21 x
α2
22
∑
k,m≥0
(−1)k+m
γ + α1 + α2 − k −m+ 1
·
(−α1)k(−α2)m
(1)k(1)m
· (bγ+α1+α2−k−m+1 − aγ+α1+α2−k−m+1)
(
x11
x21
)k (
x12
x22
)m
Here, (a)n is the Pochhammer symbol (a)n := a(a+ 1) · · · (a+ n− 1).
Theorem 5 We assume that γ 6∈ Z, γ + αi 6∈ Z, γ + α1 + α2 6∈ Z.
1. The series fkℓij converges on the domain D
kℓ
ij and has a unique analytic
continuation to Dd. Here, D
kℓ
ij is defined in the beginning of this section.
2. The function fkℓij defined on Dd as above satisfies the incomplete ∆1×∆1-
hypergeometric system for the branch of [g(t, x)]t=bt=a given in the Remark
2.
3. f1112 can be expressed in terms of the Appell function F1 as
f1112 = x
α1
11x
α2
12
(
bγ+1
γ + 1
F1
(
γ + 1,−α1,−α2, γ + 2,
−x21b
x11
,
−x22b
x12
)
−
aγ+1
γ + 1
F1
(
γ + 1,−α1,−α2, γ + 2,
−x21a
x11
,
−x22a
x12
))
.
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Proof. The item 1 is proved by utilizing majorant series. There exists a
constant C such that
C
(
∞∑
k=0
|(−α1)k|
k!
∣∣∣∣bx21x11
∣∣∣∣
k
)(
∞∑
m=0
|(−α2)m|
m!
∣∣∣∣bx22x12
∣∣∣∣
m
)
+ C
(
∞∑
k=0
|(−α1)k|
k!
∣∣∣∣ax21x11
∣∣∣∣
k
)(
∞∑
m=0
|(−α2)m|
m!
∣∣∣∣ax22x12
∣∣∣∣
m
)
is a majorant series of f1112 . Other cases can be shown analogously.
The item 2 is proved by applying the algorithm to find series solutions for
(4) given in the Chapter 2 of [8]. The Gro¨bner cone consists of 8 maximal di-
mensional cones. After constructing series solutions of the homogeneous system
(4), we check if they satisfy the inhomogeneous system (3) and we find these
four solutions.
The item 3 can be proved by utilizing the relation 1
γ+k+m+1 =
1
γ+1
(γ+1)k+m
(γ+2)k+m
.
Example 4 As we have seen in Example 2, the incomplete elliptic integral of
the first kind can be regarded as incomplete ∆1 ×∆1-hypergeometric function.
Let us apply Theorem 5 to obtain an expression of the incomplete elliptic integral
in terms of the Appell function F1.
Put x11 = 1, x21 = −z
2, x12 = 1, x22 = −k
2z2 and α1 = α2 = γ = −
1
2 ,
a = 0, b = 1. Then we have
F (z; k) =
1
2
z ·
1
− 12 + 1
F1
(
−
1
2
+ 1,
1
2
,
1
2
,−
1
2
+ 2;
z2
1
,
k2z2
1
)
= zF1
(
1
2
,
1
2
,
1
2
,
3
2
; z2, k2z2
)
.
This expression of the incomplete elliptic integral seems to be well-known [11].
Remark 3 The common refinement of the Gro¨bner fan of HA(β) and that of
Ann [g(t, x)]t=bt=a is a set of natural domains of definitions of series solutions in
this case.
4.4 Connection formulas
Connection formulas for the Gauss hypergeometric functions are given on the
upper half plane and on the lower half plane. We will give connection formulas
of our series solutions in an analogous way.
The domain of convergence of our series solution fkℓij and Dd is non-empty
and open set for any d, then there exists a unique analytic continuation of the
series fkℓij to the domain Dd. We will give connection formulas among our 4
series solutions on Dd.
Theorem 6 We suppose 0 < a < b and exponents α1, α2, γ are generic.
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1.
f1112 = e
2πiα1f2112 on D(1,1,∗,∗,0,∗,∗)
f1112 = e
−2πiα1f2112 on D(0,0,∗,∗,1,∗,∗)
f1112 = f
21
12 on other Dd’s
2.
f1112 = e
2πiα2f1122 on D(∗,∗,0,1,∗,0,∗)
f1112 = e
−2πiα2f1122 on D(∗,∗,1,0,∗,1,∗)
f1112 = f
11
22 on other Dd’s
3.
f2112 = e
2πiα2f2122 on D(∗,∗,0,1,∗,0,∗)
f2112 = e
−2πiα2f2122 on D(∗,∗,1,0,∗,1,∗)
f2112 = f
21
22 on other Dd’s
Intuitively speaking, the series fkℓij are different expansions of the same inte-
gral (2) in different domains and hence they will agree with some adjustments of
constant factor as in the Theorem. Here, we will give a proof without using the
integral representation. The advantage of this discussion is that we can avoid
topological discussions about choices of branches of the integrand. Analogous
discussion is used to study global behavior of solutions of the Euler-Darboux
equation [9].
Proof. We note 1
γ+m+k+1 =
1
γ+m+1
(γ+m+1)k
(γ+m+2)k
. Then, the series f1112 can
be expressed as a superposition of contiguous family of Gauss hypergeometric
functions as follows.
xα111x
α2
12
(
∞∑
m=0
(
−x22
x12
)m
bγ+m+1(−α2)m
(γ +m+ 1)m!
F
(
−α1, γ +m+ 1
γ +m+ 2
;
−x21b
x11
)
−
∞∑
m=0
(
−x22
x12
)m
aγ+m+1(−α2)m
(γ +m+ 1)m!
F
(
−α1, γ +m+ 1
γ +m+ 2
;
−x21a
x11
))
(5)
The Gauss hypergeometric function has the unique analytic continuation to
Imx21/x11 > 0 and Imx21/x11 < 0. We replace the Gauss hypergeometric
functions in (5) with their series expansions around x21/x11 = ∞. In other
words, we make replacements by using the connection formula of the Gauss
hypergeometric function in (5). For the first hypergeometric function in (5), we
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utilize
F
(
−α1, γ +m+ 1
γ +m+ 2
;
−x21b
x11
)
=
Γ(γ +m+ 2)Γ(γ +m+ 1 + α1)
Γ(γ +m+ 1)Γ(γ +m+ 2 + α1)
(
x21b
x11
)α1
F
(
−α1, 1− α1 − γ −m− 2
1− α1 − γ −m− 1
;
−x11
x21b
)
+
Γ(γ +m+ 2)Γ(−α1 − γ −m− 1)
Γ(−α1)Γ(γ +m+ 2− γ −m− 1)
(
x21b
x11
)−γ−m−1
·F
(
γ +m+ 1, 1 + γ +m+ 1− γ −m− 2
1 + γ +m+ 1 + α1
;
−x11
x21b
)
=
γ +m+ 1
γ + α1 +m+ 1
(
x21b
x11
)α1
F
(
−α1, 1− α1 − γ −m− 2
1− α1 − γ −m− 1
;
−x11
x21b
)
+
Γ(γ +m+ 2)Γ(−α1 − γ −m− 1)
Γ(−α1)
(
x21b
x11
)−γ−m−1
and the analogous formula for the second Gauss hypergeometric function in (5).
The terms obtained from the second terms of the connection formulas of the
Gauss hypergeometric functions are canceled and we obtain
xα111x
α2
12
(
x21
x11
)α1 ( ∞∑
m=0
(
−x22
x12
)m
bα1+γ+m+1(−α2)m
(γ + α1 +m+ 1)m!
F
(
−α1, 1− α1 − γ −m− 2
−α1 − γ −m
;
−x11
x12b
)
−
∞∑
m=0
(
−x22
x12
)m
aα2+γ+m+1(−α2)m
(γ + α1 +m+ 1)m!
F
(
−α1, 1− α1 − γ −m− 2
−α1 − γ −m
;
−x11
x12a
))
.
Expanding the Gauss hypergeometric functions, we see that the above sum
equals to xα111 x
α2
12 (x21/x11)
α1x−α121 x
−α2
12 f
21
12 . Applying the formulas in Remark 1,
we obtain the first result 1. Other cases can be obtained analogously.
4.5 Monodromy formula
It is well known that the monodromy representation of the (complete) ∆1×∆n-
hypergeometric system can be understood as a 1-cocycle of the Braid group
Bn+1 (see, e.g., [4]). Any solution of the incomplete ∆1 × ∆n-hypergeometric
system is written as a sum of a solution of the complete system and a constant
multiple of fkℓij . Then, in order to study analytic continuation of the incom-
plete system, we may study analytic continuation (monodromy) of the function
fkℓij . We only give formula for f
11
12 . Formulas for other f
kℓ
ij can be obtained
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analogously by symmetry. In order to give formulas, we define
f1112 (p, q;x) = x
α1
11x
α2
12
∑
k,m≥0
(−1)k+m
γ + k +m+ 1
·
(−α1)k(−α2)m
(1)k(1)m
· (qbγ+k+m+1 − paγ+k+m+1)
(
x21
x11
)k (
x22
x12
)m
,
f˜(x) = xα111x
α2
12
(
−
x11
x21
)γ+1
F
(
−α2, γ + 1
γ + α1 + 2
;
x11x22
x12x21
)
.
We note that f˜(x) is a solution of the homogeneous system HA(β).
Theorem 7 We fix x12, x21, x22 to real numbers for simplicity and regarded the
function as a function in one variable x11. Let γa be a path which encircles the
point −ax21 in the positive direction and γb be a path which encircles the point
−bx21 in the positive direction. We also suppose that exponents are generic.
The analytic continuations of f1112 along γa and γb are
f1112 (1, 1;x) #γ∗b f
11
12 (1, e
2πiα1 ;x) +
−2πieπi(α1+1)
Γ(−α1)
f˜(x),
f1112 (1, 1;x) #γ∗a f
11
12 (e
2πiα1 , 1;x)−
−2πieπi(α1+1)
Γ(−α1)
f˜(x).
Proof. We replace the Gauss hypergeometric function in (5) with analytic con-
tinuations of them; we utilize the following formula of the analytic continuation
of the Gauss hypergeometric function F (a, b, c;x) along a path which encircles
x = 1 positively.
F (a, b, c;x) # (1−A)F (a, b, c;x) +Bx1−cF (a− c+ 1, b− c+ 1, 2− c;x)
Here, we put
A =
(1− e−2πia)(1 − e−2πib)
1− e−2πic
, B =
2πi
1− c
·
Γ(c)2
Γ(a)Γ(b)Γ(c− a)Γ(c− b)
· eπi(c−a−b).
We note that
1−A = 1−
(1− e−2πi(−α1))(1− e−2πi(γ+m+1))
1− e−2πi(γ+m+2)
= 1− (1− e2πiα1)
= e2πiα1 .
Then, we obtain the first term f1112 (1, e
2πiα1 ;x) of the right hand side of the
first formula by the replacement of the type (1 − A)F (a, b, c;x). We make
replacements of the type x1−cF (a− c+ 1, b− c+ 1, 2− c;x). Then, we have
F
(
−α1 − γ −m− 1, 0
−γ −m
;−
x21b
x11
)
= 1.
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Therefore, we have
xα111x
α2
12
∞∑
m=0
(
−
x12
x22
)m
bγ+m+1(−α2)m
(γ +m+ 1)m!
2πi
−(γ +m+ 1)
·
Γ(γ +m+ 2)2
Γ(−α1)Γ(γ +m+ 1)Γ(γ + α1 +m+ 2)Γ(1)
· eπi(α1+1)
(
−
x21b
x11
)−(γ+m+1)
= xα111 x
α2
12
∞∑
m=0
(
−
x12
x22
)m
bγ+m+1(−α2)m
(γ +m+ 1)m!
2πi
−(γ +m+ 1)
·
(γ +m+ 1)2Γ(γ +m+ 1)2
Γ(−α1)Γ(γ +m+ 1)Γ(γ + α1 +m+ 2)
· eπi(α1+1)b−(γ+m+1)
(
−
x11
x21
)γ+m+1
=
−2πieπi(α1+1)
Γ(−α1)
(
−
x11
x21
)γ+1
xα111x
α2
12
∞∑
m=0
(
−
x12
x22
)m
(−α2)m
m!
·
Γ(γ +m+ 1)
Γ(γ + α1 +m+ 2)
(
−
x11
x21
)m
=
−2πieπi(α1+1)
Γ(−α1)
f˜(x)
which is the second term of the right hand side of the first formula. The second
formula in the Theorem is obtained analogously by exchanging the role of b and
a.
❝❝
O Rex11
Imx11
−ax21−bx21
γaγb
✍✍
✻
✲
Figure 2: Paths γb and γa
Remark 4 The function [g(t, x)]t=bt=a is analytically continued as follows.
[g(t, x)]
t=b
t=a #γ
∗
b
e2πiα1g(b, x)− g(a, x)
[g(t, x)]
t=b
t=a #γ∗a g(b, x)− e
2πiα1g(a, x)
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