Navigating virtual environments usually requires a wired interface, game console, or keyboard. The advent of perceptual interface techniques allows a new option: the passive and untethered sensing of users' pose and gesture to allow them maneuver through and manipulate virtual worlds. We describe new algorithms for interacting with 3-D environments using real-time articulated body tracking with standard cameras and personal computers. Our method is based on rigid stereo-motion estimation algorithms and uses a linear technique for enforcing articulation constraints. With our tracking system users can navigate virtual environments using 3-D gesture and body poses. We analyze the space of possible perceptual interface abstractions for full-body navigation, and present a prototype system based on these results. We finally describe an initial evaluation of our prototype system with users guiding avatars through a series of 3-D virtual game worlds.
Introduction
Navigating in 3-D worlds has usually required a wired interface, game console, or keyboard. The advent of perceptual interface techniques allows a new option: the passive sensing of users' position and pose. Can we interact with virtual environments using untethered gestures for navigation and manipulation?
To date, most methods for integrating pose tracking with a 3-D environment have relied on tethered interfaces. Gesture sensors based on data gloves and magnetic position systems (e.g. [21] ) were the first practical approach to tracking body configuration, and were successfully applied to navigate in many virtual worlds. Schemes without wires but with explicit markers attached to hands or fingers have also been proposed, as in systems for optical motion capture in computer animation.
In this paper we describe a real-time system for tracking a person's articulated pose and gesture, and show how that system can be used to support navigation and interaction with 3-D virtual environments. Gestures, actions, and motions in the real world can cause motion and action to occur in a virtual workspace, e.g. in a game or avatarworld. We also explore the mapping of physical gesture to virtual action. Sensor systems (and our articulated tracker) deliver raw position and orientation information for each articulated limb. For interface use, these are not the desired quantities-we need to understand the abstractions appropriate for passive full-body interface and consider how the various perceptual input degrees of freedom should relate to available commands and options. What gestures should control which virtual actions? E.g., should navigation control be relative or absolute? Direct or indirect? Should gesture or a stateful interface be used? This paper explores these issues in the context of untethered articulated tracking and provides a set of possible interaction models for perceptual interfaces in games and virtual environments.
In the next section we review relevant prior work on interfaces to virtual environments and vision-based interfaces. We then describe our vision-based articulated tracking system and show how it can recover position and pose of people in real time. We then compare different full-body interaction styles for virtual environment navigation and finally report the results of building a real prototype system testing these ideas.
For our initial studies we are focusing on game environments, due to the playful and evocative nature of their visual content and the variety of possible perceptual interaction styles. The virtual world is created using the HALF-LIFE game engine from Sierra/Valve [25] , which allows environments with rich visual form as well as active objects with dynamic behaviors.
Background
Full-body, vision-based perceptual interfaces to virtual worlds actually have a long history of installations in the computer graphics field as well as in interactive art exhibits. The pioneering work of Krueger in the 1970's first combined an image of the user in a virtual world, and allowed [16, 17] . The Vivid group's Mandala system has shown similar interactions in a rich variety of game worlds since the early 1990's [32] . The MIT Media Lab's ALIVE system in 1993 [19] was the first to allow explicit 3-D interaction with a virtual environment and artificial creatures.
Later versions of the MIT system were based on the 'pfinder' vision system [31] , which served as the tracker for a number of full body interfaces. The SURVIVE application of this system [23] is most similar to that used in this paper: driving 3-D navigation in a 3-D game environment from a set of gestures. However in that system an object (toy gun) was explicitly tracked, rather than arm or body gesture. Pfinder also was limited in the range of 3-D cues it could return, since it was based on 2-D silhouette and color flesh tracking. The Dreamscape system at IBM [18] used the pfinder system for navigating a virtual environment with speech and gesture. Cassell and colleagues have used pfinder for tracking simple body gestures for interactive embodied conversational agents [5] .
Krueger's more recent "Small Planet" [17] installation allowed a user to fly above a virtual planet with arm gestures. Sid Fel's IAMASCOPE [11] presented a simple yet captivating visual interaction between a users appearance and a video kaleidoscope. One drawback with most of these systems is that they are based on 2-D segmentation and tracking and often require strictly controlled backgrounds and/or lighting, or restrict their processing to a fixed 2-D region of the image. They also generally do not allow multiple users to interact with a virtual screen simultaneously, and thus do not support collaborative applications. Finally, they are unable to sense many 3-D position and orientation degrees of freedom on users' bodies that are important for natural gestures.
In the computer vision community, approaches to finger and hand tracking using contour and/or skin color detection have been popular techniques, but are often limited to planar interactions [13, 20] . Recently a system for 3-D tracking of hand and face features using stereo color cues was developed [1] . This system was successfully applied to detecting and classifying hand gestures in a conversational system [30, 5] . While the system was in real-time, it relied on an explicit initialization step (the user placed hands in a canonical configuration), and could sense only coarse "blob" features. Although it could estimate the relative position of hands and faces, it could not independently sense arm orientation (unless the user wore a short sleeved shirt).
Hence it was of limited use in tracking natural pointing gestures, although it was able to recognize parametric gestures defined by the relative position of both hands [30] .
Approaches to tracking articulated models in monocular image sequences have been proposed (see for example [4, 26] ; an excellent review article is [12] ). Due to the high dimensionality of the model, many researchers investigated stochastic optimization technics such as particle filtering [24] . Though promising, these approaches are very time-consuming (typically requiring 1000 samples to track simultaneously) and cannot yet be implemented for realtime purposes. To date these efforts have been unsuitable for interface work because they were not real-time or required manual initialization.
Many previous approaches attempt to solve the general problem under monocular conditions (for application on archival movie footage, for example); since we care mainly about the interactive case we rely on direct 3-D sensing with a real-time stereo camera system [8] . Real-time stereo systems can now be constructed using two or more low-cost 'webcams' glued together and calibrated using available software. Correlation matching algorithms, which match small windows of the left and right images to find corresponding points, are available commercially [29, 22] or in the public domain [14] and can be run either on a standard Pentium or low-cost embedded processor and DSP chip. 3-D stereo estimation is not a perfect process, and indeed algorithms for this problem are continually improving; we can expect to see improved algorithms in the computer vision literature with increasing accuracy for the foreseeable future [27, 28] . Nonetheless, the accuracy of the currently available systems using commodity components is accurate enough for the method we describe below.
An early effort to detect pointing gestures with real-time stereo used a generative mixture model to infer arm orientation [15] ; this system worked well for gestures with a fully extended arm which could be modelled using two coarse Figure 2 : 3D cylindrical articulated model shape "blobs". This system could not accurately sense arm con-figurations where the arm was not fully extended, nor could it sense rotations that did not change the apparent shape (but may change it's texture or appearance). We have developed a system that uses motion stereo analysis to track pose in real-time. Our work is similar to [10] . We rely on 3-D shape estimates from stereo correspondence techniques and an approach based on the ICP (Iterative Closest Point) algorithm [2, 7] .
Real-time Vision-Based Position and Pose Tracking
We use a 3-D stereo model of a human form, and match it in real time to the observed 3-D data from a stereo camera. The use of direct 3-D matching allows us to apply relatively straightforward model matching techniques. In order to model human bodies, we use a 3D cylindrical articulated model, as shown in Figure 2 . Limbs (head, torso, arms, forearms) are modelled as rigid bodies connected by spherical joints. We have developed an algorithm for estimating articulated motion based on rigid motion estimates of the articulated model's constituent parts. We use the well-known ICP algorithm to coarsely align two clouds of 3D points and estimate an initial rigid motion between body parts [2, 7] . A joint constraint correction step is added to enforce spherical joint constraints while minimizing the distance between the articulated model and the 3D data. The estimation of the articulated motion only involves the solving of small linear systems [9] .
ICP-based articulated body tracking
Since we are interested in tracking articulated figures, we must add joint constraints to our estimation process. When tracking arms, the standard ICP algorithm is applied to each limb L k giving a motion transformation δ k and associated covariance Λ k . Let R and t be the rotation and translation associated with a motion transformation δ. Here we assume small motions 1 and therefore rotations R can be approximated at the first order by R = I 3 + [w] where [w] denotes the antisymmetric matrix associated with vector w. As a consequence, motion transformation δ are parameterized such that:
It is clear that the set of motion transformations {δ k } does not necessarily satisfy the spherical joints constraint. A correct set of motion transformations {δ k } that satisfies the spherical joints constraint is found by minimizing:
where {M ij } are the joints between limbs L i and L j . Minimizing eq. (1) gives a set of motion transformation {δ k }, which once applied to the articulated model, minimizes the Euclidean distance between the 3-D points and the articulated model while satisfying the spherical joint constraints. We have developed a method to perform the constrained minimization using a linear technique, as described in the next sections.
ICP step
In order to recover the articulated model pose from 3D data, we use an approach based on ICP, a standard 3D registration algorithm. Given a set of 3D data and a 3D model of a rigid object to register, ICP estimates the motion transformation between the 3D model and the rigid object. The algorithm can briefly be described as follows:
1. For each point P i of the 3D model, find the closest point P i in the 3D data. The 3-vector − → f i = −−→ P i P i is the local displacement between the 3D model and the rigid object.
2. Estimate the motion transformation δ by integrating the local displacement − → f i over the entire object.
3. Apply the motion transformation δ to the 3D model. 4 . If the error criterion is less than a threshold then quit, otherwise go to step 1.
The ICP algorithm is applied to each limb L k , giving a motion transformation δ k , and its covariance matrix Λ k (which can easily be estimated as in step 2. of the ICP algorithm). Only front-facing points of the limbs L k were considered.
As stressed in the previous section, the set of motion transformation {δ k } does not necessarily satisfy the spherical joints constraint. A correct set of motion transformation {δ k } that satisfy the spherical joints constraint is found by minimizing eq.(1).
Enforcing joint constraints
In this section we describe a linear technique for enforcing the articulation constraint on the estimated motions. Let M ij be a spherical joint between the rigid bodies L i and L j . Let δ i and δ j be the respective motion transformation applied to the rigid bodies L i and L j . Let R and t be the rotation and translation associated with a motion transformation δ .
The spherical joint constraint on M ij can be written:
Let ∆ be the articulated motion transformation written as:
Let S ij the 3x(6N) matrix defined by:
Eq.(2) is equivalent to:
Similar equations can be written for each joint constraint. By stacking eqs.(3) into a single matrix A, the spherical joint constraints are simultaneously expressed by the equation:
Eq.(4) implies that the articulated motion transformation ∆ lies in the nullspace of the matrix A. Let K be the size of nullspace{A} and v k be a basis of nullspace{A}. We estimate v k from A using a SVD-based approach. There then exists a set of parameters λ k such that ∆ can be written:
Let ∆ red be a vector and V a matrix such that:
Eq.(5) can be rewritten:
Let ∆ be the global motion transformation estimated by applying the standard ICP algorithm to each of the rigid bodies. Let Λ a block-diagonal matrix such that: Λ = diag (Λ 1 , Λ 2 , . . .) . Eq.(1) can be expressed as:
By derivation of the previous equation w.r.t. ∆ red , it can be shown that the minimum of E 2 is reached at:
Finally, the correct articulated motion ∆ is estimated using eq.(6). ∆ can be seen as a linear projection of ∆ on the articulated motion manifold P such that ∆ = P∆:
Pose initialization
The tracking algorithm requires an initial estimate of the body pose. The initialization process requires the user to stand with arms stretched in front of the stereo camera, and a reduced body model is fit to this initial data. This reduced model consists of 3 cylinders (1 for "head+torso", 1 for left "arm+forearm", 1 for right "arm+forearm"), and is fit by hierarchically searching cylindrical structures in 3D reconstructed points (first the cylinder "head+torso", then left and right "arm+forearm" cylinders). The reduced model is then upgraded to the full model by assuming a fixed ratio of lengths between arm and forearm, and head and body.
Exploring Full-Body Navigation in 3D/VR
Our vision-system provides us with raw 3D data such as body pose, arm gestures etc. However these estimates must be transformed into abstractions of gesture, motion, and action and mapped to controls that are useful for an application. The mapping of recognized tokens to application controls depends on both the application and potentially the structure of the physical space. In order to look into this problem more carefully we have created a simple taxonomy for full-body movements in 3D/VR. What is the set of possible motions in a virtual world? We looked to an existing virtual environment with interacting characters to see what functionality needed to be supported to create engaging experiences. We chose the HalfLife system [25] because of its ability to generate engaging and popular virtual environments and games. Using such a popular system for this research purpose has a disadvantage, however, in that it has been designed from the start to work with a set of impoverished input cues-game consoles and keyboards. In an ideal design, a perceptual interface might support other interesting virtual navigation actions that are impossible with a conventional interface.
One of the most challenging tasks in defining a perceptual user interface (PUI) based on gestures is to allow these individual variations. In order to accomplish this we have created a framework that supports multiple forms of static and dynamic gestures. Our current framework envisions the three main forms of full-body interactions model in 3D/VR. We describe each category below and specialize each into one or two concrete models that we have implemented.
We have divided this study into two parts. First we performed a Wizard of OZ (WOz) study with the major aim of gathering qualitative data like: what gestures are most common? should navigation control be relative or absolute? what body poses are used to express movements? etc. Secondly, we ran an experimental study where we studied some of the interaction models that was developed based on the WOZ test.
Wizard of OZ Experiment
The Wizard of OZ (WOz) study invites a qualitative comparison of different abstract interface regimes for body-and gesture-based control of games and virtual environments [6] . In this experimental paradigm, an unseen assistant plays the role of the computer, processing the user's input and responding as the system would. Importantly, the response time should be rapid enough to support satisfactory interactive performance. In the present study, subjects were told that they would be playing the Half-Life computer game, to which they could speak and gesture freely. The user chose where s/he wanted to stand in front of the display screen, and s/he could see there was a camera attached to the screen.
In total we asked twelve volunteer subjects (ten adults, two 10/12 year-old children), to participate in the study. Each of the WOz tests took circa 15-20 minutes to complete.
In both of these studies we used a well as how navigation takes place indoors in more cramped areas. We have also asked our subjects in the WOz part to interact with objects. The task started by asking the subject to walk around in the (virtual) open space outside the house and showing what kind of body-pose and gesture-based interactions that they think is natural to use. We then asked the subjects to enter the house and try to navigate in this narrow and more constrained space. Finally we asked them to interact with a virtual object.
We observed how the users looked around in the environment and whether they needed explicit feedback. They were also given the chance to use a wired console navigate in the environment, but without the WOz intermediary.
Most of the subjects preferred moving the body to create movements (see table 1 ). Several had problems with how to handle rotations, since when they used the torso rotations after they turned 90 degrees they no longer faced the screen and became lost in their orientation. Two subjects preferred arm gestures. One of these subjects preferred pointing, while the other subject suggested smaller and finer grained hand and arm gestures. Many also suggested that the most natural way to look around is to be able to turn the head.
Our system used a projection screen behind the user (see figure 1) , which meant that the user's shadow was often present on the screen. To project the shadow in the image was considered disturbing by some users. However to see your hand on screen was generally considered useful feedback and it was suggested that it might be even more immersive than just having a computer generated picture.
Sound feedback, was generally considered to be important to understand the relation between the environment and the user.
Interaction model for 3D/VR
Based on the WOz study we designed two interaction modes to test with our prototype system, one based on direct interaction and one using a gesture driven paradigm. Table 3 : Estimated ranking of the three tested interfaces
Direct interaction
In this model full normal body movements are used to navigate in the virtual world. The real world movement has a direct mapping to movement in the virtual world that is intuitive and transparent to the users. E.g. if you move forward you will move forward in the virtual world, or if you move sidewise you will move sidewise in the virtual world (see figure 3 ). In addition to be able to move over greater distance than just a physical mapping from a real space into a virtual space would allow, we need to be able to move using relative movement. The speed is set to be relative to a center point initialized by the tracker when the user walks into the interaction area. Our hypothesis is that novel users will easily learn and be able to use this model.
Gesture driven interaction
This model uses gestures to control the virtual environment.
Based on the WOz test we were able to observe that some of the subjects in the test intuitively used a pointing gesture to show the system where they wanted to go. We have therefore defined and implemented an interaction model based on pointing gestures, i.e., the user will go in the direction in which they point and the height of the arm will control the speed (see figure 4.
Experiments
Twelve volunteer adult subjects interacted with the HalfLife game played on a standard personal computer (PC) using a large projection screen for display output. Connected to this PC was another PC running the vision system. Using the HalfLife SDK kit we created a new input device that accepted data from the vision system over the network. This enables us to use old interaction devices at the same time as we test perceptually-based interaction styles The main goal with this study was to perform an initial test of the different interaction models described above. We also tested the performance of these models by comparing them with the standard mouse and keyboard interface. We tested these interaction models:
1. Standard keyboard, 2. Direct interaction using relative body movements, 3. One arm gestured-based models based on pointing. Table 2 shows the result from the experiments. The task in the experiment was identical to the WOz test. First we asked the subject to walk around in outdoor environments (Task 1). This was a fairly easy task with few obstacles in a wide open space. Then we asked the subject to move inside a house (Task 2). This required finer movements due to space limitations (in corridors, doors, stairs, etc) and presence of furniture and other objects. We measured three different parameters for each task: time to complete the task, how many times the subject become lost in orientation and how many times they ran into objects (e.g. wall, furniture).
We observe in this data (see table 2 ) that the gesture interface was more accurate than one based on relative body motion. One explanation is that the variations in terms of physical body movements between the subjects are higher than the variations in pointing. This was partly hinted in the WOz study and hence we incorporated a slowly accelerating function (the Sigmoid function) that worked relative from a center point. As indicated in the study this was clearly not enough and in future work we plan to develop an better adaptive algorithm that handle individual variations.
We can also read from the data that crowded scenes probably require a mixed set of coarse and fine movements since the number of times the subjects become lost and run into objects was significantly higher in this case.
After using each model we asked three different questions and asked for feedback: The fact that the keyboard rating was high was expected, since none of the subjects had any prior experience in using PUI based interfaces. However particularly obvious was that the immersive effect increased with the PUI based interfaces (see table 3 ) . A simple T-test shows a significant difference; t(5) = 3.75, resp. t(5) = 5.37, p < 0.05, that both the pointing and the relative interaction models is preferred for its immersive qualities. In VR and game environments this is often a crucial quality.
Finally we encountered some problems with physical fatigue and dizziness. One person in our test did well using relative movement but when asked to do the pointing interaction he became so dizzy that he needed to give up. He thought the pointing interface made him much less involved in the game while the relative body movements made him more immersed and less dizzy. Some users reported that arm-based gestures were tiring and might not be able to be used continuously over long periods of time.
Discussion
We have shown a new interface technology that makes passive and untethered sensing of users' pose and gesture possible. Our first application of this technology in an interface context is to allow users to maneuver through virtual worlds. We constructed an interaction test bed using an immersive virtual game environment and a projection-based display. We conducted a study of user preferences for this interaction modality using a wizard-of-oz methodology, as well as evaluating performance of the real-time prototype with a small set of novice users. Our results are preliminary and based on a small initial group of users, but they are encouraging. Our interface seems to provide an immersive quality, which is desirable in VR applications.
To be able to move over greater distance than just a physical mapping from a real space into a virtual space would allow, we need to be able to move using relative movement. However we observed that relative movement models can be highly inaccurate for small movements or small adjustments in space. Hence our theory is that both relative and absolute movements are needed, and that the interaction model needs to provide mechanisms to toggle between two types of movements. We also observed collisions caused the completion time to significantly increase. One suggestion that we are exploring in future prototypes is a mixed model, e.g., one that uses pointing model for fine absolute movements and relative movement for coarse movements.
In our most recent prototype we have included not only new models for navigation in virtual space but also methods for interaction with virtual objects. While our navigation modes can in principle be applied to object movement, we believe that interactions with objects are most easily accomplished by arm and hand gestures, such as in Bolt's "Put-That-There" system [3] . This would enable fairly intuitive interaction, i.e. toggling a switch on/off or opening a door, and if combined with speech could create a natural form of dialog. Likewise does we in our current system also integrate speech and hence enable multi-modal interaction. Multi-modal interaction has also been discussed by [6] as an means to manipulate virtual representations.
Perhaps the most important yet technically straightforward extension is to include a multi-user capability in the pose tracking system, so that multiple people can simultaneously interact with an environment.
