Abstract. The aim of this note is to give a simpler proof of a result of Avsec, which states that q-Gaussian algebras have the complete metric approximation property.
Introduction
Bożejko and Speicher introduced q-Gaussian algebras in [BS91] (see also [BKS97] ). These von Neumann algebras are built from operators satisfying a deformation of canonical commutation relations. But they can also be viewed as q-deformations of the free group factors. It turns out that q-Gaussian algebras share many properties with the free group factors: they are factors (see [Ric05] ), they are non-injective (see [Nou04] ), they have the Haagerup approximation property (folklore; see [Was17] for a proof in a more general setting of q-ArakiWoods algebras), etc. One of more important properties of von Neumann algebras studied recently is the notion of strong solidity, first introduced by Ozawa and Popa in [OP10] ; in the same paper they prove that free group factors are strongly solid.
In an unpublished manuscript [Avs11] Avsec proved that q-Gaussian algebras possess the complete metric approximation property (see Theorem A therein). When combined with deformation/rigidity techniques, namely using a malleable deformation, it allowed him to also prove that q-Gaussian algebras are strongly solid (see Theorem B therein). We will reprove the first result, namely we will show the following. Theorem 1.1. Let H R be a real Hilbert space and let Γ q pH R q be the associated q-Gaussian algebra. Let P n : Γ q pH R q Ñ Γ q pH R q be the projection onto Wick words of length n. Then }P n } cb ď Cpqqn 2 , where Cpqq is a positive constant depending only on q.
Corollary 1.2. For any real Hilbert space H R the q-Gaussian algebra Γ q pH R q has the w˚-complete metric approximation property.
The proof splits into two parts -in the first one we analyse the operator space structure induced on the image of P n by inclusion into Γ q pH R q and define some completely bounded maps; we will follow closely the original approach of Avsec. The second part of the proof will consist of showing that a certain linear combination of these maps is equal to the map, whose complete boundedness we want to prove (cf. [Avs11, Proposition 3.18]). Presenting a different (and much simpler) proof of this combinatorial statement is the main aim of this note.
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Notation and preliminaries
The proof will naturally split into two parts. In the first one we will use some operator space techniques and the second one will be combinatorial in nature. This will be reflected in the material presented in this section. All inner products will be linear in the second variable. We will denote the set t1, . . . , nu by rns. For simplicity we assume that the Hilbert spaces are finite dimensional -there is a standard approximation procedure that allows us to do it.
2.1. Operator spaces. An operator space is a Banach space X equipped with a sequence of norms on the matrix spaces M n pXq that satisfy natural compatibility conditions, the so-called Ruan's axioms; any such sequence comes from an embedding X Ă BpHq. For information on operator spaces we refer to the monographs [ER00] and [Pis03] . For a linear map T : X Ñ Y between operator spaces we define its cb norm as
We say that T is completely bounded if }T } cb ă 8.
In this paper we will encounter two special operator space structures on a Hilbert space. We are going to need the notion of a tensor product of operator spaces. The simplest one is obtained by the following procedure: we have two operator spaces X Ă BpHq and Y Ă BpKq and we get an operator space structure on X b Y via embedding X b Y Ă BpH b Kq. It turns out that it does not depend on the embeddings and the completion of X b Y is denoted by X b min Y ; it coincides with the minimal tensor product of C˚-algebras, in case X and Y are C˚-algebras.
There is also a special tensor product of operator spaces, called the Haagerup tensor product, which does not have a counterpart for Banach spaces; the Haagerup tensor product of two operator spaces X and Y will be denoted by X b h Y . One of its key properties is self-duality, i.e. pX b h Y q˚» X˚b h Y˚for finite dimensional operator spaces X and Y . For the definition and more information, see [ER00, Section 9]. We just collect here the properties that will be useful for us in the sequel. 
2.2. q-Gaussian algebras. We will now define q-Gaussian algebras, introduced by Bożejko and Speicher (see [BS91] ).
Let H R be a real Hilbert space and let H be its complexification; we will denote the complex conjugation by I. We would like to define the q-Fock space, which will be a certain completion of the tensor algebra À ně0 H bn (both the direct sum and the tensor products are algebraic here, also H b0 " CΩ).
Definition 2.4. Let H be a complex Hilbert space. Fix q P p´1, 1q. For each n P N we define an operator P n q :
where ipπq :" |tpi, jq : i ă j, πpiq ą πpjqu| is the number of inversions of the permutation π. This operator is injective and positive definite (see [BS91, Proposition 1]) and therefore defines an inner product on H bn . The P n q 's combine to give an inner product on
and the completion of this space with respect to this inner product is called the q-Fock space and is denoted by F q pHq.
In order to define q-Gaussian algebras, we have to present an important class of operators on the q-Fock space.
Definition 2.5. Let ξ P H. We define the creation operator aq pξq : F q pHq Ñ F q pHq by the formula
We define also the annihilation operators by a q pξq :" paq pξqq˚. Their action on simple tensors is given by
where the hat over v i means that this vector is omitted.
These operators extend to bounded operators on F q pHq and satisfy the q-commutation relations a q pξqaq pηq´qaq pηqa q pξq " xξ, ηy Id. Definition 2.6. Let H R be a real Hilbert space with complexification H. We define the q-Gaussian algebra Γ q pH R q to be the von Neumann subalgebra of BpF q pHqq generated by the set taq pξq`a q pξq : ξ P H R u.
The vector Ω is a cyclic and separating vector for Γ q pH R q, moreover the corresponding vector state is a faithful trace. In particular, the L 2 -space L 2 pΓ q pH Rcan be identified with the Fock space F q pHq. On can show that for any simple tensor v 1 b¨¨¨b v n P H bn there exists a (unique!) operator W pv 1 b¨¨¨b v n q such that W pv 1 b¨¨¨b v n qΩ " v 1 b¨¨¨b v n ; these operators will be called the Wick words. Actually, there is an explicit formula for them (see [BKS97, Proposition 2.7]). Lemma 2.7. We have
where for A " ti 1 ă¨¨¨ă i k u and rnszA " tj k`1 ă¨¨¨ă j n u we have ipAq :" ř k l"1 pi l´l q, aq pv A q :" aq pv i 1 q . . . aq pv i k q, and a q pIv rnszA q :" a q pIv j k`1 q . . . a q pIv jn q.
Remark 2.8. The notations ipAq and ipπq are consistent, if we identify A with a permutation π A of rns given by π A plq :" i l for l ď k and π A plq :" j l for l ą k. Some authors identify these permutations with representatives of cosets S n {pS kˆSn´k q with the minimal number of inversions. It is useful to think of ipAq as the cost of moving the set A to the left of rns. First, you move i 1 to the first spot, so you need to make i 1´1 moves. Then the first spot is taken, so you move i 2 to the second one and the cost is i 2´2 ; proceed like that for other elements of A.
We will need more information about the operators P n q . It was noted by Nou (see [Nou04,  Lemma 1]) that they are invertible. Therefore, whenever we have a partition n " n 1`¨¨¨ǹ k , we may consider Rn 1 ,...,n k -the unique operator on H bn such that P n q " pP n 1 q b¨¨¨b P n kRn 1 ,...,n k . One can easily check that Rn 1 ,...,n k is really the adjoint of the identity map R n 1 ,...,n k : H 
with the same notation as in (2.2). For future use, we record here some equalities pertaining to operators Rn ,k,l .
Lemma 2.9. We have
Proof. It follows from equalities R n,k`l pId n b R k,l q " R n`k,l pR n,k b Id l q " R n,k,l .
We also introduce two complex conjugations on H bn : I n given by the formula I n pv 1 b¨¨b v n q " Iv 1 b . . . Iv n and J n given by J n pv 1 b¨¨¨b v n q :" Iv n b¨¨¨b Iv 1 (this is the modular conjugation); they are both antiunitaries on H bn q . They are related by J n " I n σ n , where σ n pv 1 b¨¨¨b v n q :" v n b¨¨¨b v 1 is a self-adjoint unitary; usually we will just write I and J without the superscripts. With these two conjugations we can associate two different pairings:
(1) m n : H bn b H bn Ñ C given by m n pξ b ηq :" xJ n ξ, ηy q ; (2) r m n : H bn b H bn Ñ C given by r m n pξ b ηq :" xI n ξ, ηy q . We will continue to use the same notation for pairings that involve only part of the tensor product, i.e. m j might also mean Id n´j b m j b Proof. We have W pηqΩ " η. By linearity of the formula we can assume that both ξ and η are simple tensors, i.e. ξ " ξ 1 b¨¨¨b ξ n and η " η 1 b¨¨¨b η k . We can use the Wick formula (2.2) to write W pξ 1 b¨¨¨b ξ n q " ř AĂrns q ipAq aq pξ A qa q pIξ rnszA q. The action of aq pξ A q is very simple, so we just need to understand a q pIξ rnszA qpη 1 b¨¨¨b η k q. Say that |A| " n´j. Then a q pIξ rnszA qpη 1 b¨¨¨b η k q will belong to H bk´j ; let µ P H bk´j . We will compute the inner product xµ, a q pIξ rnszA qpη 1 b¨¨¨b η k qy q . Because a q pIξ rnszA q˚" a q pJξ rnszA q (adjoint reverses the order), we get that this is equal to xJξ rnszA b µ, ηy q . It would be easier to compute this inner product in H qRj ,k´j , it is possible to switch between the two, at the expense of applying Rj ,k´j to η. This gives us xJξ rnszA b µ, ηy q " r m k´j m j pIµ b ξ rnszA q b Rj ,k´j pηq. It follows that a q pIξ rnszA qη " m j pξ rnszA b Rj ,k´j pηqq. We can finish the proof by invoking the formula Rn´j ,j " ř AĂrns,|A|"n´j q ipAq ξ A b ξ rnszA , combined with the formula for aq pξ A q.
We will need one more ingredient, crucial for constructing approximating maps on the q-Gaussian algebras.
Proposition 2.11 ([BKS97, Theorem 2.11]). Let T : H R Ñ H R be a contraction on a real
Hilbert space. Then there exists a unique map on Γ q pH R q, called the second quantisation of T and denoted by Γ q pT q, which satisfies Γ q pT qpW pξ 1 b¨¨¨b ξ n" W pT ξ 1 b¨¨¨b T ξ n q.
Moreover, this map is unital, completely positive and trace-preserving.

CMAP and Haagerup's argument
In this short section we discuss why Theorem 1.1 implies Corollary 1.2, basing on a classical argument of Haagerup. We first need to define the w˚-complete metric approximation property.
Definition 3.1. Let M be a von Neumann algebra. We say that it has the w˚-complete metric approximation property if there exists a net of maps tT i : M Ñ Mu iPI that are finite rank and completely contractive, and lim iPI T i pxq " x in the w˚-topology for any x P M.
We denote by P n : Γ q pH R q Ñ Γ q pH R q the projection onto Wick words of length n, i.e. the operator P n pW pξ 1 b¨¨¨b ξ m q " δ nm W pξ 1 b¨¨¨b ξ m q; as we will discuss in the next section, it extends to a continuous map on Γ q pH R q.
Proof of Corollary 1.2. We assume that Theorem 1.1 holds, i.e. }P n } cb ď Cpqqn 2 . We need to define the net of approximating maps. We consider T n,t :" Γ q pe´tqQ n , where Q n :" ř kďn P k is the projection onto words of length at most n. These maps are finite rank (recall that we assume dim H R ă 8) and we would like to check that they are (almost) completely contractive, if we let n depend on t. We have }T n,t } cb ď }Γ q pe´tq} cb`} Γ q pe´tqpId´Q n q} cb by the triangle inequality. Clearly }Γ q pe´tq} cb ď 1 and Γ q pe´tqpId´Q n q " ř 8 k"n`1 e´k t P k , so }Γ q pe´tqpId´Q n q} cb ď Cpqq ř k"n`1 e´k t k 2 . This is a tail of a convergent series, so we can make it arbitrarily small if we let n be large enough. It will give a bound }T n,t } cb ď 1`ε, so the maps S n,t :" Tn,t }Tn,t} cb are completely contractive and for appropriate choice of n and t they do not differ much from T n,t . In order to check convergence lim S n,t x " x it suffices to check it for T n,t . Note that the operators T n,t induce contractions on the level of the L 2 -space, i.e. on the Fock space F q pHq. Since T n,t x sits inside the unit ball, if it converges in L 2 -norm, it also converges strongly, hence ultraweakly; it suffices to prove convergence in L 2 -norm. But the operators T n,t are uniformly bounded, so it is enough to check this convergence on a dense subset, and we can choose tensors of finite rank as such a subspace; it is very simple to check the convergence there.
Proof of the main result
We would like to show now that the projection P n : Γ q pH R q Ñ Γ q pH R q is completely bounded, and the bound on the cb norm is polynomial in n. In order to proceed, we need a notation for the image of P n -we will denote the space of Wick words of length n by X n . We will first deal with the operator space theoretic considerations and then go on straight to the proof of the combinatorial formula presented in Proposition 4.6. The consistent use of properties of the operators Rn ,k (cf. (2.3)) instead of combinatorics of pair partitions will be key to obtaining a simple proof.
4.1. Operator space of Wick words of length n. We start with non-commutative Khintchine inequality obtained by Nou (see [Nou04, Theorem 1]), which provides the operator space structure of X n . It means that the map ι n : X n Ñ Y n :" À n k"0 pH bn´kc b h pH bkr given by W pξq Þ Ñ pRn´k ,k pξqq 0ďkďn is a completely isomorphic embedding, with distortion at most Cpqqpn`1q. Therefore it suffices to prove that the map ι n˝Pn is completely bounded. It will actually be easier to prove that the predual of this map is completely bounded; in principle, it is not entirely clear that it admits a predual but we will write it down explicitly and then checking that it is a predual is a simple exercise. So we will work with the map (we use the completely isometric complex conjugation to forget about the identification of
given by Φ n pξ 0 , . . . , ξ n q :" ř n k"0 Φ n´k,k pξ k q with Φ n´k,k pξq :" W pR n´k,k pξqq. Recall that R n´k,k pξ 1 b¨¨¨b ξ n´k b h ξ n´k`1 b¨¨¨b ξ n q " ξ 1 b¨¨¨b ξ n .
Remark 4.2. In order to prove Theorem 1.1, it is enough to prove that }Φ n´k,k } cb ď Cpqq for any n and k.
Since it will simplify the notation, we will work with the maps Φ n,k . We will write it down in terms of some other maps, whose complete boundedness is easy to check.
Then }v n,k } cb ď 1.
Proof. We can view v n,k as a restriction of the multiplication map on F q pHq r b h F q pHq c . By Proposition 2.3 this space can be identified with the trace class operators S 1 pF q pHqq (up to identification F q pHq » F q pHq). The map from S 1 pF q pHqq to L 1 pΓ q pH Ris precisely the predual of the inclusion Γ q pH R q ãÑ BpF q pHqq.
As mentioned in the introduction, the important combinatorial input will be a formula presenting a Wick word in terms of products of shorter Wick words. This aim will be achieved using the following maps. In the next subsection we will show that Φ n,k " ř minpn,kq j"0 α j w j n,k for an appropriate choice of scalars α j . 4.2. The combinatorial formula. This subsection is devoted to the study of maps w j n,k . Previously we had to be careful with certain operator space theoretic identifications, because we had to ensure complete boundedness of certain maps. Now our only concern is an algebraic equality, so we will drop most of the decorations. So now w j n,k will be treated as a map from H bn`k to F q pHq, where W pξq P L 1 pΓ q pH Ris identified with the corresponding tensor ξ. Since w j n,k gives as an output a product of two Wick words, we fill use the formula (2.4) to make the result of applying w What remains to be done is the appropriate choice of coefficients α j . We need cancellations, so the signs must alternate and we will work with powers of q, so it will be easier to work with a coefficient β j such that α j " p´1q j q β j . Suppose that we have a set A " ti 1 ă¨¨¨ă i j u with ipAq " ř j l"1 pi l´l q. In case i 1 " 1 the corresponding permutation arises also from the subset A 1 :" ti 2 ă¨¨¨ă i j u with ipA 1 q " ř j l"2 pi l´p l´1qq " ř j l"1 pi l´l q`pj´1q " ipAq`j´1. If we want the cancellation, it follows that β j´1`p j´1q " β j . Since we know that β 0 " 0, it follows that β j "`j 2˘. We just have to check that these coefficients also work in the case 1 R A. Then the set r A :" t1 ă i 1 ă¨¨¨ă i j u yields the same permutation and ip r Aq " ř j l"1 pi l´p l`1qq " ipAq´j. So the compatibility condition in this case is β j`1´j " β j , i.e. β j`1 " β j`j , which is satisfied by our choice. Thus we have proved the following proposition. 
