This paper presents an energy-efficient downlink precoding scheme with the objective of maximizing system energy efficiency in a multi-cell massive MIMO system. The proposed precoding design jointly considers the issues of power control, interference management, antenna switching and user throughput in a cluster of base stations (BS). We demonstrate that the precoding design can be formulated into a general sparsity-inducing non-convex problem, which is NP-hard. We thus apply a smooth approximation of zero-norm in the antenna power management to enable the application of the gradient-based algorithms. The non-convexity of the problem may also cause slow convergence or even divergence if some classical gradient algorithms are directly applied. We thus develop an efficient alternative algorithm combining features from augmented multiplier (AM) and quadratic programming (QP) to guarantee the convergence. We theoretically prove the convergence conditions for our algorithm both locally and globally under realistic assumptions. Our proposed algorithms further facilitate a distributed implementation that reduces backhaul overhead by offloading data-intensive steps to local computation at each BS. Numerical results confirm that our methods indeed achieve higher energy efficiency with superior convergence rate, compared to some well-known existing methods.
I. INTRODUCTION
A central theme in developing the next generation mobile communication system is the drive for higher data rate at a lower energy consumption. Today's communication system designer must be aware of both the throughput performance as well as the corresponding power cost, and as a result Energy Efficiency (EE) has become an important metric for network evaluation and optimization [1] - [3] . EE is usually defined as the ratio between the achieved throughput (in bits/s) and the corresponding power consumption. Since in today's communication systems there are increasingly more interacting subsystems, it is not immediately obvious whether previously proposed network control schemes, aiming to achieve either high system throughput or low power, can still work under high EE requirements. It is a worthy question to see if it is viable to follow the network utility optimization path to design a network: how to maximize EE when the scenario is constrained by quality-of-service (QoS) requirements and power limits, or maintaining a certain level of fairness among users and base stations (BSs) as reported in [4] - [6] .
For achieving new levels of high EE communication, Massive MIMO is a promising technology currently under test and development for the 5G communication standard. Its salient feature is that BSs are equipped with an excessive number of antennas, much higher than the number of served users, to achieve aggressive diversity gain. The enabling mechanism behind this benefit is favorable propagation, i.e., when the number of BS antennas M → ∞, the channel characteristics become almost deterministic, and the radio links become near-orthogonal to each 4 inducing non-convex problem with a separable structure, which is considered an NP-hard problem to solve for a global solution.
• We leverage the separable structure to transform the problem so that it can be solved in a distributed manner. The smooth approximation of zero-norm constraints are given, and we also show the series of transformations needed to arrive at the iterative algorithm combining features from Newton's Method and augmented multiplier method. We first give a theoretical proof to show that it is convergent when the initial solution is sufficiently close, which is not a trivial property when the objective is non-convex. We then show the additional steps it requires to guarantee convergence for any initial solution.
• We present numerical results to demonstrate the effectiveness of the proposed algorithm, both in terms of convergence speed and achieved energy efficiencies, under different system parameters, with results from other schemes for comparison. Some useful conclusions for system deployment can be learned from the results.
Organization and Notation:
The remainder of the paper is organized as follows. Section II introduces more current state of this area of research. Section III states the system model and problem formulation. In Section IV the motivation, derivation and analysis of the algorithm and the transformation of the problem needed are given. Section V presents the numerical results for performance evaluation and comparison with other methods, and the lessons learned from the application of such method. Section VI concludes the work and gives additional remarks.
Mathematical notation note: in this paper we use calligraphic letters (A) for sets, capital letters (A) for the set cardinality and corresponding lower-case letter as a specific member of the set (a ∈ A). Bold letters denote a vector or matrix, and square brackets with subscript is a vector by enumeration, e.g. [x b ] b∈B is a set of all x b when b ranges from the set B.
• denotes element-wise product.
II. RELATED WORK
The precoding process refers to the scaling and phase changing manipulation of transmitting signals such that the received signals could have desired properties. Massive MIMO is a natural extension of the Multi-User MIMO, where the massive number of antennas can only be put to use when precoding vectors are properly selected for a system design goal. The original paper [7] gives a closed-form expression to the key system performance metric and discusses the choice of key system parameters like antenna and user number. Based on those, there have been many works on the design guidelines to optimize system performance metrics [16] , [17] .
However, those results assume certain kinds of precoding schemes and the problem of designing energy-efficient system when precoding scheme is also considered has yet to receive enough attention. The mainstream approach is linear precoding, which calculates the coefficients for linear combination at the receiver, for example zero-forcing, and signal-to-leakage-and-noiseratio(SLNR). They are cheap to implement at the cost of sub-optimal system throughput. One thread of research is to extend these results to multi-cell scenarios and distribute the computation; however many do not consider the energy implications and could be operating in low EE regime.
Also a central controller who are assumed to have CSI information from the BSs could bring high communication and processing overhead which could result in hidden energy costs; another related, but different approach is to maximize the minimum SINR with power constraints. While easier to solve, these problems often share the drawbacks of not adapting to the current traffic: the constraints need to be reset and found by hand or another process in order to operate efficiently.
For advanced convex optimization techniques in the multi-agent setting, currently the most popular method is Alternating Direction Multiplier Method. In [18] ADMM is used in combination with Semidefinite Relaxation to solve the coordinated beamforming with uncertainties modeled as ellipsoid in the CSI for throughput gain. The authors of [19] further extend the work to consider a general form of CSI uncertainties that gives closed-form solutions in the strongly convex cases. However they invariably need to rely on the usage of Semidefinite relaxation, which ignores one of the matrix rank constraints in order to readily apply ADMM. A joint solution regarding BS clustering and beamforming is given in [20] . [21] provides a general framework for using primal-dual perturbation method, which can be seen as a version of the multiplier methods for optimization that has involved and coupled constraints. Another good introduction of the ADMM algorithm use in wireless network is presented in [22] , which gives the result of how to obtain infeasibility certificate and speed-up tricks. Yet they all have to either model the problem in the convex form, which is limiting for EE design goal, or use convex approximation at local iterations, incurring additional complexity. Another important mathematical tool to deal with CSI uncertainty is random matrix theory, where the linear precoders could be adapted to the stochastic forms according to the level of available channel knowledge. While providing a low-cost computation with reasonable performance, the drawback in this approach is that they need to be built on existing assumptions on the modeled system, e.g., the used precoding scheme, knowledge on the channel state, making their results dependent on the system specification and 6 lacking the ability to generalize.
III. SYSTEM MODEL AND FORMULATION

A. System Model
We consider a Massive MIMO network deployed in a two-tier HetNet topology, with a macrocell covered by MBS and small cells of SBSs on top of it, as illustrated by Fig. 1 . There is a set of BSs B = {0, 1, · · · , B}, with MBS as the 0-th one, and the other B SBSs. Each BS b ∈ B is equipped with a set of antennas N b , which could be different as the network may be heterogeneous. Each of the K single-antenna users u k ∈ U can associate with one or more BSs and suppose that the set of users associated with BS b is U b . For clarity, the associated BSs of a given user u k is given by the set B k . The system works in the Time Division Duplex (TDD) mode, and we consider Rayleigh fading in the channels. During one coherence block, the channel is considered flat and we model the received base-band signal of user u k from base station b as
, where h b,k ∈ C N b represents the channel between BS antennas and the single user antenna, and with the Rayleigh assumption satisfying i. 
In the general case all BSs are allowed to transmit to all users, but according to the recent studies it is often more efficient to have only one BS per UE, which is the assumed operating mode here. Each term in Eq. (1) is the intended signal power, intra-and inter-cell interference, and all uncorrelated signal plus receiver noise. s b,k ∼ CN (0, 1) is the intended signal from BS b to user k and is assumed to be drawn from a Gaussian code book.
In terms of power relations, from the above assumptions we can write the Signal-to-Interferenceand-Noise per user (SINR bk ) as given by
where I bk is the interference power expressed as the sum of intra-and inter-cell interference, and N bk is the noise power of the user across the used spectral band.
The rate achievable to user b k is then
B. Power Model
The power of a Massive MIMO BS station should be modeled in a way that reflects the real-world operating costs. Simplified models where the amortized power level decreases to zero as the number of antennas goes to infinity is unrealistic in EE analysis, since the diminishing return of SE and non-linear increase in system power cost is not considered. To remedy this, the power consumption of a BS is divided into dynamic and static parts. The dynamic part represents the precoding controlled radio transmission power, and is a function of the throughput, which ultimately depends on factors like beamforming vectors, power control and number of active antennas, which are the control variables in response to the traffic.
One major part of the static power lies with the hardware power consumption P hard , which consists of the active radio power, which is a linear function of the number of active antennas. This is to represent the associated radio power cost that is more of an overhead, not dependent on the activity level as opposed to the dynamic power.
Another source of power models the signal processing and backhaul transmission P SP , which is a function of the amount of needed data for computation and transmission [23] , estimated from the algorithm. It incorporates the power used to encode/decode symbols, estimate channels and calculate necessary control signals in addition to the backhaul transmission costs. All radiorelated power terms are further scaled by a hardware efficiency factor θ b , so as to model the effects of different hardware capabilities in the presence of heterogeneous transmitter. In essence the base station power under consideration is the sum of the following (base station subscript b omitted for clarity):
where U is the shorthand for ww T , the correlation matrix for precoding vector; N b is the number of active antennas with the constant P ant the overhead power cost per antenna; P fixed is the constant term for other power consumption and r k is the data rate for the k-th user in the current cell; P SP-Unit is the signal processing power per unit data flow.
C. Sparse Solution
Since the base station power constitutes almost 60% of all power usage in a communication system [24] , and the majority of them dedicated to radio circuits, it is necessary to try to find precoding vectors that utilize few antennas when it is feasible, e.g., when the QoS requirements are satisfied in low data-demand scenarios. Although this may contradict with the main features of Massive MIMO, whose gain results from adding BS antennas to maximize the utilization of degree-of-freedoms available in the channel, it could be beneficial to turn off the excess antennas when high throughput is less important than energy saving. In terms of optimization this could translate into a penalty term that measure the sparseness of the solutions. The optimization problem combining constraints on sparsity has been explored, e.g. in [25] . Optimally, antennas which when put together do not improve diversity gains should not be selected. From this starting point many reported heuristics base their calculation on the channel correlation [26] , or in the simple case select those with the strongest channel. However, it remains to be seen if there is a way to directly calculate a good subset of antennae for transmitting in a real-world setting, because the problem is a combinatorial programming known to be NP-hard. This class of sparse solution problem finds many uses in classification, machine learning and signal processing. One common way of approximating this problem is to use L 1 norm. This is a commonly used technique and they are equivalent asymptotically in the high dimension regime. In this paper we use the L 1 norm of w vector for the sparseness metric. To explore such possibilities, the N b in Eq. 5 is taken as the number of non-empty vectors in the precoding matrix W b :
Such an addition is by no means trivial; it forces the solved solution to have group sparsity in the precoding vectors. L 0 norms as constraints essentially transform the original problem to a combinatorial optimization -since it is reducible to solving a Optimum Subset problem, which is of NP-hard class. Moreover, its presence is troublesome for numerical algorithms as it is not differentiable, therefore to use the usual gradient-based algorithms transformations are necessary to make it tractable.
D. Problem Formulation
The problem of maximizing the energy efficiency utility within a BS cluster B can be formulated as such: the optimization variables are {w bk } bk , the set of all precoding vectors, and θ b the individual hardware efficiency of base station b, and U is a utility function of all BS energy efficiencies defined on R B → R. We will use a linear combination of the individual EE for illustration, although as long as it is twice differentiable with a separate structure:
our algorithm still applies. Constraints Eq. (7b) requires that individual user throughput needs to be larger than a fixed lowest value; Constraint Eq. (7c) specifies that each BS is limited by the available amount of backhaul. Eq. (7d) provides a hard limit on the total power per BS, denoted asP bb , which is determined by the maximum allowed operation power. The rest of the constraints specifies the throughput and antenna count expressions used.
Then the problem is expressed as:
The problem in the form as it stands cannot be solved efficiently with current numerical techniques. This is because 1) the objective function and the constraint are non-convex and non-smooth; 2) the interference calculation requires the central controller to process a very large matrix. In a general non-convex problem it would result in an unacceptable run-time. To deal with these issues, first we transform the original problem in Problem (7) into the following problem with newly added auxiliary variables:
Problem (8) has the same optimal solution to problem (7).
Proof. If the constraints with newly added variables are equal at optimum, we can easily check that it is equivalent to any optimum of the Problem (7). Then by contradiction one can see that these constraints cannot possibly take strict inequality sign at optimum. For example, if Eq. (8c) were to take strict less than, then one can choose a lower value forP b such that equality is assumed, without violating other constraints. Moreover, with smallerP b , the lower bound ρ b can be increased which leads to a lower objective. The same arguments can be made for all newly modified constraints, because any strict inequality would result in "free lunch", the adjustments that do not violate existing constraints and improve the objective values. Hence we can say that these constraints must be equal at optimum, at which point it is the same as the problem before transformation.
This purpose of this step is to mainly eliminate the non-linear equality constraints, because even when the non-linear functions are convex, equality constraints containing them cannot be convex; hence it is necessary to put them into inequality forms; also this step reduces the amount of coupled terms between the constraints such that it is easier to analyze and solve with existing algorithmic frameworks. This is done by substituting variables with their upper or lower bounds. With the above preposition, one can see that at optimum such inequalities will all turn to equalities. However, the constraints that comes with non-convex, non-smooth terms are still present and needs to be treated in the algorithm development.
A. Smooth Approximation of the 0-norm
The 0-norm counts the number of non-zero elements in a vector. It is difficult to handle in the usual numerical algorithm design procedure because it is not differentiable or even smooth, rendering typical gradient-based methods ineffective. The difficulty does not stop at a lack of gradient: 0-norm constraints can be reduced in polynomial time to the combinatorial optimization problem of selecting the optimum subset, hence it in fact encodes an NP-class problem.
For optimizing the antenna selection in this manner there are methods, e.g., the typically used branch-and-bound [27] . Alternatively, one may use a greedy-based heuristic antenna selection procedure first for picking out a reasonably good subset. Here we propose to use a smoothing approximation to include antenna selection into our algorithmic framework, which incurs a lower complexity and naturally lends its form to gradient-based methods.
The key observation towards making such an approximation is to associate all antennas j in the BS b with random variables ζ = {ζ bj } b∈B,j∈{1,2,··· ,N b } , which may be called "switch variables" and take on values in [0, 1]. The precoding vector for user k in BS b changes from
T , where elements w bk,j are signal weight for one antenna j for BS user bk have sparsity constraints since we want some of them to be zero across all K users,
T , whereŵ bk,j do not have sparsity constraints. Notice that switch variables ζ are set per BS antenna and is the same across the users. Now the sparsity requirement need to be expressed in terms of constraints on {ζ bj } b∈B,j∈A b .
We can still see that the new precoding vector expression is connected to the original problem:
if the ζ random variables are set in a way that take value 0 with higher probability for some of the antennas more than other antennas, then we can see that it means the sparse solution is to set those precoding values w bk,j to zero. The natural candidate is to model ζ as binomial random variables, and tweak the success probability as an optimization variable; but its discrete nature makes it hard to work with gradient methods, so instead we consider its continuous approximation concrete distribution [28] . This approximation is a parametric family of continuous distributions, which are crafted to allow gradients to be derived at points that correspond to its discrete counterparts.
This approximate distribution which gives the probability distribution on [0, 1] is generated like this, with subscript b for individual base station omitted: As a result, the number of active antennas in the precoding vector is approximated by the expectation of the number of non-zero switch values, which can be calculated from the non-zero probability of the distribution given by Eq. (9b):
where Q(x; φ) is the CDF of random variable ζ in Eq.(9a).
In this way, instead of directly optimizing precoding vectors w for sparse solutions, the distribution parameters φ b,j are optimized such that the induced distribution would push switch variables to 0 whenever possible. The price to pay is that the expressions involving the precoding vector, e.g., g(w) needs to be replaced by its expectation over the distribution of ζ, which can be approximated by its sample mean:
, where S is the number of samples of ζ and ζ (s) the s-th sample of ζ. 
B. Formulation for Decentralization
With the sparsity constraints smoothed by the above approximation, the next goal is to obtain a proper formulation where the possible separation is exploited to arrive at a decentralized energy efficiency algorithm. The assumption is that through a central controller all the participating BSs could exchange at least partial information on their neighbor's channel so that cooperation is possible, therefore there is a fundamental trade-off between the effects of coordination and the communication overhead; this assumption has been used in most of the literature concerning collaborating cells [29] , [30] .
This step of transformation uses the consensus form programming [31] . The motivation is simple: constraints are said to be coupled if the same variables are used by multiple BSs.
Instead of considering them together, it is possible to distribute them to local estimated versions and align them together through iterations. This approach could resolve the inter-dependence between base stations and make it possible to offload part of the computation to the BS side. In this transformation, the cross-interference power terms are treated as the consensus value. We can let ι b bk be the ICI for cell b to a user bk, κ b,bk to be the intra-cell interference:
Each BS knows their ICI imposed on other, hence at any moment of the system there must exists such a vector that captures all the ICI's, which we define as
, because they know the CSI to users outside of their cell. At the same time each BS does not know the ICI caused by others to the users in its own cell, for which it does not have the CSI to calculate, hence there is a need to communicate at a central node. We define
And it's not hard to see that there is a linear mapping matrix A b with elements either 0 or 1 such that
. This form greatly facilitates algorithm development, because ν b are the "local" information which can be calculated at each BS, and when they are gathered together at the center they must be reconciled to satisfy the consistency constraint. Instead of communicating all CSI information, now each BS only transmits (N c − 1) × K power information, which does not scale with the massive number of antennas in our problem, and is usually quite small.
With the above transformations, we have smoothed and decoupled the constraints as much as possible; all but one constraint are functions of individual BS's own state l b . For clarity of notation and the following analysis, we rewrite the problem:
where L b is the feasible region of all the BS-local variables. Each BS stores the state information l b , which will be updated in the following iterative algorithm, containing the precoding vectors, ICI, power and EE. The global state of the interference terms are put in vector ι. The shorthand of the problem is then
where h b is a vector-valued indicator function whenever l b ∈ L, ∀b, and constraint Eq. (16b) encapsulates coupled connection between the BSs.
C. Decentralized Precoding Algorithm
At this point it is tempting to try applying the popular Alternating Direction Multiplier Method (ADMM) like stated in [18] . However given the non-convexity of the problem, the direct application of ADMM could result in non-convergence. To remedy this issue a widely adopted approach is successive convex approximation (SCA) as reported in [32] , which adds another outer loop outside of the ADMM iterations, causing the run time complexity to be quite high. Here we propose a novel algorithm to address these challenges. It is a combination of both multiplier and quadratic programming(QP) methods, which could solve non-convex problem to a numerical local solution at a reasonably fast converge speed and provable convergence. Note that with non-convex problems it is generally NP-hard to ensure global optimality, hence in engineering problems KKT-condition solutions are considered good enough.
Based on Problem (16) which is equivalent to the original problem, we first ensure its feasibility by assuming the feasibility of the original problem in Eq. 
In this subproblem, the objective function is of the Augmented Lagrange multiplier form. Note that this is solved in a distributed manner; each BS optimizes what is best for its own objective, expressed inl b , given the previous iterate solution l (k) b . This step generates a first estimatel b , which together with other calculated results would be part of the new solution in the next iteration. This is similar to the ADMM algorithm, where an Augmented Lagrangian is decomposed with respect to the individual BSs. c) Termination condition: The next step checks the termination condition: when the affine constraints are satisfied and the individual solutions are sufficiently close to the previous solution, the solution terminates and the current solution is treated as the final solution. This step is to avoid the more expensive negotiation steps when the current solution is good enough. Specifically, the following conditions must be met:
The output of this algorithm is then set to bel b at this point, which by these two conditions automatically satisfy the KKT conditions of the original problem. 
where
In this step the communication between different BSs take place and the computation is delegated to the quadratic programming solver at the central controller. It is motivated from an application of sequential quadratic programming (SQP), a common technique for solving non-convex constrained programming. The intuition is similar to the trust-region: it is easier to approximate the original non-linear function with its second-order expansion and optimize this quadratic function instead, within a local region around the current iterate solution. To see how it plays into our algorithm development, first consider the minimization of an augmented Lagrangian function which incorporates both the primal and dual variable, and penalty terms in the first and second order form [34] :
for which we need to find the best directions of ∆l such that L(l, λ) is minimized, subject to h b (l) ≤ 0 ∀b. The new parameter ρ 2 is for regulating term and is assumed to be decreased in a way that does not exceed O(||l − l * ||), which is common setting for numerical stability.
From the theory of quadratic programming we know that there is a direct equivalence between a solving a Lagrangian minimization with Newton method and a quadratic programming [35] , the minimization of Eq. (21) can be approximated by solving a quadratic programming problem:
where C b is the Jacobian for all the non-convex constraints h b . When we expand this into this problem's variables, will come in the same form as the step in Eq. (19c).
For numerical stability reasons another slack variable s is added. Solving this subproblem would essentially give a correction to the local solutions gained from step b), which would help with the violation of constraints as expressed in the stopping conditions
Step 2) in Algorithm 1.
The effect of the usage of quadratic programming is two-fold: the superior quadratic convergence helps reduce the overhead in the correction step, and the use of second-order term enables simpler analysis of the convergence. As the problem we aim to solve involves the inter-dependency between BSs, the price to pay is reflected here: each BS need to maintain the interference level caused by others and by itself, therefore the total problem scale in this step is O(KL 2 ), where L and K are the numbers of cells and users per cell, respectively. In our examples this is still feasible because the number of cooperating cells L does not grow to a very large value, since the limiting small-cell BS hardware capabilities do not allow cooperations of a large group.
Although this is an expensive step, it is amenable to standard techniques which are implemented in available solvers like SeDuMi or SNOPT.
To further reduce the computation cost at this step, approximations can be used. In the proposed algorithm, inaccurate Jacobian update rules [35] are used to save space and time. Also Γ b can also be the approximate version of the Hessian matrix, which can calculated with only first-order gradient information like reported in [36] .
e) Update Solution:
The new iteration solution is given by
This is the final step where the calculated result is used to update the current solution. The final step does not require additional communication from other BSs and is done at local level.
D. Optimality and Convergence Property
Assuming the final utility function is twice continuously differentiable, this algorithm then can be shown to be locally convergent. This means that if the estimated solution is sufficiently close to the optimum solution, then the algorithm will converge. This is because the step in Eq. (19c) follows from the convergence results of SQP methods [35] . We first show that the optimum result in the distributed optimizations in step a) of the algorithm provides a reasonably good solution:
Lemma 1. Given twice continuously differentiable utility functions U b (l), and the KKT point (l * , λ * ), and the condition
0 holds for some ρ > 0, and that l and l * are sufficiently close, then the step in Eq. (19a) has locally unique minimizersl such that
It is easy to check that the Hessian of the Lagrangian in Eq. (19a), which is
are all positive definite for all (l, λ) sufficiently close to the optimum (l * , λ * ). 
Proof. The quadratic programming problem in Eq. (19) , if at optimum, must satisfy the first optimality test. Specifically by using Newton equation in solving for the best Lagrange direction, we have such equality:
which is equivalent to applying the Newton method for solving the original problem in Eq. (19) . Given that exact Hessian and Jacobian matrices are sued here, the source of inaccuracy comes from the addition of
I, which goes to zero if ρ 2 is sufficiently large as solution is approached, see the discussion about Eq. (19) . Hence the iteration has the same quadratic convergence as the Newton method does. Namely,
holds for some α > 0.
Combine this result with the above result from Lemma (1), it is not hard to arrive at
given that k 1 , k 2 are all positive coefficients, this establishes the local quadratic convergence.
E. Parameter Tuning for Global Convergence
This algorithm can be shown to be convergent regardless of the initial solution quality, if further steps are taken in the choice of step parameters α 1 , α 2 , and α 3 . To show that the convergence depends on these values, consider the penalty function and the difference between successive 
Compute the modified gradient
and calculate Hessian approximations
Choose a sufficiently large penalty parameter ρ 2 > 0 and solve the coupled QP in Eq. 23. 5) Update the iterates as in Eq. (24) and continue with step 1.
steps. We can define the penalty function in terms of how severe the constraints are violated and how optimal the objective function are:
where κ L and λ L are sufficiently large positive constants. The difference ∆P = P (l (k+1) ) − P (l (k) ), if can be shown to be lower bounded by a constant above zero, then can lead to the convergence of this algorithm. However, due to non-convexity, it is possible for the algorithms to be stuck at points where the primal variables l b changes but |∆P | stagnates. Therefore new strategies for fine-tuning the algorithm is needed.
Lemma 2. If the difference of successive penalty function is lower bounded by
then it is sufficient that the algorithm always terminates after a finite number of iterations.
Proof. By considering the contrapositive, i.d., if the algorithm cannot terminate, meaning that either one of the loop-breaking conditions listed in step 2) are not met. This would suggest that either one of the following is true:
Therefore expression (31) in either case must be at least as large as one of the two, implying
which is a positive constant and a function of the algorithm constants , λ and ρ only. When the original problem is feasible, the penalty function must have a minimum. With each successive step it decreases by at least such a positive amount, it is certain that the algorithm can exit after finitely many iterations.
By this lemma we need only to consider the cases when the condition (31) are not satisfied. To see how this is entirely possible, suppose that the initial solution is very far from the optimum.
In this case with large penalty terms the difference between successive penalty function values can be small enough to fail the condition check. To provide a backup solution iteratex
which can always leave (31) satisfied, one can consider such an auxiliary problem:
This problem form comes from the regularization terms commonly used in proximal optimizations [37] . Solving this problem (35) yields a next iteration y * that will satisfies the condition (31).
Lemma 3. The solution to the auxiliary problem (35) provides an update that will satisfy the sufficient convergence condition.
Proof. Due to its optimality, the difference in P function is strictly positive.
The last step shows that the difference has a lower bound of the same form as the condition Eq.(31), hence it can ensure a strict lower penalty.
Now that with this lemma we can always find a iterate solution than can converge, the natural step to take next is to see if it can be solved with its dual. This way it could better blend in a primal-dual update framework employed in the main algorithm. Fortunately, the duality gap can be shown to be zero between the auxiliary problem and its dual. This is shown by the following lemma.
Lemma 4. The auxiliary problem's dual problem
has a zero duality gap.
Proof. This proof follows the outlines given by literature on proximal operator analysis in Theorem 1 of [38] .
In effect, we discovered a sufficient condition on the iterate solution that will ensure the strict decrease in the penalty function, and then construct an auxiliary problem whose solution satisfies it. Additionally, this auxiliary problem has a dual problem where there is no duality gap, making it a natural choice in a primal-dual update iteration. With these additional tuning steps the algorithm can ensure the convergence even when the initial guess is far from the optimum solution. This process is another demonstration of the compromise between convergence and complexity commonly found in the algorithm design. This additional procedure is summarized as below:
Step Size Tuning Procedure for Convergence Assurance Data: Previous and current iterate solutions
Solve the dual auxiliary problem (37):
This section illustrates the proposed algorithm's results in the scenario depicted in Fig. 1 . We perform a system-level multi-cell simulation, where each cell covers a square area with each side 200 meters. The BS are put together on a grid, and are assumed to "wrap around", i.e., upper most cell is a neighbor of lower most cell, for equal treatment of edge users. These small cell base stations form a cooperative cluster to represent a hotspot coverage tier. We assume that they are connected through either fiber or wireless backhaul and the macro cell BS uses non-overlapping resource blocks. The users are distributed evenly in the cell, with a minimum distance between each other and from the BS. shadow fading with Gaussian distribution [39] . Unless otherwise noted SBS transmitters have a budget of 40 dBm. The receiver noise are set to be N n = −120 dBm in a band of 10 MHz. The other experiment parameters are set in a similar fashion as in [40] .
In the simulations we consider the following approaches for comparison. As a default baseline we use zero-forcing (ZF) precoding and equal power distribution with no BS antenna power optimization; then we compare the effects of incorporating these factors to justify our choice.
For algorithm comparison we also compare the convergence behavior with respect to another reported used method, Dinckelbach method for ratio programming.
A. Performance Evaluation
In Fig. 3a , we compare the effects of using different precoding schemes on the system energy efficiency. This simulation is done with default settings and vary the available power budget for each BS antenna. We can observe that when the amount of power is low there is not much of a difference in the system EE. This is mainly due to three precoding schemes offering similar level of throughput. When the available power increases to a typical level, the proposed algorithm achieves a higher EE, which is due to the fact that with a larger search space it is easier for the algorithm to make use of antennas and balance it with system power usage. Also the level of possible ICI is also higher, which is not factored in other schemes. However, this leads to performance saturation in high power regime, suggesting that the system EE gain by optimizing precoder is not high. In Fig. 3b , the relationship of the system EE and system SINR is explored. The result show that different algorithms have a similar trend in the EE-SE relationship: there exists a regime where SE and EE can be improved simultaneously, and after the best "sweet spot" the fundamental trade-off between the two starts to appear. Their maximum EE are all achieved at similar levels of system throughput, at around 350 Mbit/s. However, the proposed scheme still achieves a higher EE due to the fact that in the low throughput regimes, opportunistically turning off antennas could result in power saving while achieving similar level of throughput.
In Fig. 4a , we compare the performance of system EE when the base station density changes.
We control this by setting the distance between BS's, and can see from the results that in the case of higher BS density, the proposed algorithm can help find precoding scheme that balance between reducing the inter-cell interference using existing diversity and maintaining high efficiency; the compared schemes have lower efficiency in this scenario because the limited coordination between the BS's. In Fig. 4b , the convergence behavior of the algorithm is given and compared with that from another work [41] , where a related but different method, successive quadratic programming is used. With equal initial parameters and solution estimates, the superior convergence of proposed scheme is demonstrated by the better descent of the distance with the solution value. Even when they eventually achieve similar linear convergence in the long run, better initial descent in the first rounds is shown to important. As another comparison, the EE objective with direct ADMM methods are used. As can be observed, in this case the algorithm have convergence issue after the first iterations.
B. System Parameter Selection
In this subsection we are interested in using the proposed algorithm to see how it could help guide a system designer to choose appropriate parameters towards a more energy efficient system. The scenario under consideration is a cooperating SBS cluster, and we apply the algorithm to loop through system parameters K and N b , in the ranges {20−100} and {50−200} respectively, to look for the optimum system energy efficiency configurations.
We can see in Fig. 5b that even when we perform an optimum precoding scheme, the large scale system behavior remains similar to the theoretical analysis. With growing user number per cell and larger number of BS antennas, the energy efficiency rapidly increases to a high point, then further increase would drag the system energy efficiency down. The optimum level of BS antennas to UE closely matches the one-order-of-magnitude thumb rule, ranging from 3 -8, depending on the system configurations.
The results suggest that 1) massive MIMO base stations is the way for high energy efficiency communication system, and despite a more refined BS power modeling, its high spectral efficiency is still a dominant factor in its energy efficiency; 2) the optimum EE operating configurations in massive MIMO is sensitive to many parameters like hardware efficiency and signal processing cost, hence system designers need to build a robust and representative model to fully utilize its potential. 3) EE as a design goal is in most cases not optimum in SE or power consumption; it is neither an indicator of Pareto optimality. When it comes to a multigoal optimization problem like this, energy efficiency can only serve as an estimation of system efficiency.
VI. SUMMARY
In this paper we consider the energy-efficient control of BS power allocation, switching policy, antenna selection and beamforming in an integrated framework, in the setting of twotier Massive MIMO HetNet. We formulate this problem as a network utility maximization problem, and propose a decentralized algorithm to solve it, using numerical techniques from sequential quadratic programming and augmented multipliers. The proposed scheme is evaluated
in numerical experiments and is demonstrated to achieve a superior performance.
