Oracle Spatial and Graph is a geographic information system (GIS) which provides users the ability to store spatial data alongside conventional data in Oracle. As a result of the coexistence of spatial and other data, we observe a trend towards users performing increasingly complex queries which involve spatial as well as non-spatial predicates. Accurate selectivity values, especially for queries with multiple predicates requiring joins among numerous tables, are essential for the database optimizer to determine a good execution plan. For queries involving spatial predicates, this requires that reasonably accurate statistics collection has been performed on the spatial data. For extensible data cartridges such as Oracle Spatial and Graph, the optimizer expects to receive accurate predicate selectivity and cost values from functions implemented within the data cartridge. Although statistics collection for spatial data has been researched in academia for a few years; to the best of our knowledge, this is the first work to present spatial statistics collection implementation details for a commercial GIS database. In this paper, we describe our experiences with implementation of statistics collection methods for complex geometry objects within Oracle Spatial and Graph. Firstly, we exemplify issues with previous partitioning-based algorithms in presence of complex geometry objects and suggest enhancements which resolve the issues. Secondly, we propose a main memory implementation which not only speeds up the disk-based partitioning algorithms but also utilizes existing R-tree indexes to provide surprisingly accurate selectivity estimates. Last but not the least, we provide extensive experimental results and an example study which displays the efficacy of our approach on Oracle query performance.
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Copyright 2013 VLDB Endowment 2150-8097/13/09... $ 10.00. query optimizer to select the correct execution plan. Incorrect execution plans can adversely affect the query execution time. In the past few years, we have witnessed a trend towards storage of spatial data in databases along with other conventional data allowing users to perform complex spatial analysis. Databases such as Oracle Spatial and Graph [4] , Informix Spatial Datablade [1] , PostGIS [5] , Microsoft SQL Server [2] allow users to leverage their spatial data in such a manner. This has also led to increasingly complex SQL queries involving spatial and non-spatial predicates possibly requiring joins among multiples tables. The Oracle optimizer is a cost-based optimizer which provides methods for accurate statistics collection as well as cost functions for single-dimensional data. However, object-relational cartridges such as Oracle Spatial and Graph are expected to provide spatial predicate selectivity values and relevant cost values back to the optimizer through an extensibility mechanism. This paper discusses our experiences with implementing this functionality for Oracle Spatial and Graph.
Statistics collection has been studied for building histograms for query optimization purposes. Sampling is used extensively for conventional data [27, 20, 19, 15, 6, 13] but has been shown to be ineffective in the spatial domain [9, 8, 7] . Sampling is based on the assumption that a small subset of data can represent the overall data distribution. This does not hold true in the spatial domain due to two factors. Firstly, individual spatial geometries differ in shape and size. Secondly, distribution of frequencies over the input domain does not vary dramatically in spatial data, whereas the values are spread non-uniformly in space [8] . For these reasons, spatial histogram construction methods must allow for the skew in size and placement of input data in the domain space to be taken into account.
Partitioning the input space into regions (or buckets) is a feasible way of constructing spatial histograms. Two issues need to be considered while constructing such histograms. Firstly, we need to determine the criteria for grouping the spatial geometries into buckets. Secondly, we need a technique for using the resulting set of buckets to estimate the selectivity values. Construction of disjoint buckets simplifies the latter step. Each bucket contains information about the number of intersecting spatial geometry objects and the average height and width of the minimum bounding rectangles (MBRs) of the spatial geometry objects within the bucket for determining the predicate selectivity value for different query geometry types.
Spatial indexing methods like the R-tree and its variants [18, 32, 10] use the MBRs of complex geometry shapes for indexing purposes to speedup query evaluation using the two-step filtering approach [11] . Oracle Spatial and Graph uses a variant of the R-tree index for indexing of spatial data [24, 26] . For very large datasets, consisting of billions of rows, the index creation process may take up to a few hours. Given this fact, we aim to effectively utilize the spatial index for histogram construction. We also need to consider the fact that although many of our customers use engineered systems like Exadata [3] which have terabytes of main memory available, a large number of customers still use conventional servers with gigabytes (or tens of gigabytes) of main memory available across a set of distributed machines. Hundreds of users may simultaneously issue statistics collection SQL queries in a database. Each query may be constructing histograms for spatial data tables with potentially billions of rows. In such a scenario, partitioning-based algorithms need to read/write data from/to the disk multiple times during the bucket splitting process as limited amount of memory is available for each SQL query. Such disk-based algorithms slow down the statistics collection process. We utilize the R-tree index to implement a main memory-based algorithm which speeds up the statistics collection time. Surprisingly enough, when combined with our partitioning-based mechanisms, the main memory implementation provides better selectivity estimates than the slower disk-based approaches. Spatial histogram construction has been extensively researched in academia for some time; to the best of our knowledge, this is the first work which discusses implementation of statistics collection methods in a commercial GIS database. With the above discussion in mind, we outline the contributions of this work as follows:
• We discuss prevalent issues with existing partitioningbased spatial histogram construction methods which lead to inaccurate statistics at best or fail to collect statistics in the worst case scenario. We propose a modified algorithm to fix the encountered issues.
• We propose a main memory statistics collection algorithm for performing fast statistics collection by utilizing the higher level nodes of our R-tree index.
• A detailed experimental evaluation with real world datasets shows that our statistics collection methods lead to determination of accurate selectivity values for different query geometry types. We evaluate the different proposals for statistics collection and outline a strategy for effective statistics collection in Oracle Spatial and Graph for database administrators.
• We provide an example study utilizing the Oracle bitmap conversion operation to display the efficacy of our framework in Oracle.
The rest of this paper is outlined as follows. We provide the background and motivation for this work in section 2 by discussing the issues encountered with current partitioningbased spatial histogram construction schemes. This is followed by a description of our proposed algorithms in section 3. We perform an extensive experimental evaluation of our algorithms using real world datasets in section 4 along with an example study in Oracle. In section 5, we provide a brief overview of the current state of art methods for spatial histogram construction. Finally, we conclude in section 6 with a brief summary of our experiences.
BACKGROUND AND MOTIVATION

Spatial Query Execution Plans
The main motivation behind the work is to provide accurate spatial predicate selectivity and cost values to the Oracle optimizer. In the absence of accurate statistics, the optimizer does not provide the best execution plan for queries involving spatial predicates. The default approach is to guide the optimizer towards using the spatial domain index when spatial predicates are encountered. This may not be the best approach for queries where spatial predicate selectivity is high. Further issues are encountered, as the optimizer, being a cost-based optimizer, still does not necessarily choose the spatial index over full table scans in the absence of meaningful statistics. In many cases, we encountered plans which were significantly worse as they involved joins between numerous tables some of which contained spatial data. In such situations, it is important to have accurate predicate selectivity values as this determines the appropriate join order for the tables.
Partitioning-based Histogram Construction
Previous work considers the problem of constructing histograms for spatial data using equi-area or equi-count heuristics. The goal of each technique is to split the input space into buckets (or regions) which have the same area or the same number of data objects. [8] describes these techniques for point and range queries over two-dimensional rectangular data. The histogram creation process is initiated by constructing a first bucket which encloses the MBRs of all spatial geometry objects. Further buckets are constructed by splitting an existing bucket into two smaller buckets, using either the equi-count or equi-area heuristic, until the desired number of buckets is obtained. Each bucket is defined by its MBR which encloses all spatial objects contained within. Figure 1 provides an example for equi-area and equi-count heuristic-based splitting. The input space of spatial geometries comprises of the MBRs of objects O1 to O7 (shown with dotted lines) as shown in figure 1(a) . The first bucket is formed by computing the MBR which encloses all the spatial geometry MBRs as shown using the solid rectangle labeled Bucket 1 in the figure. The goal of any partitioningbased scheme is to split this initial bucket into the required number of final buckets iteratively using a heuristic. The equi-area heuristic aims to create buckets whose MBRs have equal areas. The MBR of a bucket is split along the longer dimension into two equal halves and the MBRs are grouped into either half depending on where their centers lie. Figure 1(b) shows the bucket in figure 1(a) being split along the length (longer dimension) using the dotted vertical line at the center. On the other hand, equi-count partitioning attempts to create buckets containing the same number of MBRs to limit the worst case errors. The algorithm is similar to the equi-area partitioning with the exception that the bucket chosen for splitting along a dimension has the largest projected MBR count along that dimension. The projected MBR count of a dimension in a bucket is the number of distinct MBR centers in the bucket when projected on that dimension. Figure 1(c) shows the split of the input space in figure 1(a) according to the equi-count heuristic. Next, we discuss the issues encountered when applying these partitioning schemes to complex spatial geometry datasets with large spatial extent.
Issues with Existing Approaches
We observed that when the above techniques are applied to datasets containing complex spatial objects with large spatial extent and consequently large MBRs we may obtain histograms which provide poor selectivity estimates. The histogram construction algorithms described above may cause a bad split in presence of complex spatial objects with large spatial extents. Two main issues are encountered which are explained with the help of figure 2.
The first issue is that existing methods may lead to creation of buckets with large MBRs. Larger buckets lead to larger estimation errors. We explain this in further detail with the help of an example ( figure 2(a) ). The figure displays the MBRs (dotted lines) for seven objects O1 to O7 with object O3 being much larger than the other objects. The solid line displays the MBR for Bucket 1 which encloses the seven objects. According to equi-area heuristics, the bucket is split along the length in an attempt to create two buckets with smaller equal areas. As the center of O3 lies exactly on the split line, this can lead to two possible splits based on which bucket object O3 is assigned to, left or right. As can be viewed from the figure, one of the two buckets formed by splitting is as large (or almost as large) as the original bucket. If O3 is assigned to the right bucket (bottom left of figure 2(a)), Bucket 2 comprising of O3, O6 and O7 is almost as large as the original bucket. If O3 is assigned to the left bucket (bottom right of figure 2(a)), then Bucket 1 is as large as the original bucket.
Another issue encountered is the creation of buckets with too few data objects. Buckets with few objects will affect the selectivity estimates as other buckets are likely to have larger number of objects which adversely affects the selectivity estimates. Figure 2 (b) displays an example scenario. Five objects O1 to O5 are shown in the figure with object O3 being much larger than the others. Once again, two splits are possible according to equi-area heuristics based on assignment of O3 to the left bucket or the right bucket. The bottom left of figure 2(b) shows that no split occurs if O3 is assigned to the left bucket. Although this issue is simple to detect and overcome, an algorithm which does not account for this may get stuck in an infinite loop. If O3 is assigned to the bucket on the right, the split occurs with Bucket 2 comprising of a single object O3 with a large MBR. Equicount heuristic also leads to the issues described here. In the following section, we outline our partitioning algorithm which overcomes these issues by performing fuzzy splitting of large objects among multiple buckets.
ALGORITHMS
We use the following observation for overcoming the above mentioned weaknesses of partitioning-based schemes. In presence of complex spatial objects with large spatial extents it may be possible to use fuzzy bucket creation where a single large geometry object may belong to multiple buckets. This avoids the problem of large MBRs as well as large number of geometries being assigned to a single bucket if the partitioning is performed in a prudent manner. The idea of fuzzy clustering has been used in the past [17, 32, 34] in various contexts, although never in the case of spatial statistics collection. We first describe the fuzzy partitioning algorithm which can incorporate both the equi-area as well as the equi-count heuristic. However, in presence of very large number of objects and limited amount of main memory, the algorithm is disk-based as we need to read/write buckets from/to the disk. In order to overcome the drawbacks, we introduce a main memory-based algorithm which uses the R-tree hierarchy to obtain the best set of MBRs which fit in main memory. The main memory approach outperforms the disk-based approaches in terms of speed of statistics collection as well as predicate selectivity estimation accuracy when combined with our fuzzy partitioning schemes. We use an Oracle R-tree index created for a spatial data table for fast spatial histogram construction. The leaf level nodes for an Oracle R-tree contain the MBR and the row identifier for each spatial geometry object. Since the spatial geometry object MBRs stored in the R-tree leaf nodes are used for bucket creation, this ensures that no rows need to be retrieved from the corresponding Oracle table. This prevents us from retrieving a large number of data blocks from the disk. We now describe our algorithm for constructing multidimensional histograms for complex spatial geometry objects based on the pseudocode listed in algorithm 1. The algorithm accepts as input a pointer to the root node of the R-tree Index (ROOT M BR), number of dimensions of the geometry data (ndim) as well as the determined main memory limit available for the operation (M AX M EM ). The algorithm returns the final set of constructed buckets denoted by B1, B2...Bm, where m denotes the desired number of buckets, as the output. For ease of explanation we assume that ndim = 2 here; an extension can be easily performed for higher dimensional data. Our experimental results are based on 2D geodetic (3D in geocentric) coordinate datasets.
Fuzzy Partitioning Algorithm
We first retrieve all the leaf nodes from the R-tree index for the spatial table by traversing down the index hierarchy using a breadth first approach (procedure rT reeT raversal()). We store the MBR Mi and weight Wi for each geometry object Oi as a node in a linked list (line 1). Note that weight Wi = 1 initially for each geometry object Oi. The set of nodes forms a single linked list in memory which constitutes the first bucket B1. As soon as bucket size is larger than what the determined main memory limit M AX M EM can accommodate, the linked list nodes are stored in a temporary Oracle table. The addition of nodes to the linked list involves computation of the bucket MBR. The bucket MBR, with width WB 1 and height HB 1 , simply encloses the MBRs of the leaf level node entries each of which represents the MBR for a single geometry object (line 2). Additionally, we also compute the average MBR width W for spatial geometry objects belonging to the bucket (line 3).
We assume that we will obtain the desired number of buckets m by iteratively splitting this first bucket into smaller buckets. We compute the average bucket width W for the final set of constructed buckets as a space region split of this initial bucket (line 4). We also compute the average number of objects Navg in each final bucket as Navg = n/m (line 5). The current number of buckets |B| is set to 1 (line 6). We also initialize a priority queue pq with key as the longest bucket dimension (for equi-area) or the number of objects (for equi-count) in order to determine which bucket should be split next. The first bucket is pushed into this queue using the appropriate key (lines 7-8).
Next, we iteratively split the bucket(s) till the desired number of buckets is obtained (lines 9-23). The split can be performed according to either equi-area or equi-count heuristic. Note that any other heuristic may be applied here. In order to prevent buckets from containing too few objects, only buckets which contain at least x * Navg objects (x < 1) are considered for splitting. This threshold criterion prevents too many splits for a bucket which already contains a small number of objects as this bucket is expected to cause low relative errors in selectivity estimation. We empirically determined that x = 0.3 works well for a large number of datasets that we experimented with and we use this value for our experiments.
The bucket at the head of the priority queue pq is removed and split next (lines 10-11). The linked list which constitutes this bucket is traversed and for each node we obtain its MBR Mi. Remember that for large buckets we may need to read the nodes from disk. We assign the node to one of the two newly formed buckets based on whether the . After assignment of all the geometry objects to one of the two newly formed buckets, the bucket MBRs for the new buckets are recomputed to ensure tightness as well as the enclosure of all contained geometry MBRs. This step may lead to the formation of buckets with large MBRs if one or more contained objects have large MBRs.
In order to avoid formation of buckets with unnecessarily large MBRs, we split large geometry MBRs. We determine geometries for which Wi > W avg B
or Hi > H avg B . For such geometries, if the geometry MBR is fully contained in one of the two halves representing the newly formed buckets no additional processing is necessary. However, if the geometry MBR is spread across both buckets, we split the geometry MBR allowing it to be shared between the two buckets with weights Wi1 and Wi2 equivalent to the fraction of the original MBR area contained within each bucket. Note that Wi1 and Wi2 are the weights for the objects in the two newly formed buckets with Wi1 + Wi2 = Wi, where Wi is the weight of the geometry MBR in the parent bucket. This prevents the MBR recomputation step from resulting in large bucket MBRs.
The newly formed buckets are inserted into the priority queue if the sum of the weights of objects in the bucket meets the minimum object count requirement (lines [16] [17] [18] [19] [20] [21] . Once the desired number of buckets m are obtained, they are written to an Oracle table which is cached in memory for selectivity computation (procedure writeT oStatsT able()). Each bucket Bj is classified by its bounding box M BR(Bj), the average width W avg B j and height H avg B j of objects belonging to the bucket and the sum of weights of objects belonging to the bucket Wi ∀ Oi ∈ Bj . For very large datasets, Oracle recommends partitioning of the datasets. For spatial data, users can create local partitioned indexes where a separate R-tree structure is created for each partition of the dataset. Our implementation gathers the leaf level entry MBRs for each partition in a single pass and writes them to disk. The MBRs for each partition are stored in a permanent Oracle table as any changes made to a single (or few) partitions can be accounted for by reanalyzing only the changed partitions. In a final pass, these MBRs are read from disk in order to form the first bucket and proceed with the bucket partitioning process. Figure 3 displays example splits obtained for the input space at the top of the figure using the fuzzy splitting algorithm. The bottom left part of the figure shows the fuzzy split obtained using the equi − area heuristic where O3 is split between the buckets into components O31 and O32. The bottom right part of the figure shows the corresponding split achieved using the equi − count heuristics. Note that we may choose to assign any part of O3 to either of the two buckets. A simple solution splits the object O3 along the split line which is the center of the original bucket.
Main Memory Implementation
In the presence of very large datasets and limited main memory, the fuzzy partitioning algorithm requires disk-based processing as the buckets may be too large to fit in main memory. This is due to the fact that we need to store the MBR of each object in a bucket till all the required bucket splits have been performed. In this section, we explain our main memory implementation which performs the bucket splitting in memory.
The basic idea behind the approach is to avoid using the large number of leaf level entry MBRs as the starting point for bucket creation. Instead, we use MBRs at a higher level of the index, each of which may enclose a large number of leaf level entry MBRs. The problem reduces to determining the best set of MBRs to be used for initial bucket creation. The pseudocode for the procedure is listed in algorithm 2. The algorithm accepts as input the fanout F , height H, number of nodes N N , and the fill-factor F F of the R-tree index along with the main memory limit M AX M EM and the dimensionality of the geometry data ndim.
The algorithm first determines the number of MBRs to be read from the index which will fit within the main memory limit (line 1). Note that the MBR Mi and its weight Wi (number of geometry MBRs in its subtree) will be stored for each node entry that we will read for creating the initial bucket of the fuzzy partitioning algorithm. The algorithm then estimates the number of leaf level entry MBRs in the Rtree index which is equal to the number of geometry MBRs in the dataset (lines 2-6). The level at which MBRs should be read is set to 1 (line 7) which is the leaf level. The algorithm proceeds to determine at which level of the R-tree index MBRs should be read so as not to violate the main memory limit. It also estimates the number of MBRs at this level of the R-tree (lines 8-11). We experience typical fanout values of 34 which means the number of MBRs may be 30 or so times lower when we move up the R-tree hierarchy by a single level. Hence, it may be possible to accommodate a large number of children MBR entries (but not all) at the next lower level (lines 12-21) .
We probe the R-tree nodes with the largest MBRs to see if their children nodes may fit in memory as nodes at the same level are expected to have similar number of child entries due to balancing properties of our R-tree. This procedure is facilitated by initializing a priority queue of R-tree nodes with node MBR area as the key (lines 12-15). Children entries are inserted into the priority queue and may be probed further if they have large MBRs (for regions which have lower data density) (lines [16] [17] [18] [19] [20] [21] . Once the size of the priority queue reaches the maximum permissible MBR count, we compute the MBR (line 23) and the weight (line 24) for each node in the priority queue. This set of weighted MBRs is passed onto the fuzzy partitioning algorithm for creating the first bucket in memory. Further bucket splitting is performed in main memory (as in algorithm 1) without the requirement for writing/reading buckets to/from the disk. The weight Wi for a node entry can be estimated to avoid traversal of lower levels of the index or determined exactly by index traversal. Experimental results reveal the pros and cons of each approach.
For local partitioned indexes, the process is similar to the above algorithm. However, a separate determination of the set of MBRs to be read is made for each partition with the requirement that the collective set of MBRs from all partitions must fit in main memory. In the next section, we present a comprehensive evaluation of our algorithms using real world datasets and show that the initial packing produced by our R-tree index combined with our fuzzy partitioning mechanism outperforms the disk-based approaches.
EXPERIMENTAL EVALUATION
In this section, we present the results from a comprehensive experimental evaluation performed using datasets with different geometry types. All experiments were performed on a virtual machine hosted on an Intel R Xeon R (CPU X5675 @ 3.07GHz) server with 6GB of RAM. We test with different algorithmic implementations described in table 1 for easy cross-referencing with the results. The Equi-Area and Equi-Count algorithms were refined from the description in [8] in order to ensure that bucket splitting is always performed and does not fail in worst case scenarios. We describe the three datasets used in our experiments and the query workload generation process before proceeding with the experimental results.
Datasets
Algorithm Description EA Bucket splitting utilizes equi-area heuristic. EC Bucket splitting utilizes equi-count heuristic. FZEA Equi-area heuristic used along with the fuzzy splitting algorithm. FZEC Equi-count heuristic used along with the fuzzy splitting algorithm. MM Equi-count heuristic with fuzzy splitting algorithm utilizing the main memory implementation with index traversal.
MMA
Equi-count heuristic with fuzzy splitting algorithm utilizing the main memory implementation approximating the weights of higher level nodes.
Table 1: Algorithmic implementations
We use three different datasets in our evaluation which contain point data, polyline data and polygon data. Figure 4 displays visualizations of the samples of the datasets. Each dataset is a 2D geodetic dataset which implies that we store the latitude, longitude for each point or a vertex of a geometry. When the data is indexed, geocentric 3D conversion is performed. Since we use the index for statistics collection, all experimentation is performed on 3D data in this section. ABI: The American Business Information (ABI) dataset contains point data representing business locations in US. The dataset contains 10,279,241 point geometries. EDGE: The EDGE dataset contains 30,379,990 polyline geometries which represent the road network in US. BLOCKS: The BLOCKS dataset is a polygon dataset containing 11,038,500 polygons representing US census blocks for the census data.
Query Workloads
Previous work uses query workloads which have uniform distribution or zipfian distribution and query windows which are as large as 25% of the total space of the dataset. In general, we do not observe workloads with such large query windows. The space of our datasets covers the entire map of USA as visible in figure 4. We generate three workloads for each dataset with average query extent of 10 miles, 20 miles and 50 miles. Each workload comprises of a set of 1000 queries generated with buffers of appropriate distance around the centroids of the geometries in the datasets. Since we pick the geometries by sampling the dataset, the query workload can be reasonably expected to reflect the dataset distribution. Instead of characterizing the workloads using the query extent with respect to the total space, we determine the average selectivity of the queries in a workload. We believe this provides a better measure of the size of the queries instead of the query extent. The average selectivity values for the various workloads are as displayed in table 2 and we observe that almost all of our query workloads have less than 1% selectivity. We expect all our algorithms to provide more accurate selectivity estimates for workloads with larger selectivity values, a trend which is visible in our results. 
Experimental Results
We present a detailed evaluation of our results for statistics collection and query performance for the datasets described above. We collect the statistics for each dataset using the different statistics collection methods and generate a histogram containing 512 buckets. Oracle uses a maximum of 255 buckets for single-dimensional data. Although larger number of buckets would result in increased accuracy in selectivity estimation, remember that a query needs to compute the intersection of its geometry with each of the bucket MBRs in the histogram in order to determine the selectivity estimate using the method stated in [8] . We need to keep the number of buckets low in order to limit the overhead introduced in the query execution time. Additionally, disk-based approaches require more reads/writes from/to the disk for a larger number of buckets. Results for larger number of buckets are discussed using the main memory approximation (MMA) approach. We use 20MB of memory for the main memory implementations unless stated otherwise and bucket splitting is performed using the fuzzy equi-count heuristics. The corresponding index creation times for the ABI, EDGE and BLOCKS datasets are 948, 3240 and 1268 seconds, respectively. We observe that the main memory approximation (MMA) is an order of magnitude faster than the main memory (MM) approach as it avoids index traversal and two orders of magnitude faster than the disk-based approaches. As this approach avoids index traversal, the histogram construction time is almost independent of the size of the dataset. Also note that the fuzzy approaches are a little more expensive than the corresponding non-fuzzy approaches. This is due to the fact that the fuzzy approaches incorporate additional computation when partial MBR weights need to be accounted for while splitting a large MBR among multiple buckets. Additionally, the equi-count heuristic approaches are a little more expensive than their counterpart equi-area heuristic approaches as these approaches need to perform the MBR center projection on all the three dimensions to determine the ideal dimension for splitting a bucket. Hence, we conclude that the disk-based approaches are not feasible for large datasets as far as the statistics collection time is concerned and we should use the main memory approximation (MMA) whenever possible for statistics collection.
Statistics Collection Runtime
Query Selectivity Estimation
The most important performance parameter for the statistics collection algorithms is the query selectivity estimate generated using the histogram. The statistics collection needs to be performed only once and then updated if the data changes drastically over time. We compute the relative error in selectivity estimation, RE, for each query as,
where SE (0 ≤ SE ≤ 1) denotes the selectivity estimate generated by the extensible optimizer and AS (0 ≤ AS ≤ 1) denotes the actual selectivity of the query. In order to quantize the selectivity estimation error, we compute the Average Relative Error in Selectivity Estimation for each workload Wj, j = 1, 2 or 3, computed as,
We plot the Actual Error in Selectivity Estimation, AE, to display the actual differences between the query selectivity and selectivity estimate values.
where SE denotes the selectivity estimate generated by the extensible optimizer and AS denotes the actual selectivity of the query. As long as the computed selectivity is close to the actual selectivity value there is a low probability of a bad plan being selected for query execution. We present the selectivity estimation performance using the filter operation which selects all geometry MBRs intersecting the query geometry MBR. Figure 5 displays the results for the relative error in selectivity values for the ABI dataset for the three workloads (with query extent of 10, 20, and 50 miles). As can be observed from figure 5(a) , the relative error in selectivity is reasonably high for a large number of queries with extent of 10 miles. In general, our workloads are such that the query windows generally lie inside one bucket (much smaller in extent than a single bucket) and are centered around a dense region. This leads to lower selectivity estimates for a large number of queries as the selectivity estimation formula assumes uniform data distribution within each bucket. The skew towards selectivity underestimation is exacerbated for smaller query radii due to the same reason. Another observation from the figure is that the main memory (MM and MMA) approaches perform the best for all the query extents followed by the FZEC approach. The initial packing produced by our R-tree index is very effective and utilizing higher level MBRs instead of geometry MBRs for initial bucket construction leads to more accurate selectivity values. Various bucket splitting heuristics were used with the main memory approaches and results are shown using the fuzzy equi-count heuristic as it performs the best. The main memory approximation (MMA) is almost as accurate as the MM implementation (overlapping) although it is an order of magnitude faster. Due to the packed Rtree construction, node weight estimation is almost as accurate as node weight determination using the index traversal. In general, the equi-count heuristics approaches outperform the counterpart equi-area heuristics approaches and the fuzzy approaches outperform their non-fuzzy counterparts. This validates our development of the fuzzy methods. Note that as the dataset comprises of point data and hence lacks any large geometry MBRs, the performance improvement of fuzzy methods over the non-fuzzy methods is due to the minimal MBR count criterion which they follow for splitting a bucket. Table 4 lists the average relative error in selectivity estimates for all the query workloads for the ABI dataset which reaffirms what is visible in the figure using a single metric.
The main memory approaches perform 5%, 17% and 13% better than the FZEC approach for the W1, W2 and W3 workloads, respectively. Table 4 : Average Relative Error in Selectivity Estimation for the ABI Dataset Figure 6 displays the actual error in selectivity values for the ABI dataset for the same set of queries. For the MM, MMA and FZEC approaches, the actual error in selectivity values is low even for query extent of 10 miles and 20 miles as can be seen from the figure which implies a very low probability of the optimizer picking a bad execution plan. The EA, EC and FZEA approaches do lead to higher errors for a few queries and are not recommended based on these results. The selectivity estimates for the queries which exhibit large relative errors are generally on the lower side, especially for smaller query extents, which implies that the probability of picking a full table scan when an index access is preferable is almost non-existent. Tables 5 and 6 list the average relative error in selectivity estimates for all the query workloads for the EDGE and BLOCKS datasets, respectively. This reaffirms the performance numbers for the main memory approaches. In fact, the performance gap is larger for the non-point datasets. For the polyline EDGE dataset, the main memory approaches perform 23%, 20% and 27% better than the FZEC approach for the W1, W2 and W3 workloads, respectively. Similarly, for the polygon BLOCKS dataset, the main memory approaches perform 24%, 33% and 24% better than the FZEC approach for the W1, W2 and W3 workloads, respectively. Hence, usage of higher level R-tree nodes for initial bucket construction positively impacts selectivity estimation performance of the main memory approaches for more complex geometry types. This is due to the fact that the Rtree packing uses the centroids of the actually geometries rather than center of the geometry MBRs. For the point dataset the centroid and MBR center are the same, whereas for more complex shapes these differ. Our results show that the higher level R-tree nodes clustered using the actually geometry centroids prove to be a better starting point for partitioning-based histogram construction when compared to an approach which uses the actual geometry MBRs as a starting point and performs partitioning based on the geometry MBR centers. The MMA approach performs as well as the MM approach for both EDGE and BLOCKS datasets. 
Query Execution Overhead
The extensible optimizer needs to compute the intersection of the query geometry with each of the buckets in order to estimate the selectivity of the query. We limit the number of buckets generated by our histogram construction techniques to 512 to avoid unreasonable query execution overheads. This number is also appropriate as it results in acceptably low relative errors in selectivity estimates. The absolute execution overhead (in milliseconds) and the overhead expressed as a percentage of the query execution time for the different workloads for the ABI dataset are as shown in table 7. In general, larger extent workloads will intersect more buckets and hence lead to a larger absolute overhead. Similar results are seen for the other two datasets. Since we are performing a simple filter operation, the query execution times are low for the queries and we can expect even lower execution overheads for more complex spatial operators. 
Main Memory Approach Evaluation
In this section, we vary the number of buckets in the histogram from 512 to 2560 in increments of 512 buckets and collect statistics using the MMA approach. The same query workloads as before are executed for the EDGE dataset (largest dataset) in this set of experiments. We do not observe a substantial increase in statistics collection time as we increase the number of buckets because the bucket splitting occurs in memory.
The relative error in selectivity estimation is plotted in Figure 7 . The average relative error in selectivity estimates for the different workloads is displayed in table 8. As expected, the selectivity estimates improve as we increase the number of buckets. The performance improvement with larger number of buckets is more pronounced for workloads with higher selectivity. As we increase the number of buckets from 512 to 2560, we observe a 32% improvement in selectivity estimation for workload W1. The corresponding numbers for workloads W2 and W3 are 50% and 62%, respectively.
Finally, we compute the query execution overhead and display its variation with the number of buckets used for the 
Unbalanced R-Tree
The MMA approach relies heavily on using the packed R-tree for estimating the weight of a high level MBR node. In this experiment, we delete data from the R-tree to test the performance of the two main memory approaches MM and MMA. We deleted 10%, 20% and 30% of the data from the spatial index and the underlying table for the BLOCKS dataset. The MMA approach still determines that the table has close to 11 million MBRs across all the constructed buckets as in the original table since estimates are based on a packed R-tree which is no longer the case. The MM approach determines the correct number of MBRs across all the buckets even with data deletion since it actually traverses the entire index. The selectivity estimates produced by the MMA approach are higher than the estimates produced by the MM approach as it is based on the assumption that the index has a larger number of geometry MBRs. This can be beneficial if the selectivity estimate is on the lower side for a large number of queries as in our case. However, it is important to remember that even though we observe improved average estimates for many workloads we get bad worst case errors with the MMA approach on heavy data deletion. The average relative error in selectivity estimates for the two approaches is displayed in table 10 when we delete 10%, 20% and 30% of the data from the R-tree and the underlying spatial table. We can observe that MMA approach performs worse than MM approach only for workload W3 with 20% and 30% of the data deleted; for all other cases the higher estimates have a positive impact on the average relative selectivity values. As an example for the worst case errors, for workload W2 with 20% data deletion none of the queries have a 100% relative error in selectivity estimate for the MM approach whereas 7 queries have a higher than 100% error for the MMA approach. If a large amount of data has been deleted, users either need to reconstruct the R-tree and collect statistics or they need to use the MM approach with index traversal to get accurate statistics.
An Example Study
In this section, we discuss an example study which exhibits the efficacy of our framework on queries in Oracle. Let us consider the following query on the EDGE dataset. to use the spatial index alone in the absence of the correct selectivity and cost values. The optimizer does a much better job of selecting the bitmap conversion plan as the best plan with the aid of our spatial statistics framework. Similar improvements in execution times have been observed for a number of bug cases related to the optimizer in the context of spatial queries. We verified that for spatial predicate selectivity of 1% and non-spatial predicate selectivity of 10% the spatial domain index alone performs better than the bitmap conversion operation.
RELATED WORK
One-dimensional histograms have been used widely for selectivity estimation in databases [30, 22] . Oracle provides effective statistics collection techniques for large singledimensional data tables using the one-pass distinct sampling method [13] . However, multi-dimensional histograms, such as those required for spatial data, pose an entirely different challenge [21] . In order to address these challenges various heuristics-based methods, motivated by the results in [29] , have been proposed.
The authors in [28] propose the hTree which builds nonoverlapping partitions of multi-dimensional space based on frequency. An equi-depth histogram is constructed by utilizing a single dimension at a time with an equal number of objects in each bucket. Although the partitioning rule does not work well for skewed multi-dimensional data, low construction cost is a notable advantage associated with this method. On the other hand, mHist uses space partitioning where partitioning is performed along the dimension which provides the greatest benefit. The split decision is made based on marginal frequency distributions. This work extends approaches which were developed for relational data but are useful mainly for point data.
Selectivity estimation in spatial databases differs from traditional data as emphasized in [8] . In addition to the equiarea and equi-count approaches, a Min-Skew method is proposed in this work. The algorithm constructs a rectangular grid and stores the number of intersecting spatial objects for each cell. Further, recursive binary space partitioning (BSP) is used for histogram construction. The basic idea is to pick buckets for further splitting based on a split value that will produce the greatest reduction in the data skew.
However, the performance of this strategy is sensitive to the grid resolution. Oracle Spatial and Graph has deprecated the grid-based Quadtree index methods in a past release in favor of the Oracle R-tree index [25] . Grid-based methods, being sensitive to resolution, leave the onus on the user to determine an important factor which dictates the end result, hence, we avoid their usage in Oracle Spatial and Graph.
The GenHist method attempts to identify high density regions [16] . As opposed to previous methods, the bucket rectangles may overlap. Moreover, a bucket may contain other buckets. Note that previous methods aim to produce non-overlapping buckets which is not true for complex spatial geometry types (with large spatial extents) as displayed in our example in section 2.3. Once again, this method uses a rectangular grid as a starting point thus making it dependent on the initial grid resolution. STHist [31] applies the idea of GenHist to 2D and 3D spatial objects. In the basic algorithm, dense regions are determined by applying a sliding window over each dimension, approximating the frequency distribution with a marginal distribution. The histogram is built as an unbalanced R-tree by building hierarchies over the dense regions (Hot-spots). An advanced variant, called the STForest, computes initial partitions according to the object skew. Further partitioning is avoided for regions which are already uniformly distributed. Buckets merge together if the skew of the merged buckets decreases. Although, superior to other proposed methods in selectivity estimation performance, time complexity is O(n 2 ) for 2D and O(n 3 ) for 3D data. Self-tuning histograms like STHoles [12] and ISOMER [33] have also been proposed. These methods incrementally update buckets and their frequency information using the query feedback mechanism. It would be an interesting direction for Oracle Spatial and Graph to explore such self-tuning methods in the future as these methods adapt to real data distribution over time. Application of these methods on top of currently implemented algorithms would be an ideal approach to follow.
Our main memory algorithm attempts to use the R-tree hierarchy for selecting the best set of MBRs, which fit in main memory, for histogram construction. Methods proposed in [8, 9, 21] use the R-tree structure for spatial histogram construction. [14] proposes the rkHist approach which uses the R-tree bulk-loading procedure [23] for histogram construction. Data is presorted according to the Hilbert space filling curve mechanism. A greedy algorithm is proposed which utilizes a sliding window along the Hilbert order to effectively pack the leaf nodes. Our methods aim to utilize the existing Oracle R-tree to construct the appropriate histograms taking the main memory limit and time constraints into account.
CONCLUSION
In this paper, we describe the implementation of an extensible optimizer within Oracle Spatial and Graph and discuss issues faced. A main memory-based algorithm is proposed which limits the histogram construction time and constructs accurate histograms using our R-tree index. We provide experimental results with different spatial geometry types and observe that the main memory approach when combined with the fuzzy equi-count heuristics outperforms other methods in terms of accuracy as well as histogram construction time. The spatial statistics collection plan a DBA may want to follow can be time constrained and workload dependent. We would recommend the main memory approximation approach for fast, accurate statistics collection. When a substantial amount of the original data has been removed from the spatial table the approximation can lead to inaccurate results and users may resort to the main memory approach with index traversal for accurate results. We believe that our results have rendered the disk-based approaches to be useless for large spatial datasets.
