In this paper, we consider the problem of routing interruption, which has received significant interest in recent years. To solve this problem, rerouting is an effective way. However, how to design an effective secure and applicable rerouting algorithm remains a significant challenge. To this end, we propose a fast rerouting framework for routing interruption. Our framework consists of two parts: (1) Diagnose routing interruption. We determine the location of interruption by directly interrogating the control plane IPv6 stack.
I. INTRODUCTION
As the Internet serves more and more applications [1] - [5] , various cybersecurity problems are constantly exposed, which lead to a series of network failure [6] , [7] . The most common problem in network failure is the routing interruption problem [8] . The interruption may lead to a large amount of finance or prestige loss. Reference [9] shows that the average loss of downtime caused by interruption is 8,000 dollars per minute. Whereas, this loss reaches to 100,000 dollars or more for e-business or search engine sites. The routing interruptions are due to many reasons [10] - [13] , such as interface failures [10] , software defects [11] , and attacks [12] , [13] . Reference [14] shows that even in a well-maintained network, the interruptions cannot be completely avoided, so it is more urgent to recover interrupted services in a short period of time. The fundamental The associate editor coordinating the review of this manuscript and approving it for publication was Nan Cheng. problem of interruption recovery is how to replace a damaged path with a new path. One of the main methods used by the current network is rerouting. Rerouting techniques [15] - [26] are proposed to solve the interruption problem by enabling routing protection.
IP routing protocols such as OSPF have slow routing convergence processes against failures because they are global and reactive. In this context, in order to make the routing unaffected by the interruptions, a fast rerouting method is proposed. The fast rerouting method does not have to wait for the convergence of the routing protocol, but can quickly switch traffic to the backup next hop or backup path. Some previous rerouting works that do not require tags and choose backup next hop by taking information from traditional IP packet forwarding [17] , [18] . Although the methods cited above do not require tags, a high fault resilience cannot be guaranteed. To improve the fault resilience, we use tags in rerouting algorithms since the tag-based approach provides better protection performance in rerouting techniques [19] .
In [20] , [21] , these methods ensure that the routing of the k-color tree cannot be affected by (k − 1) link failures. However, complete protection is only provided when the network topology is k-connected. The Failure-Carrying Packets (FCP) [22] reduces the overhead of each packet by using tags to indicate the set of faults in the packet. The tag is dedicated to directional links and therefore FCP only makes sense between adjacent nodes. However, k-connected or adjacent nodes may be interrupted when multiple links fail simultaneously. For this reason, the design of the secure rerouting methods is necessary. To the best of our knowledge, the effective rerouting method, which employs tags and is independent of network topology, has barely been investigated.
To fill this gap, we propose a fast rerouting framework to locate the router interruption and rerouting quickly. Because we only need to encode the first few positions of the path, we do not make requirements on the topology. We implement rerouting by updating the pre-computed routing path, and our method is no limit to the nodes and links, so the applicability of our method is better in the same network environment. We extend a few disjoint failover paths to reduce the number of paths affected by interruption and packet loss rate for improving the protection performance of the rerouting.
In our proposed framework, a diagnosing routing interruption method is presented in the first part. We use an active probing technology that extracts IPv6 fragment identifiers from routers efficiently, and then the router interruption is inferred by the fragment identifier continuity. In this part, the adaptive active probing technology is used to identify the router interruption, and the IPv6 alias resolution technology is used to reduce the router interfaces. The second part implements fast rerouting of packets affected by the interruption. We pre-calculate the routing path of the packet and accelerate data plane updates by a two-stage forwarding table. At the same time, we propose a rerouting algorithm that is used to make the router match and reroute all prefixes affected by interruptions.
Our contributions are listed as follows:
• A fast rerouting framework for network interruption is proposed. It includes a diagnosing routing interruption method and a fast rerouting method.
• A method for enabling an existing router to quickly recover a connection in the event of an interruption. The router accelerates data panel updates by a two-stage forwarding table that containing traversal path information and forwarding rules.
• An algorithm for fast rerouting is proposed. This algorithm gives the router the flexibility to match and reroute all prefixes affected by the interruption. This paper is organized as follows. Section II provides related work for the study. The rerouting framework is provided in detail in Section III. Section IV introduces the rerouting algorithm. Section V presents the experimental result. Finally, our conclusion is presented in Section VI.
II. RELATED WORK
A meaningful previous work is to check the general network resilience, especially the Internet interruption problem. Trinocular [23] and ThunderPing [24] send data plane probes continuously from measurement nodes to the edge of the network to detect accessibility problems, while [25] puts the BitTorrent node into crowdsourced measurement. These methods demonstrate that accessibility is related to natural disasters and political events. However, these methods require a lot of detection traffic and can not identify specific routers as the root cause of failures.
We can recover the routing by fast fault detection [26] in a short time, so they are called routing protection or fast rerouting (FRR). Some FRR methods are based on MPLS [27] or pure IP [28] . In [29] , the IP Fast Rerouting (IPFRR) method is designed. IPFRR has two principles of precomputed detours and local rerouting. Local rerouting means that only notify routers that are directly adjacent to the fault, thus alleviating the time-consuming problem of the global flooding step of the fault information on the Interior Gateway Protocols (IGP) recovery process. In addition, the IPFRR mechanism is proactive, because detours are calculated before any failure occurs, the router can immediately switch to the alternate path in the event of a failure. Nelakuditi et al. [18] , [30] use the packet's ingress interface to select the appropriate next hop to bypass the failures. These studies focus on single-node and single-link failures. At the same time, these methods can protect the routing from any single link failure only when the network topology satisfies certain conditions. Equal cost multipathing (ECMP) [31] is a method associated with fast rerouting. It computes multiple paths with the same cost for each source/target pair and handles failures on the path by sending packets on the alternate path. But the same cost path does not always exist between any two nodes [28] . In [17] , a scheme for finding loop-free alternate paths is proposed. The routing from source S to destination D is considered. If the neighbor node X of S satisfies d(X , D) < d(X , S) + d(S, D), X can be used as an alternate path, but the node may not be able to find such a neighbor. So these methods cannot ensure a high fault resilience.
Some rerouting methods have limited scope of application. In [22] , a new routing model is proposed. The goal of this model is to completely eliminate the convergence process rather than reducing the convergence time. For this reason, [22] proposes a FCP technology that allows packets to autonomously discover working paths without the latest complete state of the router. The FCP reduces the overhead of each packet by using tags to indicate the set of faults in the packet. However, the tag is dedicated to directional links and therefore FCP only makes sense between adjacent nodes. In [21] , an IP-based fast rerouting mechanism based on rooted arc-disjoint spanning tree is developed, which guarantees the recovery of (k − 1) link failure from a K -edge connected network. This method provides excellent scalability because it can construct disjoint spanning trees in the sub-quadratic time of the size of the network. Reference [32] proposes a method for separating multi-path routing and quick recovery in an IP network. This method guarantees recovery from any two link failures. Reference [32] develops three routing methods that use trees to limit routing table entries to up to four for per node, so the packet overhead is very small. The path from source to destination in the tree is a link that does not intersect. Packet routing is based on the input interface and destination address of the received packet. Due to its computational complexity, it is not practical to employ a link-independent tree that recovers from a large number of failures. Compared with these methods, our method has better performance in time and packet loss rate.
In order to determine whether the router is interrupted, we use a method of directly interrogating the control plane IPv6 stack on the router [33] , which is more accurate than the prior technology. We achieve faster failover and reduce packet loss by pre-computing and spreading a few disjoint failover paths. At the same time, the extended path reduces the number of paths affected by the interruption, so the protection performance of rerouting method is improved. By inferring the interruption from a single point, the connection is restored in a matter of seconds, thus our method is more flexible in terms of inference interruptions and input sources.
III. REROUTING FRAMEWORK
We propose a rerouting framework that consists of two parts: i) Diagnosing routing interruption. ii) Fast rerouting. As shown in Figure 1 . First, we use prober to probe the router for generating a large amount of sample data, then Algorithm 1 is used to infer the interrupted router by analyzing these samples (part A). Next, we execute the rerouting algorithm (Algorithm 2) to plan a new path when the interrupt is detected (part B). We embed the packet tag that contains pre-calculate the path of the prefix and the alternate next hop in the incoming traffic to accelerate data plane updates.
A. INFERENCE ROUTER OUTAGE
We cite the method of diagnosing routing interruption in [31] . There are two main steps: probing and reboot inference.
In this method, we continuously probe each router to construct a time series of IP identifier (IPID) values from segmented IPv6 response packets. Finally, the discontinuities in this series are used to infer the router restarted some time during the polling interval. We define these restarted routes as interruptions.
1) PROBING
We utilize the active probing technology [34] to detect router interface state. We use an optimized prober. Firstly, the prober periodically samples the interface and requests a single fragment response on the interface of each monotonic sequence response. Then we record the value of the IP identifier (IPID) [35] field of prober received on the same interface. If the value of this time is smaller than the previous one, the prober determines router whether still assigning the IPID value from the counter by performing six further probes. If the interface that sends the monotonic sequence remains silent, our prober will continue to request a single segmented response that up to two hours. If the interface is still silent, the prober schedules the interface for less frequent probes. The prober is cycled that starts a new round of detection immediately after the end of the previous round.
2) REBOOT INFERENCE
Our prober generates a large of IPID sample every day. In order to perform range-based queries more efficiently, we put all time series data (including IPID and router updates) in the Apache Cassandra NoSQL database [36] , and the target and the timestamp are primary keys.
Algorithm 1 describes a method for inferring a router restart based on IPID time series. To avoid false positives because of the interface having a large natural IPID speed, Algorithm 1 calculates an expected value E[spin] of the IPID changes for a weighted moving average of given historical IPID speed. If the sequence is not random and the discontinuity is greater than an order of magnitude of the expected change, we infer that it is a cyclic restart. The active probing method can infer the interruption window -the period of time when the router is restarted.
B. FAST REROUTE
After we execute the diagnosing routing interruption method, we get that router 5 (Abbreviation R5, the same below) is interrupted. Then the router 1 will perform the rerouting method to infer the affected prefix and update the alternate next hop to the primary next hop of the corresponding router. Finally, we reroute the affected prefix. Because we embed the path, forwarding rule and other information into each packet by using the tag, we do not need to conduct path lookup and other operations when the interruption occurs, and can directly add a forwarding rule in the tag to quickly realize rerouting. And we can achieve faster failover and reduce packet loss by pre-computes and extending several disjoint failover paths.
Algorithm 1 Findoutage(id[ ], tx[ ])
1: v← 0 2: min_id← 0 3: reboots←{} 4: for i ∈ |id| do 5 : 16 ) then 10: Cyclic 11: else if rand_seq(id[i, i + 10]) then 12: Random 13: else 14: reboots ← reboots ∪ tx 15: end if 16 : reboots ← reboots ∪ tx 22: end if 23: end if 24: if id[i] < min_id then 25 : 26: end if 27: end for 28: return reboots 
1) OVERVIEW
Firstly, we need to constantly pre-compute the backup next hop of the router for using in the event of an interruption. We perform this calculation for each prefix and take into account any links on the corresponding router. We consider the operator's policies (for example, cost models and peer types) and performance criteria (for example, we avoid rerouting large amounts of traffic to low-bandwidth paths.) to select alternate paths. And we extend disjoint failover paths to achieve faster failover. For example, in Figure 2 , the R1 selects R3 or R4 as the alternate next hop for rerouting the 10k prefix advertised by R7 and R8 when the R5 fails. However, R4 can bypass R5 directly to the rear router, so we choose R4 as a backup for R5.
When the router performs a rerouting operation, it updates data plane rules based on each prefix. The router may need to update forwarding rules with thousands of prefixes, so rerouting operations are slow. And the forwarding rule is implemented in the data plane. So we accelerate data panel updates are helpful for accelerating rerouting. Our method accelerates data plane updates by packet tags. We embed the tag of the data plane into each incoming packet. The router accelerates data plane updates by a two-phase forwarding table. For each path depth, we have a primary next hop and an alternate next hop. They are embedded in the incoming packet by tag in the first phase of the two-stage forwarding table. Namely, each tag contains a list of router paths that are traversed, and the backup next hop that using if any of the router failed.
After we know that R5 is interrupted by Algorithm 1, the R1 running rerouting algorithm that can quickly identify a set of possible affected prefixes. Then, all affected traffic pretreated redirect to the pre-calculated backup next hop. We mainly use a single forwarding rule that matches the data plane tag installed on the packet. This forwarding rule is embedded in the incoming packet by tag in the second phase of the two-stage forwarding table. When rerouting is required, we only need to add a high priority forwarding rule to the forwarding table. We prove that as long as the inference is accurate enough, our method is safe. When the interruption information is extracted completely and the new routing information is installed in the routing forwarding table, the router forwarding rules that we installed will be deleted, meanwhile, the rule will back to the original router forwarding rule.
2) FORWARDING RULES
Our rerouting method using packet tags. The router accelerates data plane updates by a two-phase forwarding table. The first phase contains rules that tagging packet of traversal. The tag comes with two pieces of information: (i) The routing path they are currently forwarding; (ii) The next hop (the alternate next hop to use when the router is interrupted, or the primary next hop to use when the router is running.). The second stage forms packet forwarding rules based on the first stage tags. By matching the tag, the router gets the packets that pass through the given router and reroutes them to the next hop of pre-computation.
For example, we describe the rules in the router forwarding table in R1. Figure 3 shows the tag returned by the rerouting. The rules of adding tags in the first stage of the forwarding table are consistent with the router paths used. The forwarding path of the prefix in R8 is (1, 2, 5, 6, 8) . The rule is as follows, match(dst_prefix : in R8) set(tag : 10011 11100).
The first part (red part) of the tag is used to identify the routing path. It maps a specific subset of the routing path to a given position. The first position indicates R1. As shown in Figure 3 , this bit is set to 1. Similarly, the second and third bits indicate R2 and R5, and so on. The second part (green part) of the tag is used to encode the primary and alternate next hops. The first bit is used to identify the primary next hop, and the second and third bit are used to mark the backup next hop when R2 and R5 fail respectively. The second part of the tag is designed to match the traffic that may be redirected to a different next hop. Details are shown in Figure 3 .
Before the R5 failure, the second phase only involves forwarding rules that are consistent with the routing path. Especially, match(tag : 1 * * * * 1 * * * * ) fwd (1) .
But when R5 fails, in the second phase, we will add a separate high priority rule instead of modifying it completely in the first phase. match(tag : * * 0 * * * * 1 * * ) fwd (4) .
The added rule reroutes the affected 6k prefixes traffic by using the tagged structure. The regular expression in the tag matches all the packets. For example, R5 is the third position in the routing path (i.e., the tag begins with **0**.); and its backup next hop is R4 (i.e., **1** as the end of the tag.). This includes traffic with the prefix of router 6, 7 and 8. Note that, one rule is sufficient because R5 only appears in one location before the failure in our example, so no other locations need to be considered.
3) ENCODING SCHEME
In this paper, the tag in the first stage of the forwarding table is divided into two parts: The first part is encoding the routing path for passing the packet, and the second part is encoding the next hop for all routing paths to make the packet arrive the destination. As shown in Figure 4 . 
a: ENCODING ROUTING PATH
First, the tag encodes the routing path for each packet. We consider the routing path associated with the optimum routing and store the location of the router in this path for each prefix. According to the requirement of users, different routing protocol can be used to select the optimum routing. The first hop in any routing path is indicated as the primary next hop, so position 1 is not modeled. We have different routing path identifier for each router neighbor. By observing the routing path, many routing paths have very few prefixes, so we allow each prefix to be updated. For longer paths, we only need to encode the first few positions of the path, because the intermediate node may know the alternate path behind it.
For the rest of the paths, we encode the paths that traverse their maximum number of prefixes. For this purpose, we use adaptive bits for each route location. Each location is achieved by a different set of bits, whose length is determined by the number of routers in the position. We map all routers in each location to a specific value of the corresponding bit set respectively. Therefore, the number of bits required for all values in this location is equal to the size of the set. b: ENCODING BACKUP NEXT-HOPS Figure 4 shows the path tag for the 5k prefix of R8 and the 1k prefix of R6. The second part of the tag is used to identify the primary next hop and the alternate next hop for which each routing path is encoded. For each prefix P, the first hop in the routing path of P is extracted as the primary next hop. For example, the primary next hop of the 5k prefix of R8 is R1, and the routing path is (1, 2, 5, 6, 8) . To prevent the interruption of the R5, we can choose R4, because it does not need to go through R5 to reach R6. When we update the path due to interruption, if the same route appears in the path (i.e., P5 in Figure 4 ), we will directly merge the two hops. If two adjacent hops are not connected, we will add one hop.
The bits are divided in two parts of the tag. There is a basic trade-off between the amount of routing paths and the amount of alternate next hops that any router can encode. We allocate more bits to indicate the routing path, allowing the router to cover more failures. At the same time, we allocate more bits to indicate next-hop, allowing the router to reroute traffic to a larger number of backup paths.
Assuming we use the 48-bit tag of destination MAC for encoding, 30 bits are used to encode the backup next hop, because our experiments show that the 18-bit are used to encode route path is the most efficient. If our framework supports failures to depth 3, then the allocated bits for backup next hop need to be divided into 4 parts (1 primary + 3 backup next hop). Each depth is reserved for 7 bits and the other two bits can be assigned to code route path. And we converted to 2 7 = 128 possible next hops. If you want to account for a failure of depth 4, the number of next hops is 2 6 = 64.
C. DEPLOYED
In Section V, we show that how to use the target MAC to tag incoming packet similar to [37] , [42] . The destination MAC is a valid ''tag carrier'' and provides a large number of bits (48). Just like any IP router, it can be easily removed by rewriting to the actual next hop MAC address in the second phase of the forwarding table. Namely, we can delete the forwarding rules used by the previous rerouting. Our framework deployed to the router only requires a software update, because many router platforms support two-phase forwarding table. We mainly deploy our framework by inserting the SDN switch and controller between the router and its peers. This deployment is similar to SDX flat [37] , [42] . See part G of Section V in detail. We achieve a conservative approach to infer the router interruption and choose the backup path. Nonetheless, we cannot ensure complete accuracy of this method because the inference is based on the IPID portion of the packet, 10: if failRNum ⊆ router then 11: for Allpath 1m ; m < l; m + + do 12: path = Allpath 1m ; 13: backuppath = Allpath 2m ; 14: for n; n < path.length(); n + + do 15: if failRNum = path[n] then 16: path[n] = backuppath[n]; 17: v = v + 1; 18: end if 19: end for 20: end for 21: if v = 0 then 22: Mark failRNum is an infrequent probe 23: end if 24: else 25: Delete router failRNum 26: end if 27: return Allpath and network conditions (such as network congestion, etc.) can cause inference errors. In these cases, the router will be dropped when the router may reroute traffic to the interrupted router, multiple routers may create interdomain loop or the destination router is interrupted. However, our results show that the router that is interrupted is rarely selected as the next hop in the routing path.
IV. REROUTING ALGORITHM
This section introduces the theme of the rerouting. As shown in Algorithm 2. After we detect the interrupted router, we start running the rerouting algorithm. The rerouting algorithm is used to identify the path affected by the interruption and update it for rerouting.
If the interrupted router is not in the router set of all routing paths, we will remove this router from the interrupt set temporarily. We need to traverse all routing paths to determine whether the path contains the interrupted router. We replace the primary next hop at this location with the alternate next hop if the path contains interrupt router, otherwise reduce the detection frequency of this router in the detection phase, even remove this router from the interrupt list.
Our rerouting algorithm quickly identifies all affected prefixes and updates their paths. The path traversed and the alternate next hop in the algorithm corresponds to the information stored in the tag. For each prefix, we traverse its path to determine if it has been interrupted. We add a forwarding rule with higher priority in the second stage of the forwarding table if the path needs updating. The newly added rule makes the alternate next hop of the interrupt routing the primary hop. Such as 11-16 lines of algorithm 2. After the packet forwarding rules are changed, the router forwards directly without waiting for other prefixes. When the added forwarding rule is executed, we will delete this rule and switch back to the original forwarding rule. If the interrupted router does not affect the forwarding of all current prefixes, we want to reduce its detection frequency to save network traffic consumption.
V. EVALUATION
We evaluate the rerouting framework implemented in Python that combines active probing technique with rerouting method. First, we describe the data set used. Then, we evaluate the active detection technology and the efficiency of rerouting framework data plane coding. Next, we compare the time, packet loss rate with FCP [22] , Distributed Least Flow (DLF) [38] and OSPF [39] . Finally, we compare the path stretch performance with FCP, IT [32] and ADST [21] .
A. DATASETS
In this work, we use a macro Caida IPv6 traceroute topology data [40] to make a set of larger IPv6 router interface as probe target, which requires a more adaptive detection method. The IP topologies of IPv6 Internet are included in the IPv6 topological data set.
B. ACTIVE PROBING
The active probing method can infer the interruption window -the period of time when the router is restarted. The results show that 749,451 restarts were inferred from January 18, 2015 to May 30, 2017, involving 59,175 (40%) of the 149,560 response routers. Most detect router breaks are less than 2 hours ( Figure 5 ) and restart less than twice ( Figure 6 ). Figure 5 shows the maximum and minimum interrupt window lengths for each address. At least half of the maximum interrupt windows are less than 31 minutes, while another 22% have at least two hours and only 4% more than 24 hours. Figure 6 shows that the number of router interruption inferred each router. We conclude that 71% have less than ten interruptions, 53% have four interruptions, and 24% have one interruption in our probing.
Then in these single-point failure routers, we can locate the ::1 addresses of the prefixes of these routers to 90 different countries via Maxmind [20] . The results show that interruptions in any given country are no more common than in another country. 
C. ENCODING EFFECTIVENESS
We evaluate the encoding scheme by performing a match on pre-configured tags to count the number of prefixes that can be effectively rerouted in the data plane. For each interruption burst, the coding performance is reflected by the score of the predicted prefixes, and the prefixes can be re-routed by the encoding scheme. The number of bits assigned by the partial route path of the tag determines performance.
The 18 bits of the tag is assigned to the route path portion to reroute the predicted prefix (about 98.7%). Figure 7 shows the encoding performance (on all bursts), which is represented by a function of the number of bits of the routing path reserved by the tag. In the figure, each box shows the quartile range of encoding performance: the whisker represents the 5th and 95th percentiles, the red line in the box indicates the median value and the point represents the average value. The experimental results show that the encoding performance increases with the increase of bits allocated to routing path coding. These results indicate that the compression of the encoding scheme is valid, and we encode most of the relevant routing links successfully. Figure 7 shows that large bursts with at least 10k withdrawals, the encoding performance is better. We encode the router links with the biggest prefixes with the highest priority and traverse them (And in the event of a failure, it can lead to a big burst).
In addition, if routing devices are connected to a large external We can increase the number of alternate next hops by decreasing the number of router hops encoded neighbor (such as IXP [41] ), our method still works. (for example, up to depth 4 instead of 5).
D. REROUTING SPEED
In this section, we evaluate the runtime of the rerouting algorithm. In this test, we use 200 paths to test the time of our rerouting algorithm. Meanwhile, we make a comparison with FCP, OSPF and DLF. Figure 8 shows the CDF function of the time for these methods.
It is observed from the figure that the FCP time is slightly smaller than RA. The FCP is measured on a 2GB RAM with 3GHz Intel Pentium processor, and its recalculation time for all topologies is less than 100 millisecond. But the rerouting time of FCP is the time to update one link, the rerouting time of RA is the time to update all prefix paths, so for the whole, our algorithm takes less time.
We mainly record the time of recalculating path after a link failure. In this paper, we perform a rerouting algorithm (abbreviated as RA) to update the path when we detect the interrupt. According to the test, our algorithm completes the update within 300 milliseconds. Figure 8 shows that the RA method also takes less time than DLF and OSPF. Because our method only needs to add a high-priority rule that can directly modify the routing path after an interruption, and we can directly forward affected packets after adding rules, thus our method reducing the time of rerouting after interruption occurs. We reroute all predicted prefixes with little data plane update, and the number of data plane updates depends on the number of failed routing links reported by the interrupt detection method. Each backup hop requires a data plane update for each reported link.
E. PACKET LOSS
In this paper, the packet will be dropped when the router reroutes to the interrupted router or multiple routers form an inter-domain loop. We test the relationship between rerouting time and loss rate and we compare it with FCP and OSPF. Figure 9 shows the comparison of the packet loss rate for FCP, OSPF, and RA.
By changing the rate of OSPF sends packets to neighbors, and measuring the impact on the score of the delivered packets. The figure shows that the OSPF packet loss rate is greater than the FCP and RA. For FCP, with the detection rate increases, the routing time decreases and the number of lost packets decreases because the FCP reacts more quickly to failures. In our method, when the destination route is interrupted, the packet will be dropped because it cannot be delivered. The time of our method has little effect on the packet loss rate, because our packet loss is mainly caused by the interruption of the destination node, and our method responds faster to the interruption.
F. PATH STRETCH
After a failure, the path that we rerouted is not necessarily the shortest path, which will result in a tensile loss. And stretch is defined as the value of the traversal hop count divided by the shortest working path hop count. Figure 10 shows the CDF of path stretch under several different rerouting schemes. We compare the path stretch of FCP, ADST, IT and RA.
For the ADST and IT methods, we choose a better performance for them: in the absence of a failure, the default route is located on the shortest path first tree (SPF) rooted in the target. The results show that the path stretch performance of our method is not lower than other methods.
G. CASE ANALYSIS
Because our method only has one hardware requirement, the two-stage forwarding table, it can be easily deployed on the current router by a simple software update. In this section, we show the benefits of deploying the framework of this paper. In our alternative deployment scenario, we insert an SDN switch and a controller (red box) between the router and its peers at the control plane and data plane levels. As shown in Figure 11 . The setup is similar to the SDX platform [37] , [42] , which allows the deployment of this framework on any router that supports ARP and BGP, i.e., almost any router.
After receiving the rule updated from the router peer, the controller allocates a 48-bit tag according to the encoding method. The controller writes router program to embed the data plane tags into the target MAC field in the incoming packet header, using the same technique (OSPF and ARP) as in SDX [42] . It routes traffic according to the tag and rewrites the target MAC address with the actual next hop by programming the SDN switch. The two-phase forwarding table in the framework spans two devices: the router (first phase) and the SDN switch (second phase). When an outage is detected, the controller runs the rerouting algorithm and provides the data plane rule that has been updated to the SDN switch for rerouting traffic.
Although the active detection technique used in this paper applies only to IPv6 control plane router, the advantages of IPv4/IPv6 infrastructure sharing, so the restart events we detected are often manifested as IPv4 interrupts and exits [43] . This paper periodically probes the router and adds the forwarding rules in each input packet, so we can quickly change the routing path once a route interruption is detected. At the same time, because we only need to add one forwarding rule when rerouting, so the speed is improved. However, since our work requires planning the path for the prefix in advance, the cost is increased. In this paper, we use the active detection method to locate the interrupt, but our diagnosing routing interruption method can be replaced according to user requirements. For our rerouting method, we only need to detect the interrupt result.
VI. CONCLUSION
This paper has designed a fast rerouting framework. Firstly, we used the macro traceroute data to identify the IPv6 router interface, and used a new adaptive active probing technology to identify the router interruption. Then rerouting is implemented by adding a high-priority forwarding rule to the twostage forwarding table. We have conducted a comprehensive evaluation using full-featured implementation and real router data. Our results have proved that our method is efficient in practice: coding efficiency and good packet loss rate and short running time.
JUNLONG ZHU received the Ph.D. degree in computer science and technology from the Beijing University of Posts and Telecommunications, Beijing, China, in 2018. In 2018, he joined the Henan University of Science and Technology, Luoyang, China, where he is currently a Lecturer with the Information Engineering College. His research interests include large-scale optimization, distributed multi-agent optimization, stochastic optimization, and their applications to machine learning, signal processing, communications, and networking. 
