The unique basis functions jm of the form q −m + O(q) for the space of weakly holomorphic modular functions on the full modular group form a Hecke system. This feature was a critical ingredient in proofs of arithmetic properties of Fourier coefficients of modular functions and denominator formula for the Monster Lie algebra. In this paper, we prove that basis functions jN,m of the space of harmonic Maass functions of an arbitrary level N , which generalize jm, form a Hecke system as well. As immediate consequences, we establish some divisibility properties of Fourier coefficients of certain modular forms on modular curves of genus 1. Furthermore, we discover an explicit formula for the generating function of jN,m for each level N of genus 1 by using a duality relation that these modular forms satisfy.
Introduction
Let τ be a value in the complex upper half plane H and q = e 2πiτ . Then the classical modular j-invariant on SL 2 (Z) is defined by
where E 2k is the Eisenstein series of weight 2k and ∆(τ ) := (E 4 (τ ) 3 − E 6 (τ ) 2 )/1728 is the discriminant function which is a cusp form of weight 12. Using Faber polynomial P n of the modular j-invariant, one can construct a canonical basis j n (τ ) := P n (j(τ )) = q −n + O(q) for the space of weakly holomorphic modular functions for SL 2 (Z). The functions j n (τ ) form a Hecke system, that is, for the normalized Hecke operator T (n), they satisfy that (1.1) j n (τ ) = j 1 |T (n)(τ ).
Utilizing this, Asai, Kaneko and Ninomiya [1] proved that j-invariant gives a weight 2 meromorphic modular form representation for the generating function of j n (τ ). Let q 1 = e 2πiτ 1 and q 2 = e 2πiτ 2 for τ 1 , τ 2 ∈ H and Im(τ 2 ) ≥ Im(τ 1 ), then it holds that
.
This well known identity is equivalent to the famous denominator formula for the Monster Lie algebra (or Koike-Norton-Zagier infinite product identity):
(1 − q m 1 q n 2 ) c(mn) .
Modular curves of genus 0 have a great importance in relation with the monstrous moonshine phenomenon. The results above for SL 2 (Z) have been generalized to those for congruence subgroups of genus zero by many mathematicians. (See, for example, [14] and [5] and references therein for results on and generalizations of (1.2) and (1.3), respectively.) It is known that for each level N , there are certain analytic continuations of Niebur-Poincaré series which are generalizations of j n 's and form a basis for the space of harmonic Maass functions [12] . In [3, Theorem 1.1 (i)], Bringmann and et al. showed that the generating function of these harmonic Maass functions of level N is a weight 2 polar hamonic Maass form of level N . For any positive integer N , let H k (N ) denote the space of weight k harmonic Maass forms on Γ 0 (N ). Following [3] , we let j N,n (τ ) denote these bases of H 0 (N ). The notation is well-fitting, because j 1,n (τ ) = j n (τ ) + 24σ(n) for any non-negative integer n. As a main theorem of this paper, we prove that j N,n (τ ) also form a Hecke system, which generalizes (1.1). Theorem 1.1. For any positive integers N and n, we have (1.4) j N,n (τ ) = j N,1 |T (n)(τ ).
In the course of proving Theorem 1.1, we establish the following propositions. In order to state them, we first define two operators that act on a complex valued function on H for a prime p: where W p = px y N z pw with x, y, z, w ∈ Z, det(W p ) = p, and W p τ = pxτ + y N zτ + pw is a linear fractional transformation. In general, for any γ ∈ GL 2 (R), we define f |γ(τ ) = f (γτ ). For a divisor d of n, we write d n if (d, n/d) := gcd(d, n/d) = 1.
Proposition 1.2 (Expansion formula). Let p be a prime divisor of N . Then the following hold: (1) If p N , then j N p ,n (pτ ) = j N,pn (τ ) + j N,n |W p (τ ). (2) If p ∦ N , then j N p ,n (pτ ) = j N,pn (τ ). Remark 1.3. Theorem 1.1 and Proposition 1.2 are closely related to [3, Theorem 1.1 (2) and (3) ]. Theorem 1.1 (2) of [3] gives the Hecke action on these forms when (N, n) = 1. Our result in Theorem 1.1 handles the remaining cases. Theorem 1.1 (3) of [3] is not correct as stated. It is correct when a prime p satisfies p 2 | N (see [4] .) Our result in Proposition 1.2 obtains the correct formula in general. Proposition 1.4 (Compression formula). Let p be a prime divisor of N . Then the following hold:
(1) If p N , then j N,n |U p (τ ) + j N,n |W p (τ ) = pj N p , n p (τ ), (2) If p ∦ N , then j N,n |U p (τ ) = pj N p , n p (τ ).
For a prime p and a non-negative integer i, we define
,n .
Also we define j N, n p = 0 if p ∤ n. Then we can deduce the following theorem from Propositions 1.2 and 1.4, which is essential in our construction of a generalized Hecke operator for j N,n . Theorem 1.5 (p-plication formula). For any prime p, we have that
An immediate application of the generalized Hecke operator is to establish divisibility properties of coefficients of modular forms on congruence subgroups of non-zero genus, which have not been systemically done before. In this paper, we focus on modular forms on Γ 0 (N ) whose corresponding modular curve X 0 (N ) is of genus 1. Let M ! k (N ) denote the space of weakly holomorphic modular forms of weight k on Γ 0 (N ) and M !,∞ k (N ) be its subspace of modular forms whose poles are supported only at infinity and holomorphic at other cusps. Also, let S !,∞ k (N ) denote the subspace of M !,∞ k (N ) consisting of weakly holomorphic modular forms that vanish at every cusp other than infinity. When X 0 (N ) is of non-zero genus, the function field C(X 0 (N )) has two generators. We use the generators found by Yifan Yang in [13] to construct a basis for the space M !,∞ 0 (N ), which consists of unique modular functions of the form f N,m = q −m +O(q −1 ) with integral coefficients and zero constant term. The construction of f N,m is elaborated in Section 4, while Fourier expansions of f N,m for every level N of genus 1 are provided for the first few m's in Appendix for readers' reference.
For example, when N = 11, the smallest N for which X 0 (N ) is of genus 1, f 11,m (τ ) are given by
In general, for m ≥ 1, we write
with f N,0 (τ ) = 1, f N,1 (τ ) = 0 and a N (1, −1) = −1. Using properties of the generalized Hecke operator, we prove several congruences that Fourier coefficients of f N,m (τ ) satisfy. The following theorem is one of them, which gives a strong divisibility property of Fourier coefficients of modular forms that holds for arbitrary prime powers, including powers of prime divisors of N . 14, 15, 17, 19, 20, 21, 24, 27, 32, 36, 49} . Then for any prime p and positive integers r, m and n with p ∤ m, p ∤ n, we have
We can derive many special congruences from Theorem 1.6. In particular, when a N (m, −1) = 0, we have a simpler congruence. For example, when p, r, and n satisfy the conditions in Theorem 1.6, we see that (1.13) a 11 (8p r , n) ≡ 0 (mod p r ), (p = 2),
Hence we find that a 11 (152, n) ≡ 0 (mod 152) for any n coprime to 38. In addition to divisibility, we prove a duality relation that these modular forms satisfy. Let M k (N ) (S k (N ), resp.) denote the space of modular forms (cusp forms, resp.) of weight k on Γ 0 (N ). One can observe that the Fourier coefficients of q −1 of each f 11,m (τ ) in (1.9) are coefficients of the unique normalized cusp form of weight 2 of level 11:
Using linear combinations of products of f 11,m (τ ) and ∆ 11 (τ ), one can construct a unique modular form in S !,∞ 2 (11) with Fourier expansion of the form g 11,n = q −n + O(q 2 ) for each integer n ≥ −1:
These naturally form a basis for S !,∞ 2 (11) . In Section 6, the construction of the basis g N,n for S !,∞ 2 (N ) is given in detail. We write for each n ≥ −1
Fourier expansions of g N,n for every level N of genus 1 are provided for the first few n's in the Appendix. Comparing (1.9) with (1.15), one can see that the coefficients of f 11,m (τ ) and g 11,n (τ ) satisfy the following duality condition. As in the proof of (1.2) in [1] , duality of this kind was frequently used to find an explicit formula for the generating function of bases for M ! k (N ) with the level of genus zero. Recently, Jenkins and Molnar [8] extended the strategy to prime levels of nonzero genus. For prime level of genus 1, i.e., when p ∈ {11, 17, 19}, they derived explicit formulas for generating functions of the reduced row echelon bases for M !,∞ k (p) of arbitrary even integer weight k using the duality they found. Employing the duality relation in Theorem 1.7, we provide a generating function of f N,m (τ ) for all level N of genus 1, from which we derive a generating function representation of j N,m (τ ) in terms of j N,1 (τ ), f ′ N,2 (τ ), f N,3 (τ ), g N,2 (τ ) and ∆ N (τ ), the unique normalized cusp form in S !,∞ 2 (N ). This is a generalization of (1.2) to the genus 1 case. 14, 15, 17, 19, 20, 21, 24, 27, 32, 36 , 49} and let J N,n (τ ) denote the harmonic Maass function that can be obtained from j N,n (τ ) by deleting its constant term when n ≥ 1 and J N,0 (τ ) := 1. If p = e 2πiτ 1 and q = e 2πiτ 2 for τ 1 , τ 2 ∈ H, then
The rest of the paper is organized as follows. In Section 2, we complete the proof of Theorem 1.5 by proving Propositions 1.2 and 1.4. In Section 3, we construct a generalized Hecke operator for H 0 (N ) and prove Theorem 1.1. In Section 4, we present the action of the generalized Hecke operator on the basis f N,m of the space M !,∞ 0 (N ) when Γ 0 (N ) is of genus 1. In Sections 5 and 6, we prove divisibility and duality properties of the Fourier coefficients of f N,m , including Theorems 1.6 and 1.7. In the last section, we establish a generating function representation of f N,m (τ ) and prove Theorem 1.8.
p-plication formula for j N,n (τ )
If Γ ∞ is the subgroup of translations of Γ 0 (N ), then the Niebur Poincaré series is defined for Re (s) > 1 ( [12] ) as
These Γ 0 (N )-invariant functions on H satisfy that
where ∆ 0 is the weight 0 hyperbolic Laplacian. As each G N,n (τ, s) when n = 0 has an analytic continuation to Re (s) > 1/2, we obtain an infinite family of harmonic weak Maass functions {G N,n (τ, 1) : n ∈ Z}, which is a basis of the space of harmonic weak Maass functions. In fact, when N = 1, it satisfies that
More details, including the definition of G 0 (τ, s) can be found in [7, 10, 12] . Now we let for each positive integer n,
In order to prove Proposition 1.2 (following Koike, we call it expansion formula), we first claim the lemma below:
In the case when p ∤ ℓ, ℓt ≡ −j (mod p) has a unique solution t = t 0 modulo p. If we let a = i + kt 0 , b = j+ℓt 0 p , c = pk, and d = ℓ, then we have a pb
In the case when p|ℓ, we let γ = δω −1 . Then the (2, 1)-component of γ is equal to kpw − ℓM z ≡ 0 (mod N ), because k | M and p|ℓ. Hence γ ∈ Γ 0 (N ), and thus Γ ∞ δ = Γ ∞ β γ . When p | M , the case when p | ℓ does not arise. Therefore, we have proved the lemma.
Proof of Proposition 1.2. Instead of j N,n (τ ), it suffices to prove the result for
Let N = pM . If p ∤ M , then by Lemma 2.1, we have that
which proves (1) by analytic continuation. We also obtain (2) from Lemma 2.1 and the similar argument above.
Now we want to prove Proposition 1.4 that would correspond to Koike's compression formula. In order to prove it, we need another lemma. For positive integers M and N , we let Γ 0 (N,
Thus
∞ δ, which proves that ψ is surjective. Let us recall from Lemma 2.2 of [11] or [2] that the following decomposition holds:
where T j = 1 j 0 1 and W N = ( px y N z w ) with x, y, z, w ∈ Z and det(W N ) = 1. Also for γ ∈ Γ 0 (N ) and V p = 1 0 0 p , one can easily obtain that (2.9)
Proof of Proposition 1.4. We first note that the U p operator defined in (1.5) can be written as
We write N = pM and assume p ∤ M . Then using Lemma 2.2, (2.9) and (2.10) in the second equality below, we obtain
But applying (2.8) and (2.9) in the second and third equality below, respectively, we have
Hence from (2.12) and (2.13), we have that (2.7) in the first and second equality below, respectively, we obtain that
It thus follows from (2.6) and
By (2.14) then, we obtain that
and by analytic continuation, the result (1) follows.
For the case when p|M , we note from (2.8) that Γ 0 N p
this, we can obtain (2) by using the similar computation done for (2.12).
3. Generalized Hecke operator on j N,n (τ ) Following Koike, for any prime number p and positive integer k, we define the Hecke operator T (p k ) acting on j N,n by
If p ∤ N and k = 1, then this definition gives the classical Hecke operator
where V p = p 0 0 1 . Now we generalize the p-plication formula. Theorem 3.1 (replication formula). For any prime p and positive integer k, we have
Proof. We use induction on k. When k = 1, (3.2) equals (1.8), the p-plication formula. We assume that (3.2) is true for k and compute the equation (3.3) below in two ways:
First by the definition of Hecke operator (3.1), (3.3) equals
Applying the fact V p U p = p here, we find that this equals
By (3.1), we eventually have
. On the other hand, by the induction hypothesis, (3.3) equals
Using p-plication formula (1.8), we find that the right hand side of the equation (3.7) equals
Since this equals
if p k+1 |n and equals
Hence by the induction hypothesis again, we finally have
Comparing (3.6) with (3.9), we obtain (3.2) for k + 1. This completes the proof.
For any element of the form f = m n=1 c n j N,n , (c n ∈ C), we define Then one can easily check that j (m) N,n is independent of a prime factorization of m.
Proposition 3.2. We have, for any distinct primes p and ℓ and positive integers k and r,
Proof. (2) is already proved in (3.6) . (3) is also true because the definition of m-plication of j N,n is independent of any prime decompositions of m. For (1), we use Theorem 3.1 so that we obtain
, this is equal to j N,n |T (ℓ r )|T (p k )(τ ), which proves (1). By Proposition 3.2 (1), we may define the Hecke operator T (m) for any positive integer m by
where m = p k 1 p k 2 · · · p kr and p 1 , p 2 , . . . , p r are distinct primes. 
Since ( m p k , p k ) = 1, we have ( mn p k d 2 , p k ) = (n, p k ). Hence the far right hand side of (3.14) equals
Thus we have (3.12) . By the induction hypothesis again, we have Throughout the rest of the paper, let N = 11, 14, 15, 17, 19, 20, 21, 24, 27, 32, 36, 49. These are the values of N precisely when X 0 (N ) are of genus 1. For each of these N , Yang [13, §4.1] found generators of the function field C(X 0 (N )). For example, two generators of C(X 0 (11)) are given by X = q −2 + 2q −1 + 4 + 5q + 8q 2 + q 3 + 7q 4 − 11q 5 + · · · and Y = q −3 + 3q −2 + 7q −1 + 12 + 17q + 26q 2 + 19q 3 + 37q 4 − 15q 5 + · · · .
We let f 11,2 := X − 4 and f 11,3 := Y − 3X. For m ≥ 4, we obtain the leading term q −m from (f 11,m−2 )(f 11,2 ) and subtract a suitable linear combination of f 11,k for 2 ≤ k < m to kill the terms between q −m and q −1 . Lastly, subtract the constant term if there is any. For example, f 11,4 := (f 11,2 ) 2 − 4f 11,3 − 4f 11,2 − 36 and f 11,5 := f 11,2 f 11,3 − 2f 11,4 − f 11,3 − 7f 11,2 − 12. In this way, one can find modular functions of the form f 11,m = q −m + O(q −1 ) with no constant term for each m ≥ 2. In fact, for each m ≥ 2, f 11,m is the unique weakly holomorphic modular function in M !,∞ 0 (11) with Fourier expansion of the form q −m + O(q −1 ), because the difference of any two functions satisfying the definition of f 11,m would be a meromorphic function with a simple pole only at ∞ and such a function exists only if the curve for which it is defined is of genus 0. These form a basis for M !,∞ 0 (11) and the first few of them are listed in (1.9) and Table  1 , Appendix.
For each N , Yang's generators of X 0 (N ) have integer coefficients with leading coefficients 1 and belong to M !,∞ 0 (N ). Hence in the similar method as above, one can construct a basis for M !,∞ 0 (N ) which consists of unique modular functions with integral Fourier coefficients in the form of
Recall from [3, Proposition 3.1] that when m ∈ N, j N,m (τ ) has the Fourier expansion of the form Note that f N,1 = 0 and a N (1, −1) = −1. Also note that f N, m p = 0 unless p divides m. As X 0 (N ) has genus 1, dim(S 2 (N )) = 1. Let ∆ N ∈ S 2 (N ) denote the normalized Hecke eigenform with Fourier expansion According to [2, Theorem 3], if g(τ ) = ∞ n=1 λ(n)q n is a newform on Γ 0 (N ) of weight 2k, and that p is a prime with (p, N ) = 1, then λ(pn) = λ(p)λ(n) − p 2k−1 λ(n/p). Also if ℓ | N for all prime ℓ | n, then λ N (mn) = λ N (m)λ N (n). Thus we have the following result: 
Hence the proof completes if we show that
But if we write m = p ν m ′ with (m ′ , p) = 1, then by Lemma 4.1 (1) , a N (m, −1) = −a N (p ν , −1)a N (m ′ , −1) and a N ( p r m p 2j , −1) = −a N (p r+ν−2j , −1)a N (m ′ , −1). Thus after dividing both sides of (4.8) by a N (m ′ , −1) and rearranging the identity, we obtain
It suffices to prove (4.9) instead of (4.8) and we do it using induction on r. For short, let a(m) := a N (m, −1). Since the equation (4.9) is symmetric on r and ν, without loss of generality, we may assume ν ≥ r. When r = 0, (4.9) holds, because a(1) = −1. When r = 1, (4.9) also holds, as it follows from Lemma 4.1 (2) that a(p ν )a(p) = −a(p 1+ν ) − pa(p ν−1 ). Now we assume that (4.9) holds for any non negative integer up to r. Then using induction hypothesis and 
Congruences for coefficients of f N,m (τ )
Using the Hecke operator, we obtain several congruence relations that the coefficients of f N,m satisfy. The first one is found by adopting the arguments in [9] .
Proposition 5.1. Let p ∤ N be a prime. Then for any positive integers r and n with p ∤ n, we have a N (mp r , n) + a N (mp r−1 , −1)a N (p, n) ≡ 0 (mod p).
Proof. For a prime p ∤ N , it follows from (3.1) and (3.10) that
Comparing this with (4.6), we obtain that
Thus we have the following congruence relation of the Fourier coefficients of f N,m 's:
For any r ∈ N and 1 ≤ i ≤ r − 1, we replace m with mp i and n with np r−i−1 in (5.2) so that we have
Next, we replace n with np r−1 in (5.2) to obtain The generalized Hecke operator allows one to derive a stronger result than Proposition 5.1, which is a partial result of Theorem 1.6.
Proposition 5.2. Let p ∤ N be a prime. Then for any positive integers r, m and n with p ∤ m and p ∤ n, we have a N (mp r , n) + a N (m, −1)a N (p r , n) ≡ 0 (mod p r ).
Proof. By (3.1) and (3.10), we have
Hence the coefficient of q n in f N,m |T (p r )(τ ) must be
where a N (m, p r−i n p i ) = 0 if p i ∤ n. Comparing (5.6) with the right hand side of (4.6), we have
Since p ∤ n and p ∤ m, (5.7) is simplified to p r a N (m, p r n) = a N (p r m, n) + a N (m, −1)a N (p r , n), and the result follows.
Note that the right hand side of (5.7) is congruent modulo p to a N (p r m, n) + a N (m, −1)a N (p r , n).
Thus the following corollary holds for all m, including when p | m.
Corollary 5.3. Let p ∤ N be a prime. Then for any positive integers r, m and n with p ∤ n, we have a N (p r m, n) + a N (m, −1)a N (p r , n) ≡ 0 (mod p).
By Proposition 5.1 and Corollary 5.3, we have another congruence relation of coefficients of f N,m modulo p.
Corollary 5.4. Let p ∤ N be a prime. Then for any positive integers r and n with p ∤ n, we have a N (m, −1)a N (p r , n) ≡ a N (mp r−1 , −1)a N (p, n) (mod p).
In Proposition 5.2, we proved a partial result of Theorem 1.6 when p ∤ N . Now we will complete the proof of Theorem 1.6. On the other hand, we obtain from (3.1) and (4.3) that
When p ∤ n, the coefficient of q n of the first summand in (5.10) is congruent to 0 modulo p r , while the second and third summands do not contribute to the coefficient of q n , because i > 0. By comparing the coefficients of q n in (5.9) and (5.10), we obtain (1.12) and complete the proof of Theorem 1.6.
In modulo p, the right hand sides of (5.8) and (5.9) are equal due to Lemma 4.1 (1) . Hence in case p | N , whether p | m or not, we obtain from (5.10) that (5.11) 
. Thus the congruence in Corollary 5.3 is generalized to include the case p | N as follows:
Corollary 5.5. Let p be any prime. For any positive integers r, m, n with p ∤ n, we have a N (p r m, n) + a N (m, −1)a N (p r , n) ≡ 0 (mod p).
Before we end this section, we note that if p | N , then X 0 ( N (N,p r ) ) is a curve of genus 0. The function J N (N,p r ) ,m (τ ) in (5.11) is then the mth Faber polynomial of the Hauptmodul of the function field of X 0 ( N (N,p r ) ). Then by (4.2)
The congruence in (5.11) thus give a congruence relation between Fourier coefficients of weakly holomorphic modular functions with level of genus 1 and those with level of genus 0: (1, n p r ) (mod p).
6. Duality for f N,m (τ )
Before proving Theorem 1.7, we articulate how to construct basis g N,n for S !,∞ 2 (N ) in (1.15). For the first element of the basis, we let g N,−1 (τ ) := ∆ N (τ ) = q + O(q 2 ), where ∆ N is the normalized Hecke eigenform in S 2 (N ) given by (4.4). Next, define g N,0 (τ ) := 0. For n ≥ 1, we define g N,n as f N,n+1 · ∆ N minus a suitable linear combination of g N,n ′ for −1 ≤ n ′ < n, n ′ = 0 so that its leading term is q −n and it has no terms between q −n and q 2 . For example, g 11,1 (τ ) := (f 11,2 (τ ) + 5)∆ 11 (τ ) = q −1 + O(q 2 ) and g 11,2 (τ ) := f 11,3 (τ )∆ 11 (τ ) + 2g 11,1 (τ ) = q −2 + O(q 2 ). These weakly holomorphic cusp forms g N,n (n ≥ −1) form a basis for S !,∞ 2 (N ) and the Fourier expansions of the first few of them are listed in Table 2 , Appendix.
For each n ≥ −1, g N,n is the unique weakly holomorphic cusp form in S !,∞ 2 (N ) with Fourier expansion of the form q −n + O(q 2 ), because the difference of any two functions satisfying the definition of g N,n would be a cusp form with leading term q 2 , but ∆ N (τ ) is the unique cusp form in S !,∞ 2 (N ).
Proof of Theorem 1.7. For each cusp s, we take γ = a b c d ∈ SL 2 (Z) such that γ∞ = s. Then there exists a unique positive real number h s , so called width of the cusp s such that
where Γ 0 (N ) τ is the stabilizer of τ in Γ 0 (N ). For example, we have that h ∞ = 1 and h 0 = N . Let G = f N,m · g N,n for any m ≥ 2 and n ≥ −1. The meromorphic weight two modular form G(τ ) for Γ 0 (N ) has a Fourier expansion at each cusp s in the form
Here q ℓ = e 2πiτ /ℓ and | k is the usual weight k slash operator. Then for the corresponding differential ω G = G(τ )dτ on X 0 (N ), using the canonical quotient map π : H∪Q∪{∞} → X 0 (N ), the Residue Theorem on compact Riemann surfaces states that p∈X 0 (N )
Let 1/e τ be the cardinality of Γ 0 (N ) τ /{±1} for each τ ∈ H. Then we see that for each cusp s and τ ∈ H,
and Res π(τ ) ω G = e τ Res τ G(τ ).
(See [6] for the computation of residues in detail.) Since G(τ ) is holomorphic in H, it follows from the Residue Theorem that Remark 6.1. We construct g * N,n belonging to M !,∞ 2 (N ). Note that dim(M 2 (N )) = 2 and M 2 (N ) = CE 2,N ⊕ C∆ N , where E 2,N (τ ) := E 2 (τ ) − N E 2 (N τ ). We let g * N,n (τ ) := g N,n (τ ) when n = 0. Let A := 1 − N and B := −24 the coefficients of q 0 and q, respectively, in E 2,N (τ ). Then we define g * N,0 (τ ) := A −1 (E 2,N (τ ) − B∆ N (τ )) so that g * N,0 = 1 + O(q 2 ). For instance, g * 11,0 (τ ) = 1 + 12q 2 + 12q 3 + 12q 4 + 12q 5 + 24q 6 + · · · . For each n ≥ −1, g * N,n (τ ) = q −n + m≥2 b * N (n, m)q m is the unique weakly holomorphic modular form in M !,∞ 2 (N ) with Fourier expansion of the form q −n + O(q 2 ), because the difference of any two functions satisfying the definition of g * N,n would be a holomorphic modular form with leading term q 2 that is not generated by E 2,N and ∆ N .
Anyway, if N ∈ {11, 17, 19}, we consider G * = f N,m · g * N,n for any m ≥ 2 and n ≥ −1 and may write (6.1) as 
by which we obtain a It follows from Theorem 1.7 that F N (p, q) = −G N (p, q). We find that F N (p, q), the generating function of f N,m (p), is a weight 2 meromorphic modular form with respect to τ 2 which has a simple pole in the upper half-plane. Proof. First, we compute f N,2 (p)f N,m (p) for each m ≥ 2. Multiplying both sides by q m and summing on m from m = 2 to m = ∞, we have Let the first, second, third and fourth summand in the right hand side as (i), (ii), (iii) and (iv), respectively. Then
by Theorem 1.7. Adding (i) through (iv), we find that
which proves the Proposition. and J N,0 = 1. Hence using Theorem 1.7 in the third equality below, we obtain
On the other hand, since d dτ f N,2 (τ ) ∈ S !,∞ 2 (N ), it is a linear combination of g N,n (τ ) (n ≥ −1). Hence
a N (2, n)nq n (7.4) = 2g N,2 + a N (2, −1)g N,1 − a N (2, 1)g N,−1 .
Furthermore, we recall g N,−1 (q) = ∆ N (τ 2 ). Theorem 1.8 now follows from Proposition 7.1 and equations (7.3) and (7.4) . 12 − q 13 − 2q 19 − q 24 + q 26 + 2q 27 − · · · f 49,5 = q −5 − q + 2q 2 − q 4 + q 8 + 2q 9 + q 11 − 2q 15 + q 16 + q 18 + 3q 22 − q 23 − 3q 25 − · · · f 49,6 = q −6 + 2q + q 2 + q 4 + 3q 8 − 2q 11 + 2q 15 − 2q 16 + 3q 18 − q 22 + 2q 23 − 4q 25 − · · · . . . Table 2 : Bases of S !,∞ 2 (N ) when X 0 (N ) is of genus 1 N A basis of S !,∞ 2 (N ) 11 g 11,−1 = q − 2q 2 − q 3 + 2q 4 + q 5 + 2q 6 − 2q 7 − 2q 9 − · · · g 11,1 = q −1 − 5q 2 − 2q 3 − 6q 4 + 14q 5 + q 6 + 33q 7 − 6q 8 − 46q 9 + · · · g 11,2 = q −2 − 8q 2 − 2q 3 − 3q 4 + 16q 5 − 26q 6 + 4q 7 + 78q 8 + 140q 9 − · · · g 11,3 = q −3 − q 2 − 16q 3 − 18q 4 − 34q 5 + 93q 6 + 60q 7 − 126q 8 + 248q 9 − · · · g 11,4 = q −4 − 7q 2 − 16q 3 + 42q 4 − 84q 5 − 91q 6 + 24q 7 + 175q 8 + 28q 9 + · · · . . . 14 g 14,−1 = q − q 2 − 2q 3 + q 4 + 2q 6 + q 7 − q 8 + q 9 − · · · g 14,1 = q −1 − 2q 2 − 5q 3 + 2q 4 + 2q 5 − 4q 6 + 3q 7 + 14q 8 + 4q 9 + · · · g 14,2 = q −2 − 2q 2 − 4q 3 − 8q 4 + 4q 5 + 7q 6 − 4q 7 + 8q 8 + 8q 9 + · · · g 14,3 = q −3 − 3q 2 − 2q 3 − 5q 4 − 18q 5 + 6q 6 + 9q 7 + 21q 8 + 26q 9 − · · · g 14,4 = q −4 − 4q 2 − 4q 3 + 2q 4 − 12q 5 − 20q 6 − 12q 7 − 28q 8 + 104q 9 + · · · . . .
15
g 15,−1 = q − q 2 − q 3 − q 4 + q 5 + q 6 + 3q 8 + q 9 − · · · g 15,1 = q −1 − 2q 2 − 6q 4 − q 5 + 12q 7 + 2q 8 + 9q 9 + · · · g 15,2 = q −2 − 4q 2 − q 3 − 2q 4 + 4q 5 − 8q 6 + 8q 7 − 6q 8 + 10q 9 − · · · g 15,3 = q −3 − 6q 3 − 6q 4 − 3q 5 − 14q 6 + 3q 7 + 18q 8 + 60q 9 − · · · g 15,4 = q −4 − 2q 2 − 6q 3 − 6q 4 − 2q 5 + 15q 6 − 24q 7 − 36q 8 + 6q 9 + · · · . . . g 17,−1 = q − q 2 − q 4 − 2q 5 + 4q 7 + 3q 8 − 3q 9 + · · · g 17,1 = q −1 − q 2 − 2q 3 − 3q 4 + 2q 5 − 4q 6 + 6q 7 − 7q 8 + 9q 9 + · · · g 17,2 = q −2 − 2q 2 − 2q 3 − 5q 4 + 8q 5 − 10q 6 + 6q 7 + 9q 8 − 6q 9 − · · · g 17,3 = q −3 − 2q 2 + 3q 3 − 6q 4 − 13q 5 − 4q 6 − 9q 7 + 18q 8 + 40q 9 − · · · g 17,4 = q −4 − 3q 2 − 4q 3 + 3q 4 − 12q 5 + 10q 6 + 12q 7 − 40q 8 − 18q 9 − · · · . . .
19
g 19,−1 = q − 2q 3 − 2q 4 + 3q 5 − q 7 + q 9 + · · · g 19,1 = q −1 − q 2 + q 3 − 4q 4 − 2q 5 − 6q 6 + 4q 7 + 6q 8 + 4q 9 + · · · g 19,2 = q −2 − 2q 2 − 4q 3 + q 4 + 4q 5 − 3q 6 + 10q 7 − 16q 8 − 4q 9 + · · · g 19,3 = q −3 − 2q 2 + 2q 3 − 2q 4 − 8q 5 − 4q 6 − 7q 7 − 4q 8 + 15q 9 + · · · g 10,4 = q −4 + q 2 − 4q 3 − 10q 4 + 4q 5 − 6q 6 + 4q 7 + 7q 8 + 8q 9 − · · · . . . 20 g 20,−1 = q − 2q 3 − q 5 + 2q 7 + q 9 + 2q 13 + 2q 15 − 6q 17 − 4q 19 − · · · g 20,1 = q −1 − 4q 3 + 2q 7 − 4q 9 + 8q 11 + 16q 13 − 5q 15 − 8q 17 + 2q 19 − · · · g 20,2 = q −2 − q 2 − 4q 4 − 6q 6 + 8q 8 + 5q 10 + 28q 14 + 16q 16 − 45q 18 − · · · g 20,3 = q −3 − 4q 3 − 3q 5 − 8q 7 + 4q 9 + 24q 11 + 5q 13 + 16q 15 + 54q 17 − 32q 19 − · · · g 20,4 = q −4 − 2q 2 − 5q 4 − 12q 8 − 10q 10 + 42q 12 + 56q 14 − 8q 16 + 54q 18 + · · · . . . 21 g 21,−1 = q − q 2 + q 3 − q 4 − 2q 5 − q 6 − q 7 + 3q 8 + q 9 + · · · g 21,1 = q −1 − q 3 − 4q 4 + q 5 − 2q 6 + 2q 7 − 4q 8 + 2q 9 + · · · g 21,2 = q −2 − 2q 2 − q 3 − 2q 4 + 2q 5 + q 6 − q 7 − 6q 8 + 8q 9 − · · · g 21,3 = q −3 − q 2 − q 3 + q 4 − 2q 5 − 11q 6 − 2q 7 − 3q 8 + 10q 9 + · · · g 21,4 = q −4 − 2q 2 + 2q 3 − 4q 4 − 6q 5 − 5q 6 + 2q 7 + 12q 8 − 4q 9 − · · · . . .
24
g 24,−1 = q − q 3 − 2q 5 + q 9 + 4q 11 − 2q 13 + 2q 15 + 2q 17 − 4q 19 − 8q 23 − q 25 − · · · g 24,1 = q −1 − q 3 − 4q 5 − 2q 7 + 4q 9 + 2q 11 + 8q 13 − q 15 + 8q 17 − 12q 21 − 3q 23 − · · · g 24,2 = q −2 − 2q 2 − 3q 6 + 14q 14 + 18q 18 − 22q 22 − 52q 26 − 45q 30 + 68q 34 + · · · g 24,3 = q −3 − 3q 3 − q 5 − 4q 7 − 4q 9 + 8q 11 + q 13 + 26q 15 − 2q 17 + 24q 19 + · · · g 24,4 = q −4 − 6q 4 − 8q 8 + 9q 12 + 48q 16 + 40q 20 − 72q 24 − 210q 28 − 160q 32 + · · · . . .
27
g 27,−1 = q − 2q 4 − q 7 + 5q 13 + 4q 16 − 7q 19 − 5q 25 + 2q 28 − 4q 31 + 11q 37 + · · · g 27,1 = q −1 − q 2 − q 5 − 6q 8 + 6q 11 + 7q 14 + 9q 17 − 8q 20 − 15q 23 + 13q 26 − · · · g 27,2 = q −2 − 5q 4 + 3q 7 − 5q 10 + 9q 13 − 6q 16 + 25q 19 + 22q 22 − 40q 25 − · · · g 27,3 = q −3 − 10q 6 + 35q 15 − 24q 24 − 165q 33 + 448q 42 − 153q 51 − 1160q 60 + · · · g 27,4 = q −4 − 2q 2 − 2q 5 − 5q 8 + 8q 11 − 21q 14 + 38q 17 + 19q 20 + 88q 23 − · · · . . .
