It is shown that if the Euclidean path integral measure of a minimally coupled free quantum scalar field on a classical metric background is interpreted as probability of 'observing' the field configuration given the background metric then the maximum likelihood estimate of the metric satisfies Euclidean Einstein field equations with the stress-energy tensor of the 'observed' field as the source. In the case of a slowly varying metric the maximum likelihood estimate is very close to its actual value. Then by virtue of the asymptotic normality of the maximum likelihood estimate the fluctuations of the metric are Gaussian and governed by the Fisher information bi-tensor. Cramer-Rao bound can be interpreted as uncertainty relations between metric and stress-energy tensor. A plausible prior distribution for the metric fluctuations in a Bayesian framework is introduced. Our approach can be interpreted as a formulation of Euclidean version of stochastic gravity in the language of estimation theory.
Consistency of maximum likelihood estimator and gravitational field equations
For simplicity, we consider a massive scalar field minimally coupled to the metric. For we want to invoke the language of classical Bayesian statistics, it is convenient to work in the Euclidean time formalism. Consider the Euclidean action for the free scalar field φ of mass m on the background Riemannian metric g
The conditional probability density of the field configuration φ given g is
where Z g = Dφe −Sg [φ] . Note that this is not a physical probability distribution. Nevertheless we follow the approach of [1] which used the above probability distribution to characterize proximities of quantum field theories. We think of a configuration of Euclidean field which φ could be 'observed'.
We assume that the fluctuations of the gravitational field is much smaller as compared to the quantum fluctuations of the matter field: the radius of curvature is large as compared to typical wavelength of the matter field. Therefore when one observes the matter field, several observation points give knowledge about the same representative point for the metric field. In this way we can think that p(φ|g) represents a large sample likelihood. As known from asymptotic statistics the maximum likelihood estimator is consistent [2] . This means that as there are more points in the matter field for each point in the metric (one can think of a lattice or simplicial discretization so that one lattice point of the metric corresponds to many lattice points of matter, or the metric is effectively constant throughout a large number of points). The result of maximum likelihood inference must match with the actual value of the metric. The actual value of the metric should satisfy Einstein-like (with possible higher curvature terms) equations. Therefore consistency of the maximum likelihood should be equivalent to the Euclidean-time version of Einstein equation whenever the large sample limit can be taken. We will show that this is indeed the case below. Therefore define the stress-energy tensor T µν as
Define the effective action W g for g as
Suppose a particular Euclidean field configurationφ is 'observed'. For maximum likelihood estimation a sufficient statistic forφ is
δg µν (x) as shown below. The maximum likelihood estimate of g is given bỹ
Extremizing with respect to g one obtains
But
where f denotes the expectation of f over p(φ|g). Hence
Consider the Shannon entropy:
Since p(φ|g) is Gaussian, H(p(φ|g)) is easy to evaluate. We follow the calculations in [3] for the 1-loop contributions to the effective action.
is the Laplace-Beltrami operator associated with g. Then
where g = g 0 + δg. For UV regularization, Schwinger time formalism is appropriate. Use the identity
and UV cut-off s 0 = k −2 where k has the dimension of mass(inverse length) and k 2 has the dimension of 1 G Newton to express the entropy difference as
Consider the case that the space-time has no boundary, then one expands the heat kernel e −s∆g as
where the coefficients are expressed in terms of the curvature tensor
The entropy difference is then
One then renormalizes the entropy and get
Now if one varies W g with respect ot g then one gets the left hand side of the Euclidean Einstein equation with curvature squared terms. On the right hand side there is the observed stress energy tensor. Therefore Einstein-like equation is the consistency of the maximum likelihood estimator whenever the spatial variations in the metric is much smaller in magnitude compared to the variation of the matter field.
Fluctuations and Fisher information kernel
The Fisher information at g 0 is the 4 index object (bi-tensor) on the two copies of the space-time manifold
F can be expressed in terms of the stress-energy tensor as follows. Compute
where the expectation value · is taken with respect to p(φ|g). Hence
One form of the energy-time uncertainty relation in non-relativistic quantum mechanics is
where ∆E 2 = H 2 − H 2 is the variance of energy when the dynamics is generated by the Hamiltonian H. In a space-time with metric g µν , ∆t = ∆g 00 and ∆E = ∆T 00 . Vectorize µν and ρσ indices as i and j, respectively in F µνρσ (g 0 )(x, y) = F ij (g 0 )(x, y). Cramer-Rao bound [6] provides a relativistic generalization of the uncertainty relation:
where [·] −1 denotes the matrix inverse, ∆g µν (x) = g µν (x) − g µν (x) = g µν (x) − g 0 (x) and ∆T µν (x) = T µν (x) − T µν (x) assuming the estimator is unbiased. The Cramer-Rao bound can be used to derive a weaker bound [7] for the components of ∆g. For instance
Above equation looks very much like the standard energy-time uncertainty relation. We elaborate on the the statistical interpretation of this uncertainty relation as follows assuming that standard concepts of multi-dimensional estimation theory applies to our case. We think g µν (x)(φ) as an estimator, say the maximum likelihood estimator: a function of the random variable φ, the field configuration. If the estimator is efficient (satisfies the Cramer-Rao bound), the uncertainty relation is satisfied by equality. If the Fisher information is large (it diverges indeed), then the estimator has to be only asymptotically efficient (efficient as the number of samples go large). The inverse covariance of metric fluctuations around the true metric (this is the background metric) is given by Fisher information where the estimator is assumed to be consistent (converges to the true value with large Fisher information). There is a fixed background metric which is to be estimated. However, it cannot be 'observed' directly. The information about the fluctuations of geometry comes from matter fields. Fisher information is the fundamental limitation to the accuracy to which any observer can resolve the metric. Therefore metric is fluctuating at the rate determined by the Fisher information at the large sample limit.
Minimally informative prior
Given the conditional density p(φ|g), suppose we would like to know how we can construct a prior distribution for the background metric g. The background metric cannot be 'observed' directly. Therefore in order to make predictions one must marginalize p(φ, g) over g to get p(φ): if we regard g as the background field which cannot be observed directly all the observable predictions of the theory is determined by p(φ). The problem is then to find an objective prior p(g) given only the conditional density (likelihood) p(φ|g). Above, the action for fluctuations is shown to be determined by Fisher information. Then for metric fluctuations, p(g) is Guassian, centered on the estimate and with inverse covariance matrix of fluctuations given by the Fisher information. In the asymptotic limit (large Fisher information) the Bayesian procedure converges to a normal distribution with the above properties. This is the Laplace-Bernstein-Von Mises-Le Cam theorem on asymptotic normality [2] . This holds for finite dimensional problems with mild assumptions on the prior (it should have non-zero probability around a neighbourhood of the true parameter). For infinite dimensional (non-parametric) problems which one faces in the case of field theory, this issue should be more delicate. However, from now on assume that finite dimensional asymptotic normality results apply to the space of metrics. A variational method exists (which goes with the name 'reference prior' in literature [8, 9] ) which yields a prior p(g) in the form that is sought by the form of the gravitational action. The variational principle is to maximize the mutual information between g and φ:
We can interpret such a choice of prior as that the gravitational field reacts to the matter field to maximize the information revealed in the matter field about it. The dynamics of gravity is determined by maximizing the correlations between matter fields and the the gravitational field. The matter fields enable an observer to get as much information as possible about the background metric. Note that this choice of prior is a realization of principle of indifference: one chooses the prior of least information if at the end one acquires maximum information. The mutual information is a concave function of p(g) (at least in the finite dimensional setting), therefore one expects a unique maximum. However, it is in general hard to compute the maximum. There is one exception. If the posterior distribution p(g|φ) is independent of φ, then the maximization is straightforward. But one know from asymptotic normality that this holds. So if the Fisher information is sufficiently large, p(g|φ) is independent of φ and one can compute p(g) with relative ease. To see this, write I(g, φ) in the following form
Define f (g) = e Dφp(φ|g) log p(g|φ) . If p(g|φ) is independent of φ, then f (g) doesn't depend on p(g). In this case, the extremum of I(g, φ) occurs when p(g) ∝ f (g). To calculate f (g) one needs the posterior. Asymptotic normality tells that
where b is some constant, g 0 is the true background metric andĝ µν (x)(φ) is a consistent estimate of g µν given the observed configuration φ (converges to g 0 in probability p(φ|g)). Here,ĝ µν (x)(φ) can be the maximum likelihood estimate. Using this it follows that
where · p(φ|g) denotes the expectation taken with respect to p(φ|g). In the asymptotic limit one can letĝ µν (x)(φ) = g 0 , hence the above p(g) has the form p(g) ∝ e −S[g] , with S[g] the gravitational action for the fluctuations.
Scholia
We note that the measure for fluctuations derived above is the Euclidean version of the action used for fluctuations in the context of stochastic gravity [10] . Stochastic gravity is the the second order approximation to quantum field theory on a classical stochastic Lorentzian background metric. The first order approximation gives the semiclassical Einstein equations. The second order approximation which can be derived via Feynman-Vernon influence functional techniques gives fluctuations of the classical metric. Our construction therefore can be seen roughly as a formulation of Euclidean time version of stochastic gravity in terms of the language of estimation theory. It would be interesting to see whether the Lorentzian signature stochastic gravity can be interpreted in the language of estimation theory too.
Derivations of Einstein equations from results in quantum field theory and statistical principles are well known [11, 12, 13] . For example Jacobson [11] showed that assuming area law for entropy, Unruh effect and the thermodynamic equation of state one can derive the semi-classical Lorentzian Einstein equations. To compare we assume quantum field theory on curved spacetime which would imply the area law and the Unruh effect and instead of the thermodynamic equation of state we have the principle of maximum likelihood estimation.
