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ABSTRACT 
 
Remote Sensing of Urban Climate and Vegetation in Los Angeles 
by 
Erin Blake Wetherley 
 
In cities, microclimates are created by local mixtures of vegetation, constructed materials, 
vertical structure, and moisture, with significant consequences for human health, air quality, 
and resource use. Vegetation can moderate microclimates through evapotranspiration, 
however this function is dependent on local conditions so its effect may vary over space and 
time. This dissertation used hyperspectral and thermal remote sensing imagery to derive key 
observations of urban physical and biophysical properties and model urban microclimates 
across the megacity of Los Angeles. In Chapter 1, I used Multiple Endmember Spectral 
Mixture Analysis (MESMA) to map sub-pixel fractions of different vegetation types, as well 
as other types of urban cover, at 4 m and 18 m resolution over Santa Barbara, California 
(Wetherley et al., 2017). Fractional estimates correlated with validation fractions at both 
scales (mean R2 = 0.84 at 4 m and R2 = 0.76 at 18 m), with accuracy affected by image 
spatial resolution, endmember spatial resolution, and class spectral (dis)similarity. Accuracy 
was improved by using endmembers measured at multiple spatial resolutions, likely because 
they incorporated additional spectral variability that occurred across spatial scales. In Chapter 
2, I applied this methodology to derive sub-pixel cover for the greater Los Angeles 
metropolitan area (4,466 km2) (Wetherley et al., 2018). Further improvement in quantifying 
sub-pixel vegetation types was achieved by modifying the MESMA shade parameter. Land 
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surface temperature (LST), derived from thermal imagery, was used to model temperature 
change along vegetation fractional gradients, with slopes of LST change showing significant 
differences between trees and turfgrass (p < 0.001). Expected per-pixel LST was derived 
from these gradients based on sub-pixel composition, and when compared to measured LST 
was found to deviate with a standard deviation of 3.5°C across the scene. These deviations 
were negatively related to irrigation and income, while building density was observed to 
affect tree LST more than it affected turfgrass LST. In Chapter 3, I used the map of Los 
Angeles landcover, along with data from LiDAR, GIS, and WRF climate variables, to 
parameterize an urban climate model (Surface Urban Energy and Water Balance Scheme: 
SUEWS) for 2,123 neighborhoods (each 1 km2) across Los Angeles. Modeled latent fluxes 
were correlated with remote sensing LST (R2 = 0.39) collected over a period of 5 hours, with 
an overall diurnal pattern modified by irrigation timing. Spatial variability across the study 
area was related to local landcover, with albedo and vegetation fraction strongly influencing 
latent and sensible fluxes. A strong regional climatic gradient was observed to affect latent 
fluxes based on coastal proximity. Overall, this dissertation quantifies the key drivers of 
urban vegetation function in a large city, and further demonstrates the potential of 
hyperspectral and thermal imagery for observing city scale surface and microclimate 
variability.  
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Introduction 
More than half the world’s population lives in cities, with urban populations 
increasing by an estimated 1.5 million people per week (PwC, 2014). Urban environments 
represent an extreme form of land cover modification that produces elevated urban heat and 
leaves urban populations increasingly vulnerable to illness, poor air quality, and strained 
resources (Akbari et al., 2001; IPCC Report, 2014; United Nations, 2015). Material, 
structural, and vegetation variability combine at a local scale to produce urban microclimates, 
which may either mitigate or exacerbate urban heating (Oke, 1987; Smith & Levermore, 
2008; Livesley et al., 2016). In particular, vegetation modifies urban microclimates through 
evapotranspiration as well as local shading. Urban greening therefore underlies many 
municipal plans for climate management, such as the Los Angeles ‘Million Trees LA’ 
initiative (McPherson et al., 2011).  
Vegetation transpiration represents a biological control on latent heat fluxes, and is 
sensitive to local surface conditions including local structure, materials, and plant type, as 
well as regional climate (Voogt & Oke, 1998; Grimmond & Oke, 1999; Arnfield, 2003; 
Peters et al., 2011; Stewart & Oke, 2012; Myint et al., 2013). These factors can combine in 
ways that produce contradictory results—for example, asphalt has been shown to both 
increase evapotranspiration by advection of warm air over well-watered vegetation, and 
decrease evapotranspiration by inducing stomatal closure (Oke, 1979; Oke, 1988; Kjelgren & 
Montague, 1998). These types of complex interactions make it difficult to scale up our 
knowledge of urban microclimate drivers to large-domain urban climate modeling, 
mitigation, or management.  
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Analyzing the interactive effects between urban vegetation and microclimates across 
large domains has remained a challenge because urban surface heterogeneity typically occurs 
at fine spatial scales relative to the resolution of many Earth observing satellites. For 
example, the recommended minimum pixel size for classifying an urban image is 5 m or 
smaller, while Landsat and the Advanced Spaceborne Thermal Emission and Reflection 
Radiometer (ASTER) have a coarser resolution of 30 m (Myint et al., 2013; Weng, 2012). 
For many non-urban ecosystems, remote sensing measurements of reflectance in the visible, 
near-infrared, and short wave infrared (VSWIR) at 30 m spatial resolution is adequate for 
quantifying surface variability and landcover change, however applications for urban remote 
sensing have been limited due to insufficient spatial resolution.  
Growing interest in the use of remote sensing to study more functional aspects of 
ecosystems has led to the development of hyperspectral sensors, which measure tens or 
hundreds of very narrow bands across the electromagnetic spectrum. For example, the 
Airborne Visible Infrared Imaging Spectrometer (AVIRIS) measures 224 bands between 350 
– 2500 nm, and can be used study ecosystem function by detecting subtle spectral variations 
that represent changes in plant chemistry, physiology, and structure (Ribeiro da Luz & 
Crowley, 2007). At fine spatial resolutions (~4 m), hyperspectral imagery has been found to 
improve classification of urban cover types and vegetation species, in part because it is better 
able to discriminate between spectrally similar landcover (Xiao et al., 2004; Herold & 
Roberts, 2005; Franke et al., 2009; Alonzo et al., 2013). However, in the near-future orbital 
hyperspectral sensors will collect imagery at 30 m spatial resolution or greater, necessitating 
methodologies for deriving sub-pixel cover (Settle & Drake, 1993; Roberts et al., 1998; 
Bateson et al., 2000; Stein, 2003; Somers et al., 2012; Goenaga et al., 2013; Zare & Ho, 
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2014). One unmixing method that is particularly well suited for urban scenes is Multiple 
Endmember Spectral Mixture Analysis (MESMA), because it allows the number and type of 
endmembers representing sub-pixel classes to vary per pixel (Roberts et al., 1998).  
In urban areas, MESMA and other unmixing methods are often used to estimate 
generalized fractions of vegetation, impervious surfaces, and soil (Ridd, 1995; Wu, 2004). 
However, this does not discriminate between different plant types, such as turfgrass and tree, 
which each have distinct microclimate effects (Peters et al., 2011). Mapping these plant types 
separately would allow for analysis of their effects on local heat exchanges that differ due to 
albedo, water access, and shading. Therefore, there is a growing interest in the potential of 
hyperspectral imagery for expanding the categories of landcover that can be detected at sub-
pixel scales (Roberts et al., 2012; Okujeni et al., 2015).  
 Another key biophysical measurement for assessing urban microclimates across a 
city is land surface temperature (LST). LST can be used to measure canopy temperatures, 
which affect many aspects of plant function such as transpiration, photosynthesis, and 
respiration (Leuzinger et al., 2010; Serbin et al., 2015). Because LST is derived from thermal 
imagery, and because thermal wavelengths have lower energy than wavelengths in the 
VSWIR, a larger pixel size is required. Typical thermal pixel resolutions for orbital imagers 
range from 90 m (ASTER) to 1 km (Moderate Resolution Imaging Spectroradiometer: 
MODIS). This has limited remote sensing assessment of urban thermal dynamics to 
relationships that can be observed at these coarser scales. For example, studies have used 
urban LST imagery to characterize the urban heat island, model urban sensible heat flux, and 
examine the links between urban cover and heat response (Weng & Quattrochi, 2006; Xu et 
al., 2008; Jiang & Tian, 2010; Wang et al., 2016). In this vein, several studies have 
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investigated how sub-pixel fractions of green vegetation and impervious surface relate to 
measured LST and vegetation indices such as the Normalized Difference Vegetation Index 
(NDVI) (e.g., Li et al, 2011; Deng & Wu, 2013). However, the coarse resolution of LST 
imagery has so far prevented city-scale assessment of urban canopy temperatures as a 
potential indicator of vegetation stress. 
There are two other significant factors that limit remote sensing analyses of urban 
microclimates. First, the temporal resolution of remote sensing imagery is typically too 
coarse to observe diurnal change (e.g., Landsat repeat overpass is ~16 days). The exception to 
this is geostationary satellites, such as the Geostationary Operational Environmental Satellite 
(GOES-16); however, imagery is collected at very coarse spatial resolutions (0.5 – 2 km) and 
its analysis is further hindered by clouds. Second, there are several environmental variables 
that cannot be easily quantified remotely, including soil moisture and latent heat flux. For this 
reason, much of our understanding of urban fluxes comes from in situ and flux tower studies 
of urban evapotranspiration, energy budgets, vegetation stress, and microclimates (Voogt & 
Oke, 1998; Grimmond & Oke, 1999; Arnfield, 2003; Peters et al., 2011). However, direct-
measurement methods are subject to locational biases that make their findings difficult to 
extrapolate beyond their study area (Grimmond et al., 2011; Luederitz et al., 2015). Urban 
energy balance models, which can be based on observed (in situ or flux tower) as well as 
known physical, chemical, or biological processes, offer a potential solution. By combining 
them with remote sensing data, urban fluxes can be evaluated at high temporal scales at the 
spatial resolution of remote sensing inputs.  
The goal of my research is to contribute to a better understanding of urban 
microclimate variability across quantified urban surface heterogeneity, with a particular 
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emphasis on interactive effects with urban vegetation. In my dissertation, I focus on Los 
Angeles, California, the second largest city in the United States with a population that has 
grown from around 5 million in 1950 to over 18 million in 2012 (U.S. Census, 2012). Los 
Angeles experiences a Mediterranean climate, with warm dry summers and wet winters, and 
in the past decades has been subject to several severe droughts, including a state-wide 
megadrought from 2012-2015 (Griffin & Anchukaitis, 2014; Asner et al., 2016). Los Angeles 
offers a large urban extent over which a wide range of possible surface cover permutations 
and associated microclimates can be evaluated. I do this using a unique remote sensing 
dataset collected by the NASA Hyperspectral Infrared Imager (HyspIRI) airborne campaign 
over Los Angeles and the nearby city of Santa Barbara in the summer of 2014. This campaign 
collected airborne hyperspectral imagery coincident with thermal imagery, which I use to 
derive urban landcover and quantify associated thermal variability across the study area 
(Green et al., 1998; Hook et al., 2001). I augment this dataset using additional airborne 
imagery, field measurements, and GIS data to better characterize urban climate and 
vegetation variability. 
 In Chapter 1, I use hyperspectral AVIRIS imagery of Santa Barbara, California to 
quantify sub-pixel urban composition at fine (4 m) and coarse (18 m) spatial resolutions 
(Wetherley et al., 2017). I develop spectral libraries of single- and multiple-resolution 
endmembers, and use MESMA to estimate sub-pixel fractions of spectrally dissimilar 
materials (vegetation, impervious, pervious) as well as pairs of spectrally similar materials 
(turfgrass and tree, paved and roof, non-photosynthetic vegetation and soil) at both 
resolutions. The sub-pixel fractions are validated using 1 m orthophotography. I then 
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compare fractional maps produced at both resolutions to evaluate the scalability of fractional 
estimates of urban materials using hyperspectral imagery. 
In Chapter 2, I conduct a large-scale analysis of urban surface composition and 
temperature variability across the Los Angeles metropolitan area (4,466 km2). Sub-pixel 
fractions of two plant functional types (tree and turfgrass) and 4 urban materials (impervious 
surface, commercial roof, non-photosynthetic vegetation, and soil) are quantified using 
AVIRIS. Fractional cover gradients of plant types and non-vegetated materials are developed 
using 1.7 million pixels, from which I model LST changes using simultaneously collected 
thermal imagery (MODIS-ASTER Airborne Simulator: MASTER). Vegetation LST 
variability is mapped by subtracting modeled LST from observed LST and examining it 
relative to building density and vegetation management.  
 In Chapter 3, I model and assess urban flux variability for 2,123 continuous 
neighborhoods (each ~1 km2) across Los Angeles. I use the Surface Urban Energy and Water 
Balance Scheme (SUEWS: Järvi et al., 2011), with localized parameters for urban surface 
materials, plant type, albedo, and structural variability extracted from a suite of remote 
sensing imagery (airborne hyperspectral and LiDAR). Additional GIS data, as well as climate 
variables from a high-resolution (3 km, hourly) WRF climate model, are used to further 
parameterize variability across the city (Skamarock & Klemp, 2008). Model outputs are 
assessed using MASTER LST imagery (36 m resolution), and diurnal flux variability 
investigated across gradients of urban surface cover and regional climate. 
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Chapter 1 
 
 
Mapping Spectrally Similar Urban Materials at Sub-Pixel Scales 
 
With Dar A. Roberts and Joseph P. McFadden.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Reproduced with permission from Remote Sensing of Environment: 
Wetherley, E.B., Roberts, D.A., and McFadden, J.P. 2017. “Mapping Spectrally Similar 
Urban Materials at Sub-Pixel Scales.” Remote Sensing of Environment 195 (6): 170–183. 
doi: 10.1016/j.rse.2017.04.013. 
  
8 
1. Introduction 
Accurately mapping urban composition is critical for understanding the urban 
environment, because the distribution of materials across an urban surface directly affects 
energy and water fluxes, which in turn impact urban climate, resource use, and human health 
(Jensen & Im, 2007; Powell & Roberts, 2008; Behling et al., 2015; Gu et al., 2015; Fu & 
Weng, 2016). Imaging spectrometry, which measures the reflected visible, near-infrared, and 
short wave infrared (VSWIR) range as contiguous, narrow bands, is capable of detecting 
spectral differences between urban materials that would otherwise appear spectrally similar in 
broadband imagery (Herold et al., 2004; Heiden et al., 2007; Ferrato & Forsythe, 2013). 
However, such imagery is rarely deployed for urban mapping, where fine spatial resolution 
(ideal for identifying object boundaries) is typically prioritized over fine spectral resolution 
(Small, 2001; Hodgson et al., 2003; Myint et al., 2013).  
Highly accurate maps of urban vegetation and materials have been produced using 
imagery that has both a fine spatial and fine spectral resolution (Xiao et al., 2004; Herold et 
al., 2008; Franke et al., 2009; Alonzo et al., 2013). These data are measured by airborne 
imaging spectrometers, such as the Airborne Visible Infra-Red Imaging Spectrometer 
(AVIRIS), flying at low attitude. However, airborne data is expensive, manually intensive to 
process, and difficult to acquire for multiple urban areas or multiple time periods. An orbital 
imaging spectrometer would overcome many of these limitations, making it possible to 
measure and compare urban composition globally and track changes in urban composition 
over time. Currently, there are several planned orbital imaging spectrometer missions that 
would collect repeat, global imagery, including NASA’s Hyperspectral Infrared Imager 
(HyspIRI), Germany’s Environmental Mapping and Analysis Program (EnMAP), and Italy’s 
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PRecursore IperSpettrale della Missione Applicativa (PRISMA) (Labate et al., 2009; Guanter 
et al., 2015; Lee et al., 2015).  
Data imaged by these first-generation orbital spectrometers will have coarser spatial 
resolutions than typically used for fine-scale urban composition mapping. For example, 
HyspIRI and EnMAP will collect VSWIR measurements at 30 m resolution, similar to that of 
Landsat or ASTER (Lee et al., 2015). Orbital imaging spectrometry will still capture the full 
VSWIR range, however at this resolution urban spectra will likely be highly mixed and 
represent multiple materials per pixel (Small, 2001). This leaves open the possibility of 
extracting important global urban compositional information if we can first understand the 
effect of spatial resolution on urban composition estimates.  
When pixels are too large to identify landscape features, sub-pixel composition must 
be estimated from measured signals. Methods for doing so primarily rely on linear spectral 
mixture analysis (SMA), which assumes that the measured reflected signal of a mixed-
composition pixel is a linear combination of reflectance from all sub-pixel surfaces, 
proportional to their pixel fraction (Settle & Drake, 1993). In practice, scene materials are 
grouped into classes, which are then represented by a smaller number of representative 
spectra, known as spectral endmembers (EM). These can be extracted from the image itself 
(image EMs) or derived from field or laboratory measurements or simulated (reference EMs) 
(Somers et al., 2011). The collective group of EMs used to unmix an image is called a 
spectral library, and ideally captures the full spectral variability of materials present in the 
scene. For scenes that contain high levels of material diversity, identifying representative 
EMs can be particularly challenging (Roberts et al., 2012). For example, an urban impervious 
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class may include many spectrally unique water resistant materials such as asphalt, concrete, 
metal, rubber, etc. (Herold et al., 2004).  
Methods have been developed to incorporate inter-class variability into SMA, 
broadening its ability to overcome challenges associated with spectrally diverse, coarse 
spatial resolution imagery. These methods include using bundles of EMs, local unmixing 
using EMs extracted from a moving window, and estimating fractions based on statistical 
distributions (Bateson et al., 2000; Stein, 2003; Somers et al., 2012; Goenaga et al., 2013; 
Zare & Ho, 2014). Multiple Endmember Spectral Mixture Analysis (MESMA) is another 
type of SMA that allows the number and type of EMs to change on a per-pixel basis, and has 
been shown to be robust enough to unmix highly variable urban landscapes using either 
broadband or high spectral resolution imagery (Roberts et al., 1998; Powell et al., 2007; 
Franke et al., 2009; Roberts et al., 2012; Wu et al., 2014).  
As these techniques have enabled SMA to capture spectral variability across an urban 
scene, it continues to be primarily used to estimate sub-pixel fractions of broad cover classes. 
Many urban pixel-unmixing studies are modeled on the Vegetation-Impervious-Soil (VIS) 
scheme, which classifies all urban components as a mixture of these three surfaces, plus 
water (Ridd, 1995; Wu, 2004). However, this scheme lumps together surfaces that have very 
different effects on urban environmental function and ecosystem services. For example, trees 
and turfgrass both fall into the vegetation class, however they have very different water use 
and while trees shade nearby surfaces and may overhang impervious (e.g., a street tree) or 
pervious surfaces (e.g., in an urban park), turfgrass provides no shade and is more 
consistently pervious (Peters et al., 2011; Grimmond et al., 2011). Similarly, non-
photosynthetic vegetation (NPV) is difficult to distinguish from soil in broadband imagery, 
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however these two surfaces could represent different levels of soil compaction (e.g., a field of 
dead vegetation versus a soil parking lot) and thus have different potential for erosion and 
perviousness. Recognizing this, studies have started to explore the potential of imaging 
spectrometry to perform SMA using narrower class definitions (Okujeni et al., 2013; Okujeni 
et al., 2015; Roberts et al., 2015).  
As narrower class definitions expand the material fractions that SMA can map, other 
studies have begun to examine the effect of image spatial resolution on fractional estimate 
accuracy (Roberts et al., 2012; Okujeni et al., 2015). However this work has not yet been 
extended to examine the effects of spectral library spatial resolution. This is a critical 
question, because the spectral diversity of a material class is augmented by the spatial 
resolution of its measurement. In an urban area, this is largely related to object structural 
diversity. For example, the spectral signature of a leaf will be different from that of a full tree 
crown, where light is absorbed, reflected, and scattered throughout the canopy, while that of a 
roof will be impacted not only by the roofing material but also the shape of the roof tiles and 
slope of the roof relative to incoming solar radiation (Meister et al., 2000; Roberts et al., 
2004; Ollinger, 2011). The spatial resolution at which a surface is measured will therefore 
determine the extent to which its structure affects the spectral signature. This creates an 
intrinsic link between an EM and its resolution, adding variability that may or may not be 
present in the image being analyzed. 
This study used fine and coarse resolution imaging spectrometry, collected over the 
same area and at the same time of year, to expand upon recent research and better understand 
how the spatial resolution of spectral libraries and imagery affects the accuracy of fractional 
estimates in an urban scene. Specifically, we asked the following questions:  
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1. How does the spatial resolution of image EMs affect spectral library performance? 
 2. Is fractional cover information conserved as image resolution coarsens? 
 3. Can imaging spectrometry accurately estimate fractions of both VIS classes and 
 VIS sub-classes? 
We used two AVIRIS images acquired at resolutions considered typical for urban remote 
sensing (4 m) and coarse for urban classification (18 m) (Jensen & Cowan, 1999). We 
produced single- and multiple-resolution libraries using spectra from both images, and 
applied these libraries to both resolutions of imagery to test which produced more accurate 
fractional estimates and at which scales.   
 
2. Methods 
2.1 Study Site  
This study used imagery of the Santa Barbara, California urban area, which includes 
the cities of Santa Barbara and Goleta as well as developed, unincorporated land between 
these cities (Fig. 1.1). Study area boundaries were determined by the overlap of study 
imagery (described in Section 2.2) with the urban area. The study area is situated between the 
southern base of the Santa Ynez Mountains and the south-facing California coast. Highway 
101 bisects the study area, connecting the primary downtown center, commercial zones, and a 
mix of neighborhoods that include low-density development with high tree cover and areas 
with more compact housing. Additional land cover includes agriculture (orchards and tilled 
fields), tree-covered riparian corridors, unirrigated open space, and the Santa Barbara Airport. 
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N	
5 km	
 
Figure 1.1. Study area location (A) in Santa Barbara County (B), California (C). The thick 
white line delineates the study area boundaries, while small white boxes indicate validation 
polygon locations. 
 
Study area composition includes materials typical of North American cities as well as 
a few materials more common to the southwestern United States. Dominant built materials 
include asphalt, concrete, metal, wood and composite shingle roofs, gravel, brick, stone, and 
recreational surfaces such as tennis courts and artificial turf. Collectively, these materials are 
spectrally variable, with broadband albedos ranging from very low reflectivity (e.g., asphalt 
albedo of approximately 0.05) to moderately reflective (e.g., concrete albedo up to 0.35) to 
highly polished, specular surfaces such as glass or polished metal (Oke, 1987). A regionally 
specific material prevalent throughout the study area is red clay tile, found on residential and 
downtown commercial roofs. Vegetation is irrigated and maintained in developed areas, and 
includes irrigated turfgrass (defined here as any of a variety of grasses that are commonly 
grown to form turf in lawns, sport fields, etc.) as well as over 450 tree species, the majority of 
which are broadleaf evergreen (Alonzo et al., 2013). Urban vegetation is also spatially 
diverse, ranging from small residential lawns or isolated street trees to large golf courses and 
closed-canopy parks. Unmaintained vegetation, found in undeveloped areas, includes native 
and invasive grasses, shrubs, and riparian coast live oak forests. Due to the region’s 
Mediterranean climate, with winter rain and dry summers, natural grasslands and deciduous 
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shrublands tend to vary seasonally between green vegetation (GV) and NPV, while irrigated 
urban vegetation remains more strongly GV throughout the year. 
 
2.2 Data   
 Image data were collected at two spatial resolutions, allowing for a comparison of 
imagery dominated by pure pixels (< 5 m resolution) versus mixed pixels (> 5 m resolution). 
Fine resolution imagery (3.6 m) was collected by the AVIRIS-Next Generation (AVIRIS-NG) 
sensor on September 5, 2014. AVIRIS-NG samples 432 bands of radiance between 0.35 – 2.5 
μm at continuous intervals of 5 nm (Hamlin et al., 2011). The sensor was flown aboard a 
Twin Otter platform at an altitude of 3.5 – 4 km, imaging two flightlines along an east-west 
axis between 20:56 UTC and 21:34 UTC. Coarse resolution imagery was collected by the 
AVIRIS-Classic (AVIRIS-C) sensor one week earlier on August 29, 2014. AVIRIS-C 
measures 224 contiguous bands of radiance between 0.38 – 2.5 μm with a full width half 
maximum of 10 nm and an instantaneous field of view of 1 milli-radian (Green et al., 1998). 
It was flown at a 35° northeast-southwest orientation aboard the NASA ER-2 high altitude 
platform as part of the HyspIRI Airborne Preparatory Campaign. Two flightlines with a 
ground instantaneous field of view of 15.6 m and 15.8 m were imaged between 18:05 UTC 
and 18:47 UTC.  
 Initial image processing was conducted by the Jet Propulsion Laboratory, and 
included calibrating each scene to radiance, converting it to reflectance, and spatially 
resampling the AVIRIS-C imagery to 18 m (Thompson et al., 2015). We used ENVI to 
spectrally resample the AVIRIS-NG imagery to AVIRIS-C wavelengths using a Gaussian 
model and full width half maximum equal to that of the AVIRIS-C imagery. Bands unusable 
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due to atmospheric interference were removed, with identical bands extracted from both 
images, leaving 178 bands for analysis. We corrected remaining locational errors with a 
basemap of mosaicked National Agriculture Imagery Program (NAIP) digital orthophotos 
(acquired in the spring and fall of 2014), resampled from its 1 m native resolution to 4 m and 
18 m. We used Delaunay triangulation to georectify the AVIRIS-NG flightlines to the 4 m 
map with 165 and 185 ground control points, and the AVIRIS-C flightlines to the 18 m map 
with 79 and 110 ground control points. Delaunay triangulation is ideal for correcting airborne 
urban imagery because the variable terrain across each flightline cannot be corrected for by a 
single polynomial model, and it has therefore been used by other studies to correct locational 
errors with a high degree of accuracy (Alonzo et al., 2013; Frolking et al., 2013). The final 
average locational error was 0.68 pixels for AVIRIS-NG and 0.49 pixels for AVIRIS-C. We 
masked areas outside of the study area. 
 To confirm that both images were similarly calibrated, we conducted a simple test 
comparing histograms of normalized difference vegetation index (NDVI) values from the 4 m 
imagery, the 18 m imagery, and an additional image with the 4 m values spatially resampled 
to 18 m, using a procedure similar to that used by Song (2004) (Fig. 1.2). The 4 m histogram 
displays three prominent peaks, which correspond to pure pixels of impervious surface 
(NDVI = 0.06), NPV (NDVI = 0.23), and GV (NDVI = 0.81). The histograms of the 
resampled and the 18 m images display a single peak around NDVI = 0.23, and follow a 
similar curve. We took this as confirmation that 4 m and 18 m images were similarly 
calibrated and that no major changes had occurred in the study area in the week separating 
the two flights. This also confirmed our initial assumption that the 4 m imagery was 
dominated by pure pixels while the 18 m imagery contained more mixtures. 
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Figure 1.2. Comparison of NDVI value histograms for the 4 m image, the 4 m image 
resampled to 18 m, and the 18 m image. 
 
2.3 Spectral Library Development  
To assess the effect of spectral library spatial resolution, we created single- and 
multiple-resolution libraries using parallel techniques designed to maintain within-class 
spectral variability and class separability. We first extracted spectra from each image to build 
large reference libraries, and then reduced the spectra down to only optimal EMs. Figure 1.3 
shows a flow chart of this process, which we describe in greater detail below.  
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We first manually identified urban materials in the 4 m scene, and then used polygons 
to extract “pure” spectra of these materials. To simplify this process, we extracted spectra 
from mosaicked 4 m flightlines, however other studies have extracted two sets of spectra 
with the same polygon if it was located where two images overlapped, capturing different 
sun-sensor geometries (e.g., Roberts et al., 2015). We produced 240 polygons across the 4 m 
imagery, extracting spectra from multiple roof types (commercial, shingle, metal, and red 
tile), asphalt, concrete, brick, trees, low shrubs, irrigated turfgrass, soil, NPV, as well as other 
less common urban materials including rubber, solar panels, artificial turf, clay tennis courts, 
and canvas and plastic tarps of various colors. We determined that these less common spectra 
represented impervious surfaces in the scene, so we included them in the broader impervious 
class and then categorized them as either ground or roof cover.  
We next applied these polygons to the mosaicked 18 m scene. Polygon boundaries 
were adjusted or polygons deleted completely if they were found to contain a mixed surface 
(such as vehicles in a parking lot), did not conform to object boundaries at the 18 m scale, or 
were too small to encompass a full 18 m pixel. This was to avoid introducing spectrally 
mixed EMs into the library. In total, we removed 92 polygons, or 39.6% of the original 4 m 
polygons. When possible, we replaced them with new polygons encompassing the same 
cover type but at spatial scales resolvable at 18 m, resulting in 237 polygons.  
While using identical polygons to extract spectra from the 4 m and 18 m scenes 
would have allowed for a more direct comparison of material spectra at different spatial 
resolutions, modifying our polygons enabled us to capture different scene-level spectral 
variability. All 6 classes were represented at both scales, however at 4 m we extracted spectra 
from targets smaller than those resolvable at 18 m, including individual tree crowns, roof  
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Figure 1.3. Flow chart of library development and image analysis (read from top to bottom). 
 
types other than commercial roofs, and less common materials such as solar panels. 
Conversely, larger surfaces were represented in the 18 m library, including irrigated golf 
courses or large lawns, closed canopy trees, open space NPV, large commercial roofs, wide 
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highways, and empty parking lots. Consequently, the average polygon size on the 4 m 
imagery was 1,193.6 m2, or 74.6 pixels, while the average polygon size on the 18 m imagery 
was 5,572.8 m2, or 17.2 pixels.  
We developed metadata for each individual spectrum describing multiple levels of 
land use and cover material detail. These included a broad pervious/impervious distinction, 
land use (parking lot, road, recreational field, etc.), and plant functional type. The final, most 
detailed category of metadata described both material and use (e.g., red tile roof or asphalt 
parking lot). Metadata were verified by viewing the surfaces using Google Earth imagery 
acquired in August, 2014, in addition to inspecting the spectral signatures. Knowledge of 
local spectra was derived in part from a field spectral library of Santa Barbara area urban 
spectra (Herold et al., 2004). We divided all spectra into spectrally dissimilar classes based 
on the VIS model: GV, Impervious, and non-GV Pervious. We then sub-divided each 
dissimilar class into pairs of spectrally similar VIS sub-classes: turfgrass and tree (GV), 
paved and roof (Impervious), and NPV and soil (non-GV Pervious). We conducted a 
Bhattacharyya distance analysis on the 18 m library, using all 178 bands, to confirm that 
spectrally similar class pairs were more similar to each other than to other classes. The 
Bhattacharyya distance measures spectral separability using the mean and covariance matrix 
of each class, and has been used to assess the spectral separability of classes using high-
spectral resolution data (Kailath, 1967; Herold et al., 2004).  
The initial sets of extracted spectra and metadata formed reference libraries. After 
excluding duplicate spectra, these included 3,288 unique 18 m EMs and 15,651 unique 4 m 
EMs. The 4 m reference library was significantly larger than the 18 m reference library 
because its finer spatial resolution yielded a greater number of pixels per polygon. This also 
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resulted in a high amount of spectral redundancy in the 4 m library. To reduce redundancy 
and produce a 4 m reference library more similar in size to the 18 m library, we used the 
procedure outlined in Roth et al. (2012) to produce 10 libraries of randomly sampled EMs 
from the 4 m library. EMs were randomly selected based on the finest level of metadata 
describing both use and material to maintain as much variability as possible with the 
minimum number of spectra. We restricted any polygon from contributing more than 50% of 
its spectra or 10 spectra total to any particular library, creating 10 libraries of 1,881 randomly 
selected EMs. Because the 18 m library was less redundant, with a smaller pixel to polygon 
ratio, and was more manageable at 3,288 spectra, we chose to prioritize conserving spectral 
variability and not run random sampling.   
We achieved further library reduction using Iterative Endmember Selection (IES) 
(Schaaf et al., 2011). IES is an automated algorithm that selects spectra that are representative 
of the larger reference library. It does so by comparing all pairs of EMs and selecting those 
that result in the highest kappa value for classifying the entire reference library. Each time an 
EM is added to the smaller IES library, IES will test for further improvement by individually 
subtracting each selected EM and recalculating the kappa value. IES continues to iteratively 
add and subtract spectra until the reference library is optimally represented. We ran IES on all 
10 randomly selected 4 m libraries and on the 18 m reference library. The 4 m libraries 
yielded a range of kappa values from 0.940 to 0.966 and contained between 161 and 187 
EMs. We selected the library with the highest kappa and 187 EMs and discarded the other 9 
random libraries. The 18 m IES library yielded a kappa of 0.941 and 226 EMs.  
Ideally, the reduced set of EMs in the 4 m and 18 m IES libraries optimally captured 
the variability of each reference library. We next set out to maximize class separability using 
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an iterative classification-reduction (ICR) procedure similar to that used by Roberts et al. 
(2012). We used MESMA to classify each scene with its native resolution IES library (i.e., 
the 18 m IES library was used to classify the 18 m image and the 4 m IES library was used to 
classify the 4 m image), constraining MESMA to select only one EM per pixel. We classified 
pixels as turfgrass, tree, paved, roof, NPV, or soil, incorporating an additional shade factor to 
control for brightness differences between EMs and measured signals. We visually inspected 
the results to identify and remove EMs that tended to overmap (classify surfaces outside its 
class) or undermap (classify few surfaces within its class). ICR was repeated with the reduced 
library until removing EMs produced no discernable improvement. This refined our 4 m 
library to a final size of 95 EMs and our 18 m library to 61 EMs.  
We produced two multiple-resolution libraries using the same procedure, starting with 
a combined reference library that contained the 18 m reference library (3,288 spectra) and the 
randomly selected 4 m library (1,881 spectra). IES yielded a kappa of 0.968 and reduced the 
library to 252 spectra. We used ICR on the 4 m and 18 m images separately, and because 
different EMs performed better or worse on each image, this parallel process produced two 
different reduced multiple-resolution libraries. The 4 m multiple-resolution library contained 
56 EMs, while the 18 m multiple-resolution library contained 57 EMs.  
In total, we produced four reduced libraries for comparison:  
- 4 m single-resolution library: 4 m spectra. 
- 18 m single-resolution library: 18 m spectra. 
- 4 m multiple-resolution library: 4 m and 18 m spectra, iterated (ICR) on the 4 m image. 
- 18 m multiple-resolution library: 4 m and 18 m spectra, iterated (ICR) on the 18 m image. 
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2.4 MESMA Analysis and Accuracy Assessment 
 We used MESMA to apply each library to the 4 m and 18 m imagery and estimate 
sub-pixel classes and their fractions. MESMA selects the best fitting model based on 
maximum and threshold RMSE values. We used values obtained from the literature of 2.5% 
and 0.7%, respectively, meaning any pixel that could not be modeled with an RMSE below 
2.5% reflectance would remain unclassified, and a more complex model (more per-pixel 
EMs) would be used only if doing so improved the RMSE by at least 0.7% (Roberts et al., 
2012). Fractions were constrained between 0 and 1, no pixel could contain more than 80% 
shade, and overall pixel complexity (the number of EMs per pixel) was limited to a 
maximum of three, plus shade. While more complex models almost always perform better 
than simple models in terms of RMSE, greater model complexity has also been positively 
correlated with computation time and negatively correlated with accuracy, and therefore 
urban unmixing studies tend to limit complexity to three or fewer EMs (Powell et al., 2007). 
Finally, MESMA restricts the overall EM combination to one class representative per pixel, 
e.g., it will not evaluate a possible mixture of two roof EMs or two tree EMs. However, when 
calculating fractions of spectrally similar classes, MESMA did evaluate mixtures of 
impervious (paved and roof), mixtures of GV (turfgrass and tree), and mixtures of pervious 
(NPV and soil). Within these constraints, MESMA evaluated all possible EM combinations 
pixel by pixel to select the best fitting model. We initially produced fractional estimates on 
unwarped imagery, which we then shade normalized, rotated, warped, mosaicked, and 
clipped to the study area.  
 We developed 59 validation polygons to assess the accuracy of our MESMA 
products, illustrated in Fig. 1.1a. Each polygon was 180 x 180 m in size, representing a 10 x 
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10-pixel area on the 18 m imagery or a 45 x 45 pixel area on the 4 m imagery. While larger 
validation polygon sizes tend to produce higher measures of fractional accuracy, 180 x 180 m 
polygons contained a desirable fractional mix of all or most of the 6 classes of interest, while 
smaller polygons contained inadequate combinations of fractional cover (Powell et al., 2007). 
We used the pixel grid of the 18 m imagery to randomly generate polygon locations, setting a 
minimum inter-polygon distance of 400 m to evenly distribute them across the study area. 
Within each validation polygon, we used E-Cognition to classify the 1 m NAIP imagery into 
turfgrass, tree, paved, roof, NPV, and soil cover. NAIP classification accuracy was visually 
assessed and manually corrected based on a comparison to August 2014 Google Earth 
imagery. This was particularly important for adjusting turfgrass surfaces that had senesced to 
NPV by the time of the flights. We also discarded two polygons. One contained 40% open 
water, which we did not include as an urban cover class due to the lack of any significant 
urban waterways in the study area. The other was a row crop agricultural field for which we 
could not determine (from validation imagery) its cover at the time of the AVIRIS flights. We 
replaced these with two additional randomly generated polygons. Once all polygons were 
classified, we evaluated the range of class cover fractions and determined that soil was 
inadequately represented, with no polygons exceeding 18% soil cover. This limited soil 
coverage is an accurate reflection of the absence of soil in our scene, however we decided to 
augment our validation dataset to better assess our ability to detect soil. We added five 
polygons representing larger soil percentages, bringing our total number of validation 
polygons to 64.  
We used validation polygon boundaries to extract the total fractional coverage of 
dissimilar VIS classes (GV, Impervious, non-GV Pervious) and similar VIS sub-classes 
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(turfgrass, tree, paved, roof, NPV, soil) from all MESMA products. We plotted MESMA 
fractions (y) against validation fractions (x) to calculate the linear R2, slope, and intercept for 
each class.  
 
2.5 Synthetic Mixtures 
 While polygon-level validation is a common method for assessing fractional 
estimates, it provides no information regarding accuracy at the pixel level (Roberts et al., 
2012; Okujeni et al., 2015). To better understand this, we produced a set of synthetic 
mixtures using spectra that had been excluded from our 4 m library during random sampling, 
and then unmixed them using MESMA and the 4 m multiple-resolution library. To produce 
the synthetic mixtures, we calculated the median broadband brightness value for each class, 
randomly selected 20 spectra with brightness values below and above this value, and then 
averaged together each group of 20 spectra. This produced one bright and one dark 
generalized spectrum of turfgrass, tree, paved, roof, NPV, and soil, for a total of 12 spectra. 
Because the paved and roof classes had a greater level of material diversity, thus greater 
spectral variability, we selected spectra from smaller sub-groups of each. For the paved class 
we produced an averaged asphalt spectrum (dark) and an averaged concrete spectrum 
(bright), while the roof class was limited to dark and bright commercial roof spectra only. We 
synthesized linear mixtures of every possible two-class combination using these spectra, 
varying fractions by 1%, for a total of 6,048 mixtures, and then unmixed them, limiting the 
number of EMs to a maximum of two (plus shade) but leaving all other constraints identical 
to those used in our image analysis.   
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3. Results 
3.1 Producing single- and multiple-resolution libraries 
 We produced a set of comparable single- and multiple-resolution spectral libraries to 
investigate the effect of EM spatial resolution on fractional estimates. Because a small library 
is preferable when using MESMA, we combined a variety of automated and manual 
techniques to reduce the size of larger reference libraries while conserving class variability 
and separability as much as possible.  
The 4 m single-resolution reference library was the largest in the study, containing 
15,651 (non-duplicate) spectra extracted from 240 polygons. Because many of these spectra 
were redundant, we used random sampling to remove nearly 90% of the EMs and cut the 
library to 1,881 spectra. IES, which also provided a method for evaluating each randomly 
selected library through its kappa coefficient, reduced the library by another 90% to 188 
spectra. ICR required 5 passes to reduce the library to 95 EMs, including 5 turfgrass, 45 tree, 
17 paved, 16 roof, 7 NPV, and 5 soil spectra. Final turfgrass spectra were derived from large, 
well-irrigated areas, while tree spectra represented both open and closed canopies. Trees were 
also the largest class because additional bright tree spectra were needed to separate well-
illuminated tree fractions from turfgrass. Library reduction, particularly ICR, stripped much 
of the material variability from the paved class, with the reduced library containing primarily 
asphalt of various brightnesses, while roof spectra included white and grey commercial roofs 
and red tile roofs. NPV spectra were drawn from unmaintained open space, while soil came 
from a variety of sites, including a racetrack, construction zone, and baseball diamond. 
The 18 m single-resolution reference library did not require random selection. 
Together, IES and ICR reduced it from 3,288 spectra to 61 spectra, including 10 turfgrass, 11 
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tree, 6 paved, 17 roof, 14 NPV, and 3 soil spectra. Turfgrass, paved, and NPV spectra were 
drawn from similar targets as the 4 m library, while the coarser spatial resolution limited roof 
spectra to commercial roofs, tree spectra to closed canopy areas, and soil spectra to large 
targets including a beach and two bare agricultural fields. 
We produced the two multiple-resolution reference libraries using an identical 
technique, beginning with the 1,881 randomly-selected 4 m spectra and 3,288 18 m spectra, 
for a combined library of 5,169 spectra. IES reduced this library to 248 EMs, consisting of a 
nearly equal number of 4 m (125) and 18 m (123) spectra. All 6 classes in the multiple-
resolution IES library were represented by EMs from both spatial resolutions, with the 
majority of EMs for tree, roof, and soil classes represented by 4 m spectra and the majority of 
EMs for turfgrass, paved, and NPV represented by 18 m spectra. The balance between 4 m 
and 18 m spectra in the final multiple-resolution libraries depended on the scene each was 
iterated upon during ICR, with native resolution spectra being conserved over non-native 
spectra at a 2:1 ratio — the 4 m multiple-resolution library was 60.1% 4 m and 39.9% 18 m 
spectra, while the 18 m multiple-resolution library was 63.0% 18 m and 37.0% 4 m spectra. 
The two final multiple-resolution libraries shared 46% of their spectra (16 EMs from the 18 
m image and 10 EMs from the 4 m image) while the remaining 54% of each library were 
unique. 
As expected, classes with greater material diversity were represented by more 
spectrally variable EMs (Fig. 1.4). The most variable class was roof, with an average standard 
deviation (SDAV) across all wavelengths of 0.123, followed by the paved class (SDAV = 
0.089). Soil (SDAV = 0.052) and NPV (SDAV = 0.057) had similar levels of variability. 
Turfgrass was the least variable, with SDAV = 0.039, followed by tree (SDAV = 0.042). These 
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libraries do not represent the full material diversity present in the imagery. EMs representing 
less common materials, such as artificial turf, rubber, brick, and solar panels, tended to be 
conserved through IES, but performed poorly during ICR by either over-representing their 
coverage (e.g., a solar panel EM modeling shaded or otherwise dark surfaces), or identifying 
so few pixels as to make their inclusion too computationally costly for the MESMA process. 
Had the goal of this study been to produce a classification map, and not fractional estimates, 
these unique EMs would likely have remained in the library.  
 
3.2 Fractional Estimates 
 We applied each single-resolution and multiple-resolution library to the 4 m and 18 m 
scenes to produce eight maps of sub-pixel fractional estimates. We assessed accuracy for two 
groups of classes: spectrally dissimilar VIS classes of GV, Impervious, and non-GV 
Pervious, and spectrally similar VIS sub-classes of turfgrass and tree (GV), paved and roof 
(Impervious), and NPV and soil (non-GV Pervious). Multivariate analysis of variance 
(MANOVA) revealed a significant effect of library resolution (single- or multiple-resolution 
library; p < 0.01, n = 72), image resolution (4 m or 18 m; p < 0.05, n = 72), and spectral 
(dis)similarity (p < 0.001, n = 72) on polygon-level accuracy as measured by R2 (Table 1). 
 
3.2.1 Library Resolution 
In nearly all cases, multiple-resolution libraries of 4 m and 18 m spectra produced 
more accurate fractional estimates compared to single-resolution libraries. Multiple-
resolution libraries estimated fractions of spectrally dissimilar classes with average R2 = 0.91, 
while single-resolution libraries estimated fractions of dissimilar classes with R2 = 0.82. On  
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 Figure 1.4. Spectra from all final libraries. Grey lines indicate spectra used to model 
turfgrass, tree, paved, roof, NPV, and soil fractions. The thick black line represents the 
average spectrum for each class. Reflectance standard deviation was calculated at each 
wavelength and then averaged together to produce a class average standard deviation (SDAV). 
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Table 1. R2 values for all library-imagery combinations for dissimilar and similar classes. 
Highlighted values indicate R2 > 0.80. 
 
average, fractions of spectrally similar classes were also more accurately estimated using 
multiple-resolution libraries (R2 = 0.78) compared to single-resolution libraries (R2 = 0.60). 
Multiple-resolution libraries outperformed single-resolution libraries on both resolutions of 
imagery, with a more pronounced effect at 18 m where they improved average R2 values 
forfractions of spectrally dissimilar classes by 0.15 and similar classes by 0.27. At 4 m the 
effect was less pronounced, improving fractional accuracy for dissimilar classes by 0.03 and 
similar classes by 0.09. As expected, multiple-resolution libraries were more portable across 
scenes compared to single-resolution libraries: on the 4 m image, the 18 m multiple-
resolution library outperformed the 18 m single-resolution library, and on the 18 m image the 
4 m multiple-resolution library outperformed the 4 m single-resolution library. However, 
multiple-resolution libraries also slightly out-performed single-resolution libraries on their 
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native resolution scenes, improving mean R2 by 0.01 and 0.03 at 4 m, and 0.03 and 0.12 at 18 
m, for dissimilar and similar fractions, respectively.  
  
3.2.2 Image Resolution 
 Fractional estimates at 4 m showed better correlation with validation fractions 
compared to fractional estimates at 18 m. The mean fractional accuracy for the 4 m image 
was R2 = 0.91 for spectrally dissimilar classes and R2 = 0.75 for similar classes. Mean 
fractional accuracy for the 18 m image was R2 = 0.82 for dissimilar classes and R2 = 0.62 for 
similar classes. One factor contributing to the underperformance of the 18 m image was the 
low accuracy of the fractional estimates produced by the 4 m single-resolution library. On the 
18 m image, this library produced mean fractional accuracies of R2 = 0.62 for dissimilar 
classes and R2 = 0.33 for similar classes. Examination of the MESMA product revealed 
significant BRDF effects resulting in confusion between classes. Investigation of the 
remaining 18 m MESMA products showed slight BRDF effects, but these were less affected 
overall. Excluding this BRDF-affected library increased mean fractional accuracies for the 18 
m image to R2 = 0.89 for spectrally dissimilar classes and R2 = 0.72 for similar classes, which 
were more like the average accuracies obtained on the 4 m image. 
 Image resolution appears to be the primary driver of pixel complexity (Table 2). We 
allowed MESMA to select up to three EMs per pixel for both resolutions of imagery, 
however the 4 m fraction maps had fewer mixed pixels compared to the 18 m maps. Across 
all fraction maps, the majority of 4 m pixels (50.3% - 54.0%) were modeled by a single EM, 
while the majority of 18 m pixels (57.5% - 66.8%) were modeled by two EMs. Mean pixel 
complexity in the 4 m scene ranged between 1.51 to 1.66 EMs per pixel, while it ranged 
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between 1.81 to 1.88 EMs per pixel at 18 m. Both scene resolutions had the smallest 
proportion of pixels modeled by three EMs. 
 
Table 2. Pixel complexity, ordered by mean complexity (average number of EMs per pixel).  
 
Scene Pixel Complexity 
Library Resolution Mean % 1 EM % 2 EM % 3 EM 
4 m Multiple-Res. 18 1.88 25.14% 61.77% 13.07% 
18 m Multiple-Res. 18 1.85 28.59% 57.53% 13.87% 
18 m Single-Res. 18 1.84 22.33% 66.79% 10.83% 
4 m Single-Res. 18 1.81 26.73% 65.27% 8.00% 
4 m Single-Res. 4 1.66 50.29% 33.27% 16.44% 
4 m Multiple-Res. 4 1.65 51.97% 31.35% 16.68% 
18 m Multiple-Res. 4 1.64 53.52% 28.70% 17.78% 
18 m Single-Res. 4 1.51 53.95% 40.61% 5.44% 
 
 
3.2.3 Spectral (Dis)similarity 
As expected, fractions of spectrally dissimilar VIS classes (GV, Impervious, and non-
GV Pervious) had higher correlation to validation polygons than fractions of spectrally 
similar VIS sub-classes (turfgrass, tree, paved, roof, NPV, and soil). With the exception of 
the 4 m single-resolution library applied to the 18 m scene, which was highly affected by the 
BRDF, fractions of all dissimilar classes were estimated with R2 > 0.83 while the estimated 
accuracy of spectrally similar fractions ranged between 0.22 < R2 < 0.94. GV fractions were 
the most accurately estimated, with average R2 = 0.93 and all libraries detecting GV with R2 
> 0.90. Impervious fractions were the second most accurately estimated (average R2 = 0.88), 
followed by non-GV Pervious (average R2 = 0.79). Fractions of spectrally similar classes as a 
whole were less correlated with validation data, however certain spectrally similar classes 
proved easier to detect at sub-pixel levels than others. Tree fractions were estimated across all 
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libraries with average R2 = 0.87, followed by soil (R2 = 0.77) and NPV (R2 = 0.74). Paved 
(R2 = 0.67) and turfgrass (R2 = 0.66) fractions were estimated with similar accuracies, while 
roof fractions were poorly estimated (R2 = 0.42). 
Bhattacharyya distance analysis conducted on the 18 m reference library, examining 
the spectral separability between each class using the mean class vector and covariance 
matrix, indicated that the most distinct pairs of spectra were those that included one GV EM 
(Fig. 1.5). Pairs with above average separability were turfgrass-soil, tree-soil, turfgrass-paved, 
turfgrass-roof, and tree-roof. As expected, the three spectrally similar pairs (turfgrass-tree, 
paved-roof, and NPV-soil) were the least distinct from each other, followed by tree-NPV and 
tree-paved. 
  
Figure 1.5. Bhattacharyya distance values for all class pairs. A larger value indicates the class 
pair is more spectrally distinct, and therefore more separable. The dashed line indicates the 
average distance value.  
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 In general, fractions underestimated overall abundance as represented by slope values 
(where slope = 1 is a perfect model of abundances) (Table 3). While image resolution was 
found to not be significant (p > 0.1, n = 72), MANOVA found significant effects of library 
resolution (single- or multiple-resolution) and spectral (dis)similarity on slope values (p < 
0.05, n = 72). Multiple-resolution libraries estimated material abundances better than single-
resolution libraries for both dissimilar and similar class types: average multiple-resolution 
library slopes were 0.89 for dissimilar and 0.76 for similar classes, compared to average 
single-resolution library slopes of 0.80 for dissimilar and 0.65 for similar classes. Across all 
libraries, abundances of dissimilar classes were more accurately captured (with an average 
slope of 0.84) than similar class abundances (with an average slope of 0.71). 
 
Table 3. Slope values for all library-imagery combinations for dissimilar and similar classes. 
Highlighted values indicate slope > 0.80.  
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Intercept values indicate most models had a slight positive bias, but bias overall was 
relatively minor (Table 4). Of all library/image pairs, 82% had a positive or negative bias of 
less than 5%, while the remainder had a positive bias between 5-14%. Paved, roof, and soil 
classes exhibited positive errors across each library and image pair, while NPV skewed 
negative for three out of the four 18 m scenes.    
 
Table 4. Intercept values for all library-imagery combinations. Highlighted values indicate an 
intercept of 5% or less.  
 
 
To better understand how spectral similarity affected fraction estimates at the pixel 
level, we unmixed 6,048 synthetic mixtures using the 4 m multiple-resolution library (Table 
5). Of the three spectrally similar class pairs, the easiest to distinguish from each other was 
NPV and soil: in mixtures of the two, fractional NPV was mapped with R2 = 0.90 and soil 
with R2 = 0.87, although NPV fractions tended to be slightly overestimated in these mixtures. 
Soil fractions were the most accurately mapped among all classes, with average R2 = 0.90 
across all substrates, however when soil was the substrate the average fractional accuracy for 
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all non-soil classes was the lowest, at R2 = 0.75. Turfgrass and tree classes were the next 
most separable pair. In mixtures of the two, turfgrass fractions were estimated with R2 = 0.72 
and tree with R2 = 0.73. When turfgrass represented less than 50% of this mixture it tended to 
be overestimated, and at fractions greater than 50% tended to be estimated as 100% of the 
mixture. When either turfgrass or tree were a substrate material, the fractional accuracies for 
all other classes were among the highest, with average R2 = 0.85. The most confused 
spectrally similar classes were roof and paved, with roof fractions mapped with an accuracy 
of R2 = 0.37 when mixed with paved, and paved fractions mapped with an accuracy of R2 = 
0.29 when mixed with roof.  
 
Table 5. Fractional accuracy (R2) for simulated class and substrate material mixtures.  
 
 
With synthetic mixtures of both bright and dark spectra, we could observe the effects 
of material brightness on fractional estimates. Bright spectra fractions and abundances tended 
to be more accurately characterized compared to dark spectra. When mixed with a dark 
substrate, bright spectra fractions were estimated with average R2 = 0.91 and a mean slope of 
1.11. When mixed with a bright substrate, bright spectra fractions were estimated with less 
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accuracy (R2 = 0.85), but were more representative of abundances overall (slope = 0.99). 
Dark spectra abundances were overestimated, with mean slopes of 1.14 when mixed with a 
dark substrate and 1.04 when mixed with a bright substrate. Dark spectra fractions were also 
slightly less accurate, with R2 = 0.84 when mixed with a bright substrate and R2 = 0.83 when 
mixed with a dark substrate.   
 
4. Discussion 
 In this study, we examined the effect of spatial resolution on fractional estimates 
when using imaging spectrometry, focusing on both the resolution of the spectral libraries as 
well as the imagery being analyzed. We did this in the context of an expanded VIS model, 
where we estimated fractions for six urban cover classes.  
 
4.1 The Effect of Library Spatial Resolution on Fractional Estimates 
This study represents the first comparative evaluation of multiple-resolution libraries. 
We found that multiple-resolution libraries performed significantly better than single-
resolution libraries, even when compared to fractions produced using native image EMs. 
Native image EMs are often considered advantageous because they are at the same spatial 
scale as the original image and contain the same systematic image errors (Plaza et al., 2004; 
Myint & Okin, 2009). However, in this study, we found that 4 m and 18 m multiple-
resolution libraries produced more accurate fractions than 4 m and 18 m single-resolution 
libraries, respectively, on their native imagery. This effect was more pronounced for the 18 m 
imagery, where incorporating 4 m EMs increased overall mean R2 by 0.09.  
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 The improved performance of multiple-resolution libraries is likely because they 
contain greater levels of material, structural, and sensor-level variability than single-
resolution libraries. Materially, 4 m EMs were more variable and supplied spectra such as 
residential and red tile roofs, open canopy trees, and residential lawns. These were not 
resolvable as pure pixels at 18 m, but covered large areas of the scene. Combining fine and 
coarse resolution spectra also increased structurally-related spectral variance. Using the 
example of a tree crown, a 4 m pixel can measure spectral characteristics related to species, 
health, stress, and local illumination. Conversely, a tree spectra collected at 18 m likely 
represents a mixed signal of multiple crowns in a closed canopy, which mutes individual 
spectral differences and local variability. Combined in one library, these EMs capture a 
greater range of specific and generalized spectral representation that may better approximate 
variable mixture levels across a scene. Finally, combining EMs from multiple scenes 
incorporates sensor-level variability, such as different sun-sensor angles. Our analysis of 
NDVI (Fig. 1.2) showed the two images to be similarly calibrated, however the 4 m single-
resolution library was highly affected by the BRDF when applied to the 18 m scene. The 4 m 
multiple-resolution library, which was 40% smaller but was composed of one third 18 m 
spectra, was able to account for BRDF effects, improving R2 by 0.28 for dissimilar classes 
and 0.42 for similar classes on the 18 m image. While a more controlled study design could 
have been used to expand EM spatial resolution variability and minimize sensor variability, 
we chose to investigate a method that could be available to researchers using coarse spatial 
resolution orbital imaging spectrometry to estimate urban cover fractions. In these cases, fine 
resolution EMs will likely come from airborne or ground-based sensors and will be subject to 
atmospheric and illumination effects that differ from orbital imagery. 
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Multiple-resolution libraries also estimated fractions more accurately than single-
resolution libraries within their non-native scenes, indicating that libraries with multiple 
resolutions may be more portable across imagery. Others have demonstrated temporal 
portability, creating multiple-season libraries to classify vegetation, however the effect of 
multiple resolutions on spatial portability requires further study because we did not apply our 
libraries to an independent scene (Dudley et al., 2015). A portable library would be critical 
for mapping urban composition globally, but accounting for spectral diversity related to local 
materials, ecosystems, solar geometry, etc., remains a challenge. One possibility would be to 
use a coarse resolution spectral library containing more generalized spectra as a backbone for 
a multi-regional library, to be augmented with regionally-specific, fine resolution spectra for 
local applications.  
The comparative design of this study required producing single- and multiple-
resolution libraries using parallel techniques, which we accomplished with a combined 
manual- and automated-reduction method to refine our reference libraries and maintain 
within class variability and class separability. While automated random sampling and IES are 
easily transferrable, ICR required significant user effort and knowledge. There are many other 
methods for library refinement that require less user knowledge of the scene. Examples 
include selecting EMs based on spectral characteristics such as the class average EM RMSE, 
the lowest mean spectral angle, or their ability to model the most other EMs in a library 
(Dennison and Roberts, 2003; Roberts et al., 2003; Dennison et al., 2004). Automated Monte 
Carlo randomly selects multiple EM sets from a larger library, using each to unmix the image 
and then calculating mean fractions per pixel (Asner et al., 2003). Others have used spatial 
and spectral clustering to refine a large reference library into highly localized libraries (Deng, 
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2016). Alternative approaches focus on building libraries instead of reducing a larger set, and 
include using spatial constraints to automatically extract nearby EMs or synthesizing EMs for 
materials that may not be present as pure pixels (Berman et al., 2004; Somers et al., 2012). 
 
4.2 The Effect of Image Spatial Resolution on Fractional Estimates 
 For airborne imagery, spatial resolution is a function of the sensor, including altitude, 
detector size, focal length, and system configuration, as well as the relationship between the 
pixel size and the size of ground objects (Herold et al., 2004; Jensen, 2009). A mismatch in 
this relationship tends to result in greater levels of pixel complexity, which itself can be an 
indicator of landscape properties such as development level (Powell & Roberts, 2008). In this 
study, we found that the average complexity of our 4 m imagery was 1.62, with 52% of pixels 
represented by a single EM, 34% of pixels requiring two EMs, and 14% of pixels requiring 
three EMs. These findings are similar to estimates made by Okujeni et al. (2013) that less 
than 10% of their 3.6 m pixels were composed of more than two urban cover types.  
The general rule of thumb for minimum pixel size is one half the diameter of the 
smallest object of interest, which in urban areas results in a prioritization of imagery of 5 m 
spatial resolution or finer (Myint et al., 2011; Weng, 2012). The significant levels of sub-
pixel mixing observed in our 4 m imagery (with 48% of all pixels requiring two or three 
EMs) indicate that even at 4 m resolution, urban scenes remain highly mixed. Mixtures were 
observed along boundary areas, such as roof edges, as well as within vegetation patches 
where GV, NPV, and soil were more intimately mixed. Information regarding these mixtures 
is important for analyses of urban vegetation function, irrigation, land management, etc., and 
can be lost with a whole pixel classification.  
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The 18 m scene had greater pixel complexity than the 4 m scene, with an average 
complexity of 1.85 and 74% of all pixels requiring two or three EMs to model. However, 
even with this greater complexity, fractional estimates at 18 m were similar to fractional 
estimates at 4 m. The most accurate fraction maps at each resolution (produced by the 4 m 
multiple-resolution library on the 4 m imagery and 18 m multiple-resolution library on the 18 
m imagery) differed only by R2 = 0.04 for dissimilar classes and R2 = 0.07 for similar classes. 
This finding supports the contention that even at coarser spatial resolutions, the spectral 
resolution of imaging spectrometry is robust enough to conserve fractional estimates across 
scales, which could be of significant value for urban analysis.  
 
4.3 Estimating Fractions of Spectrally (Dis)similar Classes using Imaging Spectrometry 
 We estimated spectrally dissimilar and similar fractions at 4 m and 18 m spatial 
resolution, achieving average R2 = 0.87 for dissimilar classes and R2 = 0.69 for similar 
classes. We observed trends in fractional accuracy between different classes, with tree 
fractions accurately estimated across images and library types. The values achieved in this 
study generally agree with similar studies that have used imaging spectrometry to identify 
cover fractions of VIS sub-classes, with the exception of the poor performance of our roof 
class, which is contrary to other studies (Roberts et al., 2012; Okujeni et al., 2013; Roberts et 
al., 2015; Okujeni et al., 2015). Our results are also generally more accurate than VIS 
fractions estimated using coarser spectral resolution imagery, such as Landsat (Powell et al., 
2007).  
 Bhattacharyya distance analysis conducted on our 18 m reference library indicates that 
GV is among the most spectrally distinct urban material. In evaluating all class pairs, those 
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with above average Bhattacharyya distance values each contained one turfgrass or one tree 
EM. This is supported by the high correlation observed between MESMA fractional 
estimates of GV and validation fractions in our image analysis. The least spectrally distinct 
pairs, aside from pairs of VIS sub-classes, included tree-NPV and tree-paved. In coarser 
spatial-resolution imagery, these mixtures may be difficult to avoid. Tree and NPV mixtures 
occur naturally as trees themselves are partially composed of NPV such as bark and branches. 
Similarly, tree canopy gaps reveal the underlying substrate, such as soil or paved surfaces. At 
courser resolutions, the substrate reflectance can be integrated into a tree spectral signature, 
making the tree and substrate classes less spectrally distinct. 
Illumination effects in the imagery increased the confusion between spectrally similar 
pairs, especially in the 18 m scene. Both sets of imagery were collected during similar solar 
incidence angles (increasing from 30.91° to 35.61° during the 4 m imaging, and decreasing 
from 36.47° to 30.29° during the 18 m imaging). However, different combinations of flight 
angle and solar azimuth resulted in different illumination environments. The 18 m scene was 
collected at a 35-degree northeast-southwest orientation, when the solar azimuth was between 
2° and 17° from perpendicular to the flightline, producing a strong BRDF effect with marked 
brightness differences between the forward and backscattering view. The 4 m scene was 
collected along an east-west axis with the solar azimuth between 29° and 44° from 
perpendicular to the flightline, producing a weaker BRDF effect. Because one of the primary 
spectral differences between turfgrass and tree spectra is overall brightness (due to 
differences in canopy structure), fractional estimates of these two classes were particularly 
affected.  
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This illustrates a shortcoming of airborne imaging spectrometry, but would likely be 
less of an issue with data collected by an orbital imaging spectrometer. While flight planning 
can be used to avoid strong BRDF effects, in this case the 18 m imagery was part of NASA’s 
HyspIRI Airborne Preparatory Campaign, which imaged 11 adjacent flightlines over Santa 
Barbara County. Designing a flight plan with ideal sun-sensor geometry for all flight lines 
while imaging all areas of interest would have required multiple days of flights, likely leading 
to other obstacles, such as daily changes in atmospheric properties, clouds, etc. Because we 
hope this study will inform approaches to processing HyspIRI-like orbital imagery, we 
elected to not correct for BRDF effects and instead used the standardized image product as 
provided by the Jet Propulsion Laboratory. Our analysis was clearly affected by this decision 
and future studies should carefully assess their imagery to avoid similar problems. 
While slightly influenced by BRDF, confusion between paved and roof classes was 
more dependent upon material similarity, as their primary difference in many cases is not 
spectral but rather spatial and functional (Weng, 2012). While different urban materials can 
be spectrally unique, the flat averaged spectrum for the roof class in Fig. 1.4 illustrates the 
challenge of identifying these in sub-pixel mixtures. When many diverse materials are mixed 
together, unique spectral features are reduced and the material signal, while identifiably 
impervious, becomes less distinct. This may be more of a problem at coarse spatial 
resolutions, which have a greater likelihood of incorporating multiple materials per pixel. 
Paved and roof classes have been more accurately mapped by incorporating additional data, 
such as high resolution thermal or structural information, however such ancillary data is not 
available for urban areas globally and so would not be an option for improving global urban 
cover fraction estimates when using first-generation orbital imaging spectrometry (Roessner 
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et al., 2001; Bassani et al., 2007; Heiden et al., 2012). Alternatively, fractions of impervious 
surfaces could be separated into user-defined albedo ranges instead of roof and road classes 
(Wu & Murray, 2003). While this might be less desirable for mapping urban composition, 
such a distinction could still provide valuable information for studying urban energy 
balances. Future fractional analyses could also incorporate image fusion algorithms to pan-
sharpen coarse imaging spectrometry to finer spatial resolutions (Selva et al., 2015). 
Finally, underestimated abundances, as indicated by mean slope values of 0.84 for 
dissimilar and 0.70 for similar classes, is likely because MESMA was unable to identify 
every sub-pixel material, confusion due to shading, or discrepancies with validation 
polygons. When unmixing simulated mixtures with controlled sub-pixel components, 
MESMA estimated abundances more accurately (average slope = 0.94).   
 
5. Conclusion 
 In this study, we set out to answer three questions. First, we asked how spectral 
library spatial resolution affects spectral library performance. We used a variety of library 
reduction techniques, including random sampling, IES, and ICR, to create libraries of single- 
and multiple- resolutions, and found that multiple-resolution libraries improved sub-pixel 
estimation of fractions of our study classes (mean R2 = 0.82) over that of single-resolution 
libraries (mean R2 = 0.68). Second, we asked if fractional cover information is conserved as 
image resolution decreases. We used MESMA to estimate fractions at 4 m and 18 m spatial 
resolution, and found that our best performing libraries (both multiple-resolution) had similar 
mean accuracy across all classes at 4 m (mean R2 = 0.87) compared to 18 m (mean R2 = 
0.81), indicating that fractional information is conserved. Finally, we asked if imaging 
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spectrometry could accurately estimate fractions of VIS classes and VIS sub-classes. While 
sub-pixel fractions of spectrally dissimilar VIS classes were generally identified more 
accurately (mean R2 = 0.86) than spectrally similar VIS sub-classes (mean R2 = 0.69), pixel-
level experiments with synthetic mixtures confirmed that spectrally similar classes could be 
detected, but that accuracy was affected by pixel substrate materials and brightness 
differences. Together, these findings suggest that spatial resolution itself can be a source of 
important spectral variability that, when incorporated into spectral libraries, can improve 
fractional estimates of narrowly-defined urban classes relative to traditional unmixing models 
using imaging spectrometry. 
Several avenues for future research stem from this study, including additional tests 
that incorporate the 30 m spatial resolution of the proposed HyspIRI and EnMAP sensors. 
While we elected to conduct this study using only imagery at native resolutions, the ultimate 
goal is to develop methods that can be applied to orbital imaging spectrometry data. Second, 
while this study spectrally resampled the AVIRIS-NG imagery to the resolution of AVIRIS-
C, it may be that additional spectral resolution could improve sub-pixel fraction estimates of 
spectrally similar materials. Alternatively, the extra bands could prove to be redundant, which 
is an important consideration when dealing with a process as computationally intensive as 
MESMA. Finally, while our findings showed improved portability when using multiple-
resolution libraries, we did not test our libraries on an independent scene. We therefore have 
not confirmed the extent to which the portability observed here could be applicable for 
quantifying global urban composition. There is potential to explore this further with imagery 
collected by NASA’s HyspIRI Airborne Preparatory Campaign, which collected three years 
of seasonal imaging spectrometry data over several California urban areas.  
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 Cities are some of the most materially diverse environments on the planet. The 
potential for an orbital imaging spectrometer to quantify this diversity is enormous. Doing so 
requires moving beyond the convention that prioritizes spatial resolution over spectral 
resolution for urban imaging. Continuing to develop and refine methods for extracting 
accurate sub-pixel fractions of urban cover classes is a necessary step towards a future where 
the significant scientific potential for urban imaging spectrometry is fully realized. 
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1. Introduction 
 Vegetation canopy temperature is an indicator of vegetation stress, evapotranspiration 
(ET) rate, and plant carbon uptake (Moran, 2004; Duursma et al., 2014; Grigsby et al., 2015). 
Observing vegetation temperature variability across a city is therefore critical for quantifying 
urban water use, energy budgets, and microclimate variability (Akbari et al., 2001; Ali-
Toudert & Mayer, 2005; Moonen et al., 2012). Remote sensing can observe spatial patterns 
in land surface temperature (LST) across large urban spatial domains; however, the coarse 
spatial resolution of most remotely sensed imagery, combined with LST variability related to 
urban materials, tends to obscure thermal signals of vegetation stress or function (Weng, 
2009).  
Canopy LST can indicate vegetation stress and ET because well-watered vegetation 
efficiently sheds energy via latent heat flux, lowering LST (Soer, 1980). A water-stressed 
plant will conserve water by closing its leaf stomata, reducing latent energy exchange 
(transpiration) and therefore increasing canopy LST. In situ and flux tower studies can 
observe the physical mechanisms underlying this process, but they operate at the 
neighborhood rather than the city scale (Voogt & Oke, 1998; Grimmond & Oke, 1999; 
Arnfield, 2003; Peters et al., 2011; Stewart & Oke, 2012). Remote sensing can measure city-
wide negative correlations between LST and vegetation abundance, measured as a fraction or 
an index value such as Normalized Difference Vegetation Index (NDVI), because areas with 
greater leaf area and irrigation have greater latent heat exchange (Dousset & Gourmelon, 
2003; Amiri et al., 2009; Yuan & Bauer, 2007; Zhang et al., 2009; Liu et al., 2016; Zhou et 
al., 2017). However, remote sensing cannot observe the underlying functional mechanisms, 
and because vegetation fraction is a primary driver of LST variability in thermal imagery, 
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other drivers of vegetation LST are obscured (Weng et al., 2004).  
Direct observation of city-scale vegetation LST without the effect of vegetation 
fraction requires thermal imagery with high spatial resolution. However, thermal infrared 
wavelengths have lower energy than visible, near-infrared, or short-wave infrared (VSWIR) 
wavelengths, and therefore require a larger ground instantaneous field of view, referred to as 
a pixel throughout the remainder of this manuscript. The typical spatial resolution of 
spaceborne thermal imagery ranges from 90 m (Advanced Spaceborne Thermal Emission and 
Reflection Radiometer: ASTER) and 100 m (Landsat Operational Land Imager: Landsat OLI) 
to 1 km (Moderate Resolution Imaging Spectrometer: MODIS) (Mushore et al., 2017). These 
resolutions will record a single LST value for areas larger than many common urban 
vegetation patches, including small residential yards or street trees, thus capturing pixels with 
a range of vegetation cover. Mounting thermal imagers on lower, slower airborne platforms 
can improve spatial resolution; however, imaging a large urban footprint would require 
collection over multiple days with varying conditions, and would likely preclude comparative 
studies between different cities (Zhao & Wentz, 2016). Therefore, quantifying urban 
vegetation LST variability using coarser resolution thermal imagery remains a priority. 
Using coarse resolution thermal imagery to assess urban vegetation LST will require 
controlling for LST effects of vegetation cover, as well as other surface drivers of LST 
variability. One such driver is plant functional type, which in most North American cities 
largely consists of trees and turfgrass (Nowak et al., 2001; Milesi et al., 2005). Tree and 
turfgrass LST can differ for several reasons. Tree shadows cool nearby surfaces and inhibit 
soil water evaporation, while turfgrass has far less capacity to cast shadows (Litvak et al., 
2014; Gillner et al., 2015). Trees and turfgrass also access water differently because their root 
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systems are at different depths, although variation in built infrastructure and management 
practices can increase rooting depth variability in urban trees (Grabosky & Gilman, 2004; 
Bijoor et al., 2012). From the point of view of a thermal imager, another difference between 
tree and turfgrass LST is that the LST of tree-covered patches can be affected by the diversity 
of materials beneath the canopy, such as other vegetation, pavement, or roofs, whereas 
turfgrass LST does not include effects of dissimilar materials because it does not have an 
understory (Friedl, 2002). Assessing LST solely in relationship to green vegetation fraction or 
NDVI ignores these and other sources of LST variability related to vegetation type. 
The diversity of abiotic materials found in a city is also a key source of LST 
variability, due to material properties such as albedo, thermal conductivity, moisture content, 
and structure (Oke, 1988). Pixels with low vegetation fraction will have LST that is 
dominated by that of the non-vegetated material, making it especially important to control for 
this variable when using coarse spatial resolution imagery (Sandholt et al., 2002; Weng, 
2009). Furthermore, non-vegetated surfaces can affect nearby vegetation, sometimes in 
contradictory ways. For example, asphalt can increase ET by advection of warm air over 
well-watered vegetation, but it can also decrease ET by inducing stomatal closure in 
overhanging tree canopies (Oke, 1979; Oke, 1988; Kjelgren & Montague, 1998).  
Explicit categorization and quantification of surface heterogeneity is the first step for 
evaluating vegetation LST variability in a thermal image. This must be accomplished over a 
large urban extent in order to observe a wide range of possible vegetation thermal responses 
across percent cover gradients of plant functional type and material composition. Surface 
heterogeneity is generally quantified using optical imagery and, if acquired across a large city, 
will likely be at spatial resolutions typical of spaceborne sensors such as Landsat OLI (30 m). 
  
50 
At these scales, sub-pixel analysis is necessary to quantify vegetation fractional cover and 
material mixtures. Sub-pixel composition and fractions are typically estimated using some 
form of linear spectral mixture analysis (SMA) (Settle & Drake, 1993). SMA assumes that 
reflectance measured in each pixel is the linear combination of the reflectances from all sub-
pixel materials, weighted by their relative fraction within the pixel. For urban environments, 
Multiple Endmember Spectral Mixture Analysis (MESMA) is particularly well-suited 
because it allows different cover classes to be represented by multiple endmembers (EM) 
(Roberts et al., 1998). For example, with MESMA a green vegetation class can be 
represented by spectra from multiple species of tree and turfgrass, while an impervious 
surface class can include spectra from concrete, asphalt, metal, or any other material of 
interest. Incorporating multiple EMs makes MESMA a robust method for unmixing scenes 
with extreme material diversity, and it has therefore been used to unmix urban scenes across 
the globe (Rashed et al., 2003; Powell et al., 2007; Franke et al., 2009; Roberts et al., 2012; 
Wu et al., 2014).  
Typically, urban sub-pixel analysis is used to estimate fractions of vegetation, 
impervious surfaces, and soil (VIS) because these groups tend to be spectrally distinct and 
therefore easier to discriminate using SMA (Ridd, 1995; Wu, 2004). However, teasing out 
LST differences between plant functional types and urban materials requires more 
functionally uniform class definitions than the VIS model provides. A limited number of 
studies have assessed city-scale temperatures of urban trees and/or turfgrass separately across 
changing cover fractions, but they have not accounted for the effects of variability in the non-
vegetated fraction (Myint et al., 2013; Myint et al., 2015; Jenerette et al., 2016; Zhou et al., 
2017). Another group of studies has investigated the role of impervious surface fraction; 
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however, they have not accounted for differences in plant functional types and other 
variability related to the non-impervious fraction (Yuan & Bauer, 2007; Zhang et al., 2009; 
Buyantuyev & Wu, 2010; Morabito et al., 2016). More recently, studies have used the 
spectral resolution of hyperspectral imagery as well as the EM diversity allowed by methods 
such as MESMA to expand the VIS model to include tree, turfgrass, roof, impervious 
surface, non-photosynthetic vegetation (NPV), and soil (Okujeni et al., 2013; Okujeni et al., 
2015, Roberts et al., 2017; Wetherley et al., 2017). This creates an opportunity to assess 
urban LST across both vegetated and abiotic sub-pixel fractions that have unique effects on 
water and energy fluxes. 
In this study, we leveraged these recent advances in our ability to define more 
functionally uniform sub-pixel classes to quantify material and plant type heterogeneity 
across the megacity of Los Angeles, California, USA. A megacity is a large urban area with a 
population in excess of 10 million people (United Nations, 2016). Conducting a study across 
a megacity allows for a sufficient sample size of pixels with varying surface heterogeneity 
and associated LST measurements. We extracted 1.7 million pixels to construct plant 
functional type and urban material fractional gradients and evaluate changing LST. We then 
derived an expected temperature response based on sub-pixel composition in order to assess 
deviations from measured temperatures across the study area. We produced a map of 
vegetation LST variability and investigated additional drivers of vegetation LST that are 
difficult to observe at city-scales. Specifically, we asked the following questions:  
1. What is the urban plant and material variability of Los Angeles? 
2. How do plant and material type affect measured LST? 
3. How does vegetation LST vary across a megacity?  
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2. Methods 
2.1. Study area  
 The study area included 4,466 km2 of urbanized land within the Los Angeles 
metropolitan area (Los Angeles) (Fig. 2.1). Los Angeles is situated in southern California 
along the Pacific coast, and includes parts of Los Angeles, Orange, Riverside, San 
Bernardino, and Ventura Counties (average elevation of 161.8 m and standard deviation of 
137.3 m; USGS National Elevation Dataset). It is composed of a range of residential, 
commercial, industrial, and agricultural areas, with a primary downtown in the city of Los 
Angeles along with several other urbanized centers located throughout. Urban materials are 
typical of North American cities, with large expanses of asphalt, concrete, and roofing 
materials. Area vegetation consists of ~200 urban tree species as well as irrigated lawns, with 
tree canopy cover varying between neighborhoods by 7–37% in the city of Los Angeles alone 
(McPherson et al., 2011; Clarke et al., 2013). Los Angeles experiences a Mediterranean 
climate, receiving an average of 37.9 cm of precipitation annually, mostly during the winter 
months (U.S. Climate Reference Network: Diamond et al., 2013). Summers in Los Angeles 
are dry and typically receive only trace amounts of rainfall, requiring urban vegetation in Los 
Angeles to be largely irrigated. Image collection occurred during the 2012–2015 California 
Megadrought, which is estimated to be California’s most severe drought in the past ~1,200 
years (Griffin & Anchukaitis, 2014; Asner et al., 2016).  
 Study area boundaries were determined using the U.S. Census Bureau’s 2010 
Urbanized Areas boundary layer, which delineates population zones of 50,000 or more (U.S. 
Census Bureau, 2010). We used five Urbanized Areas that compose the contiguous Los 
Angeles metropolitan area: Camarillo, Los Angeles-Long Beach-Anaheim, Riverside-San 
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Bernardino, Simi Valley, and Thousand Oaks, which collectively have a population of 
14,495,451 (U.S Census Bureau, 2010). To ensure that we were examining exclusively urban 
vegetation, we manually removed large agricultural or undeveloped areas within the 
Urbanized Area boundaries, including a 1,000 m buffer of land along the edge of the study 
area.   
30 Km
AVIRIS FlightlineCalifornia
Pacific
Ocean
N
Los Angeles
Study Area
 
Figure 2.1. Urbanized Los Angeles study area (gray hash marks) and AVIRIS flightlines 
located in southern California (map inset). Major roads shown as light gray lines. 
 
2.2. Remotely sensed data 
 Remote sensing imagery of the study area was collected on August 26, 2014 as part of 
the NASA Hyperspectral Infrared Imager (HyspIRI) Preparatory Airborne Campaign. 
Hyperspectral reflected VSWIR imagery was collected by the Airborne Visible/Infrared 
Imaging Spectrometer (AVIRIS), while thermal emissivity was collected by the MODIS-
ASTER (MASTER) Airborne Simulator (Green et al., 1998; Hook et al., 2001). Both imagers 
were flown simultaneously aboard the NASA-ER2 high altitude airborne platform, producing 
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an AVIRIS swath width of ~12 km and MASTER swath width of ~40 km. AVIRIS imagery 
aligned with the nadir view of the MASTER imagery. Due to the large study area size, 9 
flightlines composing a seamless AVIRIS scene were collected from 10:20–16:00 PDT. Solar 
noon on the day of flight was at 12:54 PDT, meaning that data were imaged from 2.6 hours 
before to 3.1 hours after solar noon. The weather on the day of collection was cloud free with 
mean air temperature peaking at 30.0°C at 13:50 PDT, as calculated from 14 U.S. Climate 
Reference Network observation stations located throughout the study area (Diamond et al., 
2013).  
AVIRIS measures 224 narrow bands (10 nm full width at half maximum) of reflected 
radiance, ranging between 0.38 – 2.5 μm (Green et al., 1998). Initial image processing was 
conducted by the Jet Propulsion Laboratory (JPL), where imagery was radiometrically 
corrected, orthorectified, and resampled to 18 m spatial resolution. The standard HyspIRI 
reflectance product was used in this study (Thompson et al., 2015). MASTER imagery was 
processed by JPL to calculate per-pixel LST using temperature-emissivity separation (TES) 
(Gillespie et al., 1998). TES uses atmospherically-corrected thermal radiance to estimate per 
pixel LST and emissivity. It relies on an empirically-derived relationship between the 
minimum emissivity value (εmin ) and the spectral contrast, defined as the difference between 
the maximum and minimum emissivities (MMD). Accuracy and precision was assessed by 
the Ames Research Center, who reported the overall accuracy of LST retrievals to be ≤ 
0.33°K, and per band sensor precision as measured by noise equivalent differential 
temperature (NEdT) to range from 0.15°K–0.74°K (Jeffrey Myers, personal communication). 
The LST product was spatially resampled (nearest neighbor) to 36 m.  
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We corrected for remaining locational errors using a NAIP basemap, aggregated to 18 
m and 36 m for the AVIRIS and MASTER imagery respectively, and DeLaunay 
Triangulation. An average of 25 ground control points (GCP) were collected per MASTER 
flightline (average error: 0.62 pixels) and 26 GCPs per AVIRIS flightline (average error: 0.65 
pixels). AVIRIS bands showing strong atmospheric interference were removed. The 
remaining 179 bands were calibrated to remove spectral features resulting from either over or 
underestimation of atmospheric transmission during reflectance retrieval. This was done 
using spectra collected by the AVIRIS-Next Generation (ANG) imager, which was flown on 
September 1, 2014 over a small portion of our study area, producing imagery with 1.9 m 
resolution and reflectance lacking significant artifacts. We identified a bright, dry soil target 
in both the AVIRIS and ANG imagery, and used a polygon to extract an averaged soil 
spectrum from the target for each image. We then spectrally resampled the ANG imagery to 
AVIRIS wavelengths, and created a band-by-band ratio of reflectance values for all 179 
bands of interest. The average ratio value was 1.013 with a standard deviation of 0.081, 
indicating that the soil target spectra were similar between the two images (Fig. 2.2). 
However certain bands displayed greater deviations, ranging from a minimum of 0.698 to a 
maximum of 1.24. We used the band-specific ratio values to calibrate all AVIRIS spectra. 
Finally, we used spectral averaging to aggregate the 18 m AVIRIS imagery to the 36 m 
resolution of the MASTER imagery. 
 
2.3. In situ data 
Hourly daytime LST for several impervious surfaces was collected in situ on the 
University of California, Santa Barbara (UCSB) campus on August 28, 2014 from 9:30– 
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Figure 2.2. Calibration spectra extracted from a homogenous soil patch from AVIRIS and 
ANG imagery, as well as the spectral ratio used to correct all imagery (top). Example spectra 
from original (bottom left) and calibrated (bottom right) AVIRIS imagery. Gaps indicate 
bands that were removed prior to calibration due to atmospheric absorption. 
 
16:30 PDT. While not located within the study area, UCSB is situated at a similar latitude, 
within a similar climate, and was experiencing similar drought conditions. Maximum air 
temperature in Santa Barbara on the day of collection was 28.3°C. LST was measured under 
clear-sky conditions for 3 concrete surfaces and 3 asphalt surfaces using an Apogee IRTS-P 
Precision Infrared Temperature Sensor, which measures between 6–14 μm (Logan, Utah, 
USA). All surfaces were flat and fully sunlit throughout the day.  
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Raw LST was corrected for instrument body temperature using instrument-specific 
calibration values. We then corrected for emissivity effects of each surface using an assumed 
emissivity value of 0.94 for both asphalt and concrete (Kotthaus et al., 2014). Downwelling 
longwave radiation measurements were collected using a Kipp & Zonen CNR1, which was 
mounted to a meteorological tower located 3.15 km due west from UCSB (Kipp and Zonen, 
Delft, Netherlands). The CNR1 measures thermal radiation between 5–50 μm. Because this 
was a larger spectral range than that measured by the IRTS-P, we scaled our longwave 
measurements by the proportion of thermal radiation emitted between 6–14 μm. This was 
calculated by using MODTRAN 4.3 to simulate path thermal radiance from the atmosphere 
using similar conditions as the day of in situ collection (Berk et al., 2005). We found that 
28.6% of the energy emitted from the simulated atmosphere between 5–50 μm occurred 
between 6–14 μm, so all downwelling longwave measurements from the CNR1 were 
multiplied by 0.286 to better represent the thermal radiance sensed by the IRTS-P. 
Additionally, downwelling and upwelling shortwave radiation measurements were collected 
concurrently to each in situ measurement using an Apogee Model MP-200 hand-held 
pyranometer to calculate surface albedo. 
 
2.4. Fraction estimation and validation 
We estimated sub-pixel fractions of tree, turfgrass, impervious surface, commercial 
roof, NPV, and soil for all 9 AVIRIS flightlines. We used a spectral library composed of 
representative EMs extracted from all flightlines. Locations of representative surfaces of all 6 
classes were manually identified using high resolution Google Earth imagery. We extracted a 
minimum of 10 spectra per flightline from dispersed locations, including forwardscattering, 
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backscattering, and nadir viewing geometry. EMs located in sidelap areas were extracted 
from both flightlines. We removed duplicate spectra to produce a final spectral library of 706 
EMs. An existing library of Santa Barbara spectra, produced from imagery collected by the 
same airborne campaign, was used to visually confirm the purity and accuracy of each 
spectrum (Wetherley et al., 2017).  
We randomly selected and removed 20% of each class, independent of flightline, to 
be used for validation. The remaining 80% consisted of too many spectra for efficiently 
estimating fractions using MESMA, so we used iterative endmember selection (IES) to 
reduce the library (Schaaf et al., 2011; Roth et al., 2012; Somers et al., 2016). IES 
automatically selects a smaller subset of representative spectra from a larger library by using 
a kappa value to assess the ability of each EM to classify the entire library. The EM 
producing the highest kappa value is saved to a smaller IES library. This is an iterative 
process—each time an EM is selected, IES tests for further improvement by individually 
subtracting each selected EM and recalculating the kappa value until the original library is 
optimally represented. Our final library contained 57 EMs, including 8 tree, 6 turfgrass, 9 
impervious surface, 22 commercial roof, 7 NPV, and 5 soil. 
We used MESMA to estimate sub-pixel fractions across each AVIRIS flightline 
(Roberts et al., 1998). For each measured spectrum, MESMA evaluates all 1-, 2-, and 3-EM 
combinations, selecting the best combination by calculating the RMSE between the measured 
spectrum and the EM model. While more complicated models, produced with more EMs, 
tend to achieve lower RMSE, they also require more processing power and do not necessarily 
represent a more accurate estimate of cover fractions (Powell et al., 2007). We therefore 
constrained MESMA using parameters obtained from the literature to only select a more 
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complicated model if it improved the RMSE by 0.7% or more (Roberts et al., 2012). Pixels 
that could not be modeled by our library with an RMSE ≤ 2.5% were left unclassified. We 
used a photometric shade component to account for brightness differences between modeled 
and measured spectra, limiting it to ≤ 20% of individual pixel reflectance. Each pixel could 
contain no more than 3 sub-pixel components, as well as shade, and only one class EM per 
pixel, e.g., MESMA did not assess mixtures of two turfgrass EMs. Final fractional estimates 
were shade normalized (Adams et al., 1993).  
We assessed class and fractional accuracy using two methods: validation polygons 
within our imagery and simulated mixtures. We produced 45 validation polygons, each 180 
m2, distributed across Los Angeles. Land cover within each polygon was determined using a 
high-resolution classification map, which included tree, turfgrass, impervious surface, and 
NPV (McPherson et al., 2008). Additionally, we assessed pixel-level vegetation fraction 
accuracy by simulating 1,000 linear mixtures representing all possible two-class 
combinations of vegetation (tree or turfgrass) and each non-vegetated class, using EMs which 
had been randomly removed from our library. We used MESMA to estimate fractions using 
identical parameter values as those described above. Validation polygons and simulated 
mixture validation were assessed using R2 and slope, derived from plotting MESMA 
fractions (y) against known fractions (x).  
 
2.5. Modeling expected LST based on sub-pixel composition 
Pixels modeled by 1 EM and 2 EMs were used to characterize material drivers of LST 
across the study area. Pixels modeled by 1 EM represented “pure” pixels and were used to 
extract general LST information about each class. Mixed pixels modeled by 2 EMs were used 
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to characterize LST change as fractional vegetation cover transitioned from 0 to 1. Mixed 
pixels that did not contain a vegetated/non-vegetated mixture were excluded from this 
analysis. All pixels, including 3 EM mixtures, were used to calculate land cover statistics. 
We assessed four groups of mixed (2 EM) pixels across each AVIRIS flightline: tree-
impervious, tree-NPV, turfgrass-impervious, and turfgrass-NPV. Vegetated mixtures with 
commercial roof and soil were excluded because we were unable to validate these in the 
imagery. Using fractional bins of 10%, we calculated LST mean and standard deviation from 
5% to 95% vegetated fraction. We used a linear model to construct LST-cover curves for 
each compositional group, then assessed all slopes to quantify how vegetation type (tree or 
turfgrass) and non-vegetated surfaces (impervious or NPV) affected LST. This analysis was 
conducted using the nadir-view of each MASTER flightline, subset to the 12 km swath width 
of the corresponding AVIRIS flightline. However, because each AVIRIS flightline imaged a 
different spatial domain within the study area, we conducted an additional comparative LST-
cover analysis for pixels in the MASTER forwardscattering, backscattering, and nadir 
viewing geometry to investigate the extent to which LST and LST-cover curve slopes were 
affected by flightline-specific fractional composition. 
 
2.6. Mapping city-scale vegetation temperatures 
We used the slopes and intercepts of the above LST-cover curves to model an 
expected LST for each pixel based on its composition and fraction, such that: 
     LSTm = mFL × fPFT + bFL     [2.1] 
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where LSTm is the modeled temperature, mFL  and bFL are the slope and intercept, 
respectively, of the LST-cover curve for the specific flightline and sub-pixel mixture, and fPFT 
is the tree or turfgrass fraction. We then subtracted LSTm from measured LST, such that: 
   LST0 = LST - LSTm                  [2.2] 
where LST0 represents the residual value between the measured and modeled LST, indicating 
remaining vegetation temperature variability independent of vegetation fraction, plant 
functional type, and urban material. Pixels with LST0 values close to zero are those with 
similar measured and modeled LST, while those with positive LST0 are warmer than the 
model and those with negative LST0 are cooler than the model.  
We produced a map of LST0 across the Los Angeles study area and then assessed 
additional drivers of vegetation LST using three separate GIS data sets: building footprints in 
Los Angeles County (LA County GIS, 2008), block group-level median income (U.S. Census 
Bureau, 2010), and residential water use data (Los Angeles Department of Water and Power; 
Mini et al., 2014) that were aggregated to sub-neighborhood scale postal carrier routes (Chen 
et al., 2015).  
  
3. Results 
3.1. Land cover of Los Angeles 
Validation with simulated mixtures showed a similar range of accuracy for tree (R2 = 
0.75, slope = 0.76), turfgrass (R2 = 0.82, slope = 0.89), impervious surface (R2 = 0.65, slope 
= 0.81), commercial roof (R2 = 0.78, slope = 0.84), NPV (R2 = 0.79, slope = 0.78), and soil 
(R2 = 0.84, slope = 0.84). Overall values were slightly underestimated, as indicated by all 
slopes being < 1, as is typical with MESMA fractional estimates (Wetherley et al., 2017). 
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Assessment of accuracy using validation polygons indicated that fractions within the study 
area were well-characterized for turfgrass (R2 = 0.94), tree (R2 = 0.82), impervious surface 
(R2 = 0.77), and NPV (R2 = 0.80), with a slight intercept offset observed for turfgrass (Fig. 
2.3).  
The study area was dominated by impervious surfaces (59%), which included ground 
pavement such as asphalt and concrete, as well as non-commercial (residential) roofs. 
Despite the drought, nearly one quarter of the study area was vegetated, with trees 
representing 20% of the land cover and turfgrass representing 4%. Neighborhoods throughout 
the study area displayed different levels of vegetation cover. The remaining 17% of the study 
area contained NPV (7%), commercial roofs (6%), and soil (4%) (Fig. 2.4). Because we 
excluded marginal and agricultural land, the amount of detected NPV and soil was 
significantly less than that found in undeveloped land surrounding the study area.  
To evaluate how SMA affected total cover estimates at a 36 m spatial resolution, we 
categorized each pixel as its majority class to produce a classification map and compare land-
cover estimates with our sub-pixel classification. We found that SMA increased estimates for 
turfgrass (1.7%), tree (6.3%), commercial roof (3.2%), NPV (2.2%), and soil (0.9%), while it 
decreased the estimate of impervious surface by –14.3%.  
 
3.2. Urban plant and material temperatures 
We assessed general LST characteristics for each class using pure pixels (5.8% of the 
imagery). Within the warmest flightline, NPV was the warmest class with a mean LST of 
57.9°C. Commercial roof (56.9°C), soil (56.7°C), and impervious surface (54.9°C) pixels 
expressed similar temperatures, while tree (44.3°C) and turfgrass (41.4°C) pixels were  
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Figure 2.3. Validation scatterplots for validation polygons (black dots with solid line and 
equation in black text) and simulated mixtures (gray dots with dashed line and equation in 
gray text). Commercial roof and soil classes were validated using simulated mixtures only.  
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Figure 2.4. Fractional map showing combined soil and NPV (red), tree and turfgrass (green), 
and impervious surface and commercial roof (blue), overlaid on RGB imagery. Urban centers 
are labeled for reference. 
 
cooler. Because the 9 MASTER flightlines were collected over a 5.7-hour window, we 
assessed hourly daytime mean LST for each class by arranging flightlines in chronological 
order (Fig. 2.5a). Vegetated pixels remained significantly cooler than non-vegetated pixels 
throughout the day. In the morning, mean turfgrass LST was warmer than tree pixels by 
2.1°C; however, just before solar noon their temperatures equalized and, from solar noon 
until the final flightline, trees remained warmer than turfgrass by a maximum of 3.9°C. 
Vegetated classes also demonstrated a more depressed daytime range of LST compared to 
non-vegetated LST ranges: mean tree and turfgrass LST had daytime ranges of 13.6°C and 
9.7°C, respectively, while greater variation was observed for commercial roof (17.7°C), NPV 
(15.8°C), impervious surface (15.7°C), and soil (15.6°C).  
Because flightlines were collected parallel to and at different distances from the 
coastline, LST differences between flightlines were likely influenced by both diurnal changes 
as well as a coastal-interior gradient. During the daytime, temperatures tend to be cooler  
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Figure 2.5. A.) Changing daytime LST for pure pixels. Each measurement represents the 
mean LST for pure pixels (1 EM) of each class in one flightline, arranged in chronological 
order. B.) Comparison of pure pixel impervious LST to in situ measurements. Material 
albedo indicated in parentheses. Error bars in both figures show LST standard deviation per 
flightline. 
 
nearer to the coast, due to the moderating influence of the ocean, and warmer farther from the 
coast. In our MASTER dataset, we observed that, following solar noon, consecutively 
collected flightlines had cooler average LST for more interior flightlines, indicating a 
dominant diurnal effect. We examined this by comparing mean pure-pixel impervious LST to 
in situ LST measurements of several impervious surface types collected over the course of a 
day on the UCSB campus (Fig. 2.5b). The most absorptive material measured in situ was 
asphalt, which had albedos ranging from 6%–18%. Concrete was more reflective, ranging 
from 23%–34% albedo. In situ surfaces were fully sunlit and horizontal, while pure 
impervious surface pixels contained a mixture of impervious material types and structure. We 
found the daytime patterns of impervious surface LST to closely resemble observed in situ 
LST patterns, falling in the middle of the range of measured material LST. Flightline 
impervious LST showed steeper slopes of warming in the morning and cooling in the evening 
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compared to in situ LST, possibly due to changing shadows at low solar zeniths whereas in 
situ surfaces remained sunlit. 
 
3.3. LST of heterogeneous land cover 
Across the study area, 83.3% of all pixels were modeled with 2 EMs. We used these 
to analyze pixel-level LST with changing vegetation fraction for four pixel mixtures: tree-
impervious, tree-NPV, turfgrass-impervious, and turfgrass-NPV. The distribution of LST 
values was significantly different for all mixture groups (p < 0.0001). As expected, LST-
cover curves showed decreasing LST with increasing vegetation fractional cover for all 
groups, and this relationship was observed to be predominantly linear (Fig. 2.6). We observed 
a significant effect of plant functional type (turfgrass versus tree): an increase in turfgrass 
cover of 10% resulted in 1.6°C +/- 1.1°C more LST cooling than did a similar increase in tree 
fraction (p < 0.001). We also observed a significant effect of non-vegetated substrate (NPV 
versus impervious surface): an increase in NPV cover of 10% increased LST by 3.1°C +/- 
1.0°C more than a similar increase in impervious surface fraction (p < 0.001). This larger 
slope for NPV mixtures was consistent across all flightlines, representing a greater change in 
LST as sub-pixel composition transitioned from non-vegetated to vegetated surfaces.  
When assessing vegetation type and non-vegetated surface type in combination, we 
found significantly different slopes between turfgrass and tree when mixed with impervious 
surface: an increase in turfgrass cover of 10% resulted in 3.2°C +/- 1.1°C more cooling than a 
similar increase in tree fraction (p < 0.001). While we did not quantify nonlinearity for these 
curves, turfgrass-impervious mixtures appeared to exhibit slight nonlinear behavior, showing 
a larger decline when the turfgrass fraction reached approximately 50%. No significant  
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Figure 2.6. LST-cover curves showing change in LST with increasing fraction of tree (black) 
and turfgrass (gray) mixed with NPV (top) and impervious surface (bottom) for each 
flightline. Column names indicate the time each flightline was collected relative to solar 
noon. Error bars show LST standard deviation. 
 
difference was observed between the slopes of turfgrass and tree when mixed with NPV, 
however these groups did have significantly different LST, with trees averaging 1.8°C +/- 
0.1°C warmer than turfgrass (p < 0.001). 
Slopes for all LST-cover curves varied between flightlines (measured as the total LST 
change as pixel vegetation fraction transitioned from 0 to 1, or °C/1.0 pixel). Slopes for tree-
impervious mixtures ranged between –8.9 to –5.5 with a mean of –7.6, while slopes for 
turfgrass-impervious mixtures ranged between –12.0 to –6.6 with a mean of –10.8. Tree-NPV 
mixture slopes ranged from –14.9 to –9.9, with a mean of –12.3, while turfgrass-NPV 
mixture slopes ranged from –14.8 to –7.9, with a mean of –12.2. Absolute slope values for all 
mixtures became larger as the morning progressed (Fig. 2.7). Impervious mixtures began to 
stabilize around an hour before solar noon, while NPV mixtures continued to grow until just 
after solar noon. Intercept values followed a clear diurnal pattern, peaking around an hour 
after solar noon before declining.  
In addition to diurnal effects, slope differences between flightlines could be due to the 
fact that each flightline imaged a different subset of the study area. We investigated this 
possibility by subsetting each MASTER flightline into three spatial domains and re-
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calculating the slopes for all LST-cover curves. Spatial subsets represented nadir (center), 
forwardscattering (southern flightline edge), and backscattering (northern flightline edge) 
viewing geometry. Differences in LST-cover slope values calculated within each of these 
domains were found to be statistically insignificant, however LST overall was affected by 
viewing geometry. Backscattering LST tended to be a slightly warmer than nadir LST 
(average of 0.7°C across all flightlines), while forwardscattering LST tended to be 
significantly cooler than nadir (average of 2.3°C across all flightlines) (p < 0.0001). 
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Figure 2.7. Daytime change in slope and intercept for all mixture groups. Color denotes tree 
(black) or turfgrass (gray), style denotes NPV (dots) or impervious (solid line), and weight 
indicates slope (thin) or intercept (thick). 
 
3.4. City-scale vegetation temperatures  
We subset the 40 km swath of each MASTER flightline to the 12 km swath width of 
the nadir-view AVIRIS flightline to minimize viewing geometry effects on LST. We used Eq. 
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2.1 to calculate per-pixel expected LST based on sub-pixel composition, fraction, and 
flightline, then used Eq. 2.2 to calculate LST0 for all 2 EM mixtures of tree-impervious, tree-
NPV, turfgrass-impervious, and turfgrass-NPV. Such mixtures comprised 1,762,529 pixels, 
or 53% of the study area. Flightlines were mosaicked by overlapping the backscattering view 
over the forwardscattering view, producing a map of LST0 values with a mean of 0.3°C and 
standard deviation of 3.5°C, which exceeded the reported NEdT of the MASTER sensor (Fig. 
2.8). While slight image effects were observed along flightline boundaries, patterns of 
neighborhood-level vegetation LST variability were revealed across the study area. We used 
this map of city-scale LST0 to investigate additional drivers of vegetation temperature 
variability. 
 
 
Figure 2.8. Map of LST0 for all pixels containing mixtures of tree and turfgrass with 
impervious surface or NPV (53% of the image). Red indicates positive LST0 (warmer than 
expected based on sub-pixel composition and fraction), blue indicates negative LST0 (cooler 
than expected). Distribution of all LST0 values shown on the left with dashed line at 0°C. 
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3.4.1. Building density 
Buildings can increase surrounding temperatures by re-radiating absorbed energy or 
releasing anthropogenic heat, or they can decrease surrounding temperatures by blocking 
direct solar radiation or channeling wind (Arnfield, 2003; Lindberg & Grimmond, 2011; 
Stewart & Oke, 2012). To assess how building density affected vegetation LST across our 
study area, we used a GIS layer of Los Angeles County building footprints (for all buildings > 
6 m2 based on 2008 10-cm orthorectified aerial imagery) to calculate the roof fraction for 
each 36 m pixel of our imagery. We then evaluated LST0 for all tree-impervious and 
turfgrass-impervious mixed pixels that contained a roof fraction. Overall, tree and turfgrass 
LST0 were significantly different when mixed with roofs, with the average LST0 of trees 
warmer than that of turfgrass (0.51°C and 0.05°C, respectively; p < 0.0001). Because per-
pixel LST0 was highly scattered, we used binned roof fraction values (averaged values using 
a bin width = 0.05, excluding bins containing fewer than 100 pixels) to assess the effect of 
increasing building density on LST0. We observed a significant, positive effect of increasing 
building density on LST0 for both turfgrass and tree (p < 0.0001). LST0 appeared to increase 
nonlinearly, particularly for tree mixtures, with a steep rate of increase up to a roof fraction of 
about 0.2, and a gentler rate of increase thereafter (Fig. 2.9). We separately used a linear 
model (not shown) to quantitatively compare the effect of building density on trees versus 
turfgrass. We calculated that for every 10% increase in roof fraction, LST0 of trees increased 
0.12°C, while the LST0 of turfgrass increased 0.05°C. We observed this linear model to be a 
good fit for increasing turfgrass LST0 with roof fraction (y = 0.82x – 0.17, R2 = 0.80).  
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Figure 2.9. Changing LST0 with building density, and nonlinear model with the standard 
error of the regression (S) as a measure of fit. Bins with fewer than 100 observations were 
excluded. 
 
3.4.2. Vegetation management 
Nearly all green spaces in Los Angeles require irrigation, however the amount and 
frequency of irrigation varies among property owners and managers. Therefore, rates of ET 
may not increase linearly with total green space. We evaluated the effect of vegetation 
management on LST0 in two ways. First, we assessed vegetation fraction and LST0 in relation 
to block group-level median income from the 2010 U.S. Census. While income itself is not a 
direct driver of vegetation function, higher income areas in arid cities tend to have more 
resources to devote to maintaining green space (Clarke et al., 2013; Schwarz et al., 2015). We 
calculated total vegetated area and mean LST0 per block group. We found a significant, 
positive relationship between vegetated area and income in our study area (p < 0.0001,         
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R2 = 0.34) (Fig. 2.10a). Although LST0 is calculated independently of vegetation fraction, we 
observed a significant, negative relationship between LST0 and income: for every $10,000 
increase in median income, LST0 decreased by 0.23°C, with LST0 transitioning from positive 
to negative values for median income > $75,590 (p < 0.0001, R2 = 0.22) (Fig. 2.10b).  
Next, we investigated the relationship between LST0 and water use data from 2007, 
which was a year of severe drought similar to our study period. We estimated the monthly 
irrigation rate from the difference in total residential water use between August, with high 
water use rates and matching the month of our imagery, and February, which had the lowest 
monthly rate, indicative of indoor water use (Chen et al., 2015). We aggregated our 
vegetation and LST0 data into postal carrier routes (1,546 polygons with average size of 0.39 
km2) to match the water use data set. Because the water use data were for only residential 
customers, we excluded polygons that had large areas of non-residential water use, including 
golf courses, cemeteries, recreational fields, and university campuses. We first confirmed that 
irrigation requirements in 2007 were similar to our study year of 2014 by observing a strong 
linear relationship between 2007 outdoor water use levels and 2014 green vegetated fraction 
(Fig. 2.10c). We then calculated mean LST0 per postal carrier route polygon. We observed a 
log-linear relationship between increasing irrigation (averaged values using a bin width = 2, 
excluding bins containing fewer than 3 polygon-level observations) and decreasing LST0 
values (R2 = 0.55) (Fig. 2.10d).   
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Figure 2.10. A.) Increasing vegetation fraction with increasing median income. B.) 
Decreasing LST0 with increasing median income. C.) Linear relationship between vegetation 
cover during the 2014 data collection and 2007 water use data. D.) Log-linear relationship 
between LST0 and binned monthly outdoor water use (per unit area). Bins with fewer than 3 
observations were excluded. 
 
4. Discussion 
4.1. Effects of urban heterogeneity on measured LST at the city-scale 
In this study, we separately quantified the key elements of urban heterogeneity that 
drive urban microclimates (plant functional types and non-vegetated materials), producing a 
first assessment of how vegetation LST varies across gradients of vegetation as well as non-
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vegetated surfaces. This allowed us to quantify and map differences in vegetation LST 
independent of local variations in urban surface heterogeneity, and observe the effects of 
building density and irrigation on vegetation LST.  
 
4.1.1. Effects of plant functional type 
We found different plant functional types (tree and turfgrass) to have significantly 
different effects on measured LST, making their discrimination critical for modeling the 
effect of urban vegetation on its local environment. Our observations of mixed pixel LST 
were consistent with the overall negative relationships between vegetation fraction and LST 
that have been described in previous studies (Bowler et al., 2010; Jenerette et al., 2016; Zhou 
et al., 2017). However, by discriminating between plant functional types in this study, we 
found that turfgrass mixtures were consistently cooler than tree mixtures: a 10% increase in 
turfgrass fraction produced 1.6°C +/- 1.1°C more LST cooling than did a similar increase in 
tree fraction. Cooler turfgrass temperatures relative to tree temperatures persisted from 
relatively small to large vegetation fractions, over multiple spatial domains, and throughout 
most of the day.  
Other studies have observed similar temperature relationships between urban trees 
and turfgrass. Quattrochi & Ridd (1998), using a high resolution airborne sensor over Salt 
Lake City, USA, found that residential lawns had a daytime thermal response < 70 W/m2, 
while urban trees had a response of ~80 W/m2. In Los Angeles, Crum & Jenerette (2017) 
using in situ measurements of LST found higher LST for tree canopies as compared to 
turfgrass for most of the diurnal cycle, which is consistent with our observations. Finally, in a 
comparison between Las Vegas and Phoenix, USA, Myint et al. (2015) observed similar 
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turfgrass LST-cover curves but significantly different tree LST-cover curves, suggesting that 
differences in plant functional type LST could depend on additional factors such as spatial 
arrangement. Trees can affect the temperature of the surrounding environment in both 
negative (shading and ET) and positive (reducing wind, longwave energy release, and ET of 
neighboring vegetation) ways (Litvak et al., 2014; Zhang et al., 2017). Across our study area, 
the balance of these contradictory effects resulted in a smaller reduction of LST for each 
incremental increase of tree cover compared to turfgrass. It is important to note that, as in 
other remote sensing studies, the nadir view angle of our imagery means that our LST 
measurements were dominated by the top of the tree canopy, which receives maximum solar 
radiation, and less influenced by the shaded subcanopy, which would have lower 
temperatures (Potchter et al., 2006).  
Our results show that, in Los Angeles, building density may have been an important 
factor contributing to the observed higher LST in tree-covered versus turfgrass areas. We 
found building roof fraction to have more than twice as large a positive effect on tree LST0 
compared to turfgrass LST0. This is consistent with previous reports of interactive LST 
effects between rooftops and tree canopies (Zhao et al., 2015; Feng & Myint, 2016). 
Buildings can warm tree canopies by blocking air circulation, or by heating air which can rise 
or advect into nearby canopies. Using a GIS layer to calculate per-pixel roof fraction may 
have enabled our observation of these interactive effects, since we could account for roof 
areas obscured beneath tree canopies. Conversely, buildings and turfgrass are adjacent and 
therefore their temperatures are more decoupled. In this study, the small, relatively linear 
increase in turfgrass LST0 observed with increasing building fraction may also be influenced 
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by the positive relationship between roof area and roof LST that has been observed by others 
(Zhao et al., 2015).  
Physiological and structural differences between trees and turfgrass would also have 
contributed to the higher LST of tree covered areas. Tree canopies are relatively tightly 
coupled to atmospheric water vapor, which increases stomatal sensitivity to high vapor 
pressure deficits (Kjelgren et al., 2000). Trees can also inhibit water loss from understory 
vegetation and soil beneath the canopy through shading (Litvak et al., 2014). Turfgrass is an 
aerodynamically smooth surface and is relatively less coupled to atmospheric water demand, 
resulting in lower stomatal sensitivity. Turfgrass also has less capability to cast shadows and 
reduce soil water loss, therefore soil evaporation continues to reduce LST even after turfgrass 
transpiration shuts down due to high vapor pressure deficit (Edmonson et al., 2016). This 
results in higher rates of ET for turfgrass compared to tree-covered areas, with one Los 
Angeles study observing turfgrass transpiration of 2–10 mm d–1 and tree transpiration of < 1 
mm d–1 (Litvak et al., 2014). Furthermore, a relatively damped daytime variation of soil 
water evaporation compared to stomatally controlled plant transpiration would also be 
expected to minimize the daily range of LST in turfgrass relative to trees (Quattrochi & Ridd, 
1998). Consistent with this, we observed that turfgrass LST varied the least of all classes, 
with a daytime range of 9.7°C, while trees varied by 13.6°C.  
Finally, trees and turfgrass express water stress differently in the VSWIR and thermal 
ranges. Turfgrass expressions of water stress are well-coupled between the VSWIR and the 
thermal. Well-irrigated turfgrass requires around 2.5 cm of water per week and will remain 
green and cool as it continues to transpire (Milesi et al., 2005). Poorly-irrigated turfgrass will 
begin to transition to NPV if water inputs are withheld for as little as 6 weeks, which will 
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also coincide with a rise in LST as transpiration shuts down (Kaufmann, 1994). Tree 
expressions of water stress in the VSWIR and thermal are less coupled. While well-watered 
trees remain green and cool, poorly-irrigated trees have been shown to express stress through 
elevated LST, while overall greenness can be less affected (Zarco-Tejada et al., 2011; Sims et 
al., 2014). The implications for studies that combine VSWIR and thermal imagery to assess 
urban vegetation, such as ours, are that areas identified as turfgrass are almost certainly being 
irrigated, whereas areas identified as tree-covered may be experiencing a comparatively 
greater range of water availability and stress. This difference in stress response between 
turfgrass and trees could be of significance for assessments of the urban surface energy 
balance as well as human thermal comfort studies in arid urban environments. 
 
4.1.2. Effects of non-vegetated material 
 While vegetation fraction is a primary driver of LST variability in thermal imagery, 
non-vegetated materials are known to have a significant effect on mixed pixel LST, 
especially when they occur at higher fractions (Yuan & Bauer, 2007; Weng, 2009). In our 
study, we observed significant differences between the LST effects of impervious surfaces 
and NPV, with observed daytime patterns for LST-cover curve slopes of different mixtures 
likely driven more by the greater daily LST ranges expressed by non-vegetated materials 
(15.6°C to 17.7°C) compared to that of vegetation. 
We observed a greater influence of NPV (larger slopes) on mixed pixel LST 
compared to impervious surfaces. However, tree and turfgrass mixtures with NPV did not 
exhibit significantly different slopes. This may have been because NPV itself is indicative of 
vegetation condition, with increasing NPV fractions potentially indicating degrees of 
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vegetation senescence. Roberts et al. (2012) observed LST variation in relation to NPV 
fraction, which they hypothesized to be due to changing vegetation function and water stress 
with senescence. As trees and turfgrass transition from healthy to senesced, transpiration may 
have been minimized such that their LST values became more similar, reflective of having 
similar composition of senesced leaf material, compared to the larger differences observed 
due to contrasting ET rates in active, healthy trees and turfgrass.  
In contrast to NPV, in mixtures with impervious surfaces, tree and turfgrass LST-
cover curves showed significantly different slopes. Paved surfaces interact differently with 
trees compared to turfgrass. Paved surfaces surrounding trees can increase subcanopy LST 
and air temperatures, trap or decrease soil moisture, and increase longwave and sensible heat 
inputs into the canopy (Souch & Souch, 1993; Kjelgren & Montague, 1998; Friedl, 2002; 
Chen et al., 2017). These effects result largely because trees can occupy the same vertical 
column of space as pavement. Conversely, while turfgrass and impervious surfaces occur 
nearby one another, both are of similar height and therefore each lacks a view factor for direct 
radiative transfer with the other. For this reason, the interactive effects between turfgrass and 
impervious surfaces tend to be limited to advection, which influences turfgrass ET by altering 
local vapor pressure deficits, as opposed to direct radiative exchanges (Oke, 1979; Armson et 
al., 2012).  
Interestingly, we observed turfgrass-impervious mixtures to be the least linear of any 
combination, with a steeper decline at around 50% turfgrass fraction. This is similar to 
observations made by Myint et al. (2013), who noted a steeper slope for turfgrass fractions 
above 40% and concluded that turfgrass fractions < 40% are not effective in lowering LST. 
We hypothesize that a bimodal transition between residential lawns (mapped as small 
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turfgrass pixel fractions), and larger, public green spaces (mapped as large pixel fractions 
along greenspace edges and pure turfgrass pixels in the greenspace center), may result in the 
observed LST nonlinearity. Energetically, small patches of turfgrass have higher ET potential 
than large patches, because small patches are situated in more heterogeneous environments 
and therefore subject to more advection of warm, dry air from nearby impervious surfaces 
(Oke, 1988; Chow et al., 2014). In dry climates, increased ET potential could more rapidly 
deplete soil water and induce stomatal closure earlier in the day, leading to higher LST. At 
the same time, large turfgrass patches in Los Angeles tend to be intensively managed public 
spaces such as parks, cemeteries, or golf courses. Their more intensive management and 
irrigation regime may produce healthier vegetation, higher ET, and cooler temperatures 
compared to residential lawns.  
 
4.2. Mapping drivers of vegetation LST 
We used a “big data” approach to assess vegetation LST: with 1.7 million pixels, each 
of a different compositional and fractional mix, we derived broad LST patterns across 
gradients of land cover heterogeneity to remove its dominant, first-order LST effects. This 
opens the possibility of examining any additional drivers of LST variability for which we 
have spatial data. Studies have identified several drivers of urban vegetation LST, including 
but not limited to plant species, canopy structure, urban canyon geometry, irrigation regime, 
vegetation spatial configuration, and wind (Leuzinger et al., 2010; McCarthy & Pataki 2010; 
Litvak et al., 2014; Zhao et al., 2015; Gillner et al., 2016; Zhou et al., 2017). Across a city, 
these drivers as well as additional factors have significant effects on urban LST. While this 
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study did not investigate the contributing role of each driver, their combined effects 
contribute to the LST variability shown in Figures 2.5, 2.6, 2.8, and 2.10. 
We examined the effects of building density (Sect. 4.1.1.) and vegetation management 
on vegetation LST. Variability in residential vegetation management is difficult to observe at 
city-scales. One approach is to investigate the relationship between personal income and local 
temperatures (Jenerette et al., 2013; Schwarz et al., 2015; Roberts et al., 2017). While income 
is not a direct driver of vegetation function, higher income areas have more vegetation, 
especially in arid cities, which also tends to be better maintained because residents have more 
resources to devote to management (Clarke et al., 2013; Schwarz et al. 2015). We observed a 
significant, positive relationship between vegetated area and income in our study area (R2 = 
0.34), which is consistent with other studies in Los Angeles (Mini et al., 2014; Tayyebi & 
Jenerette, 2016). More green space as well as improved vegetation management reduces local 
temperatures. For example, Jenerette et al. (2007) found that a $10,000 increase in median 
income was associated with a decrease in temperature of 0.28°C in Phoenix. We observed a 
similar decrease in LST0, finding that for every $10,000 increase in median income, LST0 
decreased 0.23°C. Importantly, in our study LST0 was independent of both vegetation 
fractional cover and plant functional type, meaning that the LST decrease was directly linked 
to differences in irrigation and associated latent heat fluxes, rather than the amount or type of 
green space. This was confirmed in part by our observation of significant LST0 cooling as 
irrigation inputs increased. 
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4.3. Methodological considerations 
4.3.1. Improved sub-pixel analysis for urban environments 
With a study area of 4,466 km2, this study demonstrates that a single, small spectral 
library is capable of accurately estimating sub-pixel fractions across a very large spatial 
extent and multiple flightlines. At a spatial resolution (36 m) similar to Landsat (30 m), this 
study shows the importance of additional spectral information for sub-pixel urban mapping, 
which decreased estimates of the majority class (impervious surface) by nearly 15% and 
increased detection of small patches of cover, consistent with MacLachlan et al. (2017). 
Additionally, this study contributes to the growing body of work establishing the importance 
of high spectral resolution imagery for estimating urban cover fractions beyond the VIS 
model, including different plant functional types (Roberts et al., 2012; Okujeni et al., 2013; 
Okujeni et al., 2015; Wetherley et al., 2017). With spaceborne hyperspectral missions 
planned for the near future, being able to characterize functionally uniform sub-pixel cover at 
resolutions typical of a spaceborne sensor will improve our ability to study urban 
environments globally. 
Trees and turfgrass are the two primary plant functional types in North American 
cities. Their differences in water use, stress response, and shading effects result in contrasting 
impacts on local energy and water fluxes, making their discrimination important for 
characterizing urban environments (Grimmond et al., 2011; Peters et al., 2011). While 
species-level spectral differences exist within both types, when grouped into broad functional 
categories the primary distinguishing spectral feature between them is overall brightness: 
trees, due to their greater leaf area and more complex canopy, reflect less energy than 
turfgrass. In our spectral library, tree spectra were, on average, 49% as bright as turfgrass 
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spectra, with this difference remaining relatively consistent through the visible (53%), NIR 
(50%), near short-wave (44%), and far short-wave (50%) parts of the spectrum.  
Because brightness is a key difference between trees and turfgrass, limiting the 
corrective MESMA shade factor to 20% proved to be key for separating the two plant 
functional types. The MESMA shade factor is used to account for brightness differences 
between library EMs and measured spectra (Dennison & Roberts, 2003). Typically, this 
factor is assigned a large value, ranging from 50%–80%, which gives MESMA greater 
flexibility for modeling a dark pixel with a bright EM (Powell et al., 2007; Powell 2011; 
Dudley et al., 2015; Liu & Yang, 2015). However, when brightness itself is a key 
discriminating factor this can lead to confusion—in the case of trees and turfgrass, with a 
large enough shade factor MESMA could disregard brightness differences to select a bright 
turfgrass EM to model a dark tree canopy in an image if its spectral features were the best fit. 
The tradeoff of using a smaller shade parameter is that more pixels remain unclassified or a 
larger spectral library may be required to account for brightness variation in an image. 
 
4.3.2. Challenges and opportunities when using airborne thermal imagery 
Several of the challenges in calculating LST0 in this study stemmed from the 
particularities of airborne imagery. One such issue was viewing geometry effects on 
measured LST. Viewing geometry effects in urban thermal imagery depend on the location of 
the sensor relative to solar position as well as urban surface morphology (Roth et al., 1989). 
Viewing angles that deviate from nadir increase the amount of vertical surface that is visible 
to the sensor, which has been observed to affect LST measurements from off-nadir sensors in 
the range of 5°C–10°C in some urban areas (Lagouarde et al., 2004; Trigo et al., 2008; 
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Bechtel et al., 2012). Although MASTER flightlines were imaged with a nadir view 
orientation, surfaces in the forwardscattering view of each flightline were ~2°C cooler than 
surfaces in the nadir view, while backscattering surfaces were < 1°C warmer. This is likely 
because the 45° viewing angle of MASTER was enough to detect the effects of urban thermal 
anisotropy along flightline edges. Urban thermal anisotropy results from urban structural 
heterogeneity, such that shadows and different angles of solar exposure produce LST 
variability (Voogt & Oke, 1998; Voogt, 2008). From the perspective of the MASTER imager, 
shadows in the forwardscattering view reduced LST, whereas high solar exposure on south-
facing vertical walls in the backscattering view resulted in warmer LST. The observed 
temperature differences between forwardscattering and backscattering views (above), shows 
that shadowing had the stronger effect on LST. However, the slopes of LST-cover curves, 
and therefore the relationships between surface cover and LST observed here, did not 
significantly differ by viewing geometry. We also removed the areas most affected by 
viewing geometry from our analysis by subsetting each MASTER swath (~40 km wide) to 
the swath of the corresponding nadir-view AVIRIS flightline (~12 km wide) before 
calculating LST0. 
Another challenge of using a large airborne thermal dataset involved accounting for 
temporal variation. Solar angle variation affects LST diurnally, as observed in our dataset, as 
well as seasonally. Temporal normalization between thermal images collected at different 
times is of interest to compare thermal measurements (Li et al., 2013). One temporal 
normalization method models the diurnal temperature cycle to estimate LST based on a 
thermal image (Göttsche & Oleson, 2001). Another method, specific to airborne imagery, 
uses flightline sidelap areas to calibrate LST between adjacent flightlines (Tayyebi & 
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Jenerette, 2016); however, our results showed that viewing geometry may affect the accuracy 
of this correction method. In this study, we used 9 MASTER flightlines collected over a 5.7-
hour window before and after solar noon. By processing each using per-flightline LST-cover 
slopes, we were able produce a normally distributed LST0 map of the study area. This 
indicates that our method is robust to temporal LST variation and could provide an 
alternative technique for standardizing LST between multiple thermal images.  
Thermal imagery, particularly over urban areas, can also be subject to errors arising 
from TES. These errors tend to fall into one of two categories, both of which we attempted to 
minimize in our study design (Gillespie et al., 1998). First, systematic errors across the 
imagery can result from improper atmospheric calibration. We attempted to minimize this 
error and ensure a consistent retrieval across all flightlines by using imagery collected during 
a single day. Second, errors can result if the εmin of a material and its MMD are not well-
characterized by the empirically-derived relationship between them used in the TES 
algorithm. While this relationship describes many natural materials, including vegetation, 
soil, rock, and water, it does not accurately characterize materials having both low spectral 
contrast and low emissivity, which is typical of some metals such as aluminum (Kotthaus et 
al., 2014). Sobrino et al. (2012) found that the εmin-MMD relationship can describe many 
common urban surfaces that have low MMD and high emissivity, including concretes, 
construction materials, road asphalt, and tar, concluding that TES can retrieve accurate LST 
values for these materials. We limited the EMs representing our impervious surface class to 
these paving materials. This left pixels containing metallic or other problematic surfaces 
unclassified, thereby excluding them from our LST-cover analysis.   
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There are a few other ways our results may have been influenced by specific 
characteristics of the MASTER dataset. First, while airborne imagery allowed us to explore 
hourly daytime LST change, the pattern of flightline collection prevents us from completely 
disentangling diurnal effects from the influence of the coastal-interior climatic gradient, 
although our in situ measurements provided confidence that we observed diurnal patterns 
between our flightlines. Additionally, flightline orientation likely influenced our results. Each 
LST-cover curve depended upon the LST variability captured within a specific flightline, and 
this variability could have been very different had flightlines been acquired using a coast-to-
interior orientation rather than one approximately parallel to the coast. Finally, the spatial 
resolution of thermal imagery has been shown to affect measurements of vegetation cooling, 
which we did not explore here (Weng et al., 2004; Weng, 2009; Zhou et al., 2017). Using 
satellite imagery with a larger swath would address several of these issues. The proposed 
NASA HyspIRI Satellite, which would combine an imaging spectrometer with a thermal 
imager, would produce ideal imagery for a systematic assessment of city-scale urban 
vegetation LST.   
 
5. Conclusion 
 In this study, we set out to answer three questions. First, we asked what is the urban 
plant and material variability of the megacity of Los Angeles. We found Los Angeles to be 
dominated by impervious surfaces (59%) with 24% vegetation cover. Sub-pixel estimation of 
cover was critical for quantifying non-impervious classes, increasing estimates of turfgrass 
(1.7%), tree (6.3%), commercial roof (3.2%), NPV (2.2%), and soil (0.9%) while decreasing 
estimates of impervious cover by 14.3%. Second, we asked how plant functional type and 
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urban material type affect LST. We found that plant functional type (turfgrass and tree) and 
non-vegetated surfaces (impervious and NPV) had significantly different effects on LST. In 
particular, trees were consistently warmer than turfgrass, and the two functional type LST-
cover curves exhibited significantly different slopes when mixed with impervious surfaces. 
Finally, we asked how vegetation LST varied across our megacity study area. We found 
large, neighborhood-scale patches of warm and cool vegetation, with detectible effects 
related to building density and vegetation management. Together, these findings suggest that 
it is possible to examine vegetation LST in highly mixed urban environments and quantify 
city-scale effects of environmental drivers that have previously been obscured by urban 
surface heterogeneity. 
Our study results provide several avenues for future work. Primarily, quantifying the 
effects of additional spatial drivers on city-scale LST0, such as tree species or urban canyon 
geometry, will be a critical step towards isolating the thermal signals that indicate vegetation 
stress in mixed LST pixels. In this context, further analysis of the relationship between 
building density and tree LST could be enhanced by incorporating height information. We 
expect that the heights of trees and buildings relative to each other will significantly affect the 
observed relationship. Additionally, while our study examined LST changes within a 5.7-
hour window, understanding the dynamics of LST change among different materials and 
plant types across the full diurnal cycle would be of value for studies of urban microclimates, 
the urban heat island, and human thermal comfort. 
 Cities are some of the most climatologically complex environments on the planet, 
with diverse microclimates produced by material, vegetation, and structural heterogeneity. In 
situ studies and urban climate models have advanced our understanding to a great degree, yet 
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the challenge remains to unlock the potential for remote sensing to disentangle the drivers of 
urban climate variability at the city-scale. Doing so at the resolution of near-future orbital 
sensors, which will allow for repeat assessment of urban LST across multiple cities, seasons, 
and climates, will ultimately help to develop a deeper, quantitative understanding of the 
functioning urban environment.  
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1. Introduction 
A major challenge in the field of urban climate is that fluxes of heat and moisture can 
have large amounts of temporal and spatial variability across a city, complicating city-scale 
assessment. Remote sensing can capture city-wide surface variability for a single moment in 
time, and advances in remote sensing are improving our ability to measure urban surface 
materials and structure, quantifying urban heterogeneity in greater detail and across larger 
domains (Jensen, 2009; National Academy of Sciences, 2018). Conversely, urban energy 
balance models can simulate hourly time series of surface fluxes for local environments at the 
neighborhood scale (Grimmond et al., 2010). This creates an opportunity to couple the 
relative spatial and temporal strengths of current imaging and urban energy balance modeling 
techniques to quantify dynamics across a complete urban system. 
 The urban energy balance can be calculated as:  
        Q + F = H + LE + ∆S               [3.1] 
Where Q is net radiation, F is anthropogenic heat flux resulting from the burning of fuels, H 
is sensible heat, LE is latent heat, and ∆S is net heat storage within the urban surface (Oke, 
1987). Urban microclimates result from differences in the amount of available energy (Q + F 
– ∆S) and the partitioning of that energy into turbulent fluxes (H and LE) (Oke, 1988; 
Roberts et al., 2006). Energy partitioning depends on the amount of available moisture, and is 
therefore affected by vegetation transpiration and, by extension, vegetation stress (Soer, 
1980; Dimoudi & Nikolopoulou, 2003). Assessment of urban microclimates therefore must 
account for the amount and condition of vegetation in addition to properties of the built 
environment and other physical factors that influence the surface energy budget. 
Microclimatic differences across a city are driven in part by surface diversity, which 
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can be quantified by remote sensing in several ways (Chapin et al., 2011; Esau & Lyons, 
2002; Weng et al., 2018). For example, imagery can be used to estimate the proportion of 
energy reflected from the surface (albedo), and therefore the magnitude of Q (Liang et al., 
2010). Remote sensing can also help to quantify local material diversity. Recent advances in 
hyperspectral imagery, which captures tens or hundreds of very narrow bands across the 
electromagnetic spectrum, have improved our ability to classify landcover based on relatively 
fine spectral features (Herold et al., 2003; Franke et al., 2009). Several orbital hyperspectral 
sensors are planned for the near future, which will expand its application to cities globally 
(Guanter et al., 2015; Candela et al., 2016; National Academy of Sciences, 2018). 
High spectral resolution can also be leveraged to derive detailed landcover at sub-
pixel scales, including vegetation types (turfgrass and trees), as well as paved ground, roofs, 
bare soil, and senesced vegetation (Roberts et al., 2012; Okujeni et al., 2013; Okujeni et al., 
2015; Wetherley et al., 2017; Wetherley et al., 2018). A common technique for deriving sub-
pixel cover is spectral mixture analysis, which assumes that measured reflectance is a linear 
combination of the reflectances from all surfaces within a pixel, weighted by their relative 
pixel fraction (Settle & Drake, 1993). Sub-pixel estimation is critical for mapping urban 
vegetation, which can exist in relatively small patches (e.g., street trees); depending on spatial 
resolution, these may not be detected at the scale of a full pixel (Ferrato & Forsythe, 2013; 
Nordbo et al., 2015). At the same time, the ability to discriminate plant type is important for 
isolating characteristic transpiration responses to the surrounding environment (Peters et al., 
2011).  
 The relative proportions of local land cover types, and particularly the proportion of 
vegetated to non-vegetated area, strongly influence local energy partitioning (Grimmond et 
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al., 2010). Partitioning is further affected by surface roughness and aerodynamic resistance, 
which impact evaporation as well as local vegetation conditions (Penman, 1948; Monteith, 
1965; Christen & Vogt, 2004). Urban morphology, including vertical structure such as 
building and tree heights, can be measured using Light Detection and Ranging (LiDAR), 
which is an active remote sensing technique that emits laser pulses and times their return to 
derive object heights (Priestnall et al., 2000). Airborne-based LiDAR has been used to 
quantify the 3D surface for cities around the world, although the availability of these datasets 
can be limited due to the high costs of acquisition (www.citygml.org). It has also been used 
in combination with hyperspectral imagery for various urban applications, including mapping 
urban tree species and leaf area index, classifying urban surface cover, and monitoring urban 
infrastructure (Chen et al., 2009; Brook et al., 2010; Alonzo et al., 2014; Alonzo et al., 2015). 
Albedo, land cover type and fraction, and vertical structure are important parameters 
for describing a physical site in regards to its local energy budget (Grimmond et al., 2010). 
As such, they constitute relatively common inputs into neighborhood scale (102 – 104 m) 
urban energy balance models, yet they can be quantified for much larger domain (Grimmond 
et al., 2011). This raises the possibility of expanding the application of local-scale urban flux 
analyses to that of a larger metropolitan area. However, this would require similarly-scaled 
estimates of meteorology as well as surface moisture to assess LE fluxes. Biological controls 
on LE (i.e., transpiration) and its response to local soil moisture deficit, wind, heat, vapor 
pressure deficit, and/or light intensity, must be similarly assessed at a large scale (Chapin et 
al., 2011).  
Irrigation is another critical variable, as it strongly influences local soil moisture 
levels, yet it is difficult to quantify across large domains as its application may be influenced 
  
92 
by spatially variable management decisions, property owner income, water availability, the 
mode of irrigation used, conservation policies, or plant water needs (Grimmond & Oke, 
1999; MacDonald et al., 2010; Peters & McFadden, 2010; DeOreo et al., 2011; Järvi et al., 
2011; Pataki et al., 2011; Clarke et al., 2013; Schwarz et al., 2015). Several methodologies 
have been developed to estimate urban outdoor water use, including assuming minimal levels 
of soil moisture, tying irrigation to potential evapotranspiration, or developing empirical 
relationships between measured water use and spatially distributed variables (Xiao et al., 
2007; Järvi et al., 2011; Vahmani and Hogue, 2014). Remote sensing can inform this last 
category by providing information about the spatial distribution of irrigated vegetation. In this 
vein, studies have estimated urban water use based on remote sensing observations of NDVI, 
plant type classification, or vegetation fraction (Keith et al., 2002; Nouri et al., 2013; Mini et 
al., 2014; Chen et al., 2015)  
 Due to the high spatial variability of surface types and structures across a city, and the 
difficulty of producing detailed maps of parameters that govern heat and moisture fluxes, 
many urban energy balance models are designed to run at the neighborhood scale. This 
roughly corresponds to the size of a micrometeorological flux tower footprint, which can 
provide highly localized meteorological data and validation of estimated fluxes (Järvi et al., 
2011). Neighborhood scale studies can also be augmented with in situ observations of 
additional variables, such as soil moisture. However, the results of these studies are site-
specific, making them difficult to extrapolate to other sites and limiting their ability to 
untangle the complicated individual and interactive effects of biology, climate, and human 
agency on urban LE variability.  
In this study, we used several large datasets to conduct a spatially extensive 
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investigation of energy partitioning in the megacity of Los Angeles, with the goal of teasing 
apart the relative contributions of landcover, climate, and irrigation. We used remote sensing 
datasets to derive a highly detailed surface parameterization for the study area, including 
fractional material cover, albedo, and vertical surface structure. We combined this with 
estimates of irrigation derived from a spatially explicit water use dataset, as well as high 
resolution meteorology derived from the Weather Research and Forecasting (WRF) model 
and local station data (Skamarock & Klemp, 2008). We used these data layers as inputs to the 
Surface Urban Energy and Water Balance Scheme (SUEWS) to derive temporally-detailed 
estimates of local moisture and fluxes, which we assessed using thermal imagery and field 
data (Järvi et al., 2011; Ward et al., 2017). We then used this rich dataset to examine the 
spatial and temporal drivers of flux variability across the Los Angeles metropolitan region. 
Specifically, we asked the following questions:  
1. How do urban material composition and vertical structure vary across the Los 
Angeles metropolitan region? 
2. How do surface cover characteristics, including landcover and irrigation, affect 
turbulent energy fluxes? 
3. How does regional climate drive spatial and temporal latent heat flux variability? 
 
2. Methods 
2.1 Study Area 
 The study area included 2,123 km2 of urbanized land located within Los Angeles 
County in Southern California, including the City of Los Angeles and 79 surrounding 
communities and urbanized suburbs that together comprise the Los Angeles metropolitan 
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area (referred to as Los Angeles for the remainder of this manuscript). Los Angeles is a 
densely populated American megacity with a population greater than 10 million (U.S. Census 
Bureau, 2012). It is composed of different types of urban development, including a primary 
downtown core, commercial centers, industrial zones, and residential neighborhoods of 
various densities. Urban materials are consistent with other North American cities, including 
different impervious surfaces such as asphalt, concrete, and various roofing materials. 
Building sizes range from small one-story structures to downtown skyscrapers. Los Angeles 
vegetation consists of around 200 tree species as well as large expanses of turfgrass lawns, 
recreational fields, and large golf courses (Clarke et al., 2013). Vegetation is unevenly 
distributed across the area, with neighborhoods varying in their canopy cover by 7-37% 
(McPherson et al., 2011).  
 The adjacency of Los Angeles to the Pacific coast produces a strong coastal-interior 
climatological gradient. Northern parts of the study area, including parts of the San Fernando 
Valley, are separated from the coast by both distance as well as a low mountain range, and 
thus have drier and hotter summertime conditions relative to the more coastal south. In 
general, Los Angeles experiences a seasonal Mediterranean climate, with warm dry summers 
and cool wet winters. In a typical year, Los Angeles receives an average of 37.9 cm of 
precipitation, mostly in the winter (U.S. Climate Reference Network (USCRN): Diamond et 
al., 2013). Summer weather is typically hot and dry, and during the period of this study 
(August 2014) Los Angeles was in the middle of an extreme and extended drought, estimated 
to be one of the most severe experienced in the area in ~1200 years (Griffin & Anchukaitis, 
2014; Asner et al., 2016). As a result, precipitation in the preceding year was minimal and 
virtually all areas of green vegetation required consistent irrigation.  
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2.2 Remote Sensing Data 
2.2.1 Hyperspectral Imagery 
 Urban surface characteristics were derived from several remote sensing datasets. 
Landcover was mapped using hyperspectral imagery from the Airborne Visible Infrared 
Imaging Spectrometer (AVIRIS), which was flown over the study area on August 26, 2014 
by NASA’s Hyperspectral Infrared Imager (HyspIRI) Airborne Campaign. AVIRIS measures 
224 narrow bands between 0.38 and 2.5 μm (Green et al., 1998). A total of 7 flightlines on a 
northwest-southeast orientation were acquired to cover the complete study area. The imagery 
was first processed by the NASA Jet Propulsion Laboratory (JPL) to produce reflectance 
(Thompson et al., 2015). We then resampled it to a spatial resolution of 36 m and applied 
additional spectral and spatial corrections, following Wetherley et al. (2018). 
Spectral mixture analysis was used to derive sub-pixel landcover classes of turfgrass, 
tree, soil, senesced vegetation, paved ground, and commercial roofs for the complete study 
area. Specifically, we used Multiple Endmember Spectral Mixture Analysis (MESMA: 
Roberts et a., 1998), a type of spectral mixture analysis that estimates fractions for each class 
based on a library of spectral endmembers (Somers et al., 2016). MESMA allows different 
classes to be represented by more than one endmember, and allows the number of 
endmembers used to model each pixel to vary. This gives MESMA greater flexibility for 
estimating fractional cover in a scene with great diversity, and has therefore been applied to 
imagery of several global cities (Rashed et al., 2003; Powell et al., 2007; Roberts et al., 2012; 
Wu et al., 2014; Roberts et al., 2017).  
Fractional estimates were validated using a combination of simulated mixtures and 
within-image validation areas, and found to be well-characterized for the Los Angeles study 
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area (Wetherley et al., 2018). However, because only commercial roofs were mapped, we 
used a 2014 GIS layer of Los Angeles building footprints (Los Angeles County GIS, 2014) to 
incorporate non-commercial structures such as residential buildings. The building footprints 
were used to calculate per-pixel building fraction, which was then incorporated into the 
fractional map by adjusting per-pixel roof and (if necessary) impervious surface fractions to 
ensure that fractions within each pixel summed to one.  
 Hyperspectral imagery was also used to derive per-pixel directional albedo (Roberts et 
al., 2004; Roberts et al., 2012; Shivers et al., in Review). Directional albedo is different from 
true albedo because it assumes all surfaces to be Lambertian. We used MODTRAN 4.3 to 
simulate downwelling irradiance for the specific date, location, and time of each flightline 
(Berk et al., 2005). Atmospheres were generated using a midlatitude summer profile, 
assuming a surface albedo of 0.25, 1 cm of water vapor, and an air temperature that ranged 
from 300.9 K to 303.02 K depending on the time of imaging. Downwelling irradiance was 
multiplied by AVIRIS reflectance across all wavelengths to calculate total reflected 
irradiance (0.3 – 2.5 μm). Albedo was calculated as the ratio of reflected irradiance to total 
downwelling radiance. 
Retrieved values for a variety of urban targets were assessed by comparing them to 
published urban landcover albedo values for the neighboring City of Santa Barbara (Roberts 
et al., 2012). Values for the four southernmost flightlines were determined to contain similar 
albedo values to the published values. The three northernmost flightlines contained 
anomalously low values, which we determined to be due to anomalously low reflectances 
retrieved by JPL. We investigated this by examining overlapping pairs of correct and low 
albedo values for 21 targets located within a flightline sidelap area. Target albedos in the 
  
97 
correct flightline, ranging from 0.03 to 0.52, were significantly different from those in the 
dark flightline, which ranged from 0.013 to 0.43 (p < 0.001). A strong linear relationship was 
observed between the two, with y = 1.11x + 0.02 (R2 = 0.99). This was used to correct the 
dark flightlines, producing a consistent albedo retrieval across the scene.  
 
2.2.2 LiDAR Imagery 
 A high-resolution LiDAR raster (1 m) and a land cover classification map (Los 
Angeles Region Imagery Acquisition Consortium: LARIAC, 2016) were used to quantify 
vertical surface structure across Los Angeles. The map had an overall classification accuracy 
of 95%, while the LiDAR image had a locational accuracy of ±0.61 m. Tree and building 
classes both had an accuracy of >97% by area. We used the classified image to produce a 
high-resolution mask for trees and buildings, with edges eroded inward by 20% to remove 
edge pixels. We used a 5×5 pixel peak filter to remove gaps within the masked areas and 
derive the final heights for trees and buildings. We retained all values above a 2 m threshold, 
representing > 99% of the height data. In addition to height measurements, aerodynamic 
roughness length and zero-plane displacement were calculated across the scene using the full 
LiDAR dataset and the Urban Model Environment Planner (UMEP) tool (Lindberg et al., 
2018). Roughness calculations were based on the methodology recommended by Kanda et al. 
(2013), which calculates local surface roughness by using maximum building height, the 
standard deviation of building height, average building height, frontal area index, and ground 
area. Tree heights were included in the calculation, as recommended by Kent et al. (2017). 
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2.2.3 Thermal Imagery 
Land surface temperature (LST) was measured for the entire study area by the 
MODIS-ASTER Airborne Simulator (MASTER), as part of the HyspIRI Airborne Campaign 
(Hook et al., 2001). The full study area was imaged over a 5.6-hour period (10:20 – 16:00 
PDT), thus capturing elements of both the spatial and temporal LST variability of Los 
Angeles (Wetherley et al., 2018). Meteorological conditions consisted of clear skies with air 
temperature peaking at 30.0°C, as calculated from the mean of 14 USCRN stations located 
within and throughout the study area. MASTER measured 5 bands of emissivity at 36 m 
spatial resolution. Thermal imagery was processed by JPL to retrieve per-pixel LST using 
temperature-emissivity separation (TES) (Gillespie et al., 1998). Overall accuracy was 
reported by the Ames Research Center to be ≤0.33 K, with per-band precisions ranging from 
0.13 to 0.74 K (Jeffrey Myers, personal communication). 
 
2.3 Additional Data  
2.3.1 Water Use 
External irrigation was estimated from a 2007 dataset of Los Angeles residential 
water use (Los Angeles Department of Water and Power; Mini et al., 2014), aggregated to 
sub-neighborhood scale postal carrier route polygons (1,546 polygons with average size of 
0.39 km2) (Chen et al., 2015). We selected the year 2007 from the available water use data 
(2000-2010) because it was characterized by a severe drought, which we assumed to best 
approximate the dry conditions of our August 2014 study period. Outdoor water use (m3) was 
estimated from the difference in total single-family residential water use in August (a dry 
month and matching the month of our study) and February (the month with lowest water use).  
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Estimated monthly outdoor water use was linearly correlated with postal carrier route 
polygon vegetation fraction (R2 = 0.73)  by Wetherley et al. (2018): 
fv = 9.2 ×10– 4w + 2.7             [3.2] 
Where fv is fractional vegetation cover (0 – 100) and w is the estimated outdoor water use for 
one month in m3. Water use for each grid cell was calculated by rearranging Eq. 3.2 to solve 
for w based on grid cell fv. 
 
2.3.2 Field Data 
 Soil moisture and LST were measured in situ for two turfgrass field sites in Santa 
Barbara, CA (located at 34.45°N, 119.75°W and 34.42°N, 119.86°W) on August 24 and 29, 
2014, where it was possible to synchronize the timing of collections with MASTER airborne 
acquisitions. Although the field sites were not located within the Los Angeles study area, 
Santa Barbara is situated at a similar latitude and climate, with conditions on the days of 
collection close to that of Los Angeles on the day of imaging. A total of 40 individual 
measurements were collected across the two sites. Point measurements were made every 25 
m along 5 transects (100 m), each set 25 m apart. LST was measured using an Apogee IRTS-
P Precision Infrared Temperature Sensor, which measures between 6-14 μm (Logan, UT). 
Temperatures were corrected for longwave radiation using an assumed turfgrass emissivity of 
0.95 (Oke, 1987) and measurements of downwelling longwave radiation collected by a Kipp 
& Zonen CNR1, located 11 km and 2 km from each collection site. The CNR1 measures 
between 5-50 μm, which is a larger proportion of the spectrum than the IRTS-P, so longwave 
measurements were scaled by the proportion of thermal radiation emitted between 6-14 μm 
using the method described by Wetherley et al. (2018). Soil moisture in the top 50 mm of soil 
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was calculated using a soil moisture probe (ThetaProbe type ML2x, Delta-T Devices, 
Cambridge, England) to measure percent volumetric near-surface soil moisture.  
 
2.4 Model simulations 
We used the Surface Urban Energy and Water Balance Scheme (SUEWS) to assess 
fluxes across our study area (Järvi et al., 2011; Ward et al., 2017). SUEWS is a 
neighborhood-scale model that produces energy flux estimates at a 5-minute time step. We 
selected this model for several reasons. First, SUEWS has been applied to the Los Angeles 
area and validated against Los Angeles flux tower data, with published parameter values 
based on local datasets (Järvi et al., 2011). Second, required inputs for characterizing 
landcover in SUEWS, including albedo, surface cover types, cover fractions, and vertical 
structure, can be extracted from remote sensing datasets as described in Sections 2.2.1 and 
2.2.2. Third, the model generates flux estimates based on relatively common meteorological 
inputs, including air temperature, relative humidity, pressure, precipitation, shortwave 
radiation, and wind. Several empirically- and physically-derived sub-models are then used to 
calculate net radiation, anthropogenic heat flux, storage heat flux, turbulent fluxes, and water 
balance factors (Grimmond et al., 1986; Grimmond & Oke, 1991; Grimmond et al., 1991; 
Grimmond & Oke, 1999; Offerle et al., 2003; Loridan et al., 2010). This makes SUEWS a 
more computationally efficient model in comparison to other energy balance models that 
require more complicated parameterization (Grimmond et al., 2010).  
Computational efficiency is critical for application to a large domain. We divided the 
study area into 2,123 grids, each 1 km2 (Fig. 3.1). We calculated surface parameter values for 
each grid cell using the datasets and methodologies described above. Grid cell fractional 
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cover of tree, turfgrass, buildings, ground impervious, and soil, as well as albedo, were 
derived from the hyperspectral datasets. Estimated monthly grid cell water use, based on total 
vegetated area in the grid cell (turfgrass plus tree fraction), was divided by 31 to obtain a 
daily amount, and distributed over the diurnal cycle at a 5-minute time step using a profile of 
hourly watering behavior based on a water use survey of California homeowners (DeOreo et 
al., 2011). Vertical structure metrics, including mean building and tree height, aerodynamic 
roughness length, and zero plane displacement, were extracted from the LiDAR imagery. 
Grid cell elevation was derived from a U.S.G.S. National Elevation dataset and population 
from a U.S. Census Bureau Census Tract GIS layer (U.S. Census Bureau, 2010; U.S. 
Geological Survey, 2013).  
 
 
Figure 3.1. Los Angeles study area with model grid cells (n = 2,123). Dark grey indicates 
urbanized areas, and the thick black line shows the Los Angeles County boundary. 
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We used two climate modeling frameworks to parameterize SUEWS and approximate 
study area conditions for August 26, 2014 (the date of remote sensing image collection). 
North American mesoscale forecast data (NAM) for 13 months preceding the study date (July 
2013 – August 214) were acquired for the complete study area from the National Oceanic and 
Atmospheric Administration National Centers for Environmental Prediction. Shortwave 
radiation, air temperature, wind speed, relative humidity, and pressure were extracted at a 
temporal resolution of 6 hours and a spatial resolution of 12 km. Daily precipitation data for 
the period was derived from 13 weather stations located throughout and surrounding the 
study area, including stations maintained by the California Irrigation Management 
Information System (CIMIS), and USCRN. Precipitation values were interpolated across the 
study area using inverse distance weighting of the nearest 4 stations. Due to the drought 
conditions, precipitation was a relatively minor source of water, with all stations averaging a 
total of 10.7 cm in the year prior to the study. The most significant rainfall event preceding 
the study was 0.6 cm received on April 1, 2014, with only trace rainfall occurring afterward. 
We used SUEWS version 2017b to calculate fluxes for our study area (Ward et al., 
2017). Outputs from the NAM model runs included stabilized soil moisture resulting from a 
year of modeled irrigation. These outputs were used as initialization parameters for a second-
round model run using WRF model data for August 25 and 26 (Skamarock & Klemp, 2008). 
WRF data was of finer spatial resolution (3 km) and temporal resolution (hourly) compared 
to NAM, allowing for greater characterization of meteorological variability across the scene 
for the date of interest.  
We compared WRF air temperature, relative humidity, and pressure values to hourly 
measurements collected by 8 stations sited across the study area for August 25-27. All three 
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variables matched the diurnal patterns of the measured data, while also capturing a multi-day 
increase in air temperature and pressure, and associated decrease in relative humidity. We 
observed high correlation between modeled and measured air temperature (R2 = 0.96), 
pressure (R2 = 0.97), and relative humidity (R2 = 0.93). WRF air temperature was slightly 
warmer than measured, with a mean bias of 0.33°C across all stations and root mean square 
error (RMSE) of 1.35°C. Modeled relative humidity tended to be lower than measured, with 
a mean bias of –9.36% and an RMSE of 12.05%. Pressure was also slightly lower than 
measured, with a mean bias of –1.76 hPa and RMSE of 2.05 hPa. Based on this assessment, 
we determined WRF climate data to be adequate for driving the SUEWS model calculations 
for the study date.  
SUEWS outputs of LE and H were calculated based on WRF climatology and 
assessed across all grid cells. We used our LST imagery to calculate a (mean) surface 
temperature for each grid cell, which we then compared to modeled fluxes. Flux variability 
was examined across the diurnal cycle, as well as spatially to investigate the effects of local 
surface characteristics. We also calculated the coastal proximity of each grid cell to assess 
flux variability along the coastal climate gradient. 
 
3. Results 
3.1 Characteristics of Los Angeles metropolitan region landcover 
 We assessed landcover across the complete Los Angeles metropolitan area using 
hyperspectral imagery and LiDAR. Landcover estimates derived from hyperspectral imagery 
(Wetherley et al., 2018) showed that 68.9% of the area was impervious surface, both paved 
ground (45.6%) and buildings (23.3%), while 22.2% was vegetated by trees (19.3%) and 
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turfgrass (2.9%). The remaining landcover was 2.8% bare soil and 6.0% dead vegetation, 
which we combined into a single soil class to match required SUEWS model inputs. 
Proportions of landcover observed at the grid cell scale were similar, such that fractional 
coverage in the 2,123 grid cells tended to be dominated by paved ground (45.8 ± 10.1%, 
mean ± 1 SD) and buildings (23.7 ± 6.7%) (Fig. 3.2). Tree (18.9 ± 9.8%), soil (4.3 ± 4.1%), 
and turfgrass (2.9 ± 3.1%) constituted significantly smaller fractions of cover across grid 
cells, however maximum cover for these classes reached 57%, 62%, and 43%, respectively, 
ensuring that grid cells with a range of landcover combinations were included in the study.  
Mean study area albedo derived from hyperspectral imagery was 0.18 ± 0.05. Grid 
cell-level measurements of albedo ranged from 0.13 – 0.27 with the mean (0.18) and standard 
deviation (0.04), similar to the entire study area. While whole grid cell albedo was used as the 
model input for calculating net radiation, we conducted additional analysis of the albedos of 
the different landcover classes (Fig. 3.2). In general, mean albedos for roofs (0.20), soil 
(0.20), turfgrass (0.19), paved ground (0.18), and trees (0.17) did not vary greatly. The roof 
class contained the brightest pixels, ranging as high as 0.42 resulting from highly reflective 
commercial roofs. Overall ranges for soil (0.03 – 0.30), turfgrass (0.14 – 0.27), and ground 
pavement (0.10 – 0.32) were all relatively similar to one another. The darkest pixels belonged 
to the tree class, which ranged from a minimum of 0.12 to a maximum of 0.22.   
The vertical structure of grid cells varied widely. Roughness length ranged from 0.045 
m – 0.50 m, with a mean (± SD) of 0.61 ± 0.45 m, and zero-plane displacement ranged from 
4.73 m – 102.56 m, with a mean of 10.07 ± 3.95 m. This reflected the large variability of 
object heights across the study area. For example, grid cell tree height ranged from 5.98 – 
17.60 m, with a mean of 11.25 ± 1.47 m. Grid cell building height ranged even more widely,  
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Figure 3.2. Distribution of surface cover (top), albedo (middle), and vertical structure 
(bottom) parameter values across all study grid cells.  
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from 3.38 – 60 m. However, the mean building height across all grid cells (6.47 ± 2.60 m) 
was less than the mean tree height, due to the predominance of one- and two-story buildings. 
Across all grid cells, 96% had a taller tree height compared to building height, with a mean 
tree to building height ratio of 1.88 ± 0.47. 
 
3.2 Estimated irrigation water inputs 
 Estimates of outdoor water use based on residential water consumption data (Mini et 
al., 2014; Chen et al., 2015) were used to calculate irrigation for each grid cell based on the 
amount of vegetated area and Eq. 3.2. When scaled by total vegetated area, this produced an 
estimated irrigation rate of 2.0 to 2.25 cm week–1 for grid cells that were > 20% vegetated 
(Fig. 3.3a). Grid cells that were 10% vegetated received around 1.75 cm week–1, while those 
with little vegetation (< 3%) received no irrigation.  
 
 
Figure 3.3. Modeled irrigation. A) Estimated weekly irrigation applied to vegetated areas for 
each grid cell. B) Grid cell soil moisture estimated using two methods—Left: estimated from 
remote sensing LST and field observations; Right: SUEWS estimate. Mean values are 
indicated by the diamond and median by the notched horizontal line. 
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This irrigation estimate was used by SUEWS to calculate the local water balance, including 
grid cell soil moisture deficit (SMD). SUEWS calculated an average noon-time soil moisture 
deficit (SMD) of 49.3 ± 10.3 mm across the study area, assuming a soil porosity of 0.57 and 
soil depth of 150 mm. We converted the SMD estimate to a measure of soil moisture for each 
grid cell, which we then assessed by using our field data and remote sensing LST to derive a 
secondary estimate of local soil moisture. We used identical assumptions about local soil 
conditions to convert field measurements of volumetric soil moisture to an estimate of soil 
water (mm), extrapolating our near-surface soil moisture measurements to the full 150 mm 
soil depth by assuming uniform soil moisture throughout. We then used the field-based 
estimates of turfgrass soil moisture to develop a linear, negative relationship between LST 
and soil moisture (mm)  (R2 = 0.52): 
Soil Moisture = –2.35×LST + 120.98     [3.3] 
We applied Eq. 3.3 to a subset of grid cells from two flightlines that were imaged in 
the same time window as our field collection. We identified pure turfgrass pixels and 
averaged their LST for each grid cell, using only grid cells with more than one pure turfgrass 
pixel (n = 88). We then used the turfgrass LST value for each grid cell to estimate turfgrass 
soil moisture. Similar analysis for tree cover was not possible, due to additional thermal 
variability resulting from unknown surface types beneath tree canopies and variable tree 
rooting depths which could provide additional, unknown water sources (Bijoor et al., 2012). 
For the 88 grid cells analyzed, SUEWS produced a soil moisture range from 0 to 44 
mm with an average of 24.6 mm, while soil moisture estimates based on field data and 
thermal imagery ranged from 3.7 to 38.0 mm with an average of 25.7 mm (Fig. 3.3b). A cell-
by-cell comparison of the two estimates was highly scattered, indicating the presence of 
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significant variability in the scene that we could not capture using our methodology. 
However, differences between the two estimates of soil moisture were not statistically 
significant (p > 0.10), indicating that our estimates of irrigation, and thus available moisture 
in Los Angeles, were within a reasonable range based on observed LST and field data for 
turfgrass sites.  
 
3.3 Assessment of modeled fluxes 
 Because the current version of SUEWS does not estimate surface temperatures 
resulting from its energy balance computation, we could not directly compare modeled 
surface temperature estimates to remote sensing LST. Instead, we compared grid cell LE and 
H fluxes against measured LST (averaged per grid cell) (Fig. 3.4). As it required several 
hours for the airborne sensors to image the entire Los Angeles study area, we used the grid 
cell flux values that most closely corresponded to the time at which each grid cell was 
imaged. Across all flightlines, modeled H was positively correlated with measured LST (y = 
3.9x + 76.1, R2 = 0.21, p < 0.001), while modeled LE was negatively correlated with 
measured LST (y = –5.0x + 274.3, R2 = 0.39, p < 0.001). These relationships were 
expected—surfaces experiencing high LE tend to be cooler as energy is consumed by 
evaporation, while surfaces with a high H must have high LST as the H of a surface is 
evidenced by its temperature. The lower R2 observed for H (R2 = 0.21) relative to LE (R2 = 
0.39) is likely because H is modeled as a residual of the energy balance equation, which 
concentrates energy balance errors in the H term. 
At the scale of individual flightlines, the relationship between modeled LE and 
measured LST improved, while the relationship between modeled H and measured LST 
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almost completely disappeared. The mean, single-flightline correlation between measured 
LST and modeled LE reached a maximum of R2 = 0.74 for the final flightline of the day 
(shown in red in Fig. 3.4), and the average R2 from all flightlines was R2 = 0.48. Estimates of 
LE varied greatly within each flightline, producing a pronounced negative relationship with 
measured LST. This was especially true for the earliest flightline of the day (shown in purple 
in Fig. 3.4), which included the highest LE estimates. Later afternoon flightlines 
corresponded more consistently with comparatively lower LE estimates, but still showed a 
similar linear relationship with LST.  
 
Figure 3.4. Relationship between SUEWS modeled H (left) and LE (right) with mean grid 
cell LST as measured by remote sensing. Colors indicate the time of day each flightline was 
collected. 
 
While LE exhibited a strongly linear relationship with LST at the flightline scale, 
estimates of H at the flightline scale were tightly clustered with very weak to no linear 
relationship with measured LST (mean R2 = 0.05 across all flightlines). The linear 
relationship between H and LST displayed in Fig. 3.4 was instead produced by diurnal 
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temperature changes—as the day progressed, warmer flightlines corresponded to higher 
estimates of H. It was only by using thermal imagery captured at different times of day that a 
significant the relationship between H and measured LST could be observed. 
Diurnal behavior of H and LE also differed (Fig. 3.5). For most of the daylight hours, the 
overall magnitude of H was larger than LE. The exception to this occurred between roughly 
6:00-8:00 in the morning, when LE and H both increased with similar magnitudes following 
sunrise. By mid-morning, the magnitudes of the two fluxes differed markedly, with LE 
peaking at 10:00 with a mean flux of 62.4 ± 36.3 Wm-2. H continued to increase until 
peaking at 14:05, one hour after peak net radiation, with a mean H of 296 ± 18.7 Wm-2. 
  
  
Figure 3.5. Mean diurnal values for H (solid line) and LE (dashed line) across all grid cells 
(shaded area shows 1.5 times the standard deviation). Dotted line shows daily profile of 
irrigation (second y axis). Vertical dotted lines correspond to the maximums of LE at 10:00 
and H at 14:05, which are mapped in Fig. 3.6. 
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While H was the larger flux, LE exhibited greater spatial variability. Over the course 
of the day, the standard deviation of LE across all grid cells ranged from 2.1 Wm-2 to 36.3 
Wm-2. H displayed a narrower range of variability, with standard deviations ranging from 
11.2 Wm-2 to 31.9 Wm-2 over the course of the day. For both fluxes, the minimum variation 
was observed at night. For LE, maximum variation occurred at the time of maximum LE at 
10:00, while maximum H variation occurred just after 8:00, corresponding to the time when 
H was steeply increasing over LE.  
 
3.4 Spatial distribution of fluxes 
 We mapped fluxes of LE and H at the times of their diurnal maxima to examine the 
spatial variability of the fluxes across the study area. The spatial pattern of LE was closely 
related to that of vegetation percent cover (Figs. 3.6a and 3.6b). The highest LE generally 
occurred along the edges of the study area, corresponding to well-vegetated neighborhoods 
such as Beverly Hills and Rancho Palos Verdes. Conversely, highly developed areas such as 
the central business district and commercial areas, had relatively low LE. At the diurnal 
maximum, the 5% trimmed range (i.e., 5th to 95th percentile) of LE across the study area was 
119.2 Wm-2 and the standard deviation of LE was 36.3 Wm-2.  
In contrast, fluxes of H at their diurnal maximum were less variable across the study 
area, with a 5% trimmed range of 62 Wm-2 and a standard deviation of 18.7 Wm-2 (Fig. 3.6c). 
The spatial pattern of H was more strongly related to local albedo, rather than lack of 
vegetation (or conversely, high impervious fraction) (Fig. 3.6d). This effect was strong 
enough to ensure that areas of high H did not exactly correlate with areas of low LE. In fact,  
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Figure 3.6. Maps of urban fluxes and associated drivers. A) Peak LE and B) vegetation cover 
shown at the top. C) Peak H and D) scatterplot of albedo and H shown at the bottom. Albedo 
values were rounded to the nearest 0.01, producing vertical structure in the scatterplot. 
 
many areas with high impervious cover had lower H relative to less impervious areas because 
of the high albedo of the impervious surfaces, which reduced the available energy to be 
partitioned into H and LE. For example, the region in the center of the map has both low H 
and low LE and corresponds to a highly impervious commercial center (box in Fig. 3.6c). 
Low LE values in this region were due to small amounts of vegetation cover, while low H 
values occurred because the commercial buildings had high albedo roofs that reduced net 
radiation relative to grid cells in other areas.  
To examine the interactions between H and LE across Los Angeles, we mapped grid 
cell daily Bowen ratios (β), calculated as the ratio of total daily H to total daily LE (Fig. 3.7). 
The minimum value across the study area was 1.57, meaning that integrated over the entire 
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day, no grid cell experienced greater LE relative to H. Overall, 84% of grid cell β fell 
between 1-10, while the remainder had a value greater than 10 with a maximum of 156.8. 
These higher values occurred in grid cells with very low vegetation cover, such as the highly 
developed downtown core, the Los Angeles International Airport, and various industrial 
centers and refineries. Overall, in our study area we found β could be predicted by fv using 
the following equation: 
β = 0.92 × fv-1.09          [3.4] 
Based on this relationship, a grid cell with a vegetated fraction of 0.93 or greater would be 
necessary to produce a β value <1 (R2 = 0.77, p < 0.001).  
 
 
Figure 3.7. Map of daily β across Los Angeles. Colors shown in log scale. 
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We compared our modeled grid cell β to measured diurnal β from 40 flux tower 
studies in 27 international cities (Fig. 3.8) (Oke et al., 2017). Our model grid cell pattern of β 
relative to local vegetation cover was similar to the pattern observed across global urban flux 
studies, with most of the flux tower studies producing slightly smaller values than modeled 
here. Three of the flux tower studies were conducted within the Los Angeles study area, 
occurring in July of 1993 and 1994 (Grimmond & Oke, 1995; Grimmond et al., 1996; 
Grimmond & Oke, 2002). The β value for these local studies were similar to the range of 
values that we modeled over the Los Angeles metropolitan region. 
 
 
Figure 3.8. Modeled grid cell β with fitted (red) line from Eq. 3.4, compared to β calculated 
by three flux tower studies that occurred in the Los Angeles study area in July 1993 and July 
1994 (yellow). Other international cities shown in blue. All flux tower β values were obtained 
from Oke et al. (2017). Note the reverse log scale.  
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3.5 Assessment of climate-driven flux variability 
While the spatial pattern of LE across the study area was most closely related to 
differences in fv, there were important spatial and temporal variations in this relationship 
(Fig. 3.9, top row). Early in the day, the relationship between LE and fv showed little scatter, 
with the rise in LE corresponding to sunrise at 6:20 and the peak time of irrigation at 6:00. By 
9:00, highly vegetated areas continued to experience more LE compared to less vegetated 
areas. However, decreasing in LE in the early to mid-afternoon produced greater variability 
than observed in the early morning, following a spatial pattern that was consistent with the 
distance of the grid cell from the coast. Grid cells closer to the coast, subject to higher levels 
of humidity and lower air temperatures, had a slower decline in LE, compared to grid cells 
farther from the coast which experienced higher temperatures and lower humidity. This effect 
was especially apparent in late afternoon (15:00). 
 
 
Figure 3.9. Diurnal patterns of LE across the study area in relation to fv. Each point represents 
one grid cell, colored by the distance of the grid cell from the coast. The top row shows flux 
estimates that includes WRF meteorological variables, while the bottom row shows LE 
estimates using uniform values (hourly average across the study area) for air temperature, 
relative humidity, and wind. 
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We further investigated the effect of coastal distance by conducting a second SUEWS 
simulation with the meteorological effect of the coast removed. We used identical surface 
parameter values, but replaced spatially varying air temperature, relative humidity, and wind 
with the study area hourly mean for these variables (as modeled by WRF) to serve as the 
meteorological forcing for all grid cells (Fig. 3.9, bottom row). This “average” 
meteorological forcing produced estimates of LE that were much more tightly coupled to fv. 
Overall, LE values showed less scatter with no obvious coastal effect observed in the 
afternoon. 
We conducted a multivariate linear regression analysis at a 5-minute time step to 
quantify the observed spatial and temporal effects of fv and coastal distance on LE. We first 
standardized the values of fv and distance by calculating their z-scores, then conducted 
multivariate linear regression to produce coefficients for each variable, which we plotted 
diurnally. Model R2 values remained below 0.75 before 7:45, however from 8:30 until sunset, 
R2 values ranged from 0.88 to 0.97, with an average value of 0.92. The results show the 
change in LE resulting from a 1 SD increase in fv (11.2%) or coastal distance (12.4 km) (Fig. 
3.10). As expected, we observed a significant, positive effect of fv throughout the day, 
peaking at 10:00 when LE was at its maximum (p < 0.001). At this time, a 1 SD increase in 
vegetation cover produced an increase in LE of 35.8 Wm-2. The effect of distance was weaker 
but significant for all daylight hours (p < 0.001). With sunrise there was a slight positive 
effect of distance, peaking at 7:50 when a 1 SD increase in distance from the coast increased 
LE by 4.7 Wm-2. This rapidly declined through the late morning, becoming negative an hour 
later at 8:50. The strongest coastal effect was observed at 14:55 when 1 SD of coastal 
distance reduced LE by -8.5 Wm-2. At this time, the effect of fv was 21.3 Wm-2, which means 
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a theoretical grid cell with 50% vegetation cover and adjacent to the coast would produce 
95.0 Wm-2 of LE, while an identically vegetated grid cell located farthest from the coast 
(maximum of 55.9 km (or 4.5 SD) among all grid cells) would produce 56.8 Wm-2 of LE, or 
an overall positive effect of coastal proximity equal to 38.2 Wm-2. 
 
 
Figure 3.10. Change in LE for every 1 SD change in vegetation cover (solid line) and distance 
from the coast (dashed line). Vertical dotted lines show sunrise and sunset times. 
 
  
118 
4. Discussion 
4.1 Energy and water exchange across the Los Angeles metropolitan region 
We combined hyperspectral imagery with LiDAR to quantify the surface of Los 
Angeles in terms of its material, plant type, and structural heterogeneity for 2,123 continuous 
grid cells (2,123 km2). By carefully parameterizing urban surface variability over an 
extensive heterogeneous domain, we obtained a large sample of urban neighborhood types 
that allowed us to conduct a detailed investigation of surface-driven flux variability. Our 
large spatial domain also allowed us to untangle relative effects of irrigation and regional 
climate. In contrast, neighborhood-scale applications of SUEWS cannot observe these types 
of large-scale variability (Karsisto et al., 2016; Nordbo et al., 2015; Onomura et al., 2015; Ao 
et al., 2016; Demuzere et al., 2017; Golding et al., 2017), while larger applications have 
typically relied on land use classification maps, or simple assumption about land cover 
distribution (Alexander et al., 2015; Alexander et al., 2016; Rafael et al., 2016; Ward & 
Grimmond, 2017; Järvi et al., in Prep). These approaches may not realistically account for 
complex controls on heterogeneity in land cover in diverse urban areas such as Los Angeles. 
Parameters extracted from remote sensing data agreed closely with those reported in 
the literature for typical urban areas. Our estimates of paved ground (45.6%), roofs (23.3%), 
and vegetation (22.1%) closely matched existing estimates of paved ground (~40%), roof 
(20–25%), and vegetation (20–30%) for other North American cities (Rose et al., 2003; 
Akbari et al., 2009). Our estimated albedo of 0.18 ± 0.05 was slightly higher than the range of 
0.14-0.15 reported by Oke (1988), but similar to values reported for Santa Barbara by Roberts 
et al. (2012), and may have been influenced by the presence of many high albedo commercial 
roofs in Los Angeles. Our estimate of roughness length was 0.61 ± 0.45 m across all grid 
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cells, which agreed with the range of 0.2–1.3 m reported for several different cities and urban 
land use types (Grimmond & Oke, 1999). Our average zero-plane displacement length of 
10.07 ± 3.95 m was larger than the typical range of 2–5 m reported by the above, but closely 
matched those of densely urban cities such as Mexico City (10 m) and Vancouver (19 m).  
In the Los Angeles metropolitan region, irrigation represents an important influence 
on energy partitioning and a major use of water—in the City of Los Angeles alone irrigation 
accounts for 54% of all water use by single family households, and similar application can be 
assumed over the larger urbanized region (Mini et al., 2014; Vahmani & Hogue, 2015). We 
calculated likely irrigation based on a dataset of Los Angeles City water use from a similarly 
dry period (August 2007) and remote sensing estimates of green vegetation cover. Because 
irrigation is required to maintain the largely non-native Los Angeles flora in summertime, the 
presence of green vegetation is a strong indicator of irrigation in our study area (Pataki et al., 
2010; Clarke et al., 2013). Furthermore, nearly 70% of southern California homeowners use 
automatic sprinklers, 87% of which are controlled by automatic timers rather than weather-
dependent irrigation controllers, which means irrigation will occur consistently, regardless of 
weather, season, or soil condition (DeOreo et al., 2011; Chen et al., 2015). Our estimate of 
~2.25 cm/week is similar to the recommended irrigation amount of 2.5 cm/week for 
turfgrass, suggesting that this amount would be adequate to maintain the observed green 
vegetation (Milesi et al., 2005). Our additional assessment of soil moisture using field data 
and remotely sensed LST further supports the validity of our irrigation estimate. 
 Finally, while our collectively fine spatial parameterization of landcover and water 
use across the metropolitan region enhanced our estimates of local energy fluxes, assessing 
these fluxes across the strong regional climatic gradients necessitated similarly spatially (and 
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temporally) detailed meteorological inputs. These we derived from the WRF regional climate 
model, and assessed using several local weather stations. We found modeled relative 
humidity to be drier than measured, with a mean bias of –9.36% and an RMSE of 12.05%. 
As we did not use a coupled WRF-urban climate model, it is possible that the drier conditions 
produced by the model did not account for elevated humidity from local irrigation. Future 
work should investigate this further. Despite this discrepancy, overall air temperature, 
pressure, and relative humidity were strongly correlated with station data (R2 ≥ 0.93 for each 
variable), and incorporating spatially distributed meteorological variables allowed us to 
quantitatively decouple small-scale (fv) from regional-scale (coastal proximity) flux effects 
across the diurnal cycle.  
 
4.2 Study design 
There are a few ways our results may have been influenced by our study design. First, 
our selection of 1 km2 grid cells likely affected our observations of flux spatial variability. 
For example, no grid cell had a daily β < 1, which we calculated would require ≥ 93% 
vegetation cover. Los Angeles does have some large, well-watered vegetated spaces, and had 
we selected a smaller grid cell size we would have likely observed lower Bowen values in 
grid cells with nearly continuous vegetation cover. Considering that SUEWS has been 
applied to study areas ranging from a few hundred m2 to 150 km2, the appropriate grid cell 
size likely depends on both the features of the study area as well as the goal of the 
investigation (Ward et al., 2016; Ward & Grimmond, 2017). We assessed our selection of 
grid cell size by comparing metropolitan-scale cover fractions for each landcover class to the 
distribution for each class observed among all grid cells. City-level fractions scaled closely to 
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grid cell distributions for paved ground (45.6% at the metropolitan-scale and 45.8 ± 10.1% 
across all grid cells), buildings (23.3% and 23.7 ± 6.7%), trees (19.3% and 18.9 ± 9.8%), soil 
(2.8% and 4.3 ± 4.1%), and turfgrass (2.9% and 2.9 ± 3.1%), suggesting that our grid cell size 
captured material mixtures representative of the broader metropolitan area.  
We also did not account for landcover change during our 13-month model spin-up 
period. Our map of landcover, including vegetation extent, was based on imagery collected in 
August. However, vegetation extent at that time was likely less than a year previous, due to 
the ongoing drought, water conservation campaigns, turfgrass removal programs, and a 
growing threat from pests (Fears, Feb. 27, 2016; McPherson et al., 2017). Additionally, 
because we only evaluated fluxes for a single day under relatively unique (drought) 
conditions, our observations of the interactive effects of coastal proximity should be more 
extensively evaluated for varying climatic conditions and seasonal variability. 
Finally, SUEWS calculates anthropogenic heat flux (F) based on estimated population 
density, which we calculated per grid cell using U.S. Census Bureau estimates. However, 
Census population estimates are likely a better indicator of nighttime (residential) population 
rather than daytime population. In a commuter city such as Los Angeles, where significant 
population changes occur as people commute between residential and commercial zones, the 
spatial distribution of F likely changes based on the time of day and day of the week. By 
using population estimates based on residential population, daytime F was likely 
overestimated in residential areas and underestimated in commercial areas. 
 
4.3 Applications of novel remote sensing for urban biophysical modeling 
In this study, remote sensing allowed for estimation of local parameters across a large 
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area, ensuring relatively accurate model inputs relative to those acquired from more static 
sources, such as a classification map. For example, spectral mixture analysis and 
hyperspectral imagery allowed us to more accurately characterize vegetation at the time of 
our study, when drought conditions likely reduced the amount of green vegetation and 
increased soil and senesced vegetation cover (Sahagun, April 19, 2017). With senescence, 
photosynthetically active and inactive plant material can form small-scale mixtures that, if 
quantified using a full-pixel classification, could result in an overestimation of vegetation 
cover (Guerschman et al., 2009). Conversely, a mismatch between a large pixel size and 
small vegetation patches can result in underestimating vegetation cover and reduce modeled 
LE (Nordbo et al., 2015). Sub-pixel analysis is not subject to these limitations, and several 
studies have found the combination of spectral mixture analysis and hyperspectral imagery to 
produce highly accurate estimates of urban vegetation cover (Roberts et al., 2012; Okujeni et 
al., 2015; Wetherley et al, 2017). Hyperspectral imagery was also critical for extracting sub-
pixel classes matching those required for SUEWS. Due to their spectral similarity, separating 
turfgrass from tree fractions, as well as bright impervious, soil, and senesced vegetation 
fractions, at sub-pixel scales typically requires enhanced spectral resolution (Nagler et al., 
2000; Wetherley et al., 2017). The resulting fractional product was compatible with SUEWS, 
which does not require information on the spatial arrangement of surface materials within 
each grid cell. 
Using airborne thermal imagery provided a unique view into the different energetic 
behaviors of H and LE. Critically, sampling thermal imagery over the course of the day was 
necessary to observe the positive relationship between H and LST. Taken within any single 
flightline, there was almost no relationship between H and LST. This is because the 
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magnitude of H depended on the amount of available energy in the system, with peak H 
occurring an hour after peak net radiation. While spatial patterns were produce by local 
albedo, diurnal change had a larger effect on net radiation. Therefore, both net radiation and 
H exhibited greater diurnal variability rather than spatial variability, which could only be 
observed using thermal imagery collected at multiple times during the day, as shown in Fig. 
3.4. Conversely, a strong negative relationship was maintained between LE and LST within 
each flightline. LE variability was primarily spatial as it was limited by local meteorological 
and biophysical factors, which in this study was primarily fv (Monteith, 1965; Waring & 
Landsberg, 2011). Together, these findings raise important questions regarding the 
importance of both spatial and temporal resolution of thermal imagery to assess modeled 
turbulent fluxes. 
 
4.4 Human and biophysical influences on urban microclimate 
Our results showed that water conservation scheduling of automatic irrigation systems 
may have shifted the diurnal peak of LE to approximately 3 hours earlier than the solar 
maximum, in contrast to flux observations reported more than two decades ago. We modeled 
irrigation based on a 2011 survey of California homeowner water use that reported peak 
irrigation at 6:00, followed by very low outdoor water use for most of the afternoon and a 
smaller peak around 18:00 (DeOreo et al., 2011). As a result, diurnal LE across grid cells 
closely matched this profile, with a delayed, primary peak at 10:00 (Fig. 3.5). This contrasts 
with Los Angeles flux tower observations from 1993 and 1994 that observed peak LE closer 
to solar noon (Grimmond & Oke, 1995; Grimmond et al., 1996; Grimmond & Oke, 2002). 
Critically, these studies largely pre-date the onset of water conservation measures throughout 
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the area. For example, beginning in 2007 the City of Los Angeles instituted several water 
conservation measures, including time-of-day irrigation restrictions (Mini et al., 2015). We 
surveyed municipal codes, water provider regulations, and drought-specific emergency 
measures for the 193 different water-providing jurisdictions within the study area. We found 
that in August 2014, 55% of jurisdictions representing 71.4% of grid cells (or 1,516 km2 of 
the study area) prohibited irrigation between (on average) 9:00 and 17:30, closely matching 
the survey profile. It is therefore possible that changing irrigation behavior has shifted peak 
LE to earlier in the day. This raises additional questions of whether water conservation 
practices could reduce the effectiveness of vegetation for moderating elevated urban 
temperatures when they are highest later in the day. 
Whereas LE was shifted temporally by irrigation, spatially we observed LE to be 
affected by coastal proximity, with its strongest effect in the late afternoon. LE near the coast 
was maintained at higher levels (per unit vegetation fractional area) compared to LE farther 
from the coast. Several studies have observed how sea breezes and higher coastal humidity 
can moderate urban climates, lowering air temperatures and affecting the nighttime urban 
heat island (Pinho & Orgaz, 2000; Gedzelman et al., 2003; Pigeon et al., 2006; Hu & Xue, 
2016). In our study, a strengthening vapor pressure deficit with coastal distance, combined 
with limited soil moisture throughout the study area, could induce earlier stomatal closure in 
interior vegetation, lowering its LE relative to that of coastal vegetation.  
In contrast to our findings, a previous study of the Los Angeles coastal gradient found 
increasingly negative slopes between measured LST and NDVI with greater distance from the 
coast, concluding that interior vegetation had enhanced cooling power relative to coastal 
vegetation (Tayyebi & Jenerette, 2016). In addition to the implied assumption of an ample 
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desert water supply, this previous finding may be further confounded by the time of day when 
their thermal imagery was captured: the most interior area was imaged first at 10:30, the 
center at 12:30, and the coast at 14:15, making it possible that the study was comparing a 
time of peak (morning) LE in the desert to a time of relatively weaker (late afternoon) LE 
along the coast.  
Our large modeling domain allowed us to calculate β as a continuous function of 
changing vegetation cover, closely agreeing with summertime flux tower data from three 
tower studies in Los Angeles (Fig. 3.8) (Grimmond & Oke, 1995; Grimmond et al., 1996; 
Grimmond & Oke, 2002; Oke et al., 2017). This continuous signal cannot be easily observed 
using flux tower or in situ data, as it requires a large number of sites with varying landcover. 
The scatter of grid cell β along this curve is determined by intra-city climate variability, 
which in Los Angeles can largely be attributed to the coastal climate gradient. This is 
demonstrated by the tightening of the fv-LE relationship when the coastal effect was removed 
(Fig. 3.9b).  
Additionally, the Los Angeles β function is described by the power law (Eq. 3.4), with 
very high values at very low fv , while the pattern across global cities appears to be log-linear. 
This departure may be driven by the Los Angeles region’s dependency on irrigation as a 
primary source of moisture, producing a tight coupling between LE and local vegetation. This 
coupling may have been enhanced by our model set-up, which did not include anthropogenic 
wetting of impervious surfaces, such as street cleaning, which has been observed to reduce β 
(Best & Grimmond, 2016). In wetter climates, precipitation would decouple urban LE from 
vegetation—for example, evaporation from impervious surfaces following a rain event 
accounts for ~20% of total LE, which would reduce the steepness of the β curve at small fv 
  
126 
(Ramamurthy & Bou-Zeid, 2014).  
Our results suggest that arid and irrigation-dependent cities may exhibit a unique 
pattern of flux partitioning that becomes apparent at small fv . Modeled β began to steeply 
increase ~20% vegetation cover, corresponding to our estimate that areas with less than 20% 
vegetation receive less water than larger vegetated areas (Fig. 3.3a). Evidence that this may 
be a realistic assumption for arid cities has been observed by remote sensing studies of Los 
Angeles and Phoenix, which noted a steep, non-linear decrease in remotely sensed LST with 
increasing turfgrass cover, possibly indicating differences in management of large versus 
small vegetation patches (Myint et al., 2013; Wetherley et al., 2018). 
 
5. Conclusion 
 In this study, we set out to answer three questions. First, we asked how urban 
materials and vertical structure vary across the Los Angeles metropolitan region. We found 
Los Angeles to have distributions of cover, albedo, and roughness similar to many other 
urban areas, but with significant variability of cover and roughness among different 
neighborhoods (grid cells). Second, we asked how surface cover characteristics affect 
turbulent fluxes simulated by SUEWS. We found LE and H to be dominantly influenced by 
different surface properties. The spatial distribution of LE was strongly tied to fv, while non-
vegetated areas experienced almost no LE due to a tight coupling between vegetation and 
moisture availability. Temporally, LE was largely controlled by the timing of irrigation. This 
may have been shifted by local water conservation policies, raising questions about the 
capacity of irrigated urban vegetation to mitigate urban heat under water conservation 
regimes. In contrast, H was mostly influenced by the diurnal pattern of net radiation, with 
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some spatial relationship shown with local albedo. Finally, we asked how regional climate 
drives spatial and temporal LE variability across the Los Angeles.  We found significant 
spatial and temporal variability (above that resulting from the distribution of vegetation and 
irrigation) resulting from coastal distance, with the strongest effect in the late afternoon when 
LE was reduced by 8.5 Wm2 for every 1 SD increase in coastal distance. Overall, these 
findings suggest that the partitioning of energy in a megacity needs to be evaluated across 
multiple spatial and temporal scales, while demonstrating the powerful role of remote sensing 
for understanding both static as well as dynamic features of the functioning urban 
environment.  
 Several prospects for future work stem from this study. First, our theorized shift in 
peak LE as a consequence of water conservation could be directly measured by a flux tower 
or possibly a finer temporal dataset of LST. Second, the detailed parameter values for Los 
Angeles provide a quantitative window into the surface variability of the region. For 
example, our discovery that trees across Los Angeles tend to be taller than buildings could 
have consequences for their function—when trees are above rooflines they are exposed to 
more wind and could be heated from below, while also casting larger shadows (Kjelgren & 
Montegue, 1998; Zhao et al., 2015; Feng and Myint, 2016; Wetherley et al., 2018). Third, a 
more detailed assessment of the coastal effect on LE through different seasons and in non-
drought scenarios would provide more information on its microclimate effects. Finally, 
additional investigation of observed fluxes across other biophysical and socioeconomic 
variables could illuminate additional sources of variability. 
 In the Los Angeles metropolitan region, human and biophysical factors individually 
and collectively affect energy partitioning across spatial and temporal scales. In this study, we 
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could quantify the microclimate effects of urban vegetation, water conservation policies, and 
regional climate thanks to observations developed across a large urban footprint. Our strategy 
of using advanced remote sensing technologies to carefully parameterize a sophisticated 
urban energy balance model and expand our observational domain could be further extended 
to capture variability for urban environments across regions, seasons, and climates. Such 
comparisons will likely illuminate additional drivers of urban climate variability that affect 
billions of people. The importance of developing such an understanding will continue to 
grow as urban climates become increasingly affected by global warming, extreme weather, 
and the urban policies designed to mitigate these emergencies.  
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Conclusion 
The goal of this work is to contribute to a better understanding of urban vegetation 
function and its interactive effects with microclimate variability across urban surface 
heterogeneity. I’ve shown that urban vegetation can be mapped and its function observed and 
modeled across large, complex urban systems using remote sensing. In Chapter 1, I found 
that urban trees and turfgrass, as well as pairs of other spectrally similar classes, can be 
discriminated accurately at sub-pixel scales when using hyperspectral imagery. Overall 
fractional accuracy was affected by the spatial resolution of the spectral library and image, as 
well as the (dis)similarity of the measured classes. Spectral libraries of multiple-resolution 
endmembers performed better than single-resolution libraries, likely because they increased 
within-class variance by capturing multiple levels of material variability that occur across 
spatial scales. Significant pixel mixing occurred at 4 m resolution, with around half of all 
pixels in the image modeled by more than one endmember. Fractional estimates produced by 
the best performing libraries at 4 m and 18 m resolution correlated with validation fractions, 
with mean R2 > 0.89 for spectrally dissimilar classes and mean R2 > 0.76 for spectrally 
similar classes. These results demonstrate the potential for hyperspectral imagery to detect 
functionally significant classes, such as plant types, at sub-pixel scales, as well as the 
scalability of urban cover fractional estimates using hyperspectral imagery. 
In Chapter 2, I found significant LST variation between trees and turfgrass. Across 
heterogeneous mixtures, the negative slopes observed between vegetation fraction and LST 
were significantly different for these two plant types. I produced a map of vegetation 
temperature variability by first quantifying LST change across fractional gradients and then 
removing the first order effect of vegetation fraction on LST. Across the Los Angeles region, 
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vegetation LST varied by 14°C (+/- 2 SD). The variation displayed visible spatial patterns, 
with relationships that appeared quantitatively consistent with irrigation (R2 = 0.55), implying 
that a functional signal of LST was being observed. Significant thermal patterns related to 
building density were also measured, with an increase in tree LST with building density 
contrasting with a minimal thermal response of turfgrass to building density. These results 
show that an LST signal of vegetation function, distinct from that of vegetation fractional 
cover, can be observed and modeled at city-scales using fractional mixture analysis. 
 In Chapter 3, modeled latent fluxes were linearly correlated with measured LST at the 
neighborhood (grid cell) scale (R2 = 0.39), and modeled neighborhood Bowen ratio values 
closely agreed with previous flux studies conducted in Los Angeles. Albedo was the 
dominant factor influencing sensible heat flux, while latent heat flux was strongly tied to 
vegetation fraction. Additionally, latent heat flux across the Los Angeles metropolitan region 
displayed characteristic spatial and temporal responses to irrigation and regional climate. 
Early morning irrigation schedules, designed to conserve water, shifted peak latent heat flux 
to 3 hours before solar noon. This was in contrast to observed peaks at solar noon two 
decades earlier, suggesting that water conservation policies may reduce the potential of urban 
vegetation to mitigate elevated urban heat in the afternoon. Additionally, a negative effect of 
coastal distance on latent heat flux was observed to increase through the morning and late 
afternoon, resulting in reduced latent heat flux in interior areas relative to coastal areas. These 
findings suggest that augmenting urban energy flux analyses with large-scale remote sensing 
and regional climate model inputs can reveal local and regional drivers of urban energy 
fluxes beyond that which can be determined from in situ measurements at more local scales. 
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There is great potential for extending the methodology described here to other urban 
systems around the globe. While the three chapters of this dissertation relied on hyperspectral 
data to produce enhanced sub-pixel urban landcover maps, imagery collected by the next 
generation of global imaging systems may have the spectral, spatial, and temporal resolution 
necessary to produce maps of similar or better quality. For example, Sentinel-2 AB (launched 
in 2015 and 2017) samples 13 bands in the visible, near-infrared, and short-wave infrared 
(VSWIR) at 20 m spatial resolution with a revisit time of 5 days (compared to Landsat 8 
which samples 7 VSWIR bands at 30 m resolution every 16 days). This spectral resolution 
may be adequate for mapping fractions of soil, senesced vegetation, and impervious surfaces. 
It may also be enough to distinguish fractions of urban tree and turfgrass cover—as shown in 
this work, overall spectral brightness is a primary distinguishing characteristic between these 
two plant types, which may not require hyperspectral data to resolve. In addition to its global 
scope, orbital imagery is superior to airborne imagery in other aspects, with a more frequent 
revisit rate (to capture changing landcover and seasonal or drought-induced vegetation 
senescence), a larger footprint, and a more consistent sun-sensor geometry. 
Where new orbital imagery could enable global mapping of urban composition, the 
methodology described in Chapter 2 for assessing urban vegetation LST variability requires 
thermal imagery with a finer spatial resolution than is currently available from Landsat (100 
m) or ASTER (90 m). This method relies on mixed thermal pixels that contain only one 
vegetated and one non-vegetated surface. Larger thermal pixels would be more likely to 
contain more than two surfaces, which may obscure the thermal signal of vegetation. 
However, this method could be extended to other cities using airborne thermal imagery, such 
as that collected by NASA’s HyspIRI Airborne Campaign, or even globally using 
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experimental thermal data, such as imagery acquired by NASA’s year-long ECOSTRESS 
mission. 
Large-scale urban flux mapping, as described in Chapter 3, could be accomplished for 
any urban area that has the necessary data. Certain datasets could be generated for almost any 
city, including satellite-based (e.g., Sentinel-2) estimates of landcover and albedo, as well as 
mesoscale models for deriving meteorological inputs (e.g., the Weather Research and 
Forecasting Model, North American Mesoscale Forecast System, or other climate models that 
can be downloaded from a variety of publicly available resources). One potentially limiting 
datasets is LiDAR, which is necessary for characterizing urban vertical structure. While 
expensive, LiDAR data is increasingly available for global cities and, if not available, could 
potentially be approximated using local climate zones (Stewart & Oke, 2012). Digital 
photogrammetry also has considerable potential for deriving height in urban areas. Another 
necessary dataset is external water application. This study leveraged a large, spatially and 
temporally distributed dataset of measured water use, however such data are not common and 
can be subject to privacy protections. Analysis of rain-fed systems that do not depend on 
irrigation could be more feasible, although quantifying rainfall inputs (and validating wind, 
pressure, and temperature measurements derived from the mesoscale climate model) will 
require in situ weather station measurements. While these necessary datasets may be difficult 
to initially assemble, once integrated at the grid-cell scale estimates and comparisons of urban 
flux variability can be conducted for cities globally. Establishing a data processing pipeline 
for incorporating newly available imagery and climate inputs could extend such analyses to 
examining variability linked to seasonality, inter-annual variability, and global climate 
change. 
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This dissertation has shown that while small scale conditions produce urban 
microclimates, significant drivers of microclimate variability occur across large spatial 
domains. In the greater Los Angeles metropolitan region, our observational and modeling 
studies quantified significant thermal responses of vegetation along regional gradients of 
constructed material, building density, irrigation, income, and climate, all of which required a 
large urban footprint to observe. The importance of spatial variability further illuminates the 
potential for advanced remote sensing techniques to complement small-scale in situ or flux 
tower studies, which are relied upon to parameterize urban energy balance models, as well as 
optimize their placement. Fusing remote sensing, observational, and modeling techniques 
will expand our understanding of the functioning urban environment to larger, yet more 
finely resolved spatial and temporal scales. 
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