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Abstract— This article develops a Reinforcement Learning
(RL) boundary controller of stop-and-go traffic congestion on
a freeway segment. The traffic dynamics are governed by
a macroscopic Aw-Rascle-Zhang (ARZ) model, consisting of
2×2 nonlinear Partial Differential Equations (PDEs) for traffic
density and velocity. The boundary actuation of traffic flow is
implemented with ramp-metering, which is a common approach
to freeway congestion management. We use a discretized ARZ
PDE model to describe the macroscopic freeway traffic envi-
ronment for a stretch of freeway, and apply deep RL to develop
continuous control on the outlet boundary. The control objective
is to achieve L2 norm regulation of the traffic state to a spatially
uniform density and velocity. A recently developed neural
network based policy gradient algorithm is employed, called
proximal policy optimization. For comparison, we also consider
an open-loop controller and a PDE backstepping approach.
The backstepping controller is a model-based approach recently
developed by the co-authors. Ultimately, we demonstrate that
the RL approach nearly recovers the control performance of the
model-based PDE backstepping approach, despite no a priori
knowledge of the traffic flow dynamics.
I. INTRODUCTION
Stop-and-go traffic is a common phenomenon in con-
gested freeways, causing increased consumption of fuel and
unsafe driving conditions. Oscillations can be caused by
delayed driver response. Traffic instabilities, also known
as “jamiton”, [1][2][3][4] can be modeled with the Aw-
Rascle-Zhang (ARZ) model [5][6], which consists of second-
order, nonlinear hyperbolic PDEs modeling traffic density
and velocity.
To stabilize the oscillations of stop-and-go traffic, we pro-
pose boundary control strategies. Boundary control through
ramp metering and varying speed limits are widely and
effectively used in freeway traffic management. In devel-
oping boundary feedback control through ramp metering
and varying speed limits, many recent efforts [4][10][11]
focus on the ARZ model, due to its simplicity and realism.
Traffic dynamics are governed with Aw-Rascle-Zhang(ARZ)
model, consisting of 2 × 2 nonlinear hyperbolic partial
differential equations (PDEs). Boundary control of the ARZ
PDE on a freeway segment is developed in [7] [8] [9] with
backstepping control design and L2 norm stabilization of
traffic oscillations in finite time.
One challenge with model-based control design is cali-
bration of the PDE model parameters with field data. This
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can be challenging in practice. Furthermore, scalability is
an issue, as control design becomes exceedingly complex
for freeway networks. Finally, traffic flow dynamics are
fundamentally nonlinear phenomena, and the vast majority
of model-based PDE control theory is limited to linear
systems. These challenges motivate investigation into model-
free control methods.
Recent developments in Reinforcement Learning (RL)
enable model-free control of high-dimensional continuous
control systems, which further motivates the present study.
Using model-free RL control, we do not assume any prior
knowledge of the model structure and parameters, and it thus
does not rely on model calibration. Instead, we leverage itera-
tive interactions with a simulator of the traffic flow dynamics.
The article in [12] uses a multi-agent RL algorithm to control
the traffic light around a traffic junction. The authors propose
a framework where each agent is able to switch between
independent and integrated modes. In the integrated mode,
the agent solves the multi-agent RL problem using modular
Q-learning. The article in [13] designs a RL-based controller
using policy gradient methods, such as REINFORCE, Trust
Policy Optimization (TRPO), and the Truncated Natural
Policy Gradient (TNPG) algorithm. The authors also propose
a mutual weight regularization (MWR) algorithm which
alleviates the curse of dimensionality associated with multi-
agent control schemes by sharing experience between agents
while giving each agent the opportunity to specialize its
action policy. This work considers the Lighthill-Whitham-
Richard (LWR) first-order PDE model. Lastly the work of
[14] attempts to solve the optimal ramp metering problem via
Q-learning, motivated by the uncertain and stochastic nature
of traffic dynamics.
The main contribution of this article is the very first
result on RL control of the inhomogeneous ARZ model,
to authors’ knowledge. We first formulate a state regulation
control problem for the ARZ PDE model via boundary
control. Then we develop a RL approach based on proxi-
mal policy optimization (PPO), recently developed in 2017,
which falls within the class of policy gradient methods.
PPO ultimately yields a state feedback boundary controller.
However, the design is obtained from interactions with a
simulation environment as opposed to direct synthesis from
a mathematical model. Performance of PPO is compared
with a PDE backstepping controller recently developed by
the co-authors [7]. Interestingly, PPO nearly recovers the
control performance of the model-based PDE backstepping
approach.
The outline of this article is as follows: Section 2 sum-
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marizes the ARZ traffic flow model. Section 3 details the
reinforcement learning-based approach to boundary control.
Section 4 provides numerical results, comparing a baseline,
benchmark and RL controller. The conclusion summarizes
the main results, and discusses future work.
II. ARZ PDE TRAFFIC MODEL
We consider the ARZ PDE model to describe the traffic
dynamics on a freeway segement. The state variables are
traffic density ρ(x, t) and traffic speed v(x, t), defined on
the domains x ∈ [0, L], t ∈ [0, T ]:
ρt + (ρv)x =0, (1)
vt + (v − ρp′(ρ))vx =V (ρ)− v
τ
, (2)
where (·)z is short-hand notation for the differential operator
∂/∂z. Parameter τ is the relaxation time, and captures how
quickly drivers adjust their velocity to the equilibrium. The
variable p(ρ) is defined as the traffic pressure, an increasing
function of density
p(ρ) = ργ , (3)
and γ ∈ R+. The equilibrium velocity-density relationship
V (ρ) is given by the Greenshield model,
V (ρ) = vf
[
1−
(
ρ
ρm
)γ]
. (4)
Our control objective is to regulate the state around an
equilibrium reference state (ρ?, v?), where
v? = V (ρ?). (5)
We choose the density ρ? such that the reference system
(ρ?, v?) is in the congested regime, which can be character-
ized by the two characteristics of the linearized PDE model
[7]
λ1 =v
? > 0, (6)
λ2 =v
? + ρ?V ′(ρ?) < 0. (7)
The first characteristic is always greater than 0. When
traffic is light, λ2 > 0 is satisfied. When traffic is dense,
then λ2 < 0 and in this regime there can be upstream
propagation of oscillations in the states. This can also be
characterized with the Traffic Froude Number (TFN) in
[13]. Consequently, we have hetero-directional propagation
of oscillations in congested traffic, represented with blue and
red arrows in Fig. 1. The density oscillations are carried
downstream by vehicles while the velocity oscillations are
transported upstream. Intuitively, drivers are mostly affected
by vehicles driving in front of them. The stop-and-go traffic
is characterized by oscillations, caused by delayed driver
reaction to vehicles in front of them.
III. CONTROL OF ARZ MODEL WITH REINFORCEMENT
LEARNING
In this subsection, we introduce a reinforcement learning
approach to boundary control of the nonlinear ARZ traffic
flow model. Although explicit knowledge of the differential
Ramp metering
q˜
L
Fig. 1. Ramp metering located at the outlet of a freeway segment.
equations are not required, we assume the traffic dynamics
are governed by a Markov Decision process. In particular, we
will use a policy gradient method since they are applicable
to continuously valued control actions.
A. Control objectives
Our control objective is L2 regularization of the density
and velocity to uniform steady state values, via ramp-
metering on the boundary. Without control, oscillations can
occur due to delayed driver response. In order to reduce
oscillations in congested traffic, we actuate traffic flow from
the downstream outlet of the freeway segment. This can
be realized with ramp metering (RM) so that outgoing
flow is actuated, as shown in Fig. 1. Specifically, a traffic
light located on the on-ramp manages incoming traffic flow
via pulse width modulation. Alternatively, one can actuate
velocity by installing a variable speed limit (VSL) sign. In
this setup, velocity can be controlled at the freeway segment
outlet, and upstream traffic can be stabilized.
B. Reinforcement Learning formulation
In this section, we briefly introduce the Markov Decision
Process (MDP). MDP is a classical modeling paradigm for
many reinforcement learning problems, including the one
used in this paper. At each time step, the controller (a.k.a.
“agent” in the language of RL researchers) performs an
action which leads to two things: the state evolves, and then
the controller receives a cost (or reward) from the system.
The agent’s goal is to discover an optimal policy (a.k.a. state
feedback controller in the language of controls scientists)
such that it maximizes the total rewards received from the
system in response to its actions. An MDP consists of a tuple
of 5 elements:
1 S: Set of states. At each time step the state of the
environment is an element, s ∈ S.
2 A: Set of actions. At each time step the agent chooses
an action a ∈ A to perform.
3 P(st+1|st,at): Probabilistic state transition model that
describes how the system’s state changes when the
user performs an action a. Note the dynamics are
conceptualized as a stochastic process in discrete time.
4 R(st,at): Reward model that describes the real-valued
reward an agent receives from the system after perform-
ing an action. In MDP, the reward value depends on the
current state and the action performed, i.e, r(s,a).
5 γ ∈ [0, 1): A discount factor that encodes the impor-
tance of future rewards.
The control policy (i.e. control law) is denoted by the
symbol pi. We consider randomized policies, so pi outputs
the probability of applying action a, conditioned on being
in state s:
pi(a|s) : A× S → [0, 1]. (8)
The agent’s goal is to find the policy that will maximize
the total rewards received from the system. In this work, the
agent is a ramp metering controller that actuates outgoing
flow, and the system is the ARZ PDE model. The states st are
traffic density ρ(x, t) and speed v(x, t). The reward r(s,a)
is the L2 norm of density and speed. The total discounted
reward from time t onward can be expressed as:
Rt = rt(st,at) + γrt+1(st+1,at+1)
+ γ2rt+2(st+2,at+2) + . . .
=
∞∑
t′=t
γt
′−tr(st′ ,at′). (9)
Note that γ ∈ [0, 1) ensures that total discounted reward Rt
remains finite over infinite time.
The state-action value function Qpi , the state value func-
tion V pi , and the advantage function Api for policy pi are
defined as follows:
Qpi(st,at) = rt(st,at) + Est+1∼P(st+1|st,at)
[
V pi(st+1)
]
,
(10)
V pi(st) =
T∑
t′=t
Epi
[
r(st′ ,at′)
]
, (11)
Api(st,at) = Q
pi(st,at)− V pi(st). (12)
These definitions will be used in the RL algorithm.
1) State and action space: We consider a discretized
approximation of the ARZ PDE model using the second-
order Lax-Wendroff scheme [19] with conservative state
variables. The solution ρ(x, t) and v(x, t) to the ARZ
PDE model is approximated by piecewise constant functions
on discretized temporal and spatial domains. The solution
domain is [0, L] × [0, T ]. The discretization resolution ∆t
and ∆x are chosen such that the Courant-Friedrichs-Lewy
(CFL) condition is met ∆t ≤ c∆x, where c is defined as the
maximum characteristic speed of the nonlinear hyperbolic
ARZ PDE model. This is further detailed in Section IV.
The action space consists of outgoing flow at discretized
elements {0,∆t, ..., T − ∆t, T} × {L}, and belongs to
a bounded domain [0, qc] where qc is the road capacity
representing the maximum flow allowed by the road.
We can explicitly write the states and actions at discrete
time t in the MDP formulation as,
st =[ρ(0, t), ρ(∆x, t), · · · , ρ(L, t),
v(0, t), v(∆x, t), · · · , v(L, t)]>, (13)
at =[q(L, t)]
>. (14)
Note, we have abused notation by allowing t to represent
both continuously and discretely-valued times. Nevertheless,
the meaning will be clear from context.
2) Parameterized stochastic policies with deep neural
networks: We construct our controller based on a neural
network as follows:
at ∼ N (µ, σ2), where [µ, σ] = fDNN(st; θ) (15)
That is, the control action is normally distributed with a mean
µ and standard deviation σ computed from a deep neural
network (DNN). The DNN fDNN(st; θ) : S → R2 and is
parameterized by weight vector θ. Our task is to optimize θ
to maximize Rt.
3) Proximal Policy Optimization (PPO): We adopt a
policy gradient-based approach to obtain a continuous-valued
stochastic control policy. Mathematically, the goal is to find:
θ? = arg max
θ
E [Rt] (16)
where the expectation is taken w.r.t. P(st+1|st,at) and
piθ(at|st), and θ parameterizes the control policy distri-
bution. Policy gradient methods essentially solve (16) via
gradient ascent. The key challenge is estimating the gradient,
since it is computationally intractable to compute it exactly.
One can re-formulate this optimization problem in terms of
the expected reward of policy piθ and the advantage of piθold
[15], [16]:
max
θ
Eˆt
[
piθ(at|st)
piθold(at|st)
Aˆt
]
(17)
where the hats on Eˆt signify a sample mean, and Aˆt indicates
an estimate from simulations. In [16], the authors prove the
expected reward corresponding to piθ increases relative to
piθold , if a distance measure between piθ and piθold is sufficiently
bounded. This motivates the following trust region policy
optimization algorithm:
max
θ
Eˆt
[
piθ(at|st)
piθold(at|st)
Aˆt
]
(18)
subject to Eˆt [KL[piθold(·|st), piθ(·|st)]] ≤ δ, (19)
where θold is the vector of policy parameters before the up-
date. KL-divergence measures the difference between the old
policy and current policy. The constraint ensures that the new
policy does not deviate from the old policy by δ. Importantly,
this guarantees monotonically increasing expected rewards as
the policy updates.
In this work, we adopt the PPO reinforcement learn-
ing algorithm [17], which is based on trust region policy
optimization (TRPO) [16]. The PPO algorithm similarly
limits the new policy from being excessively far from the
previous one. However, it does so with a modified objective
that penalizes changes to the policy that move rt(θ) =
piθ(at|st)/piθold(at|st) away from 1. The key idea is to use
probability clipping, as follows:
max
θ
Eˆt
[
min(rt(θ)Aˆt, clip(rt(θ), 1− ε, 1 + ε)Aˆt
]
. (20)
The main idea of PPO is to modify the objective by clipping
the probability ratio. This removes the incentive for moving
rt outside of the interval [1 − ε, 1 + ε]. With this clipping
method, the lower bound of objective function is maximized.
See [17] for more details. For implementation, we use
Scalable Reinforcement Learning: RLlib framework [18].
4) Reward: Recall the reward function that is defined in
(9). Given the spatially discretized states and control action
in the ARZ model, the immediate reward rt is defined by
the Euclidean norm of the states
rt(st,at) =−
[
Σi ρ(i ·∆x, t)− ρ?
ρ?
]2
−
[
Σiv(i ·∆x, t)− v?
v?
]2
, (21)
The control objective is to achieve regulation of the traffic
states to a spatially uniform density and velocity.
C. Baseline: Open-loop Control
For the baseline case, we consider a constant incoming
flow and constant outgoing velocity. When there is no
actuation at the outlet, the boundary conditions are
ρ(0, t)v(0, t) =q?, (22)
ρ(L, t)v(L, t) =q?. (23)
where q? = ρ?v?, v? = V (ρ?).
D. Benchmark: PDE Backstepping Control
As a benchmark, we consider the full-state feedback
control law developed in [7] for a ARZ model. Note that
the backstepping control law is designed for the linearized
system, but is applied to the original nonlinear ARZ model.
For initial conditions near the reference, the system is locally
exponentially stable under outlet actuation. We summarize
the PDE backstepping controller next:
The boundary condition at the inlet is
q(0, t) = q?, (24)
The boundary controller at the outlet, implemented via ramp-
metering, is given by:
v˜(L, t) =
∫ L
0
M(L− ξ)(v(ξ, t)− v?)dξ (25)
+
λ2
λ1
∫ L
0
K(L, ξ) exp
(
ξ
τv?
)
(v(ξ, t)− v?)dξ
+
λ1 − λ2
q?
∫ L
0
K(L, ξ) exp
(
ξ
τv?
)
(q(ξ, t)− q?)dξ,
where Uout(t) = ρ?v˜(L, t) represents the controlled flux at
the outlet-side on-ramp. The control kernels K(L, ξ),M(L−
ξ) are obtained by solving the following equations
λ2Kx + λ1Kξ =− c(ξ)K(x− ξ, 0), (26)
K(x, x) =− c(ξ)
λ1 − λ2 , (27)
M(x) =−K(x, 0). (28)
where the kernel variables K(x, ξ) evolve in the triangular
domain T = {(x, ξ) : 0 ≤ ξ ≤ x ≤ 1} and the spatial
function c(ξ) is defined as
c(ξ) = −1
τ
exp
(
− ξ
τv?
)
. (29)
The full-state feedback controller (25) designed with
the linearized ARZ model guarantees that the state vari-
ables (ρ(x, t), v(x, t)) are regulated to the reference system
(ρ?, v?) in the spatial L2 norm
||ρ(x, t)− ρ?|| → 0, (30)
||v(x, t)− v?|| → 0, (31)
where ||u(x, t)|| for x ∈ [0, L] is denoted as ||u(x, t)|| =(∫D
0
u2(x, t)dx
)1/2
. The convergence to the reference sys-
tem is reached in the finite-time tf , where
tf =
L
|λ1| +
L
|λ2| . (32)
The following conclusion can be drawn for the closed-loop
system, and will be illustrated with simulation later.
Theorem 1 ([7]). Consider system (1)-(2) linearized around
(5) with characteristics (6)-(7) and the control law (25). The
equilibrium ρ(x, t) ≡ ρ?, v(x, t) ≡ v? of the linearized
system is exponentially stable in the L2 sense and the
equilibrium is reached in finite time t = tf given in (32).
IV. SIMULATIONS AND COMPARATIVE ANALYSIS
In this section, we numerically test the control designs
with simulation and compare the open-loop system, PDE
backstepping controller, and RL control policy. First, we
prepare the ARZ model for numerical implementation.
The in-homogeneous nonlinear ARZ model written in
conservative form is given by
ρt + (ρv)x =0, (33)
yt + (yv)x =− y
τ
, (34)
where ρ and y are conservative variables, and y is defined
as
y = ρ(v − V (ρ)). (35)
We apply the Lax-wendroff scheme on the (ρ, y) system
with spatial step ∆x and time step ∆t. The CFL condition
requires us to select step sizes such that:
c = max |λ1,2| ≤ ∆x
∆t
. (36)
Note that in simulation, we need to specify ρ(·, t) and y(·, t)
at the respective boundaries, which depend on the direction
of characteristics. We assume sinusoidal initial conditions:
ρ(x, 0) =0.1 sin
(
3pix
L
)
ρ? + ρ?, (37)
Fig. 2. Baseline: Density and velocity of ARZ model under open-loop control.
Fig. 3. Benchmark: Density and velocity of ARZ model under closed-loop PDE backstepping controller.
Fig. 4. RL control: Density and velocity of ARZ model under closed-loop RL policy.
v(x, 0) =− 0.1 sin
(
3pix
L
)
v? + v?. (38)
In Fig. 2–4, the initial condition is highlighted in blue.
The boundary control, located at the outlet, is highlighted
in red. In other words, the red curves visualize the control
inputs for the baseline, benchmark and RL controllers.
The evolution of density and velocity are shown for the
baseline open-loop controller case in Fig. 2. Oscillations
persist for 2 min, although they appear lightly damped.
The benchmark backstepping controller is shown in Fig. 3.
The density and velocity converge to steady states values
after 75s. In Fig. 4, the RL policy regulates the states to
the references values after about 80s. Since the actuated
command is generated from a Gaussian distribution (15),
we see high-frequency noise in the RL case, particularly
in the velocity state. This may be an issue for real-world
implementation. However, the stochasticity can be reduced
with low-pass filters, or by simply applying the mean of the
distribution.
An interesting finding from comparing the RL and PDE
backstepping control algorithms is that RL learns a policy
which produces a control input (red line in Fig. 4) that closely
replicates the backstepping control input (red line in Fig. 3).
The RL policy is developed without explicit knowledge
of the differential equations and parameters. Instead, it is
trained iteratively on the nonlinear simulation model. In
contrast, the PDE backstepping state feedback control law
is obtained by rigorous theoretical control design assuming
perfect knowledge of the model. Interestingly, both methods
yield similar control input trajectories.
In Fig. 5, instantaneous rewards (21) for the baseline,
benchmark and RL controller are shown. We can see that the
benchmark PDE backstepping controller converges to zero
after 75s, as suggested by Theorem 1 derived in [7]. The
reward of the baseline open-loop controller tends toward zero
over time, but does not reach there within 120 sec. The RL
algorithm converges to −0.1 in 120 sec, nearly recovering
the backstepping controller performance. We come to the
conclusion that RL outperforms the baseline, and nearly
recovers the PDE backstepping method. Note that the RL
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Fig. 5. Baseline reward, benchmark reward and RL control reward.
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result shown here is trained through multiple simulation
episodes, and the reward trajectory in Fig. 5 corresponds to
the policy parameters computed after the cumulative reward
has converged.
In Fig. 6, we plot the so-called “learning curve” of the
RL policy, as a function of iterations. The performance is
measured by the cumulative reward across each episode.
The distribution of rewards is visualized by the shaded
region, since the policy is stochastic. As we can see, the
expected reward increases monotonically, as suggested by
the theoretical analysis in [16]. After roughly 200 iterations
of training, the RL policy is approximately matches the
backstepping PDE controller.
V. CONCLUSION
In this work, we develop a proximal policy optimization
(PPO) reinforcement learning (RL) algorithm to stabilize
oscillations on a freeway segment via on-ramp metering
control. The traffic dynamics are governed by the Aw-Rascle-
Zhang (ARZ) PDE model. The control objective is to achieve
L2 stabilization of the traffic density and velocity to spatially
uniform steady state values. The RL controller is compared
against an open-loop “baseline” controller and a closed-loop
PDE backstepping “benchmark” controller. Despite the com-
plex nonlinear infinite-dimensional dynamics, the RL policy
is able to nearly recover the PDE backstepping controller’s
performance. In this case, we examined a single freeway
segment with fixed parameter values. In future work, we
are interested in examining freeway networks with uncertain
parameters, using multi-agent RL control.
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