Classifying journals or publications into research areas is an essential element of many bibliometric analyses. Classification usually takes place at the level of journals, where the Web of Science subject categories are the most popular classification system. However, journal-level classification systems have two important limitations: They offer only a limited amount of detail, and they have difficulties with multidisciplinary journals. To avoid these limitations, we introduce a new methodology for constructing classification systems at the level of individual publications. In the proposed methodology, publications are clustered into research areas based on citation relations. The methodology is able to deal with very large numbers of publications. We present an application in which a classification system is produced that includes almost ten million publications. Based on an extensive analysis of this classification system, we discuss the strengths and the limitations of the proposed methodology. Important strengths are the transparency and relative simplicity of the methodology and its fairly modest computing and memory requirements. The main limitation of the methodology is its exclusive reliance on direct citation relations between publications. The accuracy of the methodology can probably be increased by also taking into account other types of relations, for instance based on bibliographic coupling.
Introduction
In bibliometric and scientometric research, classification systems of science are an indispensable tool. A classification system of science assigns journals or individual publications to research areas. Such a system can for instance be used to simplify literature search, to study the structure and dynamics of scientific disciplines, or to facilitate bibliometric research evaluations. This paper introduces a new methodology for constructing a classification system of science. The core of the proposed methodology consists of a large-scale clustering of scientific publications. Publications are clustered based on citation relations. Each publication is assigned to a single research area, and research areas are organized in a hierarchical structure. At the highest level, research areas may for instance correspond with broad scientific disciplines. At the lowest level, they may correspond with small subfields. The proposed methodology is able to cluster very large numbers of publications. In the application presented in this paper, a clustering of almost ten million publications is produced. This application shows that the proposed methodology can be used to construct a classification system that includes essentially all publications in the international scientific literature in a time period of several years.
There are many different classification systems of science. For bibliometric and scientometric purposes, the most popular classification system is without doubt the system included in Thomson Reuters' Web of Science database. This system consists of about 250 research areas, referred to as subject categories. A somewhat similar system is included in Elsevier's Scopus database. The classification systems of Web of Science and Scopus work at the level of scientific journals. In these systems, a journal is assigned to one or more research areas. Publications are not directly assigned to research areas. Instead, the journal in which a publication has appeared determines the research area(s) to which the publication belongs.
In addition to the classification systems of Web of Science and Scopus, researchers have been working on developing their own classification systems (Archambault, Beauchesne, & Caruso, 2011; Glänzel & Schubert, 2003; or on testing techniques that can be used to construct such systems (e.g., Rafols & Leydesdorff, 2009; Rosvall & Bergstrom, 2008 . Research attention has focused mainly on classification systems that work at the level of journals, just like the systems of Web of Science and Scopus. Journal-level classification systems normally consist of at most a few hundred research areas, and they need to deal with multidisciplinary journals such as Nature and Science in a special way, for instance by assigning these journals to a special category for multidisciplinary sources. Compared with their journal-level counterparts, publication-level classification systems, which work at the level of individual publications, have received less attention in the literature. Early work on publicationlevel classification systems, at a relatively small scale, was done by Small and colleagues (Griffith, Small, Stonehill, & Dey, 1974; Small, Sweeney, & Greenlee, 1985) . Recently, a large-scale publication-level classification system was constructed by Klavans and Boyack (2010) . In this system, more than 5.5 million publications have been assigned to over 84,000 research areas.
Compared with earlier work on constructing classification systems of science, the methodology that we introduce in this paper has a number of advantages. First of all, our methodology works at the level of individual publications rather than at the journal level. This allows for a more detailed classification of science, and it avoids difficulties with multidisciplinary journals. A second advantage of our methodology is its ability to handle very large numbers of publications. The application that we present in this paper shows how our methodology produces a clustering of almost ten million publications, and if needed even larger numbers of publications could be handled. The number of publications that we deal with exceeds other recently published large-scale clustering analyses (e.g., Boyack et al., 2011; . A third strength of our methodology is its transparency and relative simplicity combined with the minimal amount of human involvement it requires. Our methodology is described in full detail in this paper, and using this description as well as the software that we have made freely available, it should be possible for anyone with sufficient data access and sufficient computing resources to replicate the steps we take. Human involvement is minimized to the choice of suitable values for a small number of parameters.
The organization of this paper is as follows. Section 2 provides a detailed description of our proposed methodology. Section 3 introduces an application in which we use our methodology to construct a classification system that includes almost ten million publications from the period 2001-2010. Section 4 presents an analysis of the resulting classification system. Finally, Section 5 concludes the paper by discussing some limitations of our methodology and some directions for future research.
Methodology
The methodology that we propose for constructing a publication-level classification system of science can be subdivided into three steps:
1. Determining the relatedness of publications. 2. Clustering publications into research areas. 3. Labeling research areas. These steps are discussed in detail in the following three subsections.
Step 1: Determining the relatedness of publications
In the first step of our methodology, we start with a set of publications and we determine the relatedness of each pair of publications in this set. Let n denote the number of publications, and let 0 ≥ ij c denote the relatedness of publications i and j. In principle, the relatedness of publications can be determined in many different ways, for instance based on direct citations, co-citations, bibliographic coupling, shared words in titles and abstracts, or a combination of these elements. However, when working with millions of publications, it is crucial to minimize as much as possible the number of publication pairs for which ij c is greater than 0. This saves computer memory and reduces computing time. For this reason, we use only direct citations from one publication to another to determine the relatedness of publications. We disregard the direction of a citation. In this way, a simple binary definition of ij c is obtained: ij c equals 1 if either publication i cites publication j or publication j cites publication i, and ij c equals 0 if there is no direct citation relation between publications i and j.
Step 2: Clustering publications into research areas
Our methodology produces hierarchical classification systems. Each publication belongs to a single research area at the lowest level of a classification system, each research area at the lowest level in turn belongs to a single research area at the second-lowest level, and so on.
In the second step of our methodology, we use the results from the first step to build the basic structure of a classification system. This means that publications are clustered into research areas and that research areas are organized in a hierarchical structure.
The second step of our methodology involves a small number of parameters. Suitable values for these parameters depend on the purpose for which a classification system is intended to be used. The most basic parameter, denoted by L, is the number of levels in a classification system. We refer to the highest level of a classification system as level 1, the second-highest level as level 2, and so on. The lowest level of a classification system is referred to as level L. For each level l in a classification system, there are two additional parameters: The resolution parameter, denoted by ) (l r , and the minimum number of publications per research area, denoted by ) ( min l n . The resolution parameter ) (l r determines how much detail is offered at level l in a classification system. The higher the value of this parameter, the larger the number of research areas at level l and the smaller the average number of publications per research area. The resolution parameters
must satisfy the following condition:
The parameter ) ( min l n ensures that each research area at level l includes at least a certain minimum number of publications.
It is well known that there are large differences in citation behavior among scientific fields. Because of these differences, the relatedness scores obtained in the first step of our methodology cannot be directly compared across fields. Publications in one field (e.g., cell biology) may for instance tend to have a much higher total relatedness score than publications in another field (e.g., mathematics). Such differences among fields may lead to an unbalanced classification system in which some fields are overrepresented while others are underrepresented. To correct for differences among fields, relatedness scores need to be normalized. The normalization that we perform is similar to the idea of fractional citation counting first proposed by . We define the normalized relatedness of publication i with publication j as
Notice that this definition does not require normalized relatedness scores to be symmetric, that is, ij a need not be equal to ji a . According to (2), the normalized relatedness of publication i with publication j equals the relatedness of the two publications divided by the total relatedness of publication i with all other publications. It follows from (2) that for each publication the total normalized relatedness with all other publications equals one.
1 Hence, in a sense (2) ensures that all publications have the same overall weight. This guarantees that differences among fields are corrected for.
We take a bottom-up approach to build the structure of a classification system. Our approach consists of a number of iterations, one for each level of a classification system. The lowest level of a classification system is constructed in the first iteration, the second-lowest level in the second iteration, and so on. Each iteration involves two stages. In the first stage, a preliminary assignment of publications to research areas is made. After this stage, it may be that some research areas include fewer publications than the minimum required by the parameter ) ( min l n . This is corrected in the second stage, in which research areas with an insufficient number of publications are discarded and the publications belonging to these areas are reassigned to other areas. We use ) (l i x to denote the preliminary assignment of publication i to a research area at level l in a classification system. The final assignment of publication i to a research area at level l is denoted by ) (l i y . In order to obtain a classification system with a proper hierarchical structure, we require that for all publications i and j and all levels } , , 2 { L l K ∈ the following condition is satisfied:
1 There is one exception. If a publication i does not have any relation with other publications, the denominator in (2) equals zero. In this case, we set ij a equal to zero for all publications j, which means that the total normalized relatedness of publication i with all other publications equals zero as well.
This condition ensures that if two publications belong to the same research area at level l in a classification system, they also belong to the same research area at all higher levels in the system. As already mentioned, the structure of a classification system is built in a bottomup fashion. We start at the lowest level (i.e., level L) and then move up one level at a time until the highest level (i.e., level 1) has been reached. In the first stage of each iteration, a clustering technique is employed to obtain a preliminary assignment of publications to research areas. The clustering technique that we use assigns publications to research areas by searching for values of
that maximize the following quality function:
In this function, ) , (
and 0 otherwise. At each level l except the lowest, maximization of (4) is performed subject to the constraint in (3). The quality function in (4) ensures that a publication is assigned to a research area only if it is sufficiently related to the other publications belonging to that area. Whether publications are considered to be sufficiently related depends on the resolution parameter ) (l r . The higher the value of ) (l r , the more strongly publications need to be related in order to be assigned to the same research area. Because of this mechanism, a higher value of ) (l r tends to lead to a larger number of research areas and, consequently, to a more detailed classification system.
Clustering techniques similar to ours have been studied extensively in the network analysis literature. The most popular technique is modularity-based clustering (Newman, 2004a (Newman, , 2004b Newman & Girvan, 2004) . Many different variants of modularity-based clustering have been proposed in the literature. The idea of a resolution parameter was introduced in a variant proposed by Reichardt and Bornholdt (2006) . Recently, a variant of modularity-based clustering that uses exactly the same quality function as in (4) was proposed by Traag, Van Dooren, and Nesterov (2011) . The clustering approach that we take is also closely related to our own earlier work (Waltman, Van Eck, & Noyons, 2010) . The only difference is that in our earlier work we did not use the same normalization as in (2).
Our clustering technique requires an optimization algorithm to search for values of
that maximize the quality function in (4). There is a considerable literature on optimization algorithms for modularity-based clustering and its variants. One class of algorithms are the so-called multilevel local search algorithms. An elaborate analysis of the performance of different algorithms belonging to this class is presented by Rotta and Noack (2011) . The optimization algorithm that we use is inspired by the work of Rotta and Noack, but it also includes some further extensions. In the terminology of Rotta and Noack, our algorithm is based on a combination of multilevel coarsening and multilevel refinement. Multilevel coarsening is also the basic mechanism employed in the well-known algorithm of Blondel, Guillaume, Lambiotte, and Lefebvre (2008) , 2 but this algorithm does not include a multilevel refinement mechanism. We have implemented our optimization algorithm in a freely available computer program (see www.ludowaltman.nl/classification_system/). The C source code of the algorithm is available as well. 3 We emphasize that finding values of
for which the quality function in (4) is maximized is a difficult task, especially when working with large numbers of publications. Exact maximization of (4) is usually not feasible. Instead, our optimization algorithm aims to find values of
for which (4) is at least close to its maximum. Because our algorithm includes some random elements, different runs of the algorithm will generally lead to different values of
. To get as close as possible to the maximum of (4), the algorithm can be run multiple times. The values of
resulting from the run in which the highest value of (4) is obtained can then be kept, while the values of
resulting from the other runs of the algorithm can be discarded. In this way, the larger the number of runs of the algorithm, the closer one will get to the maximum of (4).
The preliminary assignment of publications to research areas provided by
may lead to research areas that include fewer publications than the minimum required by the parameter
n . This is why we need a second stage in each iteration of our bottom-up approach. In this second stage, research areas with an insufficient number of publications are discarded and the publications belonging to these areas are reassigned to other areas. Let ) (l uv a denote the relatedness of research areas u and v based on the preliminary assignment of publications to research areas provided by
. We define the relatedness of two research areas as the average normalized relatedness of the publications belonging to the two areas. Hence, 
Publications with a preliminary assignment to a research area in the set ) (l S do not need to be reassigned. The final assignment of these publications to a research area is the same as the preliminary assignment. In other words, if
Publications with a preliminary assignment to a research area that is not in the set ) (l S are reassigned as follows. For each research area u that is not in the set ) (l S , we identify the area v in the set
that is most strongly related to area u. All publications with a preliminary assignment to area u are then reassigned to area v.
There is one exception. Sometimes a research area u that is not in the set ) (l S does not have any relation with areas that are in the set ) (l S . In that case, publications with a preliminary assignment to area u cannot be reassigned in a proper way. We simply exclude such publications from the classification system. This completes the description of the second step of our proposed methodology. A summary of this step is provided by the algorithm in Figure 1 .
Input:
end for Figure 1 . Algorithm that summarizes the second step of our proposed methodology.
Step 3: Labeling research areas
In the second step of our methodology, the basic structure of a classification system has been built by clustering publications into research areas. In the third step, we finalize the construction of a classification system by assigning labels to the research areas in a system. These labels are obtained by extracting suitable terms from the titles and abstracts of the publications belonging to a research area. A single term is usually not sufficient to clearly indicate what a research area is about. We therefore choose to characterize each research area by a set of terms.
The approach that we take to label the research areas in a classification system consists of the following three stages:
1. Identification of terms in titles and abstracts of publications. In this stage, we take the titles and abstracts of all publications included in a classification system and we identify all terms occurring in these titles and abstracts. We first perform part-of-speech tagging (i.e., identification of verbs, nouns, adjectives, etc.). We use the Apache OpenNLP toolkit 4 for this purpose. We then apply a linguistic filter to identify noun phrases. Our filter selects all word sequences that consist exclusively of nouns and adjectives and that end with a noun (e.g., paper, visualization, interesting result, and text mining, but not degrees of freedom and highly cited publication). Finally, we convert plural noun phrases into singular ones. The singular noun phrases serve as our terms.
Calculation of term relevance scores.
In this stage, we first collect for each research area in a classification system the terms that occur in the titles and abstracts of the publications belonging to the research area. We then calculate a relevance score for each term in a research area. The idea is that terms with a higher relevance score provide a better indication of what a research area is about. Suppose we have a term t in research area u at level l in a classification system. Suppose research area u is part of research area v at level l -1 in the classification system. 5 We then calculate the relevance score of term t in research area u as ) ( m n n vt ut + , where m denotes a parameter and where ut n and vt n denote the number of publications in, respectively, area u and area v in which term t occurs. Our calculation of term relevance scores is based on two considerations. On the one hand, the frequency of occurrence of term t in area u relative to the frequency of occurrence of term t in area v can be regarded as an indication of the relevance of term t to area u. On the other hand, the absolute frequency of occurrence of term t in area u can also be regarded as an indication of term t's relevance. Our calculation aims to find a balance these two considerations. The parameter m determines how the trade-off between the two considerations is made. In this paper, we use m = 25. 3. Selection of the most relevant terms. In this final stage, we select the most relevant terms for each research area in a classification system. For instance, for each research area five terms may be selected. In principle, the selection of the most relevant terms is done based on the relevance scores calculated in the previous stage. However, in some research areas, it may be that some of the terms with the highest relevance scores are very similar to each other (e.g., library and librarian or peer review and peer reviewer). In that case, from the set of similar terms, we include in our selection only the one with the highest relevance score. 6 The other terms are not included and are replaced by terms with a lower relevance score. The description of the third and last step of our proposed methodology is now complete. A large-scale application of our methodology is presented in the next two sections.
Application
We used the methodology introduced in the previous section to construct a classification system based on publications in the Web of Science database in the period 2001-2010. All publications of the document types article, letter, and review in the sciences and the social sciences were included. Publications in the arts and humanities were not included. The total number of publications based on which the classification system was constructed is 10.2 million. There are 97.6 million citation relations between these publications.
Our aim was to construct a classification system that consists of three levels: A first level of 10 to 20 broad disciplines, a second level of 500 to 1000 fields, and a third level of 20,000 to 25,000 small subfields. Table 1 , a classification system was obtained that consists of 20 research areas at the first level, 672 research areas at the second level, and 22,412 research areas at the third level. We do not claim that our choice of parameter values is in some sense optimal. The parameter values in Table 1 just serve to illustrate the methodology introduced in this paper. In the end, the choice of parameter values should be guided by the purpose for which a classification system is intended to be used. Table 1 . Parameter values used to construct our classification system. Finally, let us make a few comments on the way in which we performed our calculations. To maximize the quality function in (4), our optimization algorithm was run 500 times at the lowest level of the classification system and 10,000 times at the other two levels. The optimization algorithm was written in the C language. All other calculations were programmed in MATLAB. A computer with 64 GB internal memory was used for the calculations. Five runs of the optimization algorithm were performed in parallel on this computer. Overall, it took the computer between four and five days to complete all calculations.
Results
The classification system that we have constructed consists of three levels, and we therefore split the discussion of the system in three subsections, one for each level of the system. We first discuss the highest level (i.e., level 1) of the classification system, we then discuss the middle level (i.e., level 2), and finally we discuss the lowest level (i.e., level 3). Of the 10.2 million publications with which we started the construction of the classification system, 0.8 million could not be included in the system. We discuss these excluded publications in a separate subsection. At the end of this section, we take a more detailed look at the classification system by focusing specifically on publications from a single journal. The journal that we use is the Journal of the American Society for Information Science and Technology.
Throughout this section, we use the following notation to refer to the research areas in our classification system:
• Research area x: A research area at level 1 of the system.
• Research area x.y: A research area at level 2 of the system. This area is a subarea of area x at level 1.
• Research area x.y.z: A research area at level 3 of the system. This area is a subarea of area x.y at level 2. We note that the entire classification system is available online. Both the assignment of publications to research areas and the labeling of the research areas can be downloaded from www.ludowaltman.nl/classification_system/.
Level 1
At level 1, our classification system consists of 20 research areas. Figure 2 shows the distribution of publications over these areas. The average number of publications per research area is about 470,000. The largest research area includes almost 1.34 million publications. The smallest research area covers about 130,000 publications. To label the 20 research areas at level 1 of our classification system, we did not use the automated approach discussed in Subsection 2.3. At the highest level of our classification system, we wanted to manually determine suitable labels for our research areas. This turned out to be quite difficult. One might expect to have research areas that correspond closely with well-known broad scientific disciplines such as chemistry, computer science, engineering, mathematics, physics, social sciences, etc. However, we found only a partial correspondence between our research areas and these traditional disciplines. In itself, we believe this to be an interesting result. It may be seen as an indication that traditional disciplines such as those just mentioned only partly reflect the actual organization of today's scientific research. For the purpose of labeling our research areas, however, the imperfect correspondence between our research areas and traditional scientific disciplines created a difficulty. For instance, based on our research areas, we could not make a sufficiently clear distinction between disciplines such as astronomy, chemistry, engineering, materials science, and physics, and we therefore labeled the various areas related to these disciplines simply as Physical sciences 1, Physical sciences 2, etc. Table 2 lists the labels of all 20 research areas at level 1 of our classification system. As can be seen, many areas have general labels that need further refinement. Refining these labels requires help from experts with a broad overview of the scientific literature in specific disciplines. To illustrate the difficulty of labeling the research areas, we focus in more detail on the areas labeled Physical sciences 1 and Physical sciences 2. For both areas, Table 3 reports the ten subject categories in Web of Science with which they have most overlap. Physical sciences 1 has most overlap with physics subject categories, but it also has a considerable overlap with chemistry and materials science categories. This indicates the difficulty of finding a suitable label for this research area. Physical sciences 2 is clearly dominated by chemistry research, and perhaps it could therefore be relabeled as Chemistry. Nevertheless, a considerable number of publications belonging to chemistry subject categories in Web of Science do not belong to Physical sciences 2 in our classification system. Hence, without help from domain experts, it remains difficult to determine whether relabeling Physical sciences 2 as Chemistry would be correct. Table 3 . Overlap of the research areas labeled Physical sciences 1 and Physical sciences 2 in our classification system with subject categories in Web of Science. For each combination of a research area and a subject category, the percentage publications in the research area that belong to the subject category is reported. Publications belonging to multiple subject categories are counted fractionally. 
Level 2
Level 2 of our classification system consists of 672 research areas. The smallest and the largest area include about 5,000 and 48,000 publications, respectively. The average number of publications per area is about 14,000. Figure 3 shows the distribution of publications over the 672 areas. A visualization of the 672 research areas at level 2 of our classification system is provided in Figure 4 . The map in Figure 4 was produced using our VOSviewer software ). An interactive version of the map, which offers much more detail, is available at www.ludowaltman.nl/classification_system/. The map was constructed in such a way that strongly related research areas are located close to each other, while research areas that do not have a strong relation are located further away from each other (Van Eck, Waltman, Dekker, & Van den Berg, 2010) . The strength of the relation between two research areas was determined based on the number of direct citation relations between publications in the two areas.
The map in Figure 4 has a kind of circular structure. The biomedical sciences are located in the upper right part of the map. Moving counterclockwise from the biomedical sciences, we first observe the earth, environmental, and agricultural sciences in the upper middle part of the map. We then observe the physical sciences in the upper left part of the map. Next, moving downward, we observe mathematics and computer science, and moving further to the lower right part of the map, we observe the social and health sciences. Finally, the circle is closed by the cognitive sciences, which are located in between the social and health sciences and the biomedical sciences. The general structure of science shown in Figure 4 is similar to what has been observed in earlier studies in which for instance journals or Web of Science subject categories were mapped (Klavans & Boyack, 2009; .
One application for which our classification system could be used is to detect hot research areas. We define a hot research area as a research area that is quickly expanding in terms of publication output. To detect the hottest research areas at level 2 of our classification system, we calculated for each research area the average publication year of the publications belonging to the area. Table 4 lists the three research areas with the highest average publication year.
7 For each area, the table shows the three most important journals and five characteristic terms. The terms were selected using our labeling approach discussed in Subsection 2.3. As can be seen in Table 4 , the three hottest research areas at level 2 of our classification system are in the fields of physics, molecular biology, and virology. In physics, graphene research constitutes a hot research area. Of the 6,911 publications in this area, 75% appeared in 2008, 2009, or 2010 . Notice that in 2010 the Nobel Prize in Physics was awarded to Andre Geim and Konstantin Novoselov "for groundbreaking experiments regarding the two-dimensional material graphene". hot area. The hot research area in virology seems to deal mainly with influenza viruses.
Level 3
Level 3 of our classification system consists of 22,412 research areas. On average, each area includes 422 publications. However, as can be seen in Figure 5 , there are large differences in the size of the areas. The largest area includes 4,170 publications, while the smallest area covers only 50 publications. Table 5 lists the three hottest research areas at level 3 of our classification system. Like we did above for level 2 of our system, we detected these areas based on the average publication year of their publications. All three areas are in the physical sciences, and they all have more than 90% of their publications in the period 2008-2010. Research area 3.16.2, which has even more than 98% of its publications in this period, deals with high-temperature superconductivity. Research area 3.47.2 deals with graphene research. This area is a subarea of the graphene area discussed in the previous subsection. The third research area, area 6.12.1, deals with a topic in the field of crystallography. This area includes the most highly cited publication in our classification system. 9 Despite its relatively recent publication date (January 2008), this publication has already been cited more than 20,000 times. The publication is about a set of computer programs used in crystallography research.
To get some more insight into the characteristics of the research areas at level 3 of our classification system, we consider a single research area in more detail. Figure 6 shows a map of the 417 publications belonging to research area 4.30.10. The 1,197 citation relations between these publications are displayed as well. The map was produced using our VOSviewer software. An interactive version of the map can be found at www.ludowaltman.nl/classification_system/. As can be seen in Figure 6 , research area 4.30.10 deals with the topic of mapping or visualization of science. This is also indicated by the terms that have been selected to label the area. These terms are ACA (abbreviation of author co-citation analysis), research front, similarity measure, information visualization, and map. The map in Figure 6 shows that research area 4.30.10 has a core of strongly related publications and a periphery of publications that are only weakly related to other publications in the area. This is a quite typical structure for many other research areas as well. Looking in more detail at the map (which can best be done using the interactive version of the map), it can be seen that the publications in the core are almost all in some way related to the topic of mapping or visualization of science. However, some publications in the periphery of the map have no clear relation with this topic. These publications for instance deal with the quality of computer software (in the lower left part of the map) or with science policy related topics (in the upper part of the map). The assignment of these publications to research area 4.30.10 is perhaps understandable from the point of view of the citation relations between publications, but from a substantive point of view it is not satisfactory. The unsatisfactory way in which these publications have been classified seems to be a consequence of the fact that our methodology uses only direct citation relations to determine the relatedness of publications. Some of the unsatisfactory assignments of publications to research areas can probably be avoided by also using indirect citation relations (e.g., bibliographic coupling relations) or relations based on shared words in titles and abstracts. We will come back to this issue at the end of this paper.
Excluded publications
As already mentioned, of the 10.2 million publications with which we started the construction of our classification system, 0.8 million could not be included in the system. We now look at these excluded publications.
In the methodology introduced in this paper, a publication can be included in a classification system only if in the citation network discussed in Subsection 2.1 the publication belongs to a connected component that consists of at least ) ( min L n publications. In other words, a publication must have direct or indirect citation relations with at least 1
other publications. In our case, this means that a publication must be related, either directly or indirectly, to at least 49 other publications. The 0.8 million excluded publications do not meet this criterion. In fact, 91% of these publications turn out to have no relations at all with other publications. We note that the publications included in our classification system all belong to a single very large connected component of the citation network. Table 6 reports the percentage excluded publications per publication year. The table also lists the ten Web of Science subject categories with the highest percentage excluded publications. Overall, 7.6% of all publications were excluded from our classification system. As can be seen in the table, excluded publications are overrepresented in earlier publication years. This is because many references in publications published in earlier years go back before 2001 and therefore are not taken into account in our methodology. Not surprisingly, excluded publications are also overrepresented in fields with a low citation density, in particular in engineering research and in the social sciences. Many excluded publications in these fields seem to have appeared in special types of journals, such as national scientific journals, trade journals, and popular magazines. It further turns out that 16.2% of the 0.8 million excluded publications are of the Web of Science document type letter, while overall just 3.8% of the publications are of this document type.
We emphasize that there are various possibilities to make sure that in the end all or almost all publications are included in a classification system. For instance, publications currently excluded from our classification system could be added to the system based on an analysis of the words occurring in their titles and abstracts.
Classification of JASIST publications
We now take a more detailed look at specific areas of our classification system. To do so, we focus on publications from the Journal of the American Society for Information Science and Technology (JASIST) . JASIST is a leading journal in the field of information science. We choose to focus on publications from JASIST because of our familiarity with this journal. Moreover, many readers of this paper will probably be familiar with JASIST as well.
In the period 2001-2010, JASIST published 1,499 publications classified as article, letter, or review in Web of Science. Of these publications, 62 were excluded from our classification system. Table 7 reports the distribution of the remaining 1,437 publications over the research areas at level 1 of our classification system. Almost 97% of the JASIST publications turn out to belong to either the area labeled Social and health sciences or the area labeled Mathematics and computer science. This is in line with what one may expect, since publications in JASIST can all or almost all be classified as either social science research or computer science research, or as a combination of these two types of research. What is perhaps more surprising in Table 7 is that there are 46 JASIST publications which do not belong to either Social and health sciences or Mathematics and computer science. We looked at a number of these publications in more detail. It turns out that some publications have been clearly misclassified. Like the misclassifications discussed at the end of Subsection 4.3, these misclassifications seem to be a consequence of the fact that publications sometimes have only a very small number of direct citation relations with other publications. However, we also found that some publications have been correctly assigned to research areas different from Social and health sciences and Mathematics and computer science. For instance, Table 8 lists the three most frequently cited JASIST publications in the area labeled Physical sciences 3. At level 2 of our classification system, these three publications all belong to area 13.5. This area covers the field of network analysis, which is a field that receives a lot of attention in physics journals. Looking in more detail at the publications in Table 8 , we believe that their assignment to the field of network analysis is quite sensible. Hence, in specific cases, assigning JASIST publications to research areas different from Social and health sciences and Mathematics and computer science seems perfectly reasonable. Table 8 . The three most frequently cited JASIST publications in the research area labeled Physical sciences 3 at level 1 of our classification system.
• Matia et al. (2005) . Scaling phenomena in the growth dynamics of scientific output.
• Table A1 in the appendix lists the five research areas at level 2 of our classification system with the largest number of JASIST publications. For each area, the table shows the three JASIST publications that have received most citations. Three of the five areas are subareas of the Social and health sciences area at level 1 of our classification system. The other two areas are subareas of the Mathematics and computer science area. Research area 4.30 includes more than half of the publications of JASIST. This area covers large parts of the field of information science. The other two subareas of the Social and health sciences area include a smaller number of JASIST publications. These two areas cover specific information science topics not covered by area 4.30. The two subareas of the Mathematics and computer science area cover information retrieval related topics. 10 We now turn to level 3 of our classification system. Table A2 in the appendix lists the five research areas at this level with the largest number of JASIST publications. These areas all turn out to be subareas of area 4.30 at level 2 of our classification system. A research area at level 3 usually covers a single well-defined topic. Table A2 suggests that the five most important topics addressed by JASIST in the period 2001-2010 may be labeled as follows:
• Searching behavior, in particular on the Web (area 4.30.2).
• Bibliometric indicators of scientific performance (area 4.30.1).
• Mapping or visualization of science (area 4.30.10).
• Webometrics (area 4.30.6).
• Foundations of information science (area 4.30.4).
Conclusion and future research
In this paper, we have introduced a new methodology for constructing a classification system of science. Most classification systems are defined at the level of journals, but our proposed methodology works at the level of individual publications. In the application that we have presented, a classification system was produced that includes almost ten million publications. This exceeds other recently published studies (e.g., Boyack et al., 2011; and makes it possible to cover essentially all Web of Science indexed publications in a ten-year time period.
A noteworthy feature of our methodology is its transparency and relative simplicity. Our methodology is fully documented in this paper and consists of a limited number of steps that are all fairly easy to understand. There are only a small number of parameters for which values need to be chosen manually. Each level of a classification system results in just two additional parameters: The resolution parameter and the minimum number of publications per research area. The clustering software that we use in our methodology is freely available online. Anyone can use this software for his own purposes. The requirements of our methodology in terms of computing time and memory usage are relatively modest, although large-scale applications such as the one presented in this paper may be too demanding for a standard desktop computer.
To determine the relatedness of publications, our methodology relies exclusively on direct citation relations. This is the main reason for the modest computing and memory requirements of our methodology. At the same time, however, this can also be considered the main weakness of our approach. As we have seen in Section 4, a substantial proportion of all publications do not have sufficient direct citation relations to be included in a classification system. Also, some publications with only a few direct citation relations can be included in a classification system, but they may be assigned to an incorrect research area. In principle, it should be possible to increase the coverage and the accuracy of our methodology by using a more sophisticated measure of the relatedness of publications. In addition to direct citation relations, such a measure could also take into account indirect citation relations. Especially the use of bibliographic coupling relations may lead to significant improvements. An even more sophisticated approach could be to use a measure that combines citation relations with relations based on shared words in titles and abstracts (e.g., Ahlgren & Colliander, 2009; Janssens, Glänzel, & De Moor, 2008) . However, there is a crucial practical limitation. The use of a more sophisticated measure of the relatedness of publications increases the computing and memory requirements of our methodology. In large-scale applications such as the one presented in this paper, many sophisticated measures of relatedness therefore cannot be used in a straightforward way. For instance, within a set of ten million publications, there may be billions of bibliographic coupling relations, and taking into account all these relations is likely to be too demanding, both in terms of computing time and in terms of memory usage. An attractive alternative approach may be to use a more sophisticated measure of relatedness, but to take into account only the strongest relations between publications. This is somewhat similar to the 'top n similarity approach' introduced by Klavans and Boyack (2006) .
In addition to the use of more sophisticated measures of the relatedness of publications, there are a number of other issues that need to be addressed in future research:
• Improve the labeling of research areas. There seems to be room for improving the approach that we take to label the research areas in a classification system. Improvement is needed especially at higher levels of aggregation. One possibility may be to label research areas using journal title words.
• Allow for overlap of research areas. Our methodology assigns each publication to a single research area. Because of this, there is no overlap of research areas. For some purposes, it may be desirable to allow research areas to overlap each other. In that case, publications related to multiple fields or multiple topics could be assigned to more than one research area.
• Evaluate the accuracy of the proposed methodology in a more rigorous way.
In this paper, we did not provide a rigorous evaluation of the accuracy of our methodology. Performing such an evaluation is difficult because of the lack of a 'golden standard'. In future work, a more rigorous evaluation of the accuracy of our methodology may be performed based on expert feedback.
• Use the proposed methodology to construct a journal-level classification system. Our focus in this paper has been on constructing a publication-level classification system. Nevertheless, our methodology may also be useful for constructing a classification system at the level of journals. Directly applying our methodology to journals instead of publications may be problematic because of the multidisciplinary nature of some journals. An alternative approach could be to first construct a classification system at the level of publications and to then derive a journal-level system from this publicationlevel system. Table A2 . The five research areas at level 3 of our classification system with the largest number of JASIST publications.
