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ABSTRACT 
In a recent paper Chao [2] has determined the eigenvalues of a matrix of the 
form A = PC where P is a permutation matrix which commutes with a certain unitary 
matrix and C is a circulant. Here we determine the Moore-Penrose inverse of such a 
“retrocirculant” and show that the nonzero eigenvalues of the Moore-Penrose inverse 
are the reciprocals of the nonzero eigenvalues of the retrocirculant. 
1. INTRODUCTION 
A circulant matrix is an n X n complex matrix C = ( cii) where cii = cj_ i, 
0 < i, i < n - 1, and the subscripts are taken modulo n. It is well known that a 
circulant is diagonalized by the unitary matrix G = (aii) where aii = (l/ fi ) 
w’i, 0 < i, i < n - 1, w a primitive nth root of unity. In a recent paper Chao [2] 
determined necessary and sufficient conditions for a permutation matrix to 
commute with !4. Chao also determined the eigenvalues of a retrocirculant, 
which he defined to be the product of a permutation matrix which com- 
mutes with Q and a circulant. It should be noted that Aitken [l] derived 
these results for the special case where the permutation matrix is the 
circulant with first row (0, LO,. . . , 0). Here we determine the Moore-Penrose 
inverse of a retrocirculant and show that its eigenvalues are the reciprocals 
of the eigenvalues of the retrocirculant. We also show that a retrocirculant is 
unitarily similar to a particular diagonal block matrix, and using this result, 
we give a more direct proof of the eigenvalues of a retrocirculant. 
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2. MAIN RESULTS 
Lemmas 1 and 2 state some well-known properties of the Moore-Penrose 
inverses and circulants, respectively. Since the proofs occur frequently in the 
literature, they are omitted. 
LEMhlA 1. 
(i) Zf A = UBV, where U and V are unitary, then A + = V*B +U*. 
(ii) Zf D = diag(d,, 4,. . . , d,,), then D + = diag( d;, d& . . . , d,$ where 
4-l if diZO, 
0 if di=o. 
(iii) Let P be a permutation matrix and D be a diagonal matrix. Then 
(a) ifA=PD, A+=D+PTand 
(b) if A=DP, A+=PTD+. 
LEMMA 2. 
(i) A is a circulant if and only if A=GDS2*, where D is diagonal. 
(ii) Zf A and B are circulants, then so are A+ = s2D +!J*, A*, AB, and 
A+B. 
(iii) A i.s a circulant if and only if A = Xl:,‘a, Q’, where (a,, a,, . . . , a,, _ 1) 
is the first row of A, and Q is the circulant with first row (0, l,O,. . . ,O). 
(iv) If (aO,al, . . . , a,_ J is the first row of the circulant A and w is a 
primitive n th root of unity, then the eigenvalues of A are Xi = a, + a,wt + 
a,(wt)‘+. . . +a,_,(wt)n-l, i=O,l,..., n-l. 
Chao [2] showed the following necessary and sufficient conditions for a 
permutation matrix P to commute with !d. 
THEOREM A. Let o be a nonidentity permutation on n letters 0, 1, . . . , n 
- 1, and P” be the corresponding permutation matrix. Then P”!J = GP” if 
and only if (‘) 1 a belongs to the group of automorphisms, A(Z,,), of the 
additive group of integers module n and (ii) (I is of order 2. 
Note that (PO)’ = I, since u is of order 2. 
In the remainder of this paper let P be a permutation matrix, (I be the 
permutation on n letters corresponding to P, and C be a circulant. 
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LEMMA 3. Suppose P is a permutation matrix which commutes with !2, 
C is a circulant, and D is the diagonal matrix such that D=VC&. Then 
A = PC if and only if A = COP for same circulant C,. 
Proof A = PC= P!2D!2* = GPDO*; since P2 = I, A = &?(PDP)PSI* = 
GD,Pfi*, where DO is diagonal. Thus, A=G?D$*P= COP, where C, is a 
circulant by Lemma 2(i). Since the steps are reversible, the converse follows. 
n 
We define a retrocirculant accordingly. 
DEFINITION 1. A is a retrocirculant means A = PC (or equivalently 
A = COP), where P is a permutation matrix which commutes with fi, and C is 
a circulant. 
We first determine the Moore-Penrose inverse of a retrocirculant. 
THEOREM 1. A = PC ” a retrocirculant if and only if A+ is a retro- 
circulant. In this case, A+=!2D+PV=C+P, where D=G*Cti is diagonal. 
Proof Since C is a circulant, C = aDO* for some diagonal matrix. Thus, 
A=PC if and only if A+= (PC)‘=(PtiDfi*)+=(s2PDO*)+. By Lemma 
l(i), A+ =G(PD)+fi*. Since P= PT and P also commutes with L?*, A+ = 
S2D+P~*=~D+~*P= C+P by Lemmas l(iii) and 2(ii). By Lemma 3, A+ is 
a retrocirculant if and only if A + = C +P. n 
COROLLARY 1. A is a retrocirculant if and only if (A+)* is a retrocircu- 
lant. 
Proof By Theorem 1, A = PC if and only if A + = C +P if and only if 
(A+)*=P(C+)*. (C+)* is a circulant by Lemma 2(ii), and thus (A +)* is a 
retrocirculant. n 
We now show that a retrocirculant is the product of P and a polynomial 
in Q, where Q is the circulant with first row (0, l,O,. . . ,O). 
THEOREM 2. A = PC is a retrocirculant if and only if A=E;;,‘aiPQ’, 
where (a,, a,, . . . , an-J is the first row of C and Q is the circulant with first 
row (O,l,O ,..., 0). 
Proof By Lemma 2(Z), A = PC is a retrocirculant if and only if A = 
PCT:,‘aiQi= 7= C,-,‘ajPQi. n 
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DEFINITION 2. Let Cj, 1 < i < p, be a set of matrices, each of order m,. 
The direct sum of this set, denoted Z f’zlCj, is defined by I: fzlCj = 
dag(C,, C,, . . . , CJ. 
Next we show that a retrocirculant is unitarily similar to a particuh 
diagonal block matrix. 
LEMMA 4. If A = PC is a retrocirculant where po, pL1,. . , p,_ 1 are the 
eigenvalues of C, then A is unit&y similar to a diagonal block matrix 
S=E.,P_lSi where each Si is of the form 
(i)&=(pJfmsomek,O<k<n-l,suchthatka=k,or 
for some i#j, O<i, j<n-1, such that ia=j and 
ja=i. 
Proof A=PC=PGDa*=&?PD&?*, where D is diagonal. Since P2=I, P 
is a symmetric permutation matrix. Thus, there exists a permutation matrix Q 
such that Q(PD)QT=X*fz,Si h w ere each Si is of the form (i) or (ii). W 
In Theorem 3 we give a more direct proof to a result proved by Chao [2]. 
THEOREM 3. Let A = PC be a retrocirculant. If po,pl,. . . ,A_ i are the 
eigenvalues of C, then the eigenvalues of A are pk if ku = k, and 2 G if 
i#j, io=j, and ia=i. 
Proof. The eigenvalues of A are the same as those of S=C -f’_& by 
Lemma 4. That is, the eigenvalues of A are & if ka = k, and 2 G if 
i#f, ia=j, and ja=i. 
COROLLARY 2. Let A = PC be a retrocirculant with nonzero eigenvalues 
{A 1,. . .,&}. Then, the nonzero eigenvalues of A+ are {l/h,, . . . , l/h}. 
Further, if h is a nonzero eigenvalue of A and x is our eigenvector of A 
corresponding to A, then x is also an eigenvector of A+ corresponding to l/X. 
Proof If A= U(E.~+,S,) U* for some unitary matrix U, then A+ = 
U(E .~,$,‘)U*. Thus, by Theorem 3, the nonzero eigenvalues of A+ are 
l/uk if ko=k and u,#O and *l/V%& if i#j, io=j, ja=i, and uiuj#O. 
Let h be a nonzero eigenvalue of A. Then h is a nonzero eigenvalue of Si,, for 
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some i,, 0 <i, < p. Let x be the eigenvector of Si, corresponding to A. Then 
where the O’s are of the appropriate sizes. Now Si, = ( uk) for some k such that 
ka= k and u,#O, or 
for some i and j such that i # j, ia = i, iu = i, and uiuj #O. In either case, 
0 
SiOx=xX is equivalent to Sidx= (l/h)x where Sib = Siol. Thus, 
0 
r is an 
0 
eigenvector of 2 .,P,aSi+ corresponding to l/A. Since y is an eigenvector of 
C .p=oSi (~ .Ip,oSi+) corresponding to h if and only if Uy is an eigenvector of 
A (A ‘) corresponding to h, we are done. W 
THEOREM 4. Let A = PC, and B = PC, be retrocirculunts. Then 
(i) A* = CI*P is a retrocirculant, 
(ii) A + B is a retrocirculant, and 
(iii) AB is a circuht. 
Proof. Since P= P’, (i) and (ii) follow from Lemma 2(ii). To prove (iii) 
observe that AB=PC,PC,= P&D,~*P~D&*=QPD,PD,~* =GPD1PTD2G* 
= QD,D&* = QDW, where D3 and D are diagonal. By Lemma 2(i), AB is a 
circulant. n 
It follows that any sum of retrocirculants is a retrocirculant. 
LEMMA 5. Let A = PC be a retrocircuht. Then (i) any even power of A 
is a circulant, and (ii) any odd pow of A is a retrocirculant. 
Proof. (i) follows from Theorem 4(m) and Lemma 2(n). To prove (ii) let 
k be an odd integer. By part (i), A k = AA k-1 = AC,, where C, is a circulant. 
Thus A k = AC, = PC,C, = PC, where C is a circulant by Lemma 2(n). Hence, 
A k is a retrocirculant. n 
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It is well known that if C is a circulant, then any polynomial p(C) is a 
circulant. Here we determine the form of a polynomial p(A) where A is a 
retrocirculant. 
THEOREM 5. Let A = PC be a retrocirculant. Then any polynomial p(A) 
is the sum of a circulant and a retrocirculant. 
Proof Without loss of generality, assume the degree of p(A) is odd, say 
degp(A) = k. Then 
p(A)=a,Z+a,A+a,A2+*.. +akAk 
= a,Z+a2A2+*** +ak_,Ak-‘)+(a,A+a,A3+*** +akAk). ( 
The theorem follows from Lemma 5, Theorem 4, and Lemma 2(n). n 
It is well known that a circulant is normal and that any two circulants 
commute. Here we give necessary and sufficient conditions for these proper- 
ties to hold for retrocirculants. 
THEOREM 6. Let A = PC, and B = PC, be retrocirculunts where Q* C,Q 
=D,=diag(h,y,,..., /_I,_~) and Q*C2G=D2=diag(&,A,,...,&,_,). Then 
(i)AisnormalifaandonlyifI~I=)~~foreachi#j,O<i,i(n-l,such 
that ia=j and iu=i; and 
(ii) A and B commute if and only if h+=b& for each i#j, Oci, jG 
n-l, such that ia=j and ia=i. 
Proof of (i). AA* = PCIC1*P= s2PDID1*PQ* and A*A = C1*C1 = 
QD1*D1S2* = OD,D,*G*. Thus, AA* = A*A if and only if p&ii = @j for each 
i#i, O< i,j\<n-1, such that iu=i and iu=i. 
Proof of (ii). AB = PC,PC, = fiPD1PD2Q* and BA = PC,PC, = 
OPD,PD,O*. Thus, AB=BA if and only if @,=+& for each i#i, O<i,j<n 
- 1, such that iu = j and ju = i. 
I1 2 3 41 ‘1 0 0 0 
3 4 1 2 
and P= 0 0 0 1 
0 0 10’ 
2 3 4 1 ,o 1 0 0, 
Let w = i = m ; by Lemma 2(iv), the eigenvalues of C are 
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3. EXAMPLE 
For n = 4, we have the following example of a retrocirculant. Let 
/~~=1+2+3+4=10, 
p1=1+2(i)+3(i)2+4(i)3= -2-2i, 
~=l+2(i2)+3(i2)2+4(i2)3= -2, 
p3=l+2(i3)+3(i3)2+4(i3)3= -2+2i. 
AlSO. 
1 
a==1  1 1 1 1 ’ -1 ’ 
4 21 -1” 11;. 
1 -i -1 i 
so 
QzC&=D=diag(lO, -2-2i, -2, -2+2i) 
and D+=diag(&,i(-2+2i),-$,$(-2-2i)). 
1 2 3 4 
A=PC= i 2 3 4 1 
3 4 1 2 
4 1 2 3 I 
8 
is similar to 
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PD= 
i 10 0 0 -2+2i 0 
i 
0 0 -2 0 
0 -2-2i 0 0 
To illustrate Lemma 4, let 
I1 0 0 0 
Q= I 0 1 0 0 
0 0 0 1 
0 0 1 ~1. 0 
Then 
QPDQT= ; ’ 
I 
-2+2i 0 
-2-2i 0 
0 0 0 
a diagonal block matrix. 
By Theorem 3, the eigenvalues of A are pO, A, 2 G , i.e., 10, - 2, 
and 2 2 fi . By Corollary 2, the eigenvalues of A + are $, - $, and 
2 l/2_. 
By Theorem 1, 
1 A+=!i&D+Pfi2,*= 40 
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