For any integer N > I , a probability space, a Gaussian random vector X defined on the space with a positive definite covariance matrix, and an JV-level quantizer Q are presented such that the random vector Q{X) takes on each of the N values in its range with equal probability and such that X and Q{X) are independent.
Introduction
Quantization, the process by which a set is mapped into a finite subset of a given cardinality, plays a pivotal role in virtually any application that requires analog to digital conversion; indeed, it is at the heart of much of modern digital technology. In such applications, a quantizer is often taken to be a function mapping Rk into a subset of Rk of cardinality N, where A: is a positive integer and N is an integer greater than one (see, e.g., [1, 5, 3, 6, 2, 7, 9] ). In this paper we present what might be a surprising consequence of such a general approach to quantization.
Development
For a topological space T, we will let £&(T) denote the family of Borel subsets of T. For a set S, we will let P(5') denote the power set of S and Is denote the indicator function of S. By a standard Gaussian measure we will mean a Gaussian measure whose first moment is zero and whose second moment is one. Let k be a positive integer. For any measure m on (Rk, &(Rk)) we will let ra* denote the inner measure on (Rk , P(R/c)) induced by m and we will let m* denote the outer measure on (R*, P(Rfc)) induced by m. Re-(R*, &(Rk), ra), a subset S of R^ is said to be a saturated non-ra-measurable set if ra»(5) = ra»(5e) = 0. Finally, a £-dimensional quantizer of a random variable X defined on a probability space (Q, &, P) is any function Q: Rk -> F such that F is a finite subset of R* , such that Q(x) = x for all x in F (i.e., such that Q restricted to F is the identity map on F) and such that Q(X) is itself a random variable defined on (£l,&~, P). If F is a finite subset of Rk with cardinality N then a quantizer Q: Rl -» F of a random variable X is said to be an N-level quantizer.
The following lemma is proved in [8, pp. 381-382] . Recall that two measures Pi and P2 on a given measurable space (Q, ^) are said to be equivalent if {A e & : Pi (A) = 0} = {A e & : P2(A) = 0} . Notice that for sets Si, S2, ... , Sn as above, it follows that, for any positive integer i < N and any ^(R*)-measurable set H, P*(Sj n H) = 0, fi»(Sf n H) = 0, P*(S( n //) = F(//), and P*(Sf n H) = P(H) for any probability measure P on (Rk , ^(Rfc)) that is equivalent to Lebesgue measure on (R* , 31 (Rk)). The following lemma will be used in the proof of a subsequent theorem.
Lemma 3. For a positive integer k and an integer N > 1, let Si, S2, ... , Sn comprise a partition of Rk such that for each positive integer j < N, Sj is a saturated non-A-measurable set. Let P be a probability measure on (Rk,3(Rk)) that is equivalent to Lebesgue measure on (Rk , £ §(Rk)). Let Ax, ... , An and Bx,... , BN be sets from 3(Rk) such that The following theorem provides a probability space upon which the principal result of this paper will be based. Theorem 1. For a positive integer k and an integer N > I, let Si, S2, ... , Sn comprise a partition of Rk such that for each positive integer j < N, Sj is a saturated non-A-measurable set. Let P be a probability measure on (Rk , 3?(Rk)) that is equivalent to Lebesgue measure on (Rk, 3(Rk)).
There exists a probability space (Rk ,&, p) such that 9 includes 3(Rk), such that 2? contains Si, ... , Sn , such that the measure p agrees with P on 3(Rk), and such that We are now in a position to state and prove the principal result of this paper. Theorem 2. Let k be a positive integer and let N be an integer greater than one. There exists a probability space (Q, 5?, v), a Gaussian random vector X defined on (Sl, 5?, v) taking values in Rk with a positive definite covariance matrix, and an N-level k-dimensional quantizer Q: Rk -► F such that v(Q(X) = x) = 1/iV for each x in F and such that X and Q(X) are independent. Proof. Let Si,... , Sn be sets as provided by Corollary 2. For these N subsets of Rk , let (Q, S?, v) be a probability space as provided by Theorem 1 where P is chosen to be the product measure induced by placing standard Gaussian measure on each factor of (Rk , 3?(Rk)). For each positive integer i < N, let a, be an element from 5",. Let F denote the set {a{, ... , a^} . Define an A^-level fc-dimensional quantizer Q: Rk -» F via Q(x) = J2?=i aihi(x) ■ Further, notice that the random vector X(co) = co; co e Sl, is a zero mean Gaussian random vector defined on (Sl, 5?, v) whose covariance matrix is the kxk identity matrix. Also, notice that for 1 < i < N, v(Q(X(co)) = a,) = v(co e Si) = 1/N. Finally, notice that X and Q(X) are independent via Theorem 1. Q.E.D.
