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Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n
Debido al gran crecimiento de la demanda de servicios de banda ancha (In-
ternet, servicios multimedia, etc.) en lugares donde au´n no han llegado las in-
fraestructuras cableadas necesarias (pa´ıses en desarrollo, zonas aisladas, etc.), o
se hace imposible su instalacio´n (barcos, aviones, etc.), se esta´ incrementando
el uso de redes satelitales. Se trata de redes de datos que incluyen en su ruta
un segmento v´ıa sate´lite, aunque no exento de una serie de inconvenientes para
proporcionar este tipo de servicios.
Algunos de los problemas que introducen los enlaces sate´lite se esta´n solven-
tando mayoritariamente con la inclusio´n de unos dispositivos de red ubicados en
los extremos de dichos enlaces, los PEPs (Performance Enhancing Proxies). Es-
tos dispositivos ayudan a mejorar el rendimiento de las comunicaciones haciendo
uso de parte de la informacio´n transportada por los paquetes de datos.
Adema´s, nos encontramos en un momento donde cada vez es ma´s importante
disponer de mecanismos para proporcionar seguridad a nuestras comunicaciones
cuando se utilizan redes globales. Por lo que, con ma´s razo´n sera´n necesarios si
tambie´n van a viajar a trave´s de un enlace inala´mbrico.
Pues en este punto es donde nos encontramos con un problema importante
y dif´ıcil de resolver, y es que los mencionados PEPs, al utilizar informacio´n
encapsulada en los paquetes IP, impide el uso del protocolo de seguridad a este
nivel, IPsec.
Hasta la fecha se han propuesto diversas soluciones para poder hacer com-
patible el uso de IPsec con arquitecturas que utilizan PEPs y, como veremos en
este proyecto, en todos los casos en los que se quiera utilizar el IPsec esta´ndar
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habra´ que establecer una relacio´n de mayor o menor confianza con los nodos in-
termedios. Tambie´n se analizara´ una seleccio´n de propuestas para solucionar este
problema y propondremos algunas alternativas en funcio´n del nivel de seguridad
del cual queramos disponer.
1.2. Objetivos
Los principales objetivos que se quieren alcanzar con la realizacio´n de este
proyecto son los siguientes:
Estudiar los problemas que padecen las comunicaciones que utilizan el pro-
tocolo de transporte TCP en comunicaciones v´ıa sate´lite.
Familiarizarse con los mecanismo y te´cnicas utilizadas para conseguir mejo-
res rendimientos de los servicios de banda ancha proporcionados v´ıa sate´li-
te.
Participar en una nueva propuesta llamada XPLIT para la arquitectura de
red satelital que combina el splitting de la conexio´n TCP con el intercambio
de informacio´n cross-layer para mejorar el rendimiento.
Estudiar los problemas que surgen al querer aplicar seguridad extremo a
extremo, IPsec, sobre una red satelital que utiliza mecanismos de mejora
del rendimiento del enlace.
Realizar el estudio de una variedad de propuestas para solucionar el pro-
blema de la seguridad sobre estas redes.
Proponer algunas soluciones al problema haciendo uso de la arquitectura
XPLIT analizada.
1.3. Estructura de la memoria
El resto del documento esta organizado de la siguiente forma:
Cap´ıtulo 2: Introduccio´n a las redes satelitales. Explicacio´n de los inconve-
nientes que tiene el uso del protocolo de transporte TCP y como se puede
mejorar su rendimiento.
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Cap´ıtulo 3: Explicacio´n de los Performance Enhancing Proxies, incluyendo
una clasificacio´n, su funcionamiento y los principales problemas con IPsec.
Cap´ıtulo 4: Especificacio´n del Interoperable PEP.
Cap´ıtulo 5: Introduccio´n al esta´ndar Digital Video Broadcasting - Return
Channel Satellite.
Cap´ıtulo 6: Ana´lisis en profundidad del funcionamiento del protocolo de
seguridad IPsec.
Cap´ıtulo 7: Propuesta de la arquitectura XPLIT y definicio´n del algoritmo
TCP-XPLIT.
Cap´ıtulo 8: Estudio de diferentes propuestas, que se han ido realizando a lo
largo de los an˜os, para resolver el problema de la aplicacio´n de la seguridad
en comunicaciones que utilizan redes satelitales.
Cap´ıtulo 9: Exposicio´n de nuestras tres propuestas y su comparacio´n.
Cap´ıtulo 10: Conclusiones y futuros trabajos.
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Cap´ıtulo 2
Escenario: Las redes satelitales
Las comunicaciones espaciales que utilizan protocolos de tipo IP se pueden
definir como Internetworking espacial, o simplemente Internet espacial. Estas co-
municaciones cubren un gran entorno espacial con veh´ıculos ae´reos no tripulados
(UAV), o plataformas de gran altitud (HAP), que van desde o´rbitas cercanas a la
tierra (LEO), por debajo de los 5035 Km, hasta o´rbitas muy lejanas incluyendo
la geoestacionaria (GEO), a 35848 Km.
Los sate´lites LEO pueden llegar a proporcionar anchos de banda extraordi-
nariamente elevados y con una latencia reducida, pero son necesarios en gran
cantidad para cubrir toda la superficie terrestre, ya que tienen un per´ıodo de
rotacio´n inferior al de la Tierra.
Los sate´lites de orbita geoestacionaria (GEO) son los ma´s utilizados, ya que
tienen una posicio´n fija respecto a la superficie de la tierra, sobre el ecuador, y
se necesita un menor nu´mero de ellos para cubrir todo el planeta, aunque las
comunicaciones padecen una latencia mı´nima de transmisio´n de ida y vuelta de
por lo menos medio segundo.
Nosotros nos centraremos en las redes GEO satelitales, ya que van a jugar un
papel muy importante en el futuro de Internet debido a la necesidad de dispo-
ner de servicios de comunicaciones en cualquier lugar y en cualquier momento.
Este tipo de redes son adecuadas para escenarios donde es complicado, o incluso
imposible, el despliegue de infraestructuras de comunicaciones cableadas. T´ıpi-
camente estos emplazamientos son: pa´ıses en desarrollo, lugares aislados, barcos,
aviones, etc.
Sin embargo, las comunicaciones GEO satelitales tambie´n tienen desventajas
que afectan al rendimiento de los servicios, como pueden ser: variabilidad de la
capacidad del enlace, grandes retardos de propagacio´n, corrupcio´n de paquetes
12
o asimetr´ıa del canal. En particular, estas caracter´ısticas hacen que las aplica-
ciones que utilizan el protocolo de transporte TCP sobre estas redes padezcan
degradaciones significativas del enlace.
2.1. Desventajas de utilizar TCP en redes GEO
satelitales
En las redes que contienen algu´n enlace sate´lite, las degradaciones del pro-
tocolo TCP esta´ndar se deben principalmente a que el algoritmo de control de
la congestio´n que utiliza, no es adecuado para superar los deterioros de dichos
enlaces. TCP es un protocolo de transporte orientado a conexio´n que genera co-
nexiones IP fiables entre dos nodos finales de red. E´ste fue disen˜ado para obtener
baja latencia en los enlaces.
El objetivo del control de congestio´n esta´ndar de TCP es mantener la carga
de la red cerca de la capacidad del sistema y compartir la capacidad disponible
entre los flujos de forma equitativa, implementando dos fases de exploracio´n:
una fase ma´s burda llamada arranque lento (slow start) y otra ma´s fina llamada
evitacio´n de la congestio´n (congestion avoidance). La principal caracter´ıstica del
algoritmo es que mide las pe´rdidas causadas por congestio´n. TCP incrementa
el taman˜o de la ventana de transmisio´n hasta que se produce una pe´rdida y,
entonces, la carga que se esta´ entregando al sistema se reduce. Por tanto, TCP
tiende a entregar al sistema tantos datos como sea posible, manteniendo llenas
las colas.
En las redes satelitales, al ser muy elevado el producto de ancho de banda
por retardo, TCP tiene que mantener un gran nu´mero de paquetes “en vuelo”
con el fin de utilizar plenamente el enlace.
Uno de los principales problemas que tiene TCP en estos enlaces es que con
un RTT (Round Trip Time) considerablemente elevado, las conexiones pueden
tardar varios segundos a reaccionar ante la congestio´n o a recuperarse de ella,
cosa que podr´ıa afectar a toda la red. En las redes terrestres, TCP reacciona ante
la pe´rdida de paquetes reduciendo la ventana de transmisio´n, ya que considera
que son debidas a congestio´n. Esto puede causar una reduccio´n innecesaria del
troughput si se aplica igual sobre enlaces sate´lite, donde la pe´rdida de paquetes
tambie´n es debida a errores en la transmisio´n. Adema´s, el hecho de que la ca-
pacidad de los enlaces sea asime´trica, hace que esa diferencia con el enlace de
retorno, que transporta los ACKs, pueda provocar en algu´n momento que los
reconocimientos no lleguen al mismo ritmo con el que se env´ıan los paquetes de
datos, situacio´n que afectar´ıa al rendimiento de TCP.
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2.2. Te´cnicas para mejorar el rendimiento de
TCP sobre enlaces sate´lite
Ya se han propuesto una gran variedad de soluciones para abordar los proble-
mas a los que TCP se ha de enfrentar en los entornos satelitales. Los diferentes
enfoques se pueden clasificar en tres categor´ıas: Null Knowledge (NK), Partial
Knowledge (PK) y Complete Knowledge (CK).
A los TCPs Null Knowledge tambie´n se les conoce como black-box TCPs.
Este nombre se debe a que estos TCPs consideran que los elementos de la red
no son accesibles, y por lo tanto ven la red como una caja negra. Algunas de
estas propuestas requieren una estimacio´n de algunos de los para´metros de la
red, tales como el ancho de banda disponible o la ocupacio´n de las colas. En
este caso, las estimaciones se hacen sin una reaccio´n expl´ıcita por parte de los
elementos implicados.
Las modificaciones propuestas para los black-box TCPs u´nicamente se aplican
al emisor y/o al receptor, pero nunca al comportamiento de cualquier elemento
de la red. Estas modificaciones suelen incluir cambios en el algoritmo de control
de errores y/o en el algoritmo de control de la congestio´n. Las principales ven-
tajas del enfoque NK es que su despliegue es transparente para la red y que la
sema´ntica extremo a extremo de TCP puede permanecer inalterada. El principal
inconveniente es que no pueden lograr una optimizacio´n total del rendimiento
del protocolo, ya que no tienen un conocimiento exacto y puntual del estado de
la red.
A continuacio´n se comentan dos propuestas para mejorar el rendimiento del
protocolo TCP esta´ndar (TCP Reno):
Aumentar el taman˜o inicial de la ventana de congestio´n hasta
cuatro segmentos. Un mayor taman˜o inicial de ventana acorta la fase de
inicio lenta y hace que la ventana pueda aumentar a un ritmo ma´s elevado.
No es una solucio´n muy adecuada para redes heteroge´neas, donde puede
haber enlaces con una alta congestio´n.
ACKs Selectivos, TCP SACK. Los reconocimientos contienen infor-
macio´n adicional sobre los segmentos desordenados que han sido recibidos
por el destino.
A continuacio´n se presentan unas cuantas variantes del protocolo TCP esta´ndar,
soluciones para mejorar el rendimiento extremo a extremo de los enlaces sate´lite,
y sin tener que modificar los nodos intermedios [1]:
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TCP New Reno: Se trata de una ligera modificacio´n del TCP Reno. Es
capaz de detectar mu´ltiples pe´rdidas de paquetes, por lo que es ma´s eficiente
que su predecesor. Aunque no distingue entre las pe´rdidas relacionadas con
la congestio´n y las que no lo esta´n.
TCP Vegas: Utiliza el RTT para obtener el throughput o´ptimo de la
red. La diferencia entre la tasa de transmisio´n del emisor y el throughput
de la red es la cantidad de paquetes atrasados, que se supone que esta´n
almacenados en algu´n bu´fer del cuello de botella. La ventana de congestio´n
esta´ ajustada de acuerdo a los datos atrasados.
TCP Veno: Utiliza mecanismos similares a los del TCP Vegas para estimar
el nu´mero de paquetes atrasados. Tambie´n utiliza el nu´mero de paquetes
que llevan retraso para diferenciar la causa de la pe´rdida de paquetes. Si el
nu´mero de paquetes que llevan retraso es inferior a un determinado umbral,
las pe´rdidas se suponen aleatorias y la ventana de congestio´n es aumentada.
TCP Westwood: Tambie´n trata de estimar los recursos de la red. Utiliza
el tiempo entre los paquetes ACK recibidos para calcular el ancho de banda
disponible. Los emisores asumen que la red esta´ congestionada despue´s de
recibir tres ACKs duplicados. En este caso se establece la ventana de con-
gestio´n al valor umbral del slow start, el cual es calculado para representar
el producto ancho de banda - retardo.
Freeze-TCP: El emisor TCP puede ser obligado a ponerse en modo per-
sistente mediante el establecimiento del taman˜o de la ventana a cero, con-
gelando as´ı los contadores TCP siempre que el RTT pueda causar un TCP
timeout.
Otra variante de este tipo, pero que s´ı precisa de la modificacio´n de los routers
intermedios, es TCP-Peach.
TCP-Peach: Incluye los algoritmos Sudden Start y Rapid Recovery adema´s
de los Congestion Avoidance y Fast Retransmit. Introduce segmentos de si-
mulacio´n de baja prioridad, que son copias del u´ltimo paquete enviado. Los
ACKs de los segmentos de simulacio´n muestran que la red esta´ disponible.
El algoritmo Sudden Start usa los ACKs de los segmentos de simulacio´n
para aumentar la ventana de congestio´n. En la fase de recuperacio´n ra´pida,
con el uso de paquetes de simulacio´n, la ventana de congestio´n se restaura
al valor que ten´ıa antes de la pe´rdida del paquete en 1 RTT.
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TCP-Peach+: Incluye los algoritmos Jump Start y Quick Recovery y
los segmentos NIL. Los segmentos NIL son paquetes de baja prioridad que
llevan informacio´n no reconocida. Se usan para comprobar la disponibilidad
de la red y la recuparacio´n de errores. Tambie´n usa la opcio´n TCP SACK.
TCP-Peach++: Evolucio´n propuesta para hacer frente a los anchos de
banda asime´tricos y a las persistentes caracter´ısticas que desvanecen el
enlace satelital.
Por otra parte, la mayor´ıa de propuestas que manejan cierto conocimiento
sobre para´metros de la red, o de los dispositivos que la forman, se pueden clasi-
ficar en partial knowledge (PK) y complete knowledge (CK). Las primeras hacen
referencia a la situacio´n en la que TCP tiene, por alguna razo´n, el acceso res-
tringido a los dispositivos de red (por ejemplo, tiene acceso so´lo a determinados
dispositivos, capas o para´metros); mientras que las segundas se refieren a una
situacio´n en la que TCP se despliega en un entorno en el que es posible controlar
cualquier para´metro de la red.
Los enfoques con cierto grado de conocimiento expl´ıcito sobre el estado de la
red permiten una mejor optimizacio´n del rendimiento de TCP en comparacio´n
con los que no la tienen. En este tipo de propuestas, los dispositivos de red env´ıan
feed-backs a la capa TCP del emisor para que e´ste pueda realizar una estimacio´n
del estado de la red y as´ı ajustar la velocidad de transmisio´n en consecuencia,
lo que mejora su rendimiento. Los mecanismos de notificacio´n expl´ıcita de la
congestio´n se utilizan para informar al emisor sobre la existencia de congestio´n
en la red y diferenciar entre las pe´rdidas que esta´n relacionadas con la congestio´n
de las que no lo esta´n.
La mejora efetiva del rendimiento de TCP es la principal ventaja que se
consigue con los enfoques cross-layering1. Sin embargo, e´sto se consigue a costa de
modificar el comportamiento del esta´ndar TCP de los elementos de red. Adema´s,
si TCP monitoriza un dispositivo de red remoto, el coste del flujo de sen˜alizacio´n
para reportar informacio´n (ancho de banda y procesamiento) tambie´n se debe
tener en cuenta. Debido a estos costes, la escalabilidad es un gran problema en el
disen˜o de los cross-layering TCPs. En la pra´ctica, y debido a que no es asumible
monitorizar todos los dispositivos, aunque se despliegue TCP en un entorno CK,
conseguir un o´ptimo disen˜o cross-layering es un compromiso entre mejorar el
rendimiento de TCP y la escalabilidad de la solucio´n. Para ello, la clave es la
adecuada seleccio´n de los dispositivos de red, los protocolos y para´metros que
van a ser monitorizados por TCP en cada capa.
1Intercambio de informacio´n entre diferentes capas de protocolos
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Los enfoques explicados hasta ahora se resienten por el hecho de utilizar
protocolos TCP optimizados para enlaces sate´lite entre usuarios finales. Obligar
a todos los usuarios a ejecutar un TCP optimizado, en la pra´ctica no es factible ni
escalable, ya que la mayor´ıa de sistemas operativos no incluyen este tipo de TCPs
en sus distribuciones esta´ndar. Adema´s, un TCP optimizado para enlaces sate´lite
puede no ser adecuado para una ruta terrestre. Este u´ltimo aspecto empeora la
situacio´n, ya que los usuarios finales deben ser capaces de prever si la ruta incluye
un enlace sate´lite o no para aplicar el tipo de protocolo TCP adecuado.
Finalmente, y con el objetivo de poder aplicar mejoras y mitigar los problemas
relacionados con la escalabilidad, se implementaron unos dispositivos disen˜ados
u´nica y exclusivamente para tratar los problemas existentes en los enlaces sate´lite,
utilizando mecanismos como los explicados en esta seccio´n. Estos elementos de
red son los que se conocen como Performance Enhancing Proxies, PEPs, y se
ubican en la red dividiendo la ruta, normalmente, en dos o tres segmentos.
Normalmente la comunicacio´n se divide en tres partes: emisor-a-PEP, PEP-
a-PEP y PEP-a-receptor. Quedando entre los dos PEPs el enlace problema´tico,
en este caso el satelital.
Figura 2.1: Escenario de red satelital con PEPs
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Cap´ıtulo 3
Performance Enhancing Proxies
Los Performance Enhancing Proxies son nodos intermedios de red que se
utilizan para mejorar el rendimiento de las comunicaciones en redes sate´lite de
gran ancho de banda, o BSM (Broadband Satellite Multimedia) [2].
3.1. Arquitectura y componentes
En las figuras 3.1 y 3.2 se pueden apreciar un terminal sate´lite (ST) y un ga-
teway satelital (GW) combinados con arquitecturas PEP respectivamente, segu´n
los define la ETSI (European Telecommunications Standards Institute).
El PEP que reside en el lado del ST BSM se llama ST PEP y el del lado del
GW BSM se llama y GW PEP. Ambos PEPs tienen una arquitectura similar con
dos interfaces, una para la red sate´lite BSM y una para las redes terrestres. En el
lado de la red sate´lite, los ST/GW PEPs esta´n conectados a los BSM ST/GW a
trave´s de una LAN Ethernet. Sin embargo, el GW PEP se puede encontrar lejos
del terminal BSM GW (como un GW PEP a cargo de un proveedor de servicios).
En el lado de la red terrestre, normalmente, el ST PEP se conecta a hosts de la
misma LAN, mientras que el GW PEP se conecta a un servidor de contenidos a
trave´s de Internet.
El protocolo de transporte en el PEP se divide entre los esta´ndares TCP/UDP
y los protocolos de transporte espec´ıficos de PEPs. E´stos pueden ser:
Un TCP modificado (TCP+), tal como el protocolo Hypla, que se usa en
configuraciones donde hay un PEP integrado (so´lo se utiliza el GW PEP).
El esta´ndar del protocolo de transporte I-PEP (I-PEP TP), recomendado
por I-Labs y utilizado en configuraciones con PEPs distribuidos.
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Figura 3.1: BSM ST PEP
Figura 3.2: BSM GW PEP
Un protocolo de transporte distribuido propietario (TP+); se utilizan pro-
tocolos espec´ıficos de otras empresas (no esta´ndares).
Los ST/GW PEPs pueden ser administrados de forma local o remota. En la
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gestio´n remota se pueden utilizar los protocolo SNMP o HTTP para comunicarse
con el sistema de gestio´n de BSM. En ambos casos, la monitorizacio´n del PEP y
los controles de configuracio´n se pueden basar en el esta´ndar MIB II y en MIBs
espec´ıficas por los fabricantes de los PEPs. Tambie´n, se puede ver en ambas
figuras la sen˜alizacio´n de calidad de servicio (QoS) entre el PEP y los gestores
BSM de QoS. Tal sen˜alizacio´n es necesaria para la monitorizacio´n de la QoS
en las colas del ST/GW y el ajuste de la tasa de los para´metros de control
en consecuencia. Esta sen˜alizacio´n se puede basar en arquitecturas IntServ o
DiffServ.
3.2. Escenarios
A continuacio´n se presentara´n varios escenarios para el uso de PEPs, y que
siguen las recomendaciones de Satlabs [3]. Todos los escenarios se aplican tanto
en topolog´ıa de estrella como de malla.
Un u´nico cliente
El escenario 1, el ma´s sencillo, se muestra en la figura 3.3. Es un escenario
de un so´lo usuario, (hay un claro emparejamiento entre los usuarios y los
clientes PEP). Refleja el t´ıpico escenario de usuario dome´stico u oficina en
casa. El cliente PEP se puede integrar con el BSM ST, o puede ser una
entidad auto´noma separada tanto del dispositivo de usuario final como del
BSM ST.
Figura 3.3: Escenario de u´nico cliente
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El escenario con multiusuario se extiende ma´s alla´ de la variante de u´nico
usuario en la que varios clientes de aplicaciones son atendidos por el mismo
cliente PEP.
Gateways PEP y BSM independientes
En el escenario 1 lo ma´s simple ser´ıa suponer que el GW PEP esta´ ubicado
junto con el BSM GW (lo que implica que el proveedor de servicios sate´lite,
o bien opera el PEP, o al menos proporciona instalaciones de alojamiento
para los respectivos componentes del sistema). En el escenario 2 (figura
3.4) el GW PEP es externo al BSM GW, motivando dos configuraciones
diferentes:
1. El servidor PEP puede ser gestionado por un proveedor de servicios
de Internet (ISP) independiente en favor de muchos usuarios.
2. El servidor PEP puede ser explotado por una empresa en favor propio.
Las principales diferencias entre el escenario 1 y el escenario 2 son las
siguientes:
• El enlace de comunicacio´n entre el GW PEP y el BSM GW, en el
escenario 2, se extiende a trave´s de una red de a´rea extensa que no
es de confianza, y adema´s el proveedor de servicios sate´lite puede no
serlo tampoco. Una conexio´n t´ıpica ser´ıa un tu´nel IP.
• Los esquemas de direccionamiento para los ST PEPs y el BSM GW
pueden ser controlados por dos instituciones diferentes.
Figura 3.4: Escenario con el GW PEP idependiente del BSM GW
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Mu´ltiples gateways PEP
En este escenario (figura 3.5) ya no hay un u´nico GW PEP, sino que se
utilizan varios, ya sea porque se utilizan varios ISPs o porque la mejora del
rendimiento se gestiona directamente entre los sitios de usuario (configu-
racio´n VPN). En comparacio´n con el escenario 2, el cliente PEP necesita
interactuar con mu´ltiples GW PEPs de diferentes fabricantes. E´ste es u´til
para casos en los que un terminal remoto tiene un tu´nel IP para las comu-
nicaciones empresariales, as´ı como una conexio´n directa a Internet para las
comunicaciones generales. Un PEP acelerador es necesario para ambas, y
so´lo puede operar de forma independiente.
Figura 3.5: Escenario donde un ST PEP accede a mu´ltiples GW PEPs
PEP integrado
Los tres escenarios anteriores muestran varios aspectos de una implemen-
tacio´n PEP distribuida (ST PEP y GW PEP en ambos extremos de la
conexio´n sate´lite). El escenario 4 (figura 3.6) muestra un ejemplo de un
PEP integrado.
Aqu´ı, la conexio´n TCP establecida entre los hosts finales se divide en dos
conexiones separadas (el GW PEP podr´ıa estar integrado en el BSM GW).
La primera conexio´n (entre el servidor y el GW PEP) utiliza el esta´ndar
TCP y se termina en el PEP. La segunda conexio´n (entre el GW PEP y
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Figura 3.6: Escenario con PEP integrado
el usuario final) puede usar una versio´n mejorada de TCP, compatible con
un receptor TCP esta´ndar.
En comparacio´n con los escenarios con PEPs distribuidos, e´ste es ma´s sen-
cillo, pero limita la capacidad de mejora de la conexio´n.
3.3. Clasificacio´n
Hay muchos tipos de PEPs y se utilizan en diferentes entornos para superar
las diversas caracter´ısticas del enlace que afectan al rendimiento del protocolo.
En funcio´n del modo de operacio´n se pueden clasificar en dos grupos [4]:
Proxies activos
Modifican los paquetes de datos y de control y realizan acciones como la
traduccio´n del protocolo y la divisio´n de la conexio´n.
Proxies pasivos
No cambian el contenido de los flujos de datos o de control, pero hacen mo-
dificaciones de otras caracter´ısticas como el ACK timing de los segmentos
TCP.
En base a las diferentes capas de operacio´n, en este proyecto nos centramos
en las implementaciones de PEPs que funcionan en la capa de transporte o en la
capa de aplicacio´n, ya que son las ma´s utilizadas para mejorar el rendimiento de
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los enlaces con caracter´ısticas problema´ticas. Aunque en principio, una aplicacio´n
PEP puede funcionar en cualquier capa de protocolos, normalmente funcionan
en una o dos solamente.
Proxies de capa de aplicacio´n
Algunos protocolos de aplicacio´n utilizan extran˜os round trips, cabeceras
demasiado detalladas y/o codificacio´n ineficiente de la cabecera que puede
tener un impacto significativo en el rendimiento, en particular, con grandes
retardos y enlaces sate´lite lentos. Esta sobrecarga innecesaria puede ser
reducida en general, o para un determinado tipo de enlace, mediante el uso
de PEPs de capa de aplicacio´n en un nodo intermedio.
Los PEPs de capa de aplicacio´n operan por encima de la capa de trans-
porte. Un ejemplo de proxy de capa de aplicacio´n es un Web cache´. Estos
PEPs se pueden implementar para mejorar el rendimiento del protocolo de
aplicacio´n, as´ı como el rendimiento del protocolo de transporte con respec-
to a una aplicacio´n particular que se utiliza con un tipo concreto de enlace.
Pueden tener la misma funcionalidad que un correspondiente proxy regular
para la misma aplicacio´n, pero ampliado con optimizaciones espec´ıficas de
las operaciones del protocolo en el enlace.
Proxies de capa de transporte
Los PEPs de capa de transporte pueden ser conscientes del tipo de apli-
cacio´n que se esta´ transportando, pero, a lo sumo, so´lo utilizan esta in-
formacio´n para influir en su comportamiento con respecto al protocolo de
transporte; no modifican de ninguna forma el protocolo de aplicacio´n, pero
le dejan operar extremo a extremo.
La mayor´ıa de las implementaciones de PEPs de capa de transporte in-
teractu´an con TCP, y se les llama TCP PEPs. A veces, el te´rmino TCP
spoofing se utiliza como sino´nimo de la funcionalidad TCP PEP, pero sin
embargo, este te´rmino describe con ma´s precisio´n la caracter´ıstica de la in-
terceptacio´n de una conexio´n TCP a medio camino y su finalizacio´n como
si el interceptor fuese el destinatario deseado. La mayor´ıa de las implemen-
taciones de TCP PEP usan TCP spoofing, pero no todas.
Estos agentes tambie´n se pueden dividir en base a su distribucio´n, su simetr´ıa
o su grado de transparencia en la implementacio´n.
Los PEPs pueden ser implementados en modo integrado o en modo distri-
buido. En el modo distribuido, habra´ dos o ma´s agentes PEP ubicados a
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lo largo de la ruta del enlace al que se le quiera mejorar el rendimiento.
El modo integrado significa que u´nicamente en un punto se va a aplicar la
mejora de rendimiento.
La mayor´ıa de las veces, las implementaciones de PEPs no son sime´tricas; lo
que quiere decir que no se toman las mismas acciones si los paquetes entran
por interfaces diferentes. Se suelen utilizar para mejorar enlaces donde las
condiciones son diferentes para cada uno de los sentidos. Un PEP sime´trico
utiliza un comportamiento ide´ntico para ambas direcciones (la toma de
decisiones no se ve afectada por haber recibido el paquete por una interfaz
u otra). Si un PEP es sime´trico o asime´trico, es totalmente independiente
de si es distribuido o integrado; un comportamiento no depende del otro.
Algunas implementaciones de PEPs requieren modificaciones en uno o am-
bos sistemas finales con el fin de utilizarlos, mientras que otros funcionan
de modo totalmente transparente a e´stos y sin requerir su modificacio´n.
Nosotros nos hemos centrado en los PEPs que trabajan en la capa de trans-
porte, y ma´s en concreto con los que utilizan el protocolo de transporte TCP.
3.4. Mecanismos para mejorar el rendimiento
de TCP
La caracter´ıstica clave de una implementacio´n PEP es el mecanismo, o me-
canismos, que se van a utilizar para mejorar el rendimiento del enlace. A conti-
nuacio´n se describen algunos ejemplos.
TCP ACK Handling : Muchas implementaciones de TCP PEPs se basan
en la manipulacio´n de ACKs. Esta manipulacio´n puede diferir considera-
blemente entre las diferentes implementaciones de PEPs.
TCP ACK Spacing : En entornos donde los ACKs tienden a acumularse,
el TCP ACK Spacing se utiliza para suavizar el flujo de reconocimientos
TCP que atraviesan un enlace. Esto mejora el rendimiento gracias a la eli-
minacio´n de las ra´fagas de segmentos de datos TCP que el emisor env´ıa
debido a la llegada constante de reconocimientos TCP, sin alterar las dife-
rentes conexiones TCP entre los nodos finales.
Local TCP Acknowledgements: En algunas implementaciones, los seg-
mentos de datos TCP recibidos por el PEP son localmente reconocidos por
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e´l antes de que hayan llegado a su destino final. Posteriormente elimina
los paquetes ACK enviados por el receptor. Esto es muy u´til sobre rutas
de red con un valor elevado del producto de ancho de banda por retardo
(por ejemplo, enlaces GEO satelitales), ya que acelera el comienzo lento de
TCP, y permite al emisor abrir ra´pidamente su ventana de congestio´n.
TCP Local Retransmissions: Un TCP PEP puede retransmitir local-
mente los segmentos de datos perdidos en la ruta entre el PEP y el sistema
receptor final, por lo tanto, el objetivo es la ra´pida recuperacio´n de dichos
datos. Para lograr e´sto, el PEP puede utilizar los reconocimientos que lle-
gan del receptor final, junto con los timeouts adecuados, y as´ı determinar
cua´ndo retransmitir localmente los datos perdidos.
TCP ACK Filtering and Reconstruction : En rutas con un ancho de
banda muy asime´trico, los ACKs TCP que fluyen en la direccio´n de baja
velocidad, pueden quedar congestionados si la relacio´n de asimetr´ıa es su-
ficientemente elevada. El mecanismo de filtrado y reconstruccio´n de ACKs
se ocupa de filtrarlos en un lado del enlace y de reconstruir los suprimidos
en el otro. Mientras los ACKs sean acumulativos, la reconstruccio´n de los
eliminados sera´ necesaria para mantener el registro de ACKs del emisor.
Tunneling : Un PEP puede encapsular mensajes en un tu´nel para llevarlos
a trave´s de un enlace en particular y el PEP del otro extremo del tu´nel
eliminara´ los envoltorios antes de realizar la entrega al sistema receptor
final. Un tu´nel podr´ıa ser utilizado por una implementacio´n distribuida
que divide la conexio´n TCP, como el medio para llevar las conexiones entre
los PEPs. Un tu´nel tambie´n podr´ıa ser utilizado para ayudar a forzar las
conexiones TCP que utilizan el enrutamiento asime´trico a pasar por los
puntos finales de una implementacio´n distribuida.
Compression : Muchas de las implementaciones de PEPs incluyen soporte
para una o ma´s formas de compresio´n. En algunas, la compresio´n puede
ser incluso el u´nico mecanismo utilizado para mejorar el rendimiento. E´sta
reduce el nu´mero de bytes que deben ser enviados a trave´s de un enlace. Se
puede aplicar en la cabecera, en el payload, o en ambos. Generalmente es u´til
y puede ser muy importante para enlaces con un ancho de banda limitado.
Los beneficios del uso de la compresio´n incluyen la mejora de la eficiencia
del enlace y una mayor utilizacio´n efectiva del mismo, la reduccio´n de la
latencia y la mejora del tiempo de respuesta interactivo, la disminucio´n
del overhead y la reduccio´n de la tasa de pe´rdidas de paquetes a trave´s de
enlaces con pe´rdidas. Este mecanismo se suele utilizar ma´s en situaciones
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donde dos PEPs se comunican v´ıa un u´nico enlace y no es necesaria ninguna
informacio´n de enrutamiento.
Handling Periods of Link Disconnection with TCP : Durante la
desconexio´n del enlace, o per´ıodos de interrupcio´n del mismo, el emisor
TCP no recibe los reconocimientos previstos. Al expirar el contador de
retransmisio´n, hace que TCP cierre la ventana de congestio´n con todos los
inconvenientes que ello conlleva. Un TCP PEP puede monitorizar el tra´fico
que viene del emisor hacia el receptor, detra´s del enlace desconectado. El
PEP se reserva el u´ltimo ACK, de manera que puede cerrar la ventana
del emisor mediante el env´ıo de e´ste con el bit de ventana de congestio´n a
cero. As´ı, el emisor entrara´ en modo persistente. Para que esto funcione en
ambas direcciones con una implementacio´n TCP PEP integrada, el receptor
de detra´s del enlace desconectado debe ser consciente de la situacio´n actual
de la conexio´n y, en caso de desconexio´n, debe ser capaz de “congelar” todos
los contadores. Otra posibilidad es que el enlace desconectado este´ rodeado
por un par de PEPs distribuidos.
Priority-based Multiplexing : La implementacio´n de la multiplexacio´n
de datos basada en prioridades sobre un enlace lento, puede mejorar signi-
ficativamente el rendimiento y la usabilidad de dicho enlace para conexio-
nes, o aplicaciones seleccionadas. Un usuario con transferencias de datos
simulta´neas detra´s de un enlace lento, experimentar´ıa un mejor rendimiento
si las transferencias urgentes (por ejemplo, conexiones interactivas) pudie-
ran tener menor tiempo de respuesta que las menos urgentes. Si las conexio-
nes interactivas transmiten datos suficientes como para mantener el enlace
lento completamente utilizado, podr´ıa ser necesario suspender completa-
mente las transferencias menos urgentes por un tiempo para asegurar la
entrega a tiempo de las conexiones ma´s urgentes. Este tipo de operaciones
pueden ser llevadas a cabo por PEPs distribuidos mediante la asignacio´n
de diferentes prioridades para diferentes conexiones (o aplicaciones). Una
implementacio´n PEP, que divide la conexio´n, permite retrasar la entrega
de datos de un flujo TCP de baja prioridad por un per´ıodo ilimitado de
tiempo mediante una simple reprogramacio´n del orden en el que env´ıa los
datos de los distintos flujos al host de destino.
Changing TCP Retransmission Parameters: El funcionamiento del
protocolo TCP esta´ definido por complejos para´metros. Lo ideal ser´ıa ir
ajusta´ndolos para adaptarlo al ma´ximo al tipo de conexio´n utilizada. La
modificacio´n de los mismos puede variar su rendimiento y siempre ha de ir
en consonancia con el otro extremo de la comunicacio´n. Algunos de estos
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para´metros son el taman˜o de la ventana, el timeout de retransmisio´n, el
taman˜o del bu´fer, etc.
Muchas implementaciones de TCP PEPs combinan algunos de estos meca-
nismos y, posiblemente, tambie´n emplean algunos mecanismos adicionales.
3.5. Los TCP PEPs
Los TCP PEPs se utilizan, generalmente, para impedir que el retardo de los
ACKs TCP afecte negativamente al rendimiento de los enlaces. Las redes donde
ma´s se usan estos PEPs son las satelitales y las inala´mbricas.
Los TCP PEPs suelen recoger la informacio´n de identificacio´n de flujo y del
nu´mero de secuencia del tra´fico TCP que fluye a trave´s de ellos y la utilizan
para separar los paquetes en los distintos flujos y para comparar los ACKs con
los segmentos de datos, respectivamente. Los datos de identificacio´n de flujo se
componen de las direcciones IP y los nu´meros de puerto TCP de origen y destino.
Tanto la informacio´n de identificacio´n de flujo como del nu´mero de secuencia
la necesita el proxy si quiere construir un paquete ACK prematuro, y de esta
forma mejorar el throughput global de los flujos TCP y reducir el nu´mero de
retransmisiones debidas al retardo de los reconocimientos.
Nosotros trabajaremos con PEPs de este tipo. Normalmente tendremos dos
PEPs situados en los extremos finales del enlace sate´lite con el fin de dividir
las conexiones en tres partes (emisor a PEP, PEP a PEP y PEP a receptor) y
as´ı poder optimizar el protocolo de transporte entre ellos, te´cnica ma´s conocida
como Splitting. Normalmente se tendera´ a maximizar el uso del ancho de banda
ofrecido por dicho segmento en particular teniendo en cuenta las caracter´ısticas
del enlace.
3.5.1. TCP Splitting
El splitting es, actualmente, el enfoque ma´s utilizado para mejorar el ren-
dimiento extremo a extremo de TCP en entornos satelitales, ya que reduce el
tiempo de sondeo en cada conexio´n. Sin embargo, haciendo uso del protocolo en
versiones optimizadas para estos enlaces, rompe la sema´ntica extremo a extremo
de TCP.
El objetivo de la divisio´n es aislar la larga latencia del enlace sate´lite. Una
vez aislado el enlace se pueden aplicar mecanismos y te´cnicas para mejorar su
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rendimiento sin el peligro de que la aplicacio´n de esos sistemas pueda empeorar
el rendimiento del resto de tipos de enlaces que hay en la comunicacio´n. Adema´s,
a diferencia de un proxy cache´, el splitting es transparente tanto para el emisor
como para el receptor.
Una implementacio´n PEP distribuida que aplique splitting, divide la conexio´n
TCP en un mı´nimo de tres subconexiones. Normalmente, termina la conexio´n
establecida con el host emisor y establece una correspondiente conexio´n con el
agente PEP situado al otro lado del enlace; que a su vez entregara´ los paque-
tes al host final a trave´s de la tercera subconexio´n. Si la implementacio´n PEP
es integrada, el u´nico PEP existente termina la conexio´n con el host emisor y
establece una conexio´n independiente con el otro extremo final.
Adema´s, la implementacio´n distribuida puede utilizar una conexio´n indepen-
diente para cada conexio´n TCP entre los PEPs, o puede multiplexar los datos
de mu´ltiples conexiones TCP a trave´s de una u´nica conexio´n entre ellos.
Mecanismos de optimizacio´n
A continuacio´n se describen los dos sistemas de mejora del enlace sate´lite (o
inala´mbrico) ma´s utilizados actualmente en este tipo de arquitecturas [4].
TCP Snooping : Los nodos intermedios inspeccionan cada uno de los
paquete que pasan a trave´s de ellos y comparan los paquetes de datos
que van en una direccio´n con los ACKs que van en la otra usando las
direcciones IP y los nu´meros de los puertos TCP de origen y destino, con el
fin de detectar la pe´rdida de algu´n paquete. Si e´sto ocurre, ellos mismos se
encargan de retransmitir los segmentos perdidos y de ocultarle los indicios
de pe´rdidas al emisor (normalmente tres ACKs duplicados). Para poder
llevar a cabo estas operaciones, almacenan los paquetes de datos hasta que
observan un ACK adecuado en la red. Este mecanismo pretende disminuir
la sobrecarga de la red y reducir la posibilidad de que se ponga fin a la fase
de prevencio´n de la congestio´n de las conexiones TCP.
TCP Spoofing : El nodo intermedio intercepta la conexio´n TCP a mitad
de camino y la termina haciendose pasar por el receptor final de la comu-
nicacio´n (env´ıa un ACK prematuro). De esta manera el extremo emisor
cree que los paquetes han llegado correctamente al otro extremo antes de
que realmenta haya sucedido. En caso de que el receptor final pida una
retransmisio´n, sera´ el PEP el encargado de realizarla (guarda los paquetes
de datos en cache´ hasta que observa el ACK correspondiente); y adema´s
eliminara´ todos los ACKs que vaya enviando el receptor.
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3.6. Conflictos entre IPSec y los TCP PEPs
El uso de IPsec y el de cualquier te´cnica para mejorar el rendimiento en el
enlace son mutuamente excluyentes, debido a que el payload de red, si se utiliza
IPsec, es inaccesible por parte de los nodos intermedios. Los PEPs trabajan con
dos informaciones de estado, la informacio´n de identificacio´n de flujo y el nu´me-
ro de secuencia TCP, que esta´n almacenadas en las cabeceras de los paquetes
TCP/IP y sin las cuales no pueden funcionar.
Cuando una sesio´n TCP se transporta mediante el protocolo ESP de IPsec
la cabecera TCP viaja cifrada, de esta forma se hace imposible para los nodos
intermedios el acceso al flujo de identificacio´n TCP y al nu´mero de secuencia.
El agente PEP no puede obtener la informacio´n necesaria para generar recono-
cimientos o retransmitir segmentos de datos.
El protocolo AH tambie´n presenta problemas para el correcto funcionamien-
to de los PEPs, ya que a menudo modifican el flujo de reconocimientos TCP
con el fin de influenciar en el comportamiento del protocolo. La proteccio´n de
autenticacio´n no permite la modificacio´n de los paquetes por parte de los PEPs.
3.7. Limitaciones fundamentales de la protec-
cio´n extremo a extremo
Las implicaciones que tiene el uso de IPsec van ma´s alla´ del correcto funcio-
namiento de los PEPs o las redes inala´mbricas. Fundamentalmente, el modelo
de proteccio´n extremo a extremo de IPsec y su estricto principio de layering
son inadecuados para una nueva clase emergente de servicios y aplicaciones de
enrutamiento, donde a menudo los routers conf´ıan en alguna informacio´n sobre
el payload del datagrama IP, tal como ciertos campos de la cabecera del pro-
tocolo de capa superior, para tomar decisiones de enrutamiento inteligentes. A
continuacio´n veremos algunos ejemplos de estos servicios y aplicaciones.
Ingenier´ıa de tra´fico: La informacio´n del flujo en IPv4 se almacena en-
tre la cabecera IP y las cabeceras del protocolo de capa superior, tal como
los puertos TCP o UDP. Por lo tanto, cualquier mecanismo que haga cla-
sificacio´n de flujos dentro de la red necesitara´ acceder a las cabeceras de
los protocolos de capa superior. Si esta clasificacio´n se realiza dentro de
la red y no en los extremos finales, entonces entrara´ en conflicto con IP-
sec. La clasificacio´n de flujos es esencial para soportar calidad de servicio
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(QoS) y proveer diferentes clases de servicios. Esta´n incluidos la clasifi-
cacio´n en colas basadas en clases o en flujos, el algoritmo Random Early
Detection (RED), el enrutamiento basado en el control y la vigilancia de la
congestio´n (policing), los servicios integrados (RSVP) y los diferenciados
(Diffserv), etc.
Ana´lisis de tra´fico: Los ingenieros de red leg´ıtimos y los administradores,
a menudo necesitan tener la capacidad de monitorizar y analizar el tra´fico
de una red para realizar diversas tareas, tales como el control de la carga
o el tra´fico, la planificacio´n de la capacidad, la realizacio´n de diagno´sticos,
la deteccio´n de intrusos o la proteccio´n (firewalls). Estas tareas a menudo
requieren la capacidad de acceder a las cabeceras de protocolos de capas
superiores dentro de los paquetes, mientras que la proliferacio´n del cifrado
de paquetes mediante IPSec puede evitar dicho ana´lisis, o limitar su granu-
laridad. El hecho de que ese ana´lisis sea necesario y esencial, significa que
debemos encontrar una manera de complacer ambas necesidades.
Proxies de capa de aplicacio´n: Algunos routers en Internet pueden
proporcionar servicios de capa de aplicacio´n para mejorar el rendimiento
(por ejemplo un proxy Web), y se ven claramente afectados por el uso de
paquetes encriptados.
Redes activas: La arquitectura de red activa es un nuevo paradigma de
enrutamiento en el que los routers realizan un ca´lculo personalizado sobre
los datos que fluyen a trave´s de ellos. Conceptualmente, un datagrama IP
puede no so´lo llevar cabeceras de protocolos de capas altas y datos de usua-
rio, sino tambie´n “co´digo” (un conjunto de instrucciones ejecutables) para
ser interpretado por los enrutadores intermedios para describir, aprovisio-
nar o adaptar los servicios y recursos de red, y as´ı lograr la entrega y la
getio´n requeridas. Obviamente, la parte de “co´digo” de los datagramas IP
no puede ser protegida extremo a extremo mediante IPsec.
Todos estos mecanismos conf´ıan en los nodos intermedios de red para llevar
a cabo “operaciones inteligentes” basadas en la informacio´n encapsulada en los
paquetes IP. Se podr´ıa considerar que violan el principio de capas. Adema´s, im-
piden el uso de mecanismos de seguridad extremo a extremo. Pero la mayor´ıa de
ellos tienen valores pra´cticos en el mundo real, y por tanto, proporcionar segu-
ridad y extensibilidad en una plataforma unificada se convierte en un problema
muy dif´ıcil de solucionar.
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Cap´ıtulo 4
Interoperable Performance
Enhancing Proxy
Como se indica en la especificacio´n I-PEP [3], definida por el Satlabs working
group, la figura 4.1 muestra un panorama general del sistema satelital actual: dos
proveedores de servicios satelitales, a trave´s de equipos y software de diferentes
fabricantes, ofrecen servicios DVB-RCS (Digital Video Broadcasting - Return
Channel Satellite) para numerosos clientes, que a su vez utilizan una variedad de
equipos de recepcio´n y software. Para habilitar este escenario tan heteroge´neo,
los formatos de datos y normas ba´sicas para el intercambio de informacio´n a
trave´s del enlace de comunicaciones por sate´lite deben estar estandarizados.
Como vemos en la figura 4.1, dos proveedores de servicios esta´n ejecutando
servidores de dos fabricantes diferentes (codificados en color amarillo y naranja).
Los clientes utilizan equipamiento de tres fabricantes diferentes (codificados en
color amarillo, naranja y verde). Todos los servidores y clientes pueden comu-
nicarse en el nivel definido en esta especificacio´n del protocolo (flechas verdes).
Ma´s alla´ de esta interoperabilidad ba´sica para conseguir una comunicacio´n v´ıa
sate´lite eficiente, soluciones de un fabricante concreto en el lado del cliente y
del servidor pueden proporcionar servicios adicionales y/o perfeccionados para
sus clientes. E´stos se benefician as´ı, de la extensibilidad del fabricante concreto
de la especificacio´n actual (flechas azules). Por u´ltimo, con esta especificacio´n,
limitada estrictamente a la interfaz ae´rea, los fabricantes incluso pueden propor-
cionar una mayor diferenciacio´n de productos mediante algoritmos inteligentes
propietarios tanto en la plataforma del cliente como en la del servidor, ya que la
configuracio´n local, la integracio´n de sistemas, la operacio´n y los algoritmos se
dejan abiertos.
La arquitectura funcional I-PEP asume un enfoque de conexio´n dividida
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Figura 4.1: Escenario I-PEP general
(splitting) con, esencialmente, dos funciones de intere´s diferentes (figura 4.2).
La subdivisio´n lo´gica supone un servidor I-PEP identificable y un cliente capaz
de soportar el protocolo aqu´ı definido. Asociadas con el cliente y el servidor I-PEP
esta´n una aplicacio´n cliente y otra servidor, respectivamente. Las dos entidades
I-PEP se comunican a trave´s de un enlace DVB-RCS. Tanto la comunicacio´n
entre la aplicacio´n y el I-PEP clientes como la comunicacio´n entre la aplicacio´n
y el I-PEP servidores pueden llevarse a cabo arbitrariamente a trave´s de redes
locales, o de a´rea extensa, utilizando protocolos de comunicacio´n basados en el
esta´ndar IP, como TCP. En la pra´ctica, la aplicacio´n y el I-PEP clientes probable-
mente este´n ubicados en la misma LAN, o incluso en el mismo dispositivo f´ısico,
mientras que la aplicacio´n y el I-PEP servidores a menudo se han de comunicar
a trave´s de Internet.
Hay que tener en cuenta que la distincio´n anterior entre cliente y servidor es
introducida artificialmente para simplificar la diferenciacio´n de estas entidades en
la descripcio´n. Se considera que las partes del servidor siempre se encuentran en
la parte del HUB DVB-RCS del enlace, y los respectivos clientes en la parte del
terminal DVB-RCS. La especificacio´n del protocolo I-PEP, en s´ı, es sime´trica en el
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Figura 4.2: Componentes ba´sicos I-PEP
aspecto de que los dos peers pueden tener las mismas capacidades, ambos pueden
invocar las mismas acciones, etc. Del mismo modo, los dos peers aplicacio´n (A
y B) pueden tener funciones arbitrarias: pueden actuar como servidores, como
clientes, o como peers iguales.
I-PEP sigue esta idea por dos razones:
1. Para seguir mejor el despliegue comu´n de DVB-RCS.
2. Para reflejar la naturaleza asime´trica que puede ser incorporada en los
protocolos complementarios (como anuncios de servicio), tal como se define
en el contexto de las capas de sesio´n y gestio´n en apoyo a la localizacio´n
del servicio y al balanceo de carga.
El protocolo de transporte I-PEP se utiliza para transferir eficientemente los
datos entre dos peers I-PEP. Para evitar la definicio´n desde cero de un protocolo
totalmente nuevo y con ello permitir lograr la interoperabilidad incluso con peers
no PEP, se tomara´ como base el esta´ndar del protocolo de transporte fiable
utilizado en Internet: TCP. Como se ha demostrado en repetidas ocasiones, TCP
no esta´ bien adaptado para la comunicacio´n a trave´s de rutas de red que:
Presentan un elevado valor del producto ancho de banda por retardo.
Muestran una fraccio´n significativa de pe´rdidas de paquetes no relacionadas
con la congestio´n.
Los enlaces sate´lite por definicio´n pertenecen al primer grupo, y dependien-
do de la configuracio´n y las condiciones ambientales, tambie´n pueden mostrar
caracter´ısticas del segundo.
La especificacio´n I-PEP esta´ basada en TCP, en SCPS-TP (Space Commu-
nications Protocol Standards - Transport Protocol) [5], y en las recientes exten-
siones de TCP. Crea un protocolo adecuado para las comunicaciones sate´lite v´ıa
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DVB-RCS mientras mantiene la compatibilidad con TCP y SCPS-TP. Toman-
do SCPS-TP como punto de partida, I-PEP elimina todas esas opciones que no
son significativas para asegurar comunicaciones v´ıa DVB-RCS (incluidas las que
pueden ser realizadas fa´cilmente y de manera independiente, como la opcio´n de
enviar datagramas UDP), creando un perfil espec´ıfico I-PEP para las capacida-
des disponibles de SCPS-TP. Por ejemplo, el servicio de transporte best effort
(BETS) para SCPS-TP no es necesario, las normas de control de la congestio´n
deben ser adaptadas, y varios para´metros y opciones se deben volver a examinar.
Las funciones que se consideran relevantes para las comunicaciones por sate´lite,
pero au´n no esta´n incluidas en el SCPS-TP, se agregan en esta especificacio´n.
Las extensiones del protocolo de transporte se reducen al mı´nimo y otras funcio-
nalidades se pasan a un protocolo a parte, ortogonal al de transporte.
SCPS-TP implementa dos algoritmos de control de congestio´n alternativos:
el Van Jacobson slow start and congestion avoidance y el TCP Vegas.
Adema´s, I-PEP define un protocolo de sesio´n opcional que actu´a como un
sencillo protocolo de control, ofreciendo varias funciones de apoyo para propor-
cionar servicios relacionados con las sesiones entre clientes y servidores I-PEP.
Por ejemplo, informar a los clientes I-PEP sobre la disponibilidad y las capaci-
dades de los servidores I-PEP y los para´metros de negociacio´n de los servicios.
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Cap´ıtulo 5
Digital Video Broadcasting -
Return Channel Satellite
DVB-RCS es hoy un esta´ndar emergente para los sistemas de comunicaciones
bidireccionales v´ıa sate´lite [7]. DVB-RCS ha sido implementado con e´xito por
gran parte de los principales fabricantes del mercado y se ha probado como
sistema adecuado y escalable en grandes instalaciones Europeas. Por esta razo´n,
la investigacio´n y el testeo de sistemas DVB-RCS basados en arquitecturas PEP
se han centrado en garantizar la interoperabilidad entre diferentes sistemas de
multiples fabricantes. De all´ı que surgiera la especificacio´n I-PEP.
Este esta´ndar fue concebido como respuesta al crecimiento de la demanda
de aplicaciones interactivas y servicios de banda ancha, tales como servicios de
datos o acceso a Internet.
El canal de retorno ofrece una velocidad variable de hasta 2 Mbps utilizando
MPEG-TS o ATM (Asynchronous Transfert Mode). La tecnolog´ıa de transmisio´n
utiliza la te´cnica MF-TDMA (Multi-Frequency Time Division Multiple Access),
que hace que mu´ltiples peers compartan una misma capacidad de acceso (ancho
de banda).
DVB-RCS permite el transporte del protocolo IP, y soporta tambie´n mu´lti-
ples protocolos de enrutamiento (RIP, IGMP, etc.) y de transporte (RTP, UDP,
TCPS, etc.).
DVB-RCS especifica un modelo de referencia para la arquitectura de la red
sate´lite interactiva (ISN) y tambie´n define un marco para trabajar con el mecanis-
mo de capa MAC. En este escenario, el NCC (Network Control Center) controla
la asignacio´n de la capacidad del enlace ascendente para las transmisiones RCST.
Con el objetivo de garantizar un exitoso funcionamiento de la ISN, la utili-
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zacio´n de los recursos sate´lite deben ser gestionados de la manera ma´s eficiente
como sea posible. Por lo tanto, los sistemas de ancho de banda bajo demanda
(BoD) (tambie´n conocidos como Demand Assignment Multiple Access, te´cnicas
DAMA) han sido considerados en la estandarizacio´n de DVB-RCS. El sistema
BoD se define como un conjunto de protocolos y algoritmos MAC que le permiten
al RCST solicitar recursos al NCC cuando necesita transportar tra´fico al GW.
Como resultado de ello, con las te´cnicas DAMA es posible mejorar la utilizacio´n
de los recursos sate´lite cuando esta´n presentes diferentes clases de tra´fico.
En particular, en un sistema DAMA, el RCST es el responsable de analizar,
calcular y solicitar la capacidad necesaria para realizar las transmisiones en el
enlace ascendente. Por ejemplo, cuando un RCST tiene datos para transmitir,
en primer lugar le pide la capacidad que necesita al NCC, entonces e´ste le asigna
slots temporales del canal de retorno en funcio´n de cada peticio´n, e informa a
todas las RCSTs de los slots permitidos para las transmisiones mediante el uso de
mensajes Terminal Burst Time Plan (TBTP) enviados sobre el canal forward.
Cada RCST mira en su TBTP recibido y transmite los datos en los slots de
tiempo que le han sido asignados.
En este contexto, en el esta´ndar DVB-RCS se definen cinco me´todos diferentes
de asignacio´n de capacidad (capa 2): asignacio´n de tasa constante (CRA), tasa
basada en capacidad dina´mica (RBDC), volumen basado en capacidad dina´mica
(VBDC), volumen absoluto basado en capacidad dina´mica (AVBDC) y asigna-
cio´n libre de capacidad (FCA).
La clase CRA se utiliza para aplicaciones con caracter´ısticas de tra´fico suave,
que requieren una tasa fija garantizada, delay y delay jitter mı´nimos. La clase
RBDC so´lo se usa para el tra´fico que no demanda una tasa fija garantizada y
soporta el delay de minimum scheduling latency (MSL). La clase VBDC so´lo se
utiliza para el tra´fico que puede tolerar delay jitter (por ejemplo, el tra´fico IP
esta´ndar). La clase AVBDC es similar a la clase VBDC y se utiliza en su lugar
cuando el RCST sabe que la solicitud VBDC se puede haber perdido. Por u´ltimo,
la capacidad que no se ha asignado a uno o ma´s RCSTs se asigna a la clase FCA.
Esta asignacio´n no es solicitada expl´ıcitamente por parte de los RCSTs, ya que
a esta clase se le asigna toda la capacidad que no va a ser utilizada por otras.
La caracter´ıstica ma´s relevante del DVB-RCS, y relacionada con este proyec-
to, es la siguiente: desde el punto de vista del terminal sate´lite, la utilizacio´n
del sistema DAMA contribuye a aumentar el retardo extremo a extremo de la
comunicacio´n, llamado accessdelay ; de modo que el rendimiento de TCP se pue-
de ver significativamente afectado. Esta caracter´ıstica se genera, debido a que el
NCC demandara´ un intercambio de sen˜alizacio´n para regular los flujos de datos
con el fin de asignar la capacidad solicitada por el RCST. Por lo tanto, el uso
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de TCP como protocolo de transporte sobre redes DVB-RCS con el sistema DA-
MA, genera dos bucles de control: en primer lugar, en la capa MAC, el bucle de
asignacio´n de ancho de banda DAMA, que es el bucle generado entre la solici-
tud de recursos y la asignacio´n de los mismos. En segundo lugar, en la capa de
transporte, el bucle de control de flujo TCP, que es considerado como el bucle
entre la recepcio´n del segmento TCP y el ACK.
Como veremos en el cap´ıtulo 7, con el fin de reducir el accessdelay mediante
un esquema de asignacio´n preventivo, el protocolo XPLIT propone una interac-
cio´n cross-layer entre la capa MAC y la capa TCP. XPLIT exhibe un excelente
comportamiento sobre redes DVB-RCS. Su implementacio´n reduce de forma no-
table el retardo en las colas y tambie´n consigue una utilizacio´n eficiente de la
capacidad satelital compartida.
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Cap´ıtulo 6
Internet Protocol Security
(IPsec)
6.1. Introduccio´n
IPsec es una extensio´n esta´ndar del protocolo IP que describe mecanismos y
protocolos de seguridad, interoperables, de alta calidad y basados en criptograf´ıa,
para proporcionar servicios de seguridad en la capa IP [8].
El conjunto de servicios de seguridad ofrecidos incluye control de acceso, in-
tegridad sin conexio´n, autenticacio´n del origen de los datos, deteccio´n y rechazo
ante repeticiones (anti-replay), confidencialidad (mediante cifrado) y confiden-
cialidad limitada del flujo de tra´fico.
Sus principales componentes son cuatro: Los protocolos de seguridad, Authen-
tication Header (AH) y Encapsulating Security Payload (ESP), las Asociaciones
de Seguridad (SAs), la gestio´n de claves, manual o automatizada (Internet Key
Exchange, IKE), y los algoritmos criptogra´ficos para autenticar y cifrar los pa-
quetes.
IPsec utiliza dos protocolos diferentes para asegurar la autenticacio´n, integri-
dad y confidencialidad de la comunicacio´n, AH y ESP; as´ı como procedimientos y
protocolos para gestionar mejor las claves criptogra´ficas. Adema´s puede proteger
los paquetes mediante dos modos, el modo transporte, que u´nicamente protege
la informacio´n de los protocolos de las capas superiores, y el modo tu´nel, que
protege el datagrama IP por completo.
Los protocolos definidos por IPsec para proporcionar los servicios de seguri-
dad mencionados anteriormente trabajan independientemente de los algoritmos
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criptogra´ficos que se utilicen. El esta´ndar no define los algoritmos que se han de
utilizar.
Para proporcionar proteccio´n ante ataques por denegacio´n de servicio los
protocolos IPsec emplean ventanas deslizantes. Los paquete tienen un nu´mero
de secuencia y so´lo se aceptan los que tienen un nu´mero comprendido dentro de
la ventana o mayor. El resto son descartados inmediatamente.
Para que las dos partes de la comunicacio´n puedan encapsular y desencap-
sular los paquetes IPsec se necesitan estructuras que contengan los algoritmos
criptogra´ficos, las claves secretas, las direcciones IP involucradas, etc. Todos es-
tos para´metros se guardan en lo que se conocen como Asociaciones de Seguridad
(Security Associations, SA). Las SAs, a su vez, se almacenan en bases de datos
de asociaciones de seguridad (Security Asocciation Databases, SAD).
La configuracio´n manual de estas SAs es proclive a errores, y no es muy segura;
adema´s se puede convertir en una tarea impracticable a medida que aumenta el
nu´mero de equipos involucrados. Por todo ello, uno de los problemas cr´ıticos a los
que se enfrenta el administrador de sistemas es el intercambio de claves: ¿co´mo
intercambiar claves sime´tricas cuando au´n no se ha establecido ningu´n tipo de
cifrado?. Para resolver e´sto se desarrollo´ el protocolo de intercambio de claves
por Internet (Internet Key Exchange Protocol, IKE).
6.2. Descripcio´n general del sistema
La proteccio´n que ofrece IPsec se basa en los requisitos definidos dentro de la
base de datos de pol´ıticas de seguridad (Security Policy Database, SPD), que crea
y mantiene el administrador del sistema. En general hay tres acciones diferentes
para procesar los paquetes en base a la informacio´n de la cabecera IP y de la
cabecera de la capa superior, la cual es comparada con las entradas de la SPD.
Cada paquete puede ser procesado aplica´ndole servicios de seguridad de IPsec,
permitie´ndole el paso sin proteccio´n o descarta´ndolo.
IPsec puede ser utilizado para proteger las comunicaciones entre un par de
hosts, entre un par de gateways de seguridad, o entre un gateway de seguridad y
un host. Un host debe soportar la primera y la tercera situacio´n, y un gateway
de seguridad debe poder soportar las tres, ya que en ciertas circustancias actu´a
como un host.
IPsec, opcionalmente, soporta la compresio´n de las cabeceras IP. Opcio´n mo-
tivada por el hecho de que una vez se ha cifrado el paquete IP se impide la
compresio´n del mismo.
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6.2.1. Que´ hace IPsec
IPsec crea una frontera entre las dos interfaces del sistema, la protegida y la
no protegida. E´sta es atravesada u´nicamente por los paquetes que los controles de
acceso, especificados en la configuracio´n de IPsec, permiten (ver la figura 6.1).
Los controles indican si los paquetes pueden cruzar la frontera sin obsta´culos,
gozar de los servicios de seguridad, o ser descartados.
Figura 6.1: Modelo de procesamiento de IPsec a nivel alto
A partir de ahora, el te´rmino inbound hara´ referencia al tra´fico que entra
en una implementacio´n de IPsec a trave´s de la interfaz no protegida, o emitida
por la implementacio´n en la parte no protegida de la frontera, y se dirige hacia
la interfaz protegida. El te´rmino outbound se refiere al tra´fico que entra en la
implementacio´n a trave´s de la interfaz protegida, o emitida por la implementacio´n
en el lado protegido de la frontera, y se dirige hacia la interfaz no protegida. Una
implementacio´n de IPsec puede soportar ma´s de una interfaz en uno o ambos
lados de la frontera.
6.2.2. Co´mo trabaja IPsec
IPsec utiliza dos protocolos para proporcionar los servicios de seguridad al
tra´fico de datos, Authentication Header (AH) y Encapsulating Security Payload
(ESP). Ambos esta´n descritos en detalle en sus correspondientes RFCs [9, 10].
Las implementaciones de IPsec deben soportar el protocolo ESP y pueden
hacerlo con el AH (el soporte al AH ha sido degradado a opcional porque la
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experiencia ha demostrado que hay muy pocos casos en los que el ESP no pueda
prestar los servicios de seguridad necesarios). Hay que tener en cuenta que el
protocolo ESP puede ser usado para proporcionar u´nicamente integridad, sin
confidencialidad; por lo que es comparable al AH en la mayor´ıa de situaciones.
IPsec permite que el administrador del sistema tenga la opcio´n de controlar
la granularidad con la que se va a ofrecer un servicio de seguridad. Por ejemplo,
uno puede crear un u´nico tu´nel cifrado para transportar todo el tra´fico entre dos
gateways de seguridad, o crear un tu´nel cifrado para cada conexio´n TCP entre
cada par de hosts que se comunican a trave´s de estos gateways. A trave´s de la
gestio´n de la SPD se facilita la especificacio´n de que protocolo de seguridad (AH
o ESP) se va a emplear, que modo (transporte o tu´nel) de funcionamiento, que
algoritmos criptogra´ficos, las opciones de los servicios de seguridad, y en que
combinaciones se van a utilizar los protocolos y servicios especificados, adema´s
de la granularidad con la que la proteccio´n debe aplicarse.
Debido a que la mayor´ıa de los servicios de seguridad proporcionados por
IPsec requieren el uso de claves criptogra´ficas, IPsec cuenta con un conjunto de
mecanismos a parte para la colocacio´n de estas claves all´ı donde se necesiten.
IPsec requiere de la posibilidad de distribuir las claves de forma tanto manual
como automa´tica. Para ello especifica una propuesta de gestio´n automatizada
basada en claves pu´blicas, Internet Key Exchange (IKE) [11]. Tambie´n permite
el uso de cualquier otra propuesta.
6.3. Security Association (SA)
El concepto de Asociacio´n de Seguridad (SA) es fundamental para IPsec.
Tanto el protocolo AH como el ESP hacen uso de SAs (una funcio´n importante
del protocolo IKE es el establecimiento y mantenimiento de las SAs). Todas las
implementaciones del AH y del ESP deben soportar el concepto de SA como se
describe a continuacio´n.
6.3.1. Definicio´n y alcance
Una SA es una simple relacio´n que proporciona servicios de seguridad al
tra´fico que la transporta. Dichos servicios son ofrecidos mediante el uso de los
protocolos AH o ESP, pero no por ambos. Si se da el caso de que ambos protoco-
los son aplicados a un mismo flujo de tra´fico, entonces hay que crear dos SAs y
coordinar los efectos de su proteccio´n mediante la aplicacio´n iterada de los pro-
tocolos de seguridad. Para garantizar la t´ıpica comunicacio´n bidireccional entre
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dos sistemas utilizando IPsec son necesarias dos SAs, una para cada sentido. IKE
crea expl´ıcitamente pares de SAs.
Para identificar una SA utilizada en el transporte de tra´fico unicast es sufi-
ciente con utilizar el Security Paramater Index (SPI). Sin embargo, a nivel local
de cada implementacio´n se puede decidir el uso conjunto del tipo de protocolo
de seguridad empleado y el SPI para identificar las SAs. Si una implementacio´n
tiene soporte para multicast, entonces debe tener soporte para SAs multicast
utilizando el algoritmo de mapeo de paquetes IPsec entrantes a SAs. Las imple-
mentaciones que so´lo admiten tra´fico unicast no necesitan aplicar este algoritmo
de demultiplexacio´n.
En muchas arquitecturas de seguridad multidifusio´n un Group Controller/Key
Server central asigna de forma unilateral los SPIs de las Asociaciones de Seguri-
dad de Grupo (GSAs). Esta asignacio´n no se negocia o coordina con la gestio´n
de claves (IKE) (subsistemas que residen en cada uno de los sistemas finales
que constituyen el grupo). En consecuencia, es posible que una GSA y una SA
unicast puedan utilizar simulta´neamente el mismo SPI. Una implementacio´n de
IPsec con soporte para multidifusio´n debe demultiplexar correctamente el tra´fico
entrante, incluso cuando existen coincidencias con los SPIs.
Cada entrada en la base de datos de SAs (SAD) debe indicar si las bu´squedas
de cada una de ellas hacen uso de la direccio´n IP de destino, o de las direcciones
IP de origen y destino, adema´s del SPI. Para las SAs de multidifusio´n, el cam-
po de protocolo no es utilizado en las bu´squedas. Para cada entrada, paquetes
protegidos por IPsec, una implementacio´n debe guiar su bu´squeda en la SAD
de tal forma que se encuentre la entrada con el identificador de SA que tenga
la coincidencia ma´s larga. En este contexto, si dos o ma´s entradas coinciden en
base al valor SPI, entonces la entrada que coincide tambie´n con la direccio´n IP
de destino, o con las direcciones IP de origen y destino, tiene la coincidencia ma´s
larga con el identificador. Esto implica una ordenacio´n lo´gica de la bu´squeda en
la SAD de la siguiente manera:
1. Buscar en base a una coincidencia en la combinacio´n del SPI, la direccio´n
IP de destino y la de origen. Si se encuentra una entrada en la base de
datos que coincide se procesa el paquete con dicha SA, en caso contrario
se pasa al siguiente paso.
2. Buscar una coincidencia con el SPI y la direccio´n IP de destino. Si existe
se procesa el paquete, sino se pasa al tercer paso.
3. Buscar una coincidencia so´lo con el SPI, si el receptor a optado por man-
tener un espacio u´nico para e´ste en el AH y en el ESP, y sino con el valor
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SPI y el protocolo en el resto de casos. Si se encuentra coincidencia se
procesara´ el paquete y de no ser as´ı se descartara´ y se registrara´ en el log.
En la pra´ctica, para cada implementacio´n se puede elegir cualquier me´todo
(uno o ma´s) para acelerar las bu´squedas, aunque su comportamiento visto desde
el exterior debe ser funcionalmente equivalente al de tener bu´squedas en la SAD
en el orden anterior.
La indicacio´n de si es necesaria la coincidencia de las direcciones IP origen y
destino para mapear el tra´fico IPSec entrante a las SAs debera´ establecerse tanto
para el caso de utilizar una configuracio´n manual, como en el caso de utilizar un
protocolo de gestio´n de SAs.
Si diferentes clases de tra´fico (diferenciadas por el Differentiated Services Code
Point (DSCP) son enviadas con la misma SA y el receptor esta´ empleando la
funcio´n opcional anti-replay, tanto en el AH como en el ESP, se podr´ıa producir
un descarte inapropiado de los paquetes de menor prioridad debido al mecanismo
de enventanado utilizado. Por lo tanto, un emisor debe asignar SAs diferentes a
cada una de las clases de tra´fico para poder soportar calidad de servicio (QoS).
Para conseguir esto, la implementacio´n de IPsec debe permitir el establecimiento
y mantenimiento de mu´ltiples SAs entre un emisor y un receptor. La distribucio´n
del tra´fico entre las diferentes SAs lo determina de forma local el emisor (realiza
la clasificacio´n del tra´fico) y el receptor ha de procesar los paquetes con diferentes
SAs sin ningu´n tipo de prejuicios.
En modo transporte no se pueden aplicar los protocolos AH y ESP sobre
paquetes que han sido fragmentados, pero s´ı se puede en modo tu´nel; e´sto en IPv4.
Por simplicidad se aplica la misma restriccio´n en IPv6, aunque funcionalmente
no existe ningu´n problema.
Por este motivo una implementacio´n de IPsec para un host debe soportar
tanto el modo transporte como el modo tu´nel, pero las implementaciones para
gateways de seguridad deben soportar el modo tu´nel y pueden hacerlo con el
modo transporte.
6.3.2. Funcionalidad
El conjunto de servicios de seguridad ofrecidos por una SA depende del pro-
tocolo de seguridad seleccionado, el modo de la SA, los extremos de la SA, y la
eleccio´n de los servicios opcionales dentro del protocolo.
La granularidad del control de acceso proporcionada viene determinada por
la eleccio´n de los selectores que definen cada SA. Adema´s, los medios de au-
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tenticacio´n empleados por los peers IPsec tambie´n afectan a la granularidad del
control de acceso ofrecida.
Si se selecciona confidencialidad, entonces una SA ESP (en modo tu´nel) en-
tre dos gateways de seguridad puede ofrecer confidencialidad parcial del flujo
de tra´fico. El uso del modo tu´nel permite que el contenido de la cabecera IP
pueda ser encriptado, ocultando la identidad de los emisores y receptores finales.
Adema´s, tambie´n se puede utilizar el pading ESP para ocultar el taman˜o de los
paquetes. Hay que tener en cuenta que las SAs con una granularidad ma´s fina son
ma´s vulnerables ante el ana´lisis de tra´fico que las que tienen una granularidad
ma´s gruesa y transportan el tra´fico de muchos suscriptores.
Una implementacio´n compatible no debe permitir la instanciacio´n de una SA
ESP que no proporcione ni cifrado ni integridad.
6.4. Bases de datos
En el modelo propuesto por el esta´ndar IPsec se describen tres tipos diferentes
de bases de datos que deben tener los hosts o gateways de seguridad implicados
en las comunicaciones seguras.
6.4.1. Base de datos de Pol´ıticas de Seguridad (SPD)
Especifica las pol´ıticas que determinan la disposicio´n de todo el tra´fico IP
entrante o saliente de un host o gateway de seguridad, los servicios que se le van
a ofrecer y de que´ modo. Se trata de una lista ordenada, consistente con el uso
de Access Control Lists (ACLs) o filtros de paquetes en firewalls, routers, etc.
En un mismo dispositivo puede haber ma´s de una SPD.
La SPD debe discriminar entre el tra´fico al que se le va a conceder una
proteccio´n mediante IPsec y el tra´fico al que se le permitira´ pasar sin aplicarle
seguridad. Para cualquier datagrama de salida o entrada hay tres opciones de
tratamiento posibles:
Descartar
Dejar pasar
Proteger mediante IPsec
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La primera opcio´n se refiere al tra´fico al que no se le permite atravesar la
frontera IPsec (en la direccio´n especificada). La segunda opcio´n se refiere al
tra´fico que se le permite cruzar la frontera sin la proteccio´n de IPsec. Y la tercera
opcio´n se refiere al tra´fico que va a ir protegido con IPsec, para el cual la SPD
debe especificar los protocolos de seguridad a emplear, su modo de empleo, los
servicios de seguridad opcionales, y los algoritmos y claves criptogra´ficas que se
utilizara´n.
La SPD esta´ dividida lo´gicamente en tres partes. La SPD-S (tra´fico seguro),
que contiene entradas para todo el tra´fico sujeto a la proteccio´n de IPsec. La
SPD-O (tra´fico de salida), que contiene entradas para todo el tra´fico saliente que
va a ser descartado o se le va a dejar pasar. Y la SPD-I (tra´fico de entrada), que
se aplica al tra´fico entrante que se dejara´ pasar o se descartara´. Las tres partes
se pueden separar para facilitar su almacenamiento en cache´.
6.4.2. Base de datos de SAs (SAD)
Contiene todas y cada una de las Asociaciones de Seguridad que se encuentran
activas, y para cada una de las entradas (SAs) todos los para´metros que esta´n
asociados a cada una. En cada implementacio´n IPsec hay una SAD nominal. Para
el procesamiento de salida cada entrada de la SAD esta´ apuntando a las entradas
de la SPD-S, y para el procesamiento de entrada, SAs unicast, so´lo se utiliza el
SPI para buscar en la SAD, o conjuntamente con el tipo de protocolo IPsec. En
caso de haber soporte para multicast tambie´n se utilizan las direcciones IP.
La SAD puede soportar SAs multicast si se configuran manualmente. Una SA
multicast saliente tiene la misma estructura que una SA unicast. La direccio´n de
origen es la del emisor y la direccio´n de destino es la direccio´n del grupo multicast.
Una SA multicast de entrada, debe estar configurada con las direcciones de origen
de cada peer autorizado a transmitir la SA de multidifusio´n en cuestio´n. El valor
del SPI de una SA de multidifusio´n es proporcionado por un controlador de grupo
multicast, y no por el receptor como para una SA unicast.
Los siguientes campos deben estar definidos en cualquier SA:
1. Security Parameter Index (SPI). Un valor de 32 bits, seleccionado por el
receptor de la SA, que la identifica entre las entradas de la SAD. Se utiliza
para construir las cabeceras AH y ESP de los paquetes IPsec.
2. Sequence Number Counter. Contador de 64 bits utilizado para generar el
nu´mero de secuencia de las cabeceras AH y ESP. Tambie´n se puede utilizar
un contador de 32 bits tras previa negociacio´n.
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3. Sequence Counter Overflow. Flag que indica si el desbordamiento del con-
tador del nu´mero de secuencia debe generar un evento auditable y prevenir
la transmisio´n de paquetes adicionales en la SA, o si se permite el reinicio
del contador.
4. Anti-Replay Window. Contador de 64 bits y un mapa de bits que se usa
para determinar si un paquete de entrada es repetido o no.
5. AH authentication algorithm, key, etc. Campos requeridos si se utiliza au-
tenticacio´n mediante el protocolo AH.
6. ESP encryption algorithm, key, mode, etc. Campos aplicables cuando se
usan servicios de encriptacio´n mediante el protocolo ESP.
7. ESP integrity algorithm, keys, etc. Campos aplicables si se utilizan los
servicios de integridad mediante el protocolo ESP.
8. ESP combined mode algorithms, keys, etc. Estos datos se aplican cuando
se utiliza un algoritmo en modo combinado (encriptacio´n e integridad) con
el ESP.
9. Lifetime of this SA. Un intervalo de tiempo despue´s del cual la SA se debe
remplazar por una nueva (con un nuevo SPI) o ser terminada. Adema´s de
una indicacio´n de cua´l de estas acciones debe realizarse. Se puede expresar
como un tiempo o un nu´mero de bytes, o ambos simulta´neamente teniendo
prioridad el valor que primero vaya a expirar. Una implementacio´n compa-
tible de IPsec debe soportar los tres formatos de lifetime.
10. IPsec protocol mode. Transporte o tu´nel. Indica que modo de funcionamien-
to se aplica en la SA.
11. Stateful fragment checking flag. Indica si en la SA se comprueba el estado
de los diferentes fragmentos.
12. Bypass DF bit (T/F). Aplicable a las SAs de modo tu´nel, donde tanto las
cabeceras interiores como exteriores son IPv4.
13. DSCP values. El conjunto de valores DSCP permitidos para los paquetes
a los que se les aplica la SA. Si se especifican uno o ma´s valores, estos
se utilizan para elegir una SA entre varias con las que coincide el selector
de tra´fico para el paquete saliente. Estos valores no se comprueban con el
tra´fico de entrada que llega a la SA.
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14. Bypass DSCP (T/F) or map to unprotected DSCP values (array) if needed
to restrict bypass of DSCP values. Aplicable en SAs en modo tu´nel. Esta
caracter´ıstica mapea valores DSCP de la cabecera interna a valores en la
cabecera externa.
15. Path MTU. Cualquier path MTU observado y las variables de envejecimien-
to.
16. Tunnel header IP source and destination address. So´lo se utiliza en modo
tu´nel.
6.4.3. Base de datos de Autorizacio´n de Peers (PAD)
Proporciona un v´ınculo entre un protocolo de gestio´n de SAs (por ejemplo
IKE) y la SPD, abarcando varias funciones cr´ıticas.
Identifica los peers, y los grupos de peers, que esta´n autorizados a comunicar
con esta entidad IPsec.
Especifica el protocolo y me´todo utilizado para autenticar cada peer.
Proporciona las datos de autenticacio´n para cada peer.
Limita los tipos y valores de IDs que puede utilizar un peer para la creacio´n
de una SA hija, garantizando que el peer no asigna identidades para buscar
en la SPD que no este´n autorizadas a representar.
Informacio´n de localizacio´n del peer gateway (por ejemplo direccio´n IP o
nombre DNS), que puede ser incluida por peers que saben que se encuentran
tras un gateway de seguridad.
Tambie´n se trata de una base de datos ordenada que debe estar coordinada
con la SPD.
La PAD ofrece estas funciones para el peer IKE cuando e´ste actu´a tanto como
iniciador como cuando lo hace respondiendo a una peticio´n.
Para realizar estas funciones, la PAD dispone de una entrada para cada peer, o
grupo de peers, con los que la entidad IPsec se tendra´ que comunicar. La entrada
especifica el me´todo utilizado por cada protocolo.
Se soportan seis tipos de IDs diferentes para cada entrada de la PAD, con-
sistentes con los tipos de nombres simbo´licos y direcciones IP utilizados para
identificar las entradas de la SPD. El ID de cada entrada actu´a como el ı´ndice
de la base de datos. Los seis tipos son:
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Nombre DNS (espec´ıfico o parcial).
Nombre distinguido (completo o contraido).
Direccio´n de e-mail, RFC 822 (completa o parcial).
Direcciones IPv4 (rango).
Direcciones IPv6 (rango).
Key ID (so´lo coincidencia exacta).
En cuanto a los tipos de datos de autenticacio´n requeridos, u´nicamente se
soportara´n:
Certificados X.509.
Secretos pre-compartidos (PSK).
La informacio´n de la PAD se puede utilizar para dar soporte a la creacio´n de
ma´s de una SA de modo tu´nel entre dos peers al mismo tiempo, por ejemplo, dos
tu´neles para proteger las mismas direcciones, o hosts, pero con el tu´nel establecido
entre extremos diferentes.
6.5. Gestio´n de claves y SAs
Todas las implementaciones de IPsec deben soportar la gestio´n de claves crip-
togra´ficas y de SAs de forma tanto manual como automatizada. Los protocolos
AH y ESP son en gran medida independientes de las te´cnicas de gestio´n de las
SAs, a pesar de que e´stas afectan a algunos de los servicios de seguridad ofrecidos
por los protocolos. Por ejemplo, el servicio opcional anti-replay disponible para
el AH y el ESP requiere la gestio´n automatizada de las SAs. Por otra parte,
la granularidad de la distribucio´n de claves empleada con IPsec determina la
granularidad de la autenticacio´n proporcionada. En general, la autenticacio´n del
origen de los datos en el AH y en el ESP se ve limitada por el grado en que los
secretos utilizados con el algoritmo de integridad (o con un protocolo de gestio´n
de claves que crea tales secretos) se comparten entre varias fuentes posibles.
A continuacio´n se describen los requerimientos mı´nimos para ambos tipos de
gestio´n.
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6.5.1. Te´cnicas manuales
La forma ma´s sencilla de gestio´n es la manual, en el cual una persona confi-
gura manualmente cada sistema con el material de claves y datos de gestio´n de
SAs pertinentes para asegurar la comunicacio´n con otros sistemas. Estas te´cni-
cas son factibles en pequen˜os entornos esta´ticos, pero no son escalables. Tambie´n
podr´ıan ser apropiadas cuando u´nicamente ciertas comunicaciones deben ser ga-
rantizadas.
6.5.2. Gestio´n autimatizada de claves y SAs
El despliegue y uso generalizado de IPsec requiere un protocolo de gestio´n
de SAs esta´ndar en Internet, escalable y automatizado. Tal soporte es necesario
para facilitar el uso de la caracter´ıstica anti-replay de los protocolos AH y ESP
y para dar cabida a la creacio´n por demanda de SAs.
El protocolo automatizado de gestio´n de claves seleccionado por defecto para
su uso con IPsec es IKEv2, compatible con su versio´n anterior, IKEv1. Aunque
se pueden emplear otros protocolos automatizados de gestio´n de SAs.
Cuando se emplea un protocolo automatizado de gestio´n de claves/SAs, la
salida de este protocolo se utiliza para generar varias claves para una u´nica
SA. Esto tambie´n ocurre porque se utilizan distintas claves para cada una de
las dos Asociaciones de Seguridad creadas por el IKE. Si se emplean tanto la
integridad como la confidencialidad, entonces se requiere un mı´nimo de cuatro
claves. Adema´s, algunos algoritmos de criptograf´ıa pueden requerir varias claves,
por ejemplo, el 3DES.
El Sistema de Gestio´n de Claves puede proporcionar una cadena separada
de bits para cada clave o puede generar una u´nica cadena de la que se extraen
todas las claves. Si se proporciona una u´nica cadena de bits, hay que garantizar
que las partes del sistema que mapean la cadena de bits a las claves necesarias lo
hacen de la misma forma en ambos extremos de la SA. Para ello se ha definido,
con independencia de que´ parte del sistema divide la cadena de bits en claves
individuales, que las claves de cifrado deben ser tomadas de los primeros bits
(izquierda, mayor orden) y las claves de integridad deben ser tomadas de los bits
restantes. El nu´mero de bits por clave lo define la correspondiente especificacio´n
RFC de cada algoritmo criptogra´fico.
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6.6. Protocolos de seguridad
6.6.1. IP Authentication Header (AH)
La Cabecera de Autenticacio´n IP (AH) se utiliza para proporcionar integri-
dad sin conexio´n y autenticacio´n del origen de los datos para datagramas IP
(en lo sucesivo simplemente como integridad, ya que el ca´lculo realizado sobre
el paquete proporciona directamente la integridad sin conexio´n e indirectamente
la autenticacio´n del origen de los datos como resultado del enlace realizado para
obtener la clave utilizada para verificar la integridad de la identidad del peer IP-
sec. T´ıpicamente, este enlace se realiza mediante el uso de una clave compartida,
sime´trica) y para proporcionar proteccio´n contra repeticiones. El servicio anti-
replay puede ser seleccionado opcionalmente por el receptor cuando se establece
una SA (el protocolo, por defecto, requiere que el emisor incremente el nu´mero
de secuencia utilizado para el anti-replay, pero el servicio so´lo es efectivo si el
receptor comprueba el nu´mero de secuencia).
El AH proporciona autenticacio´n para tantos campos de la cabecera IP como
sea posible, as´ı como para los datos del protocolo de la capa superior. Sin em-
bargo, algunos campos de cabecera IP pueden cambiar su valor en tra´nsito y el
emisor no puede predecir cual sera´ cuando llegue al receptor. Los valores de tales
campos no pueden ser protegidos por el AH. As´ı, la proteccio´n prevista para el
encabezado IP es por partes.
El AH se puede aplicar solo, en combinacio´n con el ESP, o de forma anidada.
Los servicios de seguridad se pueden proporcionar entre un par de hosts en comu-
nicacio´n, entre un par de gateways de seguridad, o entre un gateway de seguridad
y un host. El ESP se puede utilizar para proporcionar el mismo anti-replay y ser-
vicios de integridad similares, adema´s proporciona servicios de confidencialidad
(cifrado). La principal diferencia entre la integridad que ofrece el ESP y la que
ofrece el AH es la extensio´n de la cobertura. En concreto, el ESP no protege los
campos de la cabecera IP, a menos que e´stos sean encapsulados, por ejemplo,
mediante el uso del modo de tu´nel.
La figura 6.2 ilustra el formato de la cabecera AH.
La cabecera del protocolo inmediatamente anterior a la cabecera AH (cabe-
cera IP) contendra´ el valor 51 en su campo Protocol (IPv4) o Next Header (IPv6,
IPv6 Extension).
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Figura 6.2: Cabecera AH
6.6.2. Encapsulating Security Payload (ESP)
La cabecera ESP esta´ disen˜ada para proporcionar una combinacio´n de servi-
cios de seguridad en IPv4 e IPv6. El ESP se puede aplicar solo, en combinacio´n
con el AH, o de forma anidada. Los servicios de seguridad se pueden proporcionar
entre un par de hosts en comunicacio´n, entre un par de gateways de seguridad,
o entre un gateway de seguridad y un host.
La cabecera ESP se inserta despue´s de la cabecera IP y antes de la cabecera
del protocolo de capa superior (modo transporte), o antes de una cabecera IP
encapsulada (modo tu´nel).
El protocolo ESP puede ser utilizado para proporcionar confidencialidad, au-
tenticacio´n del origen de los datos, integridad sin conexio´n, un servicio anti-replay
(una forma de integridad parcial de la secuencia) y confidencialidad (limitada) del
flujo de tra´fico. Por ejemplo, se puede ocultar la longitud del paquete, y as´ı facili-
tar la eficiente generacio´n y descarte de paquetes falsos. El conjunto de servicios
depende de las opciones seleccionadas en el momento del establecimiento de la
SA y la ubicacio´n de la aplicacio´n en una topolog´ıa de red.
El ESP permite utilizar so´lo cifrado para proporcionar confidencialidad. Sin
embargo, cabe sen˜alar que, en general, esto u´nicamente proporcionara´ defensa
contra los atacantes pasivos. Utilizar el cifrado sin un mecanismo fuerte de inte-
gridad en la parte superior de e´ste (ya sea con el ESP o por separado, a trave´s
del AH) puede hacer inseguro el servicio de confidencialidad ante algunas formas
de ataque activo. Por otra parte, un servicio de integridad subyacente, como el
AH, aplicado antes del cifrado no necesariamente lo protege contra los atacantes
activos. El ESP permite el cifrado solo porque e´ste puede ofrecer un rendimiento
mucho mejor y todav´ıa proporcionar una adecuada seguridad. Sin embargo, este
esta´ndar no exige que las implementaciones del ESP ofrecezcan un servicio de
cifrado solo, ya que no es lo que ma´s se suele usar.
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La integridad sola en ESP debe ofrecerse como un servicio de seleccio´n op-
cional, por ejemplo, debe ser negociable en los protocolos de gestio´n de SAs, y
debe ser configurable a trave´s de interfaces de gestio´n. Se trata de una atractiva
alternativa al AH en muchos contextos, por ejemplo, porque el proceso es ma´s
ra´pido y ma´s sensible a la canalizacio´n en muchas implementaciones.
A pesar de que la confidencialidad e integridad pueden ser ofrecidas de forma
independiente, el ESP suele emplear ambos servicios, es decir, los paquetes sera´n
protegidos con respecto a estas dos. As´ı, hay tres posibles combinaciones de
servicios de seguridad con el ESP que incluyen estos servicios:
So´lo confidencialidad (puede ser soportado).
So´lo integridad (debe ser soportado).
Confidencialidad e integridad (debe ser soportado).
El servicio de anti-replay puede ser seleccionado para una SA so´lo si el servicio
de integridad esta´ seleccionado para esa SA. La seleccio´n de este servicio es
exclusivamente a discrecio´n del receptor y por lo tanto no tiene que ser negociado.
Sin embargo, para hacer uso de la funcio´n de Nu´mero de Secuencia Extendido
de una forma interoperable, el ESP obliga a los protocolos de gestio´n de SAs que
sean capaces de negociar esta funcio´n.
El servicio de Confidencialidad del Flujo de Tra´fico (TFC), generalmente, es
eficaz so´lo si el ESP es empleado de manera que oculte las direcciones de origen
y destino finales de los peers y suficientes flujos de tra´fico entre ellos (ya sea de
forma natural o como resultado de la generacio´n de tra´fico de enmascaramiento)
ocultan las caracter´ısticas espec´ıficas, los flujos de tra´fico de suscriptores indi-
viduales. El ESP puede ser empleado como parte de un sistema TFC de capa
superior. Nuevas caracter´ısticas TFC presentes en el ESP facilitan la eficiente ge-
neracio´n y descarte de tra´fico ficticio y mejor padding del tra´fico real, de manera
compatible con versiones anteriores.
La cabecera del protocolo IP que precede inmediatamente a la cabecera ESP
debera´ contener el valor 50 en el campo Protocol (IPv4) o Next Header (IPv6,
IPv6 Extensio´n).
La figura 6.3 ilustra el formato de la cabecera ESP utilizando autenticacio´n
y sin utilizarla.
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Figura 6.3: Paquete ESP con y sin autenticacio´n
6.7. Modos de uso
IPsec define dos modos de uso para cualquiera de los dos protocolos descritos
en la seccio´n 6.6.
6.7.1. Modo transporte
Es el modo ma´s sencillo y se utiliza para proteger (autenticar, cifrar o ambas)
una comunicacio´n extremo a extremo entre dos hosts, pero no es un protocolo
de entunelado. No tiene nada que ver con una VPN tradicional, es simplemente
una conexio´n IP segura. So´lo se proporciona seguridad a las capas superiores a
la IP.
Tanto la cabecera AH como la cabecera ESP se insertan despue´s de la cabe-
cera IP y antes de la del protocolo de capa superior (por ejemplo, TCP, UDP,
ICMP, etc.), o antes de cualquier otra cabecera IPsec que ya se haya insertado.
Adema´s se produce un desplazamiento del co´digo de protocolo que enlaza varias
cabeceras juntas. La modificacio´n de e´ste se realiza para que en recepcio´n se sepa
que tipo de protocolo se ha utilizado en la capa superior y as´ı poder ir analizando
el paquete correctamente.
La figura 6.4 ilustra la posicio´n de la cabecera AH en modo transporte para
un paquete IPv4 t´ıpico, en base a “un antes y un despue´s”.
Si el AH tambie´n es aplicado junto con el ESP, e´ste se aplica a la cabecera
ESP, al payload, al trailer ESP y al ICV, si esta´ presente. La figura 6.5 ilustra el
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Figura 6.4: Paquete IPsec en modo transporte con AH
posicionamiento de la cabecera ESP para un paquete IPv4 t´ıpico, en base a “un
antes y un despue´s”.
6.7.2. Modo tu´nel
En el modo tu´nel la cabecera IP “original” lleva las direcciones IP finales, de
origen y de destino, mientras que una nueva cabecera IP contiene las direcciones
de los nodos IPsec, por ejemplo, las direcciones de los gateways de seguridad.
Este modo forma la funcionalidad de VPN ma´s familiar, donde todos los
paquetes IP son encapsulados dentro de nuevos paquetes, para proporcionar la
seguridad, y entregados a su destino. De esta forma las direcciones de origen y
destino son diferentes a las que lleva el paquete original, permitiendo la formacio´n
de un tu´nel. Se suele utilizar entre gateways de seguridad.
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Figura 6.5: Paquete IPsec en modo transporte con ESP
Se permite la mezcla de versiones IP, es decir, IPv6 sobre IPv4 o IPv4 sobre
IPv6.
En este modo el AH protege todo el paquete IP interno, incluyendo toda
su cabecera. La posicio´n de la cabecera AH en el modo tu´nel, en relacio´n con la
cabecera IP exterior, es la misma que en el modo transporte. La figura 6.6 ilustra
la posicio´n de la cabecera AH en modo tu´nel para un paquete IPv4 t´ıpico.
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Figura 6.6: Paquete IPsec en modo tu´nel con AH
ESP tambie´n protege todo el paquete IP interno, incluyendo toda su cabece-
ra. La posicio´n de la cabecera ESP en modo tu´nel, en relacio´n con la cabecera
IP exterior, es la misma que en modo transporte. La figura 6.7 ilustra el posicio-
namiento de la cabecera ESP en modo tu´nel para un paquete IPv4 t´ıpico.
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Figura 6.7: Paquete IPsec en modo tu´nel con ESP
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Cap´ıtulo 7
XPLIT: Una arquitectura
cross-layer para TCP Splitting
7.1. Introduccio´n
Como ya se ha comentado anteriormente, las aplicaciones que utilizan el
Transmission Control Protocol, TCP, sufren una degradacio´n considerable de
las prestaciones cuando las comunicaciones han de pasar por un enlace sate´lite.
Esto sucede a causa de que el algoritmo de control de la congestio´n del esta´ndar
TCP no es adecuado para superar los deterioros producidos por los enlaces sate´li-
te, como pueden ser la variacio´n de la capacidad del enlace, los altos retardos de
propagacio´n, la corrupcio´n de paquetes o la asimetr´ıa del canal, entre otros.
Para hacer frente a esta circustancia hemos propuesto una nueva arquitectura
cross-layer, bautizada como XPLIT [12, 13] y basada en TCP Splitting, que
incluye un protocolo TCP-like, llamado XPLIT-TCP. Maximiza el throughput y
minimiza el tiempo de respuesta de usuario para segmentos sate´lite inala´mbricos.
Se trata de una arquitectura disen˜ada para redes GEO satelitales basadas en
la multidifusio´n de video digital (Digital Video Broadcasting), inicialmente para
el enlace forward, definido por el esta´ndar DVB-S2 [6], y finalmente aplicada al
de retorno, definido por el esta´ndar DVB-RCS [7].
7.1.1. La propuesta
XPLIT propone modificar las funciones del control de congestio´n del lado del
emisor, dejando sin modificar las operaciones del receptor, introduciendo como
novedad el uso del cross-layering para llevar a cabo la monitorizacio´n de dos
59
para´metros de bajo nivel que permiten optimizar el rendimiento general extremo
a extremo. Tambie´n propone un algoritmo que maximiza el rendimiento de una
red DVB-RCS o DVB-S2/ETSI-BSM QoS gracias al intercambio de esos dos
para´metros por cada clase de tra´fico i.
La arquitectura XPLIT define la informacio´n que se va a intercambiar entre
las diferentes capas (la tasa de servicio (µi) y la ocupacio´n del bu´fer (βi)) y
como se ha de usar para maximizar el throughput y minimizar el tiempo de
respuesta de usuario del enlace de retorno. Dicha informacio´n va desde la capa
MAC/IP en el RCST/HUB a la capa de transporte en el alimentador XPLIT y
se almacena en una base de datos de informacio´n de gestio´n (MIB) asignada al
RCST/HUB. La MIB contendra´ informacio´n de cada tasa de servicio (µi) y de
la ocupacio´n de cada bu´fer (βi). La recopilacio´n de esta informacio´n se lleva a
cabo entre el RCST/HUB y el PEP, y se utiliza para distribuir la asignacio´n de
los recursos dispuestos por el NCC entre cada flujo TCP. Este disen˜o evita que
esta informacio´n se transmita a trave´s del enlace sate´lite.
Existen otras propuestas que tambie´n usan informacio´n entre diferentes capas
o splitting en redes GEO satelitales. Sin embargo, ninguna de esas propuestas
utiliza las dos te´cnicas conjuntamente como s´ı lo hace XPLIT.
Se ha provado que los tiempos de transferencia para conexiones TCP se redu-
cen bastante y que se maximiza la utilizacio´n del enlace para cualquier tasa de
errores (PER). As´ı mismo, el algoritmo de control XPLIT sigue con precisio´n las
variaciones repentinas del ancho de banda producidas por mecanismos DAMA
(Demand Assignment Multiple Access) o debidas a los efectos metereolo´gicos.
7.1.2. Escenarios de aplicacio´n
Esta arquitectura se ha aplicado en dos tipos de escenarios diferentes:
Enlace forward
Como se puede observar en la figura 7.1, hay dos elementos que gestionan
el medio f´ısico y la capa de enlace de datos del enlace sate´lite: un nodo sate´lite
forwarder (HUB) y un Terminal Sate´lite de Canal de Retorno (RCST). Cada
extremo final del enlace sate´lite tiene un RCST, mientras que el operador ges-
tiona el HUB. El enlace HUB-RCST se llama enlace forward, mientras que el
enlace RCST-HUB se llama canal de retorno. El HUB esta´ ubicado en el lado
de la infraestructura (que pertenece al operador) y tambie´n esta´ conectado a In-
ternet. Por lo tanto, el enlace forward lo utilizan los terminales sate´lite de forma
intensiva en sus accesos a aplicaciones y servicios en Internet. Los PEPs esta´n
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para implementar la arquitectura TCP splitting, conectando el acceso a Internet
de la red sate´lite al HUB y los terminales RCST al host de destino. Teniendo en
cuenta los flujos de datos, el PEP que se encuentra en el lado de la infraestruc-
tura se llama alimentador XPLIT (XPLIT feeder) y los PEPs conectados a los
terminales RCST se llaman sumideros XPLIT (XPLIT sinks).
Figura 7.1: Escenario XPLIT sobre un enlace forward
Canal de retorno
Sobre un sistema DVB-RCS basado en una topolog´ıa de estrella con mu´ltiples
terminales sate´lite RCS (RCSTs) conectados a un gateway de forma transparente
v´ıa un GEO sate´lite. En la figura 7.2 se puede apreciar dicho escenario.
Los elementos que gestionan el medio f´ısico y la capa de enlace de datos
del enlace sate´lite son: un nodo forwarder sate´lite llamado gateway (GW) y
los terminales sate´lite de canal de retorno (Return Channel Satellite Terminals,
RCSTs). El GW esta´ ubicado en el lado del operador y tambie´n tiene conexio´n
a Internet, mientras que los RCSTs esta´n conectados a un rango de usuarios
que puede ir desde una pequen˜a o mediana empresa a un usuario residencial,
pasando por una red gubernamental o una universidad. El enlace entre el GW y
cada RCST es el enlace forward, mientras que el enlace entre el RCST y el GW
es el canal de retorno (tambie´n relacionado con el enlace entre el usuario final y
la red de contenidos). Finalmente, el Centro de Control de Red (Network Control
Center, NCC) esta´ conectado al GW y es el responsable de asignar los recursos
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Figura 7.2: Escenario XPLIT sobre un sistema DVB-RCS
disponibles mediante los principales mecanismos DAMA, tambie´n proporciona
funciones de control y monitorizacio´n.
En este escenario, todos los RCSTs esta´n conectados al GW a trave´s de los
canales de retorno. Sin embargo, se permite la implementacio´n de una conexio´n
de doble salto v´ıa el GW para el intercambio de datos entre RCSTs. Por tanto, los
RCSTs utilizara´n intensivamente el canal de retorno para establecer comunicaio-
nes tanto con el GW como con otros RCSTs. Adema´s, los PEPs instalados para
proporcionar la arquitectura TCP Splitting esta´n basados en la especificacio´n
I-PEP (Interoperable PEP), ubicados en cada RCST y tambie´n en el GW.
Los PEPs ubicados en los emisores RCST se llamara´n alimentadores XPLIT
(XPLIT feeder), mientras que los conectados a los receptores RCST sera´n los
sumideros XPLIT (XPLIT sinks).
A partir de este momento nos centraremos en la aplicacio´n de XPLIT sobre
este u´ltimo escenario, XPLIT sobre el canal de retorno.
7.1.3. Motivacio´n
El propo´sito de la arquitectura XPLIT es alcanzar los siguientes objetivos:
1. Mı´nimo tiempo de respuesta del usuario. Esta arquitectura minimiza
el tiempo de transferencia necesario para enviar datos desde un emisor
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RCST, conectado a trave´s de un CPE (Customer Premises Equipment)
en el lado del cliente, a un host de destino alojado en Internet, o en otro
RCST, a trave´s del GW y el segmento sate´lite.
2. Ma´xima explotacio´n de la red satelital. TCP exhibe su peor rendi-
miento en el segmento sate´lite, por lo tanto el principal objetivo es maxi-
mizar este rendimiento frente a las pe´rdidas y las variaciones repentinas del
ancho de banda, teniendo en cuenta el incremento en el retardo que an˜ade
una implementacio´n de DAMA.
3. Baja complejidad en la implementacio´n y bajo nivel de procesa-
miento. Como tenemos que controlar el sistema en tiempo real, se requiere
una implementacio´n fa´cil as´ı como algoritmos de control de bajo procesa-
miento.
4. No enviar sen˜alizacio´n a trave´s del enlace sate´lite. Siempre que se
pueda se debe evitar este enlace para enviar sen˜alizacio´n, ya que el ancho de
banda en e´l es un recurso escaso. Por razones de escalabilidad la sen˜alizacio´n
no debe depender del nu´mero de abonados al sate´lite o flujos TCP. Esta
solucio´n tiene en cuenta estos aspectos de la siguiente manera:
No se requiere el intercambio de tra´fico de sen˜alizacio´n, debido a que
la mayor parte de los proveedores han desarrollado RCSTs comerciales
que incluyen las funciones de un PEP por medio de la especificacio´n
I-PEP. Por lo tanto, utilizando una MIB, tenemos un proceso local
que intercambia los para´metros de control entre todas las instancias
en el lado del remitente.
Es un mecanismo escalable, ya que depende del estado de los flujos
agregados.
5. Los hosts origen y destino han de ser capaces de utilizar el proto-
colo TCP esta´ndar. Al igual que otras propuestas, alcanza este objetivo
por medio del splitting.
6. Ra´pida capacidad de despliegue a bajo coste. Esta propuesta fun-
ciona correctamente para usuarios tales como las pequen˜as y medianas
empresas, las universidades y los usuarios residenciales. Adema´s, debido a
la doble funcio´n de los RCSTs comerciales, no es necesaria la introduccio´n
de ningu´n elemento adicional en el lado de los usuarios. En la pra´ctica,
esto es muy importante porque significa que un proceso de sen˜alizacio´n va
a ser tratado como un proceso local reduciendo as´ı el retardo por acceso de
forma significativa.
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7.2. Descripcio´n de la arquitectura
El escenario que se muestra en la figura 7.3 representa la comunicacio´n entre
dos RCSTs a trave´s del canal de retorno, lo que podr´ıa ser posible a trave´s de
una conexio´n de doble salto v´ıa el GW, para satisfacer la comunicacio´n entre
RCSTs. El alimentador XPLIT y el sumidero XPLIT son los PEPs que soportan
la especificacio´n I-PEP, y como tales, son utilizados para realizar el splitting de las
conexiones TCP entrantes. En este caso, aunque la especificacio´n I-PEP defina
el protocolo SCPS-TP como un protocolo de transporte obligatorio, se propone
utilizar una modificacio´n del protocolo TCP llamada XPLIT-TCP, que optimiza
el uso del enlace sate´lite y el tiempo de respuesta de los usuarios utilizando
cross-layering.
Figura 7.3: Arquitectura XPLIT: comunicacio´n entre dos RCSTs
En este contexto, cuando un emisor TCP (ubicado en el RCST del lado
del cliente) env´ıa un flujo de datos TCP a un receptor (ejecuta´ndose en un host
destino conectado a otro RCST), XPLIT trabajara´, esencialmente, de la siguiente
forma:
1. En el lado del emisor RCST, el alimentador XPLIT recibira´ el flujo TCP
entrante del host emisor ubicado en el lado del cliente. El flujo de entrada
podra´ ser recibido a trave´s de cualquier tipo de TCP y se almacenara´ en
la cola dedicada del alimentador XPLIT.
2. Se pondra´ en marcha un emisor XPLIT-TCP, para el flujo de entrada, e
iniciara´ una conexio´n con el sumidero XPLIT.
3. Los paquetes de esta conexio´n XPLIT-TCP alimentara´n al emisor RCST
y sera´n clasificados y puestos en cola de acuerdo a la pol´ıtica Diffserv
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especificada. Por lo tanto, si hubiera ma´s conexiones de la misma clase
competir´ıan por el mismo bu´fer IP dedicado en el RCST.
Es importante destacar que el alimentador XPLIT controla el conjunto de
conexiones XPLIT-TCP simulta´neas que comparten cada cola para evitar des-
bordamientos o subdesbordamientos en las colas RCST. El alimentador XPLIT
garantiza una plena utilizacio´n del enlace de retorno y esta´ disen˜ado para man-
tener un nivel de ocupacio´n de cada cola IP en el RCST. Por otra parte, el
alimentador XPLIT monitoriza las tasas de servicio y la ocupacio´n de los bu´fers
(µi y βi) de cada cola Diffserv. Con esta informacio´n, el alimentador puede cal-
cular el flight-size disponible para cada cola y compartir la capacidad disponible
entre las conexiones XPLIT-TCP competidoras.
Desde que la congestio´n (desbordamiento del bu´fer) en las colas del RCST es
prevenida por el disen˜o, este protocolo no necesita implementar ningu´n mecanis-
mo de sondeo como el slow start o el congestion avoidance, ambos incluidos en el
protocolo TCP esta´ndar. Sin embargo, mantiene el mecanismo esta´ndar de con-
trol de la ventana de flujo de TCP, pero en este caso la ventana de congestio´n se
fija externamente a su cuota correspondiente de flight-size. La ventana de conges-
tio´n se calcula de acuerdo a la informacio´n cross-layer que ha sido seleccionada
por el alimentador XPLIT del RCST.
7.3. Protocolo de transporte XPLIT-TCP
Teniendo en cuenta la arquitectura explicada en la seccio´n 7.1.2 podemos
observar que los flujos TCP son enrutados desde el lado del cliente a trave´s del
segmento sate´lite hacia el host alojado en lado del RCST receptor. Los flujos
entrantes son recibidos por el alimentador XPLIT y remitidos hacia el sumidero
XPLIT. Aprovechando que el RCST y el alimentador XPLIT esta´n ubicados en
el mismo equipo, no se limita el proceso de env´ıo, ya que en la pra´ctica el cuello
de botella es el enlace sate´lite.
En el alimentador XPLIT hay una instancia receptora, TCP receiver, y una
cola dedicada para cada flujo de entrada. E´stos se almacenan en los receptores
y son transmitidos sobre el segmento sate´lite por los emisores (XPLIT senders).
Un emisor XPLIT es similar a un emisor TCP esta´ndar, pero no esta´ vinculado
a ninguna fase de sondeo (Slow Start o Congestion Avoidance), so´lo tiene que
utilizar un control de flujo esta´ndar basado en una ventana deslizante y un control
de errores esta´ndar basado en retransmisiones.
El proceso XPLIT manager, en el alimentador, es quien inicia los emisores y
los gestiona durante su tiempo de vida. La gestio´n XPLIT consiste ba´sicamente
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en ajustar el taman˜o de la ventana de cada emisor XPLIT activo a los recursos
disponibles del enlace sate´lite en cada momento. Respecto a e´sto, el cross-layering
es la herramienta que nos permite lograr una o´ptima utilizacio´n del enlace y un
reparto equitativo entre los flujos competentes.
En relacio´n al ancho de banda disponible, fijado por el NCC, e´ste debe ser
asignado entre las diferentes clases de acuerdo con las pol´ıticas Diffserv y reparti-
do equitativamente entre los flujos pertenecientes a la misma clase de tra´fico. En
el emisor RCST, para cada Per Hop Behavior (comportamiento en funcio´n del
siguiente salto) de cada clase i la tasa de servicio µi y la ocupacio´n del bu´fer βi
son almacenados en la MIB. La tasa de servicio µi, calculada por el IP scheduler,
controla el nu´mero de paquetes de cada clase de tra´fico y depende de la asigna-
cio´n de capacidad por parte del NCC. Por otro lado, el QoS manager en la RCST
monitoriza la ocupacio´n de las diferentes colas Diffserv βi. Ambos para´metros
esta´n almacenados en la MIB XPLIT y se env´ıan al XPLIT manager por medio
de primitivas. El disen˜o de la MIB XPLIT esta´ basado en el conjunto de cuatro
MIBs definidas en los RFCs 1213, 3289 y 4022.
Es importante destacar que el mecanismo de cross-layering implica el inter-
cambio de informacio´n entre diferentes capas, no so´lo entre capas no adyacentes,
sino tambie´n entre entidades diferentes en el lado del cliente. El flujo de informa-
cio´n va desde la capa MAC/IP del RCST a la capa de transporte del alimentador
XPLIT. Hay que observar tambie´n, que la sen˜alizacio´n so´lo se intercambia de for-
ma local (sin atravesar el enlace sate´lite). Adema´s, gracias a este intercambio de
informacio´n cruzada el XPLIT manager puede calcular el flight-size disponi-
ble para cada clase Diffserv controlada. Entonces, para cada clase, el flight-size
asignado es compartido entre los flujos TCP agregados.
El XPLIT manager sondea perio´dicamente la informacio´n de la MIB XPLIT
asignada al RCST para obtener los valores µi y βi para cada cola Diffserv. La
tasa de servicio y la ocupacio´n del bu´fer las almacenan el IP scheduler y el QoS
manager, respactivamente, en la MIB XPLIT. Usan las primitivas para responder
las solicitudes del XPLIT manager enviando mensajes con los valores µi y βi
actualizados. Los pequen˜os cambios son controlados por sondeo, pero un cambio
repentino de cualquiera de los dos para´metros produce una primitiva hacia el
manager.
Por medio del algoritmo de control de congestio´n XPLIT, el desbordamiento
del bu´fer en las colas controladas del RCST es prevenido por disen˜o, es decir,
XPLIT-TCP no necesita implementar ningu´n mecanismo de sondeo, so´lo el con-
trol de flujo y errores esta´ndar.
Con referencia a la arquitectura ETSI-BSM QoS, es remarcable que XPLIT
no tiene necesidad de conocer la asignacio´n de los recursos f´ısicos/MAC a las
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clases de tra´fico en el enlace sate´lite, ya que esta tarea la realiza la arquitectura
ETSI-BSM QoS. Es decir, XPLIT simplemente monitoriza las clases Diffserv
externamente y las gestiona. Este disen˜o permite un reparto equitativo de la
capacidad asignada a los flujos agregados de cada clase.
Por u´ltimo, desde un punto de vista pra´ctico, para implementar XPLIT en
una red DVB-RCS, que permite la comunicacio´n bidireccional entre los termina-
les RCSTs, es fundamental tener en cuenta en ambos lados de la red la operacio´n
de los RCSTs que soportan las funcionalidades de un PEP basado en la especi-
ficacio´n I-PEP. En otras palabras, la actualizacio´n a XPLIT es un cambio poco
problema´tico para los usuarios corporativos, lo que reduce considerablemente el
coste de la implementacio´n de esta arquitectura.
7.4. Control de Congestio´n XPLIT
En este apartado vamos a comentar como trabaja el algoritmo XPLIT de
control de la congestio´n, pero sin entrar en detalle.
En el escenario DVB-RCS/ETSI-BSM QoS, hay dos problemas que deben ser
afrontados por el disen˜o cross-layering para optimizar el rendimiento:
Administrar la asignacio´n adecuada de la capacidad.
Evitar las pe´rdidas por congestio´n.
Para resolver el primer problema, debemos asignar la adecuada capacidad a
cada flujo de acuerdo a su clase de tra´fico y al valor actual de sus para´metros
cross-layering. Para resolver el segundo problema, debemos mantener el bu´fer de
ocupacio´n de cada clase de tra´fico a un nivel que evite la congestio´n.
De forma general, y considerando una serie de para´metros, el algoritmo en
cuestio´n trabaja de la siguiente forma. Actu´a como un regulador que controla
el nu´mero de paquetes de cada clase de tra´fico Diffserv para que este´n en un
punto de trabajo adecuado. El flight-size para alcanzar el punto de trabajo es la
capacidad (en nu´mero de paquetes) que mantiene la ocupacio´n del bu´fer cerca
de un nivel de referencia. La capacidad del sistema var´ıa porque µi y βi tambie´n
pueden variar y por lo tanto, el flight-size por clase debe ser actualizado con
frecuencia para converger en el punto de trabajo. Imponer la carga del sistema
para estar cerca del punto de trabajo adecuado hace que nuestro sistema evite la
subutilizacio´n de la capacidad o la congestio´n. Para lograr un punto de trabajo
adecuado, nuestro algoritmo de control gestiona las dina´micas lentas y ra´pidas:
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Las dina´micas ra´pidas esta´n relacionadas con cambios bruscos del punto de
trabajo y necesitan un mecanismo de activacio´n por eventos. Por ejemplo
una variacio´n significativa en la tasa de servicio de una clase Diffserv o una
modificacio´n en el nu´mero de conexiones XPLIT.
Las dina´micas lentas compensan el sesgo introducido por pequen˜as pertur-
baciones alrededor del punto de trabajo y que so´lo requieren una operacio´n
controlada por tiempo para llevar a cabo un muestreo perio´dico de la cross-
layer information. Por ejemplo la consulta perio´dica de la ocupacio´n de las
colas o de la tasa de servicio de las diferentes clases de tra´fico.
7.5. Evaluacio´n del rendimiento
En esta seccio´n se presentan las mejoras logradas por XPLIT sobre un enlace
forward como el explicado en la seccio´n 7.1.2. Para realizar la evaluacio´n del
rendimiento de la propuesta hemos usado el simulador NS-2 [14]. Se ha realizado
una comparacio´n con una configuracio´n TCP Splitting esta´ndar de referencia
para redes satelitales.
En el resto de la seccio´n se definen las consideraciones del sistema a especi-
ficar en los para´metros de simulacio´n. Se discuten los criterios de evaluacio´n y
se cuantifican las mejoras de XPLIT sobre el esta´ndar TCP de referencia. Por
u´ltimo, se propone la definicio´n de un plan de pruebas representativo para medir
el impacto de los deterioros inala´mbricos en XPLIT, as´ı como para analizar el
comportamiento de los flujos competidores de una clase particular DiffServ.
7.5.1. Consideraciones del sistema
Consideramos un escenario de simulacio´n que representa un sistema de banda
ancha bent-pipe transparente en la banda Ka (30/20 GHz). El objetivo es propor-
cionar servicios de banda ancha IP que utilizan principalmente TCP (navegacio´n
web, correo electro´nico, transferencias de datos, etc.) Tambie´n hay aplicaciones
interactivas y unicast IP proporcionadas con la arquitectura ETSI-BSM QoS.
El sistema representa un t´ıpico escenario comercial, teniendo en cuenta dos
tipos de usuarios: las empresas y los consumidores. El sistema es asime´trico: hay
un enlace forward de alta velocidad y un canal de retorno de baja a mediana
velocidad. El enlace forward se basa en el esta´ndar DVB-S2, mientras que el
canal de retorno se basa en el DVB-RCS. Centramos nuestro estudio en el canal
forward (las desventajas de la asimetr´ıa del ancho de banda no se consideran).
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El escenario de simulacio´n se lleva a cabo utilizando el simulador NS-2. Tam-
bie´n se utiliza una arquitectura dumbbell cla´sica, es decir, se utilizan dos accesos
de alta velocidad para modelar las redes de acceso al segmento bent-pipe GEO
satelital.
La configuracio´n utilizada en el banco de pruebas de simulacio´n ha sido la
siguiente:
Se considera un retardo de propagacio´n cla´sico de 260 ms para la red bent-
pipe GEO satelital.
El taman˜o de la cola del HUB se fija al producto ancho de banda por
retardo (BDP).
Para todas las colas del HUB se utiliza una disciplina Drop Tail.
La Unidad Ma´xima de Transferencia (MTU) es de 1500 bytes.
El overhead es de 40 bytes (el valor t´ıpico de las cabeceras TCP e IP sin
opciones). Como resultado, el Taman˜o Ma´ximo de Segmento TCP (MSS)
es de 1460 bytes.
Asumimos que los mensajes ACK no se pierden.
Los mensajes trap SNMP son simulados para el intercambio de informacio´n
cross-layer.
La funcio´n de atenuacio´n por desvanecimiento se implementa con las huellas
proporcionadas por [15]. E´stas proporcionan la evolucio´n SNIR de acuerdo
con el esquema ACM aplicado en el enlace forward DVB-S2.
7.5.2. Criterios de evaluacio´n TCP
Los criterios propuestos para llevar a cabo la evaluacio´n distinguen entre las
conexiones de corta y larga duracio´n. Las conexiones de corta duracio´n son las
conexiones TCP que usa HTTP para transferir hasta unos kilobytes. Por otra
parte, las conexiones de larga duracio´n se utilizan para transferir archivos de
gran taman˜o. Una conexio´n larga tiene suficiente duracio´n para completar la
fase de comienzo lento y llegar a una tasa de transmisio´n cercana a la capacidad
del ancho de banda de red disponible.
El tiempo de respuesta es la me´trica usada para medir el rendimiento de la
conexio´n. Esta metrica se define como el tiempo que una conexio´n necesita para
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transmitir un archivo. En la pra´ctica, el tiempo de transferencia se mide cuando
el HUB recibe el ACK.
Las transferencias cortas pueden ser clasificadas en tres tipos dependiendo
del nu´mero de objetos incluidos en la pa´gina web principal. Para mantener una
clasificacio´n similar, tambie´n se han especificado tres taman˜os de transferencia
para las conexiones de larga duracio´n. La tabla 7.1 muestra los taman˜os de
transferencia. El nu´mero de paquetes para cada caso se calcula utilizando el
MSS previamente especificado.
Etiqueta Con. corta dur. Con. larga dur.
Pequen˜o 12132 bytes 1 Mbyte
Medio 88968 bytes 10 Mbytes
Grande 148280 bytes 50 Mbytes
Tabla 7.1: Taman˜os de transferencia para conexiones de corta y larga duracio´n
Durante las simulaciones, vamos a comparar nuestra arquitectura XPLIT con
un escenario TCP Splitting de referencia que utiliza un TCP Reno esta´ndar con
mejoras especiales para redes satelitales. Estas mejoras consideran una ventana
de congestio´n inicial (IW) de hasta 2 segmentos o 4 Kbytes. El cwnd se incrementa
desde el valor inicial utilizando el algoritmo de inicio lento.
Otras mejoras an˜adidas al TCP de referencia para conseguir un alto rendi-
miento sobre redes satelitales de banda ancha son las opciones de escalado de
ventana y timestamp, y que se recomiendan para mejores pra´cticas en comuni-
caciones por sate´lite. Por u´ltimo, tambie´n consideramos la opcio´n de Reconoci-
mientos Selectivos (SACK). Usando la opcio´n SACK, el receptor puede informar
al emisor sobre segmentos arbitrarios que se han recibido, sin importar el orden
en que llegaron.
7.5.3. Evaluacio´n
Conexiones de corta duracio´n
Este banco de pruebas de simulacio´n se propone para evaluar el impacto del
tiempo de transferencia y la mejora del throughput en presencia de las conexiones
de corta duracio´n en el canal forward sate´lite DVB-S2.
La figura 7.4 muestra la evolucio´n del tiempo de transferencia de paquetes
para conexiones de corta duracio´n utilizando la arquitectura XPLIT. Como se
puede ver, todas las conexiones muestran una latencia comu´n de 1.5 RTT, que
70
corresponde al establecimiento de la conexio´n. Tambie´n podemos observar que
el tiempo de transferencia aumenta linealmente con el taman˜o de los paquetes.
Ca´lculando la pendiente de la gra´fica se obtiene la utilizacio´n del enlace, que
es aproximadamente de 333 paquetes/s. Esto es casi la utilizacio´n ma´xima del
enlace (333,33 paquetes/s).
Figura 7.4: Tiempos de transferencia para conexiones de corta duracio´n para
XPLIT
La figura 7.5 muestra el comportamiento del TCP Splitting Reno-Sack de
referencia para conexiones de corta duracio´n. Podemos observar que presenta la
cla´sica fase de inicio lento durante todo el tiempo de transferencia, lo que provoca
un tiempo de respuesta alto. El mecanismo SACK no funciona porque no hay
pe´rdidas para conexiones de corta duracio´n.
La tabla 7.2 muestra la comparacio´n entre el tiempo de transferencia de pa-
quetes para XPLIT y para el TCP esta´ndar de referencia, y la mejora conseguida
por XPLIT. Observe que no hemos considerado la latencia comu´n debida al es-
tablecimiento de conexio´n (otro 1.5 RTT). Observe que la mejora en el tiempo
de transferencia esta´ alrededor del 90 % cuando se utiliza la arquitectura XPLIT
para conexiones de corta duracio´n.
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Figura 7.5: Tiempos de transferencia para conexiones de corta duracio´n conside-
rando el TCP esta´ndar
Taman˜o Est. TCP Arquit. %
trf. (bytes) Splitting XPLIT mejora
Pequen˜o 12132 0.55 s 0.04 s 92.7
Medio 88968 2.15 s 0.19 s 91.16
Grande 148280 2.65 s 0.32 s 87.9
Tabla 7.2: Tiempos de transferencia para conexiones de corta duracio´n
Conexiones de larga duracio´n
En esta simulacio´n se utiliza un bu´fer de 200 paquetes (aproximadamen-
te BDP), que permitira´ utilizar la capacidad total del enlace usando el TCP
esta´ndar de referencia. Por otra parte, XPLIT esta´ configurado para utilizar un
valor de referencia de la mitad del taman˜o del bu´fer βref = BDP/2.
La figura 7.6 muestra la evolucio´n del tiempo de transferencia de paquetes
para conexiones de larga duracio´n utilizando la arquitectura XPLIT. Como se
puede ver, el establecimiento de la conexio´n es el u´nico retardo en el tiempo
de transferencia en relacio´n con el caso ideal. Por ejemplo, tomando uno de los
casos de la figura 7.6, el tiempo de transferencia de 719 paquetes es de 2,95 s.
Si restamos el 1.5 RTT de la latencia del establecimiento de conexio´n, el tiempo
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de transferencia es de 2.17 s. En un enlace ideal con una tasa de transmisio´n de
333,33 pkts/s, el tiempo de transferencia de 719 paquetes es 2.16 s. Este resultado
muestra el excelente rendimiento obtenido en nuestra arquitectura.
Figura 7.6: Tiempos de transferencia para conexiones de larga duracio´n en XPLIT
Comparamos estos resultados con los tiempos de transferencia para conexio-
nes de larga duracio´n en un escenario con el TCP Splitting esta´ndar referencia
representado en la figura 7.7. En este caso, los tiempos de transferencia aumentan
significativamente debido a la fase de inicio lento del TCP esta´ndar de referencia
y a la latencia del establecimiento de la conexio´n.
Vale la pena mencionar que el sistema esta´ configurado con un bu´fer de BPD
con el fin de obtener el ma´ximo rendimiento del algoritmo TCP esta´ndar de
referencia. Cuando el bu´fer esta´ vac´ıo, un paquete sufre un retardo de 1 RTT,
mientras que cuando el bu´fer esta´ lleno el paquete sufre un retardo de 2 RTTs,
que produce una latencia media de paquete de 1.5 RTT (donde RTT=0.520 s). La
disminucio´n del taman˜o del bu´fer para reducir la latencia de paquetes hara´ que
el TCP esta´ndar de referencia no aproveche completamente el enlace ya que se
producira´n desbordamientos del bu´fer. Por otro lado, nuestra arquitectura utiliza
un nivel de ocupacio´n del bu´fer de referencia (βref ) de la mitad del taman˜o del
bu´fer, lo que provoca un retardo de 1.5 RTT para todos los paquetes. El algoritmo
XPLIT tambie´n se puede configurar con un menor βref para reducir la latencia de
paquetes sin la subutilizacio´n del enlace (so´lo la tasa de sen˜alizacio´n cross-layer
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Figura 7.7: Tiempos de transferencia para conexiones de larga duracio´n conside-
rando un escenario TCP Splitting esta´ndar sobre un canal DVB-S2
tiene que ser configurada en consecuencia).
La tabla 7.3 muestra un resumen de los tiempos de transferencia para cone-
xiones de larga duracio´n utilizando el esta´ndar TCP de referencia y XPLIT, y
las mejoras logradas por XPLIT. Estos tiempos de transferencia se han calcula-
do sin tener en cuenta la latencia comu´n de 1.5 RTT. Para conexiones de larga
duracio´n que transfieren archivos de pequen˜o taman˜o, la mejora en el tiempo de
transferencia puede superar el 50 %.
Taman˜o Est. TCP Arquit. %
trf. (bytes) Splitting XPLIT mejora
Pequen˜o 1000 4.74 s 2.17 s 54.2
Medio 10000 27.43 s 21.56 s 21.4
Grande 50000 113.6 s 107.2 s 5.2
Tabla 7.3: Tiempos de transferencia para conexiones de larga duracio´n
Como se muestra en la tabla 7.3, el comportamiento a largo plazo de ambas
arquitecturas (XPLIT y TCP Splitting de referencia) es similar para los archivos
de gran taman˜o. Esto se debe a que la probabilidad de error es aproximadamente
nula en el escenario DVB-S2. En este caso, la mejora de XPLIT se debe a que no
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tienen comienzo lento. Como resultado, el impacto del arranque lento es menos
importante para los paquetes de gran taman˜o. Sin embargo, el TCP de referencia
exhibe ma´s latencia y un bajo rendimiento cuando hay variaciones de ancho de
banda, mientras que XPLIT sigue perfectamente estas variaciones de ancho de
banda. Por ejemplo, en la seccio´n 7.5.4, se presentan algunos resultados que
muestran co´mo XPLIT sigue perfectamente los efectos de la lluvia en un enlace
DVB-S2.
Evaluacio´n de la Tasa de Error de Paquetes (PER)
Aqu´ı vamos a evaluar el impacto en el throughput cuando PER esta´ presente
en un canal forward sate´lite DVB-S. So´lo recuerde que el esta´ndar DVB-S ofre-
ce una velocidad de transmisio´n constante para el enlace sate´lite con un PER
variable.
La figura 7.8 muestra el throughput medio del TCP esta´ndar y XPLIT en
funcio´n del PER (en una escala logar´ıtmica). Como se puede observar, XPLIT
siempre alcanza throughputs medios ma´s altos que el TCP esta´ndar de referencia,
que claramente se degrada a medida que el PER aumenta. El throughput en el
TCP esta´ndar de referencia se ve muy afectado por el PER porque la ventana
de congestio´n se reduce a la mitad innecesariamente cuando hay un error de
transmisio´n. Cuando la tasa de error de transmisio´n es demasiado alta, el TCP
esta´ndar no tiene tiempo suficiente para incrementar su ventana de congestio´n
al ma´ximo alcanzable.
Por otra parte, el algoritmo XPLIT retransmite los paquetes perdidos sin dis-
minuir la ventana de congestio´n, manteniendo el nivel de throughput al ma´ximo
alcanzable. Incluso si el ma´s alto PER (PER = 10−1) esta´ presente, la arqui-
tectura XPLIT mantiene ma´s del 50 % del throughput ma´ximo mientras que el
escenario TCP Splitting de referencia cae a cero.
7.5.4. Competencia entre flujos y eventos de lluvia
En este apartado se evalu´a el impacto en el throughput cuando en un enlace
forward sate´lite DVB-S2 se generan variaciones de ancho de banda debidas a
eventos de lluvia y esta´n presentes flujos TCP compitiendo. El valor medio del
ancho de banda de conexio´n se establece en 4 Mbps, compartido por dos conexio-
nes. Las variaciones de ancho de banda se realizan con las huellas proporcionadas
por [15]. E´stas proporcionan la evolucio´n SNIR de acuerdo con el esquema ACM
aplicado en el enlace forward DVB-S2.
75
Figura 7.8: Throughput medio para el TCP esta´ndar y XPLIT considerando PER
en un canal forward DVB-S
La figura 7.9 (parte superior) muestra las variaciones de ancho de banda del
enlace debidas a la lluvia y el seguimiento del ancho de banda de las dos conexio-
nes que comparten el enlace. La figura 7.9 (parte inferior) muestra el uso de ancho
de banda por cada conexio´n XPLIT. La primera conexio´n XPLIT (XPLIT0) co-
mienza en el tiempo 0, mientras tanto, la segunda conexio´n (XPLIT1) comienza
en el tiempo 10. Notese que la estimacio´n de ancho de banda en exceso se debe
al me´todo de medicio´n (en este caso cwnd/rtt) ya que el valor de RTT se reduce
cuando un nuevo flujo TCP llega al sistema.
Sin embargo, este me´todo permite observar la transicio´n brusca y el tiempo
de convergencia del algoritmo XPLIT cuando se lleva a cabo una operacio´n por
eventos. As´ı, cuando se inicia la segunda conexio´n XPLIT, el sesgo de la esti-
macio´n de ancho de banda se corrige en pocos RTTs. Notese que no se realizan
ma´s operaciones por eventos a lo largo de la simulacio´n porque las operaciones
controladas por tiempo son capaces de seguir la continua variacio´n de la tasa de
servicio en caso de lluvia. Como se puede ver, la arquitectura XPLIT distribuye
los recursos de manera justa. Tambie´n se observa que las dos conexiones siguen
perfectamente las variaciones de ancho de banda en el enlace.
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Figura 7.9: Throughput de dos flujos TCP compitiendo con lluvia y usando
XPLIT
77
Cap´ıtulo 8
Soluciones de seguridad en
enlaces sate´lite
8.1. Modificar el funcionamiento y/o el formato
de IPsec
Con el paso del tiempo se han ido publicando diferentes propuestas que abor-
dan el problema del uso de mecanismos de seguridad extremo a extremo en
arquitecturas que utilizan PEPs para mejorar el rendimiento de sus enlaces. Un
tipo de propuestas se basan en la modificacio´n del protocolo IPsec para adaptarlo
a este tipo de arquitecturas. A continuacio´n se exponen algunos de los casos ma´s
destacados.
8.1.1. Multilayer IPsec (ML-IPsec)
En esta solucio´n se rompe con el modelo de seguridad extremo a extremo y se
pasa a un modelo de mu´ltiples capas en las cuales se puede cifrar y descifrar en
uno o multiples puntos a lo largo de la comunicacio´n. Se basa en dividir el paquete
IP en diferentes zonas donde se van a aplicar diferentes esquemas de proteccio´n,
es decir, cada zona trendra´ su propia asociacio´n de seguridad (algoritmos, claves
privadas, etc.) y sus propias reglas de control de acceso (definen que nodos pueden
acceder a cada zona, entre otras cosas).
De esta forma se puede otorgar a los nodos intermedios (PEPs), que precisan
informacio´n incluida en capas superiores a la IP, un acceso seguro, controlado y
limitado a determinadas partes del datagrama IP sin comprometer la informacio´n
del resto de zonas.
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La divisio´n del paquete se puede realizar en cuantas zonas se desee y adema´s
no tienen porque estar formadas por bloques contiguos de datos en el paquete,
se pueden componer por varias subzonas no contiguas (el taman˜o mı´nimo de una
subzona es un octeto).
Como muestra la figura 8.1, una implementacio´n sencilla y que permitir´ıa
solventar el problema que estamos tratando ser´ıa la de dividir los datos del
paquete IP en so´lo dos zonas, una para la cabecera TCP y otra para el resto de
bits de los que estara´n formados los paquetes.
Figura 8.1: Multilayer IPsec en dos zonas
Para diferenciar cada una de las zonas y saber que esquemas de proteccio´n
hay que aplicar a cada una se ha de modificar el formato esta´ndar de las SAs de
IPSec creando una nueva Composite SA (CSA), que incluira´ una parte donde se
definira´n las zonas y otra donde habra´ tantas SAs como zonas tiene definidas el
paquete IP. [16]
Adema´s hay que garantizar que los nodos intermedios que acceden a parte
de la informacio´n del paquete son quienes dicen que son y evitar as´ı cualquier
tipo de man-in-the-middle attack. Habra´ que utilizar mecanismos out-of-band
de autenticacio´n, como por ejemplo una infraestructura de clave pu´blica. Una
vez se haya acabado el proceso de autenticacio´n habra´ que compartir las SAs,
tambie´n utilizando mecanismos out-of-band, como por ejemplo Internet key ex-
change (IKE), aunque quienes propusieron esta modificacio´n de IPsec utilizaron
la comparticio´n de claves manual.
Todas estas modificaciones hacen que tambie´n se deban cambiar los formatos
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de las cabeceras de los protocolos AH y ESP. Aunque para poder utilizarse en los
mismo casos en los que se usa el IPsec esta´ndar hay que mantener una compati-
bilidad con el original, tanto en el formato de los protocolos de seguridad como
en el software de procesamiento. Es imprescindible que cualquier implementacio´n
de ML-IPsec se base en la estructura de datos y en la construccio´n de bloques
de IPsec.
Zonas
Las zonas son cualquier porcio´n del datagrama IP bajo la proteccio´n de la
misma SA. E´stas han de estar formadas por un nu´mero entero de octetos, por
tanto la granularidad de una zona es de un octeto. No puede existir superposicio´n
entre dos o ma´s zonas. Una zona no tiene porque estar formada u´nicamente por
bloques contiguos de datos (subzonas), puede estar formada por tantas subzonas
como se desee.
En la figura 8.2 se puede ver el ejemplo de un mapa de zonas, relacio´n de
correspondencia entre los octetos del datagrama IP y las zonas correspondientes
para cada octeto.
Figura 8.2: Ejemplo de mapa de zonas
Es muy importante que las fronteras de las zonas deban permanecer fijas
durante el tiempo de vida de su SA, exceptuando la u´ltima zona que sera´ de
longitud variable.
Composite Security Association (CSA)
La SA original de IPsec define una relacio´n de seguridad entre el emisor y
el receptor para ofrecer el servicio, pero ML-IPsec requiere de una relacio´n de
seguridad mucho ma´s compleja, no so´lo entre emisor y receptor, sino´ tambie´n
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entre una o ma´s terceras partes. La CSA es una relacio´n de SAs que ofrecen
conjuntamente una relacio´n de seguridad multicapa. Las CSAs esta´n compuestas
por dos elementos, un mapa de zonas, que especifica la cobertura de cada zona
en el datagrama IP, y una lista de zonas, lista de las SAs de cada una de las
zonas. Las SAs en ML-IPsec contienen los mismo para´metros que las del IPsec
esta´ndar (tiempo de vida, algoritmos criptogra´ficos, claves criptogra´ficas, etc.),
aunque algunos campos se usara´n de forma algo diferente y tampoco se incluira´n
todos ellos en todas las SAs que se utilicen sobre el mismo paquete. Hay campos
aplicables u´nicamente a una zona, como son el tiempo de vida, la informacio´n
criptogra´fica, etc. Y otros que se pueden aplicar por igual en todas las zonas,
como son el SPI, el nu´mero de secuencia, la ventana anti-replay, el modo de
funcionamiento, etc. Con estos u´ltimos campos se forma la designated SA, una
SA especial y u´nica en la lista (suele ser la primera).
Antes de iniciar el servicio se debe crear una instancia CSA en cada uno de
los nodos implicados en la seguridad de la comunicacio´n en cuestio´n. Para ello se
distribuira´ el mismo mapa de zonas en todos ellos y se elegira´ la misma designated
SA para todos, que han de ser capaces de procesar. Para las zonas a las que un
nodo concreto no tenga acceso en vez de su SA tendra´n un valor NULL en la
lista de SAs de la CSA. En la figura 8.3 podemos ver un sencillo ejemplo de CSA.
Figura 8.3: Ejemplo de Composite Security Association
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Cabeceras de los protocolos de seguridad
El formato de la cabecera AH es casi ide´ntico al formato de la AH esta´ndar
exceptuando, que ahora, los datos de autenticacio´n esta´n subdivididos en zonas.
El nuevo campo de datos es de longitud variable y contiene varios ICVs (Integrity
Check Value), su longitud total viene controlada por el campo payload len. La
longitud de los ICVs depende de los algoritmos de autenticacio´n utilizados en
cada zona, pero ha de ser multiplo entero de 32 bits.
Cuando se utiliza el protocolo ESP el payload de datos se divide en bloques
compuestos por los datos cifrados, el padding, el campo de longitud del padding
y el campo next header (e´ste so´lo en la designated zone). Su taman˜o total lo
puede determinar la CSA, todos los bloques menos el u´ltimo tienen la longitud
fija. Al igual que para la cabecera AH, el campo opcional de autenticacio´n es de
longitud variable y esta´ compuesto por varios ICVs.
En la figura 8.4 se puede apreciar el formato de las cabeceras AH y ESP
utilizadas en ML-IPsec.
Figura 8.4: Formato de las cabeceras AH y ESP en ML-IPsec
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Procesado de los datos
Ca´lculo y verificacio´n de los ICVs
El ca´lculo de los ICVs AH en ML-IPsec es bastante diferente al original de
IPsec. Estos ICVs se calculan sobre lo siguiente:
1. Los campos de la cabecera IP que no cambian a trave´s de los nodos.
2. La cabecera AH, que incluye los campos next header, payload len,
reserved, SPI, sequence number, authentication data (rellenado con
ceros) y padding.
3. Todos los octetos de la designated zone.
Para cualquier otra zona so´lo se calcula sobre los octetos de la misma.
La verificacio´n de los ICVs durante el procesamiento de entrada de un
paquete ML-IPsec tambie´n se hace por zonas.
Una zona se autentica so´lo si la SA de la correspondiente zona no tiene
valor NULL.
Cifrado zona a zona
En el procesamiento de salida, el emisor sigue los pasos siguientes para
cifrar los paquetes:
1. Para cada zona se concatenan todos los octetos de las diferentes sub-
zonas y se encapsulan en la parte que corresponda del campo de datos
ESP.
2. Se an˜ade el padding necesario en cada zona.
3. Se cifran cada uno de los bloques generados (payload data, padding,
padding len y next header) como corresponda para cada zona.
Procesamiento parcial de entrada-salida en los routers interme-
dios
En un nodo intermedio, un paquete primero pasara´ a trave´s de un procesa-
miento parcial de entrada y luego a trave´s de otro de salida (figura 8.5). Si
la funcio´n del router (por ejemplo un TCP PEP) es operar sobre el data-
grama IP parcialmente construido y modificarlo, el procesamiento de salida
debe volver a autenticarlo y/o cifrarlo para esa zona, y remplazar el corres-
pondiente ICV y/o el campo del payload de datos antes de retransmitirlo
al siguiente nodo.
En las figuras 8.6 y 8.7 se muestran unos ejemplos de esquemas de procesa-
miento de entrada y salida respectivamente.
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Figura 8.5: Esquema de procesamiento parcial de entrada-salida
Figura 8.6: Esquema de procesamiento de entrada
Ana´lisis cr´ıtico de la solucio´n
Au´n siendo una extensio´n u´til de IPsec, que proporciona mu´ltiples niveles de
accceso para permitir que varias tecnolog´ıas, que requieren acceso a los datos de
la capa de transporte y/o aplicacio´n, puedan funcionar correctamente; existen
una serie de defectos en su disen˜o que la hacen menos efectiva e incrementan su
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Figura 8.7: Esquema de procesamiento de salida
complejidad [17]. Estos aspectos son discutidos a continuacio´n.
1. Designacio´n de las zonas
Las zonas de seguridad se designan como un grupo esta´tico de bytes que
hay que especificar antes de que empiece la comunicacio´n. E´sto implica que
previamente a la implementacio´n se deban conocer las longitudes exactas
de las cabeceras.
E´sto hace que esta propuesta no funcione correctamente si los usuarios
finales cambian el uso de las opciones IP o TCP, ya que provocar´ıan un
fallo en el mapeo de las zonas. Tambie´n ocurre este problema en el caso de
que ML-IPsec sea usado por varios clientes y cada uno de ellos pueda usar
diferentes opciones. E´sto convierte a ML-IPsec en un protocolo extremada-
mente inflexible, sobre todo con tra´fico en modo tu´nel IPv4 (por ejemplo
VPNs).
Adema´s hay una serie de opciones TCP que aumentara´n el taman˜o de la
cabecera durante el SYN handshake, pero no necesitara´n aparecer durante
la comunicacio´n. Tambie´n los Selective Acknowledgments (SACK) var´ıan
la longitud respecto a los paquetes ACK.
Esta combinacio´n de factores hace pra´cticamente imposible el uso del ma-
peo esta´tico cuando hay opciones TCP en uso, lo que hace que los nodos
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intermedios no puedan garantizar el acceso a toda la cabecera TCP de cada
paquete.
2. Configuracio´n y conocimiento del enrutamiento a priori
La infraestructura de enrutamiento tiene que ser conocida con anterioridad
a su implementacio´n, ya que los routers intermedios que requieren acceso
a los datos del protocolo de capa alta deben ser configurados manualmente
antes de que empiece la comunicacio´n. E´sto hace que sea imposible su uso
ante multiples rutas o sobre Internet, a menos que conozcamos cada uno
de los routers por donde pasara´ la comunicacio´n y los podamos configurar.
3. Overhead en el establecimiento
Para proteger de forma bidireccional las comunicaciones se requieren dos
SAs por zona. La CSA, que detalla el mapeo de las zonas y que SA se
usa en ellas, tambie´n se ha de establecer para cada direccio´n. Todos estos
datos se han de almacenar en los nodos que han de poder tener acceso a la
informacio´n de la comunicacio´n.
Aunque este overhead pueda parecer insignificante, su impacto se incre-
mentara´ tanto con el nu´mero de zonas como con el nu´mero de conexiones
ML-IPsec establecidas.
4. Overhead en la negociacio´n de claves
Para proporcionar ma´xima seguridad, IPsec al igual que otros sistemas
basados en criptografia, hacen que las claves criptogra´ficas en uso se deban
cambiar a intervalos regulares de tiempo, y as´ı reducir la posibilidad de un
ataque por fuerza bruta o por ana´lisis del texto cifrado.
Ello provoca que en ML-IPsec se deban actualizar las claves para todas las
zonas en todos los nodos intermedios que acceden a los paquetes, y todo
de forma manual.
5. Overhead en los paquetes
Como ya hemos visto anteriormente, IPsec an˜ade un padding, de entre 0
y 255 bytes, al payload de un paquete ESP para asegurar que los datos de
autenticacio´n empiezan siempre en la frontera del cuarto byte. Estos datos
se an˜aden al paquete ESP y su longitud depende del algoritmo HMAC
utilizado. Como consecuencia aumenta el overhead de los paquetes.
En el caso de ML-IPsec, el padding y los datos de autenticacio´n son apli-
cados para cada una de las zonas en las que se ha dividido el paquete, cosa
que afecta no so´lo al overhead de los paquetes sino que adema´s produce su
fragmentacio´n, an˜adiendo au´n ma´s overhead a la capa de red.
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6. Modificacio´n de las zonas
Cuando ML-IPsec proporciona acceso a los nodos intermedios, permite tan-
to acceso de lectura como de escritura en las zonas, disminuyendo poten-
cialmente el nivel de seguridad proporcionado.
Dado que un gran nu´mero de te´cnicas de mejora del rendimiento so´lo re-
quieren acceso de lectura a las cabeceras IP o TCP, dando u´nicamente
acceso de lectura en las zonas se incrementar´ıa la seguridad.
8.1.2. A Transport-Friendly ESP format
El formato de protocolo Transport-Friendly ESP (TF-ESP) propuesto por
AT&T Research [18] modifica el protocolo ESP original para incluir informacio´n
limitada del estado de TCP, las identificaciones de flujo y los nu´meros de secuen-
cia, en una zona de la cabecera que ira´ sin cifrar, pero auntenticada. El formato
de esta cabecera se puede ver en la figura 8.8.
Figura 8.8: Formato de la cabecera TF-ESP
Esta propuesta funciona bien con algunos mecanismos TCP-PEP, como puede
ser el TCP Snooping para redes inala´mbricas, que consulta la informacio´n TCP
para conocer el estado de los paquetes y as´ı realizar las retransmisiones necesarias.
Pero no con otros como el TCP Spoofing, ya que necesita tener un acceso de
escritura. Para poder generar paquetes ACK prematuros es necesario que la
informacio´n de identificacio´n este´ ubicada fuera de la zona autenticada. Sin la
proteccio´n de integridad adecuada e´sto puede ser bastante peligroso. Adema´s, la
informacio´n de estado de TCP sin cifrar esta´ disponible universalmente, incluso
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para nodos sin confianza, cosa que genera vulnerabilidad ante posibles ataques.
Por otra parte, el TF-ESP no es lo suficientemente flexible para soportar todos
los protocolos de capa superior.
8.1.3. Limitar el nu´mero de campos afectados por IPSec
Otra alternativa es que IPSec no cifre todos los datos de la cabecera TCP
y de esta manera permita a los nodos intermedios acceder a la informacio´n que
necesitan para poder realizar todas las funciones de mejora que afectan a las
conexiones. Ello conlleva a que las direcciones IP, los puertos TCP, los nu´meros
de secuencia, etc. sean transmitidos en claro por la red.
8.2. Secured Performance Enhacing Proxies
Otro enfoque a la solucio´n de este problema ha sido el de modificar el funcio-
namiento de los PEPs de forma que se pueda utilizar IPsec extremo a extremo sin
ningu´n tipo de restriccio´n, as´ı, los usuarios finales no se ven afectados por ningu´n
tipo de modificacio´n en sus aplicaciones o servicios de seguridad. A continuacio´n
se explican cinco propuestas que abordan este tipo de solucio´n.
8.2.1. Establecer una sesio´n con el PEP
La primera propuesta intenta minimizar el overhead en comparacio´n con otras
soluciones, pero manteniendo la seguridad. Se sugiere su uso con implementacio-
nes de PEPs no transparentes y asime´tricos.
El proceso de trabajo propuesto se describe a continuacio´n [19]:
1. El proceso empieza con el habitual TCP three-way handshake entre el emi-
sor y el receptor, mientras el agente PEP esta´ en modo pasivo.
2. Al final del handshake, el emisor calcula el RTT de la conexio´n configurada
y despue´s de examinar su valor decide si la conexio´n TCP necesita mejorar
su rendimiento o no.
3. Si hay necesidad de mejorar el rendimiento, el emisor le env´ıa al PEP
un paquete de solicitud PEP. Este paquete contiene su direccio´n IP, la
direccio´n IP de destino, el puerto de origen, el puerto de destino y el nu´mero
de secuencia de la conexio´n. La figura 8.9 (a) muestra el formato del paquete
de solicitud PEP.
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4. El agente PEP, responde al emisor mediante el env´ıo de un paquete ACK
PEP, que contendra´ toda la informacio´n transmitida en el paquete de so-
licitud PEP, adema´s del nu´mero de reconocimiento y el identificador de
conexio´n (CI) generado por el PEP. El formato del ACK PEP se muestra
en la figura 8.9 (b).
5. El PEP construye una tabla de mapeo que contiene las direcciones IP de
origen y destino, los puertos de origen y destino, el nu´mero de secuencia y
el identificador de conexio´n.
6. Ahora, cuando el emisor env´ıa el primer paquete de datos, an˜ade el identi-
ficador de conexio´n (2 bytes) enviado por el agente y un offset del nu´mero
de secuencia (2 bytes) en el campo de opciones de la cabecera IP.
7. El PEP reenv´ıa el paquete a la red sate´lite despue´s de haber almacenado
en cache´ la informacio´n de la cabecera IP. Se comprueba la presencia del
campo CI. Si el campo CI no esta´ presente, el agente decide que el paquete
no tiene necesidad de mejorar el rendimiento y descarta la informacio´n
guardada previamente. Si el campo CI esta´ presente, compara su valor con
los presentes en la tabla del servicio de mapeo PEP y genera un ACK
prematuro usando la informacio´n de la tabla y de la cabecera para el CI
en concreto. El nu´mero de secuencia se calcula sumando el nu´mero de
secuencia inicial y el valor del offset incluido en la cabecera IP.
8. Cuando el emisor TCP ha acabado con la transmisio´n, env´ıa un mensaje
para cerrar la conexio´n con el agente PEP. El mensaje de cierre de conexio´n
contiene so´lo el CI asignado por el PEP. Cuando el PEP recibe este mensaje,
elimina la entrada correspondiente al CI especificado de su tabla.
Cuando el agente PEP recibe el paquete ACK generado por el host receptor,
lo bloquea, verifica la entrega del paquete y lo descarta. En caso de no recibir el
paquete ACK, e´l mismo se encarga de retransmitir el paquete perdido.
Al utilizar el paquete de solicitud PEP el host emisor tiene el poder de dicidir
si quiere utilizar los servicios que le proporciona el PEP o no.
La solucio´n propuesta mejora el rendimiento del flujo TCP sin afectar a la
seguridad. A diferencia de otros sistemas, e´ste es simple y no an˜ade un overhead
muy grande. Aunque la solucio´n propuesta requiere que el agente PEP almace-
ne en memoria la tabla de mapeo del servicio, las ventajas globales (tanto de
seguridad como de rendimiento) justifican el overhead adicional.
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Figura 8.9: Formato de los paquetes de sesio´n
8.2.2. Monitorizar las conexiones TCP y usar TCP free-
zing
La idea principal de esta propuesta es la de utilizar una cabecera de protocolo
adicional entre los dos PEPs, donde incluir la informacio´n que necesitan para
operar correctamente [20]. Se trata de un secure performance enhancing proxy
(SPEP) implementado en la capa de red. En el modelo considerado, un agente
mo´vil se conecta a una estacio´n base, la cual le proporciona conectividad con
la red terrestre mediante un enlace sate´lite. Toda la comunicacio´n va protegida
mediante IPsec. En la figura 8.10 se puede apreciar la arquitectura considerada.
El SPEP de la estacio´n base no puede observar los paquetes TCP porque
esta´n cifrados. El agente de la unidad mo´vil inspecciona los paquetes en favor
del agente de la estacio´n base para despue´s mandarle la informacio´n que necesita
para mejorar el rendimiento, toda ella en la cabecera SPEP (figura 8.11), la cual
no se ve afectada por el servicio de seguridad. Por supuesto, la cabecera SPEP
es borrada por el agente de la estacio´n base antes de reenviar los paquetes.
SPEP diferencia entre los mecanismos de deteccio´n y distincio´n de pe´rdidas
de paquetes de los de recuperacio´n de paquetes perdidos. Los autores proponen
realizar la deteccio´n y distincio´n de pe´rdidas en la capa de red y su recuperacio´n
en la de transporte.
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Figura 8.10: Escenario satelital mo´vil
Figura 8.11: Formato de un paquete ESP en modo transporte con una cabecera
SPEP
Estos PEPs son capaces de operar de forma totalmente transparentes a IPsec
y explotan la posibilidad de congelar los contadores TCP forzando a los emisores
para que se pongan en modo persistente.
Principalmente, el SPEP opera de la siguiente forma:
1. Cada vez que se establece una conexio´n TCP, el SPEP del dispositivo mo´vil
(MH-SPEP) asigna un identificador local para la conexio´n TCP e informa
al SPEP de la estacio´n base (BS-SPEP) acerca de la configuracio´n de la
nueva conexio´n TCP, su identificador y los para´metros de la SA IPSec de
los segmentos TCP que pasara´n a trave´s de e´l. De esta manera, durante
la siguiente fase de transferencia de datos, el BS-SPEP puede reconocer
paquetes IPSec que contienen segmentos TCP y se refieren a la conexio´n
TCP adecuada.
2. Los dos agentes implementan un procedimiento de reconocimiento de pa-
quetes IPsec que fluye hacia el MH. El procedimiento aprovecha los nu´meros
de secuencia IPsec y tiene por objeto permitir al BS-SPEP saber si algunos
datos TCP no reconocidos han sido transmitidos por el enlace sate´lite. Para
ello, el BS-SPEP mantiene una lista que contiene los nu´meros de secuencia
de los paquetes IPsec transmitidos hacia el MH, pero au´n no reconocidos
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por el MH-SPEP. Recibir el reconocimiento de un paquete IPSec dado,
significa que todos los datos TCP transportados por los paquetes IPsec
transmitidos anteriormente son reconocidos. El BS-SPEP tambie´n mantie-
ne un temporizador local que se utiliza para desencadenar la congelacio´n de
TCP. Cada vez que el temporizador expira, el BS-SPEP congela al emisor
TCP en el FH, u´nicamente si la lista mantenida no esta´ vac´ıa. De hecho,
el BS-SPEP no es capaz de distinguir los paquetes IPSec que llevan seg-
mentos TCP de datos de aquellos que llevan segmentos ACK TCP (sin
payload). Sin embargo, de forma conservadora, con el fin de procesar los
reconocimientos, el BS-SPEP opera asumiendo que todas las entradas en
la lista so´lo esta´n relacionadas con segmentos de datos TCP.
3. El MH-SPEP marca, con el identificador de la conexio´n TCP relacionada,
cada paquete IPSec de salida que incluye un segmento TCP cuyo nu´mero
de reconocimiento es va´lido. De esta manera, el BS-SPEP es capaz de
reconocer los paquetes IPSec anteriores.
4. Cada vez que el TCP en el MH env´ıa un ACK, piggybacked o no, que re-
conoce los nuevos datos, el MH-SPEP genera un segmento ACK TCP de
congelacio´n, es decir, sin payload y con el campo de ventana a cero. Los
dos ACKs, a partir de ahora denominados como ACK1 y ACK2, siempre
son interceptados por el BS-SPEP. Si el ACK1 es piggybacked, el BS-SPEP
inmediatamente transmite el ACK1 hacia el FH, mantiene el ACK2 y rese-
tea el temporizador local, de lo contrario, ambos ACKs se mantendra´n. Por
otra parte, cada vez que se intercepta un nuevo par de ACKs, el antiguo
ACK1 es transmitido, el antiguo ACK2 es descartado y el temporizador re-
seteado. Cuando el temporizador expira, el BS-SPEP reenv´ıa el ACK2 de
congelacio´n siempre que, como se dijo anteriormente, la lista no este´ vac´ıa,
o bien se transmite el ACK1.
5. Cada vez que un paquete IPSec procedente del FH es recibido fuera de
orden, el BS-SPEP se desactiva con el fin de impedir que la funcionalidad
de congelacio´n interfiera con los mecanismos de control de congestio´n de
TCP. Se activara´ de nuevo tan pronto como todos los paquetes que hayan
llegado fuera de orden sean reconocidos.
Adapta´ndo esta solucio´n a un escenario donde la conexio´n se divide en tres
segmentos se pueden provocar retardos importantes, ya que hasta que no llegan
los paquetes al receptor final no se conoce que paquetes se han perdido y porque.
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8.2.3. Distinguir entre tipos de pe´rdidas de paquetes
Esta propuesta es muy parecida a la anterior, donde los autores quieren ofre-
cer una solucio´n que preserve la sema´ntica extremo a extremo as´ı como garantizar
una seguridad tambie´n extremo a extremo. El TCP esta´ndar carec´ıa de meca-
nismos para determinar la causa puntual de la pe´rdida de paquetes. Ahora ya
existen funciones que ayudan en esta tarea, pero todas esta´n demasiado ligadas
a la capa de transporte, cosa que impide el uso de mecanismos de seguridad en la
capa de red. El esquema propuesto separa los mecanismos de deteccio´n y distin-
cio´n de errores de los de recuperacio´n, cosa que facilita la mejora del rendimiento
y adema´s ofrece mu´ltiples ventajas.
Esta propuesta complementa expl´ıcitamente el mecanismo de recuperacio´n de
pe´rdidas de TCP proporcionando informacio´n sobre la naturaleza de las mismas.
La responsabilidad de la deteccio´n y distincio´n de pe´rdidas ahora se desplaza
al nivel IP mediante el uso de un campo opcional y los nu´meros de secuencia
ESP de la cabecera. La capa de transporte mejora la recuperacio´n usando la
informacio´n sobre la naturaleza de las pe´rdidas obtenida por los mecanismo de
deteccio´n y distincio´n de la capa IP.
El modelo de red considerado consiste en agente un mo´vil conectado a una
estacio´n base, la cual le proporciona conectividad con la red terrestre mediante
un enlace inala´mbrico, y toda la comunicacio´n va protegida mediante IPsec.
Deteccio´n y distincio´n de pe´rdidas
El componente SPEP de la estacio´n base permite distinguir entre pe´rdidas
por congestio´n y por corrupcio´n, basa´ndose en el hecho de que, las pe´rdidas que
se producen en el trayecto entre la sede fija y la estacio´n base son generalmente
causadas por congestio´n en la red y las que se producen en el trayecto entre la
estacio´n base y el nodo inala´mbrico generalmente son causadas por la corrupcio´n
en el enlace inala´mbrico.
El esquema SPEP propuesto, requiere de un campo opcional en la cabecera
IP para indicar los bloques de nu´meros de secuencia recibidos en secuencia en la
estacio´n base. El campo opcional es inicializado a cero en el host fijo. La estacio´n
base sigue la pista de los bloques de nu´meros de secuencia recibidos en orden.
Entonces la estacio´n base rellena el campo opcional de cada paquete para reflejar
los bloques de paquetes recibidos en secuencia. As´ı el agente mo´vil puede deducir
si un paquete que no ha recibido se ha pe´rdido por culpa de la congestio´n (no le
ha llegado tampoco a la estacio´n base) o por culpa de la corrupcio´n (la estacio´n
base s´ı se lo envio´). Y todo esto sin necesidad de enviar reconocimientos.
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Aunque esta propuesta se base en controlar los bloques de paquetes que llegan
en secuencia no se ve afectado su comportamiento si la estacio´n base o el agente
mo´vil reciben los paquetes de forma desordenada.
Recuperacio´n de pe´rdidas
El SPEP del nodo mo´vil detecta la naturaleza de la pe´rdida y almacena la
informacio´n para cada paquete perdido en la cola de montaje TCP. TCP invoca
el mecanismo de recuperacio´n de pe´rdidas mediante el env´ıo de reconocimientos
duplicados para los siguientes paquetes esperados. La informacio´n vital sobre
la naturaleza de la pe´rdida, determinada por el SPEP, se transmite al emisor
mediante la activacio´n de un bit en la cabecera TCP del paquete ACK, bit re-
servado para la notificacio´n expl´ıcita de pe´rdidas. El remitente luego retransmite
el paquete perdido debido a la corrupcio´n sin invocar al control de congestio´n.
8.2.4. Utilizar Hashes para clasificar el tra´fico
Esta propuesta genera un hash criptogra´fico de la informacio´n de identifica-
cio´n de flujo y lo guarda en la cabecera IP al igual que el nu´mero de secuencia
[22]. Usando el hash y los nu´meros de secuencia, el PEP es capaz de comparar
los paquetes con sus correspondientes reconocimientos para regular el flujo. Esta
solucio´n se puede aplicar a mecanismos PEP que necesitan acceso de lectura a
las cabeceras IP y TCP.
A la hora de realizarla, sus autores tuvieron en cuenta que muchos de los
PEPs no tienen porque modificar la informacio´n del flujo de tra´fico ni ver las
direcciones IP ni los nu´meros de puerto TCP, tales como los que utilizan los
mecanismos TCP Snooping. Por el contrario, so´lo necesitan distinguir un flujo
de tra´fico de otro con el fin de regularlos apropiadamente. Tambie´n consideraron
que genera menos vulnerabilidades el hecho de enviar el nu´mero de secuencia de
un paquete en claro por la red, que no enviar las direcciones IP y los nu´meros de
puerto TCP.
El escenario para el cual se realizo´ la propuesta consta de TCP PEPs, los
cuales necesitan leer las direcciones IP de origen y destino y los nu´meros de
puerto y secuencia TCP para mejorar el rendimiento de los enlaces. Adema´s se
utiliza en e´l el protocolo IPsec en modo tu´nel.
Con el fin de asignar un u´nico valor a cada flujo, y as´ı ocultar la informacio´n
de identificacio´n de flujo, se aplica una funcio´n de u´nico sentido, en particular
una funcio´n de hash, sobre las direcciones IP y los nu´meros de puerto TCP. Ahora
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los PEPs podra´n diferenciar entre los diferentes flujos comparando el valor de los
hashes.
Con esta te´cnica, no se proporciona informacio´n comprometida a terceras
partes, ya que la probabilidad de que a partir del valor del Hash se obtenga la
informacio´n original es muy pequen˜a.
Otro punto importante es la distincio´n entre dos sesiones tras las mismas
direcciones IP y puertos TCP. Para solucionar este problema se an˜ade a los
datos de identificacio´n (direcciones IP y puertos TCP), antes de calcular el valor
del hash, un nu´mero aleatorio diferente para cada una de las sesiones. El ca´lculo
del valor del hash se ha de hacer una vez para cada sesio´n, lo realiza el nodo final
que inicia una sesio´n, y despue´s ambos extremos lo van copiando en los futuros
paquetes de la misma.
La otra informacio´n que necesitan los PEPs para poder regular el flujo de
tra´fico son los nu´meros de secuencia de las cabeceras TCP, y para que e´stos
esten accesibles se copiara´n en la cabecera IP fuera de la zona que va a ser
cifrada.
Estos valores se an˜adira´n al campo opcional de la cabecera IPv4. En IPv6 se
pueden incluir en la cabecera de opciones de destinacio´n o como una extensio´n
de la cabecera.
Figura 8.12: Formato de un paquete ESP autenticado en modo tu´nel que incluye
el hash
Con esta propuesta no es necesario que los nodos intermedios sean de confian-
za, pueden ser transparentes a los nodos finales. Adema´s tampoco incrementa el
overhead en los PEPs, ya que e´stos no han de realizar operaciones criptogra´ficas.
La principal limitacio´n es que u´nicamente se puede utilizar con TCP PEPs que
no necesiten modificar la informacio´n de identificacio´n del flujo de tra´fico.
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8.2.5. Utilizar un Hash como Identificador de Conexio´n
Una posible modificacio´n a la explicacio´n realizada en el apartado 8.2.4, y
que mejorar´ıa el overhead de las cabeceras, ser´ıa la de no enviarlas al completo
en todos los paquetes si el PEP no precisa de toda la informacio´n o le sirve la
obtenida de paquetes anteriores del mismo flujo de datos. Es decir, se tratar´ıa
de comprimir las cabeceras TCP/IP [24] utilizando el valor del hash como un
Identificador de Conexio´n (CI). Para ello se propone identificar cada paquete de
un mismo flujo por su nu´mero de secuencia ESP y a dicho flujo por su SA. [23]
Con esta propuesta los PEPs intermedios pueden distinguir los diferentes
flujos comparando sus CIs y diferenciar unos paquetes de los otros mediante el
nu´mero de secuencia ESP. Tambie´n se trata de una solucio´n u´nicamente aplicable
con TCP PEPs que no necesiten modificar la informacio´n de identificacio´n del
flujo de tra´fico.
8.3. Modificar la arquitectura de red o de segu-
ridad
Por u´ltimo, otro tipo de soluciones proponen cambiar la configuracio´n de la
red o de la seguridad, de forma que se consiga un equilibrio entre un funcio-
namiento aceptable de los PEPs y de IPsec conjuntamente. Incluso, tambie´n
se plantea el hecho de proporcionar seguridad sin utilizar el protocolo IPsec. A
continuacio´n se detallan algunos casos.
8.3.1. PEPs locales
Una solucio´n bastante sencilla y poco costosa de realizar, es la de acelerar los
datos TCP antes de que se les aplique IPsec. Un caso simple ser´ıa el de colocar
un gateway mejorado antes del gateway de seguridad para acelerar los flujos de
datos TCP de los diferentes emisores. Despue´s de acelerar los flujos se env´ıan
al gateway de seguridad que sera´ el responsable de implementar IPsec. Con este
cambio se consigue que IPsec deje trabajar correctamente a los PEPs para que
puedan mejorar el rendimiento del enlace. Sin embargo, al pasar los gateways de
seguridad detra´s de los PEPs entramos en conflicto con el concepto de seguridad
extremo a extremo, y por ello es mejor implementar los PEPs aceleradores de
TCP localmente en cada uno de los usuarios finales. En este caso se acelera TCP
antes de que los flujos de datos pasen por la capa IP, y sean cifrados, y no se
pierde la seguridad extremo a extremo. Esta solucio´n incluye un PEP acelerador
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que es operado por el usuario, en lugar de estar incluido en el gateway satelital,
aunque con esta nueva arquitectura no diferenciaremos entre el segmento de
red sate´lite y los terrestres, toda la conexio´n se tratara´ como un gran segmento
satelital o inala´mbrico. Esto hara´ que el RTT que vera´ el host emisor sera´ el
mismo que si no se utilizaran los PEPs, aunque el comportamiento del protocolo
TCP utilizado no sera´ el esta´ndar.
8.3.2. Dividir IPSec en dos segmentos
Considerando una arquitectura de red divisible en tres segmentos indepen-
dientes, se puede aplicar un sistema de seguridad por partes. Suponiendo que el
enlace sate´lite esta´ operado por una empresa y e´sta puede garantizar la ma´xima
seguridad en este segmento intermedio, ahora so´lo queda dar seguridad a los seg-
mentos que van de los dos hosts a la red del operador. Para ello se puede utilizar
IPsec de forma habitual como si uno se conectara de forma segura a cualquier
red local. Esta propuesta tiene un incoveniente muy importante, y es que hay
que confiar plenamente en el operador y en sus mecanismos de seguridad. Desde
el punto de vista de los hosts no tiene porque existir ninguna disminucio´n en
cuanto a su rendimiento, ya que u´nicamente establecen una conexio´n segura con
el operador al igual que lo tendr´ıan que hacer con el host final, aunque si que
pierden la transparencia respecto a la arquitectura de red que esta´n utilizando.
Pero en cuanto al rendimiento de la red del operador, e´sta sufre un importante
aumento del consumo de recursos porque ahora los TCP PEPs deben descifrar
los paquetes que reciben, cifrar los que han de enviar y adema´s negociar con los
dos hosts las diferentes asociaciones de seguridad. Esta carga extra supondra´ un
incremento en el retardo de los paquetes y la disminucio´n del throughput de la
red.
8.3.3. Mecanismos de seguridad en la capa de transporte
Otra alternativa, pero de menos garant´ıas en cuanto a la seguridad se refiere,
ser´ıa el uso de otras te´cnicas criptogra´ficas que trabajan bien con los TCP PEPs
como son SSL (Secure Sockets Layer) o TLS (Transport Layer Security) en vez
de IPSec. Estas te´cnicas cifran los datos del paquete TCP y dejan la cabecera sin
cifrar y sin autenticar de forma que los nodos intermedios pueden tener acceso a
la informacio´n de estado TCP que va encapsulada en la cabecera TCP. Adema´s,
muchas aplicaciones que se usan en Internet ya implementan la seguridad con
SSL o TLS. El hecho de que deje la cabecera TCP sin cifrar expone varias vul-
nerabilidades de las sesiones TCP a una variedad de ataques del protocolo TCP
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(en particular al ana´lisis de tra´fico) porque ahora la identidad del emisor y del
receptor es visible sin proteccio´n de confidencialidad. Un importante inconve-
niente ser´ıa que u´nicamente se pueden utilizar sobre TCP y no sobre UDP, por
tanto el rango de aplicaciones a utilizar es mucho menor que con IPsec. Tambie´n
hay que tener en cuenta que cualquier modificacio´n que se quisiera hacer sobre
el comportamiento de estos mecanismos implicar´ıa la modificacio´n de todas las
aplicaciones que lo vayan a usar y adema´s no son sensibles a implementaciones
hardware. Tampoco se pueden crear VPNs de forma sencilla.
8.3.4. Encapsular un protocolo de seguridad dentro de
otro
Alternativamente, es posible encapsular SSL/TLS dentro de IPsec, dejan-
do que SSL/TLS proteja los datos TCP e IPsec proteja la cabecera TCP. Sin
embargo, aqu´ı tambie´n hay un problema, porque IPsec cifra tanto la cabecera
TCP como el payload (datos protegidos por SSL/TLS) como un todo. As´ı, el
cifrado/autenticado/descifrado hay que hacerlo dos veces en la parte de los da-
tos TCP. El router intermedio, por ejemplo, debe descifrar todo el paquete so´lo
para acceder a la informacio´n de la cabecera TCP. Obviamente e´sto supone un
derroche de recursos.
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Cap´ıtulo 9
Seguridad IPsec sobre una
arquitecura XPLIT
9.1. Descripcio´n general
En este cap´ıtulo proponemos tres escenarios diferentes para garantizar se-
guridad a nivel IP en la arquitectura XPLIT (7). Debido a las caracter´ısticas
funcionales de los PEPs, que necesitan tener acceso a cierta informacio´n trans-
portada por los paquetes en la cabcera TCP, y que queremos proporcionar los
servicios de seguridad mediante IPsec, en dos casos habra´ que depositar cierta
confianza en los nodos intermedios, PEPs.
La implantacio´n de este tipo de seguridad en estas arquitecturas requiere de
un compromiso entre el nivel de seguridad que se quiere tener y el rendimiento
necesario, o deseado, del enlace satelital. Se pueden considerar diversas solucio-
nes, desde u´nicamente proteger el payload TCP y as´ı dejar que los mecanismos de
mejora del rendimiento trabajen como si no se hubiera aplicado ningu´n servicio
de seguridad, a aplicar los mecanismos de seguridad sin que los nodos intermedios
puedan hacer nada por mejorar el rendimiento de las comunicaciones en funcio´n
de la informacio´n contenida en los paquetes.
Nosotros no hemos considerado las soluciones que se basan en liberar partes
del paquete de la aplicacio´n de los servicios de seguridad, o que copian ciertos
datos en zonas que no son protegidas por IPsec; ya que lo consideramos una
vulnerabilidad importante de la seguridad a la que no queremos exponer las
comunicaciones.
Los tres escenarios que se van a proponer, en ningu´n caso dejan que partes
no implicadas en la comunicacio´n puedan tener acceso a la informacio´n, total o
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parcial, transportada por los paquetes. Aunque en dos de ellos s´ı que se permi-
tira´ que una tercera parte pueda acceder a todo el contenido del paquete, o al
menos, a la parte de la informacio´n que le sea suficiente para poder aplicar las
te´cnicas necesarias para mejorar la eficiencia en el enlace.
A continuacio´n se exponen las propuestas ordenadas de menor a mayor per-
misividad en el acceso a la informacio´n por parte de los nodos intermedios.
9.2. Untrusted PEP
La primera solucio´n que se propone es la de encapsular IPsec sobre XPLIT-
TCP. De esta forma se impide que tanto nodos intermedios como partes no
involucradas en la comunicacio´n tengan acceso a la informacio´n transportada
por los paquetes. En la figura 9.1 se puede observar el escenario propuesto.
Figura 9.1: Arquitectura XPLIT sobre IPsec
Para mejorar el rendimiento de la comunicacio´n extremo a extremo se adaptan
los PEPs para que realicen un entunelado de la conexio´n entre ellos, a nivel de
capa de transporte. De esta forma se simula un mecanismo de splitting pero
manteniendo los paquetes IP originales inalterados, consiguiendo un control de
pe´rdidas adicional en el enlace sate´lite mediante el env´ıo y recepcio´n de ACKs
TCP entre los PEPs.
En la figura 9.2 se puede apreciar el intercambio de paquetes que llevan a
cabo, por una parte los extremos de la comunicacio´n, y por otra los PEPs. Las
l´ıneas discontinuas simulan el env´ıo de paquetes encapsulados en XPLIT-TCP y
las continuas paquetes TCP esta´ndar.
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Figura 9.2: Intercambio de paquetes entre hosts
Con esta implementacio´n se consiguen controlar las retransmisiones de paque-
tes debidas a pe´rdidas producidas en el enlace satelital de forma transparente a
los hosts finales. Suponemos que las pe´rdidas por transmisio´n u´nicamente tienen
lugar en el enlace sate´lite, y por ello el encargado de retransmitir estos paquetes
sera´ el PEP. Si el host emisor tuviera que retransmitirlos considerar´ıa que las
pe´rdidas se han producido por congestio´n en la red y reducir´ıa el taman˜o de su
ventana de transmisio´n. Este hecho har´ıa disminuir el rendimiento en el enlace.
Una caracter´ıstica importante a tener en cuenta es que el timeout de retrans-
misio´n en los emisores TCP es adaptativo y se calcula en funcio´n del u´ltimo
RTT y de su desviacio´n esta´ndar. E´sto hace que, habitualmente, haya tiempo
para que al menos se pueda realizar una retransmisio´n en el enlace satelital sin
que el emisor final haya decidido realizarla; pero en el caso de que ese timeout
fuese demasiado pequen˜o no conseguir´ıamos nuestro propo´sito.
Ahora, antes de transmitir los paquetes originales a trave´s del enlace, el primer
PEP debe encapsularlos en nuevos paquetes TCP-XPLIT. Para ello se seguira´n
los siguientes pasos:
1. En la capa de red del primer PEP se procedera´ a la extraccio´n de la ca-
becera IP de cada uno de los datagramas. Esta cabecera se guardara´ en
memoria, ya que para transmitir el paquete hacia el otro PEP sera´ necesario
volve´rsela a poner.
2. Una vez en la capa de transporte se an˜adira´ una nueva cabecera TCP-
XPLIT para que el paquete sea enviado a trave´s de la conexio´n que habra´n
establecido los dos PEPs. Esta cabecera se colocara´ sobre la cabecera IPsec
que se este´ utilizando.
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3. Otra vez en la capa de red, se le colocara´ la cabecera IP extraida en el
primer paso. As´ı el paquete ya esta´ listo para ser enviado.
Una vez el segundo PEP ha recibido los paquetes enviados por el primero,
debera´ realizar la operacio´n contraria, es decir:
1. En la capa de red se le volvera´ a extraer la cabecera IP al datagrama. E´ste
se pasara´ a la capa superior, la de transporte.
2. En la capa de transporte se eliminara´ la cabecera TCP que le an˜adio el
primer PEP en este mismo nivel y se mandara´ el paquete al nivel inferior.
3. Una vez devuelto a la capa de red, e´sta le an˜adira´ la cabecera IP previa-
mente guardada en el primer paso.
Estas misma operaciones tambie´n se han de realizar para los paquetes ACK
que viajen en sentido contrario a los paquetes de datos.
En la figura 9.3 se puede apreciar el formato de los paquetes IPsec AH en
modo transporte (a), AH en modo tu´nel (b), ESP en modo transporte (c) y ESP
en modo tu´nel (d) que viajara´n a trave´s del enlace sate´lite.
Cuando los paquetes IP llegan a la capa de red del primer PEP, e´ste ha de
percatarse, observando el tipo de protocolo que transportan, de que no puede
sustituir el TCP esta´ndar por XPLIT-TCP y que u´nicamente puede encapsular
los paquetes IPsec. La idea es que los PEPs trabajen normalmente y que, si se
encuentran un caso de comunicacio´n segura mediante IPsec, sepan proporcionar
una mejora del rendimiento alternativa.
Dos inconvenientes que surgen en el momento en el que se utiliza IPsec en
una comunicacio´n sobre la arquitectura XPLIT son:
El overhead introducido por la nueva cabecera TCP-XPLIT (mı´nimo 20
bytes) que se les an˜ade a los paquetes IPsec para transmitirlos sobre el
enlace sate´lite, entre los dos PEPs.
Un incremento en el retardo introducido por el establecimiento de las co-
nexiones XPLIT-TCP entre los dos PEPs.
El protocolo de transporte TCP necesita, antes de que cualquier extremo
de la comunicacio´n empiece a transmitir datos, el establecimiento de una
conexio´n entre ambos. Para ello los dos extremos llevan a cabo un dia´logo
en tres sentidos (Three Way Handshake) que conlleva el intercambio de tres
paquetes TCP, dos enviados por el extremo que inicia la comunicacio´n (36 y
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Figura 9.3: Formato de los paquetes IPsec con XPLIT-TCP
32 bytes respectivamente) y uno por el extremo opuesto (36 bytes). Adema´s,
el protocolo tambie´n precisa de un cierre adecuado de las conexiones. Para
ello se vuelven a enviar otros tres o cuatro paquetes (32 bytes cada uno),
dos desde el extremo que finaliza la comunicacio´n y uno o dos en el sentido
contrario, dependiendo de si el otro extremo au´n tiene datos por transmitir.
Por lo tanto, en esta propuesta es necesario que se establezcan dos cone-
xiones TCP por comunicacio´n. La primera sera´ la que establecen los dos
extremos finales y la segunda la que establecen los dos PEPs para enviar
los paquetes IPsec encapsulados en XPLIT-TCP.
Comparando las figuras 9.4 y 9.5 se puede apreciar el incremento de paque-
tes intercambiados en la comunicacio´n sobre XPLIT para llegar a establecer
una sesio´n entre los hosts. La flecha discontinua indica el instante en el que
el host esta´ preparado para empezar a enviar datos y las fechas “XPLIT()”
indican que paquete se encapsula en XPLIT-TCP.
Para minimizar estos dos inconvenientes, XPLIT implementara´ una multiple-
xacio´n de las conexiones TCP y comprimira´ las cabeceras TCP/IP.
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Figura 9.4: Intercambio de paquetes para establecer una sesio´n entre dos hosts
sobre XPLIT
Figura 9.5: Intercambio de paquetes para establecer una sesio´n entre dos hosts
con PEPs pasivos
9.2.1. Multiplexacio´n de las conexiones TCP
Con el objetivo de reducir el retardo producido por el intercambio de los
paquetes de establecimiento y finalizacio´n de las conexiones y para mejorar el
throughput de las comunicaciones, XPLIT pretende enviar los paquetes de todas
las conexiones TCP diferentes que llegan a los PEPS por una misma conexio´n
XPLIT-TCP entre ellos. De forma que, mientras el PEP emisor tenga datos para
transmitir, no se tendra´n que intercambiar paquetes de establecimiento y cierre
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de conexio´n XPLIT-TCP entre ellos.
Esta te´cnica precisa de la marcacio´n del inicio y el final de los paquetes IPsec
que son transmitidos sobre el enlace a trave´s de una misma conexio´n TCP, ya
que una vez que el PEP empieza a recibir el flujo de bytes no tiene manera
de saber cuando empieza y acaba un paquete. Este marcado se puede realizar
mediante la insercio´n de una bandera (01111110) entre cada paquete, lo que
implicar´ıa controlar que no se transmitieran secuencias de datos de ma´s de siete
unos consecutivos para no inducir a error al PEP. Hecho que se evita insertando
bits de relleno, te´cnica conocida como bit stuffing.
Con la insercio´n de un byte de bandera para cada paquete se esta´ introdu-
ciendo un overhead que habra´ que compensar con la eliminacio´n de todos los
establecimiento y cierres de sesio´n que se pueden conseguir mediante la multiple-
xacio´n. Ello quiere decir que el mecanismo de multiplexacio´n sera´ ma´s eficiente
cuanto mayor sea el nu´mero de sesiones diferentes que atraviesan el enlace.
9.2.2. Compresio´n de la cabecera TCP
Para comprimir las cabeceras TCP/IP se utilizara´ el algoritmo de compresio´n
Van Jacobson [25], que basa su funcionamiento en la consideracio´n de que la
mayor´ıa de los campos de las cabeceras TCP/IP no cambian, o lo hacen muy
poco, durante el tiempo que dura la conexio´n. El estudio de la variacio´n de
estos campos permite constatar que con so´lo 5 bytes se puede enviar toda la
informacio´n necesaria. Con 3 bytes en condiciones muy favorables.
Los campos que var´ıan a lo largo de la conexio´n son sustituidos por incremen-
tos respecto al valor del mismo campo del segmento inmediatamente anterior.
En la figura 9.6 se muestra el diagrama de bloques del algoritmo de compresio´n.
El formato de la cabecera de un datagrama TCP/IP comprimido se puede ver
en la figura 9.7. Se utiliza una ma´scara de cambio que identifica aquellos cam-
pos de la cabecera cuyo valor ha variado respecto al paquete anterior. Tambie´n
incluye un identificador de conexio´n. Los campos correspondientes al Checksum
y al Puntero Urgente no son comprimidos. El campo de Identificador IP so´lo se
transmite si es diferente de 1. Finalmente, para cada uno de los campos indicados
por la ma´scara de cambio se incluye el valor concreto de la diferencia respecto al
segmento anterior (valor incremental).
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Figura 9.6: Modelo de Compresio´n/Descompresio´n
Figura 9.7: Formato de la cabecera TCP/IP comprimida
9.2.3. Evaluacio´n de la seguridad
En esta primera propuesta se ha decidido proteger los paquetes de inicio a
fin mediante IPsec de la misma forma como propone el esta´ndar, proporcionan-
do confidencialidad e integridad de los datos y autenticacio´n del origen de los
mismos. A nivel de seguridad el esquema es totalmente equivalente a IPsec.
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9.3. Fully trusted PEP
La idea principal de esta solucio´n, es que el host final que se encuentra tras
el RCST conf´ıe plenamente en los PEPs que tengan que acceder a informacio´n
incluida en paquetes cifrados con IPsec para mejorar el rendimiento del enlace
sate´lite. En la figura 9.8 se puede apreciar el escenario propuesto en esta solucio´n.
Figura 9.8: Arquitectura XPLIT de confianza
Inicialmente, los dos extremos de la comunicacio´n establecen una conexio´n
IPsec mientras los PEPs esta´n en modo pasivo. Una vez pueden empezar a trans-
mitir informacio´n de forma segura, el host tras el RCST les transfiere las SAs
negociadas con el otro host a los PEPs encargados del rendimiento del enlace
sate´lite. Cada vez que los nodos finales tengan que renegociar las SAs, habra´ que
volver a enviar toda la informacio´n que haya sido modificada.
Una vez los PEPs ya dispongan de las SAs necesarias y empiecen a recibir
paquetes IPsec operara´n de la siguiente forma:
1. El primer PEP del enlace descifrara´ los paquetes IPsec (si van cifrados).
2. Generara´ TCP ACKs para cada paquete y se los enviara´ al host emisor. Una
vez el host reciba el ACK pensara´ que el paquete ha llegado correctamente
a su destino final.
3. Volvera´ a cifrar los paquetes en el caso de que los hubiera recibido cifrados
y los transmitira´ a trave´s del enlace sate´lite.
4. El segundo PEP tambie´n descifrara´ los paquetes si e´stos le han llegado
cifrados.
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5. Generara´ ACKs para envia´rselos al otro PEP, de forma que pueda saber
que los paquetes no se han perdido por el enlace.
6. Volvera´ a cifrar los paquetes en el caso de que los hubiera recibido cifrados
y se los enviara´ al host final.
7. Por u´ltimo, el destinatario generara´ un paquete ACK para cada paquete
de datos que haya recibido; ACK que el PEP debera´ descartar (no trans-
mitirlo) una vez lo haya recibido, ya que e´l ya le envio´ el mismo ACK
anteriormente al emisor.
En la figura 9.9 se puede ver el intercambio de paquetes que se produce en
una comunicacio´n entre los dos hosts sin tener en cuenta el env´ıo de las SAs. Las
l´ıneas continuas hacen referencia a los paquetes TCP esta´ndar y las discontinuas
al XPLIT-TCP.
Figura 9.9: Intercambio de paquetes entre hosts
Generalmente, el enlace sate´lite y los PEPs a los que une, pertenecen a un
proveedor de servicios contratado por el host final. De all´ı que no sea tan descabe-
llado pensar que dicho host pueda confiar su identidad a los PEPs que mejoran
dicho enlace. Incluso se podr´ıa disponer de un contrato de confidencialidad y
privacidad.
El funcionamiento de estos PEPs es muy similar al explicado para los PEPs
comunes. Inicialmente, los PEPs han de detectar que se ha iniciado una comu-
nicacio´n para negociar las Asociaciones de Seguridad y dejar que e´sta finalice
sin su intervencio´n. Posteriormente, establecera´n una comunicacio´n segura con
el host cliente para que e´ste les mande las dos SAs negociadas, una para cada
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direccio´n. Las cuales, a partir de este momento, se utilizara´n para cifrar/descifrar
y/o autenticar los paquetes y construir los ACKs prematuros.
Debido a que la informacio´n que el cliente les ha de pasar a los PEPs es
confidencial, ya que si una tercera parte capturara´ dichos datos se habr´ıa puesto
en peligro la integridad y la confidencialidad de la comunicacio´n final entre los
dos hosts, sera´ necesario que se establezca una comunicacio´n segura entre ellos
para garantizar dichos servicios.
9.3.1. Protocolo para transferir la informacio´n de seguri-
dad
A continuacio´n se va a definir una forma de actuar por parte del cliente y de los
PEPs que controlan el enlace sate´lite, de forma que se garantice la integridad, la
confidencialidad y la autenticidad de los datos intercambiados por e´stos y que son
necesarios para el funcionamiento de esta propuesta. Este protocolo se llevara´ a
cabo la primera vez que los dos hosts hayan negociado las SAs y tantas veces
como las renegocien.
Notacio´n
Antes de empezar con el protocolo en detalle se deben introducir algunas
notaciones que se van a utilizar para definir el intercambio de mensajes.
Denotamos la identidad de los PEPs como Pi.
Denotamos la identidad del host como H.
Denotamos los mensajes que env´ıa el host a los PEPs como MH→Pi().
Denotamos los mensajes que env´ıan los PEPs al host como MPi→H().
Denotamos el texto cifrado de un mensaje m generado mediante un algorit-
mo de cifrado sime´trico (por ejemplo 3DES) utilizando una clave de sesio´n
Ki como c = {m}Ki . La operacio´n inversa del cifrado anterior la denotamos
como m = {c}K−1i . Normalmente Ki = K
−1
i .
Denotamos el texto cifrado de un mensaje m generado mediante un algorit-
mo de cifrado asime´trico (por ejemplo RSA) utilizando la clave pu´blica de
Pi como c = EPi [m]. La operacio´n inversa del cifrado anterior la denotamos
como m = DPi [c].
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Denotamos la firma de H o de Pi sobre un mensaje m utilizando la clave
privada como S = signH [m] o S = signPi [m]. La operacio´n inversa a la
firma la denotamos como m = DH [S] o m = DPi [S]. Asumimos que la
identidad del firmante puede ser deducida a partir de esta firma.
Denotamos el valor “hash” de un mensaje m como H(m).
Denotamos un timestamp como t.
Procedimiento
Cada vez que el cliente negocia un par de Asociaciones de Seguridad debe
transmit´ırselas a los PEPs siguiendo los siguientes pasos:
1. El host les env´ıa a los dos PEPs una clave de sesio´n diferente a cada uno
(generadas por el mismo), cifradas y firmadas:
MH→P1(signH [EP1 [t,K1]]) y MH→P2(signH [EP2 [t,K2]])
2. Los PEPs comprueban que los paquetes recibidos vienen realmente del host
que dice ser y descifran el mensaje para optener la clave de sesio´n:
K1 = DP1 [DH [c]] y K2 = DP2 [DH [c]]
3. Una vez los PEPs tienen su clave de sesio´n se lo comunican al host :
MP1→H(signP1 [t, OK]) y MP2→H(signP2 [t, OK])
4. A continuacio´n el host recibe el OK de los PEPs y comprueba sus identi-
dades:
OK = DP1 [c] y OK = DP2 [c]
5. Utilizando cada una de las claves de sesio´n, el host les env´ıa a los PEPs las
SAs negociadas:
MH→P1(signH [{t, SA1, SA2,H(SA1),H(SA2)}K1 ]) y
MH→P2(signH [{t, SA1, SA2,H(SA1),H(SA2)}K2 ])
6. Por u´ltimo, los PEPs obtienen las SAs despue´s de comprobar la identidad
del emisor y la integridad de los datos:
m = {DH [c]}K−11 y m = {DH [c]}K−12
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9.3.2. Ana´lisis de la solucio´n
Al igual que en la propuesta anterior, e´sta no necesita que los host finales
establezcan sesiones con los nodos intermedios para negociar las Asociaciones de
Seguridad. Tambie´n es una solucio´n totalmente transparente para el extremo que
se encuentra en Internet. Adema´s, se pueden multiplexar todas las conexiones
TCP en una o varias conexiones entre los dos PEPs con similares beneficios. Y
sobre todo, mejora el rendimiento del enlace gracias al env´ıo de paquetes ACK
prematuros.
Aunque, a pesar de todo, para ello hay que asumir ciertas desventajas, como
son:
Un incremento de la carga de procesamiento en los nodos intermedios (de-
bido al cifrado y descifrado de todos los paquetes)
Un incremento del retardo global (producido por el aumento de procesa-
miento)
Una pequen˜a disminucio´n del throughput (debido al env´ıo de las SAs ini-
ciales y las renegociadas)
9.3.3. Evaluacio´n de la seguridad
Esta propuesta tiene una importante vulneracio´n de la seguridad por el hecho
de que un extremo de la comunicacio´n conf´ıa sus datos criptogra´ficos a una
tercera parte, o lo que es lo mismo, renuncia a la confidencialidad de sus datos,
y los del otro extremo, ante esa parte.
Suponiendo que esta tercera parte no almacenara dicha informacio´n con el
cuidado que merece, o incluso que la difundiera, realmente no habr´ıa nada seguro,
ni siquiera que nos llegaran los paquetes que el otro host nos env´ıa. Pero, si por
el contrario, esta parte actua correctamente, ninguna otra parte no implicada en
la comunicacio´n puede tener acceso a la informacio´n intercambiada.
Hay un compromiso entre rendimiento y seguridad.
9.4. Partial trusted PEP (2L-IPsec)
En la siguiente solucio´n se propone el uso de IPsec sobre paquetes divididos
en dos zonas, en las cuales se aplicara´ el protocolo de seguridad utilizando claves
criptogra´ficas diferentes.
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Esta propuesta es una adaptacio´n concreta de la definicio´n del ML-IPsec
[16]. Los hosts de los extremos negociara´n entre ellos unas Asociaciones de Se-
guridad algo especiales, mientras los PEPs se encuentran en modo pasivo. Des-
pue´s las compartira´n parcialmente con ellos, y de esta forma los PEPs podra´n
cifrar/descifrar y/o autenticar una parte de los paquetes IPsec que les permi-
tira´ aplicar sus te´cnicas de mejora del rendimiento del enlace. La figura 9.10
muestra el escenario propuesto.
Figura 9.10: Arquitectura XPLIT sobre 2L-IPsec
Una vez los nodos intermedios dispongan de la informacio´n necesaria para
realizar las operaciones criptogra´ficas acordadas sobre los paquetes IPsec, los
hosts podra´n empezar a transmitirse informacio´n de forma segura.
En el momento en que los PEPs empiecen a recibir paquetes protegidos me-
diante IPsec desde el host que se encuentra en el mismo lado del enlace, entonces:
1. El primer PEP descifrara´ las cabeceras de los paquetes IPsec (si van cifra-
das).
2. Generara´ TCP ACKs para cada paquete y se los enviara´ al host emisor. Una
vez el host reciba el ACK pensara´ que el paquete ha llegado correctamente
a su destino final.
3. Volvera´ a cifrar las cabeceras de los paquetes en el caso de que las hubiera
recibido cifradas. Transmitira´ los paquetes a trave´s del enlace sate´lite.
4. El segundo PEP tambie´n descifrara´ las cabeceras si e´stas iban cifradas.
5. Generara´ ACKs para envia´rselos al otro PEP, de forma que pueda saber
que los paquetes no se han perdido por el enlace.
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6. Volvera´ a cifrar las cabeceras en el caso de que las hubiera recibido cifradas.
Le enviara´ los paquetes al host final.
7. Por u´ltimo, el destinatario generara´ un paquete ACK para cada paquete
de datos que haya recibido; ACK que el PEP debera´ descartar (no trans-
mitirlo) una vez lo haya recibido, ya que e´l ya le envio´ el mismo ACK
anteriormente al emisor.
En caso de producirse alguna pe´rdida en uno de los tres segmentos, u´nica-
mente sera´ retransmitido el paquete por dicho segmento. Este intercambio de
paquetes se puede ver representado en la figura 9.11.
Figura 9.11: Intercambio de paquetes en 2L-IPsec
La definicio´n de las zonas se ha realizado pensando en que los PEPs, nor-
malmente, necesitan tener acceso a las cabeceras TCP/IP, y que adema´s, e´stas
pueden variar su taman˜o en funcio´n de la informacio´n opcional que transporten.
Por lo tanto, se define una zona que contiene las cabeceras TCP/IP y otra que
abarca el payload TCP; ambas de longitud variable. En la figura 9.12 se pueden
ver los diferentes formatos de un paquete IPsec dividido en las dos zonas. IPsec
AH en modo transporte (a), AH en modo tu´nel (b), ESP en modo transporte (c)
y ESP en modo tu´nel (d). Las zonas en blanco quedan fuera de la aplicacio´n de
los mecanismos de seguridad.
As´ı, los nodos intermedios siempre tendra´n acceso a la zona deseada inde-
pendientemente de los cambios que se hayan podido producir en el taman˜o de
las cabeceras, ya que e´stas se gestionan de forma dina´mica. E´sto permite que se
pueda dar servicio a mu´ltiples clientes con direcciones IP diferentes y distintas
opciones TCP. Adema´s, se soportan automa´ticamente diferentes protocolos de
113
Figura 9.12: Formato de un paquete 2L-IPsec
capa de transportes, ya que los cambios en los offsets y en las longitudes de las
zonas no se asignan de forma esta´tica.
En la figura 9.13 se muestra el formato de las cabeceras AH y ESP en la
propuesta 2L-IPsec. Las longitudes de las cabeceras, el offset de la siguiente
cabecera y el tipo de protocolo de transporte encapsulado dentro del datagrama
IP se determinara´n mediante unos sencillos ca´lculos matema´ticos.
Al igual que al utilizar el IPsec esta´ndar, se necesita una SA para cada flujo
de datos. Esta SA contendra´ dos claves de cifrado (una para cada zona) y dos
claves para autenticar (una para cada zona). Un nodo intermedio u´nicamente
dispondra´ de las claves para la zona que contiene las cabeceras TCP/IP (las claves
para la otra zona dentro de su copia de la SA tendra´n valor NULL). Adema´s, si
se da el caso de que los PEPs de un enlace no necesitan modificar la informacio´n
de las cabeceras, en las SAs facilitadas u´nicamente se les incluir´ıan las claves de
cifrado de la zona en cuestio´n. As´ı so´lo permitir´ıamos un acceso de lectura a las
cabeceras, ya que no les facilitamos las claves para realizar la autenticacio´n. Una
vez los dos extremos han negociado las SAs que van a utilizar, o tambie´n cuando
las renegocien, se han de encargar de eliminar las claves criptogra´ficas que los
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Figura 9.13: Formato de las cabeceras AH y ESP
nodos intermedios no han de conocer de las SAs que les van a enviar.
Como se ha explicado en la propuesta anterior (seccio´n 9.3), es necesario uti-
lizar un protocolo para que los dos hosts les env´ıen a los PEPs las SAs negociadas
anteriormente de forma segura. El protocolo que se va a utilizar va a ser el defi-
nido en el apartado 9.3.1, aunque ahora cada host le env´ıa un par de SAs al PEP
que se encuentra en el mismo lado del enlace que e´l, de esta forma no se utiliza
el enlace sate´lite para el env´ıo de SAs.
9.4.1. Ana´lisis de la solucio´n
En esta propuesta se consigue mejorar el rendimiento del enlace gracias al
env´ıo de paquetes ACK prematuros por parte de los PEPs. Adema´s, se consigue
un buen compromiso entre rendimiento y seguridad; ya que se proporciona con-
fidencialidad e integridad de los datos de usuarios. En algunos casos tambie´n se
puede garantizar integridad y autenticidad total de los paquetes.
Aunque tambie´n tiene una serie de inconvenientes:
Incrementa el overhead de ancho de banda debido al incremento del taman˜o
de los paquetes.
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Incrementa la carga de procesamiento debido al descifrado y cifrado (y
autenticado) de paquetes y al ca´lculo del taman˜o de las zonas.
Incrementa la complejidad de la implementacio´n de IPsec; las SAs son ma´s
complejas.
Cada una de ellas se analizara´ en comparacio´n con el protocolo IPsec original
y la propuesta ML-IPsec (caso particular de dos zonas, cabeceras TCP/IP y
payload TCP).
Overhead de ancho de banda
Los datagramas aumentara´n de taman˜o debido a que se cifrara´n o autenti-
cara´n las dos zonas por separado en lugar de todo el bloque conjuntamente (e´sto
tambie´n sucede en ML-IPsec). Generalmente, es ma´s grande la concatenacio´n de
dos textos cifrados que el cifrado de la concatenacio´n de los dos textos en claro,
debido a la sincronizacio´n de datos (como un vector de inicializacio´n en algu´n
algoritmo de cifrado) y al relleno de los bloques por separado. El campo de au-
tenticacio´n de los datos tambie´n es mayor. Por ejemplo, si el algoritmo utilizado
genera un ICV de taman˜o fijo, ahora el taman˜o del campo aumenta en el doble,
debido a que tenemos dos ICVs. No as´ı en el IPsec original.
Para realizar una comparacio´n nume´rica de las tres alternativas vamos a
considerar el uso de un segmento TCP con 20 bytes de cabecera IP y otros 20
de cabecera TCP (sin opciones TCP/IP). Se ha calculado el overhead para los
protocolos AH y ESP (con autenticacio´n), tanto en modo transporte como en
modo tu´nel. Para todos los casos, se ha considerado el uso del HMAC-MD5-
96 como algoritmo de autenticacio´n (ICV de 12 bytes) y el 3DES-CBC para el
cifrado (cifra bloques de 8 bytes). Los resultados se resumen en el cuadro 9.1. La
variable n indica la longitud del payload TCP.
IPsec 2L-IPsec o ML-IPsec
AH modo transporte 64 + n 76 + n
AH modo tu´nel 84 + n 96 + n
ESP modo transporte 64 + b5+n
8
c ∗ 8 77 + bn
8
c ∗ 8
ESP modo tu´nel 88 + b1+n
8
c ∗ 8 101 + bn
8
c ∗ 8
Tabla 9.1: Comparacio´n del taman˜o (en bytes) de los paquetes
Ca´lculo del taman˜o de los paquetes
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1. Un paquete IP esta´ndar, bajo las condiciones comentadas anterior-
mente, se compone de n bytes de payload TCP, 20 bytes de cabecera
TCP y 20 bytes de cabecera IP.
Paquete IP = 20 + 20 + n = 40 + n bytes
2. Un paquete AH esta´ndar, adema´s, tiene 24 bytes de la cabecera
AH (12 de los campos de informacio´n y 12 del ICV de autenticacio´n).
En caso de operar en modo tu´nel se an˜aden 20 bytes de la nueva
cabecera IP.
Paquete AH (transporte) = 20 + 12 + 12 + 20 + n = 64 + n bytes
Paquete AH (tu´nel) = 20 + 12 + 12 + 20 + 20 + n = 84 + n bytes
3. Un paquete ESP esta´ndar, incluye 8 bytes de los campos SPI y
nu´mero de secuencia y 2 de los campos pad len y next header, as´ı como
el pading necesario para que el nu´mero de bytes a cifrar sea mu´ltiplo
de 8 (ma´ximo 7 bytes). Tambie´n lleva el ICV de 12 bytes, y si opera
en modo tu´nel, la nueva cabecera IP.
Paquete ESP (transporte) = 20 + 8 + b20+n+7+2
8
c ∗ 8 + 12 =
40 + b29+n
8
c ∗ 8 = 64 + b5+n
8
c ∗ 8 bytes
Paquete ESP (tu´nel) = 20 + 8 + b20+20+n+7+2
8
c ∗ 8 + 12 =
40 + b49+n
8
c ∗ 8 = 88 + b1+n
8
c ∗ 8 bytes
4. Un paquete AH 2L-IPsec se compone de los 20 bytes de la cabecera
IP, 12 de campos de la cabecera AH, 12 del ICV de la zona 1 y 12 de
la zona 2, 20 bytes de la cabecera TCP y n del payload TCP. En caso
de operar en modo tu´nel tiene 20 ma´s de la nueva cabecera IP.
Paquete AH 2L− IPsec (transporte) =
20 + 12 + +12 + 12 + 20 + n = 76 + n bytes
Paquete AH 2L− IPsec (tu´nel) =
20 + 12 + 12 + 12 + 20 + 20 + n = 96 + n bytes
5. Un paquete ESP 2L-IPsec esta´ formado por 20 bytes de la cabecera
IP, 8 de los campos SPI y nu´mero de secuencia, 24 de la zona 1 cifrada
(20 bytes de la cabecera TCP, 2 de los campos pad len y next header, y
2 del pading necesario para que el bloque sea mu´ltiplo de 8), y n+p+1
de la zona 2 cifrada (n bytes del payload TCP, 1 del campo pad len
y como ma´ximo 7 de pading (p). Tambie´n lleva los dos ICVs de 12
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bytes cada uno, y adema´s, si opera en modo tu´nel, la nueva cabecera
IP (habr´ıa que incluir la original en el bloque cifrado de la zona 1 y 6
bytes ma´s de pading).
Paquete ESP 2L− IPsec (transporte) =
20+8+24+bn+7+1
8
c∗8+12+12 = 76+b8+n
8
c∗8 = 77+bn
8
c∗8 bytes
Paquete ESP 2L− IPsec (tu´nel) =
20+8+48bn+7+1
8
c∗8+12+12 = 100+ b8+n
8
c∗8 = 101+ bn
8
c∗8 bytes
En el caso de que la propuesta ML-IPsec divida los paquetes en ma´s de una
zona, seguro que el overhead introducido es mucho mayor que en 2L-IPsec.
Carga de procesamiento
Otra factor que se ve alterado por este tipo de solucio´n, es la carga de procesa-
miento, que se ve incrementada en los dispositivos finales de la conexio´n segura,
y en ma´s medida, en los nodos intermedios de la ruta, los PEPs. A partir de
ahora estos agentes debera´n delimitar las zonas de cada uno de los paquetes y
descifrar y cifrar, y/o volver a autenticar, la primera de ellas. Hoy en d´ıa, este
tipo de operaciones suponen un mı´nimo retardo, y ma´s si se compara con el del
enlace sete´lite. Aunque todo esto depende de los algoritmos que se utilicen y del
taman˜o de las claves criptogra´ficas.
Este problema tambie´n aparec´ıa en ML-IPsec, con la diferencia de que en
esta solucio´n no habra´, en ningu´n caso, ma´s de dos zonas; y que para conocer los
l´ımites de dichas zonas no hay que realizar una comparacio´n con una plantilla
bit a bit. Aqu´ı simplemente se hace un ca´lculo matema´tico menos costoso.
En los extremos finales se realizara´n las operaciones criptogra´ficas por dupli-
cado y se manejara´n SAs modificadas mı´nimamente, no as´ı en ML-IPsec, donde
se manejan CSAs con mu´ltiples SAs (figura 8.3).
Complejidad de implementacio´n
Para implementar esta solucio´n hay que realizar dos cambios importantes
sobre el IPsec esta´ndar. El primero es modificar el formato de las Asociaciones
de Seguridad para que, ahora, contengan dos claves criptogra´ficas por algoritmo,
y el segundo es que por cada paquete que recibe un nodo IPsec (intermedio o
final) ha de calcular cual es el taman˜o de las dos zonas en las que e´ste se divide,
para posteriormente cifrarlas/descifrarlas y/o autenticarlas.
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Comparando estos cambios con los que se han de realizar para implementar
ML-IPsec, se ve claramente que el formato de las nuevas SAs es mucho ma´s
simple que el de las CSAs de ML-IPsec. En esta solucio´n se an˜ade un campo de
clave ma´s para cada algoritmo, mientras que para la de multicapas hay que an˜adir
mu´ltiples SAs reducidas. Otra diferencia importante, de la implementacio´n, reside
en la eliminacio´n del mapa de zonas, que se sustituye, como ya se ha dicho, por
un simple ca´lculo matema´tico realizado por cada entidad IPsec.
Taman˜o de las Asociaciones de Seguridad
Esta propuesta contempla el uso de las SAs esta´ndar de IPsec con una mo-
dificacio´n mı´nima, la inclusio´n de un campo de clave ma´s para cada algoritmo,
cosa que supone un incremento de como mucho 64 bytes (dos claves ma´s de 256
bits).
En ML-IPsec utilizan CSAs compuestas por tantas SAs como zonas tiene el
paquete. Estas SAs son una parte de las SAs esta´ndar, ya que la otra parte es
comu´n para todas ellas y so´lo esta´ incluida en la primera. Esta cantidad extra
de informacio´n puede ser de unos cientos de bytes o incluso ma´s, ello depende
del nu´mero de zonas.
Esta diferencia en el taman˜o implica que ML-IPsec necesita ma´s capacidad de
almacenamiento y ma´s capacidad de procesamiento. Adema´s, aumenta el over-
head de ancho de banda en el momento que se deben enviar. 2L-IPsec casi no se
desv´ıa de las condiciones de trabajo del IPsec esta´ndar.
Ca´lculo del taman˜o de las zonas
En el caso de que la comunicacio´n u´nicamente este´ autenticada no habra´ ma´s
que ir calculando el taman˜o de las zonas mediante el uso de los campos de
longitud de las cabeceras IP y TCP, una simple suma.
Si por el contrario, el paquete esta´ cifrado, habra´ que empezar a descifrar los
bloques de datos uno a uno, el taman˜o de e´stos var´ıa en funcio´n del algoritmo
utilizado (como mı´nimo siempre se descifrara´ un bloque). A medida que se vaya
descifrando cada cabecera se podra´ ir calculando el taman˜o total del paquete
gracias al uso de sus campos de longitud, al igual que si el paquete no estuviera
cifrado.
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9.4.2. Evaluacio´n de la seguridad
De forma muy parecida a la propuesta anterior, aqu´ı tambie´n se ha de con-
fiar en esa tercera parte implicada, aunque de menor manera. Ahora u´nicamente
exponemos la informacio´n que viaja en los campos de las cabeceras TCP/IP,
lo que supone que tambie´n pueden manipular el env´ıo de los paquetes pero no
as´ı conocer ni cambiar los datos enviados. Tambie´n cabe destacar que si no ne-
cesitase realizar ninguna modificacio´n en las cabeceras de los paquetes se podr´ıa
proporcionar integridad y autenticidad del total de los datos, ya que no ser´ıa
necesario proporcionar la clave de autenticacio´n.
A pesar de ser una propuesta ma´s segura, existen dos caracter´ısticas que hay
que se han de tener en cuenta, y son las siguientes:
Al dividir el paquete en dos zonas se reduce el taman˜o de cada una en
comparacio´n con el taman˜o total del paquete, lo que podr´ıa hacer que
realizar un ana´lisis del contenido fuese ma´s fa´cil.
Si la frontera esta´ bien definida, un atacante podr´ıa concentrar sus esfuerzos
criptoanal´ıticos en una sola zona y conseguir la clave en menos tiempo,
aunque si una de las claves se descubre mediante criptoana´lisis, so´lo una
zona se ve comprometida en lugar de la totalidad del paquete.
9.5. Comparacio´n de las propuestas
En el cuadro 9.2 se puede ver una comparacio´n, en cuanto a ventajas y des-
ventajas generales, de las tres propuestas anteriores:
Untrusted PEP Fully trusted
PEP
Partial trusted
PEP (2L-IPsec)
Nivel general de
seguridad
Alto Medio Medio-Alto
Ma´s vulnerable a
criptoana´lisis. En
ocasiones
integridad y
autenticidad total.
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Untrusted PEP Fully trusted
PEP
Partial trusted
PEP (2L-IPsec)
Nivel de
confidencialidad de
los datos
Total Medio
Los dos PEPs
tienen acceso a los
datos de sin cifrar.
Total
Nivel de
transparencia para
los hosts
Total S´ı, para el que
esta´ en la red
global.
Para ninguno de
los dos.
Mejora en el
rendimiento del
enlace sate´lite
Baja
Si se multiplexan
las diferentes
conexiones TCP se
mejora un poco
ma´s.
Muy Alta
Se evita que los
emisores reduzcan
su ventana por
pe´rdidas en el
enlace.
Alta
Se evita que los
emisores reduzcan
su ventana por
pe´rdidas en el
enlace, pero se
aumenta el
overhead.
Incremento del
Overhead de ancho
de banda del
enlace sate´lite
Medio-Alto
An˜ade una
cabecera TCP
sobre un paquete
IPsec (aunque
puede
comprimirla).
Medio
Transmite
paquetes IPsec.
Medio-Alto
Operaciones
criptogra´ficas en
dos zonas (dos
ICVs y dos campos
de padding y pad
len).
Incremento del
retardo en el enlace
Alto
Establecer y
finalizar todas las
sesiones (se reduce
multiplexa´ndolas).
Medio
Hay que enviar a
los PEPs un par de
SAs.
Medio
Hay que enviar a
los PEPs un par de
SAs.
Nivel de
implicacio´n de los
PEPs
Medio Alto Alto
Aumento de la
carga de
procesamiento en
los PEPs
Medio
Encapsulan los
paquetes IPsec en
paquetes
TCP-XPLIT.
Alto
Cifran/descifran
y/o autentican
todos los paquetes.
Medio-Alto
Cifran/descifran
y/o autentican
todas las cabeceras
de los paquetes.
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Untrusted PEP Fully trusted
PEP
Partial trusted
PEP (2L-IPsec)
Necesidad de
almacenamiento en
los PEPs
Nula Media
Han de almacenar
las SAs.
Media
Han de almacenar
las SAs.
Relacio´n de
confianza
Ninguna
No se necesita.
Total
El host que esta´ en
la red del
proveedor conf´ıa
toda la informacio´n
a los PEPs.
Parcial
Los dos hosts
conf´ıan la
informacio´n de las
cabeceras a los
PEPs.
Tabla 9.2: Comparacio´n entre las tres propuestas realizadas
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Cap´ıtulo 10
Conclusiones y l´ıneas futuras
En este proyecto se ha contribuido a la realizacio´n de XPLIT, una nueva
arquitectura TCP Splitting espec´ıficamente disen˜ada para una red DVB-RCS o
DVB-S2/ETSI-BSM QoS, pero que tambie´n tiene un excelente comportamien-
to en una red DVB-S/Best-Effort. Este tipo de tecnolog´ıas son adecuadas para
proporcionar potencialmente servicios de Internet a miles de millones de perso-
nas que viven en zonas con un bajo nivel de despliegue de infraestructuras. El
objetivo de XPLIT es mejorar el rendimiento de TCP en tales escenarios de red.
Como hemos demostrado, esta arquitectura responde a este propo´sito de manera
eficiente, rentable y con una buena calidad de servicio (QoS).
Para las redes ETSI-BSM QoS, hemos identificado que la principal preocupa-
cio´n es lograr un o´ptimo rendimiento de TCP para evitar pe´rdidas por congestio´n
o la subutilizacio´n del enlace satelital. Estas situaciones pueden ocurrir cuando
las tasas de transmisio´n de los emisores TCP no esta´n sincronizadas con la tasa
de transmisio´n actualmente disponible en el enlace de sate´lite.
Adema´s, tambie´n hemos identificado la ocupacio´n del bu´fer y la tasa de servi-
cio como los dos para´metros cross-layering que el sistema tiene que vigilar para
tener un enfoque de conocimiento completo (CK), es decir, estos para´metros nos
permiten evitar adecuadamente las pe´rdidas por congestio´n y la subutilizacio´n
de enlace satelital.
A todo ello le hemos querido proporcionar una seguridad extremo a extremo
mediante IPsec, por lo que nos hemos encontrado con una serie de problemas e
incompatibilidades.
Los mecanismos de seguridad extremo a extremo, como IPsec, y los servicios
de red que mejoran el rendimiento de las redes satelitales, como XPLIT, son dos
mecanismos fundamentalmente conflictivos. Por un lado, la seguridad extremo
a extremo aboga por el uso de la criptograf´ıa en la capa de red para proteger
123
el payload a trave´s de Internet. Por otra parte, determinados servicios de red
se basan en los nodos intermedios para llevar a cabo “operaciones inteligentes”
basadas en los tipos de paquetes de datos (informacio´n codificada en el protocolo
de capa superior).
Se trata de la necesidad de encontrar el equilibrio adecuado entre los dos
mecanismos y lograr los objetivos de ambos en la medida de los posible, lo que
lo convierte en un problema de ingenier´ıa dif´ıcil de solucionar.
Como ya hemos visto, hay diversas formas de solucionar el problema, pero
siempre con un compromiso entre mejorar el rendimiento y conseguir un cierto
nivel de seguridad. Nosotros hemos considerado que la informacio´n siempre se
debe transmitir con el ma´s alto nivel de seguridad. Por ello, no nos ha quedado
otra opcio´n que confiar en los dispositivos de mejora del enlace, los PEPs, para
poder definir soluciones que a la vez consiguen una mejora importante en el
rendimiento de las comunicaciones, requisito indispensable en este proyecto.
En particular, la solucio´n 2L-IPsec es la que obtiene desde nuestro punto de
vista la mejor relacio´n seguridad-rendimiento ya que resuelve el problema divi-
diendo el protocolo de seguridad en capas. Se trata de una solucio´n escalable que
combina la mejora del enlace, con una adecuada seguridad en las comunicaciones.
Tambie´n ha quedado demostrado que tiene una fa´cil aplicacio´n sobre las imple-
mentaciones IPsec existentes y que tiene un bajo overhead. 2L-IPsec requiere
confianza en los PEPs intermedios, pero esta confianza se ha conseguido que se
haga de forma segura, con un acceso controlado y limitado a una zona menos
cr´ıtica de informacio´n, asegurando as´ı la confidencialidad de la informacio´n de
usuario.
Finalmente, nuestras l´ıneas futuras esta´n orientadas a la inclusio´n de la Ca-
lidad de Servicio (QoS) como prestacio´n compatible con la seguridad extremo a
extremo en las redes satelitales. Tenemos la arquitectura XPLIT que esta´ prepa-
rada para ello y har´ıa falta buscar soluciones para poder realizar la clasificacio´n
de los tipos de tra´fico aunque hayamos aplicado seguridad a los paquetes de
datos.
124
Bibliograf´ıa
[1] A Comparative Analysis of TCP Tahoe, Reno, New-Reno, SACK and Vegas.
[2] Draft ETSI TR 102xxx V0.4.0 (2008-11). http://portal.etsi.org/stfs/
/STF HomePages/STF344/TR102xxx %20PEPs v040.doc.
[3] Interoperable Performance Enhancement Proxy (I-PEP) specification.
http://satlabs.org/content/view/122.
[4] Performance Enhancing Proxies Intended to Mitigate Link-Related Degra-
dations, RFC 3135, 2001.
[5] Data System Standards, Blue Book, and Issue Blue Book. Space Commu-
nications Protocol Specification (SCPS), Transport Protocol (SCPS-TP).
Recommendation for Space Data System Standards, 2006.
[6] Digital Video Broadcasting (DVB); Second generation framing structure,
channel coding and modulation systems for Broadcasting, Interactive Servi-
ces, News Gathering and other broadband satellite applications (DVB-S2),
2008. ETSI Specification: EN 302 307 V1.2.1.
[7] Digital Video Broadcasting (DVB); Interaction Channel for Satellite Distri-
bution Systems; (DVB-RCS), 2008. ETSI Specification: EN 301 790 V1.5.1.
[8] Security Architecture for the Internet Protocol, RFC4301.
[9] IP Authentication Header, RFC4302.
[10] IP Encapsulating Security Payload (ESP), RFC4303.
[11] Internet Key Exchange (IKEv2) Protocol, RFC4306.
[12] Elizabeth Rendo´n-Morales, Jorge Mata-Dı´az, Juanjo Alins, Jose L. Mun˜oz,
Oscar Esparza. Cross-layer architecture for TCP splitting in the return chan-
nel over satellite networks. The Sixth IEEE International Symposium on
Wireless Communication Systems (ISWCS’09). 2009.
125
[13] Elizabeth Rendo´n-Morales, Jorge Mata-Dı´az, Juanjo Alins, Jose L. Mun˜oz,
Oscar Esparza. A cross-layer architecture for TCP splitting in the forward
channel over satellite networks. Submitted Comnet. 2009.
[14] The Network Simulator NS-2. http://www.isi.edu/nsnam/ns/.
[15] R. Rinaldo, M.A. Vazquez-Castro, and A.Morello. DVB-S2 ACM modes
for IP and MPEG unicast applications. International Journal of Satellite
Communications and Networking. Volume 22, 2004. Page(s):367 – 399.
[16] Yongguang Zhang. A Multilayer IP Security Protocol for TCP Performan-
ce Enhancement in Wireless Networks. Selected Areas in Communications,
IEEE Journal. Volume 22, Issue 4, May 2004. Page(s):767 - 776.
[17] J. Sing, B. Soh. A Critical Analysis of Multilayer IP Security Protocol.
Third International Conference on Information Technology and Applications
(ICITA 2005). Volume 2, 4-7 July 2005, Sydney, Australia. Page(s):683 -
688.
[18] S. Bellovin. Transport-friendly ESP (or layer violations for fun and profit).
Network Distributed System Security Symp. (NDSS’99), San Diego, CA,
Feb. 1999.
[19] N. Thanthry, M. Deshpande and R. Pendse. A Novel Mechanism for Impro-
ving Performance and Security of TCP Flows over Satellite Links. Carnahan
Conferences Security Technology, Proceedings 2006 40th Annual IEEE In-
ternational. Oct. 2006. Page(s):197 - 202.
[20] G. Ciccarese,M. De Blas, L. Patrono, P. Marra, G. Tomasicchio. An IPsec-
Aware TCP PEP for Integrated Mobile Satellite Networks. 15th IEEE In-
ternational Symposium on Personal, Indoor and Mobile Radio Communi-
cations, 2004. (PIMRC 2004). Volume 4, 5-8 Sept. 2004, Barcelona, Spain.
Page(s):2362 - 2366.
[21] V. Obanaik, L. Jacob and A.L. Ananda. Secure performance enhancing
proxy: To ensure end-to-end security and enhance TCP performance over
IPv6 wireless networks. Computer Networks, Vol. 50, no. 13, pp. 2225-2238.
Sept. 2006.
[22] D.D. Isci, F. Alagoz, M.U. Caglayan. IPSEC over satellite links: a new flow
identification method. Computer Networks, 2006 International Symposium.
Page(s):140 - 145.
126
[23] A. Parichehreh, B. Eliasi. VPN over satellite: Performance improving of E2E
secured TCP flows. Wireless and Optical Communications Networks, 2008.
WOCN ’08. 5th IFIP International Conference. 5-7 May 2008. Page(s):1 -
4.
[24] IP Header Compression, RFC 2507, 1999.
[25] Compressing TCP-IP Headers for Low-Speed Serial Links, RFC1144.
127
