INTRODUCTION
Let Q be a bounded, convex domain in IRN with boundary r and let U ~ C2 (03A9, R) be such that U(x) ~ + oo as x ~ 0393. Denote by VU the gradient of U.
In this paper we study the existence of T-periodic solutions of where x stands for the N-vector ..., E Q and the period T > 0 is prescribed.
Our main result is that: if U is convex, then (1.1) has a solution having T has minimal period. See Theorem 2. 1 for the precise statement. Extensions to general first order Hamiltonian Systems are also given, see paragraph 3 .
The study of (1.1) for U constrained in a potential well was begun by Benci in [5] ; without assuming convexity, Benci proves an existence result (with no minimality of period) for second order systems like ( 1. 1). On the other hand, for systems where U is defined on all [RN (or even for general Hamiltonian Systems of that kind), together with existence of periodic solutions ( see, for example, the survey paper [16] and references therein), many results concerning the minimality of the period are known, see [8] , [2] , [1] , [11] , [12] and the survey [13] . Here we fill the gap for systems constrained in a potential well.
The approach we use is completely different from the Benci's one, based on the study of critical points of a functional on an open subset of a Hilbert space. On the contrary, we use here the Clarke's Dual Action Principle ([6] , [8] ). In contrast to [5] and in spite that U is defined in the bounded well Q, such a device allows us to work with a functional d efined on all a Banach space and the critical points of 03A6 are found by a straight application of the Mountain Pass theorem [3] , [4] . The fact of having now a "Mountain Pass" critical point, permits to show, by an application of the theory developed by Ekeland and Hofer [11] , that the corresponding solution of ( 1.1) is of minimal period. By the same method (with a suitable choice of the spaces) we can handle the case of first order Hamiltonian Systems, too.
We point out that our approach works also if one greatly relaxes the convexity assumptions (at the expense of the minimality of the period), see theorem 2. 7, and indicates that the potential well is only a limiting case of the "superquadratic" Hamiltonian Systems (see [15] , [9] [11] can be adapted to be used in our framework.
SECOND ORDER SYSTEMS
Let Q c (~N be a bounded, convex domain with OeQ. We denote by r the boundary ofQ and, for E>O, by rE the set {xeQ : dist(x, r) E ~.
Here dist (x, r) = min { ~ x -y ~ : y E r ~, ~ . ~ denoting the Euclidean norm in f~N corresponding to the scalar product ( . , . ) .
Let U : SZ -~ ~ be given. We say that U satisfies assumption (A) if:
2° U(0)=0=minU; n 3° U is such that:
4° there exist E > 0 and 9 E 0 -[ such that:
2 Let us point out that (A 4°) is the usual assumption of "superquadraticity" (near r). Moreover, if U is radial and convex, then 4° follows from 3°.
Our main result is: THEOREM 2. 1. -Suppose U satisfies (A) and:
Vol. 4 , n° 3-1987. The proof will be carried out in several steps.
Step 1. -Use of the Dual Action Principle ( [6] , [8] ) to transform ( 1.1) in a critical point problem for a functional 03A6 in a Banach space E.
Step 2. -Application of the Mountain Pass theorem to 0.
Step 3. -Use Ekeland-Hofer's argument (see [11] ) to show that the Mountain Pass solution has minimal period.
Step 1 Vol. 4 , n° 3-1987. Hence, by (2. 7) and Holder's inequality, we obtain:
and the preceding inequality it follows:
Since 1-~ > 0 and using 2 . 1 ) one finds c" elll>O such that: 2 Using the fact that ~' (u") taking X large enough, 2° follows..
In view of lemmas 2. 4 and 2. 5 ans since c~' is strong-to-weak* continuous, we can apply the Mountain Pass theorem [4] , thm.5, p. 272 finding a critical point u E E of C. Such an u gives rise to a T-periodic solution of ( 1. 1), V T To, according to the Dual Action Principle.
S tep 3 (Minimality of the period). -To show that the solution of
Mountain Pass found before has minimal period T, we follow the arguments of [11] . We report below the main steps in the proof, indicating the differences.
(i) Ekeland (ii) In [11] , the Mountain Pass theorem is applied to get a critical point of "Mountain Pass type", as we do.
(iii) Under some smoothness condition, such a critical point possesses a specific topological property. Unfortunaley, neither C in [11] , nor our C Vol. 4 , n° 3-1987. (iv) The preceding topological properties are expressed in terms of the Morse index, which has to be defined in an appropriate way [11] , § II (still for the lack of smoothness). This leads to require, in [11] , H" (z) > 0, Actually w E L°° (see arguments of lemma 3. 4 below) and we deduce, as for the Dual Action Principle in paragraph 2, that (p (t), q (t)) E C for all t and, from ( 3 . 8), ( 3 . 9) , that is a T-periodic solution of ( 3 . 3) .
According to the preeceding discussion, we will look for non-trivial critical points of f on X. For Applying the Mountain Pass Theorem we find a critical point (v, w) 5~ (0, 0) of f which corresponds to a T-periodic solution of (3.3) . Lastly, the minimality of the period T follows as in step 3 of the proof of theorem 2.1. This time our setting is even closer to that of [11] , because we are dealing now with first order systems and, thanks to the hypothesis H" (p, q) > 0, d (p, q) ~ (0, 0), step 3 (iv) U,* is strictly convex in y because so is U* and one has:
( 1) In the case of theorem 3.2, the convergence of one of the components of f" would be in L°°. However, V H* (r (~)) is still a continuous function, and the arguments can be carried over with minor changes only. Moreover, since y) >_ U* (r (~n) (t) + y), it follows:
Next, U" (t, .) is C1 because U* is strictly convex. Then aUn is singleton and (A 6) turns out to be:
From now on the proof proceeds as in [11] and leads to show that vn . This shows that lemma 7 of [11] holds. All the remaining arguments of [11] concerning the finite dimensional reduction are local in nature and work in our setting as well..
