We have developed an e cient large-stencil nite-di erence scheme of time-dependent Maxwell's curl equations based on the wavelet-Galerkin formulation in time-domain. The proposed scheme enables, for the rst time within a limited computational resource, full-vector analysis of three-dimensional rib waveguides that are typically used in integrated planar optical devices. The formulation takes advantage of compactly-supported interpolating bases to expand and represent the electric and magnetic elds. Moreover, unlike the well-known beam propagation methods, the numerical scheme is based on the rstprinciple algorithm with no explicit approximation, and thus rigorous and versatile for various types of boundary conditions We demonstrate the e ciency of the method by rst analyzing a straight rib waveguide and examining the convergence of the results. Then we investigate a Y-shaped junction structure that is electrically too large to analyze with the conventional nite-di erence time-domain scheme.
I. Introduction
Three-dimensional full vector analysis has become one of the critical techniques not only for accurate analyses but also for design of optimal structures of recent electronic devices. As the size of the devices decreases, we can no longer ignore numerical errors in some techniques that incorporate approximations, and rigorous analysis is desired. For example, dielectric waveguides in optical communication systems typically have very large physical dimensions compared to the wavelength of the transmitted signals, and the numerical analysis of such waveguides requires very ne discretization to obtain su cient accuracy, resulting in a signi cant increase in the required computational resources.
Because of this restriction, the beam propagation method (BPM) 1], which is computationally less expensive than other space-discrete methods, has been widely used for the analysis of optical waveguides. However, in the BPM, a wave equation is discretized and re ections from discontinuities are basically not taken into consideration. Moreover, the propagation constants of waves are predetermined in the BPM, and the numerical formulation requires complicated approximations in the analysis of practical structures such as strongly guiding waveguides and longitudinally varying waveguides 2], 3], 4]. Various modi ed techniques have been proposed to improve the applicability and computational e ciency of the BPM. Some of the modi ed BPMs have been compared in 5] for two-dimensional canonical problems. A time-domain BPM has also been proposed in 6], which enables analysis of optical pulse propagation under a slowly-varying-envelope approximation, where the e ect of optical carrier is basically neglected. An e cient analysis of three-dimensional junction structure has been reported in 7] , where a transparent boundary condition has been implemented in a wide-angle formulation of BPM.
For more rigorous analysis, the nite-di erence time-domain (FDTD) formulation of Maxwell's curl equations 8] has been applied to optical waveguide structures such as a directional coupler with twodimensional TE polarization 9]. However, three-dimensional optical waveguide problems are often electrically too large to analyze with the FDTD. For instance, a typical planar optical waveguide has a cross-section of 5 m 5 m with a refractive index of 3 for the core region. Since FDTD requires a discretization of =20 for suitably accurate computation 10], resulting in the cell size of 0.025 m, a waveguide as short as 10 m requires 200 200 400 discretization cells. To make matters worse, because the numerical dispersion error of the FDTD scheme is cumulative, longer waveguides need ner discretization to maintain the overall accuracy. Therefore, analysis of most optical waveguide problems is restricted by available memory even in state-of-the-art computers. In order to reduce the computational expenditure of the problems, scalar or semi-vectorial eld approximations are introduced in the modi ed FDTD 11] , 12]. However, for polarization-sensitive or strongly-guiding waveguides, those approximations are no longer valid, and full vector wave analysis becomes necessary.
Recently, application of the wavelet theory has been extensively investigated in various research elds of science and engineering. It has been found that wavelets yield very e cient algorithms when applied to numerical modeling of di erential equations. Authors have developed in 13], 14] an e ective large-stencil nite-di erence scheme based on the Daubechies compactly supported orthogonal wavelets 15] and the Deslauriers-Dubuc interpolating functions 16], 17] as biorthogonal wavelet bases. The formulation resembles the multi-resolution time-domain method based on the Battle-Lemari e wavelets 18], 19], which is based on Galerkin's procedure of the method of moments 20]; this scheme allows, due to the highly linear numerical dispersion property, coarser discretization than the standard FDTD. The advantage of the Daubechies wavelets and the Deslauriers-Dubuc interpolating wavelets is that, by virtue of their interpolation property 21], 22], their expansion coe cients represent direct physical values of the eld. If basis functions do not satisfy the interpolation property, the expansion coe cients no longer represent direct physical eld values, and it becomes necessary to reconstruct the physical eld by taking a weighted sum of neighboring coe cients, resulting in a complicated algorithm and large computational overhead. The basis functions with interpolation property thus save additional computational burden and simplify the algorithm even for the case of heterogeneous dielectric media 13]. This formulation will be shown in detail in the following section. It has been demonstrated in 23], 24], 25] that the proposed scheme has advantages over the standard FDTD by allowing two to four times coarser cells per dimension; in three dimensions, it allows 8 to 64 times larger cell volume than FDTD. Therefore, it allows a signi cant reduction in the number of cells as well as reduction of memory requirement and CPU time, while permitting full-vector analysis of two and three-dimensional electrically-large optical waveguides. This paper is organized as follows: we derive the formulation of the proposed numerical method in detail particularly for the case of three-dimensional heterogeneous media in section II. Then, in section III, the resulting scheme is applied to the analysis of three-dimensional dielectric rib waveguides to demonstrate the e ciency of the method. Based on the results in the previous section, we analyze in section IV a three-dimensional Y-shaped rib-waveguide junction that has been already analyzed with various BPMs 2], 3], 4], 7] for the purpose of veri cation, and show for the rst time polarization dependent phenomena of re ection and transmission of optical pulses in the waveguide junction. Finally, conclusions are drawn in section V.
II. Formulation

A. Interpolating Basis Functions
In this paper, we adopt the Deslauriers-Dubuc interpolating functions 16], 17] as basis functions, which will form compactly supported biorthogonal wavelet bases. The Deslauriers-Dubuc interpolating function is indeed an autocorrelation function of the Daubechies compactly-supported orthogonal scaling function 15], and the wavelet function is a shifted and contracted version of the scaling function. The advantage of this family of wavelets is that both the scaling and the wavelet functions are exactly interpolating, namely the expansion coe cients will be direct sampled values of the physical eld, thus saving a reconstruction process and yielding a simple algorithm 14]. Moreover, the Deslauriers-Dubuc interpolating functions are smooth and symmetric, and they constitute non-square-integrable (or non-L 2 ) biorthogonal bases together with dual functions in a form of the Dirac delta functions or a linear combination of Diracs. We incorporate, in this paper, only the scaling functions as basis functions; the application of the wavelet functions is left to subsequent research subjects that require higher resolution such as analysis of optical soliton propagation in dielectric media. The scaling functions by themselves still lead to savings in the number of discretization cells and yield an e cient algorithm for electrically-large dielectric waveguides due to the highly linear dispersion property of the resulting scheme.
The Figure 1 shows (x) of p =2, 4 and 10. We choose (x) as a scaling function, which satis es the so-called dilation relation or the two-scale relation
The lter coe cients h k in (2) 
It can be easily shown that h ?k = h k . The coe cients h k for p = 2, 4 and 10 are listed in Table I . For the Deslauriers-Dubuc interpolating scaling function, we chose the dual function as the Dirac delta function~
Since the Dirac delta is not in the space of square integrable functions, the resulting basis set is in non-L 2 space. Although the formulation using the Dirac delta as the dual function is equivalent to the so-called collocation scheme of the method of moments 20], we retain the concept of the primal/dual basis because we will consider in a subsequent paper an extension of the present scheme by using the primal/dual wavelets as in 14]. Let
for f = and~ with x being the spatial discretization interval, then the set of basis functions satis es the biorthogonal relations < i ;~ j > = ij (6) where is the Kronecker delta function. 
H z (x; y; z; t) = +1 X i;j;k;n=?1
where F = E; D, h n (t) = h( t t ? n + 1 2 ) and t is the time step. The eld expansions (19)- (24) are then substituted into Maxwell's equations (10)- (15) . In the collocation scheme of the method of moments for the biorthogonal bases, in contrast to the orthogonal bases, the equation is tested with the dual function (4). By using the biorthogonality condition we obtain the time evolution equations in a form similar to the scaling-function-based multiresolution time-domain (S- 
The sum of the stencil in (25) - (30) is taken according to the number of the connection coe cients a(l);
L s denotes the e ective support of the basis functions, i.e., the stencil size or the number of connection coe cients per side. The calculation of the connection coe cients a(l) is simple due to the dual functions in the form of the Dirac impulses,
which have been evaluated numerically and are listed in Table II Numerical stability of this scheme is maintained if the time step t is less than or equal to a critical value 19], i.e. l=0 ja(l)j), which is also listed in Table II .
For the discretization of the constitutive equations (16)- (18), we test the equation with the dual scaling functions as
and so on, where < f (x)jg(x) > denotes an inner product between f and g. By substituting (19) for 
This is exactly a local relation between the electric eld E and the electric ux density D, allowing to substitute the constitutive relation directly into the time evolution equation (28) 
Thus, (25)- (27) and (37)- (39) give the nal time-evolution equations of the proposed scheme.
C. Perfectly Matched Absorbing Layer
In time domain electromagnetic eld analysis, it is very important to e ectively terminate the analysis region by a re ection-free boundary or an absorbing boundary condition (ABC) that models an in nitely large analysis area. Since Maxwell's equations accommodate wave propagation, numerical results are often signi cantly a ected by a re ected wave from the boundary if the absorption is not su cient. For truncation of the analysis regions, various techniques have been proposed. Among them, the perfectlymatched layer (PML) ABC proposed by Berenger 28] in 1994 achieved less than -100 dB re ection regardless, in principle, of the incident angle of the wave with respect to the surface of the absorbing layer. Later in 1996, a new unsplit-eld formulation of the PML ABC was proposed by Gedney 29] , referred to as \anisotropic PML" or APML, and has simpli ed the implementation of the PML ABC in the nite-di erence time-domain method. The most prominent advantage of the APML ABC is that it is versatile in terms of any material interface. In other words, it can be applied to the cases where an interface of di erent dielectric materials intersects with the boundary between normal and APML media. Therefore, this APML is particularly suitable in the present scheme not only to terminate the free space but also to terminate dielectric waveguides of any con guration.
In this paper, Gedney's APML ABC has been implemented with a slight modi cation in order to t the large-stencil nite-di erence scheme. To give an introduction to the APML formulation, we start with Maxwell's equations of time harmonic eld variation. 
for w = x; y; z. Notations w and w for w = x; y; z are the electric and magnetic loss factor, respectively, for the w-directed component of the eld only in the APML media; therefore, they are not directly relevant to the dielectric loss factor in (8); w for w = x; y; z is an empirical factor usually chosen to be unity and is not very sensitive to the performance of the APML. If the APML media satisfy the matching condition w = 0 = w = 0 , then it can be shown that waves attenuate as they propagate in the media without change in the waveform, and incident waves are not re ected at the interface between the media. 
In the derivation of (45) and (46) 
For (45), (46), (48) and (49), the rest of the eld components are obtained by simply permutating x; y and z. We discretize these equations using the Deslauriers-Dubuc interpolating basis for the spatial di erentiations, and the standard second-order central di erence for the temporal di erentiations. Finally, the time-evolution equations for the APML medium are given by 
Again, the remaining eld components are obtained by permutating x; y and z. To apply the APML ABC to lossy dielectric region, the formulation needs some modi cation; one can refer to 29] in this regard. The evaluation of the APML for the two-dimensional case 24] has indicated that higher-order scheme gives better absorption for the same number of absorbing layers.
III. Numerical Experiments
In this section, three-dimensional optical rib waveguides are modeled using the present method based on the Deslauriers-Dubuc interpolating functions of p = 10 (DD 10 ). The results are compared with those of the standard FDTD when available. For all the cases in this paper, ve-layer APML ABCs have been implemented to truncate the analysis region. Computation was performed on an IBM massively-parallel RS/6000 computer \Minerva" at the University of Victoria, B.C., Canada. One node on Minerva currently has 16 processors of 375 MHz clock rate and total 8 GB of memory. However, the computation was done on a single processor without a parallel algorithm and the memory requirement was at most 126 MBytes to execute the programs in this paper.
A. Numerical Errors and Convergence of the Method
In the application of the space-discrete analysis method, it is important to evaluate its discretization errors. Because it is well-known that the analysis method has numerical dispersion due to the discretization of the continuous physical space and time, there exists a critical cell size that keeps the error within an allowable limit. Thus, we rst examine convergence of numerical results in the case of a straight rib waveguide with various discretization levels. Figure 3 depicts a 2 m-long rib waveguide. The rectangular rib section and the substrate of the waveguide form a strongly guiding waveguide having much higher refractive indices (n > 3) than that of the air. The excitation source was chosen to have a half-sine distribution over the rib cross section. Then, a modulated Gaussian pulse of center frequency 193 THz (corresponding to a free space wavelength of 1.55 m) was launched at 0.2 m from the front edge of the waveguide. Time signals were detected at V 1 and V 2 located at the center of the rib section and at 0.2 m from each edge of the waveguide. In the actual computation, a perfect magnetic wall condition was placed at the center of the waveguide to reduce the analysis region to half. This permits the existence of the tangential electric eld on the symmetrical plane and hence propagation of the E y (or quasi-TM) mode. The waveguide was surrounded by ve-layer APML ABCs in the analysis; preliminary experiments have shown that re ection from the ABC is about -50 dB. Table III lists the grid size and the results of the convergence test. Several discretization levels were tested by the present scheme as well as by standard FDTD. The typical input signal detected at V 1 is shown in Fig. 4 . For the standard FDTD, as shown in Fig. 5 , the output signals do not converge su ciently even with the nest discretization. In contrast, the results of the present scheme shown in Fig. 6 exhibit a good convergence with discretization 32 times coarser in volume than the nest one for the FDTD. The numerical dispersion property of the present scheme is equivalent to that of the scheme employing Daubechies scaling functions investigated in 13]. This is because the present scheme based on the interpolation function of order 2p ? 1 has the connection coe cients a(l) identical to the scheme based on the Daubechies scaling function of p vanishing wavelet moments 14] . It has been demonstrated in 13] that the present scheme gives much higher accuracy than the standard FDTD for axial propagation, which agrees with the tendency of the results in this section.
We conclude that the present scheme permits two to four times coarser discretization per dimension than the standard FDTD method, thus reducing the number of cells by a factor of at most 64 in three dimensions. The disadvantage of the present scheme is that the stability factor must be about 5 times smaller than that of the standard FDTD because the numerical dispersion error depends on it 13]. The number of time steps must thus be 5 times larger. Moreover, the present scheme has a large stencil size for the space di erentiation, which is 8 in this paper, while only one is required for the standard FDTD. Since additional oating point operations must also be performed for the ABC, the overall savings in the number of oating point operations are slightly larger than 64=5=8 = 1:6, or about 2. However, the grid size and the CPU time listed in Table III suggest that more CPU time is saved than the number of operations suggests. This, of course, is largely dependent on the architecture of the hardware, memory access time, on-chip cache memory size and so on. In particular, for those schemes that require extensive amount of memory, the memory access time is the signi cant restrictive factor because the memory bus speed is much slower than the CPU clock. Table III implies a saving in CPU time by a factor of 4, and the estimation based on the number of cells suggests a saving in memory by a factor of 30 to 60.
B. Analysis of Steady State Wave Propagation
Three-dimensional optical rib waveguide have been extensively investigated using the BPM. We have performed similar analyses and computed the time-evolution of the eld distribution in the waveguide cross section for sinusoidal time dependency. This is extremely important even for the analysis of pulse propagation because, in order to e ectively launch an excitation pulse, we need to know the steady state eld distribution of the propagating mode. As indicated in the BPM literature such as 4], 7], an incident beam that di ers from the stationary propagation mode takes a very long time and must propagate over a very long distance before it settles into the stationary mode.
Here we adopted a slice of the waveguide in Fig. 3 with only half a wavelength in the longitudinal direction. Preliminary experiments such as the example in the previous subsection showed that the wavelength of the 193 THz sinusoidal wave was approximately 0.46 m. Therefore, a 0.23 m-long waveguide was discretized with 5 cells in the longitudinal direction, and two perfect electric conductor walls were placed at each end of the waveguide resulting in a half-wavelength resonator. The cell size was 0.1 0.1 0.046 m 3 . The other boundaries were ve-layer APML ABCs and a perfect magnetic conductor wall was placed in the plane of symmetry. An excitation signal with a source distribution tentatively given by the Gaussian distribution was then launched and transient eld was simulated. The time-evolution of the E y eld distribution in the cross section of the waveguide is shown in Fig. 8 . A steady state eld was obtained after about 1000 fs. Since the velocity of the wave was estimated to be about 0.09 m/fs, the eld at 1000 fs corresponds to a continuous wave propagation over a distance of 90 m. Obviously the simulation of the half-wavelength resonator is much less expensive than that of a 90 m-long straight waveguide. The 2000 fs long simulation of the resonator took typically 30 min CPU time and required 4.6 MBytes of memory. The E y contour plots in Fig. 8 In order to con rm that the steady state eld distribution obtained in the resonator gives also rise to a steady state wave propagation, the eld distribution at 2000 fs in Fig. 8 (f) was adopted as a template for the excitation source. Then, a continuous wave was launched using the template source in a 6 m-long straight waveguide of identical cross section. Figure 9 (a) shows the contour plot of the E y eld in the propagation plane at the height of the intermediate layer between the substrate and the rib section, suggesting that the wave propagates in an almost steady state. Moreover, E y contour plots on the cross section are shown in Fig. 9 (b)-(d) , which were taken all at the same time at di erent locations, indicating that the propagation mode is quite stationary. When the source distribution was di erent from the steady state template, the eld distribution drastically changes as the wave propagates. Therefore, e ective excitation of the steady state propagation can be achieved by means of a source template. . Here we analyze the same con guration but with a shorter length of 20 m, which causes more drastic re ection and radiation; nonetheless, the present method reveals those discontinuity e ects with su cient accuracy. The top view of the Y-junction is shown in Fig. 10 . The waveguide has the same cross section and material properties as that in Fig. 3 , and the analysis region is again surrounded by ve-layer APML ABCs. A perfect magnetic conductor (PMC) wall is inserted at the symmetry plane for the E y (quasi-TM) mode, and a perfect electric conductor (PEC) wall for the E x (quasi-TE) mode. These symmetrical boundary conditions allow e cient simulation of polarization-dependent phenomena of propagation and re ection. For the excitation, the template source distribution obtained with the half-wavelength resonator analysis was used. For the E x mode with the perfect electric conductor wall, the steady state distribution was again obtained with the half-wavelength resonator analysis. In the following analyses, cell sizes were 0.1 0.1 0.05 m 3 , and the curved contour of the junction was modeled with a staircase approximation.
C.1 Continuous Wave Propagation
We rst launched a continuous sinusoidal wave of 193 THz with the steady state template source and performed a 350 fs simulation. This reproduced results similar to those obtained with the BPM 4], 7], which are suitable for veri cation of the results. Figures 11 and 12 demonstrate the sinusoidal wave propagation for the E y and E x mode, respectively. In both cases, the plots indicate that the waves are smoothly guided. It is interesting to note that a narrower higher-order beam is generated in the branching waveguide after passing the junction section. As the beam propagates, it disappears gradually. Then it is replaced with a new beam generated on the outer side of the preceding beam. These results qualitatively agree with those obtained with the BPM 4], 7].
C.2 Short Pulse Propagation
We next launched a short Gaussian modulated sinusoidal pulse with a center frequency of 193 THz. The pulse contained approximately four sinusoidal oscillations in its envelope; the bandwidth of the pulse was approximately 50 THz. Again, the steady state template source was used to excite the pulse of the stationary propagation mode.
Figures. 13 and 16 clearly show that when the pulse reaches the junction section, re ected waves are generated (at 175 fs), and after a while the re ected wave propagates mainly backward along the waveguide. Particularly in the E x mode, we observed that relatively large re ected waves are generated that cause multiple re ections at the waveguide walls both in forward and backward directions, yielding a complicated waveform. Figures 14 15 17 and 18 show the details of the waveform; note that in each plot only a part of the waveguide is shown by moving the view window along with the pulse propagation as the z-coordinates indicated in each plot. With the proposed rigorous full-vector analysis scheme, we have demonstrated for the rst time polarization dependent re ection of optical pulses in electrically large three-dimensional optical waveguide junctions. It is shown that we have a strong minor E x eld in the E y (quasi-TM) mode compared to the minor eld E y in the E x (quasi-TE) mode although the re ection in the major eld is stronger in the E x mode than in the E y mode. Figures 19 and 21 show the time data of the major eld of E y and the E x modes, respectively. Note also that the E x (quasi-TE) mode yields a larger re ection of major eld than that of the E y mode. The wavelength dependent re ection S 11 and transmission S 21 are shown in Figs.22 and 20. These curves were obtained by applying the standard S-parameter extraction technique to the major polarized eld of each mode.
The number of time steps in these cases was 12851 and the time step t was 0.027235 fs. The time data indicate that the scheme was stable during these computations; no numerical instability has been observed. The memory usage and the CPU time were typically 126 MBytes and 5 hours in each case.
IV. Conclusions
We have developed a three-dimensional full vector analysis scheme of time-dependent Maxwell's curl equations. The scheme is formulated in time-domain and based on the Deslauriers-Dubuc interpolating basis functions that yield a simple and e cient algorithm for electrically large scale problems. Moreover, the anisotropic PML ABC has been implemented, allowing rigorous analyses of realistic engineering problems of integrated planer optical waveguide devices. The proposed scheme was actually applied to the analysis of rib waveguide structures that have typical dimensions of optical waveguides. The proposed scheme reduces the CPU time by a factor of 4 and memory requirement by a factor of at most 60 when compared to FDTD.
With the proposed rigorous algorithm, we have demonstrated polarization dependent phenomena of re ection and transmission of optical pulses in a three-dimensional strongly-guiding rib waveguide. This is, to the best of the authors' knowledge, the rst time that this has been achieved by means of a spacediscrete numerical analysis method. This scheme is highly versatile and robust in terms of boundary conditions and the variety of media that it can model, and it permits e cient analysis of nonlinear phenomena of optical pulse propagation. 
