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DECOMPOSITION MATRICES FOR THE GENERIC HECKE ALGEBRAS
ON 3 STRANDS IN CHARACTERISTIC 0
EIRINI CHAVLI
Abstract. We determine all the decomposition matrices of the generic Hecke algebras on 3
strands in characteristic 0. These are the generic Hecke algebras associated with the exceptional
complex reflection groups G4, G8, and G16. We prove that for every choice of the parameters
that define these algebras, all simple representations of the specialized algebra are obtained as
modular reductions of simple representations of the generic algebra.
1. Introduction
Between 1994 and 1998, M. Broue´, G. Malle, and R. Rouquier generalized the definition of
the Iwahori-Hecke algebra to the case of an arbitrary complex reflection group W (see [5]). This
generalized algebra, which we denote by HW , is known as the generic Hecke algebra. It is defined
over the Laurent polynomial ring R := Z[u±1 , . . . , u
±
k ], where {ui}1≤i≤k is a set of parameters
whose cardinality depends on W . In 1999, G. Malle proved that HW is split semisimple when
defined over the field C(v1, . . . , vk), where each parameter vi is an Ni-th root of ui for some specific
Ni ∈ N (see [11], theorem 5.2). As a result, Tits’ deformation theorem yields a bijection between
the set of simple characters of HW and the set Irr(W ) of simple characters of W .
However, for many of the applications of the Hecke algebras it is important to know how the
simple characters behave after specializing the parameters ui to arbitrary complex numbers. If
the specialized Hecke algebra is semisimple, Tits’ deformation theorem still applies; the simple
characters of the specialized Hecke algebra are parametrized again by Irr(W ). However, this is
not always the case.
If the specialized algebra is not semisimple, one needs to take a different approach. The simple
characters of the semisimple Hecke algebra may not remain simple after specialization, however
they are a linear combination of simple characters of the specialized algebra. One can define the
decomposition matrix, which records the coefficients of this linear combination. The rows and the
columns of the decomposition matrix are indexed by simple characters; the rows by the ones of the
generic algebra and the columns by the simple characters of the specialized algebra. This matrix
offers a depiction of the representation theory of the specialized algebra.
In 2011 M. Chlouveraki and H. Miyachi dealt with the cyclotomic Hecke algebras for d-Harish-
Chandra series of rank 2 (see [8]). In this case, each algebra depends only on one parameter.
Considering all values of the parameters for which the algebras are not semisimple they managed
to determine the decomposition matrices for these cases and they showed that they follow some
specific matrix models. At this point, a number of questions arise: Are there any other matrix
models for the cyclotomic case outside the d-Harish-Chandra series that are not described by M.
Chlouveraki and H. Miyachi? What happens in the generic case, where there is more than one
parameter? Can one provide the decomposition matrix for the generic case without having a
specific specialization?
Let θ : R→ C be a specialization of HW and let n be the number of the simple characters of the
semisimple Hecke algebra and m the number of the simple characters of the specialized algebra
HW ⊗θ C. The main theorem of this paper is the following:
Theorem 1.1. Let W be one of the exceptional groups G4, G8 and G16. We have m ≤ n.
Moreover, one can reorder the rows of the decomposition matrix associated with θ, so that it takes
the following form:
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where ∗ denotes a placeholder for one of three values: 0, 1 or 2.
The rows of the upper part of the matrix are indexed by a subset of Irr(W ), which is called by
M. Chlouveraki and H. Miyachi optimal basic set (see Definition 2 in [8]). The appearance of the
identity matrix implies that all simple representations of the specialized algebra are obtained as
modular reductions of simple representations of the generic algebra. This result does not hold in
general when we study modular representation theory (see, for example, §18.6 in [17] or Exercise
8.9 (e) in [10] as counterexamples). Moreover, the fact that m < n (for the non-semisimple case)
may have as explanation that the center of HW is reduction stable (see Theorem 7.5.6 in [10]).
However, the center of HW is not known yet, and such a condition could not be checked.
Acknowledgments. I would like to thank T. Conde, M. Geck, S. Ko¨nig, J. Ku¨lshammer and
U. Thiel for fruitful discussions and references. Moreover, I would like to thank J. Michel for
suggesting working with powers of the parameters in GAP, and M. Chlouveraki and G. Pfeiffer
for carefully reading this paper.
2. Preliminaries
2.1. Generic Hecke algebras on 3 strands. A complex reflection group W on a finite dimen-
sional C-vector space V is a finite subgroup of GL(V ), which is generated by pseudo-reflections,
namely elements of finite order whose vector space of fixed points is a hyperplane. We denote
by BW the complex braid group associated with W , in the sense of Broue´-Malle-Rouquier (see
[5]). A pseudo-reflection s is called distinguished if its only nontrivial eigenvalue on V equals
exp(−2πι/es), where ι denotes a chosen imaginary unit, and es the order of s in W . To every
distinguished pseudo-reflection s, one can associate homotopy classes in BW that are called braided
reflections (for more details one may refer to [5]).
Let RW denote the Laurent polynomial ring Z[us,i, u
−1
s,i ], where s runs over the set of the
distinguished pseudo-reflections of W , 1 ≤ i ≤ es, and us,i = ut,i if s and t are conjugate in
W . The generic Hecke algebra HW associated with W with parameters (us,1, . . . , us,es)s is the
quotient of the group algebra RWBW of BW by the ideal generated by the elements of the form
(σ − us,1)(σ − us,2) . . . (σ − us,es),
where s runs over the conjugacy classes of the set of the distinguished pseudo-reflections of W
and σ over the set of braided reflections associated with s. It is enough to choose one such
relation per conjugacy class, since the braided reflections associated with the same distinguished
pseudo-reflection are conjugate in BW .
Let B3 be usual braid group on 3 strands, with presentation given by generators the braids s1
and s2 and the (single) relation s1s2s1 = s2s1s2. We denote by Wk the quotients of B3 by the
additional relation ski = 1, for i = 1, 2. Coxeter has shown that these quotients are finite if and
only if k ∈ {2, 3, 4, 5} (see §10 in [9]). Apart from k = 2, which leads to the symmetric group
S3, we encounter for k = 3, 4, 5 three exceptional complex reflection groups respectively, known
as G4, G8, and G16 in the Shephard-Todd classification (see [18]). We define as the generic Hecke
algebras on 3 strands the algebras HWk , k = 2, 3, 4, 5.
Remark 2.1. By the relation s1s2s1 = s2s1s2 we have that s1 and s2 are conjugate in Wk and,
hence, the algebra HWk is defined over the ring RWk = Z[u
±1
1 , ..., u
±1
k ].
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The algebra HW2 is an Iwahori-Hecke algebra and its modular representation theory has been
studied in [10]. Hence, from now on only the cases k = 3, 4, 5 will be considered. The following
theorem is Theorem 1.1 in [6] and proves the BMR freeness conjecture for the generic Hecke
algebras on 3 strands.
Theorem 2.2. HWk is a free RWk -module of rank |Wk|.
For the rest of this paper we make the following assumption, which has been conjectured in [4]
for every generic Hecke algebra associated with a complex reflection group.
Assumption 2.3. HWk has a unique symmetrizing trace tk : HWk → RWk having the properties
described in [4], Theorem 2.1.
The assumption is known for k = 3 (see [12] or [14]). Moreover, after this work was completed,
the author, together with Boura, Chlouveraki, and Karvounis, provided another proof for k = 3
and proved the assumption for k = 4 as well (see [2]).
2.2. Schur elements. We denote by KWk , k = 3, 4, 5, the splitting field of Wk, We denote by
µ(KWk) the group of all roots of unity ofKWk and, for every integerm > 1, we set ζm :=exp(2πι/m),
where ι denotes a square root of -1.
Let v = (v1, ..., vk) be a set of k indeterminates such that, for every i ∈ {1, ..., k}, we have
v
|µ(KWk )|
i = ζ
−i
k ui. By extension of scalars we obtain the algebra C(v)HWk := HWk ⊗RWk C(v),
which is split semisimple (see [11], theorem 5.2). Hence, by Tits’ deformation theorem (see Theo-
rem 7.4.6 in [10]) the specialization vi 7→ 1 induces a bijection Irr(C(v)HWk )→ Irr(Wk), χk 7→ χ.
By Theorem 7.2.6 in [10] we have:
tk =
∑
χ∈Irr(Wk)
1
sχ
χk
where sχ denotes the Schur element of HWk associated with χ ∈ Irr(Wk), with respect to tk.
Chlouveraki has shown that these elements are products of cyclotomic polynomials over KWk ,
evaluated on monomials of degree 0 (see heorem 4.2.5 in [7]). One can refer to Michel’s version of
CHEVIE package of GAP3 (see [16]) for this factorization.
Example 2.4. We consider the case of G4, which we denote in this paper as W3. In CHEVIE
the parameters must be in Mvp form (which stands for multivariate polynomials). We type:
gap> W_3:=ComplexReflectionGroup(4);;
gap> CharNames(W_3);
[ "phi{1,0}", "phi{1,4}", "phi{1,8}", "phi{2,5}", "phi{2,3}", "phi{2,1}", "phi{3,2}"]
We see that W3 admits 7 simple characters, known as φi,j in GAP notation, with i denoting the
degree and j the fake degree of the representation. We find now the factorization of the Schur
element of HW3 associated with the character φ1,4, which is the second element of the above list.
We type:
gap> S:=FactorizedSchurElements(Hecke(W_3,[[Mvp("u1"), Mvp("u2"), Mvp("u3")]]);;
gap> S[2];
-u1^-4u2^5u3^-1P2(u1u2^-2u3)P1P6(u1u2^-1)P1P6(u2u3^-1)
This means that
sφ1,4 = −u
−4
1 u
5
2u
−1
3 Φ2(u1u
−2
2 u3)Φ1(u1u
−1
2 )Φ6(u1u
−1
2 )Φ1(u2u
−1
3 )Φ6(u2u
−1
3 ),
where Φ1, Φ2 and Φ6 denote the cyclotomic polynomials x−1, x+1, and x
2−x+1, respectively. 
2.3. Decomposition matrix. Let θ : RWk → C be a ring homomorphism, such that θ(ui) ∈ C
×,
for every i ∈ {1, . . . , k}. We call θ a specialization of RWk . We set CHWk := HWk ⊗θ C. This
algebra is split, since it is a C-algebra (and, hence, assumption 7.4.1 (a) in [10] is satisfied).
We suppose now that CHWk is also semisimple. According to Theorem 7.5.11 in [10], or to
Lemma 2.6 in [13] this algebra is semisimple if and only if θ(sχ) 6= 0, for every χ ∈ Irr(C(v)HWk ).
Using Tits’ deformation theorem again, we obtain a canonical bijection between the set of simple
characters of CHWk and the set of simple characters of C(v)HWk , which are in bijection with the
simple characters of Wk, as we mentioned in section 2.2.
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We now examine the behavior of the simple representations of CHWk in the non-semisimple case.
Let R+0
(
C(v)HWk
)
(respectively R+0 (CHWk)) denote the subset of the Grothendieck group of the
category of finite dimensional C(v)HWk (respectively CHWk)-modules, which consists of elements
[V ], where V is a finite-dimensional C(v)HWk (respectively CHWk)-module, with relations [V ] =
[V ′] + [V ′′], for each exact sequence 0 → V ′ → V → V ′′ → 0 (for more details, one may refer to
§7.3 in [10]). By theorem 7.4.3 in [10] we obtain a well-defined decomposition map
dθ : R+0
(
C(v)HWk
)
→ R+0 (CHWk).
The decomposition matrix associated with the map dθ is the Irr
(
C(v)HWk
)
× Irr(CHWk) matrix
(dθχφ) with non-negative integer entries such that
dθ([Vχ]) =
∑
φ
dθχφ[V
′
φ] for χ ∈ Irr(C(v)HWk ),
where Vχ is a simple C(v)HWk -module of with character χ and V
′
φ a simple CHWk -module of
character φ.
We say that the characters χ, χ′ ∈ Irr(C(v)HWk ) belong to the same block if χ 6= χ
′ and there
is a chain of characters χ = χ1, χ2, . . . , χn = χ
′, where for every two neighbors χi, χi+1 there is a
character φi ∈ Irr(CHWk) such that d
θ
χi,φi
6= 0 6= dθχi+1,φi . If the character χ ∈ Irr(C(v)HWk ) is
alone in its block, then we call it a character of defect 0.
2.4. Optimal basic sets. We recall that in the semisimple case, the simple representations of
CHWk are parametrized by the simple representations of Wk. The definition of optimal basic sets,
in the sense of Chlouveraki-Miyachi (see [8]), give ways to parametrize simple representations of
CHWk in the non-semisimple case.
Definition 2.5. An optimal basic set Bopt for CHWk with respect to θ is a subset of Irr(Wk) such
that the following two conditions are satisfied:
(1) For all φ ∈ Irr(CHWk) there exists χφ ∈ B
opt such that
(a) dθχφ,φ = 1,
(b) If dθψ,φ 6= 0 for some ψ ∈ Irr(Wk), then either ψ = χφ or ψ 6∈ B
opt.
(2) The map Irr(CHWk)→ B
opt, φ 7→ χφ is a bijection.
Hence, Bopt is a set of characters of the generic algebra which remains irreducible upon spe-
cialization and has the further property that every other specialized character can be written as
a sum of the specialized characters in Bopt. If such a set exists, then the decomposition matrix is
upper identity, with the identity part consisting of the rows indexed by the elements of Bopt. The
existence of an optimal basic set implies that all simple modules are obtained after specialization
of simple representations of the generic algebra.
Remark 2.6. If the algebra CHWk is semisimple then B
opt =Irr(Wk).
The rest of this paper is devoted to the proof of the existence of an optimal basic set for CHWk ,
k = 3, 4, 5, in the non-semisimple case, with respect to any specialization θ.
3. The decomposition matrices of Wk
3.1. Notation. Following the notation in GAP, we denote by E(n), n ∈ N, the primitive nth root
of unity exp(2πi/n).
3.2. Methodology. Motivated by the idea of Chlouveraki and Miyachi in [8] §3.1 we use the
following criteria in order to calculate the decomposition matrix for Wk, k = 3, 4, 5. We have also
used some of these criteria in [6], in order to classify the simple representations of B3 of small
dimension.
Criterion 3.1. Every 1-dimensional CHWk -module V
′
φ is simple. Moreover, there is an 1-
dimensional character χ ∈ Irr(C(v)HWk ), such that d
θ([Vχ]) = [V
′
φ].
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Proof. By definition, the algebra CHWk is the quotient of the group algebra CB3 by the relations
(si − θ(u1)) . . . (si − θ(uk)) = 0, i = 1, 2. As a result, the 1-dimensional CHWk -modules are of the
form s1, s2 7→ (θ(uj)), j = 1, . . . , k. 
Criterion 3.2. 2-dimensional modules are not simple if and only if they admit 1-dimensional
submodules.
We recall that sχ denotes the Schur element associated with χ. The next criterion summarized
the results of Geck-Pfeiffer (see [10], Theorem 7.5.11) and Malle-Rouquier (see [13], Lemma 2.6).
Criterion 3.3. θ(sχ) 6= 0 if and only if Vχ is a simple module of defect 0.
The next criterion follows directly from Lemma 7.5.10 in [10].
Criterion 3.4. If Vχ, Vψ are in the same block, then θ(ωχ(z0)) = θ(ωψ(z0)), where ωχ, ωψ are the
corresponding central characters and z0 is the central element (s1s2)
3.
Criterion 3.5. Modular restrictions of the simple characters of C(v)HWk can be written uniquely
as N-linear combinations of the simple characters of CHWk .
Proof. Every C(v)HWk -character can be written as N-linear combination of the simple characters
of CHWk . It remains to prove that the simple characters of CHWk are linearly independent. Since
the algebra CHWk is split, the linear independence follows directly from Lemma 4.36 in [15]. 
Notice that the above criteria can be used for any finite dimensional, symmetric algebra defined
over a field. The following propositions are applied only to the generic Hecke algebras on 3 strands
and give us a necessary and sufficient condition for a 2-dimensional, a 3-dimensional, and a 4-
dimensional CHWk -module to be simple. The last case refers only to k ∈ {3, 4}, since there are
not 4-dimensional simple CHW3 -modules. Notice also that explicit matrix models for all simple
representations are known (see [3]) and are stored in the GAP3 package CHEVIE.
Let ai := θ(ui), i = 1, . . . , k, where θ is the specialization defined in 2.3. Hence, by definition,
ai 6= 0. Let V
m, m ∈ {2, 3, 4}, be a simple m-dimensional C(v)HWk -module. We notice that the
coefficients of the matrix models of each V m are Laurent polynomials with complex coefficients
in variables b1, . . . , bm, where bi = aji for some ji ∈ {1, . . . , k}, such that j1 < j2 < · · · < jm. We
denote by Umb1,...,bm the m-dimensional CHWk -module, such that d
θ([V m]) = [Umb1,...,bm ].
Proposition 3.6. The CHWk -module U
2
b1,b2
is simple if and only if b21 − b1b2 + b
2
2 6= 0.
Proof. We prove the case where k = 3. The other cases can be proven similarly. The matrix form
of the CHWk -module U
2
b1,b2
is the following:
s1 7→ A :=
Å
b1 0
−b1 b2
ã
, s2 7→ B :=
Å
b2 b2
0 b1
ã
.
This module is not simple if and only if it admits 1-dimensional submodules (criterion 3.2). This
is equivalent to the fact that the matrices A and B have a common eigenvector. The eigenvalues
of A are b1 and b2 with corresponding eigenvectors vb1 =
(
b−11 (b2 − b1) 1
)⊺
and vb2 =
(
0 1
)⊺
.
It is easy to check that vb2 is not an eigenvector for B. Moreover, we have Bvb1 =
(
b−11 b
2
2 b1
)⊺
=
b1
(
b−21 b
2
2 1
)⊺
, which means that vb1 is an eigenvector for B if and only if b
−2
1 b
2
2 = b
−1
1 (b2 − b1),
which concludes the proof. 
The following corollary states that an optimal basic set for CHWk with respect to any special-
ization θ contains always a 2-dimensional character.
Corollary 3.7. For every specialization θ at least one U2b1,b2 is simple.
Proof. We first assume that the set {a1, a2, . . . , ak} has cardinality less than k. Without loss
of generality, we may assume that a1 = a2. Hence, the CHWk -module U
2
a1,a2
is simple, due to
Proposition 3.6.
Suppose now that the set {a1, a2, . . . , ak} has cardinality k and that there is a specialization θ
such that all the CHWk -modules U
2
b1,b2
are not simple. Due to Proposition 3.6 we have b21− b1b2+
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b22 = 0, for every b1, b2 ∈ {a1, a2, . . . , ak}. More precisely, take a
2
1−a1a2+a
2
2 = a
2
1−a1a3+a
2
3 = 0.
Therefore, a23 − a
2
2 = a1(a3 − a2). Since a2 6= a3 we obtain a1 = a2 + a3. Replacing now a1 to the
equality a21 − a1a2 + a
2
2 = 0 we obtain a
2
2 + a2a3 + a
2
3 = 0, which contradicts the fact that U
2
a2,a3
is simple. 
Proposition 3.8. The CHWk -module U
3
b1,b2,b3
is simple if and only if
(b21 − b2b3)(b
2
2 − b1b3)(b
2
3 − b1b2) 6= 0.
Proof. In general, a 3-dimensional module is simple if and only if it does not admit 1-dimensional
or 2-dimensional submodules. Let s1 7→ A and s2 7→ B the matrix form of the CHWk -module
U3b1,b2,b3 . The existence of an 1-dimensional submodule translates into the existence of a common
eigenvector for the matrices A and B.
LetDU3b1,b2,b3 :=HomC(U
3
b1,b2,b3
,C) the CHopWk -module, with action (f ∗h)(u) = f(hu), for every
f ∈ DU3b1,b2,b3 , h ∈ CHWk and u ∈ U
3
b1,b2,b3
. Since CHWk is a finite dimensional algebra defined
over a field, the existence of a 2-dimensional CHWk - submodule (and, hence, the existence of an
1-dimensional CHWk - quotient) yields to the existence of an 1-dimensional CH
op
Wk
- submodule. As
a result, the transposed matrices A⊺ and B⊺ must have a common eigenvector.
Summing up, the CHWk -module U
3
b1,b2,b3
is simple if and only if the matrices A and B, on one
hand, and the matrices A⊺ and B⊺ on the other, do not have a common eigenvector. Since these
matrices are stored in the GAP3 package CHEVIE, we can find the eigenvectors of the matrices
A and A⊺ and check under which conditions they are eigenvectors for the matrices B and B⊺,
respectively. This is the method we used for the proof of Proposition 3.6. One can check that the
aforementioned condition is the one described in the hypothesis. 
Proposition 3.9. Let k 6= 3. The CHWk -module U
4
b1,b2,b3,b4
is simple if and only if
(b3m − brblbs)(b
2
mb
2
r + b1b2b3b4 + b
2
l b
2
s) 6= 0,
for every {m, r, l, s} = {1, 2, 3, 4}.
Proof. In general, a 4-dimensional module is simple if and only if it does not admit 1-dimensional,
2-dimensional or 3-dimensional submodules. Let s1 7→ A and s2 7→ B the matrix form of the
CHWk -module U
4
b1,b2,b3,b4
. The existence of an 1-dimensional submodule translates into the ex-
istence of a common eigenvector for the matrices A and B. As in proof of Proposition 3.8, the
existence of a 3-dimensional submodule translates now into the existence of a common eigenvector
for the transposed matrices A⊺ and B⊺. Following the proof of Proposition 3.6, we conclude that
there are 1-dimensional or 3-dimensional submodules if and only if b3m − brblbs = 0, with m, r, l, s
as in hypothesis.
Let now S be a 2-dimensional CHWk - submodule of U
4
b1,b2,b3,b4
. As C-vector spaces, let
U4b1,b2,b3,b4 = 〈c1, c2, c3, c4〉 and S = 〈d1, d2〉. We write d1 and d2 as C-linear combinations of
c1, . . . , c4 and we have d1 =
4∑
i=1
xici and d2 =
4∑
i=1
yici. Since s1d1 ∈ S, there are α, β such
that
4∑
i=1
xi(s1ci) = αd1 + βd2. Let A := (aij). We have
4∑
i=1
xi(
4∑
j=1
ajicj) = α
4∑
i=1
xici + β
4∑
i=1
yici.
We equalize the coefficients of ci and we have
4∑
j=1
aijxj = αxi + βyi, for every i ∈ {1, 2, 3, 4}.
Equivalently,
(1)
(
A− αI4
) (
x1 x2 x3 x4
)⊺
= β
(
y1 y2 y3 y4
)⊺
.
Similarly, since s1d2 ∈ S, we have
(2)
(
A− δI4
) (
y1 y2 y3 y4
)⊺
= γ
(
x1 x2 x3 x4
)⊺
,
for some γ, δ ∈ C. As a result, we have:(
A− αI4
)(
A− δI4
) (
y1 y2 y3 y4
)⊺
= βγ
(
y1 y2 y3 y4
)⊺
,
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meaning that
(
y1 y2 y3 y4
)⊺
is an eigenvector for the matrix
(
A − αI4
)(
A − δI4
)
. Similarly
one can prove that there are α′, δ′ ∈ C such that
(
y1 y2 y3 y4
)⊺
is an eigenvector for the
matrix
(
B − α′I4
)(
B − δ′I4
)
.
Summing up, the CHWk -module U
4
b1,b2,b3,b4
admits a 2-dimensional submodule if and only if
there are α, α′, δ, δ′ ∈ C such as the matrices
(
A−αI4
)(
A− δI4
)
and
(
B−α′I4
)(
B− δ′I4
)
have a
common eigenvector (not necessarily for the same eigenvalue). Using Maple we proved that these
matrices admit a common eigenvector if and only if b2mb
2
r + b1b2b3b4 + b
2
l b
2
s = 0, with m, r, l, s as
in hypothesis. 
3.3. The case k = 3. The complex reflection group W3 is denoted by G4 in the Shephard-Todd
classification and it admits the Coxeter-like presentation
〈
s1, s2 | s
3
1 = s
3
2 = 1, s1s2s1 = s2s1s2
〉
.
The Hecke algebra HW3 is defined over the Laurent polynomial ring RW3 = Z[u
±
1 , u
±
2 , u
±
3 ]. We
identify si to their images in HW3 and the latter admits the presentation
HW3 = 〈s1, s2 | s1s2s1 = s2s1s2, (si − u1)(si − u2)(si − u3) = 0, for i = 1, 2〉 .
We fix a specialization θ : RW3 → C of RW3 , such that u1 7→ a, u2 7→ b, and u3 7→ c.
As we mentioned in Example 2.4, the group W3 admits 7 simple characters. More precisely,
we have three 1-dimensional characters (the characters φ1,0, φ1,4 and φ1,8), three 2-dimensional
characters (the characters φ2,5, φ2,3 and φ2,1) and one 3-dimensional character (the character φ3,2).
We now classify the decomposition matrices with respect to θ by distinguishing the following cases.
Notice that this classification is up to permutation of the characters.
The set {a, b, c} has cardinality 1: Due to Criterion 3.1 and Propositions 3.6 and 3.8 all
characters are simple. Moreover, the 1-dimensional characters correspond to the same module, as
well as the 2-dimensional ones. Hence, the decomposition matrix is the following:




φ1,0
φ2,5 I3φ3,2
φ1,4 1 · ·
φ1,8 1 · ·
φ2,3 · 1 ·
φ2,1 · 1 ·
The set {a, b, c} has cardinality 2: Up to permutation of the characters, we may assume
a = b 6= c. The characters φ1,0 and φ1,4 correspond to the same module, as well as the characters
φ2,5 and φ2,3. Moreover, due to Proposition 3.6, the character φ2,1 is simple. We distinguish the
following cases, based on whether or not the character φ2,3 is simple:
C1. a2 − ac+ c2 = 0: According to Proposition 3.6 the character φ2,3 is not simple. We type:
gap> T:=CharTable(Hecke(ComplexReflectionGroup(4),[[Mvp("a"), Mvp("b"), Mvp("c")]])).irreducibles;;
gap> t:=List(T,i->List(i,j->Value(j,["b", Mvp("a"), "c", -E(3)*Mvp("a")])));;
gap> t[5]=t[1]+t[3];
true
gap> s:=SchurElements(Hecke(ComplexReflectionGroup(4),[[Mvp("a"), Mvp("b"), Mvp("c")]]);;
gap> List(s,i->Value(i,["b", Mvp("a"), "c", -E(3)*Mvp("a")]));
gap> [0, 0, 0, 0, 0, E3, 3]
According to Criteria 3.3 and 3.5 the decomposition matrix is the following:



φ1,0
φ1,8
I4φ2,1φ3,2
φ1,4 1 · · ·
φ2,5 1 1 · ·
φ2,3 1 1 · ·
C2. a2 − ac + c2 6= 0: Due to Proposition 3.6 the character φ2,5 is simple and, hence, it remains
to investigate the behavior of φ3,2. Thanks to Proposition 3.8 it will be sufficient to examine
three cases; a = −c, a2 = −c2, and (a+ c)(a2 + c2) 6= 0. In the last case the character φ3,2 is
of defect zero. For the other cases we apply criterion 3.5 as in Case C1. Therefore, we have
the following decomposition matrices, one for each case respectively:
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



φ1,0
φ1,8
I4φ2,5φ2,1
φ1,4 1 · · ·
φ2,3 · · 1 ·
φ3,2 1 · 1 ·




φ1,0
φ1,8
I4φ2,5φ2,1
φ1,4 1 · · ·
φ2,3 · · 1 ·
φ3,2 · 1 · 1




φ1,0
φ1,8
φ2,5
I5φ2,1φ3,2
φ1,4 1 · · · ·
φ2,3 · · 1 · ·
The set {a, b, c} has cardinality 3: We first notice that all characters correspond to distinct
modules. According to Corollary 3.7 at least one 2-dimensional character is simple. Based on
Proposition 3.6 and without loss of generality, we distinguish the following cases:
C1. a2 − ac + c2 = b2 − bc + c2 = 0: Since a 6= b we may assume a = −E(3)c and b = −E(3)2c.
Using Criterion 3.5 we obtain: 



φ1,0
φ1,4
I4φ1,8φ2,1
φ2,5 · 1 1 ·
φ2,3 1 · 1 ·
φ3,2 1 1 1 ·
C2. b2 − bc + c2 = 0 and (a2 − ac + c2)(a2 − ab + b2) 6= 0: Due to Propositions 3.6 and 3.8 the
characters φ2,3, φ2,1 and φ3,2 are simple. Using Criterion 3.5 again, we have:



φ1,0
φ1,4
φ1,8
I6φ2,3φ2,1
φ3,2
φ2,5 · 1 1 · · ·
C3. (b2 − bc + c2)(a2 − ac + c2)(a2 − ab + b2) 6= 0: Due to Proposition 3.6 all 2-dimensional
characters are simple. If the character φ3,2 is simple, then we are in the semisimple case and
the decomposition matrix is the identity matrix I7. We suppose now that φ3,2 is not simple.
According to Proposition 3.8 it will be sufficient to examine the case (a2+bc)(b2+ac)(c2+ab) =
0. Without loss of generality, we assume that a2 + bc = 0. Using criterion 3.5 we obtain the
following decomposition matrix: 



φ1,0
φ1,4
φ1,8
I6φ2,5φ2,3
φ2,1
φ3,2 1 · · 1 · ·
3.4. The case k = 4. The complex reflection group W4 is denoted by G8 in the Shephard-Todd
classification and it admits the Coxeter-like presentation
〈
s1, s2 | s
4
1 = s
4
2 = 1, s1s2s1 = s2s1s2
〉
.
The Hecke algebra HW4 is defined over the ring RW4 = Z[u
±
1 , u
±
2 , u
±
3 , u
±
4 ]. We identify again si to
their images in HW4 and the latter admits the following presentation:
HW4 = 〈s1, s2 | s1s2s1 = s2s1s2, (si − u1)(si − u2)(si − u3)(si − u4) = 0, for i = 1, 2〉 .
We fix now a specialization θ : RW4 → C of RW4 , such that u1 7→ a, u2 7→ b, u3 7→ c, and u4 7→ d.
The group W4 admits 16 simple characters, which we simply denote by φi, i = 1, . . . , 16 (we
don’t use the GAP notation). More precisely, there are four characters of dimension 1 (φ1, . . . , φ4),
six of dimension 2 (φ5, . . . , φ10), four of dimension 3 (φ11, . . . , φ14), and two of dimension 4 (φ15 and
φ16). We describe now the general methodology one can follow in order to find the decomposition
matrix associated with every specialization.
• We first examine the characters χ with θ(sχ) 6= 0. According to Criterion 3.3 these characters
are of defect zero.
• We now examine the characters χ with θ(sχ) = 0. There are two cases to be considered:
⊲ The character χ is not simple, according to Propositions 3.6, 3.8, or 3.9. Based on Criterion
3.5, we use GAP in order to write χ as a linear combination of simple characters. Due to the
appearance of square roots in the CHEVIE data ofHW4 , we use variables representing square
roots of the parameters. Therefore, we prevent CHEVIE from extracting automatically these
square roots, which may unavoidably be inconsistent with our expectations. We give the
example a2 − ab+ b2 = 0:
DECOMPOSITION MATRICES FOR THE GENERIC HECKE ALGEBRAS ON 3 STRANDS 9
gap> H:=Hecke(ComplexReflectionGroup(8),[[Mvp("x")^2,Mvp("y")^2,Mvp("z")^2,Mvp("t")^2]]);;
gap> T:=CharTable(H).irreducibles;;
gap> t:=List(T,i->List(i,j->Value(j,["y", -E(12)^11*Mvp("x")])));;
gap> t[5]=t[1]+t[2];
true
A different choice of the square root y permutes the characters φ15 and φ16. This permutation
depends on a specialization of the roots of the parameters, not of the parameters themselves.
⊲ The character χ is simple, according to Criterion 3.1, or to Propositions 3.6, 3.8, 3.9. We
check whether this character is in the same block with a character of the same dimension by
using the matrix models of the associated representation or Criterion 3.5. If this does not
happen, we check whether χ appears in the linear combination of a non-simple character,
using the methodology we describe above for the example a2 − ab+ b2 = 0.
We notice here that the only case that needs further explanation is the case where the character
χ is not simple, since one must be able to provide its linear combination of simple characters.
Thanks to Propositions 3.6, 3.8 and 3.9 we have necessary and sufficient condition for the simplicity
of every character of dimension 2, 3 and 4. Combining them with Criterion 3.5 and using GAP,
we are able to provide this linear combination.
We recall at this point the case k = 3, which we describe in Section 3.3 and we notice that
the non-simplicity of a character affects directly the behavior of the other characters. As a result,
whenever one character is not simple, we are able to provide the exact decomposition matrix.
However, for k = 4 this does not always hold, due to the presence of 4 parameters.
The rest of this section is devoted to find the linear combination of the non-simple characters,
considering them by degree. When there is an intersection of cases, we give more details on the
decomposition matrix, which sometimes are enough to provide it as whole. When the matrix is
not provided as a whole, one needs to repeat the above steps for the omitted characters and follow
the cases we present above.
3.4.1. The 2-dimensional characters. Without loss of generality, we focus on φ5 and we assume
that it is not a simple character. Due to Proposition 3.6 we obtain a2− ab+ b2 = 0. According to
the GAP example we give in the beginning of this section we have φ5 = φ1+φ2. We now examine
the behavior of the rest of the characters. We first notice that 2 ≤ |{a, b, c, d}| ≤ 4, since a 6= b.
We distinguish the following cases:
The set {a,b, c,d} has cardinality 2: Since a 6= b we have {a, b, c, d} = {a, b}. Up to per-
mutation of the characters, it will be sufficient to examine the cases {b = c = d = −E(3)a} and
{b = −E(3)a, c = −E(3)a, d = a}. The decomposition matrices are respectively the following:



I7
φ3 · 1 · · · · ·
φ4 · 1 · · · · ·
φ5 1 1 · · · · ·
φ6 1 1 · · · · ·
φ7 1 1 · · · · ·
φ9 · · 1 · · · ·
φ10 · · 1 · · · ·
φ13 · · · 1 · · ·
φ14 · · · 1 · · ·




I7
φ3 · 1 · · · · ·
φ4 1 · · · · · ·
φ5 1 1 · · · · ·
φ6 1 1 · · · · ·
φ9 1 1 · · · · ·
φ10 1 1 · · · · ·
φ13 · · · · · 1 ·
φ14 · · · · 1 · ·
φ15 · · 1 1 · · ·
The upper parts of the matrices are indexed by φ1, φ2, φ8, φ11, φ12, φ15, φ16 and φ1, φ2, φ7, φ8,
φ11, φ12, φ16, respectively.
The set {a,b, c,d} has cardinality 3: Since a 6= b we assume {a, b, c, d} = {a, b, d}. Up to
permutation of the characters, there are four cases to be considered; {b = c = −E(3)a, d =
−E(3)2a}, {b = −E(3)a, c = d = −E(3)2a}, {b = −E(3)a, c = a, d 6= −E(3)2a}, and {b =
−E(3)a, c = d 6= ±E(3)2a}. For the first two cases the decomposition matrices are respectively
the following: 



I9
φ3 · 1 · · · · · · ·
φ5 1 1 · · · · · · ·
φ6 1 1 · · · · · · ·
φ7 1 · 1 · · · · · ·
φ10 · · · · 1 · · · ·
φ12 1 1 1 · · · · · ·
φ13 1 1 1 · · · · · ·




I9
φ4 · · 1 · · · · · ·
φ5 1 1 · · · · · · ·
φ6 1 · 1 · · · · · ·
φ7 1 · 1 · · · · · ·
φ9 · · · 1 · · · · ·
φ13 1 1 1 · · · · · ·
φ14 1 1 1 · · · · · ·
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The upper parts of the matrices are indexed by φ1, φ2, φ4, φ8, φ9, φ11, φ14, φ15, φ16 and φ1, φ2,
φ3, φ8, φ10, φ11, φ12, φ15, φ16 respectively.
We consider now the last two cases and we notice the presence of inequalities. As a result, we
are not able to provide the decomposition matrix as a whole, since there are extra cases that need
to be considered. We give these cases later in this paper, when we examine the behavour of 3 and
4-dimensional characters. The forms of these matrices are respectively the following:




φ1 1
φ2 1
φ4 1
φ7 1
φ8 1
φ9 1
φ3 · 1 · · · ·
φ5 1 1 · · · ·
φ6 1 1 · · · ·
φ10 · · · · · 1




φ1 1
φ2 1
φ3 1
φ6 1
φ8 1
φ10 1
φ4 · · 1 · · ·
φ5 1 1 · · · ·
φ6 · · · 1 · ·
φ9 · · · · 1 ·
The cardinality of the set {a,b, c,d} is 4: We first notice that the characters φ6, φ7, φ8, φ9 and
φ10 correspond to distinct modules, since the associated matrix models are different. Moreover,
according to Proposition 3.6 and the fact that a, b, c, d are distinct, at least 3 of these characters
are simple. Without loss of generality, we suppose that φ6, φ7, and φ8 are simple. We provide
again the form of the decomposition matrix and not the decomposition matrix as a whole, since
there are more cases to be considered, which we describe in detail in the following sections.



φ1 1
φ2 1
φ3 1
φ4 1
φ6 1
φ7 1
φ8 1
φ9 · ∗ · ∗ · · · ∗
φ10 · · ∗ ∗ · · · · ∗
φ5 1 1 · · · · · · ·
where ∗ denotes a placeholder for one of two values, 0 or 1, depending on whether or not the
characters φ9 and φ10 are simple. The case where neither of these characters is simple is easy
to be studied, due to Proposition 3.6. More precisely, since a and d are distinct and since φ6 is
simple (i.e. a2 − ac+ c2 6= 0) the characters φ9 and φ10 are not simple if and only if d = E(3)
2a
and c = −a. The decomposition matrix is the following:



I9
φ5 1 1 · · · · · · ·
φ9 · 1 · 1 · · · · ·
φ10 · · 1 1 · · · · ·
φ11 · 1 1 1 · · · · ·
φ13 1 1 · 1 · · · · ·
φ15 1 1 1 1 · · · · ·
φ16 · · · · · 1 1 · ·
The upper part of the matrix is indexed by φ1, φ2, φ3, φ4, φ6, φ7, φ8, φ12, φ14.
3.4.2. The 3-dimensional characters. Without loss of generality, we focus on character φ13 and
we suppose it is not simple. According to Proposition 3.8 we have (a2+ bd)(b2+ ad)(d2 + ab) = 0.
Without loss of generality we assume that d2 + ab = 0. We type:
gap> t:=List(T,i->List(i,j->Value(j,["y", E(4)*t^2*Mvp("x")^-1)])));;
gap> t[13]=t[4]+t[5];
true
At this point, we distinguish the following cases, depending on whether or not the character φ5 is
simple (Proposition 3.6):
a2 − ab+ b2 = 0: Since b = −E(3)a and d2+ab = 0, we obtain d = ±E(3)2a. Hence, the charac-
ters φ1, φ2 and φ4 correspond to distinct modules, since a, b and d are distinct. Up to permutation
of the characters, it will be sufficient to examine the case d = −E(3)2a. The decomposition matrix
is of the following form: 


φ1 1φ2 1φ4 1φ9 1
φ5 1 1
φ7 1 1
φ13 1 1 1
We now assume that there is another 3-dimensional non-simple character. Without loss of gen-
erality, let φ14 be this character. Due to Proposition 3.8, it will be sufficient to examine the
cases {b = −E(3)a, c = d = −E(3)2a} and {b = −E(3)a, c = E(3)2a, d = −E(3)2a}. The
decomposition matrices are respectively the following:
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



I9
φ4 · · 1 · · · · · ·
φ5 1 1 · · · · · · ·
φ6 1 · 1 · · · · · ·
φ7 1 · 1 · · · · · ·
φ8 · · · 1 · · · · ·
φ13 1 1 1 · · · · · ·
φ14 1 1 1 · · · · · ·




I9
φ5 1 1 · · · · · · ·
φ7 1 · 1 · · · · · ·
φ8 · 1 1 · · · · · ·
φ13 1 1 · 1 · · · · ·
φ14 1 1 1 · · · · · ·
φ15 · · · · 1 1 · · ·
φ16 1 1 1 1 · · · · ·
The upper parts of the matrices are indexed by φ1, φ2, φ3, φ9, φ10, φ11, φ12, φ15, φ16 and φ1, φ2,
φ3, φ4, φ6, φ9, φ10, φ11, φ12 respectively.
Summing up, if a 3-dimensional character breaks up into three 1-dimensional characters and
if another 3-dimensional character is not simple, then the latter breaks up also into three 1-
dimensional characters, while the rest of the 3-dimensional characters are of defect 0.
a2 − ab+ b2 6= 0: The character φ5 is simple and, since φ13 = φ4+φ5, the decomposition matrix
is of the following form:
ï ò
φ4 1
φ5 1
φ13 1 1
3.4.3. The 4-dimensional characters. We have two 4-dimensional characters, which are de-
noted as φ15 and φ16. We notice that θ(ωφ15(z0)) = −θ(ωφ16(z0)). Therefore, the characters φ15
and φ16 are never in the same block (Criterion 3.4) and hence, since they have the maximal di-
mension, they are simple if and only if they are of defect 0. Without loss of generality, we examine
the character φ15 and we suppose it is not a simple character. According to Proposition 3.9 we
distinguish the following cases:
C1. (a3 − bcd)(b3 − acd)(c3 − abd)(d3 − abc) = 0. Let c3 − abd = 0. We type:
gap> t:=List(T,i->List(i,j->Value(j,["y", Mvp("z")^3*Mvp("x")^-1*Mvp("t")^-1])));;
gap> t[15]=t[3]+t[13];
true
C1.1 (a2 + bd)(b2 + ad)(d2 + ab) = 0: Following Section 3.4.2 we assume that d2 + ab = 0.
Since c3 − abd = 0 it follows that c3 = −d3. According to Section 3.4.2, we have:
a2 − ab+ b2 6= 0: We have b 6= E(3)ka, k = 1, 2. Therefore, from the equation d2+ab =
0 we obtain d 6= ±E(3)ka, k = 1, 2. Since c3 = −d3 we obtain also c 6= ±E(3)ka, k = 1, 2.
According to Proposition 3.6 the characters φ5, φ6 and φ7 are simple. The values of their
central characters on z0 are −a
3b3, −a3c3, and −a3d3, respectively. Since c3 6= d3, the
characters φ6 and φ7 are not in the same block (Criterion 3.3). We distinguish now the
following cases:
⊲ If c = −d, then the character φ10 is simple (Proposition 3.6). Since c 6= d the
characters φ3 and φ4 are distinct. Moreover, from the equation d
2+ ab = 0 we obtain
c2+ ab = 0. Hence, the character φ14 is not simple (see Section 3.4.2). Therefore, the
decomposition matrix is of the following form:



φ3 1
φ4 1
φ5 1
φ6 ∗ ∗
φ7 ∗ ∗
φ10 ∗ ∗ ∗ ∗
φ13 1 1
φ14 1 1
φ15 1 1 1
The ∗ denotes a placeholder for one of two values, 0 or 1, whose sum in each line
equals 1. Moreover, the characters φ5, φ6 and φ7 are not in the same block.
⊲ If c2−cd+d2 = 0, then the character φ10 is not simple (see Proposition 3.6). Moreover,
since (a2± ac+ c2)(a2± ad+ d2) 6= 0 we have a 6= c and a 6= d. Hence, the characters
φ1, φ3 and φ4 are distinct. Summing up, the decomposition matrix is of the form



φ3 1
φ4 1
φ1 1
φ5 1
φ6 ∗ ∗
φ7 ∗ ∗
φ10 1 1
φ13 1 1
φ15 1 1 1
The ∗ denotes again a placeholder for one of two values, 0 or 1, whose sum in each
line equals 1. The characters φ5, φ6 and φ7 cannot be in the same block.
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a2 − ab+ b2 = 0: There are two cases to be examined. First, we encounter the
case b = −E(3)2a, c = −E(3)a and d = E(3)a, which has been examined (up to
permutation of the characters) in 3.4.1. Secondly, we have the case b = −E(3)2a,
c = −E(3)2a and d = E(3)a: 


I9
φ3 · 1 · · · · · ·
φ5 1 1 · · · · · ·
φ6 1 1 · · · · · ·
φ9 · 1 · 1 · · · ·
φ10 · 1 · 1 · · · ·
φ12 1 1 1 · · · · ·
φ13 1 1 1 · · · · ·
φ15 1 2 1 · · · · ·
The upper part of the matrix is indexed by φ1, φ2, φ4, φ7, φ8, φ11, φ14, φ16.
C1.2 (a2 + bd)(b2 + ad)(d2 + ab) 6= 0: The character φ13 is simple. Therefore, we have the
following form: ï òφ3 1
φ13 1
φ15 1 1
C2. (a2b2 − abcd+ c2d2)(a2c2 − abcd+ b2d2)(a2d2 − abcd+ b2c2) = 0. Let ab = E(3)cd. We type:
gap> t:=List(T,i->List(i,j->Value(j,["t", E(6)*Mvp("x")*Mvp("y")*Mvp("z")^-1])));;
gap> t[15]=t[5]+t[10];
true
Since ab 6= cd the characters φ5 and φ10 correspond to distinct modules, since the correspond-
ing matrix models are different. We follow now Section 3.4.1. If (a2−ab+b2)(c2−cd+d2) = 0,
then we encounter (up to permutation of the characters) Case C1.1. If (a2 − ab + b2)(c2 −
cd+ d2) 6= 0, then the decomposition matrix is of the following form:ï ò
φ5 1
φ10 1
φ15 1 1
3.5. The case k = 5. The complex reflection group W5 is denoted by G16 in the Shephard-Todd
classification and it admits the Coxeter-like presentation
〈
s1, s2 | s
5
1 = s
5
2 = 1, s1s2s1 = s2s1s2
〉
.
The Hecke algebra HW5 is defined over the ring RW5 = Z[u
±
1 , u
±
2 , u
±
3 , u
±
4 , u
±
5 ]. We identify again
si to their images in HW5 , and the latter admits the presentation
HW5 = 〈s1, s2 | s1s2s1 = s2s1s2, (si − u1)(si − u2)(si − u3)(si − u4)(si − u5) = 0, for i = 1, 2〉 .
We fix now a specialization θ : RW5 → C of RW5 , such that u1 7→ a, u2 7→ b, u3 7→ c, u4 7→ d, and
u5 7→ e.
We have 45 simple characters, which we denote here φi, i = 1, . . . , 45. More precisely, we have
five characters of dimension 1 (φ1, . . . , φ5), ten of dimension 2 (φ6, . . . , φ15), ten of dimension 3
(φ11, . . . , φ27), ten of dimension 4 (φ26, . . . , φ35), five of dimension 5 (φ36, . . . , φ40), and five of
dimension 6 (φ41, . . . , φ45). We use the method we described in Section 3.4 for k = 4 and we
consider again the characters by degree.
3.5.1. The 2-dimensional characters. Without loss of generality, we focus on character φ6 and
we suppose it is not simple. According to Proposition 3.6 we have a2 − ab + b2 = 0. We use this
time variables representing 10th roots of the parameters and we type:
gap> H:=Hecke(ComplexReflectionGroup(16),[[Mvp("x")^10,Mvp("y")^10,Mvp("z")^10,Mvp("t")^10,Mvp("w")^10]]);;
gap> T:=CharTable(H).irreducibles;;
gap> t:=List(T,i->List(i,j->Value(j,["y", E(12)^7*Mvp("x")])));;
gap> t[6]=t[1]+t[2];
true
The decomposition matrix is of the following form:ï ò
φ1 1
φ2 1
φ6 1 1
3.5.2. The 3-dimensional characters. Without loss of generality, we focus on the character φ16
and we assume it is not simple. According to Proposition 3.8 we have (a2+bc)(b2+ac)(c2+ab) = 0.
Without loss of generality, we assume c2 + ab = 0. We type:
gap> t:=List(T,i->List(i,j->Value(j,["y", E(20)*Mvp("z")^2*Mvp("x")^-1])));;
gap> t[16]=t[3]+t[6];
true
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We distinguish now the following cases, depending on the behavior of φ6.
a2 − ab+ b2 6= 0: Due to Proposition 3.6, the character φ6 is simple. Moreover, the equation
c2 + ab = 0 together with the fact that a2 − ab + b2 6= 0 implies c2 ± ac + c2 6= 0. Furthermore,
c2± cb+ b2 6= 0. Indeed, if c2± cb+ b2 = 0 we would have c = ±E(3)b and, hence, due to the fact
that c2 = −ab, we would obtain a = −E(3)2b, which contradicts the hypothesis. Therefore, since
(c2 − ac+ a2)(c2 − cb+ b2) 6= 0, Proposition 3.6 applies and, hence, the characters φ7 and φ10 are
simple.
We examine now whether the characters φ6 and φ10 are in the same block or not. We have
θ(ωφ6(z0)) = −a
3b3, θ(ωφ7(z0)) = −a
3c3 and θ(ωφ10(z0)) = −b
3c3. Notice that Criterion 3.3
provides a necessary but not sufficient condition for two characters being in the same block. As a
result, we also use Criterion 3.5 in order to check if the aforementioned characters are indeed in
the same block. We restrict ourselves on examining the cases a = c = −b, a = b = ±E(4)c, and
(c− a)(c− b)(a− b) 6= 0. The decomposition matrices have respectively the following forms:[ ]φ1 1
φ2 1
φ6 1
φ7 1
φ3 1
φ10 1
φ16 1 1
[ ]φ1 1
φ3 1
φ6 1
φ7 1
φ2 1
φ10 1
φ16 1 1
[ ]φ1 1
φ2 1
φ3 1
φ6 1
φ7 1
φ10 1
φ16 1 1
a2 − ab+ b2 = 0: Using the same arguments as in section 3.4.2, the decomposition matrix is of
the form: [ ]φ1 1
φ2 1
φ3 1
φ10 1
φ6 1 1
φ7 1 1
φ16 1 1 1
3.5.3. The 4-dimensional characters. Without loss of generality, we assume that the character
φ35 is not simple. We distinguish the following cases, based on Proposition 3.9.
C1. (a3 − bcd)(b3 − acd)(c3 − abd)(d3 − abc) = 0: Without loss of generality, we assume that
d3 − abc = 0. We type:
gap> t:=List(T,i->List(i,j->Value(j,["y", Mvp("t")^3*Mvp("x")^-1*Mvp("z")^-1])));;
gap> t[35]=t[4]+t[16];
true
We examine now the behavior of the character φ16.
C1.1. (a2+bc)(b2+ac)(c2+ab) 6= 0: Since d3−abc = 0 we obtain (a3+d3)(b3+d3)(c3+d3) 6= 0.
Due to Propositions 3.6 and 3.8 the characters φ8, φ11, φ13, and φ16 are simple. Hence,
the decomposition matrix is of the following form:



φ4 1
φ8 1
φ11 ∗ ∗
φ13 ∗ ∗ ∗
φ16 1
φ35 1 1
where ∗ denotes a placeholder for one of two values, 0 or 1, whose sum in each row
equals 1.
C1.2. (a2 + bc)(b2 + ac)(c2 + ab) = 0: Let c2 + ab = 0. Since d3 = abc we obtain c3 + d3 = 0.
As we explained in Section 3.5.2, φ16 = φ3 +φ6. We distinguish the following cases (up
to permutation of the characters), based on whether the character φ6 is simple or not.
a2 − ab+ b2 = 0: Up to permutation of the characters, there are exactly two cases to be
examined; {b = −E(3)a, c = −E(3)2a, d = E(3)a} and {b = −E(3)a, c = −E(3)2a, d =
a}. The decomposition matrices are of the following forms, respectively:



φ1 1
φ2 1
φ3 1
φ4 1
φ8 1
φ10 1
φ11 1
φ17 1
φ22 1
φ6 1 1 · · · · · · ·
φ7 1 · 1 · · · · · ·
φ13 · · 1 1 · · · · ·
φ16 1 1 1 · · · · · ·
φ19 1 · 1 1 · · · · ·
φ30 · · · · 1 1 · · ·
φ35 1 1 1 1 · · · · ·




φ1 1
φ2 1
φ3 1
φ8 1
φ10 1
φ17 1
φ19 1
φ30 1
φ4 1 · · · · · · ·
φ6 1 1 · · · · · ·
φ7 1 · 1 · · · · ·
φ11 1 1 · · · · · ·
φ13 1 · 1 · · · · ·
φ16 1 1 1 · · · · ·
φ22 1 1 1 · · · · ·
φ35 2 1 1 · · · · ·
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For the second decomposition matrix we also have φ18 = φ24, φ20 = φ25, φ26 = φ34,
φ29 = φ31, and φ41 = φ44.
a2 − ab+ b2 6= 0: Since c3 + d3 = 0 and c2 + ab = 0, we obtain (d3 ± a3)(c3 ± a3) 6= 0.
Due to Proposition 3.6, the characters φ6, φ7, φ8, φ10 and φ11 are simple. Moreover,
the values of their central characters on z0 are −a
3b3, −a3c3, −a3d3, −c3b3, and −d3b3,
respectively. As a result, the characters φ6, φ7 and φ8 are distinct, as well as the
characters φ10 and φ11 (Criterion 3.4). Hence:



φ1 1
φ3 1
φ4 1
φ6 1
φ7 1
φ8 1
φ10 ∗ ∗ ∗
φ11 ∗ ∗ ∗
φ16 1 1
φ35 1 1 1
The ∗ denotes a placeholder for one of two values, 0 or 1, whose sum in each line and
in each column equals 1.
C2. (a2b2 − abcd+ c2d2)(a2c2 − abcd+ b2d2)(a2d2 − abcd+ b2c2) = 0: Let ab = E(3)cd. We type:
gap> t:=List(T,i->List(i,j->Value(j,["t", E(6)*Mvp("x")*Mvp("y")*Mvp("z")^-1])));;
gap> t[35]=t[6]+t[13];
true
Since ab 6= cd the matrix models associated with φ6 and φ13 are different. If (a
2−ab+b2)(c2−
cd + d2) = 0, we fall into Case C1.2. We assume now (a2 − ab + b2)(c2 − cd + d2) 6= 0. The
decomposition matrix is of the form: ï òφ6 1
φ13 1
φ35 1 1
3.5.4. The 5-dimensional characters. For i, j ∈ {36, 37, . . . , 40} with i 6= j we notice that
θ(ωφi(z0)) = −θ(ωφj (z0)). Therefore, according to Criterion 3.4, different 5-dimensional characters
are not in the same block. Moreover, the matrix models of the corresponding modules depend
on a, b, c, d, e and on the choice of a 5th root of abcde, which we denote by r. Let U r be the
corresponding CH5-module. We have the following result:
Proposition 3.10. The CH5-module U
r is simple if and only if (r2 +αr+α2)(r2 +αβ) 6= 0, for
every α, β ∈ {a, b, c, d} with α 6= β.
Proof. A 5-dimensional module is simple if and only if it doesn’t admit 1, 2, 3, or 4-dimensional
submodules. Let s1 7→ A and s2 7→ B the matrix form of the CH5-module U
r. Following the proof
of Proposition 3.9, the existence of an 1-dimensional and 4-dimensional submodule translates into
the existence of a common eigenvector for the matrices A and B and a common eigenvector for
the matrices A⊺ and B⊺. As in proof of Proposition 3.6, we conclude that there are 1-dimensional
and 4-dimensional submodules if and only if r2 + αr + α2 = 0, for every α ∈ {a, b, c, d, e}.
It remains to exclude the existence of 2 and 3-dimensional submodules. Following the proof
of Proposition 3.9, the CH5-module U
r admits a 2-dimensional submodule if and only if there
are λ1, λ
′
1, λ2, λ
′
2 ∈ C such that the matrices
(
A − λ1I4
)(
A − λ2I4
)
and
(
B − λ′1I4
)(
B − λ′2I4
)
have a common eigenvector (not necessarily for the same eigenvalue). The existence of a 3-
dimensional submodule and, hence, a 3-dimensional quotient, translates into the existence of a
2-dimensional CHop5 -submodule. As a result, there are µ1, µ
′
1, µ2, µ
′
2 ∈ C such that the matrices(
A⊺−µ1I4
)(
A⊺−µ2I4
)
and
(
B⊺−µ′1I4
)(
B⊺−µ′2I4
)
have a common eigenvector (not necessarily
for the same eigenvalue). Using Maple we proved that there are common eigenvectors for the
aforementioned matrices if and only if r2 + αβ = 0, for every α, β ∈ {a, b, c, d}, α 6= β. 
Without loss of generality, we assume that the character φ40 is not simple. We distinguish the
following cases, based on Proposition 3.10:
C1. r2 +αr+α2 = 0, for some α ∈ {a, b, c, d, e}. Let r2 + er+ e2 = 0. Hence, r = E(3)e⇒ abcde =
E(3)2e5 ⇒ e4 = E(3)abcd. We type:
gap> t:=List(T,i->List(i,j->Value(j,["t", E(3)^2*Mvp("x")^-1*Mvp("y")^-1*Mvp("z")^-1*Mvp("w")^4])));;
gap> t[40]=t[5]+t[35];
true
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In order to have φ40 = φ5 +φ35 and not φ40 = φ5 +φ30, we must choose t = E(3)x
−1y−1z−1w4
instead of t = −E(3)x−1y−1z−1w4. We follow now Section 3.5.3. Since we work with 10th roots
of the parameters, one may notice that there are less choices for the parameter e.
C1.1. (a3− bcd)(b3−acd)(c3−abd)(d3−abc)(a2b2− r5+ c2d2)(a2c2− r5+ b2d2)(a2d2− r5+ b2c2) 6= 0:[ ]φ5 1
φ30 1
φ35 1
φ40 1 1
C1.2. e4 = E(3)d4 and (a2 + bc)(b2 + ac)(c2 + ab) 6= 0: Since e 6= d, the characters φ4 and φ5
are distinct. Following C1.1 of Section 3.5.3, the decomposition matrix is of the form



φ4 1
φ5 1
φ8 1
φ11 ∗ ∗
φ13 ∗ ∗ ∗
φ16 1
φ35 1 1
φ40 1 1 1
The ∗ denotes a placeholder for one of two values, 0 or 1, whose sum in each line is 1.
C1.3. b = −E(3)a, c = −E(3)2a, d = E(3)a, e = a:



I25
φ5 1 · · · · · · · · · ·
φ6 1 1 · · · · · · · · ·
φ7 1 · 1 · · · · · · · ·
φ12 1 1 · · · · · · · · ·
φ13 · · 1 1 · · · · · · ·
φ14 1 · 1 · · · · · · · ·
φ16 1 1 1 · · · · · · · ·
φ19 1 · 1 1 · · · · · · ·
φ23 1 1 1 · · · · · · · ·
φ24 · · · · · · · 1 · · ·
φ25 1 · 1 1 · · · · · · ·
φ26 · · · · · 1 1 · · · ·
φ30 · · · · 1 1 · · · · ·
φ31 1 1 1 1 · · · · · · ·
φ35 1 1 1 1 · · · · · · ·
φ40 2 1 1 1 · · · · · · ·
φ42 · · · · · · · · 1 1 ·
φ43 2 1 2 1 · · · · · · ·
φ45 · · · · · · · · · · 1
The upper part of the matrix is labeled by φ1, φ2, φ3, φ4, φ8, φ10, φ15, φ17, φ18, φ22, and
φ41 together with the characters φ9, φ11, φ20, φ21, φ27, φ28, φ29, φ32, φ33, φ34, φ36, φ37,
φ38, φ39, and φ44, which are of defect 0.
C1.4. b = −E(3)a, c = −E(3)2a, d = a, e = E(3)a:



I24
φ4 1 · · · · · · · · ·
φ6 1 1 · · · · · · · ·
φ7 1 · 1 · · · · · · ·
φ11 1 1 · · · · · · · ·
φ13 1 · 1 · · · · · · ·
φ14 1 · · 1 · · · · · ·
φ15 · · · · 1 · · · · ·
φ16 1 1 1 · · · · · · ·
φ20 1 · 1 1 · · · · · ·
φ22 1 1 1 · · · · · · ·
φ24 · · · · · · · 1 · ·
φ25 1 · 1 1 · · · · · ·
φ26 1 1 1 1 · · · · · ·
φ29 · · · · 1 1 · · · ·
φ31 · · · · 1 1 · · · ·
φ34 1 1 1 1 · · · · · ·
φ35 2 1 1 · · · · · · ·
φ40 2 1 1 1 · · · · · ·
φ42 · · · · · · 1 · 1 ·
φ43 2 1 2 1 · · · · · ·
φ44 · · · · · · · · · 1
The upper part of the matrix is labeled by φ1, φ2, φ3, φ5, φ9, φ10, φ17, φ18, φ23, and φ41
together with the characters φ8, φ12, φ19, φ21, φ27, φ28, φ30, φ32, φ33, φ36, φ37, φ38, φ39,
and φ45, which are of defect 0.
C1.5. ab = E(3)cd and (a2 − ab+ b2)(c2 − cd+ d2) 6= 0:ï òφ5 1
φ6 1
φ13 1
φ35 1 1
φ40 1 1 1
C1.6. e4 = E(3)d4, c2 + ab = 0, and a2 − ab+ b2 6= 0: For c 6= e we have the following form:



φ3 1
φ4 1
φ5 1
φ6 1
φ7 1
φ8 1
φ10 ∗ ∗ ∗
φ11 ∗ ∗ ∗
φ16 1 1
φ35 1 1 1
φ40 1 1 1 1
The ∗ denotes a placeholder for one of two values, 0 or 1. The sum of these values in
each line and in each column equals 1. For e = c we have a different approach. Notice
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that c3 = −d3. Since e = c and e4 = E(3)d4 we obtain c4 = E(3)d3d and, hence,
d = −E(3)2c. Due to Proposition 3.6, the character φ13 = φ15 is not simple. Due to the
same proposition, the character φ14 is simple. As a result, the decomposition matrix is of
the form: 



φ3 1
φ4 1
φ6 1
φ7 1
φ8 1
φ10 ∗ ∗ ∗
φ11 ∗ ∗ ∗
φ14 ∗ ∗ ∗ ∗ ∗
φ5 1
φ9 1
φ13 1 1
φ15 1 1
φ16 1 1
φ18 1 1
φ33 1 1 1
φ35 1 1 1
φ40 2 1 1
where ∗ denotes again a placeholder for one of two values, 0 or 1. The sum of these values
in each line equals 1. We also have φ12 = φ10, φ19 = φ21, φ22 = φ24, and φ28 = φ30. The
characters φ10 and φ11 are not in the same block.
C1.7. b = −E(3)a, c = −E(3)2a, d = E(3)a, e = −a:



I29
φ6 1 1 · · · · · · · · · · · ·
φ7 1 · 1 · · · · · · · · · · ·
φ13 · · 1 1 · · · · · · · · · ·
φ15 · · · 1 1 · · · · · · · · ·
φ16 1 1 1 · · · · · · · · · · ·
φ19 1 · 1 1 · · · · · · · · · ·
φ25 · · 1 1 1 · · · · · · · · ·
φ27 1 · 1 1 1 · · · · · · · · ·
φ28 · · · · · · 1 · 1 · · · · ·
φ30 · · · · · 1 · 1 · · · · · ·
φ32 · · · · · 1 · · · 1 · · · ·
φ35 1 1 1 1 · · · · · · · · · ·
φ40 1 1 1 1 1 · · · · · · · · ·
φ41 · · · · · · · · · · 1 1 · ·
φ43 · · · · · 1 · 1 · 1 · · · ·
φ44 · · · · · · · · · · · · 1 1
The upper part of the matrix is labeled by φ1, φ2, φ3, φ4, φ5, φ8, φ9, φ10, φ11, φ14, φ17,
φ20, φ21, and φ22 together with the characters φ12, φ18, φ23, φ24, φ26, φ29, φ31, φ33, φ34,
φ36, φ37, φ38, φ39, φ42, and φ45, which are of defect 0.
C1.8. b = −E(3)a, c = −E(3)2a, d = a, e = −E(3)a:



I19
φ4 1 · · · · · · · · · · · ·
φ5 · 1 · · · · · · · · · · ·
φ6 1 1 · · · · · · · · · · ·
φ7 1 · 1 · · · · · · · · · ·
φ9 1 1 · · · · · · · · · · ·
φ11 1 1 · · · · · · · · · · ·
φ13 1 · 1 · · · · · · · · · ·
φ14 · · · · 1 · · · · · · · ·
φ15 1 1 · · · · · · · · · · ·
φ16 1 1 1 · · · · · · · · · ·
φ20 1 1 1 · · · · · · · · · ·
φ21 · · · · · · 1 · · · · · ·
φ22 1 1 1 · · · · · · · · · ·
φ24 · · · · · · · 1 · · · · ·
φ25 1 1 1 · · · · · · · · · ·
φ27 2 1 1 · · · · · · · · · ·
φ29 · · · · 1 1 · · · · · · ·
φ31 · · · · · · · · · · 1 · ·
φ32 · · · · · · · · · · · 1 ·
φ33 · · · 1 · 1 · · · · · · ·
φ34 · · · · · · · · · 1 · · ·
φ35 2 1 1 · · · · · · · · · ·
φ40 2 2 1 · · · · · · · · · ·
φ41 · · · · · · · 1 1 · · · ·
φ43 · · · · 1 · · · · · · 1 ·
φ44 · · · · · · · 1 1 · · · ·
φ45 · · · · · · · · · · · · 1
The upper part of the matrix is labeled by φ1, φ2, φ3, φ8, φ10, φ12, φ17, φ18, φ19, φ26,
φ29, φ30, and φ42 together with the defect 0 characters φ23, φ28, φ36, φ37, φ38, and φ39.
C2. r2 + αβ = 0, for some α, β ∈ {a, b, c, d, e} distinct: Let r2 = −ab. We type:
gap> t:=List(T,i->List(i,j->Value(j,["w", E(8)*Mvp("x")^(3/2)*Mvp("y")^(3/2)*Mvp("z")^-1*Mvp("t")^-1])));;
gap> t[40]=t[6]+t[25];
true
We follow now Sections 3.5.1 and 3.5.2 and, up to permutation of the characters, we have:
C2.1. (a2− ab+ b2) 6= 0 and (c2 + de)(d2 + ce)(e2 + dc) = 0: This case coincide with C1.3-C1.7.
C2.2. (a2−ab+b2) 6= 0 and (c2+de)(d2+ce)(e2+dc) = 0: Without loss of generality, we assume
that c2 + de = 0. Following Section 3.5.2, we have that φ25 = φ3 + φ15. We distinguish
the following cases, depending on the behavior of the character φ15.
d2 − de+ e2 6= 0: Due to Proposition 3.6 the character φ15 is simple. The characters
φ6 and φ15 correspond to the same module, if and only if the matrix models are the
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same. One can find these matrix models in GAP and notice that they are the same if
and only if ab = de and a + b = d + e. We multiply the second equation with a and we
have a2 + ab = ad + ae ⇒ a2 + de = ad + ae ⇒ a ∈ {d, e}. Since a + b = d + e we
obtain {a = d, b = e} or {a = e, b = d}. Therefore, it will be sufficient to consider the
cases {a, b} 6= {d, e} and a, b ∈ {d, e}. The decomposition matrices have respectively the
following forms: [ ]φ3 1
φ6 1
φ15 1
φ25 1 1
φ40 1 1 1
[ ]φ3 1
φ6 1
φ15 1
φ25 1 1
φ40 1 2
One could examine here the case a = b = d = e. Since c2 + ab = 0 we have c2 + a2 = 0.
The decomposition matrix is the following:



I14
φ2 1 · · · · · · ·
φ4 1 · · · · · · ·
φ5 1 · · · · · · ·
φ8 · · 1 · · · · ·
φ9 · · 1 · · · · ·
φ10 · · · 1 · · · ·
φ11 · · 1 · · · · ·
φ12 · · 1 · · · · ·
φ13 · · · 1 · · · ·
φ14 · · · 1 · · · ·
φ15 · · 1 · · · · ·
φ16 · 1 1 · · · · ·
φ17 · · · · 1 · · ·
φ18 · · · · 1 · · ·
φ19 · 1 1 · · · · ·
φ20 · 1 1 · · · · ·
φ21 · · · · 1 · · ·
φ22 · 1 1 · · · · ·
φ23 · 1 1 · · · · ·
φ24 · · · · 1 · · ·
φ25 · 1 1 · · · · ·
φ26 · · · · · 1 · ·
φ27 · · · · · 1 · ·
φ29 · · · · · 1 · ·
φ30 · · · · · 1 · ·
φ31 · · · · · · 1 ·
φ32 · · · · · · 1 ·
φ33 1 · · · 1 · · ·
φ34 · · · · · · 1 ·
φ35 · · · · · · 1 ·
φ40 · 1 2 · · · 1 ·
φ42 · · · · · · · 1
φ44 · · · · · · · 1
φ45 · · · · · · · 1
The upper part of the matrix is indexed by φ1, φ3, φ6, φ7, φ17, φ26, φ31, φ41, together
with the characters φ28, φ36, φ37, φ38, φ39, φ43, which are of defect 0.
d2 − de+ e2 = 0: [ ]φ3 1
φ4 1
φ5 1
φ6 1
φ15 1 1
φ25 1 1 1
φ40 1 1 1 1
C2.3. (a2 − ab+ b2) = 0 and (c2 + de)(d2 + ce)(e2 + dc) 6= 0:[ ]φ1 1
φ2 1
φ6 1 1
φ25 1
φ40 1 1 1
C2.4. (a2 − ab+ b2)(c2 + de)(d2 + ce)(e2 + dc) 6= 0:ï ò
φ6 1
φ25 1
φ40 1 1
3.5.5. The 6-dimensional characters. Each 6-dimensional character depends on a value α ∈
{a, b, c, d, e}. Without loss of generality, we examine φ43, which depends on c. We focus on the
values of a, b, c, d, e that annihilate the associated Schur element sφ43 . We encounter four types
of factors in the factorization of sφ43 . The first factor is (c − a)(c − b)(c − d)(c − e), which is
annihilated when c = β, for β ∈ {a, b, d, e}. If this happens, the character φ43 coincides with the
6-dimensional character depending on β. We examine now the rest of the factors.
C1. (ab+de)(ad+be)(ae+bd) = 0: We assume ab = −de. The characters φ16 and φ25 correspond
to distinct modules, since ab = −de and, hence, the associated matrix models are different.
gap> t:=List(T,i->List(i,j->Value(j,["x", E(20)*Mvp("y")^-1*Mvp("t")*Mvp("w")])));;
gap> t[43]=t[16]+t[25];
true
We follow now Section 3.5.2 and we distinguish the following cases:
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C1.1. Neither φ16 nor φ25 is simple. We need to examine the following two cases:
a2 + bc = d2 + ce = 0: Since d2 = −ce and a2 = −bc, we obtain a2e = bd2. If a = d,
then e = b and, therefore, ab = de, which contradicts the fact that ab = −de. As a
result, a 6= d and, hence, φ1 6= φ4. Let (b
2 − bc+ c2)(c2 − ce+ e2) 6= 0. We provide the
decomposition matrix for the cases b = e and b 6= e, respectively. Notice that in the
latter case, the characters φ10 and φ14 correspond to distinct modules.[ ]φ1 1
φ4 1
φ10 1
φ14 1
φ16 1 1
φ25 1 1
φ43 1 1 1 1
[ ]φ1 1
φ4 1
φ10 1
φ14 1
φ16 1 1
φ25 1 1
φ43 1 1 2
We assume now that b2 − bc + c2 = 0 and let b = −E(3)c. Since a2 = −bc we have
a = ±E(3)2c. As a result, the characters φ1, φ2 and φ3 are distinct. We now focus on
the behavior of character φ14 and we first assume that c
2 − ce+ e2 = 0. Therefore, we
have b = −E(3)c, a = E(3)2c, e = −E(3)c and d = −E(3)2c.



I24
φ5 · 1 · · · · · · · ·
φ6 1 1 · · · · · · · ·
φ9 1 1 · · · · · · · ·
φ10 · 1 1 · · · · · · ·
φ13 · · 1 1 · · · · · ·
φ14 · 1 1 · · · · · · ·
φ15 · · · · · 1 · · · ·
φ16 1 1 1 · · · · · · ·
φ20 1 1 1 · · · · · · ·
φ21 · · · · · · 1 · · ·
φ22 · 1 1 1 · · · · · ·
φ25 · 1 1 1 · · · · · ·
φ27 1 1 1 1 · · · · · ·
φ30 1 1 1 1 · · · · · ·
φ32 · · · · 1 1 · · · ·
φ34 1 2 1 · · · · · · ·
φ35 · · · · 1 1 · · · ·
φ40 1 2 1 1 · · · · · ·
φ41 · · · · · · · 1 1 ·
φ43 1 2 2 1 · · · · · ·
φ45 · · · · · · · · · 1
The upper part of the matrix is labeled by φ1, φ2, φ3, φ4, φ7, φ11, φ17, φ18, φ19, φ26,
φ29, and φ42 together with the characters φ8, φ12, φ23, φ24, φ26, φ28, φ29, φ31, φ33, φ36,
φ37, φ38, φ39, and φ44, which are of defect 0.
It remains to examine the case c2 − ce+ e2 6= 0. We recall that a, b and c are distinct,
d 6= a, and that b = −E(3)c. If d = b, then we use the equation d2 + ce = 0 and we
obtain e = −E(3)2c, which contradicts the fact that c2−ce+e2 6= 0. As a result, d 6= b.
If d 6= c, then the decomposition matrix is of the following form:



φ1 1
φ2 1
φ3 1
φ4 1
φ14 1
φ10 1 1
φ25 1 1
φ43 1 1 1 1 1
We assume now that b = c. Therefore, we have the case a = −E(3)2c, b = −E(3)c, d =
c, and e = −c: 



I24
φ4 · · 1 · · · · · · · ·
φ7 1 · 1 · · · · · · · ·
φ8 1 · 1 · · · · · · · ·
φ10 · 1 1 · · · · · · · ·
φ11 · 1 1 · · · · · · · ·
φ15 · · · · · · 1 · · · ·
φ16 1 1 1 · · · · · · · ·
φ17 1 1 1 · · · · · · · ·
φ21 · · · · · · · 1 · · ·
φ24 · · · · · · · · 1 · ·
φ25 · · 1 · · · 1 · · · ·
φ26 · · · · 1 1 · · · · ·
φ27 1 · 1 · · · 1 · · · ·
φ29 · · · · · · · · · 1 ·
φ31 · 1 1 · · · 1 · · · ·
φ32 · · · 1 · 1 · · · · ·
φ34 · · · · · · · · · · 1
φ35 1 1 2 · · · · · · · ·
φ40 1 · 1 · · · 1 · · · ·
φ43 1 1 2 · · · 1 · · · ·
φ44 1 1 2 · · · 1 · · · ·
φ45 · · · 1 1 1 · · · · ·
The upper part of the matrix is labeled by φ1, φ2, φ3, φ9, φ12, φ13, φ14, φ20, φ23, φ28,
and φ33 together with the characters φ5, φ6, φ18, φ19, φ22, φ30, φ36, φ37, φ38, φ39, φ41,
and φ42, which are of defect 0.
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c2 + ab = d2 + ce = 0: We recall that ab = −de and we obtain c2 = de. Moreover,
from the fact that d2 = −ce it follows d3 = −c3. Since d 6= c, the characters φ3 and φ4
correspond to distinct modules. Let c = −E(3)κd, with κ ∈ {0, 1, 2}. Since d2 = −ce we
obtain e = E(3)−κd and ab = −E(3)−κd2. We first examine the case κ 6= 0. Without
loss of generality, let κ = 1. Hence, c2 − ce + e2 = 0 and, due to Proposition 3.6 the
character φ14 is simple. If a
2−ab+b2 = 0, then the decomposition matrix is of the form
described in C1.3 and C1.7 of section 3.5.4. If a2− ab+ b2 6= 0, then the decomposition
matrix is of the following form: 



φ3 1
φ4 1
φ5 1
φ6 1
φ14 1 1
φ16 1 1
φ25 1 1 1
φ43 2 1 1 1
We now assume that κ = 0. As a result, (a2 − ab + b2)(c2 − ce + e2) 6= 0. If a 6∈ {c, e}
or b 6∈ {c, e} the characters φ6 and φ14 correspond to distinct modules. Therefore, we
have: 



φ3 1
φ4 1
φ6 1
φ14 1
φ16 1 1
φ25 1 1
φ43 1 1 1 1
We assume now a, b ∈ {c, e}. Suppose that a = b = c. Since c = −d and e = d we have
ab = c2 = de, which contradicts the fact that ab = −de. Similarly, for a = b = e. As
a result, a 6= b and, hence, we can restrict ourselves to examining the case a = c = −d
and b = e = d. 



I14
φ3 1 · · · · · · ·
φ4 · 1 · · · · · ·
φ5 · 1 · · · · · ·
φ8 · · 1 · · · · ·
φ9 · · 1 · · · · ·
φ10 · · 1 · · · · ·
φ12 · · · 1 · · · ·
φ13 · · 1 · · · · ·
φ14 · · 1 · · · · ·
φ15 · · · 1 · · · ·
φ16 1 · 1 · · · · ·
φ17 · 1 1 · · · · ·
φ18 · 1 1 · · · · ·
φ19 1 · 1 · · · · ·
φ20 1 · 1 · · · · ·
φ21 · 1 1 · · · · ·
φ22 · 1 1 · · · · ·
φ23 · 1 1 · · · · ·
φ25 · 1 1 · · · · ·
φ27 1 1 1 · · · · ·
φ28 · · · · 1 · · ·
φ29 1 1 1 · · · · ·
φ30 1 1 1 · · · · ·
φ33 · · · · · 1 · ·
φ34 · · · · · · 1 ·
φ35 · · · · · · 1 ·
φ41 1 1 2 · · · · ·
φ43 1 1 2 · · · · ·
φ44 · · · · · · · 1
φ45 · · · · · · · 1
where the upper part of the matrix is indexed by φ1, φ2, φ6, φ11, φ26, φ31, φ32, and
φ42, together with the characters φ7, φ24, φ36, φ37, φ38, φ39, which are of defect 0.
C1.2. Only one of the characters φ16 and φ25 is simple. Without loss of generality and
following Section 3.5.2 we suppose that c2 = −ab. It remains to examine two cases;
a2− ab+ b2 6= 0 and a2− ab+ b2 = 0. The decomposition matrices are respectively the
following: [ ]φ3 1
φ6 1
φ25 1
φ16 1 1
φ43 1 1 1




φ1 1
φ2 1
φ3 1
φ25 1
φ6 1 1
φ16 1 1 1
φ43 1 1 1 1
C1.3. The characters φ16 and φ25 are simple. We recall that φ43 = φ16 + φ25. Therefore, the
decomposition matrix is of the following form:ï ò
φ16 1
φ25 1
φ43 1 1
C2. (a2c− bde)(b2c−ade)(d2c−abe)(e2c−abd) = 0: Without loss of generality, we suppose
that e2c = abd. We type:
gap> t:=List(T,i->List(i,j->Value(j,["t", -Mvp("w")^2*Mvp("y")^-1*Mvp("z")*Mvp("x")^-1])));;
gap> t[43]=t[14]+t[35];
true
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We distinguish the following cases, based on Sections 3.5.1 and 3.5.3. If the characters
φ35 and φ14 are not simple, we encounter Cases C1.2 and C1.3. On the other hand, if
the characters φ14 and φ35 are simple we have the following form:ñ ô
φ14 1
φ30 1
φ35 1
φ43 1 1
We consider now the case where φ35 is simple, while φ14 is not. The decomposition
matrix is of the form: [ ]φ3 1
φ5 1
φ35 1
φ14 1 1
φ43 1 1 1
Finally, we consider the case where the character φ14 is simple, while the character φ35
is not. The only new case, apart from the ones studied in Case C1, is the case where φ35
breaks up into two 2-dimensional simple characters. Due to Proposition 3.6 and Case
C2 of Section 3.5.3, we assume that ab = E(3)cd and (a2 − ab+ b2)(c2 − cd+ d2) 6= 0.
As a result, φ35 = φ6 + φ13, where φ6 and φ13 are distinct. If ab = ce, one could use
the fact that e2c = abd in order to obtain e = d. However, since ab = E(3)cd, we have
ce = E(3)ce, which is a contradiction. As a result, ab 6= ce and the characters φ6 and
φ14 are distinct. Moreover, φ13 and φ14 are distinct. These characters correspond to
the same module, if e = d. Since e2c = abd and the fact that ab = E(3)cd, e = d is a
contradiction. Summing up, we have: ñ ô
φ6 1
φ13 1
φ14 1
φ43 1 1 1
C3. c4 + abde = 0: We type:
gap> t:=List(T,i->List(i,j->Value(j,["w", E(4)*Mvp("z")^4*Mvp("y")^-1*Mvp("t")^-1*Mvp("x")^-1])));;
gap> t[43]=t[3]+t[40];
true
Following section 3.5.4 we notice that the only case we have not examined in C1 and C2 is
when φ40 is simple. In this case the decomposition matrix is of the following form:ï ò
φ3 1
φ40 1
φ43 1 1
Remark 3.11.
(1) Let θ be a specialization, such that the algebra CHk coincides with the specialized cyclo-
tomic Hecke algebra for d-Harish-Chandra series of G4, G8 or G16. Using the methodology
described in this paper we recover the same decomposition matrices determined in [8] by
Chlouveraki and Miyachi.
(2) In [6] §5 we have classified the simple representations of the braid group B3 for dimension
k = 2, 3, 4, 5. Let s1 7→ A and s2 7→ B be such a representation. In order to deal with
the case k = 5, we made an assumption for the determinant of the matrix A (which
is the same as the determinant of the matrix B); we assumed that detA 6= −λ6iλ
−1
j ,
where λi, λj denote any eigenvalues of A, not necessarily distinct. Under this assumption
we proved that every 5-dimensional simple CB3-module coincides with a 5-dimensional
simple CH5-module of defect 0. In Section 3.5.5 we consider the case detA = −λ
6
iλ
−1
j and
we obtain again the result that every 5-dimensional simple CB3-module coincides with a
5-dimensional simple CH5-module, which is not of defect 0. More precisely, it is in the
same block with a 6-dimensional non-simple CH5-module.
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