Introduction
This paper provides striking evidence on spot exchange rates: Home currencies depreciate systematically during domestic working hours and appreciate during the working hours of the foreign counterpart country. Our database covers more than a decade's worth of data stored in a high-frequency database, with several currency pairs that, taken together, cover more than 52% of total market turnover by currency pair in 2004 (BIS (2005 ). A clear picture emerges: first, this pervasive time-of-day pattern is highly significant, both statistically and economically; second, it spans many years and overrides calendar effects.
The fact that exchange rates follow cyclical patterns during the day challenges the random walk and efficient market hypothesis. An efficient market is one where the market price is an unbiased estimate of the true asset value. Deviations between true and market prices should be random, not systematic and cyclical. Given its characteristics, the foreign exchange market is the foremost aspirant to market efficiency. It is the world's largest financial market 1 , with low transaction costs, and is widely backed by derivative instruments. It is a
real global market open 24 hours a day. In it, various atomistic and price-taking market participants trade identical assets virtually, from many locations, and they can react almost instantaneously to news items. Operationally, trades are triggered on several competing microstructures and exchange systems, such as through dealers, brokers, ECNs, phone networks and nonbank internet sites. 2 Why do so many rational and utility-maximising investors systematically incur recurrent higher transaction costs in such a competitive environment? Why do they not arbitrage this market anomaly?
After having documented the statistical and economic significance of this phenomenon, we attempt to explain why it exists. On the basis of a simple microstructural framework, we identify the main factors that help to determine these patterns. Two main explanations emerge: inventory and asymmetric information effects. The former refers to imbalances in the inventories of liquidity suppliers that are caused by systematic excess demand or supply at specific intraday times. The latter refers to the possibility that traders may profit from superior information because of their networking, trading location and the time zone in which they operate. We argue that the former factor is more important. In particular, this main explanation is derived from a combination of two factors: first, the prevalence of domestic currencies in the portfolio allo- 1 The average daily turnover on the foreign exchange market amounted to $1. 1 cations of domestic investors and second, market segmentation. With respect to these two factors, we will henceforth refer to 'domestic-currency bias' and 'domestic-time bias'. The domestic-currency bias means that traders located in one specific country tend to hold assets denominated in the reference currency of that country. Their portfolios typically include domestic assets and, therefore, the domestic currency prevails over foreign currencies. This idea parallels the international home-bias literature (see Lewis (1999) for a survey). The domestic-time bias refers to the actual time when trading is done. Evidence on the imperfect integration of foreign exchange markets is provided by Hsieh and Kleidon (1996) . As in the case of the proximity bias for equity markets (e.g. (2006)), we argue that investors have a tendency to trade mainly in their country's working hours. For instance, US investors, brokers and dealers will tend to exchange US dollars against euros during the main US hours of work. Conversely, the execution of euro-dollar spot exchanges initiated by European investors is clustered within the main working hours of central Europe.
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In a trading environment with an imperfectly elastic supply, the combination of these two factors gives rise to a cyclical pattern: the home currency depreciates during domestic working hours and appreciates during foreign working hours.
In aggregate, the geographic segmentation, coupled with the domestic-currency bias, creates sell-price (buy-price) pressure during domestic (counterpart) working hours.
In order to obtain empirical support for these arguments, we use two methods to examine currency movements. First, we perform a time-series analysis of intraday currency returns to examine linkages across time and world regions.
The prevalence of reversal rather than persistent patterns in currency returns suggests that the inventory hypothesis is more plausible. Second, a natural experiment is to test what happens when one of the two counterpart countries or regions is on holiday. If the foreign country is on holiday while people in the home country are working, it seems likely that during domestic working hours the domestic sell-pressure on the domestic currency will be exacerbated by the diminished buy-pressure from foreign investors. On the other hand, during foreign working hours, foreign investors will be relatively inactive and will not exert the usual buy-pressure on the domestic currency. This will result in stronger depreciation of the home currency during domestic working hours and weaker appreciation during foreign working hours. Our empirical findings largely support this supposition. Surprisingly, the literature to date has almost nothing to say about the intraday patterns of exchange rate returns. Most of the attention in previous 2 studies has been devoted to intraday volatility or bid-ask spreads, rather than returns. The Olsen & Associates study was a real pioneer in collecting and analysing high-frequency data (e.g. Dacorogna et al. (1993) , Olsen et al. (1997) , and Müller et al. (1990) ). However, its focus was on return volatility, bidask spread size and intensity of market activity, especially for foreign exchange markets. This is also the case for many other studies that have made significant contributions to the literature Bollerslev (1997, 1998) , Baillie and Bollerslev (1990) , Bollerslev and Domowitz (1993) , Hsieh and Kleidon (1996) , and Ito and Hashimoto (2005) , just to mention a few). Ito (1987) and Ito and Roley (1987, 1991) represent an exception. However, they use only five points of time to analyse the intraday return behaviour of yen-dollar exchange rate from 1980 to 1986. Our study adds to this literature by examining in finer detail the cross-sectional and time-series characteristics of intraday returns across different time zones, working time periods and calendar events. This paper is structured as follows. Section 1 provides statistical evidence on time-of-day market patterns. Section 2 covers their economic significance. Section 3 presents a simple microstructure framework for studying the main drivers of this phenomenon. Section 4 presents some empirical findings supporting our hypotheses. Section 5 concludes the paper. (Goodhart, Ito and Payne (1996) , page 126). 3 The dataset contains millions of representative quotes. To conduct this study, we carefully organised our database as follows: first, we accounted for changes in daylight savings times, expressing time in terms of Greenwich Mean Time (GMT). Second, we organised our database in 5-minute intervals. For each interval, we identified the first, last, high and low exchange rates. If no trades occurred in a given 5-minute interval, we copied down the last trading price in the previous time interval. Finally, since our database included weekends, we excluded weekend hours according to the definitions reported in Table 1 For the sake of presentation, we investigate exchange rate movements over 4-hour periods. These time brackets allow us to observe overlapping and nonoverlapping intraday periods in the different working hours of each world region.
In particular, trading hours from midnight to 4 a.m., from 8 a.m. to midday and from 4 -8 p.m. GMT mirror the main trading activity in Japan, Europe and the US, respectively. A 4-hour time interval is also a reasonable length of time for marketable intraday trading. In principle, one could question whether shorter timeframes than four hours provide a finer identification of short-lived patterns. But it turns out that shorter timeframes deliver a nosier picture of the same phenomenon. The descriptive analysis over one-hour time intervals is available upon request. Figure 1 presents time-of-day return patterns in graphical form. Each graph shows 24 cross-sectional averages of annualised returns over four hours. Using two-sample t-tests, these graphs also show if the acceptance of the null hypoth- 3 Martens and Kofman (1998) show that futures on DM/$ tend to lead the "quoted" spot market for up to 3 minutes. This lead-lag relation does not constitute critical evidence for our study. Lyons (1995) stresses three limitations related to "indicative" quotes: they are not tradable; they are representative only for the interbank market; during very fast markets, "indicative" quotes may be updated with a short delay. esis of equality in means falls below the p-value of 5% or 1%. In figure 1 , black (grey) bars mean that an average return over a specific 4-hour time period is different at a 1% (5%) significance level. 4 These figures clearly show that all currencies tend to depreciate during the working hours of their reference countries and to appreciate during the working hours of their counterpart countries.
Statistical significance
More specifically, these figures show:
-CHF/USD: the US dollar appreciates significantly from 5:00 to 13:00 GMT and the Swiss franc appreciates significantly from midday to 17:00 and then again from 17:00 to 23:00 GMT.
-DEM/USD: similar to CHF/USD, the US dollar appreciates significantly from 5:00 to 13:00 GMT and the German mark appreciates significantly from midday to 17:00 GMT.
-EUR/USD: the US dollar appreciates significantly from 8:00 to 12:00 GMT and the euro appreciates significantly from 16:00 to 22:00 GMT.
-JPY/EUR: the euro appreciates significantly from 1:00 to 6:00 GMT and the yen appreciates significantly from 8:00 to 15:00 GMT.
-JPY/USD: the US dollar appreciates significantly during the night (from 22:00 to 4:00 GMT) and the yen appreciates significantly from 12:00 to 16:00
GMT.
The trading influence from world regions other than the two counterparties is weaker, but still visible. In particular, trading in Japanese trading hours appears to support the US dollar against the euro (see figure 1C , during the night from 21:00 to 2:00 GMT), US trading supports the euro against the yen (figure 1D, 14:00-22:00 GMT) and during European hours the dollar depreciates against the yen (figure 1E, 5:00-11:00 GMT).
The dollar depreciation (appreciation) against the yen during US (Japanese) business hours is the weakest pattern we have found (although it is still significant There are some institutional aspects that can represent a preliminary explanation for the time-of-day patters. First, it is worth noting that there is a specific point in time that can be considered to be the end of the trading day on spot foreign exchange markets. This is 21:00 GMT, the time when the New York market closes. An open spot position after 21:00 GMT implies the payment of an interest rate differential between the long currency and the short currency over the next working day. Our results show that this point in time has no particular effect on intraday returns. Only in the case of euro-dollar exchange rates we do observe significant movement. Second, as discussed by Lyons 5 To annualise, 4-hour returns are multiplied by 260. 6 We checked the correspondence between our intraday outliers, using Datastream daily data. There is consistent matching. In particular, the max and min 4-hour returns for JPY/USD are concentrated around 8 October 1998. On that day, this exchange rate experienced marked fluctuations. The dollar depreciated strongly around 10:00-12:00 GMT and recovered around 15:00-18:00 GMT. Datastream data indicate that the daily (log) changes on 7 and 9 October 1998 amounted to -7.7% and -2.3%, respectively. (The original source of these data is the Global Treasury Information Services, which fix the closing quote at 13:00 GMT). 7 See "Q-stat 1" in table 2, showing the Q-statistic for testing the null hypothesis that there is no autocorrelation at lag 1, i.e. serial correlation between one day's intraday return occurring in a given 4-hour period and the previous day's intraday return occurring at the same time of the day.
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(1995), many banks impose overnight limits on their dealers' positions. Moreover, most dealers close their day with a zero net position and then they restore their inventory in the early morning of the trading day to face the oncoming liquidity demand (Lyons (1998) ). Thus, intraday and overnight trading limits may determine time-of-day patterns. Finally, the common practice in foreign exchange markets is to hedge only partially the aggregate dealer's position. On the other hand, dealers tend to adjust unbalanced inventory levels on a single currency pair over (short) intraday periods. Lyons (1995) shows that FX dealers prefer to reduce inventory over given thresholds via outgoing orders or brokered trades. This practice implies a transmission mechanism of transient inventory imbalances among dealers. Overall, this reasoning provides us a prima facie explanation for temporary trends in exchange rates due to inventory problems.
Calendar effects
We examine how intraday returns are distributed across time and whether our results may be affected by particular calendar effects. In particular, we check whether these intraday seasonalities cluster at given points of time. There is no specific month in the year responsible for this phenomenon (not displayed).
Hence, the year-change or January effect that characterises equity markets does not appear to hold for currencies. Figure   2B shows domestic currency depreciation during domestic working hours. Only in a very few cases do we observe exceptions to the general pattern; in particular, the US dollar appreciated noticeably against the Swiss franc during US working hours in 1999 and 2005. However, it is evident that the time-of-day phenomenon persists over years. Table 3 reports how the time-of-day patterns are spread across weekdays.
For simplicity, we annualise returns. Some interesting results emerge. As far as the US dollar is concerned, the time-of-day anomaly exerts the strongest effect during US working time on Thursdays. In general, the US dollar depreciates 5%-7% against European currencies during US working hours, and 4% against the yen. On Thursdays, the dollar experiences an additional depreciation of 2%-4%. European currencies, including the Swiss currency, appear more affected by trading activity on Mondays and Wednesdays. Indeed, the euro, German mark and Swiss franc have a tendency to loose 3% or more than the usual morning depreciation on Mondays (8:00-12:00 GMT). The additional appreciation of the euro during this intraday period increases from 7.8% to 15.7% against the yen.
In turn, the yen seems to be more exposed to an end-of-the-week effect. On Friday morning (local time), the yen looses 13.6% on average against the dollar and 10.5% on average against the euro, as compared to the normal 2.7% and 2.9%, respectively. There are two main arguments that could help to explain these deterministic patterns. On the one hand, the non-trading hours over the weekend may strengthen time-of-day effects on Mondays and Fridays. The weekend effect on equity markets has been extensively documented (e.g. French (1980) (2005)). Since these news announcements are pre-scheduled and released recurrently on the same day of the week, the day-of-the-week effect discussed above may be related to information releases. Finally, an additional issue that may influence intraday price movements is the occurrence of central bank interventions. However, these are typically conducted on an irregular and occasional basis. Moreover, the literature shows that intervention operations are controversial policy options and may lead to mixed results (e.g. Dominguez (1998) ). So, it is hard to believe that deterministic patterns such those in table 3 can be explained by irregular events such as central bank interventions.
Economic significance
While this time-of-day phenomenon appears highly significant in statistical terms, a further natural question would be whether it is also significant in economic terms. We attempt to answer this question by applying some simple trading rules. Five main rules are investigated. Their performance is summarised in Table 4 . The first (second) rule consists in taking a long (short) position each working day for four of the foreign (domestic) working hours. The long position on US dollars is from 8:00 to noon if the counterpart currency is the Swiss franc, German mark or euro, and from midnight to 4:00 as far as the yen is concerned. The short position on the dollar spans the hours from midday to 16:00 if the counterpart currency is the Swiss franc, German mark or Japanese yen, and from 16:00 to 20:00 for the euro. The short positon on euro against yen occurs from 8:00 to noon. The third strategy combines the first two rules, i.e. a long-short strategy each day. Since we have observed some day-of-8 the-week effects, the fourth and fifth strategies focus only on one specific trading day in the week. The fourth trading rule implements a short-long strategy on Mondays only. This should have a particularly positive effect on performance during European working times. The final trading rule executes a short-long strategy with respect to the Japanese yen on Thursdays or Fridays only. These specific days are consistent with the day-of-the-week effects reported in Table   3 . Taking annualised values, performance is evaluated in terms of mean return, standard deviation and Sharpe ratio. We also implement a simple time-series analysis by estimating the market model as follows:
The dependent variable r S t is the intraday return on day t resulting from the strategy S that could be one of the five trading rules explained above. The return on the benchmark asset r It is worth emphasising that the implementation of these rules does not aim at maximising profitability. In fact, to be consistent with the rest of the paper, these rules are applied to the six four-hour periods mentioned above and not to the intraday periods affording the maximum average returns. For instance, the long position on Japanese yen taken by a European investor trading on JPY/EUR has been set for the midnight-4:00 time intervals (GMT) that provide a return of only 2.8%. This position would earn 7.6% if carried out from 17:00-22:00. Furthermore, more sophisticated operations such as the use of leverage or (intraday) timing are simply ignored.
8 Table 4 shows that even the minimal long and short rules provide significant results in economic terms. The combined long and short strategy increases performance twofold. Long-short strategy performance ranges from 6.7% (JPY/USD) to 16.7% (EUR/USD). These numbers translate into 0.96 and 2.41 in terms of Sharpe ratios. The implementation of day-of-the-week strategies magnifies these yields further. The long-short strategy on Mondays and Thursdays attains almost 20% of annual returns, with a Sharpe ratio of more than 3.5.
The market model estimation for equation (1) yields the following results. 8 For a theoretical underpinning to optimise the trading timing, see Shirayev (1978) . 9 First, alphas are exactly in line with the mean returns reported above. Second, beta estimates suggest a fairly low exposure to systematic risk. Betas (in absolute values) for long and short trading rules (taken separately) are around 0.2-0.3. These values decrease when long and short strategies are combined.
Betas for weekday strategies are slightly higher than the pure long-short rule which essentially involves a negligible systematic risk and a solely positive alpha.
The consideration of transaction costs significantly worsens some of the strategy performances above. We calculate the break-even cost for each currency strategy. This means that we estimate the implicit maximum cost necessary to avoid incurring losses. To do this, we charge the largest quoted bid-ask spreads 9 or the round-trip cost, each time a long or short strategy is adopted, and twice the round-trip cost for the long-short strategies. The first three trading rules involve a great deal of trading because they imply that a transaction is carried out each working day. For this reason revenues are significantly reduced by transaction costs in these cases. However, it appears that the EUR/USD pair, at least, provides lucrative speculation, even after adjusting for transaction costs. In these cases, time-of-day currency strategies can bear transaction costs as high as 4 pips 10 before moving into a negative range. This magnitude of spread is large when compared with the typical interdealer bid-ask spreads documented in the previous literature.
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To complement this analysis, Table 4 also shows the average representative bid-ask spreads encountered in our data. We took into consideration the average bid-ask spread size surrounding the beginning and end time of the intraday holding periods (e.g. nearby 8 a.m. and noon for the 8:00-12:00 long strategy). It is worth noting that average spreads from the Reuters representative quotes are larger than interdealer spreads and tend to overestimate transaction costs. Table 4 shows that the payoff increases significantly if we consider day-of-the-week strategies. In fact, these strategies are much less costly and more remunerative.
In most cases, break-even costs are between 10 and 19 pips. These numbers appear highly profitable even when compared with the representative bid-ask spreads. 9 It is worth noting that intraday cost-of-carry is virtually zero in spot currency markets. Provided with cash holdings to invest, a spot trading position opened after 21:00 GMT of the previous day and closed before 21:00 GMT of the current day pays no interest rates. 10 One pip for currency pairs involving the Japanese yen corresponds to 0.01. One pip is the fourth decimal for the other currencies, i.e. 0.0001. 11 Here, we mention only few studies reporting indications about the spread size. Ito and Hashimoto (2005) report an average spread size between 0.015 and 0.025 for JPY/USD and 0.0001 and 0.0002 for EUR/USD in the EBS system during 1999-2001. According to Lyons (2001) , the median spread for DEM/USD was already low in 1992, i.e. around 3 pips. Goodhart et al. (2002) find that the average spread in both DEM/USD and USD/EUR was between 2 and 3 pips using data from 1997 to 1999.
A theoretical framework
In this section, we present a simple theoretical framework designed to identify the main aspects that may influence trader behaviour and ultimately determine the time-of-day patterns. We closely follow the Biais, Glosten and Spatt In the former case, the primary source of currency demand is a final investor or customer. 12 The sequence is as follows: a customer contacted his bank that acts as market maker; a dealer in the bank then turns to the interbank market to cover the customer trade. In this circumstance, the dealer mimics the customer behaviour. In the latter case, the dealer has informational motives to trade. Lyons (1995) calls for a boarder view of private information in the forex market. 13 In particular, dealer's conjectures on aggregate inventories or on other dealers' expectations may motivate trading for reasons apart from portfolio re-allocation or liquidity needs. In both cases, the aggressor represents the liquidity demander and the nonaggressor is the liquidity supplier. for the foreign-to-domestic exchange rates. 15 From the dealer's eyes, this means
Finally, the opposite mechanism holds if counterpart investors prevail in the market.
The liquidity demander is also endowed with an initial signal on the final asset value. Thus, the aggressor may also have informational motives to trade.
To trade, an aggressor will place a market order by rationally anticipating the impact of his trading volume on the price. Once the market order has been submitted, equilibrium is achieved in a simple uniform-price auction, in which the liquidity supplier optimally designs his limit order schedule by choosing, for each possible price, a given quantity to supply. He does so by conjecturing the information signal and the risk-sharing needs from the submitted market order.
This simple model points to two main causes for the time-of-day patterns: Thus, we have two conflicting explanations: inventory and information asymmetry effects. These two explanations entail two opposite empirical implications, both of which can be tested. 16 First, significantly positive cross-sectional depreciation (appreciation) of the domestic currency during domestic (foreign)
working hours would point more strongly to an intraday seasonally-based excess demand for or supply of foreign currency. Consequently, the marked patterns described above and shown in figure 1A -E would tend to support the inventory hypothesis rather than the asymmetric information approach. In fact, it is implausible that domestic traders should systematically enjoy superior information on a negative (positive) signal during domestic (foreign) trading hours. In this respect, the asymmetric information hypothesis would imply insignificant crosssectional intraday return averages. Hsieh and Kleidon (1996) arrive at the same result by analysing volatility periodicities on foreign exchange markets. They conclude that these recurrent patterns are not due to the incorporation of private information, as envisioned by standard asymmetric information models, but rather to inventory-bearing risk inherent in the market-making mechanism. 17 Second, information asymmetry implies permanent price adjustment, whereas the price impact due to inventory problems is typically reversed. In fact, the price impact attributable to inventory aspects is temporary since it is not driven by valuable information about true asset value. If asymmetric information were 16 Lyons (1995) tests the inventory and information asymmetry hypotheses using different methods and data. He uses transaction data of one dealer and one broker in the U.S. market for five days during August 1992. 17 Likewise, Breedon and Vitale (2005) find that the relationship between exchange rates and forex order flow is mostly due to liquidity effects rather than any information contained in order flow. Further empirical evidence on the relevance of inventory effects in currency markets may be found in Bessembinder (1994), Cao, Evans and Lyons (2006), Flood (1994) , Lyons (1995 Lyons ( , 1998 . the sole motivation to trade, a sale at the bid would cause a permanent price fall to reflect private information conveyed by that sale. If inventory costs were the only dealer's concern, after a sale at the bid, bid and ask quotes would fall, not to reflect information as in the asymmetric information paradigm, but to discourage additional sales. Over time, however, quotes would return to normal. The same logic holds in case of a purchase. Consequently, reversal (continuation) in intraday price changes revealed by the time-series analysis would tend to support the inventory (asymmetric information) interpretation. 18 The time-series analysis is presented below.
Empirical findings
Some trading aspects coming from the above theoretical framework are barely observable and testable, in particular the informed trader's private signal, true asset value volatility, risk aversion, number of liquidity suppliers, noise-to-signal ratio and so on. Consistently, our analysis focuses only on the main explanations that can be tested empirically, i.e. the inventory and asymmetric information effects.
Time series analysis
To contrast further the inventory and information asymmetry hypotheses, we conduct a time-series analysis by means of a Seemingly Unrelated Regression (SUR) model relating intraday price dynamics as follows:
Where Y t is a 6x1 vector 4-hour consecutive return that, taken together, represents the log price over the previous 24 hours, specifically: 
where, for instance, r
20−24 t
designates the return from midday to 4:00 GMT on day t. a and b are 6x1 and 6x6 matrices of parameters. X t−1 is a 6x6 matrix containing the previous six 4-hour consecutive returns, as follows: 18 This does not mean that return continuation is a necessary condition for observing trading motivated by specific information. In principle, it is possible that an investor with superior information will trade only once and that this will have a permanent impact. However, there are circumstances in which non-public information is processed into price more gradually, e.g. order splitting strategies, front-running trading, information leakages, news bulletins implying time-consuming analysis and so on. As we have seen above, autocorrelation in intraday returns does not last more than one day and only few 4-hour return periods are significantly related to price movements for the same intraday period of the previous day. Hence, the timeseries specification above allows us to assess continuation or reversal patterns through the intraday price discovery process, over an exhaustive period of time.
However, this empirical test warrants some important caveats. In particular, it cannot capture inventory and asymmetric information effects over time periods shorter than four hours.
Three main patterns are discernable in Table 5 . First, reversal patterns are visible over two time granularities: four hours before and one day before, for the same intraday time period. This suggests that inventory effects typically result in price setbacks over two consecutive intraday periods and during the same intraday period of the following day. 19 Second, return persistence is less pervasive than price reversal but still observable. In particular, there is a significant positive autocorrelation between the two 4-hour periods constituting US working hours, i.e. 12:00-16:00 and 16:00-20:00 GMT. This continuation effect can be interpreted as a sign of an ongoing process of price adjustments or information asymmetry. 20 Finally, there are intraday periods which are more influential than others. In particular, what happens in the European morning (8:00-12:00 GMT) appears to be inversely related to late trading (20:00-24:00 GMT) in all currencies pairs apart from euro/dollar exchange rates. On the other hand, yen/dollar movements during Japanese hours (typically midnight to 4:00 GMT)
are precursors of US trading activity (16:00-20:00 GMT). Also for the yen/dollar currency pair, price changes during US working hours (12:00-20:00 GMT) tend to be positively lagged during the European morning (8:00-12:00 GMT). These 19 In his experimental design, Flood (1994) highlights the fact that, through the "hot-potato" mechanism, inventory imbalances can give rise to foreign market inefficiency. BIS (2005) shows that the "hot-patato" trade accounts for more than 50% of daily volume in 2004. Sarno and Taylor (2001) stress that the decentralised nature of forex markets reduces currency market efficiency, especially in terms of price information, arbitrage opportunities, and order execution. 20 Empirical evidence on adverse selection problems in foreign exchange markets may be found, inter alia, in Bjørnnes 
Holiday effects
Many aspects of trading behaviour are difficult to observe directly, in particular inventory holdings and information sets. Thus, the test for the determinants of the exchange rate formation process has to be conducted indirectly. We attempt this by comparing regular trading with the special market conditions that prevail when one of the two counterparts' activity is at a low level. The natural way to test this is to see what happens when one of the two counterpart countries or regions is on holiday. 22 The list of holidays is included in Table 1 . These data were kindly provided by the Swiss Banking Association, which keeps track of the official holidays for each country on an annual basis. We consider the case of non-overlapping national 23 holidays, i.e. when there is a bank holiday in the foreign country while people in the home country are working as usual.
For the European Union, we consider German holidays. We have tested other definitions of European holidays and the main results remain essentially unchanged. 24 The lowest number of non-overlapping days is 36 (euro-dollar) and the highest is 100 (yen-dollar). This should represent a trading environment in which the market is relatively more (less) populated by domestic (foreign) traders. Using the terminology set out above, we might expect a predominance of market participants who are positively endowed with the domestic currency (L) and a higher proportion of domestic agents (ω D ) together with a lower dispersion or heterogeneity of their endowment (variance of L). In turn, this market condition should strengthen liquidity traders' inventory risk. If this holds, we would observe stronger (weaker) domestic (foreign) pressure to sell (pressure to 21 By meteorological analogy, Engle, Ito and Lin (1990) refer to a meteor shower for a situation in which volatility spreads across regions in chronological order ("it rains down on the earth as it turns") whereas the term heat wave refers to volatility transmission specific to one locality ("a hot day in New York is likely to be followed by another hot day in New York"). 22 Bessembinder (1994) analyses patterns in exchange rate volatility, trading volume and spreads before holidays. He finds that spreads do not increase by a significant margin before any single-country holiday but only before holidays in multiple financial centres. 23 We also tested the inclusion of holidays in some regions of a country, e.g. Corpus Christi in Germany. The results remain essentially unchanged. Therefore we decided to consider only national holidays. 24 We analysed several combinations by including or excluding from German holidays official bank holidays in Belgium, France, Holland, Italy and Spain. buy) during domestic working hours. This imbalance would ultimately result in stronger depreciation of the home currency during domestic working hours and weaker appreciation during foreign working hours. Table 6 
Conclusion
This study reveals a puzzling time-of-day pattern which affects foreign exchange markets. Domestic currencies tend to depreciate during domestic working time and to appreciate during the working hours of the counterpart country. This phenomenon is highly significant in statistical and economic terms. Its existence and persistence over a number of years contradicts the random walk and market efficiency hypothesis. On the one hand, one can try to explain these patterns by evoking liquidity premia, "Herstatt risk" or settlement issues. On the other hand, it is hard to explain why traders systematically incur larger transaction costs instead of taking full advantage of a round-the-clock global and liquid market. Furthermore, this anomaly appears to be profitable, even after accounting for reasonably competitive transaction costs and using elementary trading rules.
The explanation of these time-of-day trends seems to reside in microstructural and behavioural aspects of foreign exchange markets. The simple theoretical framework used in this study suggests two main explanations: inventory costs and information asymmetry. If we consider the marked regularity and well-defined price direction of the currency movements, the latter argument is hardly sustainable. Intraday time-series analysis also provides more support for the inventory hypothesis, although some asymmetric information effects are also perceptible. Consequently, we would tend to maintain that the combination of these two main factors accounts for this intraday pattern. First, domestic investors' portfolios are heavily biased towards domestic currencies. Second, currency markets are characterised by geographical and chronological segmentation. The conduct of domestic trading tends to cluster in domestic working hours. Thus, supply-pressure (demand-pressure) on the domestic currency during domestic (counterpart) working hours is transformed into cyclical inventory effects.
The puzzling evidence reported in this study raises significant questions that could be investigated in future research work. In particular, it would be useful to conduct a similar study to ours, studying order flow data for foreign exchange markets. Despite their limited accessibility, these data would enable researchers to empirically test some theoretical implications that we have left unexplored.
18
7 Appendix: theoretical model
The notation below conforms the original Biais-Glosten-Spatt model (2005) that we follow closely. The trading mechanism is similar to a call auction in which the market order Q is placed and then equilibrium achieved in a uniform-price auction. Consider a spot exchange rate of a currency pair as a risky asset.
Denote its true value and its expected final value as v and π, respectively. v follows a random walk. Foreign exchange markets are both quote-driven and order-driven markets. Thus, liquidity suppliers can be dealers or brokers. 25 We consider two types of agents: first, the liquidity demander who is the most active part in the trade which we hereinafter refer to as the "initiator" or "aggressor"; second, the liquidity provider who is more passive (also called "nonaggressor").
As described below, the former may have informational motives to trade. There are N competitive liquidity suppliers who want to maximise their expected utlity function. The maximisation program for liquidity supplier i is:
The initial currency endowment of liquidity supplier i is
N will be the average inventory position.) c 2 q 2 i is a quadratic cost function representing market-making administrative costs. We assume that the liquidity supplier has a CARA utility function with constant absolute risk aversion index is κ.
Liquidity provider i optimally designs his limit order schedule by choosing, for each possible price P, the quantity he will offer or demand: q i (p). By assuming exponential utility functions and normality, his objective function becomes:
where c is a constant handling cost and θ is the information revealed by the market order submitted by the aggressor who requires an immediate execution (θ will be explicitly defined below). By solving the First Order Conditon, we find
can be seen as the marginal valuation for the liquidity supplier i. As market makers, the aggressor is a risk-averse agent with a CARA utility function and a constant absolute risk aversion index γ. He is endowed with domestic currency amounting to L. We assume that the aggressor comes from two groups of agents representing the domestic and foreign market participants. Let us call the endowment of the 25 A unique utility function for dealers or brokers represents a limit in our approach. 
By solving the First Order Condition, we find that Q =
2 L can be seen as the informed trader's marginal valuation. Once the market order is submitted, equilibrium is achieved in a simple uniform-price auction.
The liquidity supplier takes into account the information content of the market order, namely the signal s and the risk-sharing need, L, of the informed trader.
By virtue of the Projection theorem, we can solve conditional expectations
represents the relative weight of the noise to signal and quantifies the magnitude of the adverse-selection problem. Since E [θ] = π − γσ 2 l, the liquidity supplier's conditional expectation is:
By setting market clearing as P N i=n q i (p) + Q = 0, we find the equilibrium price to be P = α + βθ where:
Note that l affects only the intercept and not the slope of the price function.
Since the equilibrium price is linear in θ, and θ, in turn, is linear in Q and L, we find that: This table shows the descriptive statistics for intradaily and daily returns, excluding weekends, for each currency pair. Intraday (log) returns are calculated over non-overlapping 4-hour periods. The first row shows the time of the day (GMT) and the second row indicates which country or region is working during the different hours of the day. The table shows the t -test and Chi-square for testing the null hypothesis that there is equality in means and medians, and Q-statistic for testing the null hypothesis that there is no autocorrelation at lag 1. Significance at 1%, 5% and 10% is denoted by ***, ** and *, respectively. For each currency pair, this table shows the performance of different trading strategies implemented at specific times during the working week. The long (short) trading rule takes a 4-hour long (short) position in domestic currency each working day at times which coincide with pre-established foreign (domestic) working hours. The long-short strategy combines the first two rules. The fourth and fifth trading rules implement a short-long strategy on a specific day in the working week, i.e. Mondays, Thursdays or Fridays. Taking annualised values, performance is evaluated in terms of the mean return, standard deviation and Sharpe ratio. Columns 5-7 show the results of the market model estimation where the dependent variable is the intraday return on a given day resulting from one of the five trading strategies, while the explanatory variables are a constant (alpha) and the daily return on the respective currency pair (beta). R-2 indicates the adjusted R-squared. Column 8 shows the break-even cost for each currency strategy, i.e. the implicit maximum cost necessary to avoid incurring losses. Using the Reuters representative quotes, the last column shows the average bid-ask spread size surrounding the beginning and end time of the intraday holding periods. The t-statistic is used to test the hypothesis that a regression coefficient is equal to zero. Significance at 1% and 5% is denoted by ** and *, respectively. designates the return from intraday time h to four hours ahead (GMT) on day t. The t -statistic is used to test the hypothesis that a regression coefficient is equal to zero. Significance at 1% and 5% is denoted by ** and *, respectively. R squares are also reported. Table 6 : Cross-sectional returns on bank holidays.
For each currency pair, this table shows the cross-sectional average returns on regular business days and official national holidays. Returns are calculated over two 4-hour periods that constitute representative working hours for the country pairs listed in the second column. The third (fourth) column indicates whether the day in question is an official national holiday for the foreign (domestic) country. Column 5-7 reports the number of observations or days, the annualised mean returns, and two-tail t-statistics for testing the difference in return means between working days and holidays. The last two columns show the standard deviation for the average return and the results of the F-test for evaluating variance equality. 
Figure 1: Intraday Patterns
For each currency pair, these graphs show 24 cross-sectional averages for annualised returns over four hours. T-statistics were used to test (homoscedastic) equality in means. T-statistics refer to two-tail statistics with respect to the difference between a given 4-hour return mean and all the other 4-hour returns. Black (grey) bars mean that an average return over a specific 4-hour time period is different at a 1% (5%) significance level. The time of day is expressed in GMT.
-8% For each currency pair, these figures show the year-by-year cross-sectional return averages (in annual terms) for a representative 4-hour period in domestic and foreign business hours. Figure 2 A refers to the appreciation in the domestic currency during foreign working hours. Figure 2 B refers to the depreciation in the domestic currency during domestic working hours.
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