This paper studies the two-machine permutation flowshop scheduling problem with anticipatory setup times and an availability constraint imposed only on the first machine. The objective is to minimize the makespan. Under the assumption that interrupted jobs can resume their operations, we present a polynomial-time approximation scheme (PTAS) for this problem.
for the outer-diameter and inner-diameter of the tubes. So setting the types of machine-frame and mandrel must be performed before fabricating the tubes. Once all the tubes of an order have been produced, a chemical disposal operation to remove the phosphor on the surface of the tubes is performed. So an order is taken as a job. Then a chasing lathe is used to make screw threads on the two ends of a steel tube and on the inner wall of a steel-hoop. The chasing lathe needs to have its tools adjusted before working on tubes in different diameters. Making adjustments of the tools may be anticipatory. In order to reduce intermediate inventories, orders are in turn processed in two stages. As a heavy machine, the rolling machine needs periodic maintenance such as replacing worn-out parts and lubricating the axles once a month.
In the floor shop, a production plan usually spans two weeks. Thus, there exists at most an unavailable interval on the first machine over a scheduling period. To the best of our knowledge, only Wang and Cheng [9] have considered the scheduling problem with separated setups and availability constraints. In their paper, they studied two-machine flowshop scheduling with anticipatory setup times and a resumable availability constraint imposed on only one of the machines. They presented two heuristics and showed that their worst-case error bounds are no larger than 5/3. Motivated by the above example, we consider the two-machine flowshop scheduling problem with anticipatory setup times, where an availability constraint is imposed only on the first machine. A setup is performed on a machine before processing a job. The setup times are anticipatory, i.e., the setup for the second operation of any job on machine 2 can start before the completion of its first operation on machine 1 whenever there is some idle time on machine 2. We assume that the processing order of the jobs is the same on each machine. That is, we confine ourselves to finding solutions that are permutation schedules for the problem. We also assume that all the jobs and their setups are resumable. The objective is to minimize the makespan. It is evident from Lee [4] that our problem is NP-hard. It is very unlikely to develop an algorithm for solving the problem optimally in polynomial time. In this paper we propose a PTAS for the problem.
The rest of this paper is organized as follows. In the next section, we introduce the 4 notation and some preliminaries and investigate some optimal properties of the problem. In Section 3 we give an algorithm for a class of special instances of the problem and prove that it can generate an optimal schedule. In Section 4 we develop a PTAS based on the algorithm in Section 3 for our problem. Some conclusions are given in the last section.
Notation and preliminaries
For the problem under consideration, we first introduce the following notation to be used in this paper.
: a set of n jobs; The classical two-machine permutation flowshop scheduling problem with setup times, denoted as F2|permu, setup|C max , can be optimally solved by the Yoshida and Hitomi rule (YHR) [10] , which can be stated as follows:
In an optimal schedule, if 
, we set a(Q) = 0 and Let π denote a schedule of Y X ∪ that satisfies the conditions of Lemma 2 and C(X) the completion time of X on machine 2 in π . Without loss of generality, we
Suppose that the first and second jobs of Y in π are J p and J q , respectively. We will prove that YHR is optimal for these two jobs by the job swapping argument.
Let π ′ be a schedule obtained by only swapping the first two jobs of Y in π .
Then, we have
similarly, for schedule π ′ , we have
From (2) and (3), we can verify that ) ( ) ( > . So, we should focus on identifying some optimal properties to reduce the number of partitions.
An instance of our problem can be defined by a given set of numbers:
∈ . A lower bound LB for the optimal objective C* is given as follows:
Using the above lower bound LB, for any 0 > ε , we may define the following subsets of N.
According to the above definitions, we call the jobs in U and V as large jobs and small jobs, respectively. If LB
, where   x denotes the largest integer that is no larger than x; otherwise, we have 
In the following, we will develop an optimal solution scheme for problem 0 P .
An exact algorithm for
, for the sake of convenience, we may denote an instance
Thus, a partition (U, 1 V , 2 V ) of N as defined by (4), (5) and (6) For an instance of problem 0 P and given 0 > ε , an exact algorithm is performed as follows.
Algorithm H 0
Step 1. For 0 > ε , determine sets U, 1 V and 2 V according to (4) , (5) , and stop. Otherwise, go to the next step.
Step 2. If all the partitions of U are checked, then go to Step 5; otherwise, for each possible partition ( 1 U , 2 U ) of U that has not been checked, if
> , this partition should be discarded; otherwise, proceed to the next step.
Step 3. Divide 
Step 4. According to the value of ) ( X a , proceed with one of the following two cases: 
. Go to Step 2.
Step Hence, the complexity of Algorithm H 0 is
A critical job is defined as the last job whose finishing time on M 1 is equal to its starting processing time on M 2 in a schedule. From Algorithm H 0 , we have the following optimal properties for problem 0 P .
Lemma 3. For problem
is an optimal schedule. 
, then the makespan becomes C′ , and we have
Hence, in this situation, 
where 12 U is a subset of 12 U , whose jobs are sequenced after k J .
According to Lemma 2, we only consider a schedule π ′ obtained by shifting a
to the position where p J is finished just after 1 t . We have
So, in this situation, π is an optimal schedule. □ 
Proof. Once we have determined 
If 
Proof. Similar to Lemma 5, we can prove the conclusion. □ According to Lemma 3, Algorithm H 0 generates an optimal schedule when π is an optimal schedule.
A PTAS
In this section we will develop a polynomial-time approximation scheme for the 
