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INTRODUCTION
Understanding the relationship between genotype and phenotype is a fundamental issue in biology. The comprehensive knowledge on metabolic pathways and cellular processes from the complete genome sequences can be mathematically represented in the metabolic models which subsequently enables the computational analysis of phenotypic states varied by genetics and environmental conditions (Feist et al. 2009; Thiele and Palsson 2010; Lewis, Nagarajan and Palsson 2012) .
The metabolic models at the genome scale play a key role in microbial biotechnology as the view changed from individual cellular components to systems-level behaviors. The metabolic models are reconstructed based on the combination of annotated genome sequence and detailed biochemical information which has a broad range of applications such as guiding microbial design for chemicals/fuels productions and evaluating global pathway regulation (Durot, Bourguignon and Schachter 2009; Lewis, Nagarajan and Palsson 2012) . These models are used in the constraint-based modeling framework to compute the genotype-phenotype relationship of microbial metabolism and regulation by considering all metabolic reactions simultaneously accounting for constraints on phenotype imposed by physicochemical laws and genetics (Lewis, Nagarajan and Palsson 2012) . Furthermore, a wide variety of computational analysis methods to study microbial physiology using a constraint-based reconstruction and analysis (COBRA) approach has been applied to bacteria, yielding insights into microbial metabolism.
Recently, single-carbon substrates (C1) such as methane, methanol and carbon monoxide have drawn attention as alternative feedstocks for industrial bioproduction (Bengelsdorf, Straub and Durre 2013; Haynes and Gonzalez 2014; Clomburg, Crumbley and Gonzalez 2017; Pfeifenschneider, Brautaset and Wendisch 2017) . In addition, C1 bioconversion represents a promising solution for solving environmental issues as well as industrial biomanufacturing for chemical production. Methylotrophic bacteria are capable of utilizing methane and/or methanol as a sole carbon source and have potential as biocatalyst for bioconversion of methane/methanol substrates to fuels and chemicals. As with methane and methanol, bioconversion of carbon monoxide (CO) to liquid fuels and chemicals have attracted much attention (Mohammadi et al. 2011; Bengelsdorf, Straub and Durre 2013; Chen and Henson 2016) . Carbon monoxide is rich in waste gas streams as well as synthesis gas produced through gasification of coal and carbon-rich waste materials. Acetogens were identified and considered as promising cell factories for syngas fermentation. However, due to the unique metabolisms of the C1-utilizing microorganisms and lack of proper understanding on system-level behaviors of such microorganisms, development of C1 biocatalytic processes has not been fully successful thus far (Kalyuzhnaya, Puri and Lidstrom 2015) . More sophisticated approaches of metabolic engineering with aid of systems biology and synthetic biology have been attempted to expedite the realization of the C1-based bioindustry. In particular, the availability of annotated genome sequences of methylotrophic bacteria and acetogenic bacteria along with the accumulation of multi-omics datasets enabled system-level approaches including the reconstruction of a genome-scale model (GSM) (Kopke et al. 2010; Vuilleumier et al. 2012; Khmelenina et al. 2013; Nguyen et al. 2018a) . A number of validated metabolic models, which mostly focused on methane, methanol and carbon monoxide utilization bacteria, have been constructed (Van Dien and Lidstrom 2002; Peyraud et al. 2011; Nagarajan et al. 2013; de la Torre et al. 2015; Akberdin et al. 2018) (Table 1) . Those metabolic models were used for understanding system-level behavior in C1-utilizing microbes and will become powerful tools for guiding metabolic engineering strategies to maximize production of target chemicals. This review describes the recent advances in genome-scale metabolic modeling related to bioproduction with emphasis on C1-utilizing bacteria. In addition, recent tools that are potentially useful for the analysis of GSMs are also presented. Another review also covers advances in metabolic modeling of methylotrophs (Lieven, Herrgard and Sonnenschein 2018a), but the focus of this review is also on acetogens and offers broader coverage of toolset for genome-scale modeling of metabolism.
OVERVIEW OF GENOME-SCALE METABOLIC MODELING
A GSM of cell metabolism is a knowledgebase that encodes all annotated metabolic reactions identified in a sequenced genome (Orth, Thiele and Palsson 2010) . This reconstruction is used to map genotypes to phenotypes by mathematically computing metabolic reaction fluxes which satisfy fundamental physicochemical constraints and environment-specific constraints. Overall, the process of reconstructing and analyzing a metabolic model is called constraint-based reconstruction and analysis (COBRA) (Orth, Thiele and Palsson 2010) . COBRA has been used to study cell metabolism for over 35 years, starting with the investigation of acetate overflow in Escherichia coli (Majewski and Domach 1990; Varma, Boesch and Palsson 1993) . Since then, COBRA has been used in over 640 studies in various microbial and mammalian organisms (Bordbar et al. 2014) and has led to development of over 100 different computational methods (Lewis, Nagarajan and Palsson 2012) , including those for metabolic engineering (King et al. 2015) .
A genome-scale reconstruction provides a formalized way to represent all the metabolic capabilities of an organism. This set of metabolic reactions is often referred to as the reactome, analogous to the genome representing the complete gene set of an organism. Within a GSM, the reactome lists both enzymecatalyzed and spontaneous reactions. Furthermore, each reaction is mapped to the genome through gene-protein-reaction (GPR) relations, reflecting the central dogma of molecular biology. Enzyme promiscuity and multi-functional enzymes are also accounted for by multiply mapped reactions per protein. The overall process of reconstruction of the reactome and GPR relations follows a well-defined protocol, which has been previously described .
COBRA provides a rigorous mathematical framework to compute feasible cellular phenotypes that achieve a biological or engineering objective. The solution space obtained by COBRA comprises a set of all metabolic states (i.e. flux distributions) that satisfy genomic, environmental, physicochemical and thermodynamic constraints. These constraints are usually expressed by linear equalities or inequalities. The most fundamental of these constraints is that of mass balance. Every metabolite is mass balanced when summed up by the rates of production and consumption. At such steady state, where metabolite concentrations do not change, the net production and/or consumption rates of a metabolite are zero. Applying this steady-state mass balance constraint on every metabolite yields a system of linear equalities, which is expressed as a matrix with as many rows as the number of metabolites, and as many columns as the number of reactions. In addition to metabolite mass balance, thermodynamic constraints are imposed as inequalities to limit the direction of a reaction. Enzymatic capacity constraints or transport limitations can also be imposed to constrain the maximum reaction rate.
One reason why COBRA has been so widely adopted is its extendibility. Additional knowledge about the intracellular molecular biology of an organism can be added to the model as additional constraints. A recent example is constraining reaction rates as a function of temperature by including the thermostability of enzymes (Chang et al. 2013; Chen et al. 2017) . Valgepea et al. (2017) Experimental measurements, such as metabolomics (Bordbar et al. 2017) , transcriptomics (Machado 2014) , proteomics (Yang et al. 2016) and even the combination of multi-omics data sets (Yizhak et al. 2010) , can also be used to constrain a GSM. Every additional constraint either shrinks or does not affect the solution space. As COBRA predicts phenotypes by computing a point or set of points within this solution space, adding constraints refines model predictions.
Computing cell phenotype in COBRA corresponds to identifying feasible solutions within the solution space that is defined by the constraints. These feasible solutions can be computed using random sampling methods which enable an unbiased characterization of the solution space that is robust against uncertainties in model parameters (Schellenberger and Palsson 2009) . Alternatively, we can compute a solution that optimizes an objective function that is defined based on our assumption of how cells actually behave within this space. There are different types of objective functions such as maximization or minimization of ATP, ATP per flux, nutrient uptake, redox metabolism, product formation and DNA replication rate (Feist and Palsson 2010) . The most widely used objective function is biomass production, which serves as a proxy of the cell growth by conversion of metabolites like amino acids, nucleotides and triacylglycerol into proteins, nucleic acid and lipids in the metabolic network. This method of computation inherently assumes that cells have evolved to optimize one or more measures of cellular fitness. Maximizing biomass yield (Feist and Palsson 2010) applies well for many bacteria. For example, this objective was shown to accurately describe the growth phenotype of E. coli after being adaptively evolved for fast growth (Ibarra, Edwards and Palsson 2002; Fong and Palsson 2004; Feist and Palsson 2010) or growth on different nutrients (Nam et al. 2012; Kim et al. 2018) . In addition to maximizing biomass yield, many alternative cellular objectives, and methods for identifying them, have been investigated in the context of improving COBRA predictions (Schuetz, Kuepfer and Sauer 2007; Gianchandani et al. 2008) . Furthermore, alternative optimal solutions often exist in GSMs, and systematic methods of enumerating these solutions are Used for bacterial strain construction which overproduce metabolites when biomass growth is not compatible with production (Choi et al. 2010) .
tSOT Algorithm integrates transcriptomics data into GSM.
Refines output of iMAT algorithm
Predicts overexpression target genes to construct bacterial strains (Kim et al. 2016) .
BeReTa Algorithm ranks effect of a transcription regulator on metabolite of interest Used for bacterial strain construction for overexpression of desired metabolite in organisms where extensive metabolic models are not available (Kim et al. 2017) .
GIMME Algorithm outputs consistency of gene expression data with context-specific metabolic data
Used to generate context-specific metabolic model (Becker and Palsson 2008) .
available (Mahadevan and Schilling 2003; Gudmundsson and Thiele 2010) . Finally, a large number of studies have extended COBRA in the context of metabolic engineering, including for strain design (Burgard, Pharkya and Maranas 2003; Yang, Cluett and Mahadevan 2011; McCloskey, Palsson and Feist 2013) , improving robustness against environmental perturbations (Yang et al. 2015) and identifying novel heterologous pathways (Pharkya, Burgard and Maranas 2004) .
TOOLSETS OF GENOME-SCALE MODELING FOR METABOLIC ENGINEERING
Flux balance analysis (FBA) is an essential tool for genome-scale modeling (Table 2) . In FBA, all reactions in an organism of interest are represented in the form of a stoichiometric matrix of coefficients. The size of the stoichiometric matrix is determined by the number of reactions and the number of compounds in the system. A positive stoichiometric coefficient is given if a compound is a product of reaction and a negative one is given if a compound is a substrate of the reaction. The value of zero is given to the compounds which do not participate in the reaction. The resulting matrix should be sparsely filled with non-zero values because only a few compounds are involved in each reaction. It is important that all reactions are mass balanced, and the sum of elements consumed and produced during reaction should be zero, which represents a steady state for intermediate molecules. These stoichiometric coefficients are foundational to mass balance constraints (Orth, Thiele and Palsson 2010) . Additional constraints, such as thermodynamics or reversibility of reactions, and membrane transporter capacities are applied as sets of inequalities (Edwards, Covert and Palsson 2002) . After defining constraints, an objective function should be defined. An objective function is chosen based on biological assumptions and the types of cellular phenotypes that researchers wish to compute. For growth predictions, sum of the internal cellular constituents such as nucleic acids, proteins and lipids can be used as a proxy of predicted cell mass. The objective function in such a case would be the 'biomass reaction' which consumes precursor metabolites from a bacterial system for growth. The maximization of this objective function using linear programming will result in one or more solutions which represent flux states of the system at the maximum growth rate, which would be an equivalent to exponential growth (Orth, Thiele and Palsson 2010) . FBA can be performed using COBRA toolbox available in the Matlab toolbox (Becker et al. 2007 ). There is a python version of COBRA called COBRApy package (Ebrahim et al. 2013) . COBRApy contains legacy codes from COBRA Toolbox for MATLAB, but it utilizes object-oriented programming for better representation of the complexity of metabolism and gene expression. In addition, COBRApy supports parallel computing for better performance. GSMs for simulation with COBRA toolboxes are described in XML-based Systems Biology Markup Language (Hucka et al. 2003) . There are FBA-based algorithms that can be used for refinement of GSMs by comparing in silico simulations with experimental data (Kumar and Maranas 2009) . Predicting phenotypic outcome of gene knockout is another application of FBA, when flux corresponding to the gene of interest is assigned zero value. In this case, optimal metabolic state of mutant strain is assumed. However, laboratory engineered strains do not have a chance to be under evolutionary pressure long enough to reach optimal metabolic state. Minimization of metabolic adjustment (MOMA) method addresses this issue by assuming that flux distribution is changed minimally compared to the wild-type one (Segre, Vitkup and Church 2002) . As MOMA's objective is to find the minimal flux distance from the wild-type flux distribution, the mathematical problem is, unlike FBA, dealt with quadratic programming to solve the problem (Bonarius et al. 1996) . MOMA was reported to perform more accurate predictions on gene knockout of E. coli strain survival (Segre, Vitkup and Church 2002) . There are other methods for gene deletion predictions such as regulatory on/off minimization (Shlomi, Berkman and Ruppin 2005) and metabolite essentiality analysis (Kim et al. 2007) FBA computes only one solution for the optimal flux distribution to maximize the objective function. However, it is not unusual that multiple flux distribution states lead to the same objective function value. Bacterial populations in a culture can be heterogeneous in terms of flux distribution but have the same growth rate due to the equivalent reaction sets. Each of these flux distributions can correspond to an alternative optimal solution of FBA-based method (Mahadevan and Schilling 2003) . This could lead to different phenotypic outcomes during perturbations like gene deletion. In order to address this issue, flux variability analysis is used to determine all possible flux distributions when constraints are satisfied and an objective is maximized. The maximum value of objective function is calculated first to be further used as a constraint to ensure consideration of only optimal flux distributions. The series of optimizations are made to calculate maximum and minimum flux values for each reaction in a network. This method can be used to identify alternative optimal pathways (Price, Reed and Palsson 2004) . In addition, Monte Carlo sampling can be used to generate flux distribution states in an unbiased manner, thereby characterizing the metabolic solution space in which the organism can operate (Schellenberger, Lewis and Palsson 2011) . Another important quantitative analysis tool to predict optimal growth is a variation of FBA called parsimonious FBA (pFBA) (Lewis et al. 2010) . pFBA works on the assumption that there is a selective pressure in a growing bacterial strain for the lowest overall flux through the metabolic network. This assumption approximates maximal growth using a minimal amount of metabolic resources. pFBA is computationally efficient: one first maximizes the reaction corresponding to the cellular objective, fixes it to the optimal value then solves a subsequent linear program to minimize the absolute sum of all gene-associated reaction fluxes. Despite its apparent simplicity, pFBA has been shown to accurately recapitulate metabolic fluxes (especially for central carbon metabolism based on 13 C-labeling experiments) (Machado 2014 ).
An important application of COBRA methods is an in silico design of production strains. Methods like OptKnock (Burgard, Pharkya and Maranas 2003) , OptReg (Pharkya and Maranas 2006) and OptORF (Kim and Reed 2010) provide target genes for deletion or down/upregulation to potentially increase yield of desired products in bacteria. OptKnock framework identifies target genes for deletion by removing reactions that detaches production of desired byproducts from biomass growth from the metabolic network (Burgard, Pharkya and Maranas 2003) . This leads to dramatic increase in complexity of a problem, as the number possible combinations of gene deletion from the network explodes exponentially. Recursive mixed-integer linear programming algorithm (Lee et al. 2000) is utilized to address this issue in OptKnock. In silico predictions of gene knockout for overproduction of succinate, lactate and 1,3-propanediol in E. coli K-12 using OptKnock were similar to known experimental results (Burgard, Pharkya and Maranas 2003) . The shortcoming of OptKnock is that it utilizes only gene knockout for overproduction of the target chemical. As it does not incorporate kinetics and gene expression information, the method relies only on stoichiometric constraints to resolve the flux distribution problem. This could lead to flux distributions that are far from actual ones inside cells. For essential genes, knockout of such gene can be lethal to a cell, but downregulation can increase production of target metabolites while allowing cell growth. OptReg addresses this issue by incorporating gene expression information into constraints. OptReg successfully predicted gene expression modulation strategies for overproduction of ethanol in E. coli (Pharkya and Maranas 2006) . Another tool, OptORF, incorporates regulatory mechanisms to overexpression of metabolic genes and knockout of transcription factors. OptORF aided in engineering E. coli strains for overproduction of ethanol and other higher alcohols (Kim and Reed 2010) . Further utilization of gene expression information is implemented in transcriptomic-based strain optimization tool (tSOT) (Kim et al. 2016) . This tool utilizes transcriptomic data to construct a reference state of flux. To predict overexpression targets, tSOT restores reactions deleted by tools such as iMAT (Shlomi et al. 2008) .
Integration of gene expression information into genomescale metabolic model requires a massive knowledgebase on an organism of interest. Thus, it is difficult to implement in silico strain design models on poorly studied organisms. The Beneficial Regulator Targeting (BeReTa) algorithm was designed to address this issue. The idea of the method is to evaluate significance of transcription regulators for production of metabolites by calculating beneficial scores. Beneficial scores depend on regulatory strength matrix and flux slope vector. With this approach, BeReTa has two advantages over other methods such as OptORF. Firstly, it can be applied to a broader range of organisms, because it does not need incorporation of transcriptome data into a genome-scale metabolic model. Secondly, BeReTa can predict overexpression targets. In addition, BeReTa utilizes linear programming, thus requiring less computational resources (Kim et al. 2017) .
GENOME-SCALE MODELING OF C1-UTILIZING BACTERIA: METHYLOTROPHS AND ACETOGENS
The low cost of natural gas has driven significant interests in using C1 carbon sources such as methane, methanol, CO or syngas as a next generation feedstock to produce value-added biofuels and chemicals (Mohammadi et al. 2011; Bengelsdorf, Straub and Durre 2013; Haynes and Gonzalez 2014; Kalyuzhnaya, Puri and Lidstrom 2015; Clomburg, Crumbley and Gonzalez 2017) . The methylotroph and acetogen-based biorefineries are main scenarios for illustrating the processes for bioconversion of C1 substrates to higher-value products (Chen and Henson 2016; Strong et al. 2016) . The development of methylotrophs or acetogens as cell factories can be accelerated by connecting metabolic engineering and systems biology approaches. Metabolic model simulation has been broadly used for identification of targets for genetic modification that can guide metabolic engineering strategies for overproduction of metabolites as well as for identifying potential effects of environmental or genetic perturbation on systems behavior (Kalyuzhnaya, Puri and Lidstrom 2015) . The recent advances in genome-scale metabolic modeling of methylotrophic and acetogenic bacteria possessing C1 assimilation metabolism are summarized (Table 1 ).
The stoichiometric model of central metabolism of the facultative methylotroph Methylobacterium extorquens AM1, one of the best-studied methylotrophic model systems, which can utilize methanol as a sole carbon source, was first reported in 2002 (Van Dien and Lidstrom 2002) . The model, which might not be genome scale but inspired following GSMs, contains 67 reactions and 65 metabolites, and was used to evaluate growth capabilities of the serine cycle facultative methylotroph M. extorquens AM1 growing on methanol, succinate and pyruvate (Van Dien and Lidstrom 2002 ). An updated model (iRP911) of M. extorquens AM1 contains 1139 reactions and 977 metabolites and pathways of the core metabolism were reconstructed in this model. It includes a set of unique enzymes that catalyze the key steps of C1 assimilation, which are tightly connected to the serine cycle, ethylmalonyl-CoA pathway, TCA cycle and anaplerotic processes (Peyraud et al. 2011) (Fig. 1A) . It has been used to investigate metabolic network topology of central metabolism based on FBA to determine the optimal flux distribution for oxalate metabolism (Schneider, Skovran and Vorholt 2012) . FBA was also used to compute the theoretical maximum yield of the nonnative metabolite, α-humulene with M. extorquens AM1, by introducing the heterologous MVA pathway. The metabolic model used for this study, iRP911MEV, was built by adding the heterologous pathway encoding MVA to the iRP911 model (Sonntag et al. 2015) . In another study, the theoretical yield calculations based on FBA indicated that methanol has a higher yield of energy units (ATP, NADH and NADPH) and C1 units compared to succinate, but only a slightly higher yield for other biomass production, indicating the potential strategy for optimizing substrate utilization by co-consumption of methane and succinate (Peyraud et al. 2012) .
Recently, the GSM of the industrially relevant methaneutilizing microbe, Methylomicrobium buryatense 5 G, has been published (de la Torre et al. 2015) . The initial model iMb5G(B1) consisted of 841 reactions in 167 metabolic pathways. The flux balance simulations suggested that a direct coupling mode, in which the transfer of electrons from methanol oxidation to methane oxidation, is the most optimal solution for methane oxidation (de la Torre et al. 2015) . An updated GSM of iMb5G(B1) showed how the methane carbon enters the fatty acid biosynthesis (Demidenko et al. 2017) . In addition, a modeling study investigated growth of M. buryatense 5 G under oxygen-starvation growth conditions with experimental data of supernatant profiles used as constraints (Gilman et al. 2017) . Model predictions indicated that the aa3 oxidase mutant strain has a complete TCA cycle, similar to the wild-type strain, and this cycle contributed to 45% of de novo malate synthesis. Additionally, a comprehensive metabolic model of methane and methanol utilization in Methylomicrobium alcaliphilum 20Z R (iIA407) was presented and refined by global non-targeted metabolomics profiles as well as enzymatic evidence (Akberdin et al. 2018) . A study with this model revealed the importance of substitution of ATP-linked steps with PPi-dependent reactions along with the presence of a carbon shunt from acetyl-CoA to the pentosephosphate pathway by phosphoketolase and highly branched TCA cycle in this strain (Fig. 1A) . Recently, a systematic approach, which included the design metabolic engineering strategy using metabolic model iIA407, has been first performed for production of 2,3-butanediol from methane in M. alcaliphilum 20Z (Nguyen et al. 2018b) . To develop strains with improved 2,3-BDO production, potential knockout targets were identified with OptGene. Based on this strategy, a triple-mutant strain with deletion of ldh, ack and mdh was constructed, resulting in a further increase of the 2,3-BDO titer (Nguyen et al. 2018b) . A curated GSM of Methylococcus capsulatus named iMcBath was constructed and curated recently from an automated draft model including all major pathways such as amino acids, fatty acids, membrane lipids and cofactors (Lieven et al. 2018b) . The transporter genes were predicted computationally and assigned to corresponding reactions. The iMcBath model has been used to investigate the methane utilization network in M. capsulatus with three different modes of electron transfer. However, three modes could not fit to the experimentally observation ratio of methane and O 2 uptake rate. Decreasing the efficiency of the uphill electron transfer mode led to simulation results that fit to the reference ratio. Furthermore, in the medium containing ammonium as the nitrogen source, the energetic burden of NH 4 oxidation to NO 2 by the pMMO likely affects the methane and O 2 uptake rate ratio (Lieven et al. 2018b) . Thus, the recent advances of genome-scale modeling have contributed to elucidation of the metabolic network as well as to guidance for metabolic engineering strategies in various methylotrophic bacteria. Acetogens grow autotrophically on synthesis gas (H 2 /CO/CO 2 ) and conserve energy simultaneously using the Wood -Ljungdahl pathway (Drake, Gossner and Daniel 2008) . Clostridium ljungdahlii is a well-studied acetogenic bacterium, which produces acetate and ethanol as its primary metabolic byproducts (Fig. 1B) . The iHN637 model of C. ljungdahlii was the first GSM reconstructed for acetogen (Nagarajan et al. 2013) . The model consists of 637 genes, 785 reactions and 698 metabolites, with which it covers all the major central metabolic pathways, including carbon fixation and energy conservation. The availability of metabolic modeling along with physiological and transcriptomic data provided insights into autotrophic metabolism as well as the nitrate reduction pathway in this particular strain. In addition to identifying essential genes for this pathway, the model revealed that flavin-based electron bifurcation plays a key role in energy conservation during autotrophic growth. Furthermore, based on the iHN637 model along with the OptKnock optimization framework, several target knockout genes have been identified for overproduction of the native products including ethanol, lactate and 2,3-butanediol as well as the non-native products such as butanol and butyrate (Chen and Henson 2016) . The metabolic model of another promising acetogen Moorella thermoacetica, iAI558, has also been constructed. The model identified the degeneracy of its TCA cycle which is a common characteristic of anaerobic metabolism in acetogenic bacteria. Furthermore, the model improved knowledge on energy conservation mechanism of M. thermoacetica during autotrophy (Islam et al. 2015) (Table 1) .
Clostridium autoethanogenum has been considered as a promising gas-fermenting biocatalyst because of its ability to produce acetate, ethanol, 2,3-butanediol and lactate as by-products (Liew et al. 2016 (Liew et al. , 2017 . Marcellin et al. (2016) first reported the curated genome-scale mathematical model of C. autoethanogenum, which contained 1002 reactions and 1075 metabolites and 805 genes, for understanding energy metabolism of anaerobic gas fermentation. Integrating omics technologies and genetic tools with the metabolic model revealed the role of the Rnf and Nfn complexes in maintaining growth of C. autoethanogenum using the Wood-Ljungdahl pathway in heterotrophic growth on fructose and autotrophic growth on carbon monoxide. Furthermore, pyruvate carboxykinase was identified as the rate-limiting step to control the gluconeogenesis pathway and a new specialized glyceraldehyde-3-phosphate dehydrogenase was determined that has potential to improve anabolic capacity by reducing the amount of ATP consumed by gluconeogenesis (Marcellin et al. 2016) . As in other acetogens, the improvement of ATP availability is a challenge for expanding product spectrum in this strain. In order to address this issue, an updated metabolic model iCLAU786 for C. autoethanogenum was constructed and used to identify alternative ATP-generating pathways as well as growth-boosting nutrients. Interestingly, arginine was found to significantly boost both hetero-and autotrophic growth of C. autoethanogenum. Moreover, arginine addition inhibits acetate biosynthesis pathway due to the stoichiometric generation of ATP from arginine catabolism through the arginine deiminase pathway which was confirmed later by RNAsequencing (Valgepea et al. 2017 ). The iCLAU786 model has also been used to investigate metabolic shift from acetate to ethanol production to maintain ATP homeostasis and for the prediction of growth phenotypes. The metabolic model revealed that the methylene-THF reductase reaction was ferredoxin-reducing (Valgepea et al. 2017) . In addition, modeling showed that ethanol was synthesized through the acetaldehyde:ferredoxin oxidoreductase activity, which is consistent with proteomics results (Valgepea et al. 2018) .
CONCLUSION
GSMs incorporate extensive knowledge on genome sequences, bacterial metabolism and cellular processes. Reconstruction of GSMs and their various modifications has been well documented in multiple publications. FBA has been proven highly useful in predicting bacterial growth under varying environmental conditions. In addition, in silico optimization methods such as OptKnock, OptReg and OptORF are widely used to identify potential targets of gene deletion and/or modification for metabolic engineering. Recently, because of high abundance and availability of the low cost of C1 compounds, C1-utilizing microorganisms draw much attention. To date, multiple GSMs for the methylotrophic and acetogenic bacteria have been developed and used to improve our understanding on the C1 utilization pathways. The models have been contributed to identifying the potential targets for genetic modification thus enhancing production of several metabolites. The metabolic models should be powerful tools to guide hypothesis-driven engineering studies in the C1-utilizing microbes, where gene modification is much more difficult and laborious than in well-studied heterotrophic microorganisms such as E. coli. Conflict of interest. None declared.
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