In this paper, we study properties of the dual process and Schrödinger-type operators of a non-symmetric diffusion with measure-valued drift. Let µ = (µ 1 , . . . , µ d ) be such that each µ i is a signed measure on R d belonging to the Kato class K d,1 . A diffusion with drift µ is a diffusion process in R d whose generator can be informally written as L + µ · ∇ where L is a uniformly elliptic differential operator. When each µ i is given by U i (x)dx for some function In [14, 15] , we have already studied properties of diffusions with measure-value drifts in bounded domains. In this paper we discuss the potential theory of the dual process and Schrödinger-type operators of a diffusion with measure-valued drift.
Abstract
In this paper, we study properties of the dual process and Schrödinger-type operators of a non-symmetric diffusion with measure-valued drift. Let µ = (µ 1 , . . . , µ d ) be such that each µ i is a signed measure on R d belonging to the Kato class K d, 1 . A diffusion with drift µ is a diffusion process in R d whose generator can be informally written as L + µ · ∇ where L is a uniformly elliptic differential operator. When each µ i is given by U i (x)dx for some function U i , a diffusion with drift µ is a diffusion in R d with generator L + U · ∇. In [14, 15] , we have already studied properties of diffusions with measure-value drifts in bounded domains. In this paper we discuss the potential theory of the dual process and Schrödinger-type operators of a diffusion with measure-valued drift.
We show that a killed diffusion process with measure-valued drift in any bounded domain has a dual process with respect to a certain reference measure. For an arbitrary bounded domain, we show that a scale invariant Harnack inequality is true for the dual process. We also show that, if the domain is bounded C 1,1 , the boundary Harnack principle for the dual process is true and the (minimal) Martin boundary for the dual process can be identified with the Euclidean
Introduction
In this paper, we continue discussing diffusions with measure-valued drift from [14, 15] .
Throughout this paper, we always assume that d In this paper, we mean, by a signed measure, the difference of two nonnegative measures at most one of which can have infinite total mass. For any signed measure ν on R d , we use ν + and ν − to denote its positive and negative parts, and |ν| = ν + + ν − its total variation. For any signed measure ν on R d and any r > 0, we define Rigorously speaking a function f in K d,α may not give rise to a signed measure ν in K d,α since it may not give rise to a signed measure at all. However, for the sake of simplicity we use the convention that whenever we write that a signed measure ν belongs to K d,α we are implicitly assuming that we are covering the case of all the functions in K d,α as well.
Throughout this paper we assume that µ = (µ 1 , . . . , µ d ) is fixed with each µ i being a signed measure on R d belonging to K d, 1 . We also assume that the operator L is either L 1 or L 2 where
∂ i (a ij ∂ j ) and
a ij ∂ i ∂ j with A := (a ij ) being C 1 and uniformly elliptic but not necessarily symmetric. Informally, when a ij is symmetric, a diffusion process in R d with drift µ is a diffusion process in R d with generator L + µ · ∇. When each µ i is given by U i (x)dx for some function U i , a diffusion process with drift µ is a diffusion in R d with generator L + U · ∇ and it is a solution to the SDE dX t = dY t + U (X t ) · dt where Y is a diffusion in R d with generator L
To give the precise definition of a diffusion with drift µ in K d,1 , we fix a non-negative smooth radial function ϕ(x) in R d with supp[ϕ] ⊂ B(0, 1) and ϕ(x)dx = 1. For any positive integer n, we put ϕ n (x) = 2 nd ϕ(2 n x). For 1 ≤ i ≤ d, define
Put U n (x) = (U 1 n (x), . . . , U d n (x)). In the definition below, we assume a ij is symmetric. The existence and uniqueness of X were established in [2] (see Remark 6.1 in [2] 
, where ∂ is a cemetery state. The process X D is called a killed diffusion with drift µ in D. In this paper we discuss properties of X D when D is a bounded domain.
When a ij is not symmetric, we use a simple reduction; Let Y t be the diffusion in R d with  generator  1  4 and
We also showed that, for every bounded C 1,1 domain D (see below for the definition), X D has a density q D which is continuous on (0, ∞) × D × D and that for any T > 0, there exist positive constants c i , i = 10, . . . , 14, such that
and
is the distance between x and ∂D. Using the estimates above we studied the potential theory of X in [14] and [15] . More precisely, we proved the boundary Harnack principle holds for nonnegative harmonic functions of X in bounded Lipschitz domains and identified the Martin boundary of the killed process X D when D is a bounded Lipschitz domain. In general, the process X does not have a dual and therefore results for Markov processes under the duality hypotheses, like the the general conditional gauge theorems of [5] and [8] or the stability of Martin boundary under perturbation of [7] , can not be applied to X directly. In this paper we will prove that, for any bounded domain D, X D has a dual process with respect to a certain reference measure and the dual process is a continuous Hunt process on D with the strong Feller property. By using this duality, we can apply the general conditional gauge theorems of [5] and [8] and the stability result of [7] to the present situation.
After establishing the existence of the dual process, we study properties of the dual process. We show that a scale invariant Harnack inequality is true for the dual process. We also show that, if the domain is bounded C 1,1 , the boundary Harnack principle for the dual process is true and the (minimal) Martin boundary for the dual process can be identified with the Euclidean boundary. One of the interesting fact is that the harmonic measure for the dual process is locally comparable to that of the h-conditioned Brownian motion with h being the ground state.
In [17] the concept of intrinsic ultracontractivity was extended to non-symmetric semigroups and it was proved there that the semigroup of a killed diffusion process in a bounded Lipschitz domain is intrinsic ultracontractive if the coefficients of the generator of the diffusion process are smooth. In [18] we will use the duality proved in this paper to show that the Schrödinger semigroup of the killed process X D is intrinsic ultracontractive under very weak assumptions on D.
The content of this paper is organized as follows. In Section 2, we present some preliminary properties of the killed process X D in an arbitrary bounded domain D; the existence of the dual process of X D is proved in Section 3; Section 4 contains a result on the comparison of harmonic measures and a scale invariant Harnack inequality for the dual process which is used in Sections 5 and 6 to study the Martin boundary of the dual process; and in the last section we specialize the general conditional gauge theorems of [5] and [8] to the present setting and then, using the stability result of [7] , get the stability of Martin boundaries of X D and its dual under perturbations.
Throughout this paper, we use the notation a ∧ b := min{a, b} and a ∨ b := max{a, b}. We will use the convention f (∂) = 0 for any function f on D. In this paper we will also use the following convention: the values of the constants c 1 , c 2 , · · · might change from one appearance to another. The labeling of the constants c 1 , c 2 , · · · starts anew in the statement of each result. In this paper, we use ":=" to denote a definition, which is read as "is defined to be".
Diffusion with measure-valued drift in bounded domains
In this section we assume that D is an arbitrary bounded domain and we will discuss some basic properties of X D that we will need later.
It is shown in [15] that X D has a jointly continuous and strictly positive transition density function q D (t, x, y). Using the continuity q D (t, x, y) and the estimates (1.1), the proof of the next proposition is easy. We omit the proof. 
] is bounded and continuous in D.
We know from [15] that there exist positive constants c 1 and c 2 depending on D via its diameter such that for any (t, x, y)
The following result says that ξ D is a reference measure for X D . 
Moreover, h D is a strictly positive, bounded continuous function on D.
Proof. By the Markov property, we have for any Borel function f ≥ 0,
Integrating with respect to x, we get by Fubini's theorem,
The second claim follows from the continuity of G D and (2.2). 2
We define a new transition density function by 
3)
for every bounded open set B with B ⊂ U ; (2) superharmonic with respect to X D if u is non-negative and
for every bounded open set B with B ⊂ D; We list some properties of the Green function G D (x, y) of X D that we will need later.
The above properties can be checked easily from Theorem 2.6 in [15] and our Proposition 2.2 and (2.2) above. Thus X D is a transient diffusion satisfying the conditions in [11] and [24] . Applying Theorem 1 in [24] , we have that
for every open subset U of D, we have
where
Since the set Z defined in [11] (equation (12) 
Moreover, for every x, y ∈ D, we have
First we see that, from (A1)-(A2), the condition (H) in [22] holds. Also the strict positivity of G D and (A4) imply that the set W on page 5 in [22] (also the set Z defined in [11] ) is empty. Thus by Theorem 2 in [22] , the lifetime ζ y for X D,y is finite P y x -a.s. and
The last claim in the theorem is easy. By (2.1) and (2.2), for every x, y ∈ D, we have
which converges to zero as t goes to ∞.
2
The proof of the next proposition can be found in the proofs of Theorems 2-3 in [24] . Since we will refer to the argument of the proof of the proposition later, we include the proof here for the reader's convenience. Proof. Using (2.2) and (A1)-(A2), we see that the properties (a)-(b) in [25] is true for X D . Thus by Corollary 1 in [25] , h is excessive. Let
Since h is excessive, Corollary 1 to Theorem 2 in [11] implies that there exists a Radon measure ν supported on U such that
x ∈ D and h 1 and h 2 are excessive (Theorem 2.4), h 1 and h 2 must be harmonic with respect to X D . Let K be a compact subset of U . By the harmonicity of h 1 , we have
But, by Corollary 1 to Theorem 2 in [11] , ν can not charge the interior of K. Since K is an arbitrary compact subset of U , we get that h 1 is identically zero and ν is supported by ∂U . Therefore we have shown
. Now the continuity of h follows from the continuity of G D (x, y). 2
Dual of X D in bounded domains
In this section we assume that D is an arbitrary bounded domain. First we show that X D has a nice dual process with respect to ξ D and then we will study the dual process of
So we have
(A1)-(A5), (2.2) and Theorem 2.5 imply that the conditions (i)-(vii) and (70)- (71) in [20] (also see Remark on page 391 in [21] ) are satisfied, thus X D has a continuous Hunt process as a dual process.
Theorem 3.1 There exists a transient continuous Hunt process
Proof. The existence of a dual continuous Hunt process X D is proved in [20] . To show X D is transient, we need to show that for every compact subset
We will use ζ to denote the lifetime of X D . Note that the process X D might have killing inside D, that is, the probablity of the event X D ζ− ∈ D might be strictly positive.
By (A1), (A2) and (A5), X D is a transient diffusion satisfying the conditions in [24] and [11] . So by applying Theorem 1 in [24] , we have that
Thus the Riesz representation theorem (Theorem 2.4) is valid for X D too. 
Theorem 3.2 (1) If u is a potential for X D , then there exists a unique Radon measure
Proof. The first assertion can be proved using an argument same as that of the proof of Theorem 2.5, so we only need to prove the last assertion. By (2.1) and (2.2), we have for every x, y ∈ D,
2
Note that every nonnegative harmonic function for X D is excessive and continuous by Corollary 1 in [25] . Proof. By the resolvent equation 
. By Proposition 2.2, we know that A is strictly positive. Note that there exists a constant c 1 such that for every δ > 0
Thus by (2.2), there exists a constant c 2 such that for every δ > 0 and y n with y n ∈ B(y,
Given ε, choose δ small enough such that
Note that G D (x, y n ) converges to G D (x, y) for every x = y and {G D (x, y n )} are uniformly bounded on x ∈ D \ B(y, δ) and y n ∈ B(y, δ 2 ). So the first term on the right hand side of the inequality above goes to zero as n → ∞ by the bounded convergence theorem. 
∈ U } and ∂ is the cemetery state. Then by Theorem 2 and Remark 2 after it in [28] , X U and X D,U are dual processes with respect to ξ D . Now we let
By the joint continuity of q D (t, x, y) (Theorem 2.4 in [14] ) and the continuity and positivity of h D (Proposition 2.2), we know that q D,U (t, ·, ·) is jointly continuous on U × U . Thus we have the following. 
is the Green function of X D,U with respect to the Lebesgue measure so that for every nonnegative Borel function f ,
Using (4.1), one can check that X D,U satisfies the conditions in [11] and [24] . Thus by repeating the argument in the proof of Proposition 2.6, we get the following. 
In particular, every nonnegative harmonic function for X D in U is continuous.
Using (1.1) and Proposition 2.2, we see that for every compact subset K of D, there exist c 1 , c 2 and c 3 such that for every positive t 0 and δ,
for some c 5 = c 5 (d) and c 6 = c 6 (d) . Thus
Using (4.3) we can easily prove the next lemma. 
Proof. For any t > 0 and any Borel set A in D, we put
∈ ∂B(x, δ) almost surely on { τ B(x,δ) < ζ}, the conclusion of the lemma follows from (4.3).
A bounded domain U in R d is said to be a C 1,1 domain if there is a localization radius r 0 > 0 and a constant Λ > 0 such that for every Q ∈ ∂U , there is a 
is a bounded continuous function on U .
Proof. Fix x 0 ∈ U and t > 0. Suppose
.
Let ρ U (y) be the distance between y and ∂D. By (1.3),
for some c 3 . Now we choose δ small so that c 2 c 3 |U |N −1 δt
The convergence of the second term on the right hand side of the inequality above follows from the uniform continuity of [14] ). Thus we have proved the proposition.
Recall that, a point z on the boundary ∂U of an open subset U of D is said to be a regular boundary point for
An open subset U of D is said to be regular if every point in ∂U is a regular boundary point. 
Proof. With Lemma 4.3 and Proposition 4.4 in hand, the proof is routine. We omit the details.
Let G 0 D be the Green function of a Brownian motion W in D. By Theorem 3.7 in [15] , there exist constants r 1 = r 1 (d, µ) > 0 and M 1 = M 1 (d, µ) > 1 depending on µ only via the rate at which max 1≤i≤d M µ i (r) goes to zero such that for r ≤ r 1 , z ∈ R d , x, y ∈ B(z, r),
We will fix the constants r 1 > 0 and M 1 > 0 above in the remainder of this section. 
(4.5)
Proof. We fix z 0 ∈ D and r ≤ r 1 with B(z 0 , r) ∈ B(z 0 , r) ⊂ D, and let B := B(z 0 , r). The idea of the proof is similar to that of Theorem 2.2 in [9] . We include the detail here for the reader's convenience. Let ϕ ≥ 0 is a continuous function on ∂B and let
By Proposition 4.6, we know that u is harmonic for X D in B and continuous on B.
Tn )]. Then by Proposition 4.2, there exist Radon measures ν n supported on ∂B(n) such that
Then by (4.4), M −1
Since v n is a harmonic function in B(m) for m ≥ n, by the Hölder continuity of v n and a diagonalization procedure, there is a subsequence n k such that v n k converges uniformly on each B(m) to a harmonic function v in B. Thus
Since B is regular for X D (Proposition 4.5), by taking the limit above and using Proposition 4.6, we get for every w ∈ ∂B
w is a harmonic function in B and continuous in B with the boundary value h D (w)ϕ(w). Thus by the maximum principle and (4.7), we get M
Let ρ D (x) be the distance between x and ∂D.
Lemma 4.8 Suppose D is a bounded C 1,1 domain. Then there exists a constant
Proof. Since D is bounded, the Green function estimates for X D ((6.2)-(6.3) in [14] ) imply that
for some positive constants c 1 and c 2 . Integrating over y we get
By elementary calculus, we easily see that inf x∈D q 1 (x) > 0 and sup x∈D q 2 (x) < ∞. 
where W ψ 0 is the h-conditioned Brownian motion with h = ψ 0 .
In the remainder of this section, we will prove a scale invariant Harnack inequality for X D for any bounded domain D. First we prove the following lemma. Recall that r 1 > 0 and M 1 > 0 are the constants from (4.4).
Lemma 4.10 There exists a constant c = c(D, µ) > 1 such that for every r < r 1 and B(z, r) with
Proof. Since r < r 1 , by (2.2) and (4.4), there exists c 1 = c 1 (D, µ) > 1 such that for every x, w ∈ B(z,
Thus for w ∈ ∂B(z, 3r 4 ) and x, y ∈ B(z, r 2 ), we have
On the other hand, from (2.4), we have ∈ ∂B(z, 
, y) da
Now we are ready to prove the scale invariant Harnack inequality. 
, Thus by Lemma 4.10,
for some constant c. Since g is harmonic for W in B(z 0 , r 2 ), by the Harnack inequality for Brownian motion (for example, see [1] ),
for some constant c 1 > 0. Thus by applying Theorem 4.7 and Lemma 4.10 again, we have that for every x, y ∈ B(z 0 , r 4 ),
It is well-known that the scale invariant Harnack inequality implies the Hölder continuity of harmonic function (for example, see section 2.3.2 of [27] ).
Corollary 4.12 Every harmonic function for X D is Hölder continuous.

Martin representation in arbitrary bounded domains
In this section we assume that D is an arbitrary bounded domain. From Proposition 2.1, Theorem 3.1 and Proposition 3.4, we see that both X D and X D satisfy the conditions (a)-(e) on page 560-561 in [7] . Thus by Theorem 3 in [19] we can define the Martin boundary for X D . In fact, we have a stronger result. We will state here for X D and X D simultaneously. From now on, we fix a point x 0 ∈ D throughout this paper.
Define
By (A4) and (A6), we know that for each y ∈ D \ {x 0 } and
, y); τ D\B(y,ε) < ζ . 
By repeating the argument in the proof of Proposition 5.1 in [15] , we have the following.
Proof. We include the proof here for X D for the reader's convenience. Fix w ∈ ∂ M D and a relatively compact open sets
Since M D ( · , y n ) is harmonic in a neighborhood of U for every n ≥ 1, we have
Using the Harnack inequality (Theorem 4.11), we have for every z ∈ ∂U ,
for some c 1 = c 1 (δ, D) > 0. Thus by the bounded convergence theorem,
Recall that a positive harmonic function u with respect to X D ( X D respectively) is said to be minimal if v is positive harmonic with respect to X D ( X D respectively) and v ≤ u imply that v is a constant multiple of u. The minimal Martin boundaries of X D and X D are defined as 
and f is harmonic in D with respect to X if and only if ν 1 = 0. Similarly, for every excessive function f of X D , there exist a unique Radon measure µ 1 on D and a unique finite measure µ 2 on ∂ m D such that 6 Martin boundary and Boundary Harnack principle for X
D
In this section, we will, under some assumption on the domain, identify the Martin boundary of the dual process with the Euclidean boundary and prove a boundary Harnack principle for the dual process.
Recall that a bounded domain D is said to be Lipschitz if there is a localization radius r 0 > 0 and a constant Λ > 0 such that for every Q ∈ ∂D, there is a Lipschitz function φ Q : R d−1 → R satisfying |φ Q (x) − φ Q (z)| ≤ Λ|x − z|, and an orthonormal coordinate system CS Q with origin at Q such that
The pair (r 0 , Λ) is called the characteristics of the Lipschitz domain D.
We first recall the scale invariant boundary Harnack principle for X D in bounded Lipschitz domains from [15] . 
It is well-known that for diffusions, the scale-invariant boundary Harnack principle can be used to prove the Hölder continuity of the ratio of two harmonic functions vanishing continuously near the boundary. We omit the proof of the next lemma. The proof can be found in [1] (see [4] for the extension to jump processes).
Lemma 6.2 Suppose D is a bounded Lipschitz domain.
Then there exist positive constants r 2 , M 2 , C and a depending on D such that for any Q ∈ ∂D, r < r 2 and nonnegative functions u, v which are harmonic with respect to X D in D ∩ B(Q, M 2 r) and vanish continuously on ∂D ∩ B(Q, M 2 r), the limit lim D∋x→w u(x)/v(x) exists for every w ∈ ∂D ∩ B(Q, r).
In this section we consider two bounded domains U and D with U ⊂ D. We will not exclude the case
Similar to the proof of Proposition 4.4, one can show that X D,U (with X U as a dual process) satisfies the conditions (a)-(e) on page 560-561 in [7] . Thus by Theorem 3 in [19] , we can define the Martin boundary ∂ M U for the process X D,U . Moreover, one can prove that for every w ∈ ∂ M D, x → M D,U (x, w) is harmonic with respect to X D in U using an argument similar to that of the proof of Proposition 5.1. Let ∂ m U be the minimal Martin boundary of X D,U . We also have the Martin representation: for every harmonic function f of X D in U , there is a unique finite measure µ 1 on ∂ m U such that
Suppose U is a bounded Lipschitz domain. We observe that for y = x U ,
and G U ( · , x U ) are harmonic with respect to X U near the boundary. Moreover they vanish continuously on the boundary by Theorem 2.6 in [15] . Thus from Lemma 6.2, we immediately get the following
The proposition above says that the Martin boundary is a subset of ∂U . We write the limit above as
We will show that the (minimal) Martin boundary ∂ m U with respect to X D,U coincides with the Euclidean boundary if D and U are bounded C 1,1 . Let ρ U (x) be the distance between x and ∂U . 
Proof. By the Green function estimates for X U (Theorem 6.2 in [14] ), we have
for some positive constants c 1 and c 2 . Thus by (4.8) and the fact that
The above implies
Moreover, one can follow the argument in the proof of Theorem 4.4 [6] and show that M D,U (x, w) is minimal harmonic. Thus the minimal Martin boundary of X D,U is the same as the Euclidean boundary in the case when D and U are bounded C 1,1 domains with U ⊂ D. 
Proof. The case when D and U are bounded C 1,1 domains with U ⊂ D has already been dealt with in the paragraph before the theorem. In the case when U is bounded Lipschitz domain with U ⊂ D, M D,U (x, z) is comparable to N U (x, z). One can easily modify the argument in page 193-194 of [1] to prove the theorem. We omit the details. 2
Now we are ready to prove the boundary Harnack principle for X D . If D is a bounded C 1,1 domain, then it is easy to check that there exists R > 0 such that for any x ∈ ∂D and r ∈ (0, R), B(x, r) ∩ D is connected. 
for any x, y ∈ D ∩ B(z 0 , r/2).
Schrödinger operator in arbitrary bounded domains
In this section we discuss the Schrödinger operator in arbitrary bounded domains. Using results in the previous sections, one can check that X D and X D satisfy the condition (a)-(f) and (6.1) in [7] with the reference measure ξ D . Thus the main results in [7] are true for X D and X D with the reference measure ξ D . In this section we will use the main results in [7] and state carefully for X D with respect to the Lebesgue measure.
Recall that a measure ν on D is said to be a smooth measure of X D with respect to the reference measure ξ D if there is a positive continuous additive functional (PCAF in abbreviation) A of X D such that for all bounded nonnegative function f on D,
The additive functional A is called the positive continuous additive functional of X D with Revuz measure ν with the reference measure ξ D . It is known (see [26] ) that for any x ∈ D, α ≥ 0 and bounded nonnegative function f on D,
and thus we have any x ∈ D, t > 0 and bounded nonnegative function f on D,
Therefore by the monotone convergence theorem we have any x ∈ D, t > 0 and nonnegative function f on D,
For a signed measure ν, we use ν + and ν − to denote its positive and negative parts respectively. Proof. By the definition of K d,2 we can easily check that the function
is bounded continuous in D. We recall the definitions of the class of measures from [5] and [8] and specify it for X D with the reference measure ξ D in an bounded domain D. We also give a definition for a class of smooth measures with respect to the Lebesgue measure. In the following, d denotes the diagonal of D × D. 
and for all measurable set
A function q is said to be in the class S
A signed smooth ν of X D is said to be in the class In the remainder of this section, we assume that ν ∈ S ∞ (X D ) and A is the CAF of X D with Revuz measure ν (with respect to the Lebesgue measure). Note that A is also the CAF of X D with Revuz measure h D (x)ν(dx) with respect to the reference measure ξ D .
The CAF A gives rise to a Schrödinger semigroup
is called the gauge function of ν. We say ν is gaugeable if E x [e A (τ D )] is finite for some x ∈ D. From now on we will assume that ν is gaugeable. It follows from [5] and [8] that the gauge function
, it follows again from [5] and [8] that [5] ) and therefore by Jensen's inequality
By Lemma 3.5 of [5] , the Green function for the Schrödinger semigroup Proof. (1) and (2) are proved in Theorem 3.4 in [7] (also see section 6 in [7] for the extension). Estimate (7.11) follows directly from (7.10) above and Theorem 7.7 in [14] . The following two theorems are proved in [7] . (Lemma 3.6, Theorems 5.11-5.12, Theorem 5.14-5.16 [7] . Also see section 6 in [7] for the extension.) Remark 7.9 In [16] , by using the Green function estimates and our Proposition 7.1, we show that, in fact, K d,2 is contained in S ∞ (X D ) if D is bounded Lipschitz.
