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Preface
This issue of Discrete Applied Mathematics is devoted to foundations of heuris-
tics in combinatorial optimization. Since a vast majority of combinatorial optimization
problems (COPs) of practical interest are computationally intractable, considerable ef-
fort has been made in the recent past in developing good quality heuristic algorithms.
While there are numerous papers devoted to computational study of heuristics, theoret-
ical properties of heuristic algorithms have not been investigated extensively. We hope
that the papers included in this special issue will stimulate further interest in theoretical
analysis of heuristics that allows one to -nd ways of understanding various features
of successful heuristics, comparing heuristics without explicit computer simulations,
and developing better quality heuristics for various COPs. Each paper of this special
issue focuses on one or more of these aspects and together these papers form a nice
collection on the topic of foundations of heuristics.
Excluding simulated annealing based algorithms, convergence analysis of local search
algorithms and meta-heuristics are not well studied. In their paper, Glover and Hana-
establish -nite convergence for a class of tabu search algorithms utilizing special mem-
ory and neighborhood structures. Johnson and Jacobson investigate convergence prop-
erties of some local search algorithms.
E3cient computation of lower bounds for the optimal objective function value is
fundamental to the study of exact algorithms for combinatorial optimization problems
and comparing the quality of heuristic solutions. Allen, Smith and Hurley investigate
meta-heuristic algorithms that -nd suitable subgraphs of the minimum span frequency
assignment problem (FAP) constraint graph to compute high quality lower bounds
for the FAP. The paper by Anjons and Wolkowicz also addresses the problem of
lower bound computation, but in the area of semide-nite programming (SDP). The au-
thors suggest a strengthened SDP relaxation for the Max-Cut and the general quadratic
boolean maximization problem and show that the new bound is superior to the previ-
ously known one from both theoretical and computational points of view.
Domination analysis of algorithms is a new research area in the study of approxi-
mation algorithms. Gutin and Yeo, in their paper, establish several interesting results
in the area of domination analysis of heuristics for the traveling salesman problem
(TSP) and the quadratic assignment problem. Applications of such results, among oth-
ers, in domination analysis of TSP heuristics is the focus of the paper by Punnen and
Kabadi.
Heuristic algorithms are sometimes studied for quite general forms of optimization
problems. In particular, in their paper, Basov and Vainshtein study a wide class of
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weakly NP-hard optimization problems on graphs. They suggest a simple approximation
algorithm for these problems and -nd its performance guarantee.
Special cases of NP-hard optimization problems can remain NP-hard, but become
“easier” for heuristics. Blokh and Levner prove that the Max-TSP on quasi-banded ma-
trices is strongly NP-hard and exploiting the special structure of the cost matrix, they
derive a linear-time approximation algorithm for the problem with a guaranteed perfor-
mance bound. A generalization of the traveling salesman problem called the minimum
cost connected multi-digraph problem (MCMDP) with node de-ciency requirements is
the topic of study of the paper by Kabadi. Special solvable cases that lead to approx-
imation algorithms for MCDMP are discussed.
Scheduling problems form a major class of combinatorial optimization problems with
extensive practical applications. In their paper, Azar and Epstein prove several inter-
esting results in the area of on-line scheduling with precedence constrains. They obtain
lower bounds for various on-line models and analyze the on-line performance of some
deterministic and randomized algorithms including a certain generalization of Graham’s
greedy algorithm. Hurink and Knust consider a robot scheduling problem, which can
be formulated as a generalized TSP with time windows and additional precedence
constrains. The authors present a local search algorithm which uses problem-speci-c
neighborhood structure along with computational results.
We would like to thank P.L. Hammer for providing us the opportunity to compile this
special issue and Nelly Segal for all the help and assistance provided. The production
of this issue would not have been possible without the help of many of our colleagues
who spent their valuable time in refereeing the manuscripts and we express our thanks
to each of them.
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