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Analysis of the roughness regimes for micropolar fluids via
homogenization
Francisco Javier SUA´REZ-GRAU∗
Abstract
We study the asymptotic behavior of micropolar fluid flows in a thin domain of thickness ηε with a periodic
oscillating boundary with wavelength ε. We consider the limit when ε tends to zero and, depending on the
limit of the ratio of ηε/ε, we prove the existence of three different regimes. In each regime, we derive a
generalized Reynolds equation taking into account the microstructure of the roughness.
AMS classification numbers: 76D08, 76A20, 76A05, 76M50, 35B27, 35Q35.
Keywords: Homogenization; micropolar fluid flow; Reynolds equation; thin-film fluid.
1 Introduction
We study in this paper the effect of small domain irregularities on thin film flows governed by the linearized
3D micropolar equations. In the case of Newtonian fluids governed by the Stokes or Navier-Stokes equations,
this problem has been widely studied since Bayada and Chambat [4] provided, by means of homogenization
techniques, a rigorous derivation of the classical 2D Reynolds equation
div
(
− h
3
12ν
∇p+ b
)
= 0 , (1.1)
where h represents the film thickness, p is the pressure, ν is the fluid viscosity and b is a vectorial function that
usually appears from the exterior forces or from the imposed velocity of a part of the boundary. In this sense,
various asymptotic Reynolds-like models, in special regimes, have been obtained depending on the ratio between
the size of the roughness and the thickness of the domain, see for example Bayada et al. [8], Benhaboucha et al.
[10], Bresch et al. [12], Boukrouche and Ciuperca [13], Chupin and Martin [16], Sua´rez-Grau [26], and references
therein.
More precisely, a very general result was obtained in Bayada and Chambat [5]-[6], see also Mikelic [22].
Assuming that the thickness of the domain is rapidly oscillating, i.e. the thickness is given by a small parameter
ηε and one of the boundary is rough with small roughness of wavelength ε, it was proved that depending on the
limit of the ratio ηε/ε, denoted as λ, there exist three characteristic regimes: Stokes roughness (0 < λ < +∞),
Reynolds roughness (λ = 0) and high-frequency roughness (λ = +∞). In particular, it was obtained that the
flow is governed by a generalized 2D Reynolds equation of the form
div (−Aλ∇p+ bλ) = 0, (1.2)
for 0 ≤ λ ≤ +∞, where Aλ and bλ are macroscopic quantities known as flow factors, which take into account
the microstructure of the roughness. Moreover, it holds that in the Stokes roughness regime the flow factors
are calculated by solving 3D local Stokes-like problems depending on the parameter λ, while in the Reynolds
roughness regime they are obtained by solving 2D local Reynolds-like problems, which represents a considerable
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simplification. In the high-frequency roughness regime, due to the highly oscillating boundary, the velocity
vanishes in the oscillating zone and then, the classical Reynolds equation (1.1) is deduced in the non-oscillating
zone, so there are no local problems to solve.
This result has been formally generalized to the unstationary case (the rough surface is moving) in Fabricius et
al. [19], and recently rigorously generalized to the case of non-Newtonian fluids governed by the 3D Navier-Stokes
system with a nonlinear viscosity (power law) in Anguiano and Sua´rez-Grau [2].
On the other hand, we remark that there are not many papers in the existing literature dealing with the
mathematical modeling of micropolar fluid film lubrication. A generalized version of the Reynolds equation,
formally obtained in a critical case when one of the non-Newtonian characteristic parameters has specific (small)
order of magnitude, can be found in Singh and Sinha [25] where the authors consider a specific slider-type bearing.
Later, in Bayada and Lukaszewicz [9], it was developed the rigorous derivation, obtaining the generalized version
of the 2D Reynolds equation (1.1) for micropolar thin film fluids, which has the form
div
(
− h
3
1−N2Φ(h,N)∇p+ b
)
= 0, (1.3)
where N is the coupling number and Φ(h,N) = 112 +
1
4h2(1−N2) − 14h
√
N2
1−N2 coth
(
Nh
√
1−N2).
We also refer to Dupuy et al. [17], for the case of micropolar flow in a curved channel, and to Marusic-Paloka
et al. [21], for the asymptotic Brinkman-type model proposed starting from 3D micropolar equations.
We remark that in previous papers, the micropolar fluid film has been considered in a simple thin domain with
no roughness introduced. Recently, the roughness effects on a thin film flow have been studied as well and new
mathematical models have been proposed in Boukrouche and Paoli [11], where the authors consider micropolar
flow in a 2D domain assuming the roughness is of the same small order as the film thickness. Employing two-scale
convergence technique, they derive the limit problem describing the macroscopic flow. Later, in Pazanin and
Sua´rez-Grau [24], a version of the Reynolds equation is derived in the case of a 3D domain with a particular
roughness pattern, where the wavelength of the roughness is assumed to be smaller than the thickness, through
a variant of the notion of two-scale convergence introduced in Bresch et al. [12].
Our goal in this paper is to give a general classification result for thin film flows of micropolar fluids with
rapidly oscillating thickness in the spirit of Bayada and Chambat [5]-[6] and Anguiano and Sua´rez-Grau [2],
by considering a 3D domain with a thickness given by the parameter ηε and the wavelength of the roughness
by ε. To do this, we use extension results for thin domains and an adaptation of the unfolding method (see
Cioranescu et. al [14], [15]) developed in Anguiano and Sua´rez-Grau [2]. As a result, we deduce that the three
characteristic regimes fluids are still valid for micropolar fluids, and moreover, we derive a generalized version
of the Reynolds equation of the form (1.2) depending on λ. Also, the flow factors are calculated in a different
way depending on the regime. More precisely, in the Stokes roughness regime (0 < λ < +∞) the flow factors
are calculated by solving 3D local micropolar Stokes-like problems depending on the parameter λ, while in the
Reynolds roughness regime (λ = 0) they are obtained by solving 2D local micropolar Reynolds-like problems.
Finally, in the high-frequency roughness regime (λ = +∞) due to the highly oscillating boundary, the classical
micropolar Reynolds equation (1.3) is deduced in the non-oscillating zone, and there are no local problems to
solve.
The paper is organized as follows. In Section 2 we introduce the domain and some useful notation, and we
state the problem. In Section 3, we give some a priori estimates for the velocity, microrotation and pressure,
and we introduce the extension results and the version of the unfolding method necessary to pass to the limit
depending on each regime. The Stokes roughness regime is considered in Section 4, the Reynolds roughness
regime in Section 5, and the high-frequency roughness regime in Section 6. The corresponding main concergence
results are stated in Theorems 4.3, 5.3 and 6.2, respectively. The paper ends with an Appendix, where we
recall the computation of the coefficients of the classical micropolar Reynolds equation (1.3), and with a list of
References.
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2 Statement of the problem
In this section, we first define the thin domain and some sets necessary to study the asymptotic behavior of the
solutions. Next, we introduce the problem considered in the thin domain and also, the rescaled problem posed
in a domain of fixed height. We finish this section giving the equivalent weak variational formulation for both
problems.
The domain. A thin domain with a rapidly oscillating thickness is defined by a domain ω and an associated
microstructure given by a function hε(x
′) = ηεh (x
′/ε) that models the roughness of the upper surface and
depends on two small positive parameters ηε and ε, representing the thickness of the domain and the wavelength
of the roguhness, respectively. More precisely, we assume that ω is an open, smooth, bounded and connected set
of R2, and h is a positive and smooth function, defined for y′ in R2, Y ′-periodic with Y ′ = (−1/2, 1/2)2 the cell
of periodicity in R2, and there exist hmin and hmax such that
0 < hmin = min
y′∈Y ′
h(y′), hmax = max
y′∈Y ′
h(y′) .
We remark that along this paper, the points x ∈ R3 will be decomposed as x = (x′, x3) with x′ ∈ R2, x3 ∈ R.
We also use the notation x′ to denote a generic vector of R2.
Thus, we define the thin domain Ωε ⊂ R3 by
Ωε =
{
(x′, x3) ∈ R2 × R : x′ ∈ ω, 0 < x3 < hε(x′)
}
,
and the oscillating part of the boundary by Σε = ω × {hε(x′)}. We also define the respective rescaled sets
Ω˜ε = ω × (0, h(x′/ε)) and Σ˜ε = ω × {h(x′/ε)}.
Related to the microstructure of the periodicity of the boundary, we consider that the domain ω is covered
by a rectangular mesh of size ε: for k′ ∈ Z2, each cell Y ′k′,ε = εk′+ εY ′, and for simplicity, we assume that there
exists an exact finite number of periodic sets Y ′k′,ε. We define Tε = {k′ ∈ Z2 : Y ′k′,ε ∩ ω 6= ∅}. Also, we define
Yk′,ε = Y
′
k′,ε × (0, h(y′)) and Y = Y ′ × (0, h(y′)), which is the reference cell in R3.
Two quantities hmin and hmax allow us to define:
– The extended sets Qε = ω × (0, ηεhmax), Ω = ω × (0, hmax) and Σ = ω × {hmax}.
– The extended cube Q˜k′,ε = Y
′
k′,ε × (0, hmax) for k′ ∈ Z2.
– The restricted sets Ω+ε = ω × (hmin, hε(x′)), Ω˜+ε = ω × (hmin, h(x′/ε)), Ω+ = ω × (hmin, hmax) and
Ω− = ω × (0, hmin).
– The extended and restricted basic cells Π = Y ′×(0, hmax), Π+ = Y ′×(hmin, hmax) and Π− = Y ′×(0, hmin).
In order to apply the unfolding method, we will use the following notation. For k′ ∈ Z2, we define κ : R2 → Z2
by
κ(x′) = k′ ⇐⇒ x′ ∈ Y ′k′,1 . (2.4)
Remark that κ is well defined up to a set of zero measure in R2 (the set ∪k′∈Z2∂Y ′k′,1). Moreover, for every ε > 0,
we have
κ
(
x′
ε
)
= k′ ⇐⇒ x′ ∈ Y ′k′,ε .
We denote by Oε a generic real sequence which tends to zero with ε and can change from line to line. We
denote by C a generic constant which can change from line to line.
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The problem. In Ωε we consider the stationary flow of an incompressible micropolar fluid, which is governed
by the following linearized micropolar system formulated in a non-dimensional form
−div(Duε) +∇pε = 2N2rotwε + fε in Ωε,
div uε = 0 in Ωε,
−RMdiv(Dwε) + 4N2wε = 2N2rotuε + gε in Ωε,
(2.5)
with homogeneous boundary conditions (it does not alter the generality of the problem under consideration),
uε = wε = 0 on ∂Ωε . (2.6)
In system (2.5), the velocity uε, the pressure pε and the microrotation wε are unknown. Dimensionless (non-
Newtonian) parameter N2 characterizes the coupling between the equations for the velocity and microrotation
and it is of order O(1), in fact N2 lies between zero and one. The second dimensionless parameter, denoted
by RM is, in fact, related to the characteristic length of the microrotation effects and is compared with small
parameter ηε by assuming that RM = O(η2ε ), namely
RM = η
2
εRc with Rc = O(1) . (2.7)
This case is the situation that is commonly introduced to study the micropolar fluid because the third equation
of (2.5) shows a strong coupling between velocity and microrotation in the limit (see [7] and [9]).
Under assumptions that fε, gε ∈ L2(Ωε)3, it is well known that problem (2.5)-(2.6) has a unique weak solution
(uε, wε, pε) ∈ H10 (Ωε)3×H10 (Ωε)3×L20(Ωε) (see [20]), where the space L20(Ωε) is the space of functions of L2(Ωε)
with null integral.
Our aim is to study the asymptotic behavior of uε, wε and pε when ε and ηε tend to zero and identify
homogenized models coupling the effects of the thickness of the domain and the roughness of the boundary. For
this purpose, as usual when we deal with thin domains, we use the dilatation in the variable x3 given by
y3 =
x3
ηε
, (2.8)
in order to have the functions defined in the open set with fixed height Ω˜ε with oscillating boundary Σ˜ε.
Namely, we define u˜ε, w˜ε ∈ H10 (Ω˜ε)3 and p˜ε ∈ L20(Ω˜ε) by
u˜ε(x
′, y3) = uε(x
′, ηεy3), w˜ε(x
′, y3) = wε(x
′, ηεy3), p˜ε(x
′, y3) = pε(x
′, ηεy3), a.e. (x
′, y3) ∈ Ω˜ε . (2.9)
Let us introduce some notation which will be useful in the following. For a vectorial function v = (v′, v3) and a
scalar function w, we introduce the operators Dηε , ∇ηε and rotηε by
(Dηεv)ij = ∂xjvi for i = 1, 2, 3, j = 1, 2, (Dηε)i,3 =
1
ηε
∂y3vi for i = 1, 2, 3,
∇ηεw = (∇x′w, 1ηε ∂y3w)t, divηεv = divx′v′ + 1ηε ∂y3v3,
rotηεv =
(
rotx′v3 +
1
ηε
roty3v
′,Rotx′v
′
)t
,
where, denoting (v′)⊥ = (−v2, v1)t, we define
rotx′v3 = (∂x2v3,−∂x1v3)t, roty3v′ = ∂y3(v′)⊥, Rotx′v′ = ∂x1v2 − ∂x2v1. (2.10)
Using the transformation (2.8), the rescaled system (2.5)-(2.6) can be rewritten as
−divηε(Dηε u˜ε) +∇ηε p˜ε = 2N2rotηε w˜ε + f˜ε in Ω˜ε,
divηε u˜ε = 0 in Ω˜ε,
−η2εRcdivηε(Dηεw˜ε) + 4N2w˜ε = 2N2rotηε u˜ε + g˜ε in Ω˜ε ,
(2.11)
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with homogeneous boundary conditions
u˜ε = w˜ε = 0 on ∂Ω˜ε , (2.12)
where f˜ε and g˜ε are defined similarly as in (2.9).
Our goal then is to describe the asymptotic behavior of this new sequences u˜ε, w˜ε and p˜ε when ε and ηε tend
to zero. To do this, we need to obtain appropriate estimates, so it is usual to consider for fε and gε the following
estimates
‖fε‖L2(Ωε)3 ≤ Cη
1
2
ε , ‖gε‖L2(Ωε)3 ≤ Cη
3
2
ε . (2.13)
For example, assuming f, g ∈ L2(Ω), we can consider as external forces satisfying (2.13) the following ones
fε(x) = f
(
x′,
x3
ηε
)
, gε(x) = ηεg
(
x′,
x3
ηε
)
a.e. x ∈ Ωε.
We point out that due to the thickness of the domain, it is usual to assume that the vertical components
of the external forces can be neglected and, moreover the forces can be considered independent of the vertical
variable. Thus, for sake of simplicity, along the paper, assuming f ′, g′ ∈ L2(ω)2, we will consider the following
assumptions:
(i) If ηε ≈ ε, with ηε/ε→ λ, 0 < λ < +∞, or ηε ≪ ε, then
fε(x) = (f
′(x′), 0), gε = (ηεg
′(x′), 0), a.e. x ∈ Ωε. (2.14)
(ii) If ηε ≫ ε, then
fε(x) = (f
′(x′), 0), gε = (εg
′(x′), 0), a.e. x ∈ Ωε. (2.15)
We observe that in this case f˜ε = fε and g˜ε = gε and that in (i) the external forces satisfy (2.13). However,
in the case (ii), due to the high oscillations of the boundary, to obtain appropriate estimates it is necessary to
assume that gε satisfies a more precise estimate, that is ‖gε‖L2(Ωε)3 ≤ Cεη
1
2
ε (see proof of Lemma 3.3 for more
details).
Weak variational formulations. We finish this section by giving the equivalent weak variational formulation
of system (2.5)-(2.6) and the rescaled system (2.11)-(2.12), which will be useful in next sections.
For problem (2.5)-(2.6), the weak variational formulation is to find uε, wε ∈ H10 (Ωε)3 and pε ∈ L20(Ωε) such
that 
∫
Ωε
Duε : Dϕdx−
∫
Ωε
pε divϕdx = 2N
2
∫
Ωε
rotwε · ϕdx+
∫
Ωε
fε · ϕdx,
η2εRc
∫
Ωε
Dwε : Dψ dx+ 4N
2
∫
Ωε
wε · ψ dx = 2N2
∫
Ωε
rotuε · ψ dx+
∫
Ωε
gε · ψ dx ,
(2.16)
for every ϕ, ψ ∈ H10 (Ωε)3, and the equivalent weak variational formulation for the rescaled system (2.11)-(2.12)
is to find u˜ε, w˜ε ∈ H10 (Ω˜ε)3 and p˜ε ∈ L20(Ω˜ε) such that

∫
Ω˜ε
Dηε u˜ε : Dηεϕdx
′dy3 −
∫
Ω˜ε
p˜ε divηεϕdx
′dy3 = 2N
2
∫
Ω˜ε
rotηε w˜ε · ϕdx′dy3 +
∫
Ω˜ε
f˜ε · ϕdx′dy3 ,
η2εRc
∫
Ω˜ε
Dηε w˜ε : Dηεψ dx
′dy3 + 4N
2
∫
Ω˜ε
w˜ε · ψ dx′dy3 = 2N2
∫
Ω˜ε
rotηε u˜ε · ψ dx′dy3 +
∫
Ω˜ε
g˜ε · ψ dx′dy3 ,
(2.17)
for every ϕ, ψ ∈ H10 (Ω˜ε)3.
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3 A priori estimates
First, we recall the Poincare´ inequality in a domain with thickness ηε (see [23]).
Lemma 3.1. For every v ∈ H10 (Ωε)3, the following inequality holds
‖v‖L2(Ωε)3 ≤ c2ηε‖Dv‖L2(Ωε)3×3 , (3.18)
where c2 > 0 is independent of v, ε and ηε.
Next, we give the following results relating the derivative and the rotational.
Lemma 3.2. For v ∈ H10 (Ωε)3, the following inequality holds
‖rotv‖L2(Ωε)3 ≤ ‖Dv‖L2(Ωε)3×3 , (3.19)
and, if moreover, div v = 0 in Ωε, then it holds
‖rotv‖L2(Ωε)3 = ‖Dv‖L2(Ωε)3×3 . (3.20)
Proof. By using relation −∆v = rot (rot v)−∇ divϕ, it can be proved (see [18]) that∫
Ωε
|Dv|2dx =
∫
Ωε
|rot v|2dx+
∫
Ωε
|div v|2dx, ∀ v ∈ H10 (Ωε)3.
Then, (3.19) easily holds, and (3.20) is a consequence of the free divergence condition.

We start by obtaining some a priori estimates for uε, wε, u˜ε and w˜ε.
Lemma 3.3. There exists a constant C independent of ε, such that the solution (uε, wε) of problem (2.5)-(2.6)
and the corresponding rescaled solution (u˜ε, w˜ε) of the problem (2.11)-(2.12) satisfy
‖uε‖L2(Ωε)3 ≤ Cη
5
2
ε , ‖Duε‖L2(Ωε)3×3 ≤ Cη
3
2
ε , (3.21)
‖wε‖L2(Ωε)3 ≤ Cη
3
2
ε , ‖Dwε‖L2(Ωε)3×3 ≤ Cη
1
2
ε , (3.22)
‖u˜ε‖L2(Ω˜ε)3 ≤ Cη2ε , ‖Dηε u˜ε‖L2(Ω˜ε)3×3 ≤ Cηε , (3.23)
‖w˜ε‖L2(Ω˜ε)3 ≤ Cηε, ‖Dηεw˜ε‖L2(Ω˜ε)3×3 ≤ C . (3.24)
Moreover, in the case ηε ≫ ε, defining the restriction functions u+ε := uε|Ω+ε , w+ε := wε|Ω+ε , u˜+ε := u˜ε|Ω˜+ε and
w˜+ε := w˜ε|Ω˜+ε , we also have the following estimates
‖u+ε ‖L2(Ω+ε )3 ≤ η
1
2
ε ε2, ‖Du+ε ‖L2(Ω+ε )3×3 ≤ η
1
2
ε ε, (3.25)
‖w+ε ‖L2(Ω+ε )3 ≤ η
−
3
2
ε ε3, ‖Dw+ε ‖L2(Ω+ε )3×3 ≤ η
−
3
2
ε ε
2, (3.26)
‖u˜+ε ‖L2(Ω˜+ε )3 ≤ ε2, ‖Dηε u˜
+
ε ‖L2(Ω˜+ε )3×3 ≤ ε, (3.27)
‖w˜+ε ‖L2(Ω˜+ε )3 ≤ η−2ε ε3, ‖Dηεw˜+ε ‖L2(Ω˜+ε )3×3 ≤ η−2ε ε2. (3.28)
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Proof. For every cases, taking ϕ = uε as test function in the first equation of (2.16), taking into account∫
Ωε
rotwε · uε dx =
∫
Ωε
rotuε · wε dx, applying Cauchy-Schwarz’s inequality and from (2.14), (2.15), (3.18) and
(3.20), we have
‖Duε‖L2(Ωε)3×3 = 2N2
∫
Ωε
rotwε · uε dx+
∫
Ωε
fε · uε dx
= 2N2
∫
Ωε
wε · rotuε dx+
∫
Ωε
f ′(x′) · u′ε dx (3.29)
≤ 2N2‖wε‖L2(Ωε)3‖Duε‖L2(Ωε)3×3 + η
3
2
ε c2‖f ′‖L2(ω)2‖Duε‖L2(Ωε)3×3 ,
which implies
η
− 3
2
ε ‖Duε‖L2(Ωε)3×3 ≤ η
− 3
2
ε 2N
2‖wε‖L2(Ωε)3 + c2‖f ′‖L2(ω)2 . (3.30)
In the cases ηε ≈ ε and ηε ≪ ε, taking ψ = wε as test function in the second equation of (2.16), applying
Cauchy-Schwarz’s inequality and taking into account (2.14), we have
η2εRc‖Dwε‖2L2(Ωε)3×3 + 4N2‖wε‖2L2(Ωε)3
= 2N2
∫
Ωε
rotuε · wε dx + ηε
∫
Ωε
g′(x′) · w′ε dx
≤ 2N2‖wε‖L2(Ωε)3‖Duε‖L2(Ωε)3×3 + η
3
2
ε ‖g′‖L2(ω)2‖wε‖L2(Ωε)3 ,
(3.31)
which implies
η
− 3
2
ε 2N
2‖wε‖L2(Ωε)3 ≤ η
− 3
2
ε N
2‖Duε‖L2(Ωε)3×3 +
1
2
‖g′‖L2(ω)2 . (3.32)
In the case ηε ≫ ε, proceeding as above by taking into account (2.15), and using that in this case
εη
1
2
ε ‖g′‖L2(ω)2‖wε‖L2(Ωε)3 ≤ η
3
2
ε ‖g′‖L2(ω)2‖wε‖L2(Ωε)3 ,
then estimate (3.32) also holds.
Then, from (3.30) and (3.32), we conclude for every cases that
η
− 3
2
ε ‖Duε‖L2(Ωε)3×3 ≤
c2
1−N2 ‖f
′‖L2(ω)2 + 1
2(1−N2)‖g
′‖L2(ω)2 ,
which gives the second estimate in (3.21). This together with (3.18) gives the first one. Moreover, by means of
the dilatation (2.8), we get (3.23).
To get the second estimate in (3.22), we use
∫
Ωε
rotuε ·wε dx =
∫
Ωε
rotwε · uε dx in (3.31), (3.18) and (3.19),
and proceeding as above we obtain in every cases
η2εRc‖Dwε‖2L2(Ωε)3×3 + 4N2‖wε‖2L2(Ωε)3
≤ 2N2‖uε‖L2(Ωε)3‖Dwε‖L2(Ωε)3×3 + η
5
2
ε ‖g′‖L2(ω)2‖Dwε‖L2(Ωε)3×3 ,
(3.33)
which, by using the estimate of uε given in (3.21), provides
η2εRc‖Dwε‖L2(Ωε)3×3 ≤ 2N2η
5
2
ε C + η
5
2
ε c2‖g′‖L2(ω)2 .
This implies (3.22), and by means of the dilatation, we get (3.24).
Finally, in the case ηε ≫ ε, estimates (3.25)-(3.26) in Ω+ε are obtained similarly as above by using the following
Poincare´’s inequality in Ω+ε ,
‖v‖L2(Ω+ε )3 ≤ Cε‖Dv‖L2(Ω+ε )3×3 , ∀v ∈ H10 (Ω+ε )3. (3.34)
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This estimate is obtained by using the fact that in the case ηε ≫ ε, in Ω+ε we can find the boundary with
homogeneous boundary condition at distance ε integrating along the horizontal variable x′.
Thus, taking u+ε as test function in the first equation of (2.16) and using (3.34), we get
‖Du+ε ‖L2(Ω+ε )3×3 ≤ 2N2‖w+ε ‖L2(Ω+ε )3‖Du+ε ‖L2(Ω+ε )3×3 + εη
1
2
ε c2‖f ′‖L2(ω)2‖Du+ε ‖L2(Ω+ε )3×3 ,
and then
ε−1η
− 1
2
ε ‖Du+ε ‖L2(Ω+ε )3×3 ≤ ε−1η
− 1
2
ε 2N
2‖w+ε ‖L2(Ω+ε )3 + c2‖f ′‖L2(ω)2 . (3.35)
Next, we obtain
η2εRc‖Dw+ε ‖2L2(Ω+ε )3×3 + 4N
2‖w+ε ‖2L2(Ω+ε )3
≤ 2N2‖w+ε ‖L2(Ω+ε )3‖Du+ε ‖L2(Ω+ε )3×3 + εη
1
2
ε ‖g′‖L2(ω)2‖w+ε ‖L2(Ω+ε )3 ,
and then
ε−1η
− 1
2
ε 2N
2‖w+ε ‖L2(Ω+ε )3 ≤ ε−1η
− 1
2
ε N
2‖Du+ε ‖L2(Ω+ε )3×3 +
1
2
‖g′‖L2(ω)2 .
From the above estimates, we get the second estimate in (3.25) and by (3.34), the first one. By means of the
dilatation we deduce (3.27).
Finally, by applying (3.34), we have
η2εRc‖Dw+ε ‖2L2(Ω+ε )3×3 + 4N
2‖w+ε ‖2L2(Ω+ε )3
≤ 2N2‖u+ε ‖L2(Ω+ε )3‖Dw+ε ‖L2(Ω+ε )3×3 + ε2η
1
2
ε ‖g′‖L2(ω)2‖Dw+ε ‖L2(Ω+ε )3×3 ,
which, by using the estimate of u+ε given in (3.25), provides the second estimate in (3.26), and then the first one.
Moreover, by means of the dilatation we deduce (3.28) which ends the proof.

3.1 The extension of (u˜ε, w˜ε, p˜ε) to the whole domain Ω
The sequence of solutions (u˜ε, w˜ε, p˜ε) ∈ H10 (Ω˜ε)3×H10 (Ω˜ε)3×L20(Ω˜ε) is not defined in a fixed domain independent
of ε but rather in a varying set Ω˜ε. In order to pass to the limit if ε tends to zero, convergences in fixed Sobolev
spaces (defined in Ω) are used which requires first that (u˜ε, w˜ε, p˜ε) be extended to the whole domain Ω.
Therefore, we extend u˜ε and w˜ε by zero in Ω \ Ω˜ε (this is compatible with the homogeneous boundary
condition on ∂Ω˜ε), and denote the extensions by the same symbol. Obviously, estimates (3.21)-(3.24) remain
valid and the extension u˜ε is divergence free too.
Extending the pressure is a much more difficult task. A continuation of the pressure for a flow in a porous
media was introduced in [27]. This construction applies to periodic holes in a domain Ωε when each hole is
strictly contained into the periodic cell. In this context, we can not use directly this result because the “holes”
are along the boundary Σε of Ωε, and moreover the scale of the vertical direction is smaller than the scales of
the horizontal directions. This fact will induce several limitations in the results obtained by using the method,
especially in view of the convergence for the pressure. In this sense, for the case of Newtonian fluids, an operator
Rε generalizing the results of [27] to this context (extending the pressure from Ωε to Qε) was introduced in
[6] and [22], and later extended to the case of non-Newtonian (power law) fluids [2] by defining an extension
operator Rεp for every flow index p > 1.
Then, in order to extend the pressure to the whole domain Ω, the mapping Rε (defined in Lemma 4.6 in [2]
as Rε2) allows us to extend the pressure pε from Ωε to Qε by introducing Fε in H
−1(Qε)
3 as follows (brackets
are for duality products between H−1 and H10 )
〈Fε, ϕ〉Qε = 〈∇pε, Rε(ϕ)〉Ωε , for any ϕ ∈ H10 (Qε)3 . (3.36)
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We calcule the right hand side of (3.36) by using the first equation of (2.16) and we have
〈Fε, ϕ〉Qε = −
∫
Ωε
Duε : DR
ε(ϕ) dx + 2N2
∫
Ωε
rotwε ·Rε(ϕ) dx+
∫
Ωε
f ′(x′) ·Rε(ϕ)′ dx . (3.37)
Moreover, divϕ = 0 implies
〈Fε, ϕ〉Qε = 0 ,
and the DeRham theorem gives the existence of Pε in L
2
0(Qε) with Fε = ∇Pε.
Defining the rescaled extended pressure P˜ε ∈ L20(Ω) by
P˜ε(x
′, y3) = Pε(x
′, ηεy3), a.e. (x
′, y3) ∈ Ω,
we get for any ϕ˜ ∈ H10 (Ω)3 where ϕ˜(x′, y3) = ϕ(x′, ηεy3) that
〈∇ηε P˜ε, ϕ˜〉Ω = −
∫
Ω
P˜ε divηε ϕ˜ dx
′dy3 = −η−1ε
∫
Qε
Pε divϕdx = η
−1
ε 〈∇Pε, ϕ〉Qε .
Then, using the identification (3.37) of Fε, we get
〈∇ηε P˜ε, ϕ˜〉Ω = η−1ε
(
−
∫
Ωε
Duε : DR
ε(ϕ) dx + 2N2
∫
Ωε
rotwε · Rε(ϕ) dx +
∫
Ωε
f ′(x′) · Rε(ϕ)′ dx
)
,
and applying the change of variables (2.8), we obtain
〈∇ηε P˜ε, ϕ˜〉Ω = −
∫
Ω˜ε
Dηε u˜ε : DηεR˜
ε(ϕ˜) dx′dy3
+2N2
∫
Ω˜ε
rotηεw˜ε · R˜ε(ϕ˜) dx′dy3 +
∫
Ω˜ε
f(x′) · R˜ε(ϕ˜)′ dx′dy3 ,
(3.38)
where R˜ε(ϕ˜) = Rε(ϕ) for any ϕ ∈ H10 (Qε)3.
Now, we estimate the right-hand side of (3.38) to obtain the a priori estimate of the pressure P˜ε.
Lemma 3.4. There exists a constant C > 0 independent of ε, such that the extension P˜ε ∈ L20(Ω) of the pressure
p˜ε satisfies
‖P˜ε‖L2(Ω) ≤ C. (3.39)
Proof. From the proof of Lemma 4.7-(i) in [2], we have that R˜ε(ϕ˜) satisfies the following estimates
‖R˜ε(ϕ˜)‖
L2(Ω˜ε)3
≤ C (‖ϕ˜‖L2(Ω)3 + ε‖Dx′ϕ˜‖L2(Ω)3×2 + ‖∂y3ϕ˜‖L2(Ω)3) ,
‖Dx′R˜ε(ϕ˜)‖L2(Ω˜ε)3×2 ≤ C
(
1
ε
‖ϕ˜‖L2(Ω)3 + ‖Dx′ϕ˜‖L2(Ω)3×2 +
1
ε
‖∂y3ϕ˜‖L2(Ω)3
)
,
‖∂y3R˜ε(ϕ˜)‖L2(Ω˜ε)3 ≤ C
(‖ϕ˜‖L2(Ω)3 + ε‖Dx′ϕ˜‖L2(Ω)3×2 + ‖∂y3ϕ˜‖L2(Ω)3) .
(3.40)
Thus, in the cases ηε ≈ ε or ηε ≪ ε, we have
‖R˜ε(ϕ˜)‖
L2(Ω˜ε)3
≤ C‖ϕ˜‖H1
0
(Ω)3 , ‖DηεR˜ε(ϕ˜)‖L2(Ω˜ε)3×3 ≤
C
ηε
‖ϕ˜‖H1
0
(Ω)3 , (3.41)
and in the case ηε ≫ ε, we have
‖R˜ε(ϕ˜)‖
L2(Ω˜ε)3
≤ C‖ϕ˜‖H1
0
(Ω)3 , ‖DηεR˜ε(ϕ˜)‖L2(Ω˜ε)3×3 ≤
C
ε
‖ϕ˜‖H1
0
(Ω)3 . (3.42)
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In the cases ηε ≈ ε or ηε ≪ ε, by using estimates for Dηε u˜ε in (3.23), for Dηεwε in (3.24), f ′ ∈ L2(ω)2, estimate
(3.19) in Ω˜ε, and (3.41), we obtain∣∣∣∣∫
Ω˜ε
Dηε u˜ε : DηεR˜
ε(ϕ˜) dx′dy3
∣∣∣∣ ≤ Cηε‖DηεR˜ε(ϕ˜)‖L2(Ω˜ε)3×3 ≤ C‖ϕ˜‖H10(Ω)3 ,∣∣∣∣∫
Ω˜ε
rotηεwε · R˜ε(ϕ˜) dx′dy3
∣∣∣∣ ≤ ‖Dηεw˜ε‖L2(Ω˜ε)3×3‖R˜ε(ϕ˜)‖L2(Ω˜ε)3 ≤ C‖R˜ε(ϕ˜)‖L2(Ω˜ε)3 ≤ C‖ϕ˜‖H10 (Ω)3 ,∣∣∣∣∫
Ω˜ε
f ′ · R˜ε(ϕ˜) dx′dy3
∣∣∣∣ ≤ C‖R˜ε(ϕ˜)‖L2(Ω˜ε)3 ≤ C‖ϕ˜‖H10 (Ω)3 ,
(3.43)
which together with (3.38) gives ‖∇ηε P˜ε‖L2(Ω)3 ≤ C. By using the Nec˘as inequality there exists a representative
P˜ε ∈ L20(Ω) such that
‖P˜ε‖L2(Ω) ≤ C‖∇P˜ε‖H−1(Ω)3 ≤ C‖∇ηε P˜ε‖H−1(Ω)3 , (3.44)
which implies (3.39).
In the case ηε ≫ ε, due to the highly oscillating boundary, we proceed as the previous cases by considering
ϕ˜ ∈ H10 (Ω+)3, estimates (3.19), (3.27) and (3.28) in Ω˜+ε and (3.42), which gives∣∣∣∣∫
Ω˜ε
Dηε u˜
+
ε : DηεR˜
ε(ϕ˜) dx′dy3
∣∣∣∣ ≤ Cε‖DηεR˜ε(ϕ˜)‖L2(Ω˜+ε )3×3 ≤ C‖ϕ˜‖H10 (Ω+)3 ,∣∣∣∣∫
Ω˜ε
rotηεw
+
ε · R˜ε(ϕ˜) dx′dy3
∣∣∣∣ ≤ ‖Dηεw˜+ε ‖L2(Ω˜+ε )3×3‖R˜ε(ϕ˜)‖L2(Ω˜+ε )3 ≤ Cε2η−2ε ‖R˜ε(ϕ˜)‖L2(Ω˜+ε )3 ≤ C‖ϕ˜‖H10(Ω+)3 ,∣∣∣∣∫
Ω˜ε
f ′ · R˜ε(ϕ˜) dx′dy3
∣∣∣∣ ≤ C‖R˜ε(ϕ˜)‖L2(Ω˜+ε )3 ≤ C‖ϕ˜‖H10 (Ω+)3 ,
and we deduce
‖∇ηε P˜ε‖H−1(Ω+)3 ≤ C.
Finally, reproducing previous computations by considering ϕ˜ ∈ H10 (Ω−)3, taking into account that R˜ε(ϕ˜) = ϕ˜
in Ω− and estimates (3.23) and (3.24) in Ω−, we deduce that ‖∇ηε P˜ε‖H−1(Ω−)3 ≤ C, which together with the
previous estimate, implies ‖∇ηε P˜ε‖H−1(Ω)3 ≤ C, and (3.39) follows from the Nec˘as inequality (3.44).

3.2 Adaptation of the unfolding method
The change of variables (2.8) does not provide the information we need about the behavior of u˜ε and w˜ε in the
microstructure associated to Ω˜ε. To solve this difficulty, we use an adaptation of the unfolding method (see [3],
[14], [15] for more details) introduced to this context in [2].
Let us recall that this adaptation of the unfolding method divides the domain Ω˜ε in cubes of lateral length
ε and vertical length h(y′), and the domain Ω in cubes of lateral length ε and vertical length hmax. Thus, given
u˜ε, w˜ε ∈ H10 (Ω˜ε)3 the solution of the rescaled system (2.11)-(2.12), we define uˆε, wˆε by
uˆε(x
′, y) = u˜ε
(
εκ
(
x′
ε
)
+ εy′, y3
)
, a.e. (x′, y) ∈ ω × Y, (3.45)
wˆε(x
′, y) = w˜ε
(
εκ
(
x′
ε
)
+ εy′, y3
)
, a.e. (x′, y) ∈ ω × Y, (3.46)
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and considering the extended pressure P˜ε ∈ L20(Ω), we define Pˆε by
Pˆε(x
′, y) = P˜ε
(
εκ
(
x′
ε
)
+ εy′, y3
)
, a.e. (x′, y) ∈ ω ×Π, (3.47)
where the function κ is defined by (2.4).
Remark 3.5. For k′ ∈ Tε, the restrictions of uˆε and wˆε to Y ′k′,ε × Y and Pˆε to Y ′k′,ε ×Π do not depend on x′,
whereas as a function of y it is obtained from (u˜ε, P˜ε) by using the change of variables
y′ =
x′ − εk′
ε
, (3.48)
which transforms Yk′,ε into Y and Q˜k′,ε into Π, respectively.
We are now in position to obtain estimates for the sequences (uˆε, wˆε, Pˆε).
Lemma 3.6. There exists a constant C > 0 independent of ε, such that uˆε, wˆε and Pˆε defined by (3.45), (3.46)
and (3.47) respectively, satisfy
‖uˆε‖L2(ω×Y )3 ≤ Cη2ε , ‖Dy′uˆε‖L2(ω×Y )3×3 ≤ Cεηε, ‖∂y3 uˆε‖L2(ω×Y )3 ≤ Cη2ε , (3.49)
‖wˆε‖L2(ω×Y )3 ≤ Cηε, ‖Dy′wˆε‖L2(ω×Y )3×3 ≤ Cε, ‖∂y3wˆε‖L2(ω×Y )3 ≤ Cηε, (3.50)
‖Pˆε‖L2(ω×Π)3 ≤ C. (3.51)
Proof. From the proof of Lemma 4.9 in [2] in the case p = 2, we have the following properties concerning
the estimates of a function ϕ˜ε ∈ H10 (Ω˜ε)3 and an extended function ψ˜ε ∈ L2(Ω) and the respective unfolding
functions ϕˆε and ψˆε,
‖ϕˆε‖L2(ω×Y )3 = ‖ϕ˜ε‖L2(Ω˜ε)3 , ‖Dy′ϕˆε‖L2(ω×Y )3×2 = ε‖Dx′ϕ˜ε‖L2(Ω˜ε)3×2 ,
‖ψˆε‖L2(ω×Π) = ‖ψ˜ε‖L2(Ω), ‖∂y3ϕˆε‖L2(ω×Y )3 = ‖∂y3ϕ˜ε‖L2(Ω˜ε)3 .
Thus, combining previous estimates of ϕˆε with estimates for u˜ε and w˜ε given in (3.23) and (3.24), we respectively
get (3.49) and (3.50). For the pressure, combining the previous estimate of ψˆε with (3.39) we get (3.51).

Weak variational formulation. To finish this section, we will give the variational formulation satisfied by
the functions (uˆε, wˆε, Pˆε), which will be useful in the following sections.
We consider ϕε(x
′, y3) = ϕ(x
′, x′/ε, y3) and ψε(x
′, y3) = ψ(x
′, x′/ε, y3) as test function in (2.17) where
ϕ(x′, y), ψ(x′, y) ∈ D′(ω;C∞# (Y )3), and taking into account the extension of the pressure, we have∫
Ω˜ε
∇ηε p˜ε · ϕε dx′dy3 =
∫
Ω
∇ηε P˜ε · ϕε dx′dy3 ,
and so 
∫
Ω˜ε
Dηε u˜ε : Dηεϕε dx
′dy3 −
∫
Ω
P˜ε divηεϕε dx
′dy3
= 2N2
∫
Ω˜ε
rotηεw˜ε · ϕε dx′dy3 +
∫
Ω˜ε
f ′ · ϕ′ε dx′dy3 ,
η2εRc
∫
Ω˜ε
Dηεw˜ε : Dηεψε dx
′dy3 + 4N
2
∫
Ω˜ε
w˜ε · ψε dx′dy3
= 2N2
∫
Ω˜ε
rotηε u˜ε · ψε dx′dy3 +
∫
Ω˜ε
g′ε · ψ′ε dx′dy3 ,
(3.52)
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where g′ε is given by (2.14) or (2.15) depending on the case.
Now, by the change of variables given in Remark 3.5 (see [2] for more details), we obtain
1
ε2
∫
ω×Y
Dy′ uˆ
′
ε : Dy′ϕ
′ dx′dy +
1
η2ε
∫
ω×Y
∂y3 uˆ
′
ε : ∂y3ϕ
′ dx′dy
−
∫
ω×Π
Pˆεdivx′ϕ
′ dx′dy − 1
ε
∫
ω×Π
Pˆεdivy′ϕ
′ dx′dy
=
2N2
ε
∫
ω×Y
roty′wˆε,3 · ϕ′ dx′dy + 2N
2
ηε
∫
ω×Y
roty3wˆ
′
ε · ϕ′ dx′dy +
∫
ω×Y
f ′ · ϕ′ dx′dy +Oε ,
1
ε2
∫
ω×Y
∇y′ uˆε,3 · ∇y′ϕ3 dx′dy + 1
η2ε
∫
ω×Y
∂y3 uˆε,3 · ∂y3ϕ3 dx′dy
− 1
ηε
∫
ω×Π
Pˆε∂y3ϕ3 dx
′dy =
2N2
ε
∫
ω×Y
Roty′wˆ
′
ε ϕ3 dx
′dy +Oε ,
(3.53)
and 
η2ε
ε2
Rc
∫
ω×Y
Dy′wˆ
′
ε : Dy′ψ
′ dx′dy +Rc
∫
ω×Y
∂y3wˆ
′
ε : ∂y3ψ
′ dx′dy + 4N2
∫
ω×Y
wˆ′ε · ψ′ dx′dy
=
2N2
ε
∫
ω×Y
roty′ uˆε,3 · ψ′ dx′dy + 2N
2
ηε
∫
ω×Y
roty3 uˆ
′
ε · ψ′ dx′dy +
∫
ω×Y
g′ε · ψ′ dx′dy +Oε ,
η2ε
ε2
Rc
∫
ω×Y
∇y′wˆε,3 · ∇y′ψ3 dx′dy +Rc
∫
ω×Y
∂y3wˆε,3 : ∂y3ψ3 dx
′dy
+4N2
∫
ω×Y
wˆε,3 · ψ3 dx′dy = 2N
2
ε
∫
ω×Y
Roty′ uˆ
′
ε ψ3 dx
′dy +Oε .
(3.54)
When ε tends to zero, we obtain for (uˆε, wˆε, Pˆε) different asymptotic behaviors, depending on the magnitude
of ηε with respect to ε. We will analyze them in the next sections.
4 Stokes roughness regime (0 < λ < +∞)
It corresponds to the critical case when the thickness of the domain is proportional to the wavelength of the
roughness, with λ the proportionality constant, that is ηε ≈ ε, with ηε/ε→ λ, 0 < λ < +∞.
Let us introduce some notation which will be useful along this section. For a vectorial function v = (v′, v3)
and a scalar function w, we introduce the operators Dλ, ∇λ, divλ and rotλ by
(Dλv)ij = λ
2∂xjvi for i = 1, 2, 3, j = 1, 2, (Dλv)i,3 = ∂y3vi for i = 1, 2, 3,
∆λv = λ
2∆y′v + ∂
2
y3
v, ∇λw = (λ∇y′w, ∂y3w)t,
divλv = λdivy′v
′ + ∂y3v3, rotλv = (λroty′v3 + roty3v
′, λRotλv
′) ,
where roty′ , roty3 and Roty′ are defined in (2.10). Next, we give some compactness results about the behavior
of the extended sequences (u˜ε, w˜ε, P˜ε) and the unfolding functions (uˆε, wˆε, Pˆε) satisfying the a priori estimates
given in Lemmas 3.3 and 3.4, and Lemma 3.6 respectively.
12
Francisco J. Sua´rez-Grau
Lemma 4.1. For a subsequence of ε still denote by ε, we have that
(i) (Velocity) there exist u˜ ∈ H1(0, hmax;L2(ω)3), with u˜ = 0 on y3 = {0, hmax} and u˜3 = 0, and uˆ ∈
L2(ω;H1#(Y ))
3 (“#” denotes Y ′-periodicity), with uˆ = 0 on y3 = {0, h(y′)} such that
∫
Y
uˆ(x′, y)dy =∫ hmax
0 u˜(x
′, y3) dy3 with
∫
Y
uˆ3 dy = 0, and moreover
η−2ε u˜ε ⇀ (u˜
′, 0) in H1(0, hmax;L
2(ω)3), η−2ε uˆε ⇀ uˆ in L
2(ω;H1(Y )3), (4.55)
divx′
(∫ hmax
0
u˜′(x′, y3) dy3
)
= 0 in ω,
(∫ hmax
0
u˜′(x′, y3) dy3
)
· n = 0 in ∂ω , (4.56)
divλuˆ = 0 in ω × Y, divx′
(∫
Y
uˆ′(x′, y) dy
)
= 0 in ω,
(∫
Y
uˆ′(x′, y) dy
)
· n = 0 in ∂ω , (4.57)
(ii) (Microrotation) there exist w˜ ∈ H1(0, hmax;L2(ω)3), with w˜ = 0 on y3 = {0, hmax} and w˜3 = 0, and
wˆ ∈ L2(ω;H1#(Y ))3, with wˆ = 0 on y3 = {0, h(y′)} such that
∫
Y
wˆ(x′, y)dy =
∫ hmax
0
w˜(x′, y3) dy3 with∫
Y
wˆ3 dy = 0, and moreover
η−1ε w˜ε ⇀ (w˜
′, 0) in H1(0, hmax;L
2(ω)3), η−1ε wˆε ⇀ wˆ in L
2(ω;H1(Y )3), (4.58)
(iii) (Pressure) there exists a function P˜ ∈ L20(Ω), independent of y3, such that
P˜ε → P˜ in L2(Ω), Pˆε → P˜ in L2(ω ×Π). (4.59)
Proof. We start proving (i). We will only give some remarks and, for more details, we refer the reader to
Lemmas 5.2-i) and 5.4-i) in [2].
We start with the extension u˜ε. Estimates (3.23) imply the existence of u˜ ∈ H1(0, hmax;L2(ω)3) such that
convergence (4.55)1 holds, and the continuity of the trace applications from the space of u˜ such that ‖u˜‖L2 and
‖∂y3 u˜‖L2 are bounded to L2(Σ) and to L2(ω × {0}) implies u˜ = 0 on Σ and ω × {0}. Next, from the free diver-
gence condition divηε u˜ε = 0, it can be deduced that u˜3 is independent of y3, which together with the boundary
conditions satisfied by u˜3 on y3 = {0, hmax} implies that u˜3 = 0. Finally, from the free divergence condition and
the convergence (4.55)1 of u˜ε, it is straightforward the corresponding free divergence condition in a thin domain
given in (4.56).
Concerning uˆε, estimates given in (3.49) imply the existence of uˆ ∈ L2(ω;H1(Y )3) such that convergence
(4.55)2 holds. It can be proved the Y
′-periodicity of uˆ, and applying the change of variables (3.48) to the free
divergence condition divηε u˜ε = 0, passing to the limit and taking into account that ηε/ε→ λ, we get divergence
condition divλuˆ = 0 given in (4.57). Finally, it can be proved that
∫
Y
uˆ(x′, y) dy =
∫ hmax
0
u˜(x′, y3) dy3 which
together with u˜3 = 0 implies
∫ hmax
0 u˜3(x
′, y3) dy3 = 0, and together with property (4.56) implies the divergence
condition divx′
∫
Y
uˆ′(x′, y)dy = 0 given in (4.57).
We continue proving (ii). From estimates (3.24), the first convergence of (4.58) and that w˜ = 0 on y3 =
{0, hmax} straighfordward. It remains to prove that w˜3 = 0. To do this, we consider as test function ψε(x′, y3) =
(0, 0, η−1ε ψ3) in the variational formulation (3.52) extended to Ω, and we get
ηεRc
∫
Ω
∇x′w˜ε,3 · ∇x′ψ3 dx′dy3 + η−1ε Rc
∫
Ω
∂y3w˜ε,3 ∂y3ψ3 dx
′dy3 + 4N
2η−1ε
∫
Ω
w˜ε,3ψ3 dx
′dy3
= η−1ε
∫
Ω
Rotx′ u˜
′
ε ψ3 dx
′dy3 .
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Passing to the limit by using concergences of u˜ε and w˜ε given in (4.55) and (4.58), we get
Rc
∫
Ω
∂y3w˜3 ∂y3ψ3 dx
′dy3 + 4N
2
∫
Ω
w˜3 ψ3 dx
′dy3 = 0 ,
and taking into account that w˜3 = 0 on y3 = {0, hmax}, it is easily deduced that w˜3 = 0 a.e. in Ω.
The proofs of the convergence of wˆε and identity
∫
Y
uˆ dy =
∫ hmax
0
w˜ dy3 are similar to the ones of uˆε just
taking into account estimate (3.50).
We finish the proof with (iii). Estimate (3.51) implies, up to a subsequence, the existence of P˜ ∈ L20(Ω) such
that
P˜ε ⇀ P˜ in L
2(Ω). (4.60)
Also, from ‖∇ηε P˜ε‖L2(Ω)3 ≤ C, by noting that ∂y3P˜ε/ηε also converges weakly in H−1(Ω), we obtain ∂y3 P˜ = 0
and so P˜ is independent of y3.
Next, following [27], we prove that the convergence of the pressure is in fact strong. As u˜3 = 0, let σε =
(σ′ε, 0) ∈ H10 (Ω)3 be such that
σε ⇀ σ in H
1
0 (Ω)
3. (4.61)
Then, we have∣∣∣< ∇ηε P˜ε, σε >Ω − < ∇x′P˜ , σ >Ω∣∣∣ ≤ ∣∣∣< ∇ηε P˜ε, σε − σ >Ω∣∣∣+ ∣∣∣< ∇ηε P˜ε −∇x′ P˜ , σ >Ω∣∣∣ .
On the one hand, using convergence (4.60), we have∣∣∣< ∇ηε P˜ε −∇x′P˜ , σ >Ω∣∣∣ = ∣∣∣∣∫
Ω
(
P˜ε − P˜
)
divx′σ
′ dx
∣∣∣∣→ 0, as ε→ 0 .
On the other hand, we have from (3.38) and (3.40) that∣∣∣< ∇ηε P˜ε, σε − σ >Ω∣∣∣ = ∣∣∣< ∇x′ P˜ε, R˜ε(σ′ε − σ′) >Ω˜ε ∣∣∣
≤ Cηε
(
1
ε
‖σ′ε − σ′‖L2(Ω)2 + ‖Dx′σ′ε −Dx′σ′‖L2(Ω)2×2 +
1
ε
‖∂y3σ′ε − ∂y3σ′‖L2(Ω)2
)
+C
(‖σ′ε − σ′‖L2(Ω)2 + ε‖Dx′σ′ε −Dx′σ′‖L2(Ω)2×2 + ‖∂y3σ′ε − ∂y3σ′‖L2(Ω)2)
≤ C (‖σ′ε − σ′‖L2(Ω)2 + ε‖Dx′σ′ε −Dx′σ′‖L2(Ω)2×2 + ‖∂y3σ′ε − ∂y3σ′‖L2(Ω)2)→ 0 as ε→ 0,
by virtue of (4.61) and the Rellich theorem. This implies that ∇ηε P˜ε → ∇x′P˜ strongly in H−1(Ω)3, which
together with (3.44), implies the strong convergence of the pressure P˜ε given in (4.59). Finally, from Proposition
2.9 in [15], it holds that the convergence of the pressure Pˆε to P˜ is also strong, which proves the second strong
convergence given in (4.59).

Unsing previous convergences, in the following theorem we give the homogenized system satisfied by (uˆ, wˆ, P˜ ).
Theorem 4.2. In the case ηε ≈ ε, with ηε/ε → λ, 0 < λ < +∞, then (η−2ε uˆε, η−1ε wˆε) converges weakly
to (uˆ, wˆ) in L2(ω;H1(Y )3) × L2(ω;H1(Y )3) and Pˆε converges strongly to P˜ in L20(ω), where (uˆ, wˆ, P˜ ) ∈
L2(ω;H1#(Y )
3) × L2(ω;H1#(Y )3) × (L20(ω) ∩ H1(ω)), with
∫
Y
uˆ3 dy =
∫
Y
wˆ3 dy = 0, is the unique solution
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of the following homogenized system
−∆λuˆ+∇λqˆ = 2N2rotλwˆ + f ′(x′)−∇x′ P˜ (x′) in ω × Y,
divλuˆ = 0 in ω × Y,
−Rc∆λwˆ + 4N2wˆ = 2N2rotλuˆ+ g′(x′) in ω × Y,
uˆ = 0 on y3 = {0, h(y′)},
divx′
(∫
Y
uˆ′(x′, y) dy
)
= 0 in ω,(∫
Y
uˆ′(x′, y) dy
)
· n = 0 on ∂ω,
uˆ(x′, y), wˆ(x′, y), qˆ(x′, y) Y ′ − periodic.
(4.62)
Proof. For every ϕ ∈ D(ω;C∞# (Y )3) with divλϕ = 0 in ω × Y and divx′(
∫
Y
ϕ′ dy) = 0 in ω, we choose
ϕε = (λ(ε/ηε)ϕ
′, ϕ3) in (3.53).
Taking into account that thanks to divλϕ = 0 in ω × Y , we have that
1
ηε
∫
ω×Π
Pˆε(λdivy′ϕ
′ + ∂y3ϕ3) dx
′dy = 0 .
Thus, passing to the limit using the convergences (4.55) and (4.58), and taking into account that λ(ε/ηε) → 1,
we obtain ∫
ω×Y
Dλuˆ : Dyϕˆ dx
′dy −
∫
ω×Π
P˜ divx′ϕ
′ dx′dy
= 2N2
∫
ω×Y
(λroty′wˆ3 · ϕ′ + roty3wˆ′ · ϕ′ + λroty′wˆ′ ϕ3) dx′dy +
∫
ω×Y
f ′ · ϕ′ dx′dy .
(4.63)
Since P˜ does not depend on y and divx′
∫
Y
ϕ′ dy = 0 in ω, we have that∫
ω×Y
P˜ divx′ϕ
′ dx′dy =
∫
ω
P˜ divx′
(∫
Y
ϕ′ dy
)
dx′ = 0,
so we get ∫
ω×Y
Dλuˆ : Dyϕdx
′dy = 2N2
∫
ω×Y
rotλwˆ · ϕdx′dy +
∫
ω×Y
f ′ · ϕ′ dx′dy . (4.64)
Next, for every ψ ∈ D(ω;C∞# (Y )3), we choose ψε = η−1ε ψ in (3.54). Then, passing to the limit using
convergences (4.55) and (4.58), we get∫
ω×Y
Dλwˆ : Dyψ dx
′dy + 4N2
∫
ω×Y
wˆ · ψ dx′dy = 2N2
∫
ω×Y
rotλuˆ · ψ dx′dy +
∫
ω×Y
g′ · ψ′ dx′dy . (4.65)
By density (4.64) holds for every function ϕ in the Hilbert space V defined by
V =

ϕ(x′, y) ∈ L2(ω;H1#(Y )3), such that divλϕ(x′, y) = 0 in ω × Y,
divx′
(∫
Y
ϕ(x′, y) dy
)
= 0 in ω,
(∫
Y
ϕ(x′, y) dy
)
· n = 0 on ∂ω
 , (4.66)
and (4.65) in L2(ω;H1#(Y )
3).
From Theorem 2.4.2 in [20], the variational formulation (4.64)-(4.65) admits a unique solution (uˆ, wˆ) in
V × L2(ω;H1#(Y )3).
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From Lemma 2.4.1 in [20] (see also [1]), the orthogonal of V with respect to the usual scalar product in
L2(ω×Y ) is made of gradients of the form∇x′q(x′)+∇λqˆ(x′, y), with q(x′) ∈ L20(ω) and qˆ(x′, y) ∈ L2(ω;H1#(Y )).
Therefore, by integration by parts, the variational formulations (4.64), (4.65) are equivalent to the homogenized
system (4.62). It remains to prove that the pressure P˜ (x′), arising as a Lagrange multiplier of the incompress-
ibility constraint divx′(
∫
Y
uˆ(x′, y)dy) = 0, is the same as the limit of the pressure Pˆε. This can be easily done
by considering in equation (3.53) a test function with divλ equal to zero, and obtain the variational formulation
(4.63). Since 2N2rotλwˆ + f
′ ∈ L2(ω × Y )3 and Y is smooth enough, we deduce that P˜ ∈ H1(ω).
Finally, since from Lemma 2.4.1 in [20] we have that (4.62) admits a unique solution, and then the complete
sequence (η2ε uˆε, η
−1
ε wˆε, Pˆε) converges to the solution (uˆ(x
′, y), wˆ(x′, y), P˜ (x′)).

Let us define the local problems which are useful to eliminate the variable y of the previous homogenized
problem and then obtain a Reynolds equation for the pressure P˜ .
For every i, k = 1, 2 and 0 < λ < +∞ we consider the following local micropolar problems in 3D by
−∆λui,k +∇λπi,k − 2N2rotλwi,k = eiδ1k in Y,
divλu
i,k = 0 in Y,
−Rc∆λwi,k + 4N2wi,k − 2N2rotλui,k = eiδ2k in Y,
ui,k = wi,k = 0 on y3 = {0, h(y′)},∫
Y
ui,k3 (y)dy =
∫
Y
wi,k3 (y)dy = 0
ui,k(y), wi,k(y), πi,k(y) Y ′ − periodic.
(4.67)
It is known (see Lemma 2.5.1 in [20]) that there exist a unique solution (ui,k, wi,k, πi,k) ∈ H1#(Y )3 ×H1#(Y )3 ×
L20(Y ) of problem (4.67), and moreover π
i,k ∈ H1(Y ).
We give the main result concerning the homogenized flow.
Theorem 4.3. Let (uˆ, wˆ, P˜ ) ∈ L2(ω;H1#(Y )3)×L2(ω;H1#(Y )3)× (L20(ω) ∩H1(ω)) be the unique weak solution
of problem (4.62). Then, the extensions (η−2ε u˜ε, η
−1
ε w˜ε) and P˜ε of the solution of problem (2.11)-(2.12) converge
weakly to (u˜, w˜) in H1(ω, hmax;L
2(ω)3) × H1(ω, hmax;L2(ω)3) and strongly to P˜ in L20(ω) respectively, with
u˜3 = w˜3 = 0. Moreover, defining U˜(x
′) =
∫ hmax
0
u˜(x′, y3) dy3 and W˜ (x
′) =
∫ hmax
0
w˜(x′, y3) dy3, it holds
U˜ ′(x′) = K
(1)
λ
(
f ′(x′)−∇x′P˜ (x′)
)
+K
(2)
λ g(x
′), U˜3(x
′) = 0 in ω,
W˜ ′(x′) = L
(1)
λ
(
f ′(x′)−∇x′P˜ (x′)
)
+ L
(2)
λ g(x
′), W˜3(x
′) = 0 in ω,
(4.68)
where K
(k)
λ , L
(k)
λ ∈ R2×2, k = 1, 2, are matrices with coefficients(
K(k)
)
ij
=
∫
Y
ui,kj (y) dy,
(
L(k)
)
ij
=
∫
Y
wi,kj (y) dy, i, j = 1, 2,
where ui,k, wi,k are the solutions of the local micropolar problems defined in (4.67).
Here, P˜ ∈ H1(ω) ∩ L20(ω) is the unique solution of the Reynolds problem
divx′
(
−Aλ∇x′ P˜ (x′) + bλ(x′)
)
= 0 in ω,(
−Aλ∇x′P˜ (x′) + bλ(x′)
)
· n = 0 in ∂ω,
(4.69)
where the flow factors are given by Aλ = K
(1)
λ and bλ(x
′) = K
(1)
λ f
′(x′) +K
(2)
λ g
′(x′).
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Proof. We eliminate the microscopic variable y in the effective problem (4.62). To do that, we consider the
following identification
uˆ(x′, y) =
2∑
i=1
[(
fi(x
′)− ∂xiP˜ (x′)
)
ui,1(y) + gi(x
′)ui,2(y)
]
,
wˆ(x′, y) =
2∑
i=1
[(
fi(x
′)− ∂xiP˜ (x′)
)
wi,1(y) + gi(x
′)wi,2(y)
]
,
qˆ(x′, y) =
2∑
i=1
[(
fi(x
′)− ∂xiP˜ (x′)
)
πi,1(y) + gi(x
′)πi,2(y)
]
,
and thanks to the identities for the velocity
∫
Y
uˆ(x′, y) dy =
∫ hmax
0
u˜(x′, y3) dy3 with
∫
Y
uˆ3 dy = 0 and for
microrotation
∫
Y
wˆ(x′, y) dy =
∫ hmax
0
w˜(x′, y3) dy3 with
∫
Y
wˆ3 dy = 0 given in Lemma 4.1, we deduce that U˜ and
W˜ are given by (4.68).
Finally, the divergence condition with respect to the variable x′ given in (4.62) together with the expression
of U˜ ′(x′) gives (4.69).

5 Reynolds roughness regime (λ = 0)
It corresponds to the case when the wavelength of the roughness is much greater than the film thickness, i.e.
ηε ≪ ε which is equivalent to λ = 0.
Next, we give some compactness results about the behavior of the extended sequences (u˜ε, w˜ε, P˜ε) and the
unfolding functions (uˆε, wˆε, Pˆε) satisfying the a priori estimates given in Lemmas 3.3 and 3.4, and Lemma 3.6,
respectively.
Lemma 5.1. For a subsequence of ε still denoted by ε, there exist the following functions:
(i) (Velocity) there exist u˜ ∈ H1(0, hmax;L2(ω)3), with u˜ = 0 on y3 = {0, hmax} and u˜3 = 0, and uˆ ∈
L2(ω;H1#(Y ))
3 (“#” denotes Y ′-periodicity), with uˆ = 0 on y3 = {0, h(y′)} and uˆ3 independent of y3, such
that
∫
Y
uˆ(x′, y)dy =
∫ hmax
0 u˜(x
′, y3) dy3 with
∫
Y
uˆ3 dy = 0, and moreover
η−2ε u˜ε ⇀ (u˜
′, 0) in H1(0, hmax;L
2(ω)3), η−2ε uˆε ⇀ uˆ in L
2(ω;H1(Y )3), (5.70)
divx′
(∫ hmax
0
u˜′(x′, y3) dy3
)
= 0 in ω,
(∫ hmax
0
u˜′(x′, y3) dy3
)
· n = 0 in ∂ω , (5.71)
divy′ uˆ
′ = 0 in ω × Y, divx′
(∫
Y
uˆ′(x′, y) dy
)
= 0 in ω,
(∫
Y
uˆ′(x′, y) dy
)
· n = 0 in ∂ω , (5.72)
(ii) (Microrotation) there exist w˜ ∈ H1(0, hmax;L2(ω)3), with w˜ = 0 on y3 = {0, hmax} and w˜3 = 0, and
wˆ ∈ L2(ω;H1#(Y ))3, with wˆ = 0 on y3 = {0, h(y′)} and wˆ3 independent of y3, such that
∫
Y
wˆ(x′, y)dy =∫ hmax
0
w˜(x′, y3) dy3 with
∫
Y
wˆ3 dy = 0, and moreover
η−1ε w˜ε ⇀ (w˜
′, 0) in H1(0, hmax;L
2(ω)3), η−1ε wˆε ⇀ wˆ in L
2(ω;H1(Y )3), (5.73)
(iii) (Pressure) there exists P˜ ∈ L20(Ω) independent of y3, such that
P˜ε → P˜ in L2(Ω), Pˆε → P˜ in L2(ω ×Π). (5.74)
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Proof. The proof of (i) is similar to the critical case, but we have to take into account that applying the
change of variables (3.48) to the divergence condition divηε u˜ε, multiplying by η
−1
ε and passing to the limit, we
prove that uˆ3 is independent of y3. Thus, the divergence condition on y
′ given in (5.72) straightforward. For
more details, we refer the reader to Lemmas 5.2-i) and 5.4-ii) in [2].
The proofs of (ii) and (iii) are similar to the critical case, so we omit it.

Next, we give the homogenized system satisfied by (uˆ, wˆ, P˜ ).
Theorem 5.2. In the case ηε ≪ ε, then (η−2ε uˆε, η−1ε wˆε) converges weakly to (uˆ, wˆ) in L2(ω;H1(Y )3)×L2(ω;H1(Y )3)
and Pˆε converges strongly to P˜ in L
2
0(Ω), where (uˆ, wˆ, P˜ ) in L
2(ω;H1(Y )3)×L2(ω;H1(Y )3)× (L20(ω)∩H1(ω))
with wˆ3 = 0,
∫
Y
uˆ3 dy = 0 and uˆ3 independent of y3, is the unique solution of the following homogenized system
−∂2y3 uˆ′ +∇y′ qˆ = 2N2roty3wˆ′ + f ′(x′)−∇x′ P˜ (x′) in ω × Y,
divy′ uˆ
′ = 0 in ω × Y,
−Rc∂2y3wˆ′ + 4N2wˆ′ = 2N2roty3 uˆ′ + g′(x′) in ω × Y,
uˆ′ = 0 on y3 = {0, h(y′)},
divx′
(∫
Y
uˆ′(x′, y) dy
)
= 0 in ω,(∫
Y
uˆ′(x′, y) dy
)
· n = 0 on ∂ω,
uˆ(x′, y), wˆ(x′, y), qˆ(x′, y′) Y ′ − periodic.
(5.75)
Proof. For every ϕ ∈ D(ω;C∞# (Y )3) with ϕ3 independent of y3, divy′ϕ′ = 0 in ω×Y and divx′
∫
Y
ϕ′ dy = 0
in ω, we choose ϕε = (ϕ
′, ϕ3) in (3.53).
Taking into account that thanks to divy′ϕ
′ = 0 in ω × Y and ϕ3 independent of y3, we have that
1
ηε
∫
ω×Π
Pˆε divy′ϕ
′ dx′dy = 0 and
1
ηε
∫
ω×Π
Pˆε ∂y3ϕ3 dx
′dy = 0 .
Thus, passing to the limit using the convergences (5.70)-(5.74), and taking into account that ηε/ε→ 0, we obtain∫
ω×Y
∂y3 uˆ
′ : ∂y3ϕ
′ dx′dy −
∫
ω×Y
P˜ divx′ϕ
′ dx′dy = 2N2
∫
ω×Y
roty3wˆ
′ · ϕ′ dx′dy +
∫
ω×Y
f ′ · ϕ′ dx′dy ,
Since Pˆ does not depend on y and divx′
∫
Y
ϕ′ dy = 0 in ω, we have that∫
ω×Y
P˜ divx′ϕ
′ dx′dy =
∫
ω
P˜ divx′
(∫
Y
ϕ′ dy
)
dx′ = 0,
so we get ∫
ω×Y
∂y3 uˆ
′ : ∂y3ϕ
′ dx′dy = 2N2
∫
ω×Y
roty3wˆ
′ · ϕ′ dx′dy +
∫
ω×Y
f ′ · ϕ′ dx′dy . (5.76)
Next, for every ψ ∈ D(ω;C∞# (Y )3), we choose ψε = η−1ε ψ in (3.54). Then, passing to the limit using previous
convergences, we get
Rc
∫
ω×Y
∂y3wˆ
′ : ∂y3ψ
′ dx′dy + 4N2
∫
ω×Y
wˆ′ · ψ′ dx′dy = 2N2
∫
ω×Y
roty3 uˆ
′ · ψ′ dx′dy +
∫
ω×Y
g′ · ψ′ dx′dy.
(5.77)
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Finally, we can prove wˆ3 = 0. For this, we take as test function in (3.54) ψε = (0, η
−1
ε ψ3), and passing to the
limit as above, we get
Rc
∫
ω×Y
∂y3wˆ3 : ∂y3ψ3 dx
′dy + 4N2
∫
ω×Y
wˆ3 · ψ3 dx′dy = 0,
which is equivalent to the problem −Rc∂2y3wˆ3+2N2wˆ3 = 0. This together with the boundary conditions wˆ3 = 0
on y3 = {0, h(y′)} implies that wˆ3 = 0.
By density, and reasoning as in the proof of Theorem 4.62, problem (5.76)-(5.77) is equivalent to the ho-
mogenized system (5.75) (observe that the condition divy′ϕ
′ = 0 implies that qˆ does not depend on y3). Since
∂y3 uˆ
′ + 2N2roty3wˆ
′ + f ′ ∈ L2(ω × Y ), it can be easily proved that ∇x′ P˜ ∈ L2(ω)2 and so P˜ ∈ H1(ω) and also
that system (5.75) has a unique solution (see for example Proposition 3.3 and 3.5 in [23]).

Let us define the local problems which are useful to eliminate the variable y of the previous homogenized problem
and then obtain a Reynolds equation for P˜ .
We define Φ and Ψ by
Φ(h(y′), N,Rc) =
1
12
+
Rc
4h2(y′)(1 −N2) −
1
4h(y′)
√
N2Rc
1−N2 coth
Nh(y′)√1−N2
Rc
 , (5.78)
Ψ(h(y′), N,Rc) =
tanh
(
Nh(y′)
√
1−N2
Rc
)
1− N
h(y′)
√
1−N2
Rc
tanh
(
Nh(y′)
√
1−N2
Rc
) , (5.79)
and for every i, k ∈ {1, 2}, we consider the following local Reynolds problems
− divy′
(
h3(y′)
1−N2Φ(h(y
′), N,Rc)
(∇y′πi,k(y′) + eiδ1k)) = 0 in Y ′ . (5.80)
It is known that from the positivity of function Φ, problem (5.80) has a unique solution for πi,k ∈ H1#(Y ′)
(see [7] for more details).
Next, we give the main result of this section.
Theorem 5.3. Let (uˆ, wˆ, P˜ ) ∈ L2(ω;H1#(Y )3)×L2(ω;H1#(Y )3)× (L20(ω) ∩H1(ω)) be the unique weak solution
of problem (5.75). Then, the extensions (η−2ε u˜ε, η
−1
ε w˜ε) and P˜ε of the solution of problem (2.11)-(2.12) converge
weakly to (u˜, w˜) in H1(0, hmax;L
2(ω)3)×H1(0, hmax;L2(ω)3 and strongly to P˜ in L20(ω) respectively, with u˜3 =
w˜3 = 0. Moreover, defining U˜(x
′) =
∫ hmax
0 u˜(x
′, y3) dy3 and W˜ (x
′) =
∫ hmax
0 w˜(x
′, y3) dy3, it holds
U˜ ′(x′) = K
(1)
0
(
f ′(x′)−∇x′P˜ (x′)
)
+K
(2)
0 g
′(x′), U˜3(x
′) = 0 in ω,
W˜ ′(x′) = L
(2)
0 g
′(x′), W˜3(x
′) = 0 in ω,
(5.81)
where the matrices K
(k)
0 , k = 1, 2, and L
(2)
0 are matrices with coefficients(
K
(k)
0
)
ij
=
1
1−N2
∫
Y ′
h3(y′)Φ(h(y′), N,Rc)
(
∂yiπ
j,k(y′) + δijδ1k
)
dy′, i, j = 1, 2 ,
(
L
(2)
0
)
ij
= − 1
4N3
√
Rc
1−N2
(∫
Y ′
Ψ(h(y′), N) dy′
)
δij ,
(5.82)
with Φ and Ψ are given by (5.78) and (5.79) respectively, and πi,k ∈ H1#(Y ′), i, k = 1, 2, is the unique solutions
of the cell problems (5.80).
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Here, P˜ ∈ H1(ω) ∩ L20(ω) is the unique solution of problem
divx′
(
−A0∇x′ P˜ (x′) + b0(x′)
)
= 0 in ω,(
−A0∇x′P˜ (x′) + b0(x′)
)
· n = 0 in ∂ω,
(5.83)
where the flow factors are given by A0 = K
(1)
0 and b0(x
′) = K
(1)
0 f
′(x′) +K
(2)
0 g
′(x′).
Proof. We proceed as in in the proof of Theorem 4.3 in order to obtain (5.81). Thus, expressions for U˜
and W˜ can be obtained by defining
uˆ(x′, y) =
2∑
i=1
[(
∂xiP˜ (x
′)− fi(x′)
)
ui,1(y)− gi(x′)ui,2(y)
]
,
wˆ(x′, y) =
2∑
i=1
[(
∂xiP˜ (x
′)− fi(x′)
)
wi,1(y)− gi(x′)wi,2(y)
]
, (5.84)
qˆ(x′, y) =
2∑
i=1
[(
∂xiP˜ (x
′)− fi(x′)
)
πi,1(y′)− gi(x′)πi,2(y′)
]
,
where (ui,k, wi,k) ∈ H1#(Y )2 ×H1#(Y )2 is the unique solutions of
−∂2y3ui,k +∇y′πi,k − 2N2roty3wi,k = −eiδ1k in Y,
divy′u
i,k = 0 in Y,
−Rc∂2y3wi,k + 4N2wi,k − 2N2roty3ui,k = −eiδ2k in Y,
ui,k = wi,k = 0 on y3 = {0, h(y′)},
ui,k(y), wi,k(y), πi,k(y′) Y ′ − periodic .
(5.85)
Then, thanks to the identities
∫
Y
uˆ(x′, y) dy =
∫ hmax
0
u˜(x′, y3) dy3 with uˆ3 independent of y3 and
∫
Y
uˆ3 dy = 0
and
∫
Y
wˆ(x′, y) dy =
∫ hmax
0 w˜(x
′, y3) dy3 with wˆ3 = 0 given in Lemma 5.1, it holds
U˜ ′(x′) =
∫
Y
uˆ′(x′, y) dy = −K(1)0
(
∇x′ P˜ (x′)− f ′(x′)
)
+K
(2)
0 g
′(x′), U˜3(x
′) =
∫
Y
uˆ3(x
′, y′) dy = 0 in ω,
W˜ ′(x′) =
∫
Y
wˆ′(x′, y) dy = −L(1)0
(
∇x′ P˜ (x′)− f ′(x′)
)
+ L
(2)
0 g
′(x′), W˜3(x
′) =
∫
Y
wˆ3(x
′, y) dy = 0 in ω,
(5.86)
where K
(k)
0 , L
(k)
0 , k = 1, 2, are matrices defined by their coefficients(
K
(k)
0
)
ij
= −
∫
Y
ui,kj (y) dy,
(
L
(k)
0
)
ij
= −
∫
Y
wi,kj (y) dy , i, j = 1, 2 . (5.87)
Then, by the divergence condition in the variable x′ given in (5.75), we get the generalized Reynolds equation
(5.83).
However, we observe that (5.85) can be viewed as a system of ordinary differential equations with constant co-
efficients, with respect to the variable y3 and unkowns functions y3 7→ ui,k1 (y′, y3), wi,k2 (y′, y3),
ui,k2 (y
′, y3), w
i,k
1 (y
′, y3), where y
′ is a parameter, y′ ∈ Y ′. Thus, we can give explicit expressions for ui,k and wi,k.
The procedure to obtain a solution to the previous system is given in the Appendix (see also in [7] and [9]).
Thus, considering u¯′ = ui,k, w¯′ = wi,k, f¯ ′ = −eiδik and g¯′ = −eiδ2k in (7.115), we obtain that ui,k, wi,k are
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given in terms of πi,k by the expressions
ui,k(y) = 12(1−N2)
[
y23 − h(y′)y3 + h(y
′)N2
k
(
sinh(ky3)− (cosh(ky3)− 1) coth
(
kh(y′)
2
))] (∇y′πi,k(y′) + eiδ1k)
+h(y
′)
N2
[(
2N2
k
sinh(ky3)− 2y3
)
A+ 2N
2
k
(cosh(ky3)− 1)B − y3
]
(eiδ2k)
⊥ ,
wi,k(y) = 14(1−N2)
[
2y3 + h(y
′)
(
cosh(ky3)− 1− sinh (ky3) coth
(
kh(y′)
2
))] (∇y′πi,k(y′) + eiδ1k)⊥
−h(y′)2N2
[
cosh(ky3)A+ sinh(ky3)B
]
eiδ2k ,
(5.88)
where k =
√
4N2(1−N2)
Rc
and A, B are given by
A(y′) =
sinh(kh(y′))
−2h(y′) sinh(kh(y′)) + 4N2
k
(cosh(kh(y′))− 1) ,
B(y′) =
−(cosh(kh(y′)− 1)
−2h(y′) sinh(kh(y′)) + 4N2
k
(cosh(kh(y′))− 1) .
(5.89)
Taking into account that from (7.116) it holds∫ h(y′)
0
ui,k(y′, y3) dy3 = − h
3(y′)
1−N2Φ(h(y
′), N,Rc)
(∇y′πi,k + eiδ1k) ,∫ h(y′)
0
wi,k(y′, y3) dy3 =
1
4N3
√
Rc
1−N2Ψ(h(y
′), N,Rc)eiδ2k ,
(5.90)
with Φ and Ψ given by (5.78) and (5.79), we get that πi,k satisfies the generalized Reynolds cell problem (5.80).
Using the expressions of ui,k and wi,k together with (5.86), (5.87) and (5.90), we easily get (5.81). Observe that,
from the second equation in (5.90) with k = 2, we have L
(1)
0 = 0, which ends the proof.

6 High-frequency roughness regime (λ = +∞)
It corresponds to the case when the wavelength of the roughness is much smaller than the film thickness, i.e.
ηε ≫ ε which is equivalent to λ = +∞.
Next, we give some compactness results about the behavior of the extended sequence (u˜ε, w˜ε, P˜ε) and the
unfolding functions (uˆε, wˆε, Pˆε) satisfying the a priori estimates given in Lemmas 3.3 and 3.4, and Lemma 3.6,
respectively.
Lemma 6.1. For a subsequence of ε still denoted by ε, there exist the following functions:
(i) (Velocity) there exists u˜ ∈ H1(0, hmax;L2(ω)3), with u˜ = 0 on y3 = {0, hmax} and u˜3 = 0, such that
η−2ε u˜ε ⇀ (u˜
′, 0) in H1(0, hmax;L
2(ω)3), η−2ε u˜ε ⇀ 0 in H
1(hmin, hmax;L
2(ω)3), (6.91)
η−2ε uˆε ⇀ (u˜
′, 0) in H1(0, hmin;L
2(ω)3), (6.92)
divx′
(∫ hmin
0
u˜′(x′, y3) dy3
)
= 0 in ω,
(∫ hmin
0
u˜′(x′, y3) dy3
)
· n = 0 in ∂ω , (6.93)
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(ii) (Microrotation) there exists w˜ ∈ H1(0, hmax;L2(ω)3), wiith w˜ = 0 on y3 = {0, hmax} and w˜3 = 0, such that
η−1ε w˜ε ⇀ (w˜
′, 0) in H1(0, hmax;L
2(ω)3), η−1ε w˜ε ⇀ 0 in H
1(hmin, hmax;L
2(ω)3), (6.94)
η−1ε wˆε ⇀ (w˜
′, 0) in H1(0, hmin;L
2(ω)3), (6.95)
(iii) (Pressure) there exists a function P˜ ∈ L20(Ω) independent of y3, such that
P˜ε → P˜ in L2(Ω), Pˆε → P˜ in L2(ω ×Π) . (6.96)
Proof. We start proving (i). We will only give some remarks, and for more details, we refer to the reader to
Lemmas 5.2-ii) and 5.4-ii) in [2]. As previous cases, we can prove that there exists u˜ ∈ H1(0, hmax;L2(ω)3) such
that η−2ε u˜ε converges weakly to u˜ in H
1(0, hmax;L
2(ω)3). On the other hand, from estimate (3.27), ε/ηε → 0
and taking into account that η−2ε = (
ε
ηε
)2ε−2, then second convergence in (6.91) holds and so u˜ = 0 in Ω+.
Then, reasoning as previous cases, we can prove that u˜3 = 0, v˜
′ = 0 on y3 = {0, hmin} and also, the divergence
condition (6.93).
From estimates (3.49), we deduce that there exists uˆ ∈ H1(0, h(y′);L2(ω × Y ′)3) such that
uˆε ⇀ uˆ in H
1(0, h(y′);L2(ω × Y ′)3). (6.97)
Since ε−1η−1ε Dyuˆε is bounded in L
2(ω×Y )3, we observe that η−2ε Dyuˆε is also bounded, and tends to zero. This
together with (6.97) implies η−2ε Dy′ uˆε converges weakly to zero in H
1(0, h(y′);L2(ω × Y ′)3×2), and so uˆ does
not depend on y′.
Proceeding as previous cases, but taking ϕ ∈ C1c (Ω+), we can prove that∫
ω×Π+
uˆ(x′, y)ϕ(x′, y3) dy =
∫
Ω+
u˜(x′, y3)ϕ(x
′, y3) dx
′dy3,
and taking into account that u˜ = 0 on Ω+, we deduce that uˆ = 0 in ω × Π+. Then, we can prove that∫
ω×Π−
uˆ(x′, y)ϕ(x′, y3) dy =
∫
Ω−
u˜(x′, y3)ϕ(x
′, y3) dx
′dy3 holds and, since uˆ does not depend on y
′, we have that
uˆ = (u˜′, 0).
For the proof of (ii) for microrotation, we can proceed as for the velocity. By considering estimate (3.24),
we prove the existence of the weak limit w˜ ∈ H1(0, h(y′);L2(ω × Y ′)3) of the sequence η−1ε w˜ε, and taking into
account estimate (3.28), ε/ηε → 0 and that η−1ε = (η2εε3)( εηε )3, we prove the second convergence in (6.94).
Moreover, as in the case of the velocity, it can be proved that w˜ = 0 on y3 = {0, hmin}. To prove that w˜3 = 0,
we argue as in the critical case, by taking a test function ψε = (0, 0, η
−1
ε ψ3) in (3.52), passing to the limit and
considering the previous boundary conditions. For the proof of (6.95), we proceed as the case of the velocity by
taking into account estimates (3.50).
Finally, to prove (iii), we proceed as in the critical case. First we prove weak convergence of the extended
pressure P˜ε to a function P˜ in L
2
0(Ω) and next, we prove that P˜ independent of y3. Finally, we prove strong
convergence of the pressure, but in this case we have to take into account te behavior of u˜ε and w˜ε on the
oscillating part. Thus, we consider σε = (σ
′
ε, 0) ∈ H10 (Ω)3 such that σε ⇀ σ in H10 (Ω)3. Then,∣∣∣< ∇ηε P˜ε, σε >Ω+ − < ∇x′P˜ , σ >Ω+ ∣∣∣ ≤ ∣∣∣< ∇ηε P˜ε, σε − σ >Ω+∣∣∣+ ∣∣∣< ∇ηε P˜ε −∇x′P˜ , σ >Ω+∣∣∣ .
On the one hand, using the weak convergence of the pressure, we have∣∣∣< ∇ηε P˜ε −∇x′ P˜ , σ >Ω+ ∣∣∣ = ∣∣∣∣∫
Ω+
(
P˜ε − P˜
)
divx′σ
′ dx
∣∣∣∣→ 0, as ε→ 0 .
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On the other hand, we have from (3.38), (3.40), (3.27), (3.28), (2.15) and ε/ηε → 0, that∣∣∣< ∇ηε P˜ε, σ+ε − σ+ >Ω+ ∣∣∣ = ∣∣∣< ∇x′P˜ε, R˜ε(σ′ε − σ′) >Ω˜+ε ∣∣∣
≤ Cε
(
1
ε
‖σ′ε − σ′‖L2(Ω+)2 + ‖Dx′σ′ε −Dx′σ′‖L2(Ω+)2×2 +
1
ε
‖∂y3σ′ε − ∂y3σ′‖L2(Ω+)2
)
+C
(
ε
ηε
)2 (‖σ′ε − σ′‖L2(Ω+)2 + ε‖Dx′σ′ε −Dx′σ′‖L2(Ω+)2×2 + ‖∂y3σ′ε − ∂y3σ′‖L2(Ω+)2)
+C
(‖σ′ε − σ′‖L2(Ω+)2 + ε‖Dx′σ′ε −Dx′σ′‖L2(Ω+)2×2 + ‖∂y3σ′ε − ∂y3σ′‖L2(Ω+)2) ,
which tends to zero because of the convergence of the sequence σε and the Rellich theorem.
Then, reasoning similarly as above by considering in Ω−, taking into account that R˜ε(σε) = σε in Ω
−, and
using estimates (3.23) and (3.24), we deduce that∣∣∣< ∇ηε P˜ε, σε >Ω− − < ∇x′P˜ , σ >Ω−∣∣∣→ 0 ,
which together with previous convergence, implies the convergence of ∇ηε P˜ε to ∇x′ P˜ strongly in H−1(Ω)3. This
together with the Nec˘as inequality (3.44) implies the first convergence in (6.96). Finally, we remark that the
strong convergence of sequence Pˆε to P˜ is a consequence of the strong convergence of P˜ε to P˜ (see Proposition
2.9 in [15]).

As seen in the previous compactness result, the microstructure of Ω˜ε will not be involved in the homogenized
system and thus, we will obtain a Reynolds equation satisfied by P˜ in the non-oscillating part of the domain,
that is Ω−.
Theorem 6.2. In the case ηε ≫ ε, then the extensions (η−2ε u˜ε, η−1ε w˜ε) and P˜ε of the solution of problem (2.11)-
(2.12) converge weakly to H1(0, hmin;L
2(ω)3)×H1(0, hmin;L2(ω)3) and strongly to P˜ in L20(ω) respectively, with
u˜3 = w˜3 = 0, where u˜
′ and w˜′ are given by the following expressions in terms of the pressure P˜ in Ω−,
u˜′(x′, y3) =
[
y23
2(1−N2) +
1
4(1−N2)
(
2N2
k
sinh(ky3)− 2y3
)
− hmin2(1−N2) N
2
k
(cosh(khmin)− 1) coth
(
khmin
2
)] (∇x′ P˜ (x′)− f ′(x′))
w¯′(x′, y3) =
[
y3
2(1−N2) +
hmin
4(1−N2)
(
cosh(ky3)− 1− coth
(
khmin
2
)
sinh(ky3)
)] (∇x′P˜ (x′)− f ′(x′))⊥ ,
(6.98)
with k =
√
4N2(1−N2)
Rc
. Moreover, defining U˜(x′) =
∫ hmin
0 u˜
′(x′, y3) dy3 and W˜ (x
′) =
∫ hmin
0 w˜
′(x′, y3) dy3, it holds
U˜ ′(x′) =
hmin
1−N2Φ(hmin, N,Rc)
(
f ′(x′)−∇x′P˜ (x′)
)
, U˜3(x
′) = 0 in ω,
W˜ ′(x′) = 0, W˜3(x
′) = 0 in ω,
(6.99)
where Φ is given by (5.78), and P˜ ∈ H1(ω)× L20(ω) is the unique solution of the Reynolds problem
divx′
(
−A∞∇x′ P˜ (x′) + b∞(x′)
)
= 0 in ω ,(
−A∞∇x′ P˜ (x′) + b∞(x′)
)
· n = 0 on ∂ω .
(6.100)
Here, the flow factors are given by A∞ =
hmin
1−N2Φ(hmin, N,Rc) and b∞(x
′) = hmin1−N2Φ(hmin, N,Rc)f
′(x′).
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Proof. From Lemma 6.1, we observe that at main order, the microstructure does not appear because the high
oscillation of the boundary. For that reason, we will take as test function Thus, we choose in the first equation of
the variational formulation (3.52), extended to Ω, the following test function ϕε(x
′, y3) = (ϕ
′(x′, y3), 0) ∈ D(Ω−)3
in Ω satisfying divx′
∫ hmin
0
ϕ′(x′, y3) dy3 = 0 in ω. Passing to the limit by using convergences (6.91), (6.94) and
(6.96), we get∫
Ω−
∂y3 u˜
′ · ∂y3ϕ′ dx′dy3 +
∫
Ω−
P˜ divx′ϕ
′ dx′dy3 = 2N
2
∫
Ω−
roty3w˜
′ · ϕ′ dx′dy3 +
∫
Ω−
f ′(x′) · ϕ′.
Since P˜ does not depend on y3 and the divergence condition on the variable x
′ satisfied by ϕ′, we have that∫
Ω−
P˜ divx′ϕ
′ dx′dy3 =
∫
ω
P˜ divx′
(∫ hmin
0
ϕ′ dy3
)
dx′ = 0,
and so ∫
Ω−
∂y3 u˜
′ · ∂y3ϕ′ dx′dy3 = 2N2
∫
Ω−
roty3w˜
′ · ϕ′ dx′dy3 +
∫
Ω−
f ′(x′) · ϕ′.
Next, we choose in the second equation of of the variational formulation (3.52), extended to Ω, the following test
function ψε(x
′, y3) = (η
−1
ε ψ
′(x′, y3), 0) ∈ D(Ω−)3 and taking into account that ε/ηε → 0, we pass to the limit
and we get
Rc
∫
Ω−
∂y3w˜
′ · ∂y3ψ′ dx′dy3 + 4N2
∫
Ω−
w˜′ · ψ′ dx′dy3 = 2N2
∫
Ω−
roty3 u˜
′ · ϕ′ dx′dy3.
By density, this is equivalent to the following simplified micropolar system
−∂2y3 u˜′ +∇x′P˜ (x′) = 2N2roty3w˜′ + f ′(x′) in Ω−,
divx′ u˜
′ = 0 in Ω−,
−Rc∂2y3w˜′ + 4N2w˜′ = 2N2roty3 u˜′ in Ω−,
u˜′ = 0 on y3 = {0, hhmin},
divx′
(∫ hmin
0
u˜′(x′, y3) dy3
)
= 0 in ω,
(∫ hmin
0
u˜′(x′, y3) dy3
)
· n = 0 on ∂ω .
(6.101)
The solution of this system is obtained in the Appendix. By choosing u¯′ = u˜′, w¯′ = w˜′, P¯ = P˜ , f¯ ′ = f ′, g¯′ = 0
and h(y′) = hmin, we get expressions (6.98). By taking into account (7.116), we get (6.99), which together with
the divergence condition in the variable x′ given in (6.101) gives the Reynolds equation for P˜ given by (6.100).
Since ∂y3 u˜
′ ∈ L2(Ω−)2, roty3w˜′ ∈ L2(Ω−)2 and f ′ ∈ L2(ω), it can be easily proved that ∇x′P˜ ∈ L2(ω)2, and so
P˜ ∈ H1(ω) and also that system (6.101) has a unique solution (see for example Proposition 3.3 and 2.5 in [23]).

7 Conclusions
Whereas the homogenization multiscale analysis is well established in the lubrication field to derive a generalized
equation of the classical Reynolds equation when the boundary of the domain have small periodic oscillations,
this is not the case for micropolar flows. By using dimension reduction and homogenization techniques, we
studied the asymptotic behavior of the velocity, the microrotation and the pressure for a micropolar flow in a
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thin domain with rapidly oscillating thickness depending on two small parameters, ηε and ε, where ηε represents
the thickness of the domain and ε the wavelength of the roughness. We provide a general classification of the
roughness regime for micropolar flows depending on the value of λ of the limit of ηε/ε when ε tends to zero,
which agrees with the classification of the roughness regimes for Newtonian and non-Newtonian (power law)
fluids: Stokes roughness regime (0 < λ < +∞), Reynolds roughness regime (λ = 0) and high-frequency regime
(λ = +∞). Thus, we derive three different problems, (4.68)-(4.69), (5.82)-(5.83), and (6.99)-(6.100), which are
written, for 0 ≤ λ ≤ +∞, as a Reynolds equation of the form
U˜ ′(x′) = K
(1)
λ
(
f ′(x′)−∇x′P˜ (x′)
)
+K
(2)
λ g
′(x′), U˜3 = 0, in ω
W˜ ′(x′) = L
(1)
λ
(
f ′(x′)−∇x′ P˜ (x′)
)
+ L
(2)
λ g
′(x′), W˜3 = 0, in ω
divx′ U˜
′(x′) = 0 in ω,
U˜ ′(x′) · n = 0 on ∂ω ,
(7.102)
The average of the velocity U˜(x′) = (U˜ ′(x′), U˜3(x
′)) and the microrotation W˜ (x′) = (W˜ ′(x′), W˜3(x
′)), are
respectively defined by U˜(x′) =
∫ hmax
0 u˜(x
′, y3) dy3 and W˜ (x
′) =
∫ hmax
0 w˜(x
′, y3) dy3. We remark that in all
three cases, the vertical components U˜3 and W˜3 are equal to zero.
We observe that in (7.102), K
(k)
λ , L
(k)
λ , k = 1, 2, 0 ≤ λ ≤ +∞, are computed as follows:
– In the Stokes roughness regime, 0 < λ < +∞, then K(k)λ , L(k)λ , k = 1, 2, are calculated by solving 3D local
micropolar Stokes-like problems depending on the parameter λ. We remark that the interaction between
the velocity and the microrotation fields is preserved.
– In the Reynolds roughness regime, λ = 0, then L
(1)
0 = 0, and K
(k)
0 , L
(1)
0 , k = 1, 2, are calculated by solving
2D micropolar Reynolds-like local problems, which represents a considerable simplification. In this case,
the interaction between the velocity and the microrotation fields is also preserved.
– In the high-frequency roughness regime, λ = +∞, then the velocity and microrotation vanish in the
oscillating zone due to the high oscillating boundary, and so we derive the classical micropolar Reynolds
equation in the non-oscillating zone, where the thickness is fixed and is given by the minimum of h. We
observe the interaction between velocity and microrotation fields is not preserved in the limit problem
because only K
(1)
∞ 6= 0.
To conclude, we believe that the presented result could be instrumental for understanding the effects of the
rough boundary and fluid microstructure on the lubrication process. In view of that, more efficient numerical
algorithms could be developed improving, hopefully, the known engineering practice.
Appendix: computation of the coefficients of the micropolar Reynolds equation
In this Appendix we describe how to obtain the coefficient of the Reynolds equation
divz′
(
− h
3(z′)
1−N2Φ(h(z
′), N,Rc)∇z′ p¯(z′) + b(z′)
)
= 0 in ω, (7.103)
where b(x′) = h
3(z′)
1−N2Φ(h(z
′), N,Rc)f
′(z′) and Φ defined by (5.78), from the micropolar system posed in Ω =
{(z′, z3) ∈ R2 × R : z′ ∈ ω, 0 < z3 < h(z′)},{ −∂2z3 u¯1 + ∂z1 p¯(z′) + 2N2∂z3w¯2 = f¯1(z′) in Ω,
−Rc∂2z3w¯2 + 4N2w¯2 − 2N2∂z3 u¯1 = g¯2(z′) in Ω,
(7.104)
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{ −∂2z3u¯2 + ∂z2 p¯(z′)− 2N2∂z3w¯1 = f¯2(z′) in Ω,
−Rc∂2z3w¯1 + 4N2w¯1 + 2N2∂z3 u¯2 = g¯1(z′) in Ω,
(7.105)
together with
∂z1
(∫ h(z′)
0
u¯1(z
′, z3) dz3
)
+ ∂z2
(∫ h(z′)
0
u¯2(z
′, z3) dz3
)
= 0 in ω , (7.106)
and boundary conditions
u¯′(z′, 0) = u¯′(z′, h(z′)) = w¯′(z′, 0) = w¯′(z′, h(z′)) = 0 . (7.107)
We note that (u¯1, w¯2), with external forces (f¯
′, g¯′), and (u¯2,−w¯1), with external forces (f¯ ′,−g¯′), satisfy the
same equations and boundary conditions. So we only describe the computation of (u¯1, w¯2).
First, from the first equation of (7.104) we have
∂z3 u¯1(z) =
(
∂z1 p¯(z
′)− f¯1(z′)
)
z3 + 2N
2w¯2(z) + C(z
′). (7.108)
Putting this into the second equation of (7.104), we have
∂2z3w¯2(z)−
4N2
Rc
(1−N2)w¯2(z) = −2N
2
Rc
(
∂z1 p¯(z
′)− f¯1(z′)
)
z3 − 1
Rc
g¯2(z
′) +
2N2
RC
C(z′) . (7.109)
The solution is
w¯2(z) = A(z
′) cosh(kz3) +B(z
′) sinh(kz3) +
1
2(1−N2) (∂z1 p¯(z
′)− f¯1(z′))z3
+ 12(1−N2)C(z
′) + 14N2(1−N2) g¯2(z
′) ,
(7.110)
where k =
√
4N2(1−N2)
Rc
and A and B are unknowns functions.
Putting this solution into equation (7.109), we can write u¯1 as follows
u¯1(z) =
z23
2(1−N2) (∂z1 p¯(z
′)− f1(z′)) + 2N2k (A(z′) sinh(kz3) +B(z′) cosh(kz3))
+ z31−N2C(z
′) + z32(1−N2) g¯2(z
′) +D(z′) .
(7.111)
We rewrite C,D, as a function of A and B, using the boundary conditions. So, for u¯1(z
′, 0) = w¯2(z
′, 0) = 0, we
respectively get
D(z′) = −2N
2
k
B(z′) and C(z′) = 2(1−N2)
(
−A(z′)− 1
4N2(1−N2) g¯2(z
′)
)
,
and so
u¯1(z) =
z23
2(1−N2) (∂z1 p¯(z
′)− f¯1(z′)) +
(
2N2
k
sinh(kz3)− 2z3
)
A(z′)
+ 2N
2
k
(cosh(kz3)− 1)B(z′)− z32N2 g¯2(z′) ,
w¯2(z) =
z3
2(1−N2) (∂z1 p¯(z
′)− f¯1(z′)) + (cosh(kz3)− 1)A(z′) + sinh(kz3)B(z′) .
(7.112)
Using the boundary conditions u¯1(z
′, h(z′)) = w¯2(z
′, h(z′)) = 0 we get the following system
Q
(
A
B
)
= − h(z
′)
2(1−N2) (∂z1 p¯(z
′)− f¯1(z′))
(
h(z′)
1
)
+ g¯2(z
′)
h(z′)
2N2
(
1
0
)
,
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where Q is the matrix defined by
Q =
(
2N2
k
sinh(kh(z′))− 2h(z′) 2N2
k
(cosh(kh(z′))− 1)
cosh(kh(z′))− 1 sinh(kh(z′))
)
.
The solution of this system is given by
A(z′) = − h(z
′)
2(1−N2) (∂z1 p¯(z
′)− f¯1(z′))A1(z′) + h(z
′)
2N2
g¯2(z
′)A2(z
′) ,
B(z′) = − h(z
′)
2(1−N2) (∂z1 p¯(z
′)− f¯1(z′))B1(z′) + h(z
′)
2N2
g¯2(z
′)B2(z
′) ,
where A1(z
′), B1(z
′) and A2(z
′), B2(z
′) are solution of
Q
(
A1
B1
)
=
(
h(z′)
1
)
and Q
(
A2
B2
)
=
(
1
0
)
.
Calculating Ai, Bi for i = 1, 2, we have
A1(z
′) = −1
2
, A2(z
′) =
sinh(kh(z′))
−2h(z′) sinh(kh(z′)) + 4N2
k
(cosh(kh(z′))− 1) ,
B1(z
′) =
1
2
coth
(
kh(z′)
2
)
, B2(z
′) =
−(cosh(kh(z′)− 1)
−2h(z′) sinh(kh(z′)) + 4N2
k
(cosh(kh(z′))− 1) ,
and then u¯1 and w¯2 are obtained by (7.112) as functions of p¯, f¯1 and g¯2, by the following expressions
u¯1(z) =
[
z23
2(1−N2) +
1
4(1−N2)
(
2N2
k
sinh(kz3)− 2z3
)
− h(z′)2(1−N2) N
2
k
(cosh(kh(z′))− 1) coth
(
kh(z′)
2
)] (
∂z1 p¯(z
′)− f¯1(z′)
)
+
[
− z32N2 + h(z
′)
2N2
((
2N2
k
sinh(kz3)− 2z3
)
A2 +
2N2
k
(cosh(kz3)− 1)B2
)]
g¯2(z
′) ,
w¯2(z) =
[
z3
2(1−N2) +
h(z′)
4(1−N2)
(
cosh(kz3)− 1− coth
(
kh(z′)
2
)
sinh(kz3)
)] (
∂z1 p¯(z
′)− f¯1(z′)
)
+h(z
′)
2N2 [cosh(kz3)A2 + sinh(kz3)B2] g¯2(z
′) .
(7.113)
As it was pointed at the beginning, expressions for u¯2, w¯1 are obtained by using the expressions of u¯2, w¯1,
and so we have
u¯2(z) =
[
z23
2(1−N2) +
1
4(1−N2)
(
2N2
k
sinh(kz3)− 2z3
)
− h(z′)2(1−N2) N
2
k
(cosh(kh(z′))− 1) coth
(
kh(z′)
2
)] (
∂z2 p¯(z
′)− f¯2(z′)
)
−
[
− z32N2 + h(z
′)
2N2
((
2N2
k
sinh(kz3)− 2z3
)
A2 +
2N2
k
(cosh(kz3)− 1)B2
)]
g¯1(z
′) ,
w¯1(z) = −
[
z3
2(1−N2) +
h(z′)
4(1−N2)
(
cosh(kz3)− 1− coth
(
kh(z′)
2
)
sinh(kz3)
)] (
∂z2 p¯(z
′)− f¯2(z′)
)
+h(z
′)
2N2 [cosh(kz3)A2 + sinh(kz3)B2] g¯1(z
′) .
(7.114)
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We observe u¯′ and w¯′ can be written as follows
u¯′(z) =
[
z23
2(1−N2) +
1
4(1−N2)
(
2N2
k
sinh(kz3)− 2z3
)
− h(z′)2(1−N2) N
2
k
(cosh(kh(z′))− 1) coth
(
kh(z′)
2
)] (∇z′ p¯(z′)− f¯ ′(z′))
−
[
− z32N2 + h(z
′)
2N2
((
2N2
k
sinh(kz3)− 2z3
)
A2 +
2N2
k
(cosh(kz3)− 1)B2
)]
(g¯′(z′))⊥ ,
w¯′(z) =
[
z3
2(1−N2) +
h(z′)
4(1−N2)
(
cosh(kz3)− 1− coth
(
kh(z′)
2
)
sinh(kz3)
)] (∇z′ p¯(z′)− f¯ ′(z′))⊥
+h(z
′)
2N2 [cosh(kz3)A2 + sinh(kz3)B2] g¯
′(z′) .
(7.115)
Finally, integrating the expressions of u¯′ and w¯′ with respect to the variable z3, it holds that∫ h(z′)
0
u¯′j(z
′, z3) dz3 = − h
3(z′)
1−N2Φ(h(z
′), N,Rc)
(
∂zj p¯(z
′)− f¯j(z′)
)
,∫ h(z′)
0
w¯′j(z
′, z3) dz3 = − 1
4N3
√
Rc
1−N2Ψ(h(y
′), N,Rc)g¯j(z
′) ,
(7.116)
for j = 1, 2, with Φ and Ψ defined by (5.78) and (5.79) respectively. Putting this in (7.106) we get the desired
Reynolds equation (7.103).
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