A consistent method for optimizing Gaussian primitives for Rydberg and multiply excited helium states is designed. A novel series for the "exponentially tempered Gaussians" is introduced, which is markedly more efficient than the commonly used series of even tempered Gaussians. The optimization is made computationally feasible due to an approximate calculation of excited states using the effective one-electron Hamiltonian that is defined as Fockian from which the redundant Coulomb and exchange terms are dropped. Finally, ExTG5G and ExTG7F Gaussian basis sets are proposed. They enable calculations of the helium spectrum all the way from the ground state up to the (5, 4) 5
I. INTRODUCTION
Long-term attention is paid to developing ab initio methods for processes in atoms and molecules, which are subject to strong laser fields. [1] [2] [3] [4] [5] [6] [7] Such systems eject electrons that are driven by the oscillatory field back and forth, several tens of angstroms away from the nuclei, then recolliding with the ion again. In the aftermath of the process, the system may remain neutral, or singly or multiply ionized, and the neutral or ionized system may be caught in any excited state or a resonance. Theoretical ab initio simulations are always demanding due to representation of such a large phase space. Some quantum dynamic calculations utilize grid representation of the time-dependent wavefunction, while others make use of the decomposition of the time-dependent wavefunction into the basis set of the field-free states. Should the basis set represent the problem correctly, it has to include all states that can be occupied in the dynamics.
We focus on helium as a prototype of more complex atoms and molecules. In this case, the basis set will typically include Rydberg-like series corresponding to at least a few ionization limits, followed by discretized ionized states, and discrete states representing a doubly ionized continuum. Demands on the basis set concern not only the range of the spectrum, but also its accuracy. If the calculation is performed in a non-Hermitian space, using a complex transformation of the Hamiltonian, it is necessary to ensure such accuracy that the real energy of bound states will not be rotated into a complex plane and thus will not derail the dynamic calculation. (To illustrate this, for a 1 ps process simulation, the imaginary part of the bound state energy should not exceed 1 cm −1 .) As for the helium atom, accurate and extensive spectral data are available from ab initio methods for atoms and/or two electron systems. [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] However, the goal of our efforts is to prepare a method for molecules; therefore, we use the a) E-mail: kapralova@jh-inst.cas.cz. general approach, which is the full configuration interaction (FCI). The cost is higher computational demands of FCI compared to special methods, which is demonstrated by obtaining lower accuracy. Recently, such FCI calculations of helium have been reported, using Coulomb-Sturmian basis sets for radial parts of one-electron wavefunctions. 5, 10, [20] [21] [22] It has been evidenced that FCI built upon Sturmians can provide very long Rydberg series (Ref. 5 reports a calculation of 49 Rydberg-like states for rotational symmetry L = 7 within the accuracy of 0.1 cm −1 ). The thereby obtained helium spectrum has proved to provide a sufficiently complete basis set for quantitative simulations of strong laser interactions. 5 The Coulomb-Sturmian basis set has been developed for the description of atoms, where all integrals can be calculated analytically. [20] [21] [22] There is no empirical experience with using the Coulomb-Sturmian basis for molecular calculations, and formulas for multicenter integrals using these basis functions are not yet known. By contrast, traditional quantum chemistry -focused on molecules -successfully utilizes Gaussian expansions to construct radial parts of a one-electron basis. Therefore, it is on the agenda to detail the possible use of the Gaussian basis for FCI investigation of highly excited states.
Quantum chemistry usually employs standard tabulated basis sets, originally designed for ground states. One may ask whether standard basis sets can also be applied to computational simulations of molecules in strong laser fields. In order to answer this question correctly, we performed FCI calculations using a few representative standard basis sets, namely, aug-cc-pVTZ, aug-cc-pV5Z, aug-cc-pV6Z, and also 6-311G**. Out of the 1 S e Rydberg series below the first ionization threshold, these basis sets are able to provide only the ground state, some of them roughly approximating also the first excited state, 1s2s. The higher excited states are not obtained at all. However, if the basis sets are augmented by additional diffuse functions, one can obtain a few well-described excited states. But, as we show in Tables IX and X, such augmented sets are not able to keep the complex ground state energy on the real axis and are thus inappropriate for the dynamic calculations, as already mentioned above. It follows that the standard Gaussian basis sets are not applicable here. If Gaussian basis sets are used at all, it is necessary to go back to the beginning of the development of standard basis sets and, starting from the knowledge that concerned optimizations for ground states, finally design new basis sets for excited states.
The simplest Gaussian basis set is defined by uncontracted Gaussian primitives, {exp (ζ n r 2 )}. The exponents ζ n shall be optimized with respect to the desired energies, which are obtained from a FCI calculation. Old methods for standard basis sets primarily focused on the ground state, often using a substantial simplification consisting of the replacement of the FCI for the self-consistent field (SCF) energy. Simple relationships between the ζ n -s have been proposed from empirical optimizations. The simplest scheme, represented by a geometric series ζ n = ζ 0 α n (1) became known as the even tempered Gaussians (ETG). 23 It was empirically proven that ETG series can reach complete basis set limits of the SCF energies for any element in the periodic table. 24 Interestingly, it turns out that ETG represents a specific sequence that maximizes mutual linear independence within the set of primitive Gaussians. 25 As long as the ETG series is defined by three parameters only (α, ζ 0 and the number of primitive Gaussians), their use in optimizations significantly reduces computational demands. This is apparently why ETG gradually became a kind of a universal formula, often used when augmenting the standard Gaussian basis sets. In this sense, an ETG series of two or three Gaussians have been used for augmenting standard basis sets in order to obtain higher excited states. [26] [27] [28] [29] Elsewhere, ETG has been used to obtain excited states without the inclusion of the standard basis set. 6, 30 Such approaches suggest that ETG could also be a fruitful starting point for basis set optimization for excited states. So far, however, the parameters of the ETG basis sets have been estimated with the aim of obtaining approximate excited states, and not yet rigorously optimized to the complete basis set limits.
The subject of the present study is to propose a novel method for optimization of Gaussian basis sets, suitable for the ground and selectively defined excited states. In order to make a rigorous optimization of the ETG basis set for excited states, it is hypothetically possible to proceed with utilization of their FCI energies. This would be extremely expensive, however, given that the three-parameter optimization of ETG basis takes hundreds of evaluations. It is, therefore, desirable to replace the FCI with a cheaper method. It is known that in the case of highly excited states, correlation energy plays a smaller role than in the case of ground states. This leads us to the idea of introducing an effective one-electron Hamiltonian and using its eigenvalues as a replacement for the actual FCI energies in the basis set optimization.
As a matter of fact, the ordinary closed shell Fockian does not meet the basic criteria for such an operator. Its virtual orbitals form a discretized continuum, where the energies typically approach zero from above as the basis set becomes close to complete. Consequently, these virtual orbitals do not constitute dominant configurations in FCI for excited states. In Sec. II, we suggest a simple way of obtaining orbitals that are more suitable for description of excited states. We make use of the fact that in the definition of the Fock operator, a convenient redundant term is added to the Hartree-Fock potential. Such a term can be dropped with no effect on the resulting occupied orbitals, but with influence on the virtual orbitals.
We examine the ordinary Fockian as well as its nonredundant variant in the coordinate and the mixed coordinatemomentum Wigner representations, in order to get an idea of how they may function as effective potentials for excited orbitals. The Fockians differ from each other at first glance. Most importantly, the typical long-range Coulomb attraction is absent in the ordinary Fockian, while it is correctly present in its proposed non-redundant variant.
Section III goes through the steps which gradually lead to the derivation of the new Gaussian basis sets. First, we define the optimization criteria for a finite number of one-electron states, M. Then, we examine a possible use of the ETG series for accurate calculation of several virtual orbitals. We find out that ETG basis sets can get converged orbital energies up to M = 9. The ETG parameter α exhibits a systematic decreasing dependence on the size of the optimized phase-space, M. Next, we deal with optimizing separate ETG series for individual orbitals. It turns out that the decrease of the α coefficient with the increase of the main quantum number of the orbitals is even faster than in the previous case.
Then, we attempt to merge all the Gaussian sets obtained for individual orbitals, into a single series. Some exponents in the neighboring orbitals are very close, but as the repetitions are removed, a new sequence pops up. In this sequence, spacing between the exponents in the logarithmic scale, (ln ζ n+1 − ln ζ n ), is no longer even, as in the ETG series, but gradually decreases with the factor of e βn , where β < 0, which naturally increases the number of diffuse basis functions. We show that the new series, for which we suggest the term "exponentially tempered Gaussians" (ExTG), can serve as an efficient basis set for excited states, where the number of basis functions is twice as small compared to an equally optimized ETG series.
The optimization method based on exponentially tempered Gaussians is further generalized for functions of higher rotational symmetries. Then, we are able to design compact basis sets ExTG5G and ExTG7F, for calculations of the helium states up to the excitation quantum numbers n = 5 and n = 7, and up to the rotational quantum numbers, L = 4 and L = 3, respectively. Finally, the basis sets are fine-tuned by a single parameter to minimize the FCI ground state energy.
In Sec. IV, we test the accuracy of the proposed basis sets from different points of view, on a number of 1 S e states from the narrowest up to the broadest ones, both bound states and resonances, which are obtained via complex scaling. First, we deal with the convergence of the states up to different rotational limits. Second, we test stability of complex energies in large intervals of the complex scaling parameter. Third, we discuss composition of the states on the configurational space.
II. NON-REDUNDANT FOCK OPERATOR
In order to obtain a set of virtual orbitals that are suitable for a description of states in which one electron occupies the ground state atomic orbital, while the other resides in a highlying orbital (a common situation in Rydberg states), we used the fact that for an occupied spatial orbital ψ(r) and its related CoulombĴ ψ and exchangeK ψ operators defined aŝ
the following expression, which represents an action of the redundant term of the ordinary Fock operator, vanishes
If such a term is omitted, the Fockian for the helium atom reduces from its common form in the spatial orbital notation
whereĥ denotes the electronic kinetic energy and the nuclear attraction, to a simple operator
which is free of the exchange term and only the single Coulomb operator represents the field of the other electron. It is necessary to emphasize that due to Eq. (4), such a modification of the Fockian has no influence on the occupied orbital and consequently also none on the total Hartree-Fock energy. It is only the virtual orbital space of each Fockian variant that differs. In order to illustrate the difference between the two variants of the Fock operator (Eqs. (5) and (6) ) and the consequence on their related virtual orbital subspaces, we examine the related Coulomb,Ĵ ψ , and exchange,K ψ , operators in the coordinate representation. Equation (2) immediately implies that the Coulomb operator is represented by the scalar function J ψ (r) defined as
Given that ψ(r) is a narrow function localized at the origin, the function J ψ (r) acquires the long-range asymptotic character,
For a normalized occupied orbital expanded in a Gaussian series
the Coulomb operator expression reads (see derivation in Appendix A),
At long distances, J ψ (r) boils down to
which further simplifies to 1/r, by taking advantage of orbital normalization. The derived expression Eq. (10) is used to plot the Coulomb operator in Fig. 1(a) , together with the corresponding occupied orbital ψ(r). However, the exchange operatorK ψ (Eq. (3)) is nonscalar, where its matrix coordinate representation is given by
The explicit form of the exchange operator is derived from the Wigner representation K ψ (r, p), which is a scalar function uniquely related to the operator, so thatK ψ = K ψ (r,p).
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K ψ (r, p) is obtained from the matrix coordinate representation as follows:
When we substitute Eq. (12) to Eq. (13), we get the expression from which it is clear that the original long-range character of the electron repulsion is now reflected only on the integrand
We solve this equation in Appendix B for the specific case when the ψ(r) orbital is given by a linear combination of Gaussians, Eq. (9). The resulting formula reads
where
and B n,n = (ζ n + ζ n )/2. The Wigner representation K ψ (r, p) is spherically symmetric within the r and p subspaces, as it depends only on the vector lengths r = ||r|| and p = || p||; as such, it is conveniently displayed in Fig. 1 (b) using a two-dimensional plot. Equation (16) is quite complicated, but the first clue is obtained when examining the exponential function inside the sum. Its width in the r-coordinate is determined by the value of B n,n , while its width in the p-coordinate is given by 1/B n,n . Thus, 
One-electron Hamiltonian is obtained using the Coulomb and exchange operators,Ĵ andK. Asymptotic nature of these operators determines the presence or absence of the Coulomb limit −1/r at the Fockian. BothĴ and K operators are dependent on the 1s orbital, which is shown in (a). Coulomb operator is scalar and has the limit of 1/r. (b), Exchange is a non-scalar operator, therefore we show its Wigner representation K(r, p) for the section y = z = p y = p z = 0. (c), The operator has spherical symmetry, so that the x − y − z and p x − p y − p z can freely swap. The operator has a short-range character, which is determined approximately by |ψ 1s (r)| 2 . By contrast, a long-range character, which is approximately proportional to 1/p, is observed in the p axis of the exchange operator.
the narrower the ψ(r) orbital in the coordinate representation, the narrower also K ψ (r, p) in the r-coordinates, while broader in the p-coordinates. Finally, the asymptotic behavior of K ψ (r, p) is apparently short-range
We can now consider the asymptotic character of the Fockians (Eqs. (5) and (6)). The one-electron operatorĥ includes the nuclear-attraction potential, and thus acquires the long-range character
Putting Eqs. (8), (17) and (18) into the definitions of Fockians (Eqs. (5) and (6)) proves that while the non-redundant Fockian (Eq. (6)) shows the Coulomb attraction −1/r in the asymptotic region, the common form of the Fock operator (Eq. (5)) does not. The two Fockians are plotted (excluding the kinetic term) in Fig. 1(c) . The non-redundant Fockian is shown as a red line, clearly displaying the Coulomb asymptotic behavior. The ordinary Fockian is displayed as the blue curve, the width of which indicates the dependency of the effective potential on the electronic momentum. The ordinary Fockian never displays the Coulomb asymptotic behavior, for either value of electronic momentum. It is known that electronic correlation in highly excited Rydberg states, such as the ones dominated by 1sns, 1snp, etc. configurations, is relatively small. 5 Orbitals ns, np can thus be fairly well defined. The distant electron in them feels the nucleus shaded by the core-electron, with the asymptotic potential limit −1/r. In Sec. IV C, we give numerical evidence that the non-redundant Fockian can really get the desired orbitals, as virtual orbitals. Conversely, the ordinary Fockian does not produce such orbitals.
Finally, out of curiosity, we display the features of shading potentials that are defined by the two variants of the Fockian, Fig. 1(a) . The shielding of non-redundant Fockian is shown as the red curve. It is the strongest in the center, decaying as the Coulomb repulsion. The shielding effect of the ordinary Fockian is demonstrated by the blue curves, corresponding to different electronic momenta, starting at zero, up to a triple of the mean square momentum 3p, wherē p = ψ|p 2 |ψ . We emphasize again that the two shading potentials, although being quite different, lead to the same ground state orbital ψ(r).
III. EXPONENTIALLY TEMPERED GAUSSIAN SERIES FOR EXCITED STATES

A. Optimization criteria
Optimization criteria are based on orbital energies n , where n ∈ {1. . . M}. The energy 1 of the occupied orbital (1s) is, however, replaced by the total SCF energy.
We propose two different criteria for optimizations. The first (absolute) criterion aims at the same precision of all energies n . It is given by the mean of the energies
The second (relative) criterion is used to optimize all energies up to a certain number of digits and is given by a weighted
where (p) n are estimated orbital energies. This criterion better takes into account that the absolute values of energies n approach the zero limit for Rydberg-type orbitals, n → ∞.
B. Optimized even tempered Gaussians for a large phase space
Without loss of generality and for the convenience of further discussion, we limit ourselves to an odd number of Gaussian primitives, where we can define the basis set of the ETG as follows (compare Eq. (1)):
The parameters (α, ζ 0 ) are optimized so as to achieve a predetermined accuracy based on criteria from Eqs. (19) or (20) with a minimum number of Gaussian primitives, given by 2N + 1. Allow us to give details of such an optimization, as performed for an s-type Gaussian basis set. Logarithmic values of the basis set parameters, z 0 = log ζ 0 and a = log α, are varied during the optimization, as the behavior of functions δ abs and δ rel is more uniform in these coordinates. The number of Gaussian primitives significantly affects the structure of the optimized function, in particular the number of local minima, which are often of similar depths. The surface is generally more structured for higher N-s, where it may not be clear which one of the minima is to be selected. Such ambiguity is not encountered for a smaller number of Gaussians, where only one minimum occurs. In order to avoid the ambiguity in optimizing extent basis sets, the minimum is determined for a lower N and then traced as N increases in an iteration procedure. Although the position of the minimum depends on N, within one iteration step, N → N + 1, the change is sufficiently small. The iteration continues until the optimized function decreases less than the desired criterion between iterations.
The optimizations were performed for various sizes of the phase space M, using either optimization function given in Eqs. (19) or (20) up to the precision given by δ abs = 10
E h or δ rel = 10 −6 , respectively. The obtained parameters for optimal ETG basis sets are summarized in Table I . It is obvious that the larger phase space (given by the larger value of M) requires more basis functions, N. Optimization based on δ rel yields more extent basis sets than in the case of δ abs , as given by different accuracies required for the Rydberg states. Increasing the phase space is accompanied by including diffuse Gaussian primitives, which is reflected by reducing the value of the lowest coefficient of log ζ −N . On the contrary, the coefficient for the narrowest Gaussian primitive, log ζ N , remains little changed and we can assume that it corresponds to the sharp ground state wavefunction.
However, the key for further consideration becomes the finding that the larger size of the phase space M implies a reduction of the parameter log α, and thus a higher density of Gaussian primitives. This behavior is slightly more evident when using δ rel . This suggests that states with low energies prefer a higher α than the excited states. This would mean that ETG is not a basis set ideal for the calculation of large parts of the spectrum, including both low-lying and highly excited states. In the search for a better set of Gaussian primitives, we proceed in two ways: (i) We divide the spectrum into subspaces given by sets of orbitals. Basis sets for individual subspaces are constructed from the lower orbitals, entered as contracted Gaussians, and an additional set of Gaussian primitives. (ii) We augment the ETG scheme given in Eq. (1) by a quadratic term
Such a basis set, denoted here as QTG, allows for an increasing density of primitive Gaussians defined by 1/log α n , where
within the single set of primitive Gaussians. Optimization of QTG parameters starts from an optimization of an ETG series. The obtained parameters α, ζ 0 , and N, serve as an initial estimate in an optimization of the QTG parameters; log α defines the estimate for log α 0 , while |log β| starts from zero. Also, the optimization of the QTG parameters is initially performed for the same number of Gaussians, given by 2N + 1. In next iterations, N is gradually reduced in decrements N → N − 1, while the QTG parameters are repeatedly optimized again. The iteration continues until the difference between the values of the optimized function (δ abs or δ rel ) for two subsequent iterations exceeds the criterion of accuracy.
C. Gaussian series for independent subspaces of orbitals
Subspaces are defined by one or a few neighboring orbitals. In the following, as we describe the optimization procedure, we limit ourselves to the simplest case, where each subspace is defined by one orbital. The generalization of this procedure to subspaces consisting of more orbitals is straightforward.
(i) First, we optimize the basis set for the ground state orbital, according to the procedure described above. (ii) Then, the coefficients of the ground state orbital are used to form a contracted Gaussian, γ 0 , which enters the basis set for the first excited state. (iii) The basis set for the first excited state consists of the contracted ground state orbital γ 0 and a series of Gaussian primitives (given either by ETG or QTG), the parameters of which are optimized as usual. (iv) The orbitals for the ground and first excited states are used to define two new contracted Gaussians, γ 0 , γ 1 . (v) The basis set for the second excited state is given by the Gaussians γ 0 , γ 1 , and another additional series of Gaussian primitives, which is optimized.
In this way, we gradually continue, up to reaching M orbitals. The final basis set consists of M contracted Gaussians, each of them being based on a different ETG or QTG series. The obtained basis set parameters are summarized in Table II and correspond to the relative criterion δ rel = 10 −6 . The coefficient α now decreases much faster than in the optimization for the whole spectrum (right part of Table I ). Also, (Table III) . The ETG basis set includes extremely broad Gaussians of up to 4726 a 0 , largely exceeding the mean square width of the broadest optimized orbital. On the other hand, the basis sets optimized in subspaces include Gaussian widths only up to 47 a 0 , apparently matching the width of the orbital. As a matter of fact, the final number of involved Gaussian primitives is much larger than in an ordinary ETG series, since the ETG sets of individual states overlap.
D. Exponentially tempered Gaussians
Coefficients of Gaussian primitives, that constitute the above optimized basis set, are plotted in Fig. 2 . It is apparent that some coefficients of neighboring series closely correspond. This brings us to the idea of merging the individual sets into a single series of primitive Gaussians, in which the closely overlapped Gaussians are included as a single Gaussian primitive, with an averaged exponent. We obtain a series of coefficients which proves to be very close to the Table II and Fig. 2 ). The coefficients ζ n (markers) accurately follow an exponential function. They were approximately fitted to the proposed form in Eq. (24), where the values of the parameters are given by, log 10 ζ 0 = 4.21, log 10 α 0 = −0.655, and β = −0.062 (red line).
exponential dependence given by
as demonstrated in Fig. 3 . (The proposed exponential dependence is actually inferred from the ETG, provided that the original constant log α, will now linearly depend on the actual value of the exponential coefficient log ζ .) According to this hypothesis, 31 primitive Gaussians (N = 30) should be sufficient to calculate the energy of the first 13 states of the Fockian with 6 digits of precision. ζ n coefficients shall be selected according to Eq. (24), with parameters log 10 ζ 0 = 4.21, log 10 α 0 = −0.655, and β = −0.062.
To check the values of the coefficients and the number of primitive Gaussians, identified only by fitting, we performed optimizations in an analogous way as was done for ETG (Sec. III A). The results are given in Table IV , where δ rel = 10 −6 for each orbital energy. We can conclude that parameters of the ExTG series slightly depend on the number of 
In the case of ETG, max ζ n decreases as M is increased. This means that in the narrow part (cusp) of the 1s orbital, in the limit x → 0, also broad functions contribute. In the case of ExTG, the tendency of max ζ n is slightly increasing, indicating that the cusp of the 1s wavefunction is also disrupted by broad Gaussians, but here corrected by narrowing the first primitive Gaussian. The widths of the ExTG broadest Gaussians correspond to the result from the optimization of individual orbitals (Table II) , and are much narrower than the extremely broad Gaussians included in the ETG series.
E. Optimization of exponentially tempered Gaussians for higher rotational numbers
When optimizing basis sets for higher rotational numbers, we first construct the non-redundant Fockian using the 1s orbital obtained from the previous calculations. Then, we carry out the gradual optimization of the additive basis sets for individual orbitals as described in Sec. III C, but now for a higher rotation number. In the next step, we combine all the additive basis sets into a single set of primitive functions, which is again approximately fitted to the exponential dependence, Eq. (24), following the algorithms described in Sec. III D. Then, we fine-tune the ExTG parameters, where the initial estimate is obtained from the fitting procedure.
F. Compact exponentially tempered basis sets
The methodology described above is finally used to construct compact basis sets for the helium atom based on the exponentially tempered Gaussians. Allow us first to introduce the labeling of the proposed basis sets. The basis sets are marked as "ExTG" followed by the number of states (M) for which they are optimized. For example, the basis set for the ground state and four excited states is denoted as ExTG5. Further, the labels are accompanied by the highest orbital rotation that is included in the given basis set. ExTG5G therefore will contain the primitive Gaussians of s-, p-, d-, f-, and g-types.
The ExTG5G basis set is constructed in the following way. The s-type Gaussian primitives are optimized for five orbitals of the non-redundant Fockian (1s-5s), p-type primitives for four orbitals (2p-5p), d-type primitives for three orbitals (3d-5d), f-type primitives for two orbitals (4f and 5f), and gtype primitives for one orbital (5g). The orbital energies are optimized to eight significant digits. The Gaussian sets of the ExTG5G basis that are optimized in this way are summarized 
allows to calculate orbital energies up to the excitation quantum number n = 5 for all the included symmetries with the precision of eight significant digits. The ExTG7G(RHF) basis set allows to calculate orbital energies up to the excitation quantum number n = 7 with the precision of seven significant digits. 986265 in Table V . In this table, the basis labels are complemented by adding "(RHF)" because, as we shall see below, it is still necessary to fine-tune the basis sets for correlated calculations. Similarly, we have also constructed a ExTG7G basis set, Table V , where the individual series of Gaussian primitives are optimized up to 7s, 7p, ···, 7g orbitals, respectively. Here, the orbitals are optimized with a lesser criterion of seven significant digits.
ExTG5G (RHF)
L N β log 10 α 0 log 10 ζ 0 s 28 − 4.47827 × 10 −2 − 0.546043 5.40788 p 20 − 5.79713 × 10 −2 − 0.473852 2.31083 d 16 − 6.53655 × 10 −2 − 0.412592 0.825251 f 13 − 6.80609 × 10 −2 − 0.360158 − 0.131119 g 10 − 7.42398 × 10 −2 − 0.32978 − 0.867525 ExTG7G (RHF) s 27 − 5.638 × 10 −2 − 0.600686 4.65737 p 20 − 7.11012 × 10 −2 − 0.513997 1.83354 d 17 − 7.31313 × 10 −2 − 0.427455 0.527564 f 14 − 7.478 × 10 −2 − 0.366413 − 0.424665 g 12 − 7.4026 × 10 −2 − 0.326448 − 0.
G. Correction of exponentially tempered Gaussian basis sets to the correlated ground state
The RHF optimized basis sets still do not give satisfactory results in full configuration interaction calculations. For example, the precision of the ground state energy in the s-to f-limits reaches only 7, 6, 4, 4 significant digits, respectively, as compared to the best known results given by Foumouo et al. 5 However, the accuracy increases rapidly for excited states when the principal quantum number increases. This is rationalized by the known fact that in the lower states of helium, and in particular in its ground state, electronic correlation plays a significant role. This fact is not reflected in the RHF method, which was used for the constructions of the basis sets.
Therefore, we developed a relatively inexpensive method based on the correlation calculation, which allows our basis sets repair. We reasoned that the basis sets obtained by the RHF method are suitable for the highest excited states. Therefore, we need to modify only the exponents of the narrow Gaussians, while preserving the exponents of the diffuse Gaussians. We want to preserve ζ N and also the first derivative, d log ζ n /dn, for n = N. In addition, we wish to enable the change in the number of Gaussians from N + 1 to N + 1, such that we may add more narrow Gaussian functions. The correction formulae are parametrized by two parameters, b 
When N = N and b = 0, the basis remains unchanged. For N > N, but b = 0, the only amendment consists of adding narrower Gaussians to the original basis set. The parameter b denotes a relative increase of the density of Gaussians d log ζ n /dn, n = N (large exponents): if b = 0, the density is unchanged; if b = 1, the density of the large exponents is equal to the density of the diffuse exponents (n = N ). First, we optimized the parameter b in the interval 0 ≤ b ≤ 0.9 to the ground state energy for the s-limit. The number of basis functions was unchanged, given by N = 28 and 27 for the ExTG5G and ExTG7G basis sets, respectively, according to Table V . Then, we repeated the optimizations of b while gradually increasing the size of the basis set, N → N + 1, until reaching the convergence of the ground state energy in the s-limit. The convergence criterion was given by 3 × 10 −7 E h in both ExTG5G and ExTG7G basis sets. The corrected sets of the s-type Gaussian primitives are listed in the first lines in Table VI .
By the same procedure we obtained corrected sets of Gaussian primitives for the higher rotational numbers. Table VI provides all s-to g-series for the ExTG5G basis set, and s-to f-series for ExTG7F basis set. We restrict the latter basis to f-symmetry, due to the large extent of the corrected Gaussian series. For convenience, we also include lists of Gaussian exponents for the ExTG5G and ExTG7F basis sets in the supplementary material. 34 Here it is appropriate to mention that for the highest rotational numbers, we encounter a numerical instability in the optimization of the b-parameter. In the case of ExTG5G, we get around these problems by setting lower convergence criteria for optimizations of the s-to g-series, to 6 × 10 −7 E h , 6 × 10 −7 E h , 6 × 10 −7 E h , 6 × 10 −6 E h , and 6 × 10 −6 E h , respectively. The resulting series of g-functions is added to the original s-to f-series, that are optimized up to 3 × 10 −7 E h . In the case of ExTG7F, we have to lower the convergence criterion while optimizing the f-series from 3 × 10 −7 E h to 1.6 × 10
−6 E h . Finally, we asked whether the FCI active space could be reduced by excluding some of the highest virtual orbitals. For the ExTG5G and the ExTG7F basis sets, there are 5 and 7, respectively, well-defined bound state orbitals (i.e., states with negative orbital energies) of the non-redundant Fock operator. The remaining orthogonal complement involves a few higher lying Rydberg states and a large set of orbitals above the ionization threshold. We have found that the six highest s-type virtual orbitals could be excluded from the FCI active space with no effect on the resulting FCI ground state energy (this number is denoted by N d in Table VI ). The six s-orbitals belong to the discretized continuum and originate from the orthogonal complement of the most narrow s-type Gaussians. They are characterized by extremely large orbital energies and narrow widths.
IV. RESULTS
A. Phase-space represented by ExTG5G and ExTG7F basis sets
The ExTG5G and ExTG7F basis sets can properly describe a substantial part of the helium spectrum. The calculated spectrum includes several Rydberg series, from N = 1 up to N = 5 and N = 7, respectively, where N denotes the ionization threshold. In each one of the series, the states up to the excitation quantum numbers n = 5 and n = 7, respectively, are correctly represented. The additional states with slightly higher excitation quantum numbers, n = {6, 7} and n = {8, 9}, respectively, which are also found in the calculated spectrum, are usually less accurate.
The above conclusions are illustrated in calculations of several 1 First, we show the results from the ExTG5G basis set. As an example, we choose the states of the (N, N − 1) n Rydberg series, where we intentionally present the spatially narrowest and broadest states, Table VII. We also include energies obtained from the rotationally truncated basis sets ExTG5S to ExTG5F (l max = 0. . . 3), and the rotationally converged energies borrowed from the literature. 35 The basis set converges rather slowly for the ground state, where the error in the glimit still reaches up to 2 × 10 −4 E h . However, it is much better for higher excitations n. For example, the error is just 10
E h for the (4, 3) 5 1 S e state. One can see from the table that the convergence of the energies is approximately exponential with the maximal rotational quantum number included. This fact can be used to better approach the complete basis set limit, as shown for the h-and i-limits in Table VII . Here, the logarithms of the differences between the subsequent energies, log (E s − E p ), log (E p − E d ), . . . , log (E f − E g ), were fitted with suitable Padé approximants and the extrapolated energies were thus calculated from the extrapolated differences. The Padé approximants of the types (n/n), (n/(n − 1)), and (n/(n − 2)) were used. The particular choice of the approximant is based on excluding those approximants that develop undesirable features such as extrema and inflex points within the extrapolated region.
The ExTG7F basis set can obtain slightly higher excitations than ExTG5G. Table VIII shows the states and resonances in which ExTG7F exceeds ExTG5G. Only the highest excited resonance (7, 6) 7 1 S e which is expected in the calculated spectrum is not shown, since it could hardly be identified. All conclusions drawn for ExTG5G are also valid for ExTG7F.
B. Stability of resonance energies with a complex scaling parameter
To calculate the complex energy of resonances, the complex scaling method, where the Hamiltonian transforms such that H (x,p) → H (xe iθ ,pe −iθ ), 0 ≤ θ < π/4, is applied.
36-38
The ExTG5G and ExTG7F basis sets can provide quite extensive intervals of the complex scaling parameter θ , where the energies of bound states and resonances remain roughly stationary. For bound states, this means that the energies remain real and constant even with the complex rotation of the Hamiltonian. As long as the radial coordinate is scaled, only such basis sets that are quasicomplete in the radial subspace meet such criterion. In Tables IX and X , we demonstrate a clear difference between the two ExTG basis sets and some of the commonly used basis sets, on the ground state energy calculated along the θ -trajectory. To see the effect of the diffuse functions, the standard basis sets were augmented by the diffuse functions of the ExTG5G basis. In Table X , the d-augcc-pV5Z basis was also provided with additional ETG diffuse functions (9s, 5p, 4d, 3f, 2g) that were optimized so that the change in the ground state FCI energy was below 10 −7 E h . We can see that the two ExTG sets yield only small imaginary part of the energy (below 10
−5 E h ) for the large range of θ given by 0 ≤ θ < 0.65 and both the real and imaginary parts tend to be stable. By contrast, all the other basis sets employed exhibit significant instability along the θ -trajectory in both components of the complex energy and the additional diffuse functions had only small effect on this characteristics.
It is usual to consider the θ -trajectory as a curve in the complex plane, where one looks for the cusp which defines the complex resonance energy. We know from experience that in practical calculations the cusp very often tends to be inaccurate. One can find an example for helium resonance (2, 1) 2 1 S e in a previous study of ours (see Fig. 4 in Ref. 30 ). The usual approach that aims at refining such cusps brings the stationary points at real and imaginary parts of the resonance energy to a coincidence. This is achieved without resizing the basis set by tuning an additional basis set parameter. 38 Such a method ensures the best energy only within the given size of the basis set, according to the complex variational principle. Note that if the basis set is insufficient, one may locate more than one cusp in different sites on the complex plane. If the complex variational principle is to provide accurate energies, one needs to improve the basis set in the first place. A good basis set must lead to approximately constant complex energies within a reasonable interval of θ . This has to do with quasicompleteness of the basis set in the complex scaled radial coordinate, as it has been demonstrated for the bound states.
Hereafter we provide a detailed discussion on the stability of resonance complex energies as it is achieved with our basis sets. First, we define the area of stationarity such that
where for θ opt ,
Table XI shows the θ -intervals for the ExTG5F basis set, for a representative sample of states belonging to the (2, k) n Rydberg series. The span of energies has been set to = 5 × 10
−7 E h according to the predefined accuracy of the basis set in the radial space given by 3 × 10 −7 E h . The table also shows the real and imaginary components of energies for the edge points. Stationary points for the imaginary components are close to θ opt , always falling roughly to the centers of the θ -intervals. Table XI may be somewhat confusing in those cases, where differences between energies in the edge points are smaller than 2 . This is explained by the fact that the energy function has rather an extreme than an inflex point at θ opt . The same occurs for imaginary parts of energies.
From a theoretical point of view, the emergence of the stability intervals is determined by the following numerical processes. θ min is given by the entry of the resonance into the area represented by the basis set. For lower values of θ , the TABLE X. Helium ground state energy calculated for several values of the complex scaling parameter θ for the Dunning-Huzinaga d-aug-cc-pV5Z basis, the same basis set augmented by additional diffuse functions from ExTG5G, and finally, the same basis set augmented by an optimized series of diffuse ETG functions. resonance wavefunction is more diffuse than the orbitals with the highest quantum number, n = M (M = 5 in the case of ExTG5F). The entry of the resonance to the area is characterized by a rounded stair followed by a plateau in the complex energy, E(θ ), near θ = θ min ; see Fig. 4 . The value of θ max can be determined by two different mechanisms. In Ref. 39 , we have shown that while the complex scaling operator narrows the wavefunction in the coordinates, at the same time it pushes it deeper into the momentum space. This fact can manifest itself numerically in two ways. First, for a certain critical value θ max , the wavefunction may exceed the phase space represented by the basis set in the momentum coordinate. In such case, the stationary plateau is again terminated by a rounded stair. This numerical behavior is found in the case of resonances with spatially narrow wavefunctions, such as (2, 1) 2 1 S e , etc. The second mechanism that plays a role when finishing the stable area manifests itself by a rapid, exponential loss of energy precision with θ (complex energy starts jumping with an increasing amplitude). This mechanism is due to the use of a generalized inner product for complex scaled wavefunctions (for details, see Ref. 39) . This numerical behavior can be found for higher values of the complex scaling parameter in the case of more spatially extent Rydberg states, such as in the case of (2, 1) 5 1 S e resonance for θ > θ c = 0.6, which is shown in Fig. 4 . This numerical artifact is not observed for narrow states (n < 4), indicating that θ c > 0.65 for these resonances. However, as expected by the theory, 39 the critical value of θ c is strongly lowered down to θ c = 0.4 for the broadest states corresponding to the highest excitations n = 7.
Now we turn to the region of stability. Supposing the stability interval was short and poorly visible, it would be a sign that while the resonance wavefunction enters the represented phase space in coordinate, it already exceeds it in momentum. This obviously undesirable behavior does not occur with either ExTG5F or ExTG7F basis sets. Areas of stability include long plateaus, where the complex energy varies according to the precision for which the basis sets were optimized, i.e., 10
−6 E h to 10 −7 E h . Sometimes, ExTG5G provides shorter plateaus for resonances than ExTG5F and ExTG7F basis sets, as the g-set of Gaussians has been optimized up to a smaller precision.
C. Classification of states by dominating configurations
Finally, we question how far configurations of orbitals correspond to the actual states, obtained by the FCI. First, we focus on the states below the first ionization limit, where we compare the performance of the usual RHF method and the non-redundant Fockian, for the case of the ExTG5G basis set, Table XII . For the ground and the fifth excited states, this table shows five configurations with the largest contributions given by the FCI coefficients, |C i | 2 . In addition, we indicate the sum of all higher contributions down to the actual one in the following complementary sense:
We can see that for the ground state, both sets of orbitals give comparable results with the dominant configuration 1s 2 . For the excited state, however, only the orbitals from the nonredundant Fockian provide a single dominant configuration 1s5s. The use of the ordinary RHF orbitals leads to a slowly converging CI expansion with no dominating configuration. All the other excited states tend to have similar characteristics, providing a significant configuration if orbitals from the non-redundant Fockian are employed, or converging slowly when the ordinary RHF orbitals are used. 
The 35 The convergence of σ i to 0 is by one or two orders of magnitude slower than for the states below the first ionization threshold. The speed of convergence is probably affected by the construction of the non-redundant Fockian, which is still defined on the basis of the occupied 1s orbital. In Ref. 30 , we showed that if the Fockian is based on an occupied 2s orbital, the convergence of the resonance (2,1) 2 1 S e with the number of configurations is rapidly accelerated.
The observed deterioration of the correspondence between orbital configurations and the actual FCI states worsens for series of resonances below higher ionization thresholds. Allow us to examine the (3,2) 3 1 S e , (3,0) 3 indicates that an ideal 3s-orbital for this resonance should actually be narrower than the one used. A similar conclusion can be made for the 3p orbital. The tendency to narrow the 3s and 3p orbitals by including 2s and 2p is further confirmed by the composition of the two other resonances, (3,0) 3 1 S e and (3,−2) 3 1 S e . More optimal orbitals with smaller widths could be achieved through an alternative construction of the Fockian, based on the occupied 3s orbital, similarly as discussed in the previous paragraph. For even higher excited series of resonances, N > 3, we observe the continuing trend of narrowing orbitals, so that the resonances are dominated by orbitals that are by one or two quantum numbers lower than N.
V. SUMMARY
We have developed a unique optimization procedure for obtaining Gaussian basis sets that are suitable for complex scaling calculations of resonances and highly excited states. We have optimized two such Gaussian basis sets for helium, ExTG5G and ExTG7F.
The procedure is based on optimization of virtual orbitals as eigenfunctions of the non-redundant variant of the Fock operator, which proved to efficiently describe excited states. The simultaneous optimization of multiple virtual orbitals revealed that in an optimal sequence of Gaussians for Coulomb-like potentials the gap (α) between the even tempered Gaussians gradually squeezes when going from large to small exponents. Based on these findings we suggested a new sequence of exponentially tempered Gaussians, which significantly reduces the size of the optimal Gaussian series. The series obtained from the effective one-electron approach were finally fine-tuned by a single parameter so as to also minimize the FCI ground state energy.
The new basis sets are characterized by a very precise representation of the radial subspace. Their quasicompleteness on this subspace is approximately measurable by two parameters, (i) the deviation of the calculated energies from the complete basis set limit for a given number of partial waves, and (ii) the highest excitation number n in the leading configurations of the excited states residing just below the ionization thresholds. In the ExTG5G and ExTG7F helium basis sets, is set to about 10 −6 E h by default, while n is designated in the shortcuts for the basis sets (n = 5 or 7)
.
We recognize and demonstrate that the quasicompleteness of basis sets on the radial subspace is one of the crucial points to be solved when applying complex scaling to quantum chemistry. The reason is straight and simple. The complex rotation causes a strong deformation of wavefunctions, affecting resonances, and bound states as well. First of all, the wavefunctions become broader in momentum representation as the complex scaling parameter is increased. No wonder that complex rotation represents a severe test to Gaussian basis sets. When applying complex scaling in conjunction with standard basis sets, the imaginary part of the ground state energy rises up to 10 −3 E h or even 10 −1 E h , depending on a particular set. This particular numerical artifact persists even after improving the standard basis sets by addition of diffuse Gaussians. This is a clear indication that the standard basis sets are actually quite sparse in radius so that the wavefunction, at the slightest manipulation, leaks out of the well-described region of the phase-space in momentum coordinate. On the other hand, the basis sets that have been optimized here, are dense enough in radius to keep the ground state energy on the real axis within the declared precision of almost all along the definition region of the complex scaling parameter (θ ≤ 0.65 rad).
Of course the sparse radial sampling keeps the size of the standard basis sets rather small and still precise for most non-complex scaling calculations. Although there is no use of complex scaling for calculations of ground states, the complex rotation is essential for transformation of resonances onto the l 2 space. Strictly speaking, that alone is not enough. The complex rotation must narrow down the resonances to the size of the most diffuse Gaussians within a given basis set. Thus, the corresponding deformation of the resonance wavefunctions in momentum space might be quite strong. The two new basis sets have been successfully tested for helium Sstates all the way from the ground state up to the Rydberg resonances below the fifth (ExTG5G) or seventh (ExTG7F) thresholds. Although the demands on the basis sets for precise calculations of resonances are supposedly high, we may declare that the quasicompleteness of the new Gaussian basis sets is sufficient enough to well describe all the Feshbach resonances of helium from 1 S e (2, 1) 2 /2s 2 up to 1 S e (5, 4) 5 /5g 2 . Moreover, the complex resonance energies can be obtained along large stable intervals of the complex scaling parameter. 
The integral over r in Eq. (B2) can be solved analytically, where we get
c n c n × exp (−(ζ n + ζ n )r 2 )
where α n,n = −a n,n /2 B n,n . Now we will use the symmetry of summands differing merely in swapped indices. When swapping indices, we apply the following relations: α n,n = −α * n ,n , α 
