Authors Address the problem of recognition and retrieval of relatively weak industrial signal such as Partial Discharges (PD) 
Introduction
Inspite of advances in the areas of manufacturing, processing optimal design and quality control, the high voltage (HV), high power apparatus have continued to fail in service prematurely. Investigations reveal that, in most cases insulation failure is the primary cause. In this context, power utilities are increasingly resorting to on-line, on-site diagnostic measurements to appraise the condition of insulation system. Amongst others, the PD measurement is emerged as an indispensable, non-destructive, sensitive and most powerful diagnostic tool. A major constrain encountered with on-line digital PD measurements is the coupling of external interferences (usually very high amplitude compared to PD signal) that directly affect the sensitivity and reliability of the acquired PD data. The more important of them being, discrete spectral interferences (DSI), periodic pulse shaped interferences, external random pulsive interferences and random noise generic to measuring system itself. In most of the cases, external interferences yield false indications, there-by reducing the credibility of the PD as a diagnostic tool. Many researchers, have proposed signal processing techniques to suppress the different noise component such as, FFT thresholding, adaptive digital filter, IIR notch filter, wavelet based method [3] with varying degree of success. But acquisition of pure PD signal on-site and on-line is still elusive which forms the subject matter of this paper.
Problem Definition
Of all external interferences mentioned, DSI can be identified and eliminated in frequency domain as they have a narrow-band frequency spectrum concentrated around the dominant frequency, whereas, PD pulses have relatively a broad band frequency spectrum. Periodic pulse shaped interferences can be gated-off in time domain any PD occurring in that time interval is lost). But, it is very difficult to identify and suppress the stochastic pulse-shaped interferences (PI) as they have many characteristics in common (both in time and frequency domain) with PD pulses. Also, PI is a random occurrence like PD pulse which aggravates the process of separation [3] . Thus, PI continues to pose problems for reliable on-line, on-site PD measurement.
In this paper, the Authors are approaching the problem in a stochastic perspective to model and classify the PD aswell PI. Generally, PD signal is sampled at a very high sampling frequency (in terms of MHz), to avoid aliasing. This in part is due to, coupling of high frequency noise component in measuring circuit. Therefore, a large amount of data points contain redundant information. In this regard, Authors adopt a wavelet based multi-resolution analysis (MRA) scheme to discard the redundant data. Then, signal is decomposed into different frequency scales using an undecimated wavelet transform (UDWT). The advantage of UDWT being, availability of time as-well the frequency information in the wavelet domain, which is very useful in suppressing PI. A scale dependent FIR Wiener filter is implemented to obtain wavelet coefficient of clean signal. The probability density function of the enhanced signal is derived using PPCA in which PD/PI pulses are characterized as mean of the distribution. The parameters (features) of the pulses are estimated using MAP based technique. A GLRT based on Neyman-Pearson (NP) criterion is performed, to doubly ensure the existence of the pulse. Finally the pulsive noise and the PD pulses are discriminated by weighted nearest neighbor classifier which utilizes the knowledge of estimated parameters of the pulses.
WAVELET ANALYSIS
The SNR of the PD signal is considerably low (around -40dB) and it is quite difficult to visualize the location and the form of PD pulses in the observed noisy non-stationary signal. Therefore denoising DSI, random noises and other non-pulsive interferences is a primary requirement for further analysis of the signal.
Signal Resampling
PD signal is generally sampled at higher sampling rate (nano-seconds), although, the pass-band of the PD detector happens to be around 100 to 300 kHz. This is done to avoid the aliasing effect due to interference of high frequency components in the measuring circuit. Therefore an enormous amount of redundant data is encountered in the acquired PD signal which is a great computational burden. In this section Authors provide an simple intuitive wavelet based MRA scheme to dispose the redundant data points in acquired PD signal without loosing useful PD infomation.
Wavelet transformation is a linear transformation which is very useful in analyzing non-stationary signals. This relies on breaking up of a signal into shifted and scaled version of mother wavelet or the wavelet basis function. The continuous wavelet transform of a signal Ü´Øµ is given by,
Where, ´Øµ is the mother wavelet. × ² are respectively, dilation and translation parameters. Generally for most of the signal analysis, discrete wavelet transforms (DWT) based on MRA are used, because of computational and implimentational ease. MRA proposed by Mallat [6] relies on breaking of the frequency space of the signal into two complementary subspaces and further decomposition is done on the space having lower frequency components. Based on similar lines, Authors decompose the observed noisy PD data into predetermined levels which is determined ÔÖ ÓÖ depending on the sampling frequency and bandwidth of the PD detector. Let × be the sampling frequency and be the upper cutoff frequency of the PD detector. Then, the noisy signal is decomposed into Ä levels using MRA scheme with Daubeches wavelet ( ½ ) as basis function. where,
It can be easily verified that, the wavelet coefficients across all the scales correspond to frequencies higher than the passband of PD detector and scaling coefficients correspond to frequency range 0 -. Therefore, wavelet coefficients across all the scales were nulled and signal is reconstructed considering only the scaling coefficients. By doing this, we have effectively removed the undesired higher frequency components in the observed signal. Then, signal is downsampled by a factor Å, where, Å ¾ Ä . The Computation labor of the proposed algorithms in the following sections are greatly reduced by implementing this step and all the future analysis are carried out using resampled data.
Signal Enhancement
Most of the high frequency component of observed noisy 
Feature Extraction
In section II, Authors employed a UDWT based approach to suppress large portion of non-pulsive noise from the observed signal (Ý). Further analysis of the enhanced signal, is made by windowing the relevant part of the enhanced signal (Ü). A simple peak detector is used to extract the pulses and further analysis is undertaken on this. Authors incorporate a probabilistic principal component analysis (PPCA) technique to model the enhanced signal.
PPCA Based Data Modeling
A -dimensional data vector Ü can be related to a Õ-dimensional (Õ ) latent variable Þ as,
where, Þ and are independent random processes [1] and is the mean of the data vector Ü. By defining a prior pdf for to Þ, the model induces corresponding pdf to Ü. Let, Þ AE´¼ µ and AE´¼ ¾ Áµ . Then, Ü is also Gaussian. i.e Ü AE´ È È Ì · ¾ Áµ. The columns of È are scaled and rotated principal eigenvectors of covariance matrix [4] of Ü. In this model, the remnant noise (posterior to UDWT enhancement) is modeled as combination of systematic component (È Þ ) and independent component ( ). The systematic component captures the trend and models the random part in the data vector Ü. The important advantage of the above model is that, the observed data is not only represented in terms of principal components, but also resulted in a probability model for the observed data. The ML estimate of of È and ¾ are given by.
where Õ column vectors in Í Õ are eigen vectors of covariance matrix of the data, with the corresponding eigen values in the diagonal matrix £ Õ and Ê is an arbitrary rotation matrix. The estimate for ¾ has the interpretation of lost variance in the projection, averaged over the lost dimension. The mean vector is modeled as a function to describe the noise-free PD/PI pulse in the windowed signal.
Where , is the pulse height, « ½ , « ¾ are the parameters which are functions of rise time and fall time respectively. The time Ø ¼ is the time at which the value of is . The autocovariance matrix is estimated from the part of the signal Ü, outside the window. The value of the parameter set « ½ « ¾ is estimated, as explained below.
MAP Parameter Estimation
We know that, Ô´ Üµ Ô´Ü µÔ´ µ, where, Ô´ Üµ , Ô´Ü µ , Ô´ µ are respectively posterior probability of , conditional density of Ü and prior pdf of . 
Detection and Classification of PD/PI Pulses
In this section the Author introduces a detection/classification technique based on generalized loglikelihood ratio test and weighted nearest-neighbor methodology.
Generalized Log-Likelihood Ratio Test
An GLRT is adopted [5] , to doubly ensure the existence of a pulse in the window. This is an important step prior to a binary classification detailed in the following section, which ascertains whether a PD pulse is included in the window or not. A hypotheses test is instituted to verify this as under: À¼ Ü À½ Ü (9) be the two hypotheses. Here, À ¼ is the null hypotheses and À ½ is the alternative. Under À ¼ Ü Ú AE´¼ µ, is known, under À ½ Ü Ú AE´ µ, is unknown. Therefore a GLRT based statistical testing has been employed for making decision on the existence of the pulse. In GLRT the unknown parameters are replaced by their maximum likelihood (ML) estimates and the asymptotic performance of the ÄÊÌ ×Ø Ø ×Ø is deduced. Asymptotically, this statistic tends to a chi-square distribution. It can be shown [5] that,
¿ represents a chi-square distribution with three degrees of freedom. The non-centrality parameter of the chi-square distribution is given by . The likelihood ratio Ä ´Üµ is given by, Now, the pulse is believed to exist, implying that À ½ is true, if, ¾ ÐÒ´Ä ´Üµµ greater than a threshold, , where É ½´½ È µ. The term, É ½ is the right-tail probability of chi-square distribution with three degrees of freedom, È is termed as probability of false alarm, which is, probability that GLRT-statistic exceeds under À ¼ .
Classification of PD Pulses
A weighted nearest neighbor classifier, based on the Euclidean distance from the unlabeled instance to the training set has been implemented, wherein, one class represents the PD pulses and the other one represents the PI.
Where, Ô is the unlabeled testing parameter set. Õ Ñ represents Ñ Ø training parameter set and Û Û ½ Û ¾ Û ¿ is the weight matrix. which is carefully chosen for effective classification (since the parameter « ½ has the more discriminant feature Û ½ is relatively higher than other weights).
Results and Discussion
The results shown in this paper pertains to both simulated as well the real data. Noisy PD data is simulated on the similar lines as given by Satish [3] . The real PD data was obtained in laboratory conditions, using a point-plane configuration for PD source [3] . The bandwidth of the PD detector was chosen to be 30kHz-300kHz. A 10 bit digitizer with sampling time of 100ns was employed to obtain PD data. PI pulses seen in Fig. I(c) Fig. I(d) . About 95± of the total PD pulses are retrieved and the loss of the remaining pulses are mainly attributed to the overlapping of PD and PI pulses in time. The performance of the technique on real data is shown in Fig.  2 . The MMSE based UDWT domain enhancement is most suitable for PD signal analysis and performance was found to be better than other techniques listed in the literature. An energy detector was incorporated to detect the ringing component of the pulses and noise at non-PD location is completely nullified.
Conclusion
A huge amount of redundant data was removed from observed signal, there-by decreasing the computation time, which is very important for on-line applications. The simultaneous availability of time and frequency band knowledge in UDWT domain was exploited for the first time in PD signal analysis and enhancement technique found to be better than most of the methods reported in the literature. The PPCA based method is innovative and models the enhanced signal effectively. For the first time, the functional characterization for pattern recognition of PD signal is undertaken and PD/PI pulses are efficiently detected and classified. Thus a new, complete, mathematically robust pattern recognition methodology for on-site, on-line retrieval the PD pulses buried in excessive noise has been implemented and tested.
