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Introduction
Let us consider a case where samples originate from K groups (classes). We would often like to present them graphically, to see their configuration. However, it may be difficult to produce such a presentation even only three variables are observed. A different method must therefore be sought for presenting multidimensional data originating from multiple groups. That is the role of the discriminant coordinates (Seber (1984) , p. 269). They are also sometimes called canonical variates (Krzanowski (2000) , p. 370; Srivastava (2002), p. 257) , but this name is misleading, because canonical variates with completely different properties occur in canonical correlation analysis. Another name used is discriminant functions (Rencher (1998), p. 202; Fujikoshi et al. (2010) , p. 255) -this is inappropriate because discriminant functions are surfaces that separate K groups from one another.
The aim of the classical discriminant coordinates technique is to replace the input variables by a smaller number of independent coordinates in such a way that the separation among groups (classes) is maximum in the reduced space. In the case of two classes we obtain only one discriminant coordinate, coinciding with the well-known Fisher's linear discriminant function (Fisher (1936) ). Generalization on K > 2 classes was shown by Rao (1948) . The space of discriminant coordinates is a space convenient for the use of various classification methods (methods of discriminant analysis).
In the present paper, we adapt the classical discriminant coordinates analysis to multivariate repeated measures data. Suppose that we have a sample of n objects characterized by p-variables measured in T different time points or physical conditions. Such data are referred to in the statistical literature as multivariate repeated data or doubly multivariate data. Analysis of such data is complicated by the existence of correlation among the measurements of different variables as well as correlation among measurements taken at different time points.
The proposed methods are particularly useful when the number of time points is small and the data sets are also small. Such situations concern, from example, the observation of variables in groups of territorial units, the number of which is fixed.
In the case of a large number of variables, a large number of time points and large data sets (e.g. in modern on-line economy), the alternative may be to use discriminant coordinates for functional data (see e.g. Górecki et al. (2018) ).
In practice, the use of classical discriminant coordinates described in Section 2 requires the fulfillment of the condition max{n 1 , . . . , n K } > pT , where n i is the sample size derived from the ith group, i = 1, . . . , K. This condition is very restrictive and requires large samples. If it is not satisfied, then our problem can be partially solved using an existing relationship between the discriminant coordinates and canonical variables (Krzyśko (1979) ). The construction of the discriminant coordinates as the canonical variables of the X X X-space is described in Section 3. In this case the condition n > pT + K − 1 is required, where n = n 1 + · · · + n K . Note that the condition n > pT + K − 1 is a condition much weaker than the condition max{n 1 , . . . , n K } > pT , especially for a small number of groups K. If n ≤ pT + K − 1, then we can construct the discriminant coordinates with the additional condition imposed on the covariance matrix. This construction is presented in Section 4. Section 5 illustrates the approaches presented in the paper on a real data set.
Classical discriminant coordinates: a review
Let us consider the multivariate discriminant problem with K groups. We observe (X X X,Y ), X X X = (X X X 1 , . . . ,X X X p ), X X X i ∈ R T , where vecX X X ∈ R pT is a predictor vector, and Y ∈ {1, . . . , K} is a categorical response variable representing the group membership. We are interested in predicting the class membership Y based on the p variables measured in T different time points or physical conditions. Suppose that group i has group mean vector µ µ µ i ∈ R pT , a common (within-group) pT × pT covariance matrix Σ Σ Σ and associated group probability
Discriminant coordinates are then defined to be the linear combination U = u u u vec(X X X), which maximizes the ratio of the between-group variance to the withingroup variance.
Specifically, let ∆ ∆ ∆ be the between-group covariance matrix defined by
The between-group covariance matrix ∆ ∆ ∆ is nonnegative definite matrix. Then, the ratio of the between-group variance to the within-group variance is equal to
provided that u u u ∈ R pT = 0 0 0. If u u u 1 is the vector which maximizes (1), we call the corresponding linear combination U 1 = u u u 1 vec(X X X) the first discriminant coordinate. In particular, u u u 1 can be obtained by solving Since Σ Σ Σ is a nonsingular matrix, then u u u 1 is the eigenvector of Σ Σ Σ −1 ∆ ∆ ∆ corresponding to its largest eigenvalue λ 1 .
The second discriminant coordinate maximizes the measure J(u u u) and satisfies the conditions:
Continuing this process, we can define the k-th discriminant coordinate as far as maximizing the measure J(u u u), which must also comply with conditions:
This means that the discriminant coordinates are uncorrelated and have unit variance.
The vectors u u u k , which maximize the measure J(u u u), fulfill the equality
Note that the construction of discriminant coordinates requires knowledge of the vectors µ µ µ 1 , . . . ,µ µ µ K , prior probabilities q 1 , . . . , q K , and the matrices Σ Σ Σ and ∆ ∆ ∆. In practice these parameters are not known, and we need to use their estimates from the sample.
Let x x x i1 , . . . ,x x x in i be a sample derived from the ith group, where i = 1, . . . , K, and let n = n 1 + · · · + n K . Then
Note that the matrix W W W is the sum of the matrices A A A 1 , . . . ,A A A K . The matrix A A A i is positive definite with probability 1 if and only if n i > pT , i = 1, . . . , K. Then W W W is also positive definite if and only if max{n 1 , . . . , n K } > pT (Banerjee and Roy (2004) , p. 418; Giri (1996) , p. 93). Therefore, if max{n 1 , . . . , n K } > pT , then the estimateΣ Σ Σ of the positive definite matrix Σ Σ Σ is positive definite with probability 1, and we can use the given estimates of unknown parameters. The condition max{n 1 , . . . , n K } > pT is very restrictive and requires large samples. If it is not satisfied, then the problem of correct estimation of the matrix W W W can be partially solved using an existing relationship between the discriminant coordinates and canonical variables.
The relationship between the discriminant coordinates and canonical variables
In the case where max{n 1 , . . . , n K } ≤ pT estimates of the unknown parameters will be calculated using the relationship between discriminant coordinates and canonical variables (Krzyśko (1979) ).
Let the q-dimensional vector Y Y Y be a vector of dummy variables defined as follows:
1, if the matrix X X X is observed in the ith group, 0, in other cases,
where Ω Ω Ω 21 = Ω Ω Ω 12 and Ω Ω Ω is positive definite. The estimateΩ Ω Ω of the positive definite matrix Ω Ω Ω is positive definite with probability 1 if and only if n > pT + q, where n = n 1 + · · · + n K . If the matrixΩ Ω Ω is positive definite, then the matricesΩ Ω Ω 11 andΩ Ω Ω 22 are non-singular.
Consider the equation
Variables V k = m m m k vec(X X X), where m m m k ∈ R pT are eigenvectors of the matrixΓ Γ Γ satisfying equation (2), are called sample canonical variables of the X X X-space.
The following relationships are satisfied (Krzyśko (1979) ):
Thus, equation (2) is equivalent to the equation
This means that the discriminant coordinates U k = u u u k vec(X X X) are proportional to the canonical variables of the X X X-space V k = m m m k vec(X X X), where Y Y Y is a vector of dummy variables. Note that the condition n > pT + q is a condition much weaker than the condition max{n 1 , . . . , n K } > pT , especially for a small number of groups K = q + 1.
The special structure of the matrix Ω Ω Ω
If n ≤ pT + q, then we can construct the discriminant coordinates with the additional condition that assumes that
The matrix U U U represents the covariance between all p-variables on a given ob-ject and for a given time point. Likewise, V V V represents the covariance between repeated measures on a given object and for a given variable. The above covariance structure is subject to an implicit assumption that for all variables the correlation structure between repeated measures remains the same, and that covariance between variables does not depend on time and remains constant for all time points. Estimates of the matrices U U U and V V V , and thus the matrix Ω Ω Ω 11 can be obtained using the method given by Srivastava et al. (2008) . Letx
Then, estimates of the matrices U U U and V V V are obtained iteratively with a system of equationsÛ
In this case, the matrixΩ Ω Ω 11 =Û U U ⊗V V V is positive definite with probability 1 if and only if n > max(p, T ). Note that the fact that the matrixΩ Ω Ω 11 is positive definite with probability 1 does not always guarantee that the matrixΩ Ω Ω is positive definite with probability 1. However, the fact that the matrixΩ Ω Ω 11 is positive definite with probability 1 allows us to determine the discriminant coordinates on the basis of the matrixΓ Γ Γ because then the matrixΩ Ω Ω −1 11 exists.
Example
The described methods were employed here to build the discriminant coordinates based on the annual data on the 38 European countries in the period 2009-2015. These countries were divided into 4 regions purposes by the United Nations Statistics Division: (1) Northern Europe, (2) Western Europe, (3) Eastern Europe, (4) Southern Europe. The list of countries used in the discriminant coordinates analysis is contained in Table 1 .
We used the data published by the World Economic Forum (WEF) in its annual reports (http://www.weforum.org). Those are comprehensive data, describing exhaustively various socio-economic conditions or spheres of individual states. For statistical analysis, we chose 2 of 12 pillars of variables: technological readiness (consists of 4 variables) and higher education and training (consists of 6 variables). Table 2 describes the pillars used in the analysis. In both cases max{n 1 , . . . , n K } ≤ pT , and we could not use the classical discriminant coordinates algorithm. The unknown parameters were calculated using the relationship between discriminant coordinates and canonical variables described in Section 3. The technological readiness pillar consists of 4 variables (p = 4). In this case n > pT + q. The discriminant coordinates are uncorrelated. However, they are not orthogonal. In practice, however, the usual procedure is to plot discriminant coordinates on a rectangular coordinate system. The resulting distortion is generally not serious. Projection of the 38 European countries on the plane (Û 1 ,Û 2 ) is presented in Figure 1 . The contribution of each variable to the discriminant coordinate is not the same. The correlation between each variable and a discriminant coordinate is widely recommended as a useful measure of variable importance in the discriminant coordinate. These correlations, sometimes called structure coefficients, are provided in many software packages. However, it turns out that these correlations do not show the multivariate contribution of each variable, but rather provide only univariate information, showing how each variable by itself separates the groups, ignoring the presence of the other variables. The better measure are the absolute values of standardized coefficients, because these coefficients show the contribution of the variables in the presence of each other, that is, these coefficients provide a multivariate interpretation that allows for the correlations among the variables (Rencher (1998), p. 214 ) . If we denote the rth coefficient in the qth discriminant coordinate by m qr then the standardized form is m qr = s r m qr , where s r is the within-group standard deviation of the rth variable obtained from the diagonal of (n − K) −1 W W W .
The absolute values of the standardized coefficients can be used to rank the variables in order of their contribution to separating the groups. Tables 3 and 4 show the standardized discriminant coordinate coefficients of the first and second discriminant coordinate, respectively, for the technological readiness data. The higher education and training pillar consists of 6 variables (p = 6). In this case n ≤ pT + q, and we made the calculation with the additional condition Ω Ω Ω 11 = U U U ⊗V V V . A projection of the 38 European countries on the plane (Û 1 ,Û 2 ) is presented in Figure 2 . Figure 2 shows three clusters. The countries of Western Europe and Northern Europe in fact form a single group. The outliers countries in this group are Lithuania (LT) and Latvia (LV). Tables 7 and 8 show the standardized discriminant coordinate coefficients of the first and second discriminant coordinate, respectively, for the higher education and training data. 
