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Abstrakt 
Tato diplomová práce je zaměřena na citlivostní analýzu vybraných typů rekonstruktorů 
stavů. Ty jsou realizovány v obecném tvaru, pomocí přímého a paralelního 
programování. Veličina, která určuje kvalitu citlivosti je rozdíl výstupního signálu 
daného rekonstruktoru se signálem z obecného tvaru systému. Testování bude založeno 
na různých stavových počátečních podmínkách a na změně parametrů matice zpětných 
vazeb A obecného systému vzhledem k testovaným rekonstruktorům. 
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Abstract 
This master thesis is focused on the sensitivity analysis of selected kinds of state 
reconstructors. They are realized in a general form, via direct and parallel programing. 
Quantity that determines the quality of sensitivity is output signal difference of the 
reconstructor with the general form of the system. Testing will be based on different 
initial state conditions and on the parameters change of the feedback A matrix due to the 
rested reconstructors. 
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1 ÚVOD 
Pro řízení systému je nezbytné znát informaci o stavech systému. Pokud je informace 
známá, daný systém je libovolně řiditelný. V praxi však některé stavové proměnné není 
možné měřit, proto se realizuje zapojení, které při stejném vstupním signálu, jako u 
původního systému a stejném výstupním signálu generuje informaci o jednotlivých 
stavových proměnných pro daný čas. Toto zapojení se nazývá rekonstruktor stavu. 
Tato diplomová práce se zabývá porovnáním různých realizací rekonstruktorů, a 
zjištěním, který z typů se nejlépe vypořádá s: 
 Rozdílnými počátečními podmínkami původního systému oproti nulovým 
počátečním podmínkám různých realizací rekonstruktorů. 
 Rozdílem vlastních čísel matice zpětných vazeb A, kdy jednotlivý typy 
rekonstruktorů jsou navrženy na stejný systém a dojde ke změně vlastních 
čísel zpětnovazební matice A původního systému. 
Realizace rekonstruktorů jsou dány třemi typy: 
 Obecný tvar 
 Přímé programování  
 Paralelní programování 
Původní systém je navržen v obecném tvaru, tedy není v kanonickém tvaru. Přenos 
obecného systému je realizován ze stavových matic obecného tvaru a z výsledného 
přenosu jsou vytvořeny jednotlivé realizace rekonstruktoru pomocí přímého a 
paralelního programování. 
Kritériem citlivosti je rozdíl výstupního signálu původního systému s výstupním 
signálem každé realizace rekonstruktoru. 
Testování bude probíhat na dvou systémech třetího řádu a to na setrvačném systému, 
který bude mít různé časové konstanty a na systému kmitavém, který je dán dvěma 
časovými konstantami a konstantou poměrného tlumení. 
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2 PROGRAMOVÉ PROSTŘEDÍ 
Pro realizaci diplomové práce byl vybrán program MATLAB a jeho nadstavba 
Simulink, kde se bude modelovat a testovat simulace. 
2.1 MATLAB 
Prostředí MATLAB je integrované prostředí, které slouží pro vědecké účely, simulace 
apod. Zahrnuje výpočty se simulací a programování do uživatelského prostředí. Typické 
použití: 
 inženýrské výpočty 
 tvorba algoritmů 
 modelování a simulace 
 analýza dat 
 
Základním principem v MATLABU jsou prvky matice. Prvky nemusí být pouze 
skalárem, ale mohou obsahovat různé struktury. MATLAB využívá tzv. „toolboxy“, 
které zvyšují výkonnost. Ty se orientují na daný problém. Nebo také uživatelsky 
sestavené programy, tzv. m-files. [1], [2] 
 
 
Obrázek 1: Programové prostředí MATLAB 
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2.2 Simulink 
Program MATLAB využívá komponentu Simulink k simulaci dynamických systémů. 
Simulink oproti MATLABU nevyužívá příkazový řádek a ovládání je jednodušší a 
intuitivnější. Pro pokročilé funkce je však nutná znalost jazyka MATLABU. Pro tvorbu 
schémat v prostředí Simulink se využívá knihovna funkčních bloků, ze které se pouhým 
přesouváním bloků tvoří schéma (model systému). Knihovnu funkčních bloků lze 
doplnit o vlastní vytvořený funkční blok, který by uživateli v knihovně chyběl. 
Umožňuje také připojovat funkce, které jsou napsané v jazyce C. Další důležitou 
výhodou je možnost přenositelnosti modelů a schémat, mezi různými typy počítačů, 
díky to mu je možné řešení ve velkém kolektivu. [1], [2] 
 
 
Obrázek 2: Knihovna a prostředí Simulink 
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3 TEORETICKÁ ČÁST 
V této kapitole bude rozebrána teoretická část diplomová práce. 
3.1 Vnitřní stavový popis systému 
Vnitřní popis systému vyjadřuje relace (vstup - stav - výstup). Oproti tomu vnější popis 
popisuje přímou relaci (vstup - výstup). 
 
Stavové rovnice mají tvar: 
 
uDxCy
uBxAx


         ( 1 ) 
 
Kde matice: A je matice zpětných vazeb 
   B je vstupní matice 
   C je výstupní matice 
   D je matice přímých vazeb vstupu na výstup 
 
Na obrázku 3 je znázorněno zobrazení stavových matic ve stavovém prostoru.[4], 
[5] 
 
 
Obrázek 3: Stavový popis[4] 
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3.1.1 Vyjádření přenosu soustavy ze znalosti vnitřního 
stavového popisu[3] 
Vychází se z rovnice (1) pro vnitřní stavový popis. Převede-li se rovnice z časové 
oblasti do Laplaceova obrazu, získáme následující rovnici: 
 
       pUBpXAXppX  0        ( 2 ) 
 
     pUDpXCpY          ( 3 ) 
 
Přenos systému je definován pro nulové počáteční podmínky, proto z předchozí 
rovnice zmizí a získá se následující stavové rovnice: 
 
     pUBAIppX  1         ( 4 ) 
 
Po dosazení rovnice (4) do rovnice (3) dostaneme následující rovnici obrazu 
výstupu: 
      pUDBAIpCpY  1        ( 5 ) 
Inverzní počet z rovnice (5) je nahrazen následovně: 
 
 
 
   pUDBAIpadj
AIp
CpY 








det
1
     ( 6 ) 
 
Výsledný přenos je dán podílem obrazu výstupu obrazem vstupu z rovnice (6): 
 
 
 
   
  DBAIpadj
AIp
C
pU
pY
pF 


det
1
     ( 7 ) 
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3.1.2 Převod z vnějšího popisu na vnitřní stavový popis 
Jedná se o popis dvou metod určených k převodu z přenosu soustavy na stavové matice. 
Metodika je popsána pro jeden vstup a jeden výstup. 
 
3.1.2.1 Přímé programování (Frobeniův kanonický tvar) 
Předpokladem je, že řád polynomu čitatele je menší, než řád polynomu jmenovatele. 
Přičemž násobek koeficientu a3 musí být roven 1. V tomto případě je možné přímo 
z přenosu systému vytvořit stavové matice A, B, C a D. Pokud tomu tak není je 
zapotřebí na tento tvar rovnici upravit. 
 
 
01
2
2
3
01
2
2
apapap
bpbpb
pF


        ( 8 ) 
 
Odvození stavových matic: 
 
 
 0
1
0
0
100
010
210
210

























D
bbbC
B
aaa
A
        ( 9 ) 
 
Jelikož je řád polynomu čitatele menší než řád polynomu jmenovatele, tak matice 
přímého působení vstupu na výstup D je nulová.  
Na obrázku 4 je vidět realizace systému pomocí přímého programování (Frobeniova 
kanonického tvaru). Je také vidět, že koeficienty v přímém programování odpovídají 
přímo koeficientů přenosu soustavy. 
V matici A jsou nenulové prvky nad hlavní diagonálou, které jsou rovny jedné. 
V posledním řádku jsou záporně vzaté hodnoty jmenovatele přenosu. 
U přímého programování nezáleží na typu soustavy, jestli je setrvačná nebo 
kmitavá, což je výhodné pro programovou realizaci.[3] 
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Obrázek 4: Realizace systému metodou přímého programování 
 
3.1.2.2 Paralelní programování (Jordanův kanonický tvar) 
Tento způsob je vhodný, pokud je k dispozici přenos systému ve tvaru součtu 
jednoduchých článků prvního a druhého řádu. Kde článek prvního řádu je setrvačný a 
článek druhého řádu je článek kmitavý. To znamená, že přenos je ve vhodném tvaru, 
nebo se rozloží na parciální zlomky. Touto úpravou se docílí požadovaného tvaru 
přenosu pro přímé odvození. 
 
 
2
2
1
1
0
0
ap
b
ap
b
ap
b
pF





        ( 10 ) 
 
Pokud je přenos dán ve tvaru rovnice (10), tak stavové matice A, B, C, D jsou dány 
následovně: 
 
 
 0
1
1
1
00
00
00
210
2
1
0



























D
bbbC
B
a
a
a
A
        ( 11 ) 
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Stavový diagram pro přenos systému, který je dán součtem článků prvního řádu: 
 
 
Obrázek 5: Realizace systému metodou paralelního programování pro setrvačné články 
 
Jordanův kanonický tvar obsahuje v matici A, kromě hlavní diagonály, všechny 
prvky nulové. Tento tvar matice A je zachován, pokud je přenos systému dán součtem 
článků prvního řádu, tedy setrvačného systému. Pro tuto realizaci obsahuje matice B u 
všech koeficientů hodnotu 1. Protože vstupní signál působí na všechny tři články. 
Matice C obsahuje na všech pozicích nenulové hodnoty. 
 
Pokud je přenos systému dán pomocí součtu článků prvního a druhého řádu postup 
je následující: 
 
 
21
2
2
0
0
apap
b
ap
b
pF



        ( 12 ) 
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Stavové matice A, B, C, D jsou v následujícím tvaru: 
 
 
 0
0
0
1
1
010
0
00
20
21
0


























D
bbC
B
aa
a
A
        ( 13 ) 
 
Jak je vidět stavová matice A již neobsahuje vlastní čísla na hlavní diagonále, ale 
obsahuje článek druhého řádu, který je v druhém řádku matice. Matice B obsahuje 
v třetím řádku nulovou hodnotu, protože není přiveden vstupní signál na třetí stavovou 
proměnnou. Matice C obsahuje jeden nulový koeficient, protože z článku druhého řádu 
je výstupní signál pouze z poslední stavové proměnné. [3]  
Stavový diagram pro přenos systému, který je dán součtem článků prvního a 
druhého řádu:  
 
Obrázek 6: Realizace systému metodou paralelního programování pro kmitavý systém 
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3.1.3 Stavový rekonstruktor 
Pokud není k dispozici informace o stavu nebo stavech systému je snahou vytvořit 
takové zapojení, které i v omezené míře by tuto informaci poskytlo. Vychází se z toho, 
že pokud je znám vstupní a výstupní signál, tak lze vypočítat stav systému, pro daný 
okamžik. 
Protože v praxi není možné všechny stavové proměnné měřit, tak proto se zavádí 
rekonstrukce stavů systému. Pokud jsou známy informace o stavech systému, lze 
dynamiku systému libovolně měnit. Tím pádem se s daným systémem docílí potřebných 
vlastností. 
Pokud se má generovat informace o stavech systému, tak je to řešitelné realizací 
modelu systému. Předpokladem je, že jsou známy stavové matice A, B, C a D pro 
rekonstruovaný systém. O matici D se bude vědět, že D=0, protože přímý vstupní signál 
na výstup nemá vliv na stav systému. Tedy model, který obsahuje stejné stavové matice, 
jako rekonstruovaný systém, již generuje měřitelnou informaci o vektoru stavu systému 
xm.  
Stavové rovnice systému a jeho modelu: 
S: Sm: 
 
xCy
uBxAx


   
mm
mm
xCy
uBxAx


    ( 14 ) 
 
V tomto případě, kdy stavové rovnice systému a modelu jsou shodné, může dojít 
k neshodě stavu pouze z důvodu rozdílných stavových počátečních podmínek.  
Jelikož u původního systému, není možné měřit jednotlivé stavové proměnné, z toho 
důvodu není možné je přímo porovnávat, proto se porovnává výstupní signál ze systému 
a modelu při působení stejného vstupního signálu. 
Zavede se odchylka výstupních signálů systému a modelu: 
 
my yye            ( 15 ) 
 
Rozdílem výstupních signálů ey se bude řídit model rekonstruktroru. Řízení 
jednotlivých stavových proměnných je dáno vhodně zvolenou maticí L, kterou prochází 
hodnota rozdílu výstupních signálů a koriguje stavy modelu rekonstruktoru. 
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Pro model, který rekonstruuje stavy, platí následující rovnice: 
 
 
xCy
yyLuBxAx
m
m


        ( 16 ) 
 
Z rovnice 16 plyne následující schéma pro systém ve vrchní větvi, u kterého není 
možné získat informaci o stavech systému. Kdežto u spodní větve je model systému, 
který je tvořen stejnými stavovými maticemi, a stavové proměnné jsou měřitelné. Na 
systému působí stejný vstupní signál a porovnává se výstupní signál, který ovlivňuje 
stavové proměnné modelu: 
 
 
Obrázek 7: Schéma původního systému a jeho modelu[3] 
 
Aby bylo možné vyčíslit matici L, na kterou působí rozdíl výstupů, použije se 
rovnice chyby stavů: 
 
  ymyLuBxmAuBxAmxxe  )(     ( 17 )  
 
Z rovnice 17 plyne rovnice chyby rekonstruktroru: 
 
  eLCAe           ( 18 ) 
 
Chyba e je dána rozdílem počátečního odhadu, a jejím průběh je dán vlastnostmi 
matice (A-LC), jejíž vlastní čísla a tedy dynamiku, lze ovlivňovat maticí L. Kde matice 
A i C jsou matice z původního systému, tedy u systému u kterého není možné měřit 
stavové veličiny. 
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Pro rychlou konvergenci odchylky k nule jsou volena vlastní čísla se zápornými 
znamínky, aby byl systém stabilní, a matici L je navrhována na systém, který je 5 až 10 
krát rychlejší, než původní systém. Tím je docíleno rychlé reakce na rozdíl počátečních 
stavových proměnných v systému a modelu rekonstruktoru. 
 
Rekonstruktor stavu je realizován dvěma základními způsoby: 
 Identický rekonstruktor 
 Redukovaný rekonstruktor 
 
Pro identický rekonstruktor platí, že řád systému je stejný jako řád rekonstruktoru. 
Tím pádem lze rekonstruovat všechny stavové proměnné systému. 
Redukovaný rekonstruktor se používá, pokud některé stavové proměnné jsou 
měřitelné a některé je zapotřebí rekonstruovat. Z toho je patrné, že redukovaný 
rekonstruktor je menšího řádu než původní systém. [3] [4] 
 
3.1.4 Citlivostní analýza 
Každý dynamický systém je popsán charakterizujícími koeficienty. Pokud se změní 
hodnota těchto koeficientů, tak se změní i vlastnosti daného systému. Změny mohou 
být, jak lineárního, tak i nelineárního charakteru. Citlivostní analýza se zabývá, v jakých 
tolerancích se mohou charakterizující koeficienty vyskytovat, aby nedošlo k zásadní 
změně vlastností systému. A také jaké mají vliv rozdílné počáteční podmínky na 
výsledný průběh a na jednotlivé stavové proměnné. 
U dynamických systémů je důležité, jak se změnou určitého koeficientu systému se 
mění závislost některé dynamické charakteristiky. Obvykle bývá sledována změna 
časového průběhu výstupu na vektoru koeficientů systému. Z toho plyne, že výstupní 
signál je funkcí času a vektoru koeficientů: 
 
   KtYKtfY ,,           ( 19 ) 
 
kde K je vektor koeficientů systému. Změna výstupního signálu při změně 
jednotlivých složek ki je: 
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
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k
k
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,         ( 20 ) 
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Předpokladem je, že systém je popsán stavovou rovnicí: 
 
         
         tUKDKtXKCKtY
tUKBKtXKAKtX
dt
d


,,
,,
      ( 21 ) 
 
I počáteční stav je funkcí vektoru koeficientů: 
 
   KXX ,00           ( 22 ) 
 
Citlivostní funkce je získána diferencováním stavových rovnic systému podle 
koeficientů: 
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   ( 23 ) 
 
Za předpokladu existence uvedené diference podle jednotlivých koeficientů, zavede 
se označení: 
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Stavové rovnice systému 23 je možné přepsat do přehlednějšího tvaru: 
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Pro počáteční podmínky platí: 
 
   
 
0
0
,
,0




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ti
tii
k
KtX
Kt        ( 26 ) 
 
Rovnice 25 definují tzv. citlivostní model systému. Jelikož většina jednotlivých 
koeficientů stavových matic A, B, C a D má nelineární závislost na vektor koeficientů 
K, proto se citlivostní analýza dynamických parametrů většinou řeší pomocí simulace. 
Modelovací systém je složen ze zkoumaného modelu v horní části a citlivostního 
modelu, který je vyjádřen rovnicí 25 ve spodní části. Pro jednoduchost se předpokládá, 
že D=0. 
 
Obrázek 8: Simulační schéma citlivostní analýzy systému[3] 
 
Z citlivostní analýzy se vychází pro tvorbu robustních regulátorů, jejímž úkolem je 
zaručit určitou kvalitu řídícího procesu i při změně koeficientů řízeného systému. [3] 
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Odvození stavových rovnic a schéma pro citlivostní analýzu rekonstruktoru stavu 
 
Bude vycházeno ze stavové rovnice pro rekonstruktor stavu a matice přímých vazeb 
vstupního signálu na výstup D bude uvažována, jako nulová: 
 
 
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m
m
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        ( 27 ) 
 
Rovnice budou upraveny do následné podoby: 
 
             
     KtXKCKtY
KtYKtYLtUKBKtXKAKtX
dt
d
mmm
mmmmm
,,
),,(,,


  ( 28 ) 
 
Citlivostní funkce je získána pomocí diferencování stavových rovnic systému podle 
koeficientů: 
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Za předpokladu existence uvedené diference podle jednotlivých koeficientů, zavede 
se označení: 
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Stavové rovnice systému 29 je možné přepsat do přehlednějšího tvaru: 
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Jak bylo zmíněno, tak parametrem, který určuje citlivost neboli lepší realizaci 
rekonstruktoru je rozdíl výstupních signálů původního systému a daného 
rekonstruktoru. Pro tento rozdíl platí následující rovnice: 
 
           KtXKCKtXKCKtYKtYKtE mmmY ,,,,),(     ( 32 )  
 
Citlivostní funkce je získána pomocí diferencování rovnice podle koeficientů: 
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Kde  Ey je rozdíl výstupních signálů 
  Y je výstupní signál z původního systému 
  Ym je výstupní signál z rekonstruktoovaného systému 
X je vektor stavů původní systému 
Xm je vektor stavů rekonstruovaného systému 
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 jsou diference původního systému podle vektoru K 
i
m
k
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
 )(
 a 
i
m
k
KtX

 ),(
 jsou diference rekonstruovaného systému podle 
vektoru K 
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Z rovnic 31 a 33 bude vytvořeno blokové schéma doplněné o zobrazení generace 
citlivostní funkce pro rozdíl výstupních signálů: 
 
Obrázek 9: Blokové schéma citlivostní analýzy rekonstruktoru stavu 
 
Na schématu je vidět, kde dochází ke generaci rozdílů výstupních hodnot signálů. 
Tento parametr rozlišuje, který typ realizace je vhodnější. 
 
3.1.5 Robustní řízení 
Pojem robustní řízení se rozumí návrh takového systému automatického řízení, který si 
zachová požadované vlastnosti i při nepředvídané změně řízené soustavy. Změny 
vznikají nepřesným modelováním, identifikací, posuvem pracovních režimů nebo také 
působením poruch. 
Robustnost může být také brána jako rozdíl výstupních hodnot systému a 
rekonstruktoru stavu, který generuje stavové proměnné původního systému. 
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3.1.6 Integrální kritéria 
Integrální kritéria určují kvalitu regulace, při nastavených parametrech regulátorů 
v časové oblasti. Hodnotí se průběh regulační odchylky e(t), což je rozdíl požadované 
hodnoty w(t) a výstupní hodnoty y(t), který je získán odezvou regulačního obvodu na 
jednotkový skok. 
3.1.6.1 Lineární integrální kritérium 
Lineární integrální kritérium počítá plochu regulační odchylky e(t), od které je pro 
každý okamžik odečtena hodnota ustálené odchylky e( ). Tato plocha se nazývá 
lineární regulační plocha a je popsána následujícím integrálem: 
 
    


0
dteteJ L          ( 34 ) 
 
Po odečtení ustálené odchylky e( ) se docílí konečné hodnoty integrálu, jinak by 
byla hodnota integrálu nekonečná. Pokud regulační odchylka v ustáleném stavu se 
rovná nule, může se předchozí rovnice upravit na tvar: 
 
 


0
dtteJ L           ( 35 ) 
 
Pokud by hodnota odchylky e(t) nabývala hodnot záporných, docházelo by 
k odečítání plochy a k nesprávnému snižování hodnoty kritéria. Proto se modifikuje 
rovnice 27 absolutní hodnotou rozdílu odchylek: 
 
   


0
dteteJML          ( 36 ) 
 
Touto modifikací se původní záporné plochy přičítají ke kladným plochám a 
nedochází ke snižování hodnoty kritéria. [3] 
 
3.1.6.2 Kvadratické integrální kritérium 
Kvadratické integrální kritérium vyjadřuje kvadratickou plochu: 
 
    


0
2
dteteJ K         ( 37 ) 
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U tohoto případu již nedochází k odečítání záporných ploch odchylek, protože druhá 
mocnina záporné hodnoty je kladná hodnota. Jako u lineárního kritéria dochází k tomu, 
že když je ustálená hodnota odchylky nulová, tak platí zjednodušený vztah: 
 
 


0
2
dtteJ K          ( 38 ) 
  
U tohoto kritéria jsou upřednostňovány větší hodnoty odchylek oproti menším 
hodnotám. Výhodou je však rychlý výpočet. [3] 
 
3.1.6.3 ITAE kritérium 
Tento typ kritéria odstraňuje chybu kvadratického kritéria tím, že rozdíl hodnot 
odchylky v čase t a ustálené odchylky násobí časem t: 
 
   


0
dtteteJ ITAE         ( 39 ) 
 
Pokud je hodnota ustálené odchylky nulová, dojde opět na jednodušší tvar: 
 
 


0
dttteJ ITAE          ( 40 ) 
 
U tohoto kritéria narůstá hodnota lineárně s časem. Proto se jedná o váhové 
kritérium. [3] 
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4 PRAKTICKÁ ČÁST 
Pro praktickou část byl zvolen systém 3. řádu, který bude v obecném tvaru. Tedy 
nebude v kanonickém tvaru. Jedna varianta je systém setrvačný navržený jako systém 
se třemi setrvačnými články a druhá varianta je systém, který obsahuje kmitavý článek a 
setrvačný. Na těchto variantách bude porovnávána robustnost různých forem 
rekonstruktroru stavu. Realizace jsou pomocí obecného, Frobeniova a Jordanova tvaru. 
Porovnání robustnosti bude na dvou příkladech a to na rozdílných počátečních 
podmínkách původního systému oproti nulovým počátečním podmínkám jednotlivým 
realizacím rekonstruktorů a také rozdílnost parametrů v maticích A jednotlivých 
realizací oproti původnímu systému. Určení robustnosti bude dáno hodnotou rozdílu 
výstupů jednotlivých realizací vzhledem k výstupní hodnotě původního systému. 
4.1 Rozdílné počáteční podmínky 
Jak již bylo řečeno, bude se porovnávat rozdíl výstupních hodnot jednotlivých variant 
rekonstruktorů stavu oproti výstupu původního systému. Počáteční podmínky 
původního systému budou nabývat nenulových hodnot a počáteční podmínky 
rekonstruktorů budou nulové.  
4.1.1 Setrvačný systém 
Setrvačný systém bude tvořen třemi setrvačnými články s rozdílnými časovými 
konstantami. 
4.1.1.1 Vytvoření obecného systému 
Původní systém, který se bude rekonstruovat je zvolen v následujícím tvaru. Aby byl 
zajištěn námi zvolený typ systému, tak matice zpětných vazem As je realizována, 
pomocí Frobeniova tvaru ze jmenovatele přenosu. Matice vstupních signálů Bs je 
jedničkový, tedy vstupní signál je přiveden na všechny derivace stavů. Výstupní matice 
Cs obsahuje nenulovou hodnotu u stavové proměnné x1. V tomto případě výstupní 
signál je přímo úměrný hodnotě první stavové veličiny x1. Přímý zásah vstupního 
signálu na výstupní signál je nulový, takže matice Ds je nulová. 
Jak bylo řečeno, rekonstruovaný systém má jmenovatel přenosu ve tvaru, který 
odpovídá třem setrvačným článkům s různou časovou konstantou. V tomto případě jsou 
časové konstanty zvoleny následovně:  
T1 = 1s. 
      T2 = 2s. 
T3 = 5s. 
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Z těchto časových konstant dostaneme následující dílčí přenos: 
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Z tohoto dílčího přenosu se odvodí stavová matice zpětných vazeb As: 
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Vstupní matice Bs, jak již bylo řečeno, obsahuje všechny prvky rovné hodnotě 1, což 
znamená, že vstupní signál je přiveden na všechny derivace stavů: 
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Na výstupní matici Cs je vidět, že výstupní hodnota odpovídá stavové proměnné x1: 
 
 001SC          ( 44 ) 
 
Matice Ds je zvolena jako nulová. 
Je vidět, že zvolený systém je složen ze stavové matice As, která je zvolena pomocí 
přímého programování, vstupní matice Bs pomocí paralelního programování a matice 
Cs je opět zvolen jako u přímého programování, kdy výstupní hodnota odpovídá 
hodnotě stavové proměnné x1. 
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Stavový diagram zvoleného systému vypadá následovně: 
 
 
Obrázek 10: Původní setrvačný systém pro rekonstrukci 
 
Ze znalosti stavových matic systému je možné určit přenos: 
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Z výsledného přenosu je již možné návrh rekonstruktorů pomocí přímého 
(Frobeniova tvaru) a paralelního programování (Jordanova tvaru). Pro rekonstruktor, 
který bude obsahovat stavové matice, jako původní systém není nutné počítat přenos 
původního systému. 
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Realizace rekonstruktoru obecného modelu pro setrvačný článek 
Návrh rekonstruktoru (pozorovatele) je založen na tom, že zpětný vektor L rozdílu 
výstupů se počítá pro systém, který je 5 až 10 krát rychlejší oproti původnímu systému. 
Je to z důvodu rychlé konvergence rozdílu výstupů k nule. 
Proto je nutné vypočítat v tomto případě 5 krát rychlejší systém. Vychází se 
z výsledného přenosu původního systému: 
 
 
1.08.07.1
5.37.2
23
2



ppp
pp
pFS        ( 46 ) 
 
Nyní je určen přepočetný operátor: 
 
125
125
25
25
5
5
3
333
2
222
q
ppq
q
ppq
q
ppq



        ( 47 ) 
 
Nyní nahradíme jednotlivé mocniny operátoru p operátory z rovnice (46): 
 
 
5.12205.8
5.4375.675
1.0
5
8.0
25
7.1
125
5.3
5
7.2
25
23
2
23
2












qqq
qq
qqq
qq
qFq    ( 48 ) 
 
Po nahrazení v rovnici (48) operátora q operátorem p je získán systém 5 krát 
rychlejší, než původní systém popsaný rovnicí (46): 
 
 
5.12205.8
5.4375.675
23
2



ppp
pp
pFR        ( 49 ) 
 
Pro výpočet zpětnovazebního vektoru LS je použita následující rovnice, kde na levé 
straně je determinant obsahující stavové matice původního systému a hledaný vektor LS 
a na pravé straně je jmenovatel systému, který je 5 krát rychlejší: 
 
   5.12205.8det 23  pppCLAIp sSs      ( 50 ) 
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Pro přehlednost bude vyčíslena levá strana rovnice: 
 
 
    1.07.18.08.07.17.1
7.18.01.0
1
01
det
001
7.18.01.0
100
010
00
00
00
det
21010
2
0
3
2
1
0
2
1
0






































































lllpllplp
pl
pl
lp
l
l
l
p
p
p
   ( 51 ) 
 
Výsledkem je polynom a jeho jednotlivé mocniny operátoru p se porovnává 
s koeficienty polynomu systému 5 krát rychlejšího. Získá se soustava třech rovnic o 
třech neznámých l0, l1 a l2: 
 
5.121.07.18.0
208.07.1
5.87.1
210
0
10
1
0
2



lllp
llp
lp
       ( 52 ) 
 
Po úpravě: 
 
4.127.18.0
2.197.1
8.6
210
0
10
1
0
2



lllp
llp
lp
       ( 53 ) 
 
Jednotlivé koeficienty vektoru LS mají tyto hodnoty: 
 






















6.028-
7.64
6.8
2
1
0
l
l
l
LS    
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4.1.1.2 Převod na přímé programování (Frobeniův tvar) 
V kapitole 4.1.1.1 byl odvozen výsledný přenos původního systému ze zvolených 
stavových matic. Z tohoto přenosu se již přímo odvodí stavové matice pro realizaci ve 
Frobeniově tvaru. 
 
Vychází se z přenosu původního systému: 
 
1.08.07.1
5.37.2
23
2
01
2
2
3
01
2
2






ppp
pp
apapap
bpbpb
pFS    ( 54 ) 
 
Výsledný přenos je již ve vhodném tvaru pro přímé odvození stavových rovnic, 
jelikož obsahuje v nejvyšší mocnině jmenovatele koeficient roven 1. A protože řád 
polynomu čitatele je o řád nižší, než řád jmenovatele přenosu je možné přímé odvození 
stavových matic bez dalších přepočtů. 
 
Stavové matice pro přímé programování: 
 
   
 0
17.25.3
1
0
0
7.18.01.0
100
010
100
010
210
210





































F
F
F
F
D
bbbC
B
aaa
A
     ( 55 ) 
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Realizace stavového diagramu pro přímé programování: 
 
 
Obrázek 11: Stavový diagram přímého programování pro setrvačný článek 
 
Realizace rekonstruktoru přímým programováním pro setrvačný článek 
 
Pro výpočet zpětnovazebního vektoru L je použita následující rovnice, kde na levé 
straně je determinant obsahující stavové matice původního systému a hledaný vektor L 
a na pravé straně je jmenovatel systému, který je 5 krát rychlejší: 
 
   5.12205.8det 23  pppLCAIp FF      ( 56 ) 
 
Pro přehlednost bude vyčíslena levá strana rovnice: 
 
 




































































222
111
000
2
1
0
7.17.28.05.31.0
17.25.3
7.215.3
det
17.25.3
7.18.01.0
100
010
00
00
00
det
lpll
llpl
lllp
l
l
l
p
p
p
   ( 57 ) 
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Pro zjednodušení budou hodnoty nahrazeny konstantami: 
 
   
EIKMGNFHJIJMGKF
EHNpIKMGFJHNENEHpNHEp
NpKJ
IHpG
FMEp

















...
det
23  ( 58 ) 
 
Výsledkem je polynom a jeho jednotlivé mocniny operátoru p se porovnává 
s koeficienty polynomu systému 5 krát rychlejšího. Získá se soustava třech rovnic 
v tvaru, který obsahuje konstanty:  
 
5.12
20
5.8
0
1
2



EIKMGNFHJIJMGKFEHNp
IKMGFJHNENEHp
NHEp
    ( 59 ) 
 
Po zpětném dosazení hodnot za konstanty jsou získány rovnice jednotlivých mocnin 
p s vypočtenými hodnotami, kde již jsou vidět hledané koeficienty zpětných vazeb l0, l1 
a l2: 
 
5.1235.2835.285.35.345.9
...45.9135.19135.195.385.553.2
208.07.27.25.35.345.9
....45.97.229.785.5
5.87.17.25.3
210210212120
201010210
0
2121202010
10210
1
210
2





llllllllllll
lllllllllp
llllllllll
lllllp
lllp
  ( 60 ) 
 
Ze soustavy rovnic výše je vidět, že součin jednotlivých hledaných koeficientů l0, l1 
a l2 se pokrátí v každé rovnici. Zůstanou pouze jednotlivé koeficienty. Výsledkem je 
jednoduchá soustava třech rovnic o třech neznámých. Tento postup je zobrazen pouze 
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v této variantě, v ostatních dochází ke stejnému výsledku, proto bude nadále zobrazena 
pouze soustava třech rovnic o třech neznámých, kde se budou nacházet již pouze 
jednotlivé koeficienty zpětných vazeb l0, l1 a l2 nikoli jejich součiny. 
 
4.125.385.553.2
2.197.229.785.5
8.67.25.3
210
0
210
1
210
2



lllp
lllp
lllp
       ( 61 ) 
 
Jednotlivé koeficienty vektoru L mají tyto hodnoty: 
 






















2.6343-
3.7967
0.2333-
2
1
0
l
l
l
L          ( 62 ) 
 
4.1.1.3 Převod na paralelní programování (Jordanův tvar) 
Opět se vychází z původního přenosu, který byl odvozen v kapitole 4.1.1.1 a to: 
 
 
1.08.07.1
5.37.2
23
2



ppp
pp
pFS        ( 63 ) 
 
Pro převod na paralelní programování se musí přenos z rovnice (63) převést na 
parciální zlomky, aby se přenos rozložil na součty jednoduchých výrazů prvního řádu a 
druhého řádu pro kmitavý článek. U setrvačného systému bude přenos rozdělen na 
články prvního řádu. 
 
Přenos upravený pro paralelní programování: 
 
 
2.0
5.12
5.0
16
1
5.4
2
2
1
1
0
0












pppap
b
ap
b
ap
b
pFJ    ( 64 ) 
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Z přenosu, který je upraven pro paralelní programování, jdou přímo odvodit stavové 
matice: 
 
   
 0
5.12165.4
1
1
1
2.000
05.00
001
00
00
00
210
2
1
0









































J
J
J
J
D
bbbC
B
a
a
a
A
     ( 65 ) 
 
Stavový diagram pro paralelní programování setrvačného systému: 
 
 
Obrázek 12: Stavový diagram paralelního programování pro setrvačný článek 
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Realizace rekonstruktoru paralelního programování pro setrvačný článek 
Pro výpočet zpětnovazebního vektoru L2 je použita tato rovnice: 
 
   5.12205.82det 23  pppCLAIp JJ     ( 66 ) 
 
Vyčíslení levé strany rovnice: 
 
 







































































222
111
000
2
1
0
5.122.0165.4
5.12165.05.4
5.12165.41
det
5.12165.4
2.000
05.00
001
00
00
00
det
lpll
llpl
lllp
l
l
l
p
p
p
  ( 67 ) 
 
Nahrazení hodnot a hledaných koeficientů konstantami: 
 
   
EIKMGNFHJIJMGKF
EHNpIKMGFJHNENEHpNHEp
NpKJ
IHpG
FMEp

















...
det
23
  ( 68 ) 
 
Výsledkem je polynom a jeho jednotlivé mocniny operátoru p se porovnává 
s koeficienty polynomu systému 5 krát rychlejšího. Získá se soustava třech rovnic o 
třech neznámých l0, l1 a l2. 
 
5.12
20
5.8
0
1
2



EIKMGNFHJIJMGKFEHNp
IKMGFJHNENEHp
NHEp
    ( 69 ) 
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Po zpětném dosazení hodnot a hledaných parametrů l0, l1 a l2 za konstanty a úpravy 
odečtení stejných násobků jednotlivých hledaných parametrů zůstane následující 
soustava rovnic: 
 
4.1225.62.345.0
2.1975.182.1915.3
8.65.12165.4
210
0
210
1
210
2



lllp
lllp
lllp
      ( 70 ) 
 
Jednotlivé koeficienty vektoru L2 mají tyto hodnoty: 
 






















2.944
1.875
0
2
2
1
0
l
l
l
L  
4.1.1.4 Grafické průběhy setrvačného systému 
Na obrázku níže je zobrazeno zapojení v simulinku.  Jsou zde zobrazeny čtyři stavové 
diagramy pomocí stavových matic. První je systém původní, u kterého nejsou měřitelné 
stavy. Druhý stavový diagram je rekonstruktor vytvořený z obecného systému 
(původního). Třetí je rekonstruktor vytvořený pomocí přímého programování a čtvrtý je 
pomocí paralelního programování. U jednotlivých rekonstruktorů jsou vidět zpětné 
vazby od jednotlivých rozdílů výstupů daného rekonstruktoru a obecného systému. Na 
pravé straně jsou vidět zobrazení výstupů i rozdílu výstupů oproti původnímu systému. 
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Obrázek 13:Simulační schéma  
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Stavové počáteční podmínky pro původní model  001x  
 
Obrázek 14: Rozdíly výstupů při počátečních podmínkách [1 0 0] 
Stavové počáteční podmínky pro původní model  010x  
 
Obrázek 15: Rozdíly výstupů při počátečních podmínkách [0 1 0] 
 41 
Stavové počáteční podmínky pro původní model  100x  
 
Obrázek 16: Rozdíly výstupů při počátečních podmínkách [0 0 1] 
Stavové počáteční podmínky pro původní model  111x  
 
Obrázek 17: Rozdíly výstupů při počátečních podmínkách [1 1 1] 
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Z průběhů rozdílů výstupních signálu pro jednotlivé počáteční podmínky je vidět, že 
průběhy se překrývají u všech typů rekonstruktorů. Pro ujištění bude vypočítána 
hodnota kvadratického kritéria pro jednotlivé rozdíly výstupů pro jednotlivé počáteční 
podmínky. Výsledky budou zobrazeny do tabulky: 
 
Tabulka 1: Tabulka vypočtených hodnot kvadratického kritéria rozdílů výstupních signálů, pro 
jednotlivé typy rekonstruktorů a pro rozdílné počáteční podmínky setrvačného systému. 
 [1 0 0] [0 1 0] [0 0 1] [1 1 1] 
Obecný model 69,4700 9,4133 2,1587 91,3581 
Přímé programování 69,4700 9,4133 2,1587 91,3581 
Paralelní programování 69,4700 9,4133 2,1587 91,3581 
  
Z tabulky 1 je vidět, že i výpočet hodnoty kvadratického kritéria potvrdil stejný 
rozdíl výstupních signálů pro vybrané realizace rekonstruktorů pro jednotlivé počáteční 
podmínky. Z toho je patrné, že pro setrvačný systém nezáleží na typu realizaci 
rekonstruktoru stavu. Hodnota kvadratického kritéria, pro dané počáteční podmínky, je 
stejná pro všechny tři realizace. 
4.1.2 Kmitavý systém 
Tento systém je tvořen setrvačným článkem a kmitavým článkem o jiné časové 
konstantě než setrvačný článek a o dané hodnotě poměrného tlumení. 
 
4.1.2.1 Vytvoření obecného systému 
Pro kmitavý systém byly zvoleny tyto parametry: 
       T1 = 1s. 
       T2 = 2s. 
       ξ =0.7 
 
Po dosazení získáme následující přenos: 
 
 
   
    25.095.07.1
25.0
17.022211
1
...
122211
1
2322
222







pppppp
pTpTpT
pF

  ( 71 ) 
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Z tohoto přenosu pomocí přímého programování je opět získána matice zpětných 
vazeb As2: 
 












7.195.025.0
100
010
2SA        ( 72 ) 
 
Matice Bs a Cs jsou stejné jako u setrvačného článku. 
 
Stavový diagram: 
 
Obrázek 18: Původní kmitavý systém pro rekonstrukci 
 
Ze znalosti stavových matic modelu lze opět určit celkový přenos kmitavého 
systému: 
 
 
 
   
 
 
 
25.095.07.1
65.37.2
...
1
1
1
7.195.025.0
10
01
7.195.025.0
10
01
det
1
001
...
det
1
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2
2
2
2
2
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

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
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
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

































ppp
pp
pF
p
p
p
adj
p
p
p
DBAIpadj
AIp
C
pU
pY
pF
S
SSS
S
SS
 ( 73 ) 
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Stavový diagram je stejný jako u setrvačného článku jen se změní hodnoty ve 
zpětných vazbách. 
Realizace rekonstruktoru obecného modelu pro kmitavý článek 
Pro výpočet vektoru LS2 je opět nutné vypočítat přenos systému, který bude 5 krát rychlejší než 
původní obecný systém. Vycházíme z přenosu pro kmitavý systém: 
 
 
25.095.07.1
65.37.2
23
2
2



ppp
pp
pFS       ( 74 ) 
 
Vyjádření přepočetného operátoru: 
 
125
125
25
25
5
5
3
333
2
222
q
ppq
q
ppq
q
ppq



        ( 75 ) 
 
Vypočtené mocniny p jsou dosazeny do rovnice (74): 
 
 
25.3175.235.8
25.4565.675
25.0
5
95.0
25
7.1
125
65.3
5
7.2
25
23
2
23
2
2












qqq
qq
qqq
qq
qFq   ( 76 ) 
 
Po nahrazení v rovnici (76) operátora q operátorem p je získán systém 5 krát 
rychlejší, než je původní obecný systém popsaný rovnicí (74) : 
 
 
25.3175.235.8
25.4565.675
23
2
2



ppp
pp
pFR       ( 77 ) 
 
Pro výpočet zpětnovazebního vektoru LS2 je použita následující rovnice, kde na levé 
straně je determinant obsahující matice původního systému v přímém programování a 
hledaný vektor LS2 a na pravé straně je polynom jmenovatele z 5 krát rychlejšího 
systému: 
 
   25.3175.235.8det 23222  pppCLAIp SSS     ( 78 ) 
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Pro přehlednost bude vyčíslena levá strana rovnice: 
 
    25.07.195.095.07.17.1
7.195.025.0
1
01
det
001
7.195.025.0
100
010
00
00
00
det
21010
2
0
3
2
1
0
2
1
0






































































lllpllplp
pl
pl
lp
l
l
l
p
p
p
  ( 79 ) 
 
Výsledkem je polynom a jeho jednotlivé mocniny operátoru p se porovnává 
s koeficienty polynomu systému 5 krát rychlejšího. Získá se soustava třech rovnic o 
třech neznámých l0, l1 a l2: 
 
25.3125.07.195.0
75.2395.07.1
5.87.1
210
0
10
1
0
2



lllp
llp
lp
      ( 80 ) 
 
Po úpravě: 
 
317.195.0
8.227.1
8.6
210
0
10
1
0
2



lllp
llp
lp
       ( 81 ) 
 
Jednotlivé koeficienty vektoru LS2 mají tyto hodnoty: 
 






















5.432
11.24
6.8
2
1
0
2
l
l
l
LS          ( 82 ) 
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4.1.2.2 Převod na přímé programování (Frobeniuv tvar) 
Vychází se z celkového přenosu pro kmitavý systém: 
 
 
25.095.07.1
65.37.2
23
2
2



ppp
pp
pFS       ( 83 ) 
 
Pro kmitavý systém je převod na přímé programování stejný, jako u setrvačného 
systému. Změní se pouze koeficienty u stavových matic. 
 
   
 0
17.265.3
1
0
0
7.195.025.0
10
01
100
010
210
210







































F
F
F
F
D
bbbC
B
p
p
p
aaa
A
     ( 84 ) 
 
Stavový diagram pro přímé programování kmitavého systému: 
 
 
Obrázek 19: Stavový diagram přímého programování pro kmitavý systém 
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Realizace rekonstruktoru přímého programování pro kmitavý článek 
 
Pro výpočet zpětnovazebního vektoru L2 je použita následující rovnice: 
 
   25.3175.235.82det 23  pppCLAIp FF     ( 85 ) 
 
Pro přehlednost bude vyčíslena levá strana rovnice (85): 
 
 






































































222
111
000
2
1
0
7.17.295.065.325.0
17.265.3
7.2165.3
det
17.265.3
7.195.025.0
10
01
00
00
00
det
lpll
llpl
lllp
l
l
l
p
p
p
p
p
p
  ( 86 ) 
 
Pro zjednodušení jsou nahrazeny hodnoty i hledané zpětnovazební koeficienty 
vektoru L2  nahrazeny konstantami: 
 
   
EIKMGNFHJIJMGKF
EHNpIKMGFJHNENEHpNHEp
NpKJ
IHpG
FMEp

















...
det
23
  ( 87 ) 
 
Výsledkem je polynom a jeho jednotlivé mocniny operátoru p se porovnávají 
s jednotlivými koeficienty polynomu 5 krát rychlejšího systému. Výsledkem je soustava 
tří rovnic o třech neznámých l0, l1 a l2. 
 
25.31
75.23
5.8
0
1
2



EIKMGNFHJIJMGKFEHNp
IKMGFJHNENEHp
NHEp
    ( 88 ) 
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Po opětovném dosazení za konstanty původní hodnoty, jednotlivé koeficienty 
zpětnovazebního vektoru l0, l1 a l2 a odečtení stejných násobků jednotlivých hledaných 
parametrů je získána následující soustava rovnic: 
 
3165.3955.57925.2
8.227.229.7955.5
8.67.265.3
210
0
210
1
210
2



lllp
lllp
lllp
      ( 89 ) 
 
Výsledný koeficienty vektoru L2 mají tyto hodnoty: 
 






















6.9345
1.4892
1.1385-
2
2
1
0
l
l
l
L         ( 90 ) 
 
4.1.2.3 Převod na paralelní programování (Jordanův tvar) 
Opět se vychází z obecného přenosu původního systému: 
 
 
25.095.07.1
65.37.2
23
2
2



ppp
pp
pFS       ( 91 ) 
 
Přenos z rovnice (91) je rozložen na parciální zlomky. Jelikož se jedná o kmitavý 
systém třetího řádu, tak je tvořen setrvačným článkem prvního řádu a kmitavým 
článkem druhého řádu:  
 
 
25.07.0
7636.25455.2
1
5455.3
2
21
2
21
0
0










pp
p
papap
bpb
ap
b
pFJ    ( 92 ) 
 
Následuje odvození stavových matic: 
 


























010
25.07.00
001
010
0
00
21
0
aa
a
AJ  
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   
 0
7636.25455.25455.3
0
1
1
210













J
J
J
D
bbbC
B
     ( 93 ) 
 
Stavový diagram pro kmitavý systém realizovaný pomocí přímého programování: 
 
 
Obrázek 20: Stavový diagram paralelního programování pro kmitavý systém 
 
Realizace rekonstruktoru paralelního paralelním programováním pro kmitavý systém 
Pro výpočet vektoru zpětných vazeb L2 se použije následující rovnice: 
 
   25.3175.235.82det 23  pppCLAIp JJ     ( 94 ) 
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Pro přehlednost bude vyčíslena levá strana rovnice: 
 






































































222
111
000
2
1
0
7636.25455.215455.3
7636.225.05455.27.05455.3
7636.25455.25455.31
det
7636.25455.25455.3
010
25.07.00
001
00
00
00
det
lpll
llpl
lllp
l
l
l
p
p
p
 ( 95 ) 
 
Nahrazení hodnot a zpětnovazebních koeficientů konstantami: 
 
   
EIKMGNFHJIJMGKF
EHNpIKMGFJHNENEHpNHEp
NpKJ
IHpG
FMEp

















...
det
23
  ( 96 ) 
 
Výsledkem je polynom a jeho jednotlivé mocniny operátoru p se porovnávají 
s jednotlivými koeficienty polynomu 5 krát rychlejšího systému. Výsledkem je soustava 
tří rovnic o třech neznámých l0, l1 a l2. 
 
25.31
75.23
5.8
0
1
2



EIKMGNFHJIJMGKFEHNp
IKMGFJHNENEHp
NHEp
    ( 97 ) 
 
Po opětovném dosazení za konstanty původní hodnoty, jednotlivé koeficienty 
zpětnovazebního vektoru l0, l1 a l2 a odečtení stejných násobků jednotlivých hledaných 
parametrů je získána následující soustava rovnic: 
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315709.27636.28864.0
8.223345.5218.04819.2
8.67636.25455.25455.3
210
0
210
1
210
2



lllp
lllp
lllp
      ( 98 ) 
 
Výsledný koeficienty vektoru L2 mají tyto hodnoty: 
 






















0.3512
8.4235
7.6919
2
2
1
0
l
l
l
L          ( 99 ) 
Stavové počáteční podmínky pro původní model  001x  
 
Obrázek 21: Rozdíly výstupů při počátečních podmínkách [1 0 0] 
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Stavové počáteční podmínky pro původní model  010x  
 
Obrázek 22: Rozdíly výstupů při počátečních podmínkách [0 1 0] 
Stavové počáteční podmínky pro původní model  100x  
 
Obrázek 23: Rozdíly výstupů při počátečních podmínkách [0 0 1] 
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Stavové počáteční podmínky pro původní model  111x  
 
Obrázek 24: Rozdíly výstupů při počátečních podmínkách [1 1 1] 
 
Opět jako u setrvačného systému bude vypočítána hodnota kvadratického kritéria 
pro vybrané rekonstruktory stavu a počáteční podmínky. Hodnoty kvadratického 
kritéria jsou v následující tabulce: 
 
Tabulka 2: Tabulka vypočtených hodnot kvadratického kritéria rozdílů výstupních signálů, pro 
jednotlivé typy rekonstruktorů a pro rozdílné počáteční podmínky kmitavého systému. 
 [1 0 0] [0 1 0] [0 0 1] [1 1 1] 
Obecný model 73,7187 5,2339 0,7971 80,6877 
Přímé programování 73,7187 5,2339 0,7971 80,6877 
Paralelní programování 73,7187 5,2339 0,7971 80,6877 
 
Z tabulky 2 je opět vidět, že nezáleží na typu realizace rekonstruktoru, protože při 
dané počáteční podmínce je hodnota kvadratického kritéria stejná pro všechny tři 
realizace. Z toho se dá usoudit, že pro kmitavý systém nezáleží na typu realizace 
rekonstruktoru stavu. Pokud je vhodně vypočítán vektor zpětných vazeb od rozdílu 
výstupních signálů. 
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4.2 Změna koeficientů zpětnovazební matice A 
Druhou části diplomové práce je zjistit, která realizace rekonstruktoru stavu se nejlépe 
vypořádá se změnou koeficientů matice zpětných vazeb A u původního modelu. 
Všechny tři realizace rekonstruktoru jsou navrženy na stejný přenos, jako to bylo u 
změny počátečních podmínek. Pro jednotlivé rekonstruktory jsou vypočteny 
zpětnovazební matice L, které jsou navrhnuty na 5x rychlejší systém než je původní 
systém. Postup je takový, že se změní hodnota jednotlivých koeficientů matice A 
původního modelu a všechny typy rekonstruktorů jsou při všech změnách zpětné matice 
A původního systému stejného tvaru. Mění se jak jednotlivé koeficienty matice A 
původního systému, tak i všechny koeficienty matice A původního systému.  
Testované systému jsou opět dva: 
 Setrvačný systém 
 Kmitavý systém 
Parametrem, který určuje citlivost je opět rozdíl výstupních hodnot původního 
systému a jednotlivých rekonstruktorů. Pro jednotlivé rekonstruktory a při různých 
změnách matice A původního modelu bude počítána hodnota integrálního kritéria. Bude 
použito kvadratické kritérium s nenulovou ustálenou hodnotou.  
4.2.1 Setrvačný systém 
Setrvačný systém je tvořen třemi setrvačnými články o časových konstantách:  
T1 = 1s. 
      T2 = 2s. 
T3 = 5s. 
Stavová matice zpětných vazeb původního systému As je ve tvaru: 
 























7.18.01.0
100
010
100
010
210 aaa
AS      ( 100 ) 
 
Změna stavové matice původního systému As se bude provádět, změnou koeficientů 
ve třetím řádku a to odečtením konstanty v = 0,5. 
 
























2.23.16.0
100
010
100
010
210 vavava
AS     ( 101 ) 
Na rovnici výše je zobrazena změna všech koeficientů matice As. 
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Změna koeficientu a0 matice As původního systému o hodnotu -0.5 
 
Obrázek 25: Změna koeficientu a0 matice A původního systému o hodnotu -0.5 
Změna koeficientu a1 matice As původního systému o hodnotu -0.5 
 
Obrázek 26: Změna koeficientu a1 matice As původního systému o hodnotu -0.5 
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Změna koeficientu a2 matice As původního systému o hodnotu -0.5 
 
Obrázek 27: Změna koeficientu a2 matice As původního systému o hodnotu -0.5 
Změna všech koeficientů a matice As původního systému o hodnotu -0.5 
 
Obrázek 28: Změna všech koeficientů a matice As původního systému o hodnotu -0.5 
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Z průběhů rozdílů výstupních signálu pro jednotlivé změny koeficientů matice 
zpětných vazeb původního systému je vidět, že průběhy se překrývají u všech typů 
rekonstruktorů. Pro ujištění bude vypočítána hodnota kvadratického kritéria pro 
jednotlivé rozdíly výstupů pro jednotlivé varianty koeficientů matice původního 
systému. Výsledky budou zobrazeny do tabulky: 
 
Tabulka 3: Tabulka vypočtených hodnot kvadratického kritéria rozdílů výstupních signálů, pro 
jednotlivé typy rekonstruktorů a změnu koeficientů matice zpětných vazeb původního systému As 
setrvačného systému. 
 a0 a1 a2 všechny 
Obecný model 39,8517 1,2634 0,0708 31,8545 
Přímé programování 39,8517 1,2634 0,0708 31,8545 
Paralelní programování 39,8517 1,2634 0,0708 31,8545 
 
Z tabulky 3 je opět vidět, že nezáleží na typu realizace rekonstruktoru, protože při 
dané změně koeficientu matice zpětných vazeb As je hodnota kvadratického kritéria 
stejná pro všechny tři realizace. Z toho se dá usoudit, že pro setrvačný systém nezáleží 
na typu realizace rekonstruktoru stavu.  
4.2.2 Kmitavý systém 
Kmitavý systém je stejně jako u testování počátečních podmínek dán setrvačným 
článkem a kmitavým článkem s parametry: 
T1 = 1s. 
      T2 = 2s. 
      ξ =0.7 
Stavová matice zpětných vazeb původního systému As je ve tvaru: 
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Změna stavové matice původního systému As se bude provádět, změnou koeficientů 
ve třetím řádku a to přičtením konstanty v = 0,1. 
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Na rovnici výše je zobrazena změna všech koeficientů matice As. 
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Změna koeficientu a0 matice A původního systému o hodnotu +0.1 
 
Obrázek 29: Změna koeficientu a0 matice As původního systému o hodnotu +0.1 
Změna koeficientu a1 matice As původního systému o hodnotu +0.1 
 
Obrázek 30: Změna koeficientu a1 matice As původního systému o hodnotu +0.1 
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Změna koeficientu a2 matice As původního systému o hodnotu +0.1 
 
Obrázek 31: Změna koeficientu a2 matice As původního systému o hodnotu +0.1 
Změna všech koeficientů a matice As původního systému o hodnotu +0.1 
 
Obrázek 32: Změna všech koeficientů a matice As původního systému o hodnotu +0.1 
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Tabulka 4: Tabulka vypočtených hodnot kvadratického kritéria rozdílů výstupních signálů, pro 
jednotlivé typy rekonstruktorů a změnu koeficientů matice zpětných vazeb původního systému As 
setrvačného systému. 
 a0 a1 a2 všechny 
Obecný model 25,2249 0,3784 0,0418 14,9480 
Přímé programování 25,2249 0,3784 0,0418 14,9480 
Paralelní programování 25,2249 0,3784 0,0418   14,9480 
 
Z tabulky 4 je vidět, že nezáleží na typu realizace rekonstruktoru, protože při dané 
změně koeficientu matice zpětných vazeb As je hodnota kvadratického kritéria stejná 
pro všechny tři realizace. Z toho se dá usoudit, že pro kmitavý systém nezáleží na typu 
realizaci rekonstruktoru stavu. 
 
 
 61 
5 ZÁVĚR 
Tato diplomová práce se zabývá porovnáním třech realizací rekonstruktorů. První je v  
tvaru jako původní systém. Druhý je realizován pomocí přímého programování a třetí 
pomocí paralelního programování. 
Jednotlivé realizace byly testovány na rozdíl nenulových počátečních podmínek 
původního systému a nulových počátečních podmínek jednotlivých rekonstruktorů. A 
na změně jednotlivých koeficientů matice As původního systému. Citlivostním kritériem 
byl zvolen rozdíl výstupního signálu původního systému a jednotlivých rekonstruktorů 
stavů. 
Testované systémy byly dvojího typu a to kmitavý a setrvačný. Přičemž byly zadány 
v nekanonickém tvaru, z kterého se musel pomocí stavových matic vypočítat celkový 
přenos systému. Z přenosu systému byly realizovány dva rekonstruktory stavů pomocí 
přímého a paralelního programování. 
Pokud byla testována citlivost na rozdílné počáteční podmínky původního systému a 
jednotlivých realizací rekonstruktorů, tak výsledky rozdílů výstupů rekonstruktorů byly, 
jak z grafického hlediska, tak z hlediska výpočtu kvadratického integrálního kritéria 
naprosto totožné. Nemělo vliv, jestli se jedná a systém setrvačný nebo kmitavý. 
Při testování citlivosti na změnu koeficientů matice zpětných vazeb As, bylo 
dosáhnuto u všech realizací rekonstruktorů opět stejných grafických průběhů rozdílů 
výstupů a i výpočet kvadratického integrálního kritéria to potvrdil. Hodnoty kritérií 
všech typů realizací rekonstruktorů při stejné změně koeficientu matice As původního 
systému jsou naprosto totožné. Hodnoty jsou zobrazovány v tabulkách po ukončeném 
testování jednotlivých systémů. 
Z těchto poznatků lze vyvodit, že nezáleží na realizaci rekonstruktoru stavů. Pokud 
je rekonstruktor správně navrhnut, tak libovolná realizace dosáhne stejných hodnot, 
jako ostatní realizace. 
Z mého pohledu je nejlepší realizace pomocí přímého programování, jelikož 
nezáleží na typu systému. Tedy je jedno jestli je systém setrvačný nebo kmitavý, 
protože matice A se vytváří přímo ze jmenovatele přenosu a z toho není patrné, jaký 
systém se realizuje. U paralelního programování je problém v tom, že záleží na typu 
systému. U setrvačného systému se přenos rozdělí na parciální zlomky prvního řádu a 
matice A obsahuje pouze nenulové koeficienty na hlavní diagonále. Ale pokud se jedná 
o kmitavý systém, tak nejsou nenulové koeficienty jen na hlavní diagonále a 
programový návrh se komplikuje, neboť systém se rozdělí na parciální zlomky prvního 
a druhého řádu a dochází k nejednoznačnosti matice A. Rozdílnosti dochází i u 
stavových matic B a C.  
Také je výhodná realizace pomocí přímého programování z důvodu programovacích 
prostředků, protože například MATLAB obsahuje funkce k výpočtu změny polohy 
kořenů pouze pro přímé programování a pro paralelní tyto funkce neobsahuje. A 
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takových funkcí je více. Celkově se upřednostňuje přímé programování z důvodu 
jednoznačnosti a pevné struktury stavových matic. 
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