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Abstract--The Tricomi equation issolved by the decomposition method[6-8] on the half-space x. 3' > 0 
and also for suitable boundau" conditions given on the Boundary of the hyperbolic-elliptic domain. 
1. INTRODUCTION 
The Tricomi equation[l,2] is well known to be a fundamental mathematical model to solve the 
problem of defining the flow field around wing shapes at transonic speeds. This equation can 
be classified as a "mixed type" equation[3], which is elliptic in the positive half-space (y > 0) 
of a cartesian plane with axes x, y and hyperbolic in the negative half-space (y < 0), the 
boundary = 0 being the parabolic separation line. 
The Tricomi problem[4], as detailed in the next section, consists in assigning, as boundary. 
conditions, the unknown function over a given profile in the elliptic plane intersecting the 
parabolic line in two distinguishable points and on a characteristic line departing from one of 
the two points. Such a problem is then well posed, in the terms specified in the next section. 
and a uniqueness theorem was already supplied by Tricomi in his celebrated monograph[4]. 
Analytical solutions of the Tricomi problem are useful in those applications such that the 
boundary conditions are assigned for transonic wing profiles[3,5]. 
This paper supplies an analytical solution for the above-mentioned boundary-value problem 
using Adomian's decomposition method for partial differential equations[6-8]. The second 
section provides a detailed description of the Tricomi problem. The decomposition method is 
used, in the third section, to obtain a class of solution for such a problem. An application and 
a discussion follow. 
2. THE TRICOMI PROBLEM 
Consider the Tricomi equation 
y~b~.~ + Cby,. = 0, (1) 
defined, with reference to Fig. 1, in the domain D = E U 1, where the boundary, of E is defined 
by a given convex profile: 
x E [0, 1] : y, = ye(x), x < x*  : dye /dx  >- O, x > x* : dye /dx  <- 0, (2) 
and by the segment y = 0, x E [0, 1]. 
On the other hand, the boundary of I is defined by the above-mentioned segment and by 
the two characteristic lines, which in the figure are indicated by the dash lines departing, 
respectively, from O and A: 
1 ° :x :  = - (4 /9 )y  3, 2 ° : (x  - I)2 = - (4 /9)3  .3 , (3) 
which satisfy the differential equation 
dy/dx  = +- 1/v.  (4) 
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Fig. 1. Representation f the domain D. 
Let us now denote by B the space of all functions 6 = 6(.v, yt such that 
(a) cb is a C: function for every, (x, 3') ~ D. 
(b) ~ is continuous on the boundary of D. 
(c) ~b~ and 6, are continuous on the boundary of D besides that in O and A. where the,. 
can tend to infinity with an order which is less than 1 with respect o the space coordinates. 
After these preliminaries, the Tricomi problem can be defined as follows: 
Finding a function qb = 6(x, y) such that 6 ff B and Eq. ( I I is satisfied with the bounda~ 
conditions 
Y = Ye : d~(x, y = y~(x)) = qSe(x); v = v I : 6(x, y = / (x ) )  = 6qx). I4~ 
In the analysis of the above problem we shall denote by v(x) and v(x) two functions such that 
r(x) = 6(x, y = 0), v(x) = 6,(x. y = 0). /5J 
and by u(y) and v(y) the functions such that 
u(y) = 6(.r = 0, y), vfy) = 6~lx = 0. y) (61 
3. ANALYS IS  
The analysis will be carried out in two steps. As the first step. the relatively' easier problem 
will be considered of determining the function 6(x. 3') in the half-space x > 0, given the values 
of the functions ,~ and v, and a class of quasi-analytical solutions will be determined. Such a 
problem will be defined the "half-space problem." Then afterwards, as the second step. the 
direct Tricomi problem will be considered according to the description of the second section. 
Step 1: The half-space problem 
Following Adomian[6-8]  let 
L~ = 02/Ox  "-, L, = 0:i0v-' ,  (71 
whose inverse L~ -~ and L, -t exists for every q = qfx, 3~ E B in the form 
L(mq = dr q(s, y)ds, L,71q = dr q(x, s)ds. (81 
i 
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Equation (1) can now be rewritten in one of the two forms: 
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L,6 = -yL~6,  L~6 = - ( l / y )L ,~.  (9) 
Each of them can be formally integrated applying the inverse operators L£ ~ to the first one and 
L~ -~ to the second one, then the addition, divided by 2, provides the following operator-equivalent 
formulation of Eq. (1): 
X = 1 : ~b(.r, y) = 6o(x, y) 
l 
- - X,d (x. v)~b(x, y), (10) 
where 
1 
~b0(x, y) = g (T(.r) + yv(x) + u(y) + xv(y)) (11) 
and the operator.-¢~ is defined as follows: 
,'/~. = (L,- tyL~ + L~- ~(1/y)L,)., (12) 
which is a mixed-type integral-differential operator. The decomposition method can now be 
applied to writing the solution of Eq. (I0) in the form 
n 
6(x, y) ~ 6o(.r, y) + ~ ' X (bj(x, y). (13) 
j= l  
Then Eq. (13) can be substituted into (10) and if the terms with the same power of X are 
equated, the following recursive formula is tbund: 
1 
6j-t  - ~4>(b:(.r, y), (14) 
which supplies all terms appearing in (13) in a sequence of easily computable quadratures, each 
defined by the preceding one. 
Remark 1. The solution of the "half-space problem" already contains the indirect solution 
of the Tricomi problem as the actual expression of 6o supplies suitable boundary conditions on 
the lines Ye and f consistent with the data on x = 0 and y = 0 (x > 0) with 60, which can 
be chosen in a way that + E 5. 
Remark 2. The structure of Eq. (10) defines a fixed-point formulation of the problem; 
therefore the classical Cacciopoli-Banach fixed-point heorem[9] can be applied in order to 
prove the existence and uniqueness of the solutions of Eq. (10). 
A proof, as specified in Remark 2, is supplied in the final section. 
Step 2: The Tricomi Problem 
Before approaching the problem defined in Sec. 2, it is useful to define (with obvious 
meanings of the adopted symbols and with reference to Fig. I) the following curves and boundary 
conditions: 
v E [3'1, Y.,] : c~ = a(y), c = cry) = 6(x = aly). y), 
x E [0, 1] : a = a(x) = 6(x, y = 3%r)). 
d = d(y) = 6dx = c~(y), y); 
b = b(x) = 6,(x. y = y~(x)). 
After these preliminaries we can consider the boundary-value problem with the boundary con- 
ditions defined in Eq. (4), which is such that the functions "r = 7( . r )  and v = v(.r) as well as 
u(y) and v(y) are not arbitrary, being defined by conditions (4). 
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In particular, the boundary conditions define, following the analysis of Tricomi himself. 
(Ref. [3], Chap. 3) the functions "~(x) and v(x) when v~(x) is a normal line. Consequently we 
can formulate the following. 
ALTERNATIVE I 
Finding, at given "r(x) and v(x), with x E [0, 1]. two functions u(y) and v(y) defined for 
y ~ [y~, y.,] and a solution 6(x, y) ~ B of Eq. (10) such that the boundary conditions (4) are 
satisfied. In this line u and v can be decomposed as follows: 
u = u(y )  -~ ~.Jttj(y), ~.' = v (y )  ~- - -  )kJv:(y), 
j= l  i=i 
(15) 
whose expressions can be substituted in Eq. (10) together with expression (13), with the result 
tt 
" I X . -4~ hJ6j(.r, y). (16) 1 1 ~.J(u:(v) ÷ xvj(y)) - _, xJ+j(x, y) = ~ (-r(x) + yv(x)) + ~j=o . ~=o 
j=O - - - 
Then, equating the terms with the same power of X yields 
1 
60(x, y) = ~ (T(x) + yv(x) = ,oiy) + xvo(y)), (17) 
1 1 
+,+,(.r, y) = ~ %+,(y) + .n . , _ , t : . l )  - 2:~'6,(x. y), (18) 
where we have by definition 
1 
60(0, y) = uoO') = 2 (~(0) -. yv(O) + uo(y)), (1%) 
1 
6.,o(0, y) = vo(y) = ~ (r~(0) + .vv~(0) + v0(y)), (19b) 
1 1 
+j÷,(o. y) = ,,j+,(s) = ~ . , - , ( : )  - 5 +j.,(o. y), 
1 1 




@:. l(x, y) = .¢~ 6j(x, y). (20) 
Consequently 
uo(y) = x(0) + yv(0), v,)(y) = T~(0) + yvx(0), 
t~+,O' )  = ~ j .~(0 ,  y ) .  v:.~ = ~, , : _ , , (0 .  y):  
(21) 
(22) 
and as a final result, 
1 
cb(x, y) ~ "~ (r(x) + yv(x) + ~(0) + "re(O) + y(vlO) 
,± 
+ v,(O))) + ~ (6,(0, y) + y+,(O, y) + %(x, y). 
- j= I  
(23) 
where the terms Oj are supplied by the recurrent formula (20). 
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ALTERNATIVE II 
Finding, given boundary conditions in the form of Eq. (4), a function 6(x, y) ~ B such 
that Eq. (10) and the boundary conditions are satisfied. 
As a consequence of the above formulation of the problem, the assumption that "r(x) and 
v(x) are determined a priori is removed and the solution of the Tricomi problem has to be 
found directly considering the conditions on the boundary of D. 
The convexity of y, with respect to the coordinate axes enables us to define the following 
inverse operators, which exists for q E B: 
"f~ fct fy  f r  A.?l = dr q(s, y)ds, A71 = dr q(x, s)ds. (24) (v) (vJ ~ I~l ', (~ - • . "e - e • 
The same analysis which provided a solution for the half-space problem results in the operator 
equation 
~b(x, y) = ~ (a(x) + yb(x) + c(y) + xd(y)) - ~/3*6(x, y), (25) 
where 
d3*. = (AT~yLy - A~-t(l/y)Lx) • (26) 
where a = a(x) and b = b(x) are given, whereas the functions c = c(y) and d = d(y) have 
to be determined from the boundary conditions. 
After these preliminaries, the analysis is completely analogous to the one of the Alternative 
I and the final result is 
1 
+(x, y) = ~ (a(x) + yb(x) + a(O) + ax(O) + yb(O) + ybx(O)) 




+7(x, y) = JJg*rj(x, y). (28) 
Remark 3. The analysis of the various problems considered in this section, as well as of 
the solutions which have been proposed in Eqs. (13, 14) for the half-space problem and by 
Eqs. (23) and (27) for the "Tricomi problem" in Alternatives I and II, respectively, should, 
in all cases, prove that the proposed solutions are the unique solutions of Eq. (10). 
4. APPLICATION AND DISCUSSION 
The various alternatives considered in the preceding section have been analyzed on the 
basis of the Adomian decomposition method and a solution procedure has been proposed for 
each case. Since all problems, however, have been formally solved in the same fashion, we 
shall restrict our attention in the application and analysis of this last section to the "relatively 
easier" half-space problem. 
Now, the class of problems characterized byboundary conditions ~bo such that the operator 
" - J~"  acting upon 6o reproduces <bo, 
6o = -23~0, (29) 
will be considered. Keeping this in mind, consider now the closed convex subset ~c/of a complete 
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Banach space: 
{.v :  + ~ ,~ c_ B; ii4,11 __z 21i+o11}. (3o)  
where ~ is the class of functions fulfilling condition (29). Let.~/be equipped with the norm 
114,11 = sup [eb[, (31) 
~,)-ZD 
and rewrite Eq. (10) in the form 
1 
4,(x, y) = Ueo(x, y) = 4,o(x, y) - 2.'46(x, y). 
Condition (29) and the definition (30) imply the following: 
(i) 4, ~,c/---~ U4, ~.c / ,  
(ii) 4,,,  4,., ~ .c / - - ,  IIU6, 
In fact, 
u4, = 4,o - ~:/~4, 
moreover, 
1 1 6 1 
= - < 114,oll + ~ !14,11 < 2114,o11; 4,o+2 4,-'11U4,11 = 4 ,o+ ~ - 
4,0 1 1 4h IIU4,, - u4,,_ll = + ~ 4,, - 4,0 - 2 
The implications (i), (ii) contain the following result. 
(32) 
1 
= ~-ll+, - +:II. z 
Consequently 
+(x, y) = lim +,,(x, y) = 26o(x, y). 
If now the decomposition method is applied, 
4o = 4,0: +,  = 2 4 ,o :"""  ; 4,~ = 4o, 
+(x, 5') = +o(X, y) = 26o(X, y). 
n=0 
The theorem is then proven. 
1,., 3 3 1 7 
+, = 4,0 - ~ 4,0 = ~ 4,o; 4,: = 4,0 - ~.~/~4,, = ~ +o: . . . .  4,, = 4,o(1 + (2" - 1)/2"). 
THEOREM 
Let 6o ~ ~; then Eq. (10) has a unique fixed point in . r /and consequently the solution 
of Eq. (10) exists and is unique in,c/and is given by Eqs. (13-14); i.e. the "decomposition 
method." 
Proof. Existence and uniqueness of the solutions follows from the already mentioned 
implications (i), (ii). This particular solution can be found also by Picard iterations: 
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Remark  4. An example of  function fulfil l ing condition (29) is the fol lowing: 
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60(x, y) = 3.r: - v3: 
thus • is a nonempty set. However,  the theorem holds for other classes of functions. The 
exercise of  finding suitable extensions is left to the reader. A further valuable analysis would 
be a study, analogous to the one of the above theorem, for both Alternatives [ and [I. In these 
cases the advantages of the application of the decomposit ion method is even more evident. 
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