Randomly generated points in IR d are connected to their nearest neighbours (Euclidean distance). The resulting connected clusters of points are studied. This paper examines questions related to the collection of clusters formed and to the internal structure of a cluster. In particular, the one-dimensional structure is examined in detail.
INTRODUCTION
Problems involving nearest neighbours (NNs) in sets of n random points in space continue to be of interest. One particular problem concerns the probability p k that a given point is the NN of exactly k other points. This problem appears to have been first mentioned by Clark & Evans (1955) in a note on "reflexive" NNs, i.e., pairs of points which are one another's NN. For the two-dimensional ensemble of Poisson points, they derive the proportion of reflexives and also obtain empirical estimates of p k . Roberts (1969) obtains bounds and Monte Carlo estimates of p k for Poisson ensembles of points in 1, 2, and 3 dimensions. Newman et al. (1983) derive asymptotic results for N , the number of points of which a given point in the NN, as dimension and total number of points (in a finite region) become large. Newman & Rinott (1985) extend this work to non-Euclidean distance measures. Cox (1981) derives the probability that a Poisson point in IR d in the m-th NN of its own n-th NN; see also Schwarz & Tversky (1980) . Clark & Evans (1955) also provide empirical evidence (in a biological setting) that NN properties of populations are not strongly affected by departures from the Poisson random model. They suggest, however, that social forces do alter point distributions so as to affect NN relationships significantly. Thus one may be able to use the NN properties of spatial patterns to distinguish social effects from other factors.
The problem treated in this paper has some of the flavour of each of the above problems. Although we formulate the problem in IR d , we provide analytical results only for the one-dimensional case. As already indicated by the work of Roberts (1969) , higher-dimensional situations become complex enough to require simulation.
Consider a population of n points generated by some random process in IR d . From each point, we draw an arrow to its nearest neighbour (in terms of Euclidean distance), assumed to exist uniquely with probability one. We thereby generate clusters of points that are connected by arrows. We call these clusters "societies." The following questions arise: a) Let M denote the number of societies formed. What is the distribution of M ?
b) Let K denote the size of a society, i.e., the number of individuals (points) in a society. What is the distribution of K? c) Form the convex hull of each society. What is i) the content (area, volume) covered by a society?
ii) the fraction of IR d that is "inhabited," i.e., contained in some society, as n → ∞.
In this paper, our main concern is with the random variable M .
As a graph, a single society consists of k vertices X i , 1 ≤ i ≤ k, with k (directed) edges. The edges form the minimal spanning tree (MST), augmented by an extra edge between the closest pair of vertices. This closest pair of points is termed a reflexive pair. Thus each society contains exactly one reflexive pair. The whole population constitutes a "forest" of such augmented MSTs.
From the work of Cox (1981) 
Since each society contains precisely one reflexive pair, the expected number of societies formed by a large number n of Poisson points in
For d = 1, 2, 3, we find SM ∼ n/3, 3πn/(8π + 3 √ 3) and 8n/27, respectively. It can be shown that SM → n/4 as d → ∞.
One may also look within a society. For a society of k points X i , 1 ≤ i ≤ k, let V i denote the number of points (individuals) of which X i is NN (this random variable and the associated Voronoi regions are the chief concern of the papers by Newman et al. 1983 Newman et al. , 1985 . If V i = v, then we say that the i-th individual is v-popular or that he has popularity of degree v. We also use the terms lonely for 0-popular, normal for 1-popular, and simply popular for v ≥. Obviously, the support of V i depends on the dimension d. If d = 1, 2, 3, the maximum values that V i takes with non-zero probability are 2, 5, and 11, respectively. In terms of the graph of the society, V i is equal to the number of arrows into vertex X i , which we call the positive degree of the vertex.
Let now N v denote the number of v-popular individuals in a society of size k.
In other words, every society contains at least as many lonely individuals as popular ones. Note that, for the trivial case of a society of size k = 2 (a single reflexive pair), N 1 = 2 and N v = 0 for all v = 1. Roberts (1969) We now restrict attention to the distribution of M , the number of societies in a population of size n. Analytical results for d > 1 appear to be formidable to derive, but we believe that some insight is gained by a detailed analysis of the one-dimensional case. (One-dimensional clusters of points are of interest in their own right; cf., e.g., Glaz & Naus 1983 ).
ONE-DIMENSIONAL SOCIETIES
For one-dimensional societies, V i ≤ 2 and consequently every society will have an equal number of lonely and popular individuals,
Let the population consist of n points, X 1 , 1 ≤ i ≤ n, generated on the real line by a Poisson process and spanning an interval [0, T ]. Let X (i) denote the corresponding order statistics and let A i = X (i+1) − X (i) , 1 ≤ i ≤ n − 1, denote the lengths of the spacings between adjacent points. Societies are determined by the relative magnitudes of the spacings. The A i are identically distributed. Moreover, the distribution of the vector of ranks of the A i is discrete uniform. One immediate result is that, within a society of size k > 2, P (N 0 = 1) = P (the smallest internal spacing is at either end of the graph) = 2/(k − 1),
Consider now the number M of societies formed by a population of n points.
so that
In general, the partition according to A * yields
where
Hence, for n ≥ 4,
For small values of m, equation (4) may be solved recursively. For example,
Substituting (3) for P j (1) yields a simple recursion relation for P j (2), resulting in
which is valid for n ≥ 2. Similarly, for n ≥ 6,
Using (3) and (5), we obtain
This formula is valid for n ≥ 3.
In the next section, we look at equation (4) via generating functions.
GENERATING FUNCTIONS
To solve (4), we introduce two generating functions, namely
From (4) and (6), one obtains
where G 2 (s) = G 3 (s) = s. Using (7), we find that Ψ satisfies
The transformation Ψ(z,
With the boundary conditions ω(0, s) = 1 and ω (0, s) = 0, the solution is
The generating functions G n and hence moments of M may be obtained directly by differentiating equation (9) 
ALTERNATIVE FORMULATION
In this section, we consider an alternative recursion formula for P n (m) which, for computational purposes, is preferable to equation (4).
Theorem. For n ≥ 3 and m ≥ 1,
Note that P n (0) = 0.
Proof. With G n (s) and Ψ(z, s) defined as in Section 3, we obtain
and therefore
It is straightforward to check that Ψ(z, s) as given by equation (9) satisfies (11). Equation (10) may be interpreted as follows. Denote by E k,m the event that the left-most k points defined by A 1 , A 2 , . . . , A k−1 , taken as a population, form m societies and therefore P(E k,m ) = P k (m). Let k = n − 1 and consider adding the right-most point X (n) to form a new population of size n. The addition of an endpoint cannot decrease the number of societies. Indeed, it will either increase the value of M or leave it unchanged, which is expressed by
As a consequence of equation (10), we obtain P (E n,m |E n−1,m ) = 2m/(n − 1), which is the conditional probability that addition of the right-most point to the population formed by the left-most n − 1 points does not increase the number of societies. The unconditional probability that addition of X (n) does not increase the number of societies is
using the results of Section 3.
Special cases. (i)
For m = 1, equation (10) becomes P n (1) = 2P n−1 (1)/(n − 1), which is equation (2). (ii) Maximum number of societies. In Section 5, we derive an expression for P 2m (m), the probability that a population of even size consists entirely of twoelement societies. Equation (10) then provides the corresponding probabilities for populations of odd size: P 2m−1 (m − 1) = (2m − 1)P 2m (m) is the probability that a population of odd size consists entirely of two-element societies except for a single three-element society. There is an intuitive argument for this result. Consider a population of 2m elements split into m societies. Now remove any element, forming a new population of size 2m − 1. The erstwhile partner of the discarded element must then join one of its adjacent societies to form a new 3-element society. Clearly, the number of ways N 2m−1 (m − 1) of splitting the new population into m − 1 societies is equal to the number of ways N 2m (m) of splitting the original population into m societies. Since P n (m) = N n (m)/(n − 1)!, the result follows. Tables 1 and 2 in the appendix give P n (m) for selected values of n and m. 
THE MAXIMUM NUMBER OF SOCIETIES
In this section we derive a formula for P 2r (r), the probability that a population of size n = 2r consists of r societies. For n = 2r and m = r, equation (4) reduces to
where we have used P 2r−1 (r) = 0 and the fact that P i (j)P 2r−i (r − j) is non-zero only for integer j = i/2. Introduce the generating function
Then equation (12) can be written as
where B 2r is a Bernoulli number (Abramowitz & Stegun 1968, p. 804 ). Equation (10) then provides the corresponding probability for odd-sized populations, viz.
for large r, we find that, for large populations, P 2r (r) ≈ 2(2/π) 2r and P 2r+1 (r) ≈ 4r(2/π) 2r+2 . It is reasonable of course that odd populations have a greater probability of achieving the maximum number of societies since the single 3-element society can occur in n/2 ways.
CONCLUDING REMARKS
One may extend this work to populations of societies in place of individuals. For example, if a population of n individuals forms m societies, these may be joined by some attachment criterion to form a collection of M s super-societies. Two possible attachment criteria are: a) the nearest distance between individuals in different societies; b) the nearest distance between convex hulls enclosing societies (more generally, one might use the nearest distance between any enclosure of societies).
A simple one-dimensional situation would consist of n = 8 individuals forming m = 4 societies. These four societies would in turn form either one or two supersocieties. Criteria a) and b) do not differ for the one-dimensional case and some elementary combinatorial calculations lead to P (M s = 1|M = 4) = 12/17, P(M s = 2|M = 4) = 5/17.
It is interesting to contrast this with P (M = 1|n = 4) = 12/18, P(M = 2|n = 4) = 6/18.
Using the results of Section 5, one can show by induction that, for a population of even size n = 2r, the joint probability that M = r and M s = 1 is P 2r (M s = 1, M = r) = 2 2r−3 (r − 1)!/(2r − 1)! Obviously, one can consider a hierarchy of super-societies, which should lead to interesting limit theorems.
