Abstract. It is shown that theories presented by a set of ground equations with several associativecommutative (AC) symbols always admit a finite canonical system. This result is obtained through the construction of a reduction ordering that is AC-compatible and total on the set of congruence classes generated by the associativity and commutativity axioms. As far as we know, this is the first ordering with such properties when several AC-function symbols and free-function symbols are allowed. Such an ordering is also a fundamental tool for deriving a complete theorem proving strategies with built-in associative commutative unification.
Introduction
We show that there is an algorithm that, given any finite set E of ground equations that contains associative commutative operation symbols, produces a reduced canonical rewriting system R equivalent to E. The method we use follows the general approach of Knuth and Bendix [17] of generating decision algorithms for word problems in abstract universal algebras. If has been known for a long time that this method always succeeds with purely ground equations, partly because of the existence of reduction orderings that are total on ground terms. In order to deal with nonorientable axioms, like the commutativity one for instance, the completion technique of Knuth and Bendix has been extended to equivalence classterm rewriting systems by [12, 13, 19, 24] . In this framework, Ballantyne and Lankford [5] designed a completion algorithm for finitely presented commutative semigroups. This is the case of one binary associative-commutative function and a finite number of constants. Termination of the algorithm was obtained by using Dickson's lemma. Our result can be viewed as a generalization of Ballantyne and Lankford's when there are several binary commutative-associative functions and also nonconstant function symbols. To prove that completion always succeeds, we first need to build a reduction ordering that is total on the set of classes of terms with respect to the congruence generated by the associative--commutative (AC) axioms. This construction, which generalizes polynomial orderings, is outlined in Section 3. Then, in Section 4, we define a completion procedure and show that it always stops with a finite canonical system. Here, as in the semigroup case, Dickson's lemma is the decisive argument. A first version of our work has been presented in [22] . The fact that ground AC-completion terminates if there is a total AC-ordering on ground terms has been derived independently in [20] .
Preliminaries and Notation
Here we suppose that we are given a signature F that contains a subset FAC of associative-commutative operations. Our notation will be adapted to this framework. For a detailed survey on term rewriting, the reader may consult [8] .
Let T(F) be the set of terms on F (all terms to be considered in the sequel do not have variables). The congruence on T(F) generated by the associativecommutative equations satisfied by the symbols in FAC will be written =FAC or -----AC when there is no ambiguity. The extension of this relation to multisets of terms is ==AC. The root symbol of a term t is denoted by root(t). We write s [t] p to indicate that a term s contains t as a subterm at position p. Positions are classically coded by sequences of integers. For instance, tip indicates the subterm of t that occurs at position p.
A rewrite rule on T(F) is an ordered pair (l, r) of terms also denoted by l --+ r. A rewrite system is any set R of rewrite rules. The rewriting relation generated by a rewrite system R is the binary relation -+n defined on terms by s -+n tiff s =Ac u[l]p and t =AC u[r]p for some context u, position p and rule l --4 r in R. The inverse of -+R is denoted by +--n. The transitive reflexive closure of --+n (resp. +-n) is denoted by -+n * (resp. +--R *). A term t is irreducible in R if there is no u such that t -+n u. An irreducible term s is called a normal form of t in R if t -+n *s. The congruence relation generated by R and the AC axioms is denoted by ~ ~ >. The rewrite system R is confluent if s +-n *u -+n *t implies that there exist v, w such that s -+n *v =AC w r *t.
The rewrite system R is locally confluent if s +--n u -+n t implies that there exist v, w such that s --+n *v =ac w +--n *t. A rewrite system R terminates if --+n is noetherian. A set R of rules is reduced if for every rule l --+ r in R, l is irreducible under -+n-{/-+r} and r is irreducible under --+R-A rewrite system is canonical if it is terminating, confluent, and reduced. In a canonical system terms have unique normal forms. As a consequence the word problem is decidable in every theory that admits a canonical system.
A Compatible Ordering for AC Theories
The design of orderings for proving termination of rewrite systems modulo AC is considered a hard task. In fact, to our knowledge, very few constructions are available in the literature. Perhaps the best known among them is the associative path ordering scheme [4] , which extends the recursive path ordering (see also [3] ). However, this ordering puts serious limitations on the precedence of ACsymbols. In fact two AC-symbols cannot be compared in the precedence unless they are related by a distributivity law. That explains why there is no hope of getting a total ordering from the associative path ordering. An extension of Knuth-Bendix ordering has also been proposed by [26] . However, it suffers the same kind of restriction. Recently a very interesting method has been proposed in [16] for proving termination of AC rewrite-systems. However, it seems difficult to adapt this method to derive a total ordering on ground terms.
Another construction uses polynomial interpretations. We are going to elaborate on this method in order to obtain an ordering with the required properties for our purpose. Hence, let us first recall the interpretation technique. Each n-ary function symbol f is interpreted as an integer polynomial Pf with n indeterminates. The interpretation I(t) of a term t is recursively defined by the rule
t(t,)).
A set of rules terminates if we can choose polynomial interpretations such that for every rule l --+ r in the set, we have I(1) > I(r). Some other properties, to be given in detail in this section, are also required.
For proving termination of rewrite systems modulo AC-axioms, the ordering should possess the AC-compatibility property: DEFINITION 1. An ordering > on T(F) is AC-compatible iff whenever we have s > t, s =AC 8l and t =AC tt, we also have s t > t I.
The easiest way to ensure AC-compatibility with polynomial interpretations is to use polynomials that interpret identically the terms of the same AC-class. BenCherifa and Lescanne [6] have pointed out the following necessary and sufficient condition for such a property: To get an ordering that is also monotonic and total, here we shall use another construction, which may be interesting on its own. Instead of taking numerical values for the coefficients a, b, and c, we shall take integer polynomials for them. We now describe the construction precisely.
Our interpretation domain will be the free commutative ring on {Xf; f E F},
, where m is the cardinal of F. This algebra will be denoted by ZT. Hence, to each function symbol f E F is associated an indeterminate X/. The subset of elements of ZT whose coefficients are nonnegative integers is denoted by NT. We first define an ordering on NT. We suppose a given total precedence on the indeterminates, and we suppose that the indeterminates of every monomial are sorted decreasingly according to this order. Two monomials are compared first by their degree, and second, when these degrees are equal, by lexicographic order. We define >N to be the multiset extension of this ordering, and we shall use it to compare polynomials, by treating them as multisets of monomials. The main property of >N is that it is well founded.
The set NT is the target of the interpretation I that we are going to introduce now. The following lemma is straightforward.
LEMMA 1. If s =Act then I(s) = I(t).
Let root(t) denote the root symbol of a term t. When the arity of root(t) is k, the k-tuple (tll,... ,tlk) of immediate subterms of t is denoted by ira(t). We also introduce for each AC-symbol f a function p/that maps every term to a multiset of terms and that is defined recursively as
The next lemma tells that we can recover the root symbol of s from its interpretation I(s).
LEMMA 2. Given terms s and t, if I(s) = I(t), then root(s) = root(t).
Proof. Suppose that s ---f(sl,..., Sn) and t = 9(tl,... ,tin), where f and g represent two different function symbols. Then 
I(t) = (Xg + 1)((X 2 + 2Xg)(I(t,)... I(tm))
+ +(Xg + 1)(I(tl)+'"+ I(tm)) + 1).(2)
1(tin))+ 1).

+(XI
This is equivalent to having
o(I(t,)... I(tm)) q-1.
However, since every I(ti) admits some Xg k + 1 as a factor, we can notice that
XI + 1 divides a(I(tl)... I(tm)
). This causes a contradiction.
LEMMA 3. Given terms s and t, if I(s) = I(t), then every function symbol has the same number of occurrences in s and t. Proof. Notice that the maximal monomial in I(s) is I-lies X} "HI~c XI,
where 5' (resp. C') is the multiset of symbols in s whose arity is > 0 (resp. 0). []
We are now in a position to define the relation on T(F) that we wish to use as an ordering for proving termination. (1) irreflexive and transitive, (2) -f(81,..., 8i-1, t, 8i+1,. .., 8n) = tt), 
., tin). Then s >--tiff
l(s) >N I(t) or I(s)= I(t) and -if f E AC then py(s) >+-py(t) -if f ~g AC then ira(s) >-fez ira(t)
where
well founded (there is no infinite descending chain tl >-t2 )'-"" "), (3) monotonic (for any function f and terms s, t, Sl,...,sn, s ~-t implies
8 t = f(Sl,.--, Si-1, S, 8i+1,... , 8n) )'
.) follows. Suppose now that I(s) = I(t). If f is not an AC-symbol, im(s') >-fez im(t'). If f is an AC-symbol, then we notice that p/(8') >->-p/(t'). []
Proof of 4.
We use induction on the size of terms. Suppose that (4) is true for all terms of size < k. Then n-tuples (resp. multisets) of terms each of size less than k can be ordered with ~tex (resp. >+-). Let s, t be such that (at least) one of them has size k. Suppose that neither s >-t nor t >--s. Then I(s) = I(t). 
(s) >n I(t), by Lemma 1, we also have I(8') >N I(t'). If l(s) = I(t)
and f is not an AC function, the corresponding components of ira(s) and im(s') are AC-equal. Since g = f, the same is true for ira(t) and im(t'). Therefore, 
im(s') >-fez im(t'). If f is AC, notice that p/(s) ==AC p/(s') and p/(t) =----AC pf(t'). From p/(s) ==AC p/(t), we derive also pf(s') ==AC p/(t').
[]
ORIENTING THE DISTRIBUTIVITY RULE
A drawback of the previously defined ordering >--, with respect to applications, is that it cannot be extended to orient the distributivity rule properly, since we have
(a,b) + (a,c) >-a* (b+ c).
A remedy to this situation is to combine >--with a standard polynomial interpretation. Let us assume that some pairs of AC-symbols satisfy the distributivity axiom, which means that there exists a binary relation >D on FAC such that
f >D g iff f(x,g(y,z)) = g(f(x,y),f(x,z)).
Moreover we shall assume that this relation has the property that there is no f, g, h such that f > D g > D h.
We introduce now a polynomial interpretation J in which we assign to each function symbol f a polynomial with nonnegative integer coefficients such that
each polynomial Pf(z, y) interpreting an AC-symbol f is of the form axy+ b(x + y) + c where the coefficients satisfy b 2 : b "q-ac. if f is maximal for >D, then Pf(x, y) = xy. if f is minimal for >D, then Pf(z, y) = x + y.
We can define now an ordering t> on ground terms by s t> t as
J(s) >U J(t) or
J(s) = J(t) and It I >U Isl or J(s) = J(t) and Itl--Isl and s >-t
It is straightforward to show that c> satisfies all the properties of >-given in Proposition 1. For instance, it is well founded because it is a lexicographic combination of well-founded relations (note that j-l (k) is finite for any k E N, and therefore it cannot contain an infinite sequence (si)i such that Is01 < Isll...)-We can easily extend the ordering t> in order to get an ordering on terms containing variables. Let T(F, X) be the set of terms built from function symbols of F and from variables of the set X. Let E be the set of ground substitutions defined on X, that is, the set of mappings from X to T(F). We denote by ta the image of a term t by a substitution a. We define , y), f(x, z) ).
Vs, t E T(F,X) s~,t iffVa E E sa~,ta.
Now, if f >D g, we have immediately f(x, g(y, z)) ~ g(f(x
Completion of Ground Systems with Associative-Commutative Symbols
Solving the word problem by completion in theories presented by sets of ground equations is known to be always possible, even efficiently [10, 25] . When the signature is built solely from constants and one associative-commutative operation, we get finitely presented commutative semigroups. In such structures, the word problem can still be solved by completion [5] . We are going to show in the following that this method generalizes to signatures that contain free-function symbols and several associative--commutative operations.
For convenience, we shall use the flattened representation for terms that contain AC-symbols. For instance, if f E FAC, a flattened representation of f (a, f(b, c)) is f(a, b, c). When f(tl,..., t~) is a flattened representation of t and f E AC, then for all i the root of ti differs from f. In that case, we say that the ti are the fundamental subterms of t, and we write fs(t) = (tl,..., t,~}. Note also that p$(t) = fs(t) when the root of t is f E FAC.
In the completion approach to word problems, the main operation is the generation of critical pairs, which can be used to test the confluence property of the rewriting relation. For our framework, the suitable definition of critical pairs is the following. A critical pair (r, s) of R is trivial if there is a term t such that r ~n *t and s -+n *t. The main property of reduced systems of rules is stated in the following proposition.
PROPOSITION 2. Given a reduced system R, the relation -+n is locally confluent if and only if every critical pair (r, s) of R is trivial.
Remark. If we compare with the general AC-completion procedure, the critical pairs we need here are between a rule and an extended rule. There are no critical pairs between rules, since the left-hand sides are kept reduced. Critical pairs between extended rules are covered by the other ones.
We introduce now a completion procedure that, given a ground AC-theory, always yields a canonical system. We assume that the equations are oriented according to an ordering > which is well founded, monotonic, AC-compatible, and total on the set of AC congruence classes. From our construction of Section 3, we know that such orderings exist. We extend > to rewrite roles by comparing their lefthand sides and right-hand sides in a lexicographic way. This ordering on roles is noetherian too. Our completion procedure when applied to an initial set L0 of rules produces a sequence of sets of rules Lo, Ro,..., L~, Ra, Li+l, Pq+l, .... which is defined as follows: (u, v) between two roles of S, say rt and rm. Consider a minimal proof of (u, v) in Ui~>0/~ with respect to the proof ordering defined in [4] . If one step uses a role that is not in S, this rule will be reduced at some stage of the algorithm. Therefore, we can build a smaller proof. Hence, we can assume that every step in the minimal proof of (u, v) is justified by a rule in S. If this proof is not a rewrite proof, the computation of a new critical pair allows again to derive a smaller proof.
We prove now that S is finite. Assume that S is infinite. From this lemma we deduce that there exist two rules, lk --+ rk and 13 --+ rj, such that Kk is a submultiset of Kj. By the previous lemma, this ensures the existence of a submultiset A of fs(lj) such that A ==AC fs(Ik). This implies that l~ can be simplified by Ik --+ rk, contradicting the fact that S is reduced. We can now complete the proof of Theorem 1. Since S is finite, let m be the smallest index such that ~ C_ Rm. One easily sees that S = Rj for all j/> m. In particular P~+l = Rm, which means that the completion procedure stops at step m.
Related Problems, Further Work, and Conclusion
In the preceding section, it was shown that in ground associative-commutative theories the word problem can always be solved by construction of a canonical system. A natural generalization of the word problem is the unifiability problem. We have investigated this problem by coding it as a reachability problem in Petri nets [23] . Then, from the decidability of reachability in Petri nets [21] , the decidability of unifiability in ground AC theories follows. This idea comes from the observation that the elements of finitely presented commutative semigroups can be represented as vectors of integers. In the general case of several associative-commutative symbols, the problem must be coded as a conjunction of reachability problems, each of them being related to one of the AC-symbols. For proving that we can always orient ground AC-systems, we have developed a generalization of the polynomial ordering. Instead of using polynomials with numerical range, we use polynomials whose ranges are polynomial rings. To our knowledge, this is the first occurrence of a reduction ordering that is total on the set of congruence classes modulo AC and that is AC-compatible (for a signature that contains any number of AC-symbols). Orderings with such properties are fundamental to derive refutationally complete theorem-proving strategies with built-in associative-commutative unification [1] .
Another interesting issue would be to see what happens when we replace the associativity and commutativity axioms by another well-behaved theory E. Does every ground presentation admit a canonical rewrite system modulo E? An interesting result along these lines is the construction in [14] of a Thue system, which has a decidable word problem but which has no canonical system. Whether it is possible to extend fast ground completion techniques of [10, 25] to the ground AC case is also an open problem.
