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Exponential Approximation of Bandlimited Random
Processes from Oversampling ∗
Wenjian Chen† and Haizhang Zhang‡
Abstract
The Shannon sampling theorem for bandlimited wide sense stationary random processes was
established in 1957, which and its extensions to various random processes have been widely studied
since then. However, truncation of the Shannon series suffers the drawback of slow convergence.
Specifically, it is well-known that the mean-square approximation error of the truncated series at
n points sampled at the exact Nyquist rate is of the order O( 1√
n
). We consider the reconstruction
of bandlimited random processes from finite oversampling points, namely, the distance between
consecutive points is smaller than the Nyquist sampling rate. The optimal deterministic linear
reconstruction method and the associated intrinsic approximation error are studied. It is found that
one can achieve exponentially-decaying (but not faster) approximation errors from oversampling.
Two practical reconstruction methods with exponential approximation ability are also presented.
Keywords: bandlimited random processes, oversampling, the intrinsic approximation error, ex-
ponential decayness, reproducing kernels
2010 Mathematical Subject Classification: 62D05, 60G10
1 Introduction
The purpose of this paper is to establish exponentially approximating reconstruction methods from
finite oversampling for bandlimited wide sense stationary random processes. The motivation comes
from the slow convergence of the truncated Shannon series for random processes and the recent progress
in the study of oversampling for bandlimited deterministic signals.
The foundational Shannon sampling theorem [21, 25] states that every bandlimited deterministic
signal can be completely recovered from its function values on sampling points equally-spaced at the
exact Nyquist rate. We introduce the details for later discussion. Let Bδ, δ > 0, denote the Paley-
Wiener space of functions f ∈ C(R)∩L2(R) with Fourier transform supported on [−δ, δ]. The Fourier
transform is defined for f ∈ L1(R) by
fˆ(ξ) :=
1√
2pi
∫
R
f(t)e−itξdt, ξ ∈ R,
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2and for tempered distribution by a duality principle [7]. The Nyquist rate for the bandwidth δ is pi/δ.
For simplicity, we discuss Bpi whose Nyquist rate is 1. The Shannon sampling formula is
f(t) =
∑
j∈Z
f(j) sinc (t− j), t ∈ R, f ∈ Bpi, (1.1)
where the series converges absolutely and uniformly on R. Here, sinc denotes the sinc function
sinc (t) :=
sinpit
pit
, t ∈ R.
In practice, only finite and localized sampling data are available. For instance, to reconstruct the
values of f ∈ Bpi on [0, 1], one may only have at hand the sample data f(Jn). Here, Jn := {j ∈
Z : −n + 1 ≤ j ≤ n}. In this case, it has long been observed that directly truncating the Shannon
series (1.1) suffers the drawback of slow convergence [8, 10, 14]. Specifically, there exist some positive
constants C1, C2 such that
C1√
n
≤ sup
{∣∣∣∣f(t)− ∑
j∈Jn
f(j) sinc (t− j)
∣∣∣∣ : t ∈ [0, 1], f ∈ Bpi, ‖f‖L2(R) ≤ 1
}
≤ C2√
n
.
The Shannon sampling theorem and its extensions have been established for bandlimited wide sense
stationary random processes [2, 3, 5, 9, 11, 15, 20, 22]. A random processX = X(t, ω) on an underlying
probability space (Ω,F , P ) is said to be weak sense stationary (w.s.s.) if X(t, ·) ∈ L2(Ω, dP (ω)) for
each t ∈ R, that is,
‖ X(t, ·) ‖L2(Ω,dP (ω)) :=
(∫
Ω
| X(t, ω) |2 dP (ω)
) 1
2
< +∞, t ∈ R, (1.2)
and its autocorrelation function
RX(t, τ) =
∫
Ω
X(t, ω)X(τ, ω)dP (ω), t, τ ∈ R (1.3)
depends on t− τ only. It implies that
RX(t, τ) = RX(t− τ, 0).
We often abbreviate RX(t, 0) as RX(t). A w.s.s. random process X(t, ω) is said to be bandlimited if
RX belongs to Bδ for some δ > 0.
The Shannon sampling theorem for random processes, first proved in [2], states that for a w.s.s
random process X(t, ω) with RX ∈ Bpi,
X(t, ω) =
∑
j∈Z
X(j, ω) sinc (t− j), t ∈ R. (1.4)
The above equation holds in the sense
lim
n→∞E
∣∣∣∣X(t, ω) − ∑
j∈Jn
X(j, ω) sinc (t− j)
∣∣∣∣
2
= 0, t ∈ R, (1.5)
where the expectation is taken with respect to the probability measure P . When using finite sampling
points at the exact Nyquist rate, truncating the Shannon series (1.4) also results in a very slow
reconstruction. The expectation in (1.5) is of the order O( 1√
n
) as well, [3].
3For bandlimited deterministic signals, dramatic improvement of the approximation order appears
suddenly if oversampling data are used. For simplicity, we let f ∈ Bδ with δ < pi. Thus, integer
sampling points are equally-spaced by 1 < pi/δ and hence constitute oversampling points. Modified
Shannon series of the form ∑
j∈Jn
f(j) sinc (t− j)φ(t− j)
were proposed to reconstruct f(t), t ∈ [0, 1] from its oversampling data f(Jn). By setting
φ(t) := sincm(
pi − δ
pim
t), t ∈ R (1.6)
and optimizing about the parameter m, a reconstruction error bounded by
C
n(pi − δ) exp(−
pi − δ
e
n), n ≥ e
pi − δ (1.7)
was established in [10]. By choosing φ to be a Gaussian function with an optimal variance, references
[16, 17, 18] obtained an approximation error bounded by
C
√
n
pi − δ exp(−
pi − δ
2
n), n ≥ 8pi
(pi − δ)3 .
By optimizing the weight function φ, it was proved in [14] that one can achieve the following upper
bound for reconstruction errors
C√
n
exp(−pi − δ
2
n), n ∈ N.
The optimal weight was later found to be a spline function in the Ph.D. thesis [26].
We believe that oversampling should always lead to exponential approximation for bandlimited
signals. This paper aims to reveal this phenomenon for bandlimited random processes. We shall apply
the modified Shannon series approach∑
j∈Jn
X(j, ω) sinc (t− j)φ(t − j). (1.8)
However, directly applying the methods in [10, 14, 16] may not yield satisfactory error estimates. For
example, we shall see in Section 3 that by directly using the result in [10], one will get an approximation
error bounded by
C
√
lnn
n(pi − δ) exp(−
pi − δ
2e
n).
Compared to (1.7), the dominating exponential part degenerates. To overcome this, careful analysis
will be carried out in Section 3 to show that using the optimal spline weight function given in [26]
leads to an approximation error bounded by√
121
200
e3/4
√
2 + pi − δ( lnn+ 1
2n
)1/4 exp
(− pi − δ
2
n
)
.
Before estimating the approximation error of the above two explicit and practical approximation
methods, we shall discuss in Section 2 the optimal deterministic linear method for the reconstruction of
a bandlimited w.s.s. random process from oversampling. We will see that the optimal linear method is
impractical as it requires the solving of a highly ill-posed linear system. Our main purpose is to estimate
4the associated intrinsic approximation error, providing us guidelines and expectation in constructing
practical reconstruction methods. This question is closely related to the optimal reconstruction in a
reproducing kernel Hilbert space. Thanks to existing results on reproducing kernels, an upper and
lower bound estimates will be established. In particular, the lower bound estimate reveals that there
does not exist a deterministic linear reconstruction method with an approximation error tending to
zero faster than exponential decayness.
2 Optimal Linear Reconstruction and Intrinsic Errors
In this section, we consider the best possible linear method of reconstructing a w.s.s. random signal
bandlimited to [−δ, δ] with δ < pi from its values on finite integer points. We shall find that this is
closely related to the question of optimal reconstruction of functions in a reproducing kernel Hilbert
space from its finite samples. For this reason, we first introduce the notion of reproducing kernels and
reproducing kernel Hilbert spaces [1].
A function K : R × R → C is said to be positive-definite if for all finite distinct points T := {tj :
1 ≤ j ≤ n} ⊆ R, the n× n matrix
K[T ] := [K(tj , tk) : 1 ≤ j, k ≤ n]
is hermitian and positive semi-definite. A positive-definite function K on R×R corresponds uniquely
to a reproducing kernel Hilbert space denoted as HK such that K(t, ·) ∈ HK for all t ∈ R and
f(t) = 〈f,K(t, ·)〉HK for all f ∈ HK and t ∈ R, (2.1)
where 〈·, ·〉 denotes the inner product on HK . By virtue of the above equation, K is also called the
reproducing kernel of HK . Reproducing kernels are widely applicable to machine learning [19]. Besides
positive-definiteness, another characterization [6] of a reproducing kernelK is the existence of a feature
map Φ from R to some Hilbert space W such that
K(t, τ) = 〈Φ(t),Φ(τ)〉W , t, τ ∈ R.
A typical class of reproducing kernel Hilbert spaces is the Paley-Wiener spaces Bδ of bandlimited
functions. With the inner product
〈f, g〉Bδ := 〈f, g〉L2(R) :=
∫
R
f(x)g(x)dx,
Bδ is a reproducing kernel Hilbert space with the reproducing kernel
Kδ(x, y) :=
sin δ(x− y)
pi(x− y) , x, y ∈ R. (2.2)
Note that Kpi(x, y) = sinc (x−y), x, y ∈ R. The Shannon sampling theorem can be proved by noticing
that
{ sinc (· − j) : j ∈ Z}
is an orthonormal basis for Bpi. This basis together with the reproducing property (2.1) yields the
following useful identity ∑
j∈Z
| f(j) |2 = ‖f‖2L2(R), f ∈ Bpi. (2.3)
5Turning to the random case, we observe for a w.s.s. random process X(t, ω) that RX is a repro-
ducing kernel on R×R because it has the feature map Φ(t) := X(t, ω) ∈ L2(Ω, dP (ω)). Furthermore,
it is translation-invariant in the sense that
RX(t+ s, τ + s) = RX(t, τ), s ∈ R.
All continuous translation-invariant reproducing kernels K on R×R are characterized by the Bochner
theorem [4] as
K(t, τ) =
∫
R
ei(t−τ)ξdµ(ξ), t, τ ∈ R,
where µ is a finite positive Borel measure on R. Since we are dealing with bandlimited random
processes for which RX ∈ Bδ, there holds
RX(t, τ) =
∫ δ
−δ
ei(t−τ)ξρ(ξ)dξ, t, τ ∈ R (2.4)
for some nonnegative function ρ ∈ L2([−δ, δ]). We assume throughout the section that ‖ρ‖L2([−δ,δ]) > 0
to avoid the trivial case.
For a general continuous translation-invariant reproducing kernel K on R×R, the optimal method
of reconstructing functions f in the unit ball of HK from their samples f(Jn) on Jn have been
understood in [14]. To introduce the result, we denote for a Hilbert space H by U(H) := {f ∈ H :
‖f‖H ≤ 1} its closed unit ball, and by CJn the set of all the functions on Jn. The purpose is to
reconstruct the function values of f ∈ HK on [0, 1] from its samples f |Jn . The maximum norm is
engaged to measure the reconstruction error. Thus, a candidate reconstruction operator A should
map f |Jn to a function in L∞([0, 1]). The approximation error of A is measured by
En(A,K) := sup{‖f −A(f |Jn)‖L∞([0,1]) : f ∈ U(HK)}.
It is well-known [12, 13] that the optimal reconstruction operator is by the minimal norm interpolation
whose approximation error attains the following intrinsic approximation error
En(K) := inf{En(A,K) : among all mappings A : CJn → L∞([0, 1])}.
The intrinsic approximation error is characterized in [14] as
En(K) = sup{‖f‖L∞([0,1]) : f ∈ U(HK), f(Jn) = 0}. (2.5)
We consider in this section the optimal deterministic linear method of reconstructing a bandlimited
random process X(t, ω) on t ∈ [0, 1] from its samples X(j, ω), j ∈ Jn. Specifically, we wish to find
coefficient functions cj ’s on [0, 1] that minimize the quantity
‖X(t, ·) −
∑
j∈Jn
cj(t)X(j, ·)‖L2(Ω,dP (ω)) (2.6)
for each t ∈ (0, 1). The associated intrinsic approximation error is measured by
sup{‖X(t, ·) −
∑
j∈Jn
cj(t)X(j, ·)‖L2(Ω,dP (ω)) : t ∈ (0, 1)}.
We first make a simple observation about the optimal coefficients and the above intrinsic error. Let
V be a normed vector space, x0 ∈ V and A ⊆ V . We shall denote by spanA the linear subspace
spanned by A, and denote by
dist V (x0, spanA)
the distance of x0 ∈ V to spanA in V .
6Proposition 2.1 The optimal coefficient functions c = (cj : j ∈ Jn) that minimize (2.6) are given by
c(t) = (RX(t, j) : j ∈ Jn)(RX [Jn])−1, t ∈ (0, 1) (2.7)
and the intrinsic error has the form
sup{‖X(t, ·) −
∑
j∈Jn
cj(t)X(j, ·)‖L2(Ω,dP (ω)) : t ∈ (0, 1)} = En(RX). (2.8)
Proof: The minimum of the quantity (2.6) is the distance from X(t, ·) to the linear space spanned by
X(j, ·), j ∈ Jn in the Hilbert space L2(Ω, dP (ω)). By the characterization of best approximation in
Hilbert spaces, the optimal coefficients cj ’s are hence determined by the orthogonality conditions
〈X(t, ·) −
∑
j∈Jn
cj(t)X(j, ·),X(k, ·)〉L2 (Ω,dP (ω)) = 0, k ∈ Jn.
By (1.3), we reach the linear system of equations
cRX [Jn] = (RX(t, j) : j ∈ Jn).
To get (2.7), it remains to point out that RX(Jn) is nonsingular. We confirm this by showing that it
is strictly positive-definite. Assume there are coefficients αj ∈ C, j ∈ Jn such that∑
j∈Jn
∑
k∈Jn
αjα¯kRX(j, k) = 0.
It follows by (2.4) that ∫ δ
−δ
∣∣∣∣∑
j∈Jn
αje
ijξ
∣∣∣∣
2
ρ(ξ)dξ = 0.
Thus, the holomorphic function
ϕ(z) :=
∑
j∈Jn
αje
ijz, z ∈ C
must vanish on the support of ρ, which is of positive Lebesgue measure. As a consequence, ϕ vanishes
everywhere on C, forcing αj = 0 for each j ∈ Jn.
By choosing the optimal coefficients (2.7), we compute for each t ∈ (0, 1)
‖X(t, ·)−
∑
j∈Jn
cj(t)X(j, ·)‖L2(Ω,dP (ω)) =
(
RX(0) − (RX(t, j) : j ∈ Jn)(RX [Jn])−1(RX(j, t) : j ∈ Jn)T
) 1
2
.
One observes that this is also equal to the distance distHRX (RX(t, ·), span {RX(j, ·) : j ∈ Jn}). To
complete the proof, it remains to show that it equals
sup{|f(t)| : f ∈ U(HRX ), f(Jn) = 0}.
Let f ∈ U(HRX ) with f(Jn) = 0, j ∈ Jn. By (2.1),
〈f,RX(j, ·)〉HRX = f(j) = 0, j ∈ Jn.
Therefore, for arbitrary coefficients αj ∈ C, j ∈ Jn, there holds
f(t) = 〈f,RX(t, ·)〉HRX = 〈f,RX(t, ·)−
∑
j∈Jn
αjRX(j, ·)〉HRX .
7By the Cauchy-Schwartz inequality, we get
|f(t)| ≤ ‖f‖HRX
∥∥∥∥RX(t, ·) − ∑
j∈Jn
αjRX(j, ·)
∥∥∥∥
HRX
≤
∥∥∥∥RX(t, ·) − ∑
j∈Jn
αjRX(j, ·)
∥∥∥∥
HRX
.
Since this is true for arbitrary coefficients αj’s, we have
sup{|f(t)| : f ∈ U(HRX ), f(Jn) = 0} ≤ distHRX (RX(t, ·), span {RX(j, ·) : j ∈ Jn}).
On the other hand, letting
f =
RX(t, ·)−
∑
j∈Jn cj(t)RX(j, ·)∥∥∥∥RX(t, ·)−∑j∈Jn cj(t)RX(j, ·)
∥∥∥∥
HRX
shows that the equality holds. The proof is complete. ✷
We remark that although the optimal linear reconstruction algorithm is given in the above propo-
sition, it is numerically intractable as the condition number of the kernel matrix RX [Jn] typically
increases to infinity at an astonishing rate as n increases. The following table exhibits such a phe-
nomenon for the reproducing kernel Kδ defined by (2.2).
Table 3.1 The condition number of Kδ[Jn].
n = 1 n = 3 n = 5 n = 7 n = 9
δ = 3pi4 1.86 15.5 248 4.98 × 103 1.08 × 105
δ = pi2 4.50 2.19 × 103 1.84 × 106 1.75 × 109 1.76 × 1012
δ = pi3 10.6 2.51 × 105 7.06 × 109 2.23 × 1014 5.13 × 1016
Our purpose for this section is to estimate the intrinsic error En(RX) in order to give guidelines
in constructing deterministic linear reconstruction methods. Two practical reconstruction algorithms
with exponentially decaying approximation error will be given in the next section.
To estimate En(RX), we shall need two lemmas. The first one presents the lower and upper bound
estimates for En(Kδ) established in [14].
Lemma 2.2 [14] It holds for all δ ≤ pi and n ∈ N that
5
11e
√
3pi
δ
2n+ 1
(
δ
4
)2n
≤ En(Kδ) ≤
√
2 + pi − δ
√
3e√
2pi
1√
n
exp
(
−pi − δ
2
n
)
.
The next lemma is about the inclusion relation of the reproducing kernel Hilbert spaces of translation-
invariant reproducing kernels.
Lemma 2.3 [27] Let u, v be nonnegative functions in L1(R) and let K,G be defined by
K(t, τ) =
∫
R
ei(t−τ)ξu(ξ)dξ, G(t, τ) =
∫
R
ei(t−τ)ξv(ξ)dξ, t, τ ∈ R.
Then HK ⊆ HG if and only if the set {t ∈ R : u(t) > 0, v(t) = 0} has Lebesgue measure zero and the
essential bound λ of u/v on {t ∈ R : v(t) > 0} is finite, in which case there holds
‖f‖HG ≤
√
λ‖f‖HK .
8We are ready to present upper bound estimates for En(RX).
Theorem 2.4 Let δ ≤ pi and suppose that the function ρ in (2.4) belongs to L∞([−δ, δ]). Then it
holds for all n ∈ N that
En(RX) ≤ ‖√ρ‖L∞([−δ,δ])
√
2 + pi − δ
√
3e√
pin
exp
(
−pi − δ
2
n
)
. (2.9)
Proof: Note that Kδ has the form
Kδ(t, τ) =
1
2pi
∫ δ
−δ
ei(t−τ)ξdξ, t, τ ∈ R. (2.10)
By equation (2.4) and the assumption that ρ ∈ L∞([−δ, δ]), we get by Lemma 2.3 that HRX ⊆ HKδ
and
‖f‖HKδ ≤
√
2pi‖√ρ‖L∞([−δ,δ])‖f‖HRX , f ∈ HRX .
It follows that
U(HRX ) ⊆
√
2pi‖√ρ‖L∞([−δ,δ])U(HKδ).
This inclusion relation together with (2.5) implies
En(RX) ≤
√
2pi‖√ρ‖L∞([−δ,δ])En(Kδ).
Applying the upper bound estimate for En(Kδ) in Lemma 2.2 yields (2.9). ✷
We shall use a different estimate method for the general case when the function ρ in (2.4) only lies
in L1([−δ, δ]). For notational simplicity, we shall denote for each t ∈ R by et the complex exponential
function
et(ξ) := e
itξ , ξ ∈ R.
Lemma 2.5 Let ρ ∈ L1([−δ, δ]) and RX be of the form (2.4). It holds that
En(RX) ≤ ‖ρ‖1/2L1([−δ,δ]) sup{dist L∞([−δ,δ])(et, span {ej : j ∈ Jn}) : t ∈ (0, 1)}. (2.11)
Proof: By the proof Proposition 2.1,
En(RX) = sup
{
distHRX (RX(t, ·), span {RX(j, ·) : j ∈ Jn}) : t ∈ (0, 1)
}
.
Direct computation also yields
distHRX (RX(t, ·), span {RX(j, ·) : j ∈ Jn}) = dist L2([−δ,δ])(
√
ρet, span {√ρej : j ∈ Jn}), t ∈ (0, 1).
Noting that
dist L2([−δ,δ])(
√
ρet, span {√ρej : j ∈ Jn}) ≤ ‖ρ‖1/2L1([−δ,δ]) dist L∞([−δ,δ])(et, span {ej : j ∈ Jn}), t ∈ (0, 1)
completes the proof. ✷
By Lemma 2.5, we shall estimate the distance of et, t ∈ (0, 1) to span {ej : j ∈ Jn} in L∞([−δ, δ]).
This will be done by truncating an exact series. Set for each k ∈ N and a ∈ R+ by Ck0 ([−a, a]) the
space of functions on R with k continuous derivatives that are supported on [−a, a].
9Lemma 2.6 Set k ∈ N and let φ ∈ Ck0 ([−pi+ δ, pi− δ]) with φˆ(0) = 1. Then it holds for each t ∈ (0, 1)
that
et(ξ) =
∑
j∈Z
ej(ξ) sinc (t− j)φˆ(t− j), ξ ∈ [−δ, δ], (2.12)
where the series converges absolutely for ξ ∈ [−δ, δ].
Proof: We first note for t ∈ (0, 1) and |j| ≥ 2 that
|φˆ(t− j)| ≤ 1√
2pi
‖φ(k)‖L1([−pi+δ,pi−δ])|t− j|−k. (2.13)
Thus, for each t ∈ (0, 1) the series ∑
j∈Z
ej sinc (t− j)φˆ(t− j)
defines a function in L2([−δ, δ]). Taking the inner product of an arbitrary f ∈ L2([−δ, δ]) with this
function gives √
2pi
∑
j∈Z
fˆ(j) sinc (t− j)φˆ(t− j),
which, by Lemma 4.1 in [14], equals
√
2pifˆ(t) =
∫ δ
−δ
f(ξ)et(ξ)dξ.
Therefore, it holds in L2([−δ, δ]) that
et =
∑
j∈Z
ej sinc (t− j)φˆ(t− j).
As a consequence, (2.12) holds for almost every ξ ∈ [−δ, δ]. Since both sides are continuous on [−δ, δ]
by equation (2.13), the identity holds for all ξ ∈ [−δ, δ]. That the series on the right hand side
converges absolutely for each ξ also follows from (2.13). ✷
Let φ be as described in the above lemma. Making use of the identity (2.12), we have
dist L∞([−δ,δ])(et, span {ej : j ∈ Jn}) ≤
∑
j /∈Jn
| sinc (t− j)||φˆ(t− j)|, t ∈ (0, 1). (2.14)
We shall choose φ whose Fourier transform decays fast to zero at infinity. By (2.13), one tends to
choose φ with as much regularity as possible. However, as k increases, the L1 norm of φ(k) might
increase to infinity as well. The infimum of this crucial quantity is precisely estimated in [14].
Lemma 2.7 Set k ∈ N. It holds that
inf
{
1√
2pi
‖φ(k)‖L1([−pi+δ,pi−δ]) : φ ∈ Ck0 ([−pi + δ, pi − δ]), φˆ(0) = 1
}
=
2k−1
(pi − δ)k k!. (2.15)
With the above three lemmas, we are ready to establish an upper bound estimate of En(RX) for
the general case when ρ ∈ L1([−δ, δ]).
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Theorem 2.8 Set δ < pi. Let ρ ∈ L1([−δ, δ]) and RX be of the form (2.4). It holds that
En(RX) ≤ ‖ρ‖1/2L1([−δ,δ])
11e
10
√
pi
(
√
pi − δ
2
+
2
√
2√
pi − δ )
1√
n
exp(−pi − δ
2
n), n ≥ 4
pi − δ . (2.16)
Proof: Let φ ∈ Ck0 ([−pi + δ, pi − δ]) with φˆ(0) = 1. By Lemmas 2.5, 2.6, and equation (2.14),
En(RX) ≤ sup
t∈(0,1)
‖ρ‖1/2
L1([−δ,δ])
∑
j /∈Jn
| sinc (t− j)||φˆ(t− j)|.
Noticing (2.13), we get for each t ∈ (0, 1)
∑
j /∈Jn
| sinc (t− j)||φˆ(t− j)| ≤ 1
pi
√
2pi
‖φ(k)‖L1([−pi+δ,pi−δ])
∑
j /∈Jn
1
|t− j|k+1 .
Elementary analysis indicates that
∑
j /∈Jn
1
|t−j|k+1 attains its maximum on [0, 1] at t = 0 or t = 1.
Thus, for all t ∈ (0, 1),
∑
j /∈Jn
1
|t− j|k+1 ≤
1
nk+1
+ 2
∞∑
j=n+1
1
jk+1
≤ 1
nk+1
+ 2
∫ ∞
n
1
sk+1
ds = (
1
n
+
2
k
)
1
nk
.
Combining the above three equations yields
En(RX) ≤ ‖ρ‖1/2L1([−δ,δ])
1
pi
√
2pi
‖φ(k)‖L1([−pi+δ,pi−δ])(
1
n
+
2
k
)
1
nk
.
We then take the infimum of the right hand side above with respect to all φ ∈ Ck0 ([−pi + δ, pi − δ])
with φˆ(0) = 1. By Lemma 2.7, we have
En(RX) ≤ ‖ρ‖1/2L1([−δ,δ])
1
pi
(
1
n
+
2
k
)
2k−1
(pi − δ)k k!
1
nk
.
Recalling the Stirling forumula
k! ≤ 11
√
2pi
10
(
k
e
)k√
k, k ∈ N, (2.17)
we arrive at
En(RX) ≤ ‖ρ‖1/2L1([−δ,δ])
11
√
2k
10
√
pi
(
1
2n
+
1
k
)
(
2k
ne(pi − δ)
)k
.
If n ≥ 4/(pi − δ), we let k = ⌊n(pi−δ)2 ⌋ to get
En(RX) ≤ ‖ρ‖1/2L1([−δ,δ])
11e
10
√
pi
(
√
pi − δ
2
√
n
+
2
√
2√
n(pi − δ) ) exp(−
pi − δ
2
n),
which yields (2.16). ✷
The upper bound estimates (2.9) and (2.16) indicate that for δ < pi, the intrinsic error En(RX) of
the optimal linear reconstruction from oversampling decays exponentially. We shall show that under
a mild assumption on ρ, it can not decrease to zero at a rate faster than exponential decayness. To
this end, we need the following well-known structure of the reproducing kernel Hilbert space of a
translation-invariant reproducing kernel (see, for example, [24], page 139).
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Lemma 2.9 Let ϕ be a nonnegative function in L1(R) and K be the reproducing kernel defined by
K(t, τ) :=
∫
R
ei(t−τ)ξϕ(ξ)dξ, t, τ ∈ R.
Then HK consists of those functions f ∈ C(R) whose Fourier transforms are contained in L1(R) and
satisfy
‖f‖HK :=
1√
2pi
(∫
R
|fˆ(−ξ)|2
ϕ(ξ)
dξ
)1/2
< +∞.
Theorem 2.10 Suppose that there exists [a, b] ⊆ [−δ, δ] such that
ρ(ξ) ≥ m, ξ ∈ [a, b]
for some positive constant m. Let δ′ := (b− a)/2. Then it holds for all n ∈ N that
En(RX) ≥ 5
√
2m
11e
√
3
δ′
2n+ 1
(
δ′
4
)2n
. (2.18)
Proof: Set
K(t, τ) :=
1
2pi
∫ b
a
ei(t−τ)ξdξ, t, τ ∈ R.
By Lemma 2.3, HK ⊆ HRX and for all f ∈ HK
‖f‖HRX ≤
1√
2pim
‖f‖HK .
By similar arguments used in the proof of Theorem 2.4,
En(K) ≤ 1√
2pim
En(RX). (2.19)
We then apply Lemma 2.9 to K and Kδ′ to see that
(Tf)(t) := e−i
a+b
2
tf(t), t ∈ R
is a linear isomorphism from HK to HKδ′ . Since
‖Tf‖L∞((0,1)) = ‖f‖L∞((0,1))
and (Tf)(Jn) = 0 if and only if f(Jn) = 0, we observe from (2.5) that
En(K) = En(Kδ′). (2.20)
Combining (2.19), (2.20) and the lower bound estimate for En(Kδ′) in Lemma 2.2 yields (2.18). ✷
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3 Practical Reconstruction with Exponentially Decaying Errors
In this section, we present two practical reconstruction methods with exponentially decaying approx-
imation errors for bandlimited random processes. We shall consider the modified Shannon series
approach (1.8). In the first method, we shall use the multiplier proposed in [10]
gm(t) := sinc (t) sinc
m(
pi − δ
pim
t), t ∈ R, m ∈ N
and shall directly apply the following error estimate established therein.
Lemma 3.1 There exists a positive constant C such that for all n ≥ e/(pi− δ) and m = ⌊n(pi− δ)/e⌋
sup {| f(t)−
∑
j∈Jn
f(j)gm(t− j) |: t ∈ (0, 1), f ∈ U(Bδ)} ≤ C
n(pi − δ) exp(−
pi − δ
e
n). (3.1)
Our first reconstruction algorithm is explicitly defined by
(A1X)(t, ω) :=
∑
j∈Jn
X(j, ω)gm(t− j)
where m = ⌊n(pi − δ)/e⌋. The overall approximation error of A1 is measured by
En(A1) := sup
{ ‖ X(t, ·) − (A1X)(t, ·) ‖L2(Ω,dP (ω)): t ∈ (0, 1), RX ∈ U(Bδ)}.
We show below that En(A1) decays exponentially to zero as n tends to infinity.
Theorem 3.2 There exists a positive constant C such that for all n ≥ max {e/(pi − δ), e2},
En(A1) ≤ C
√
lnn
n(pi − δ) exp(−
pi − δ
2e
n). (3.2)
Proof: We first compute by (1.3) to get
‖ X(t, ω) − (A1X)(t, ω) ‖2L2(Ω,dP (ω))
= RX(0)−
∑
j∈Jn
RX(t− j)gm(t− j)−
∑
j∈Jn
(
RX(j − t)−
∑
k∈Jn
RX(j − k)gm(t− k)
)
gm(t− j).
Let RX ∈ U(Bδ). Then RX(u− ·) ∈ U(Bδ) for each u ∈ R. We apply Lemma 3.1 to RX(t− ·) to get
for n ≥ e/(pi − δ) that
sup
{ | RX(0) − ∑
j∈Jn
RX(t− j)gm(t− j) |: t ∈ (0, 1)
} ≤ C
n(pi − δ) exp(−
pi − δ
e
n). (3.3)
We then apply Lemma 3.1 to each RX(j − ·) for j ∈ Z to have
sup
{ | RX(j − t)− ∑
k∈Jn
RX(j − k)gm(t− k) |: t ∈ (0, 1)
} ≤ C
n(pi − δ) exp(−
pi − δ
e
n).
Therefore, we attain for each t ∈ (0, 1) that∣∣∣∣∑
j∈Jn
(
RX(j−t)−
∑
k∈Jn
RX(j−k)gm(t−k)
)
gm(t−j)
∣∣∣∣ ≤ Cn(pi − δ) exp(−pi − δe n)
∑
j∈Jn
| gm(t−j) | . (3.4)
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Note that the sinc function is uniformly bounded by 1. By this fact, when t ∈ (0, 1) and n ≥ e2,∑
j∈Jn
|gm(t− j)| ≤
∑
j∈Jn
| sinc (t− j)| ≤ C ′ lnn, (3.5)
where C ′ is a positive constant. Combining (3.3), (3.4), and (3.5) completes the proof. ✷
One sees that the dominating exponential part in the estimate (3.2) degenerates compared to the
estimate (3.1) for deterministic signals. Through more careful analysis, we shall show that one is able
to attain the same optimal order of exponential decayness for bandlimited random processes as for
deterministic signals. Moreover, in order to present an explicit and practical reconstruction algorithm,
we desire a function that achieves the infimum (2.15).
It has been shown that there does not exist a function φ ∈ C(k)0 ([−pi + δ, pi − δ]) that attains the
infimum (2.15). However, a spline function Bk belonging to C
(k−2)
0 ([−pi + δ, pi − δ]) that satisfies
|Bˆk(ξ)| ≤ 2
k−1k!
(pi − δ)k|ξ|k , ξ 6= 0 (3.6)
and
f(t) =
∑
j∈Z
f(j) sinc (t− j)Bˆk(t− j), for all t ∈ R and f ∈ Bδ (3.7)
is constructed in [26]. The spline function is determined by
Bˆk(ξ) =
1√
2pi(i(pi − δ)ξ)k
k∑
j=0
(−1)k−jαkje−ixkj(pi−δ)ξ , ξ ∈ R,
where
xkj := cos
jpi
k
, 0 ≤ j ≤ k
are the zeros of the first-kind Chebyshev polynomial of degree k on [−1, 1], and αkj, 0 ≤ j ≤ k are
the unique nonnegative constants satisfying
k∑
j=0
(−1)k−jαkjxlkj = 0, 0 ≤ l ≤ k − 1
and
k∑
j=0
αkj =
√
2pi2k−1k!.
Our second reconstruction algorithm is explicitly given by
(A2X)(t, ω) :=
∑
j∈Jn
X(j, ω) sinc (t− j)Bˆm(t− j),
where m = ⌊n(pi − δ)/2⌋. We shall need one last lemma to estimate the associated approximation
error
En(A2) := sup
{ ‖ X(t, ·) − (A2X)(t, ·) ‖L2(Ω,dP (ω)): t ∈ (0, 1), RX ∈ U(Bδ)}. (3.8)
Lemma 3.3 [23] Let q > 1 and 1/p + 1/q = 1. It holds for all t ∈ R that∑
j∈Z
| sinc (t− j) |q< p.
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Theorem 3.4 For each n > max {2/(pi − δ), e}, there holds
En(A2) ≤
√
121
200
e3/4
√
2 + pi − δ( ln n+ 1
2n
)1/4 exp
(− pi − δ
2
n
)
. (3.9)
Proof: Let RX ∈ U(Bδ), t ∈ (0, 1), and h := sinc Bˆm. We compute by (1.3) that
‖X(t, ·) − (A2X)(t, ·)‖2L2(Ω,dP (ω))
= RX(0)−
∑
j∈Jn
RX(t− j)h(t− j)−
∑
k∈Jn
(
RX(k − t)−
∑
j∈Jn
RX(k − j)h(t − j)
)
h(t− k). (3.10)
Introduce
F (u) := RX(u− t)−
∑
j∈Jn
RX(u− j)h(t − j), u ∈ R.
Clearly, F ∈ Bδ. By (3.7),
| F (u)−
∑
k∈Jn
F (k)h(u − k) | = |
∑
k/∈Jn
F (k)h(u − k) |, u ∈ R.
Letting u = t in the above equations yields from (3.10) that
‖X(t, ·) − (A2X)(t, ·)‖2L2(Ω,dP (ω)) =
∑
k/∈Jn
(
RX(k − t)−
∑
j∈Jn
RX(k − j)h(t − j)
)
h(t− k).
Since RX(k − ·) ∈ U(Bδ) for each k ∈ Z, we get by (3.7)
‖ X(t, ·) − (A2X)(t, ·) ‖2L2(Ω,dP (ω)) = |
∑
k/∈Jn
(∑
j /∈Jn
RX(k − j)h(t − j)
)
h(t− k) | . (3.11)
We then choose γ ∈ (1/2, 1) and apply the Cauchy-Schwarz inequality twice to attain
|
∑
k/∈Jn
( ∑
j /∈Jn
RX(k − j)h(t− j)
)
h(t− k) |2
≤
[∑
k/∈Jn
(
∑
j /∈Jn
| RX(k − j) sinc γ(t− j) |2)
][∑
j /∈Jn
| sinc 1−γ(t− j)Bˆm(t− j) |2
][∑
k/∈Jn
| h(t− k) |2
]
.
(3.12)
It remains to estimate the three sums above. First, since RX(· − j) ∈ U(Bδ) ⊆ U(Bpi), by (2.3)
∑
k∈Z
| RX(k − j) |2 =
∫
R
| RX(u− j) |2 du = ‖RX‖2Bpi ≤ 1, j ∈ Z. (3.13)
By (3.13) and Lemma 3.3, we get by exchanging the order of summation that
∑
k/∈Jn
( ∑
j /∈Jn
| RX(k − j) sinc γ(t− j) |2
) ≤ ∑
j /∈Jn
| sinc 2γ(t− j) |< 2γ
2γ − 1 (3.14)
Next, it follows from (3.6) that
∑
j /∈Jn
| sinc 1−γ(t− j)Bˆm(t− j) |2 ≤
(
1
pi1−γ
2m−1m!
(pi − δ)m
)2 ∑
j /∈Jn
1
(t− j)2m+2(1−γ) . (3.15)
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Again, by (3.6), ∑
k/∈Jn
| h(t− k) |2 ≤
(
1
pi
2m−1m!
(pi − δ)m
)2 ∑
k/∈Jn
1
(t− k)2m+2 . (3.16)
Combining (3.11), (3.12), (3.14), (3.15), and (3.16) yields
(En(A2))2 ≤
(
2γ
2γ − 1
) 1
2 1
pi2−γ
(
2m−1m!
(pi − δ)m
)2
sup {
√
h1(t)h2(t) : t ∈ (0, 1)}, (3.17)
where
h1(t) :=
∑
j /∈Jn
1
(t− j)2m+2(1−γ) , t ∈ (0, 1),
and
h2(t) :=
∑
j /∈Jn
1
(t− j)2m+2 , t ∈ (0, 1).
By a similar estimate technique as that in the proof of Theorem 2.8,
h1(t) ≤ 1
n2m+2−2γ
+
+∞∑
j=n+1
2
j2m+2−2γ
≤ 1
n2m+1−2γ
(
1
n
+
1
m+ 12 − γ
), t ∈ (0, 1),
which combined with the Stirling formula (2.17) gives
2m−1m!
(pi − δ)m sup {
√
h1(t) : t ∈ (0, 1)} ≤ 11
√
2pi
20
n
2γ−1
2
√
m
n
+
m
m+ 12 − γ
(
2m
(pi − δ)en
)m
. (3.18)
Likewise,
1
pi2−γ
2m−1m!
(pi − δ)m sup {
√
h2(t) : t ∈ (0, 1)} ≤ 11
√
2
20
√
pin
√
m
n
+ 1
(
2m
(pi − δ)en
)m
. (3.19)
We observe from (3.17), (3.18), and (3.19)
(En(A2))2 ≤
(
2γ
2γ − 1n
2γ
) 1
2 121
100
√
2
1
n
(
m
n
+ 1
)(
2m
(pi − δ)en
)2m
.
We optimize the right hand side above with respect to γ to choose γ = 12(1 +
1
lnn) when n > e. With
this choice,
(En(A2))2 ≤ 121
√
e
100
√
2
√
lnn+ 1
n
(
m
n
+ 1
)(
2m
(pi − δ)en
)2m
.
For n > max {2/(pi − δ), e}, we substitute m = ⌊n(pi − δ)/2⌋ into the right hand side above to obtain
(3.9) and complete the proof. ✷
We remark that estimate (3.9) has the same order of exponential decayness as that obtained in
[14] for bandlimited deterministic signals.
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