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Abstract
Thermal Radiative Transfer (TRT) is the dominant energy transfer mechanism in
high-energy density physics with applications in inertial confinement fusion and
astrophysics. The stiff interactions between the material and radiation fields make
TRT problems challenging to model. In this study, we propose a multi-dimensional
extension of the deterministic particle (DP) method. The DP method combines
aspects from both particle and deterministic methods. If the emission source is known
a priori, and no physical scattering is present, the intensity of a particle can be
integrated analytically. This introduces no statistical noise compared to Monte-Carlo
methods, while maintaining the flexibility of particle methods. The method is closely
related to the popular method of long characteristics. The combination of the DP-
method with a discretely-consistent, nonlinear, gray low-order system enables an
efficient solution algorithm for multi-frequency TRT problems. We demonstrate with
numerical examples that the use of a linear-source approximation based on spatial
moments improves the behavior of our method in the thick diffusion limit significantly.
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1. Introduction
Many applications in astrophysics and plasma physics require the simulation
of high-energy density phenomena. In these regimes, thermal X-ray radiation is
the dominant mechanism of energy transfer. Thermal radiative transfer (TRT) is
described by a system of stiff, nonlinear equations, and therefore difficult to model.
Two distinct methods are typically used, namely, the deterministic transport
method and stochastic particle methods. Both methods have their advantages and
disadvantages. A popular particle method is Implicit Monte Carlo (IMC)[8], which
is based on a linearization of the reemission physics. The particle approach gives
IMC flexibility for complicated geometries. The most common deterministic methods
are the discrete ordinance or SN method and the method of characteristics (MOC).
Both are frequently used for neutron transport calculations in reactor physics. The
advantage of SN and MOC over IMC is that they do not show statistical noise, and
they are able to obtain the asymptotic diffusion limit [15, 14, 13] in a relatively
straightforward manner [1, 2].
A newly proposed deterministic particle (DP) method [21] combines these two
approaches. If the emission source is known a priori, the intensity of a particle can be
integrated analytically. In contrast to Monte-Carlo (MC) methods, our method does
not feature any randomness (with the possible exception of particle initialization),
and hence does not show stochastic noise, while maintaining the flexibility of particle
methods. This method is similar to MOC in space and time proposed by Pandya and
Adams [17]. However, our method is particle based, and therefore does not require
fixed tracks.
When this DP solver is cast in a high-order, low-order (HOLO) algorithmic
framework [4], a discretely-consistent, gray, nonlinear low-order (LO) system provides
a well-informed emission source, acts as an interface with other physics in a multi-
physics setting, and provides algorithmic acceleration [4]. Because of the presence of
the consistent, nonlinear LO system, the emission source is known and the contribution
from the absorption-emission physics can be analytically integrated along a particle’s
trajectory. This implicit treatment of the absorption-emission physics removes the
explicit time step constraint, allowing us to choose the time step size based on
accuracy, not stability.
The DP-HOLO method has been recently demonstrated in one dimension [21]. In
this work we present the extension of the DP-HOLO method to multiple dimensions
using a ray-tracing approach and a linear-source reconstruction scheme that preserves
the diffusion limit. The flat-source approximation requires many cells in optically
thick materials to model the changes in the temperature and the emission source
sufficiently well. Introducing a linear reconstruction reduces the number of cells
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necessary to obtain a good representation of the source. We use the method proposed
by Ferrer and Rhodes III [6, 7] for MOC to obtain the linear representation of tallies.
Adams et al. [2] showed that linear source representation on a triangular mesh, and
bi-linear on orthogonal, rectangular meshes are required to obtain the thick diffusion
limit. For general polygons, piecewise linear basis functions are required as shown by
Pandya et al. [18], which again reduce to linear functions on triangles. Therefore, a
linear-source reconstruction is also necessary to obtain the asymptotic diffusion limit
[15, 14] with our method.
The reminder of the paper is structured as follows. We first introduce our method
in Section 2, with the LO solver first followed by the HO solver. We then present
numerical results to show the capabilities of this method in Section 3. We chose the
Tophat [9] problem to demonstrate the effects of the linear source approximation and
a planar Hohlraum problem [16, 3] to demonstrate the effects of different quadratures
and random particle initialization. We compare our results to Capsaicin (which
employs an SN implementation) [24]. Finally, we show results for runtime and
convergence studies of the algorithm before we conclude.
2. Method
Thermal radiative transfer without physical scattering can be described by the
following system of equations
1
c
∂I
∂t
+ Ωˆ·∇I + σI = σB (1)
ρcv
∂T
∂t
=
∫ ∞
0
∫
4pi
(σI − σB) dΩ dν (2)
where I
(
x, Ωˆ, ν, t
)
is the specific radiation intensity at position x traveling in along
direction Ωˆ with the speed of light c and frequency ν at time t. Here, is the frequency
integrated (gray) radiation energy density, σ (x, ν, T ) is the opacity at temperature
T , ρ is the host material’s density, and cv is its specific heat capacity. The emission
spectrum is defined by the Planck function
B (ν, T ) ≡ 2hν
3
c2
1
ehν/kBT − 1 , (3)
where h denotes the Planck constant and kB the Boltzmann constant.
Solving the TRT system is difficult due to the high dimensionality of the phase-
space and the stiff, nonlinear coupling between the radiation field and the material
temperature described by the absorption and emission physics.
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The DP algorithm uses a high-order (HO), multi-frequency transport solve com-
bined with a gray low-order solver (LO). For simplicity, we will describe the basic
algorithm for the gray case and will extend it to the multi-frequency case afterwards.
The gray TRT equation is
1
c
∂I
∂t
+ Ωˆ·∇I + σI = QLO (x, t) . (4)
The DP method requires an a priori known emission source
QLO (x,t) = σacT
4 (x, t)
4pi (5)
for the integration along the particle trajectory, where a is the radiation constant. Here,
the LO superscript indicates that the source is evaluated from low-order quantities,
obtained from a recently developed iterative, moment-based HOLO algorithm [19,
20, 4]. The LO system is defined by taking the first two angular moments of Eq. (4)
together with the material temperature equation,
∂E LO
∂t
+∇·F LO + σcE LO = σacT 4 + S HO (6a)
1
c
∂F LO
∂t
+ c3∇E
LO + σF LO = γ HOcE LO (6b)
ρcv
∂T
∂t
+ σacT 4 = σcE LO, (6c)
where the HO superscript indicates that the quantity is evaluated using HO quantities,
E (x, t) ≡ 1
c
∫ ∞
0
∫
4pi
I dΩ dν (7)
is the frequency integrated (gray) radiation energy density, and
F (x, t) ≡
∫ ∞
0
∫
4pi
ΩˆI dΩ dν (8)
is the gray radiative flux. We used the standard P1 closure in Eq. (6b) instead of the
more consistent Eddington tensor closure [11]. This introduces inconsistencies between
the HO and LO descriptions, in addition to inconsistencies in the discretization.
Adding the consistency term γ HO to Eq. (6b) will correct for transport effects and
the mismatch in truncation errors. While Eq. (6a) is exact in the continuum, we
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advance that we will need to correct for mismatches between HO and LO temporal
discretizations, and add the residual source term
S HO = ∂E
HO
∂t
∣∣∣∣
LO
− ∂E
HO
∂t
∣∣∣∣
HO
. (9)
Here, the subscript LO indicates that we apply the LO discrete temporal derivative
scheme, and similarly with the HO subscript. Both the LO and the HO methods
conserve energy.
Both γ HO and S HO are evaluated from the HO solution, and their specific form
depends on the discretization used. Details will be discussed in the next section.
2.1. Low-order solver
The integral balance equation for Eq. (6a) obtained by integrating in time and
cell volume is
E
LO
i,n+ 12
− E LOi,n− 12
∆tn
+
∑
j∈i
nˆij·nˆj
F
LO
j,n Aj
Vi
+ σ
i,n
cE
LO
i,n − σi,nacT 4i,n = 0 (10)
where ∆tn = tn+ 12 − tn− 12 is the time step size for step n, Vi the cell volume, Aj the
surface area, nˆj is the global unit normal of surface j and nˆij is the unit normal of
surface j pointing outwards from cell i. The sign of the product nˆj·nˆij indicates if
the flux is outgoing or incoming. The bar notation denotes a spatial average over
a cell or surface. Note that we use half indices for end-of-time-step variables and
integer indices for time averaged quantities. Therefore, we find
Ei,n+ 12
≡ 1
cVi
∫
Vi
∫
4pi
I(x, Ωˆ, tn+ 12 ) dΩ dV (11a)
Ei,n ≡ 1
c∆tnVi
∫ t
n+12
t
n− 12
∫
Vi
∫
4pi
I
(
x, Ωˆ, t
)
dΩ dV dt (11b)
F j,n ≡ 1∆tnAj
∫ t
n+12
t
n− 12
∫
Aj
∫
4pi
nˆj·ΩˆI
(
x, Ωˆ, t
)
dΩ dAdt (11c)
T 4i,n ≡ 1∆tnVi
∫ t
n+12
t
n− 12
∫
Vi
T 4 (x, t) dV dt (11d)
The time-discrete LO equation cannot update simultaneously quantities defined at n
and n+ 12 , and therefore we replace end-of-time-step quantities with time step average
quantities by adding a residual source term:
E
LO
i,n − E LOi,n−1
∆tn
+
∑
j∈i
nˆij·nˆj
F
LO
j,n Aj
Vi
+ σ
i,n
cE
LO
i,n − σi,nacT 4i,n = S HOi,n , (12)
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where the residual source is defined as:
S HOi,n ≡
E
HO
i,n − E HOi,n−1
∆tn
−
E
HO
i,n+ 12
− E HOi,n− 12
∆tn
. (13)
The discrete equation for the flux F j,n across surface j using the method proposed by
Park et al. [21] can be written as
1
c
F
LO
j,n − F LOj,n−1
∆tn
+ c3
E
LO
j+ 12 ,n
− E LOj− 12 ,n
∆xj
+σ
j,n
F
LO
j,n = γ+ HOj,n cE
LO
j+ 12 ,n
−γ−HOj,n cE LOj− 12 ,n. (14)
where the indices j ± 12 denote the cells adjacent to surface j, ∆xj is the character-
istic length between these cells, and σ
j,n
is a weighted opacity at the surface. The
consistency terms are given by [19]
γ+ HOj,n =
1
cE
HO
j+ 12 ,n
1
c
f+ HOj,n − f+ HOj,n−1
∆tn
+ c6
E
HO
j+ 12 ,n
− E HOj− 12 ,n
∆xj
+ σ
j,n
f+ HOj,n
 (15a)
γ−HOj,n =
1
cE
HO
j− 12 ,n
1
c
f−HOj,n − f−HOj,n−1
∆tn
− c6
E
HO
j+ 12 ,n
− E HOj− 12 ,n
∆xj
+ σ
j,n
f−HOj,n
 (15b)
where the partial fluxes are defined from the HO solution with respect to the global
surface normal nˆj as
f+j,n ≡
1
∆tn
∫ t
n+12
t
n− 12
∫
Aj
∫
Ωˆ·nˆj>0
nˆj·ΩˆI
(
x, Ωˆ, t
)
dΩ dAdt (16a)
f−j,n ≡ −
1
∆tn
∫ t
n+12
t
n− 12
∫
Aj
∫
Ωˆ·nˆj<0
nˆj·ΩˆI
(
x, Ωˆ, t
)
dΩ dAdt. (16b)
Finally, the flux across the boundary surface j is
F j,n = f+j,n − f−j,n = (1− αj) f+j,n − f ′−j,n (17)
where we assume the normal points outwards, and αj ∈ [0,1] is the reflection or
albedo factor. It allows the user to define boundaries as vacuum, partially or fully
reflecting. The incoming boundary flux without reflection is
f ′−j,n = f−j,n − αjf+j,n =
acT 4BC,j
4 . (18)
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Defining the boundary factors
κ+ HOj,n ≡
f+ HOj,n
cE
HO
j− 12 ,n
(19a)
κ−HOj,n ≡

0 TBC,j = 0
f−HOj,n −αjf+HOj,n
acT 4BC,j
TBC,j > 0
(19b)
gives the LO boundary condition
F
LO
j,n = (1− αj)κ+ HOj,n cE LOi− 12 ,n − κ
−HO
j,n acT
4
BC,j. (20)
In these equations, S HO, γ±HOj,n and κ±HOj,n are evaluated from the HO system us-
ing Eqs. (11) and (16). This gives discrete consistency between the LO and HO
system. The LO-system is solved using a Newton-Krylov method with non-linear
elimination [19]. The details are given in Appendix A.1.
Finally, the temperature equation, Eq. (6c), is discretized as
ρcv
T
LO
i,n − T LOi,n−1
∆tn
+ σ
i,n
acT 4i,n − σi,ncE LOi,n = 0. (21)
2.2. High-order solver
The high-order solver is a particle-based ray-tracing algorithm. In particle-based
methods (e.g. Monte Carlo) the angular intensity I is represented as a collection of
P particles with their specific intensity I HOp as
I HO
(
x, Ωˆ, t
)
=
P∑
p=1
wpI HOp (t) δ (x− xp (t)) δ
(
‖Ωˆ− Ωˆp (t)‖
)
(22)
where xp (t), Ωˆp (t) are the spatial position and direction of particle p at time
t. The particle phase-space volume wp is the analog to the track width of MOC
methods, an integral weight factor. Details of its calculation are given later. The
evolution equation of the particle intensity can by found by multiplying Eq. (4) by
δ (x− xp (t)) δ
(
‖Ωˆ− Ωˆp (t)‖
)
and integrating over the phase-space to obtain
1
c
dI HOp
dt
+ σI HOp = QLO (xp, t) (23)
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where QHO (x, t) is the a priori known emission source Eq. (5). The formal solution
for I HOp along the characteristic for particle p in cell i at time step n is
I HOp,i,n (t) = I HOp,i,n (t0) e
−
∫ t
t0
σc dt′ +
∫ t
t0
e−
∫ t
t′ σi,nc dt
′′
QLOi,n (xp (t′) , t′) c dt′. (24)
This equation, and its first spatial moment, can be integrated analytically when one
considers a linear emission source (as will be the case here), and that particle trajec-
tories are straight. We consider the particle initialization and trajectory computation
next.
2.2.1. Particle initialization
The particles are initialized on a per-cell basis. In each cell i, a number of points
are selected as starting points for the particles. The points are found by increasingly
refining the cell up to a specified level. Each triangle or rectangle cell is divided into
four subcells, until the level of requested refinement is reached. After the cell is refined,
the particles are initialized at the center point of each subcell ζ with the volume Vζ .
The particles at each point are launched in the direction of a given angular quadrature
with corresponding weights
{
Ωˆm, ωm
}M
m=1
. This quadrature can be deterministic or
random. The particle phase-space factor is
wp ≡ Vζωm (25)
and must satisfy ∑
p∈i
wp = 4piVi. (26)
In this work, we assume initial conditions that are isotropic in angle and Planckian
in frequency. Therefore the initial radiation energy density can be described with
Ei, 12
= aT 4i, 12 (27)
where Ti, 12 is the initial temperature at t = 0. Using Eq. (22) and the definition of
the radiation energy density, Eq. (7), we find
I HOp,i, 12
=
acT 4
i, 12
4pi . (28)
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2.2.2. Particle trajectory
Since no accelerating forces affect the particles, their trajectory can be simply
expressed as a straight ray
xp (t) = x0,p + ctΩˆp (29)
from x0,p = xp (t0) in direction Ωˆp. In curvilinear geometry, local orthogonal co-
ordinates can be used [22]. The distance a particle travels within a timestep is
sp = c∆t. The particle movement is subdivided by intersections with cell surfaces.
Each subdivision produces a straight track, contained within one cell with constant
material properties. After each track, either the cell changes, the particle is reflected
at a boundary or the end of the time step is reached. The calculation of intersections
is a common problem in computational geometry or graphics applications and many
efficient algorithms for all types of surfaces can be found in literature [10]. We limit
our mesh to cells that are strictly convex with planar surfaces. In this case, the
intersection between a ray originating from within the cell and the surface of the cell
is the shortest positive distance to all of the surfaces. This approach allows us to
avoid costly vertex comparisons to determine which surface the particle goes through.
An infinite, planar surface in three dimensions is fully described by the implicit
definition
nˆ · x− b = 0 (30)
where nˆ ∈ R3 is the normal of the surface and b ∈ R is the offset. With Eq. (29) the
distance the particle has to travel to cross surface j from its origin x0,p,i,n in cell i at
time step n can be found as
sj,p,i,n =
bj − nˆj · x0,p,i,n
nˆj · Ωˆp
. (31)
The surfaces are extended to infinity beyond the limits of the cell. Therefore, there is
an intersection with the ray, if
nˆj · Ωˆp 6= 0, (32)
otherwise the surface and the ray are parallel. The relevant intersection of the ray is
then the intersection with the smallest positive distance
sp,i,n = min
j
sj,p,i,n for sj,p,i,n > 0. (33)
Special care is necessary if the particle hits a corner as detailed in Appendix A.2.
The time it takes the particle to reach the surface is
∆ts,i =
sp,i,n
c
(34)
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and it must be smaller than the remaining time ∆tp in the time step. Otherwise the
particle cannot reach the surface within the time step. In this case, the particle is
simply moved to its end of time step position
xp = x0,p + c∆tpΩˆ. (35)
The remaining time of the particle is updated by
∆t′p = ∆tp −∆ts,i. (36)
If a particle crosses a surface that is part of the boundary, it is always reflected
back into the domain. Therefore, the number of particles remain constant throughout
the calculation. The new direction is found by the reflection law
Ωˆ′p = Ωˆp − 2
(
nˆj·Ωˆp
)
· nˆj (37)
and the intensity is
I ′ HOp,j,n = αjI HOp,j,n +
acT 4BC,j
4pi (38)
where αj is the reflection factor. This provides both vacuum (α = 0) and reflective
(α = 1) conditions, and in between. For vacuum boundaries with no influx, the
intensity is set to I ′ HOp,j,n = 0, but it evolves according to Eq. (24).
2.2.3. Linear source approximation and tallying
To solve the characteristic equation, Eq. (24), effectively, we must be able to
evaluate the source term QLO (xp (t) , t) given LO quantities. A key consideration for
the source evaluation is the need to capture the asymptotic diffusion limit (a critical
numerical property [15, 14, 13]), for which a linear (or higher order) representation of
the relevant quantities E and T is needed [5, 6, 7, 25]. Here, we consider a linear source
reconstruction. However, linear descriptions are not without issues. They increase the
computational cost per cell and, depending on the slope, may violate positivity (see
Appendix A.3 for our treatment to enforce positivity of the source). This may occur
for cells with low temperatures and steep gradients, e.g., at boundary layers and at
thermal fronts. Finally, not all linear source reconstructions capture correctly the
asymptotic diffusion limit. In what follows, following Ferrer and Rhodes III [6, 7], we
first outline a general linear-reconstruction procedure for an arbitrary function that
will yield a method able to capture the asymptotic diffusion limit. Later, we use this
reconstruction for the emission source in the HO solver, and derive the corresponding
moment tallies needed.
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Linear reconstruction procedure. Let φi,n (x) be a quantity evaluated by scoring of
particles in cell i and timestep n, which can be an arbitrary function in x ∈ Vi . We
seek its linear representation ψi,n (x) within the same cell i. For simplicity, let φi,n
be angle-independent, to focus on the spatial aspect. Its zeroth spatial moment is
φi,n =
1
Vi
∫
Vi
φi,n (x) dV
= 14piVi
Pi∑
p=1
wp
∫ sp,i,n
0
φi,n (x (s′)) ds′, (39)
and its first spatial moment is
φ˜i,n =
1
Vi
∫
Vi
xφi,n (x) dV
= 14piVi
Pi∑
p=1
wp
∫ sp,i,n
0
x (s′)φi,n (x (s′)) ds′, (40)
where sp,i,n is the track of particle p in cell i at time step n, wp denotes the particle’s
phase-space volume, and Pi is the number of particles in cell i.
We consider the following ansatz for the linear representation of φi,n in cell i
ψi,n (x) = ψi,n + ψ˜i,n · (x− xC,i) (41)
where ψi,n is the constant part and the vector ψ˜i,n is its gradient. We will adopt this
notation also for other linear quantities throughout this paper. In Eq. (41),
xC,i =
1
Vi
∫
Vi
x dV. (42)
is the center of mass of the cell i. The following property follows:
1
Vi
∫
Vi
ψi,n (x) dV = ψi,n (43)
Also, by definition:
1
Vi
∫
Vi
(x− xC,i) dV = 0. (44)
Since the spatial moments of the linear representation must equal the scored spatial
moments, the zeroth moment must satisfy:
1
Vi
∫
Vi
ψi,n (x) dV = φi,n (45)
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and hence with Eq. (43)
ψi,n = φi,n. (46)
To approximate the gradient, we compute the first spatial moment as:
1
Vi
∫
Vi
(x− xC,i)ψi,n (x) dV = 1
Vi
∫
Vi
(x− xC,i)φi,n (x) dV, (47)
which with Eqs. (39) to (41) gives the equation system
ψ˜i,n
1
Vi
∫
Vi
(x− xC,i)⊗ (x− xC,i) dV = φ˜i,n − xC,iφi,n (48)
where ⊗ denotes the tensor product. Written algebraically, the solution is
ψ˜i,n = M−1i
(
φ˜i,n − φi,nxC,i
)
(49)
where the matrix
Mi =
1
Vi
∫
Vi
(x− xC,i)⊗ (x− xC,i) dV (50)
only contains geometric information [23], and can be precomputed for each cell.
Linear reconstruction of the emission source. Using the linear approximation, Eq. (41),
the source in cell i for time step n has the form
QLOi,n (x) = Q
LO
i,n + Q˜LOi,n · (x− xC,i) . (51)
where QLOi,n is the average and Q˜LOi,n the source gradient. We begin by introducing the
auxiliary variable
Θi,n (x) = T 4i,n (x) (52)
so that the source term can be written as
QLOi,n (x) = σi,nacΘi,n (x)
= σ
i,n
ac
(
Θi,n + Θ˜i,n · (x− xC,i)
)
. (53)
The temperature is linearized by expanding Θi,n (x) using a Taylor series
Ti,n (x) = 4
√
Θi,n +
1
4Θ
− 34
i,n Θ˜· (x− xC,i)
= T i,n + T˜i,n· (x− xC,i) . (54)
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The cell-average temperature, T i,n, is updated according to the evolution equation
obtained by integrating Eq. (6c) over time step n and cell i [and using Eq. (43)]:
ρcv
∆tn
(
T i,n − T i,n−1
)
+ σ
i,n
acΘi,n − σi,ncE LOi,n = 0 (55)
For the temperature gradient, T˜i,n, we use the first spatial moment of Eq. (6c),
1
Vi∆tn
∫
∆tn
∫
Vi
(x− xC,i)
[
ρcv
∂Ti,n (x)
∂t
+ σacΘi,n (x)− σi,ncE LOi,n (x)
]
dV dt = 0
(56)
to obtain
1
Vi
∫
Vi
(x− xC,i)⊗(x− xC,i) dV ·
[
ρcv
∆tn
(
T˜i,n − T˜i,n−1
)
+ σ
i,n
acΘ˜i,n − σi,ncE˜ LOi,n
]
= 0.
(57)
Using Eq. (54), we can solve this equation for the gradient of Θi,n as a function of
the gradient of ELOi,n :
Θ˜i,n =
ρcv
4∆tnΘ
− 34
i,n−1Θ˜i,n−1 + σi,ncE˜ LOi,n
ρcv
4∆tnΘ
− 34
i,n + σi,nac
. (58)
For simplicity, the LO gradient of Ei,n is found in this study by scaling its HO gradient
as:
E˜ LOi,n = E˜ HOi,n
E
LO
i,n
E
HO
i,n
(59)
A better choice would be to discretize the LO system with Discontinuous Galerkin
(DG), but we leave this for future work. Thus, all that remains is to tally the HO
average and gradient components of Ei,n. We explain next how this is done.
Tallying of HO moments. Combining the linearized emission source, Eq. (54), with
the particle equation of motion, Eq. (29), yields the emission source for a specific
particle p:
QLOp,i,n (s) = Q
LO
i,n + Q˜LOi,n ·
(
x0,p,i,n − xC,i + sΩˆp
)
= q LOp,i,n + s q˜ LOp,i,n,
which is a linear function of the orbit distance, s. Within a cell, the material properties
and opacities are assumed to be constant and given by
σ
i,n
= σ
(
xC,i, T i,n−1
)
. (60)
13
We can now analytically solve the integral in Eq. (24) and obtain the intensity function
I HOp,i,n (s) = I HOp,i,n (0) e−σi,ns +
(
q LOp,i,n −
q˜ LOp,i,n
σ
i,n
)
G
(
σ
i,n
s
)
σ
i,n
+ s
q˜ LOp,i,n
σ
i,n
, (61)
with G (τ) = (1− e−τ ). Note that, with the known emission source, the particle
intensity asymptotes to the equilibrium solution (instead of zero) in optically thick
regimes, which results in much improved behavior compared to MC.
With the intensity analytically known, we can analytically tally the contribution
of particle p in cell i to the average and gradient of the radiation energy density. The
average radiation energy density per particle is found as:
δE
HO
p,i,n =
∫ sp,i,n
0
I HOp,i,n (s′) ds′
= I HOp,i,n (0)
G
(
σ
i,n
sp,i,n
)
σ
i,n
+ 1
σ
i,n
(
q LOp,i,n −
q˜ LOp,i,n
σ
i,n
)
·
sp,i,n − G
(
σ
i,n
sp,i,n
)
σ
i,n
+ s2p,i,n2σ
i,n
q˜ LOp,i,n. (62)
The average radiation energy density in cell i is found as the sum of all particle
contributions
E
HO
i,n =
1
Vic2∆tn
Pi∑
p=1
wpδE
HO
p,i,n. (63)
Per Eq. (40), the gradient of the radiation energy density is calculated from the
first spatial moment of the intensity function, with a single particle contribution given
by:
δ˜E
HO
p,i,n =
∫ sp,i,n
0
x (s′) I HOp,i,n (s′) ds′
= x0,p,i,n
∫ sp,i,n
0
I HOp,i,n (s′) ds′ + Ωˆp
∫ sp,i,n
0
s′I HOp,i,n (s′) ds′, (64)
where we used Eq. (29) for the particle orbit. The first integral in Eq. (64) is δEp,i,n,
Eq. (62), and the second integral gives
∫ sp,i,n
0
s′I HOp,i,n (s′) ds′ =
G
(
σ
i,n
sp,i,n
)
σ2
i,n
− sp,i,n
σ
i,n
e−σi,n sp,i,n
 I HOp,i,n (0) + s3p,i,n3σ
i,n
q˜ LOp,i,n
+
(
q LOp,i,n −
q˜ LOp,i,n
σ
i,n
)s2p,i,n
2σ
i,n
+ sp,i,n
σ2
i,n
e−σi,nsp,i,n − G
(
σ
i,n
sp,i,n
)
σ3
i,n
 . (65)
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Projecting the gradient according to Eq. (49), the linear reconstruction of the gradient
of the radiation energy density reads:
E˜ HOi,n = M−1
 1
Vic2∆tn
Pi∑
p=1
wpδ˜E
HO
p,i,n − xC,iE HOi,n
 . (66)
It is useful to point out that, in voids (σ
i,n
= 0) Eqs. (61), (62) and (64) simplify
to
I HOp,i,n (s) = I HOp,i,n (0) , (67a)
δE
HO
p,i,n = sI HOp,i,n (0) , (67b)
δ˜E
HO
p,i,n =
s2
2 I
HO
p,i,n (0) Ωˆp, (67c)
while Eqs. (63) and (66) remain the same.
Other required tallies include the end-of-time-step radiation energy density, which
is the census of particles within a cell:
E
HO
i,n+ 12
= 1
cVi
Pi∑
p=1
wpI HOp,i,n+ 12 , (68)
and the partial fluxes across surface j, which are the sum of intensities of all particles
crossing it:
f+ HOj,n =
1
Ajc∆tn
Pj∑
p=1
wpI HOp,j,n for Ωˆp·nˆj > 0, (69a)
f−HOj,n =
1
Ajc∆tn
Pj∑
p=1
wpI HOp,j,n for Ωˆp·nˆj < 0. (69b)
2.3. Multi-frequency extension
For frequency-dependent problems, we employ the standard multi-frequency dis-
cretization. The specific angular intensity Ig for group g is defined as
I HOg
(
x, Ωˆ, t
)
=
∫ ν
g+12
ν
g− 12
I
(
x, Ωˆ, ν, t
)
dν. (70)
This leads to the multi-group TRT equation
1
c
∂I HOg
∂t
+ Ωˆ·∇I HOg + σgI HOg =
σgbgacT
4
4pi , (71)
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where
bg (T ) =
∫ νg+12
ν
g− 12
B (ν, T ) dν∫∞
0 B (ν, T ) dν
=
∫ νg+12
ν
g− 12
B (ν, T ) dν
1
4piacT
4 (72)
is the Planck Spectrum factor. The characteristic solution along a particle trajectory,
Eq. (24), can be written as
I HOg,p (t) = I HOg,p (t0) e
−
∫ t
t0
σg c dt
′
+
∫ t
t0
e−
∫ t
t′ σg c dt
′′
QLOg (xp (t′) , t′) c dt′ (73)
with
QLOg (x, t′) =
bgacT
4 (x, t)
4pi . (74)
Using the same procedure as in Section 2.2, the group-wise quantities I HOp,i,n (s), δE
HO
g,p,i,n,
δ˜E
HO
g,p,i,n are calculated the same as the gray counterparts in Eqs. (61), (62) and (64),
respectively, using I HOg,p,i,n, q LOg,p,i,n, q˜ LOg,p,i,n and σg,i,n . The tallied quantities then become
E
HO
i,n =
1
Vic2∆tn
Pi∑
p=1
wp
G∑
g=1
δE
HO
g,p,i,n (75)
E˜ HOi,n = M−1
 1
Vic2∆tn
Pi∑
p=1
wp
G∑
g=1
δ˜E
HO
g,p,i,n − xC,iE HOi,n
 (76)
E
HO
i,n+ 12
= 1
cVi
Pi∑
p=1
wp
G∑
g=1
I HOg,p,i,n+ 12
(77)
f±HOj,n =
1
Ajc∆tn
Pj∑
p=1
wp
G∑
g=1
I HOg,p,j,n for Ωˆp·nˆj ≷ 0 (78)
with the only difference being the summation over the groups.
The LO-system remains gray in the multi-frequency case. However, the opacities
must be changed to weighted opacities [26]. The LO-system becomes
∂E LO
∂t
+∇·F LO + σHOE cE LO − σPacT 4 = S HO, (79a)
1
c
∂F LO
∂t
+ c3∇E
LO + σRF LO = γ HOcE LO, (79b)
ρcv
∂T
∂t
+ σPacT 4 − σHOE cE LO = 0, (79c)
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where
σHOE ≡
∫∞
0 σ
∫
4pi I
HO dΩ dν∫∞
0
∫
4pi I
HO dΩ dν =
∑G
g=1 σg
∫
4pi I
HO
g dΩ
cE HO
(80a)
is the radiation weighted opacity evaluated from the HO system,
σP ≡
∫∞
0 σB (ν, T ) dν∫∞
0 B (ν, T ) dν
=
G∑
g=1
σgbg (80b)
is the Planck weighted opacity, and
σR =
∫∞
0
∂B
∂T
∣∣∣
T
dν∫∞
0
1
σ(ν,T )
∂B
∂T
∣∣∣
T
dν
=
∑G
g=1
∂Bg
∂T
∣∣∣
T∑G
g=1
1
σg
∂Bg
∂T
∣∣∣
T
(81)
is the Rosseland weighted opacity. It is important to note that we use the most
up-to-date quantities E HO, I HOg and bg to evaluate the weighted opacities, regardless
the temporal centering of the multi-frequency opacities σg . The solution strategy for
the LO system remains the same as described for the gray case, Section 2.1.
We emphasize here that there is a significant advantage of the DP method compared
to IMC or SN for multi-frequency problems in that the particle trajectory, Eq. (29),
is independent of frequency and thus all frequency information is carried by each
particle. Thus, we can provide the same phase-space resolution with the same number
of particles regardless of the number of frequency groups. Although each particle
carries more information, and therefore the memory requirements will increase, we
can use a single ray-tracing step per particle, thus reducing the computational effort
per group.
3. Numerical Results
In the following section, we present multi-dimensional numerical results for the
Tophat and Hohlraum problems. One-dimensional demonstrations for the DP method
can be found in earlier publications [12, 21].
3.1. Tophat problem
The Tophat, or crooked pipe, problem is a two-dimensional problem in which a re-
gion of dense, opaque material (ρ = 10 g/cm3, cv = 1× 1012 erg/g/eV, σ = 2000 cm−1)
is embedded into a channel of thin material (ρ = 0.1 g/cm3, cv = 1× 1012 erg/g/eV,
σ = 0.2 cm−1). The channel itself is surrounded by the opaque material. While the
original definition was in cylindrical coordinates [9], we have adapted the problem
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Figure 1 Layout of the Tophat problem, all measurements in cm. The filled areas are the dense
material, the rest is optically thin.
to Cartesian coordinates. The problem is 2 cm by 7 cm with a reflective boundary
condition at x = 0, and vacuum on all other sides. Figure 1 shows the geometry
of the problem with the corresponding measurements. The grayed regions contain
the opaque material, while the white region is optically thin. The mesh used for the
calculation is rectangular with ∆x = ∆y = 0.05 cm, which gives 40 by 140 cells. In
each cell, particles were initialized at the four centers of the corner subcells, using a
SN standard Gauss-Chebychev product quadrature with 8 polar and 24 azimuthal
angles (see Section 2.2.1 for details). This results in a total of 2 150 400 particles.
At the beginning, the problem is in thermal equilibrium at the initial temperature
T0 = 50 eV and a temperature source Tinc = 500 eV is applied to the bottom of the
thin channel at y = 0 cm, x < 0.5 cm. The problem was run with an initial time step
of ∆t0 = 1× 10−12 s, which increased by a factor of 1.1 each step up to a maximum
of ∆tmax = 5× 10−11 s, for a total time of tend = 1× 10−6 s. We used a tolerance of
τHOLO = 1× 10−4 for the HOLO solver with the convergence criteria
‖E HOn −E LOn ‖∞
E LOn
< τHOLO, (82)
τP1 = 1× 10−8 for the P1 solver with the error calculated as the relative infinity norm
of the nonlinear Newton-update, and τT = 1× 10−12 for the temperature solver with
the relative Newton-update as error.
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(a) Flat source (b) Linear source
Figure 2 Material temperature for the Tophat problem at 1× 10−6 s using a square mesh and flat-
and linear-source approximations
With time, the radiation travels along the thin channel. The problem cannot
be solved accurately with diffusion alone, since diffusion cannot model the flow of
radiation around the corners. On the other hand, it is necessary for the algorithm to
respect the asymptotic diffusion limit, or the radiation will diffuse too fast into the
thick material.
We use six points to track the temperature evolving over time, five in the thin
material (X1 − X5), plus one in the thick material (X6). The points and their
corresponding coordinates are shown in Fig. 1.
The material temperature at the final time 1× 10−6 s is shown in Fig. 2. These
calculations use an orthogonal or square mesh. Fig. 2 clearly shows the effect of
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Figure 3 Comparison of part of the square and triangular mesh for the Tophat problem. Dotted
lines delimit cells for the square mesh, while dashed delimit cells for the triangular mesh
the linear source approximation. Without a linear source, the radiation diffuses
too fast into the thick material (Fig. 2a). Using the linear-source representation,
the temperature only heats the first line of cells in the thick material except at the
corners of the channel, giving a highly improved solution. The excessive numerical
diffusion at the corners is caused by the lack of the bi-linear term in the source
shape, which is necessary to recover the asymptotic diffusion limit on rectangular
meshes [2]. The error shows preferentially at the corners of the channel, because the
linear representation cannot describe the temperature profile sufficiently there.
The linear-source approximation is sufficient for the asymptotic diffusion limit on
triangular meshes. To show this, we used a triangular mesh where four cells of the
square mesh were combined and then divided into triangles using the center of these
four cells as shown in Fig. 3. This approach maintained the number of cells, particles
and the area per cell, without introducing any preferred directionality. The results
for the flat source do not show any significant change compared to the square mesh
(Fig. 4a), however the linear case does not exhibit the excessive numerical diffusion
at the corner of the channel (Fig. 4b). This demonstrates that the corner problem is
caused by a lack of preservation of the asymptotic limit on the quadrilateral elements.
The time-dependent material temperature for the tracking points is shown in
Fig. 5. The further down the channel the tracking point is, the larger is the difference
between the flat- and linear-source results (Figs. 5a to 5e), with the flat-source cases
showing a much slower increase of temperature. The linear-source cases show also
differences between the triangular and the square mesh in regard to how fast the
heating occurs. While the square mesh shows faster heating, the final temperature is
approximately the same as for the triangular mesh once an equilibrium is reached.
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(a) Flat source (b) Linear source
Figure 4 Material temperature for the Tophat problem at 1× 10−6 s using a triangular sub-mesh
and flat- and linear-source approximations
The results for X6 (Fig. 5f) show the material temperature away from the channel
at a corner. It confirms the previous finding with regard to the diffusion limit.
The cases using a flat-source approximation show a strong increase of the material
temperature. The linear-source case on the square mesh also shows an increase in the
temperature for later times, but it is significantly smaller than for the flat-source cases.
The linear-source case on the triangular mesh, preserving the asymptotic diffusion
limit, shows no increase at all for point X6.
We have compared our results to Capsaicin [24]. Capsaicin shows faster transients
than our code with the linear source, especially for points X4 and X5. But both codes
show the same asymptotic solution for later times. The differences in the transients
arise from the mesh, which is not sufficiently refined to resolve the boundary layer at
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Figure 5 Material temperature over time for the six tracking points in the Tophat problem.
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the interface between the channel and the thick material.
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3.2. Hohlraum problem
The second problem we present in this paper is the heating of a cavity from a
radiation source. Similar problems have been studied in literature [16, 3], but with
different geometry and materials. The layout is shown in Fig. 6. The problem is
0.65 cm by 1.4 cm, with a square mesh of 39× 84 cells. The walls of the cavity have
a frequency-dependent opacity
σ (ν, T ) = ρα1− e
− hν
kBT
(hν)3
, (83)
with the opacity factor α = 1× 1012 eV3 cm2 g−1, density ρ = 1.0 g cm−3 and the
heat capacity cv = 3× 1012 erg/g/eV, while the cavity is filled with a material
that is almost a vacuum (ρ = 1× 10−3 g cm−3, cv = 1× 1012 erg/g/eV) and highly
transparent (σ = 1× 10−8 cm−1). The frequency was discretized into 100 uniform,
logarithmic groups between νmin = 1× 10−3 eV and νmax = 1× 106 eV. The left
side of the problem has a reflective boundary condition, all other sides are vacuum
conditions. At the beginning, the problem is in thermal equilibrium at T0 = 1.0 eV,
with the temperature at y = 0 cm set to Tinc = 300 eV. The problem was run with
an initial time step of ∆t0 = 1× 10−12 s, increased by a factor of 1.1 each step up to
a maximum of ∆tmax = 5× 10−12 s, for a total time of tend = 1× 10−8 s. We used a
tolerance of τHOLO = 1× 10−4 for the HOLO solver, τP1 = 1× 10−8 for the P1 solver
and τT = 1× 10−12 for the temperature solver.
The radiation temperature at t = 1× 10−8 s is shown in Fig. 7a using a standard
SN Gauss-Chebychev product quadrature with 8 polar and 24 azimuthal angles. This
quadrature results a total number of 1 257 984 particles used in the calculation, where
we initialize 4 particles per cell. Note that the number of particles remains constant
once initialized, as no particles are killed or created during the calculation. The
plot clearly shows ray effects, with heating preferentially occurring along directions
included in the quadrature set, while the temperature between these directions stays
unphysically cold. They can be seen especially well in the upper region, where the
wall sees only a highly localized deposition of energy (as shown by the material
temperature in Fig. 8a), whereas it should be a much wider deposition on the part
that is not shadowed. The lower wall shows a smooth material temperature profile,
while the lower side of the center block already shows indications of ray effects with
localized temperature extrema.
It is customary not to include the axis of the coordinate system in SN quadrature
sets. However, having a quadrature set that is axis-aligned improves the results at
the top wall as shown in Fig. 7b. The axis aligned quadrature has 9 polar angles and
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Figure 6 Layout of the Hohlraum problem. All measurements are in mm. The filled areas are the
dense material, the rest are optically thin.
20 azimuthal angles, which results in a total of 1 310 400 particles. We chose these
settings to be closer to the total number of angles of the standard Gauss-Chebychev
quadrature, and to avoid 45◦ angles, which cause many particles to hit the corners
of the square-mesh cells. While our implementation is capable of handling particles
hitting cell corners, it fails for large numbers of particles because the corner case is
highly ill-conditioned due to very short particle tracks. Even though the axis-aligned
quadrature improves the results for the top wall, we still see strong ray effects.
To further ameliorate this problem, we switched to a random quadrature with a
total number of 96 angles (which is the same as for the Gauss-Chebychev quadrature,
since we are two-dimensional). These random angles are different for each particle
starting point (4 per cell). After the particles are initialized, they maintain their
direction, except when they are reflected at a boundary by the reflection law Eq. (37).
This approach results in a lot more angles covered by the particles, but introduces
random noise. The radiation temperature does not show ray-effects, and a smooth
radiation field develops in the optically thin material, as can be seen in Fig. 7c.
However, we see strong differences in the thick material between neighboring cells
caused by noise. The material temperature in Fig. 8c shows this well for the lower
wall. Note that the HOLO solver did not converge for the random quadrature case due
to abrupt changes in particle surface fluxes when particles cross cells, stalling after
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(a) Gauss (b) Axis aligned
(c) Random (d) Capsaicin
Figure 7 Radiation temperature for the Hohlraum problem at 1× 10−8 s using the different
quadrature types.
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(a) Gauss (b) Axis Aligned
(c) Random (d) Capsaicin
Figure 8 Material temperature for the Hohlraum problem at 1× 10−8 s using the different quadra-
ture types.
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Figure 9 Radiation wave front at x = 0.525 cm at time t = 4× 10−11 s using a constant time step
size dt = 1× 10−11 s.
about two iterations at a residual magnitude of approximately 1× 10−2. Therefore
we limited the number of HOLO iterations to 5 per time step for the random cases.
A test with an increased number of particles per cell showed a significantly improved
HOLO convergence. Future work will explore higher-order particle interpolation to
ameliorate this problem.
The results obtained with Capsaicin [24] are shown in Figs. 7d and 8d. We see
good agreement for the radiation temperature in the optically thin material between
Capsaicin and the standard Gauss-Chebychev quadrature, Fig. 7a. The ray effects
are more smeared out in Capsaicin but clearly visible. The material temperature was
higher and more evenly distributed in the upper part of the bottom wall. We believe
these differences are caused by Capsaicin’s linearization of the T 4 nonlinearity in the
emission source.
Figure 9 shows the radiation wave front at the time t = 4× 10−11 s along the
dashed line in Fig. 6. The exact location should be ct = 1.1991 cm. The results show
that our code is within reasonable range of this analytical value. Deviations from this
value come from the different angles contained in the quadrature used, i.e., the Gauss
quadrature has no direction going perpendicular to the wave front, which results
in a slower propagation. The steps in the temperature profile for both the Gauss
quadrature and the axis-aligned quadrature are related to the discrete propagation
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angles considered. The Capsaicin wave front has propagated much further compared
to both our results and the analytical value, a consequence of the backward Euler
time discretization introducing excessive numerical diffusion.
3.3. Runtime and Convergence
To control the runtime necessary for the convergence studies, we limited our study
to the one-dimensional Marshak-wave problem. The implementation is the same as
in two dimensions.
The Marshak-wave problem propagates a radiation wave through a material with
a temperature dependent opacity
σ (T ) = ρα
T 3
(84)
with the opacity factor α = 1× 106 eV3 cm2 g−1. The problem is 2 cm long divided
into n mesh cells, with vacuum boundaries on both sides. In the beginning, the
problem is in thermal equilibrium at T0 = 0.025 eV, and on the left side a temperature
of Tinc = 150 eV is applied. The problem was run with an initial time step of
∆t0 = 1× 10−12 s, which increased by a factor of 1.1 each step up to a prescribed
maximum ∆tmax, for a total time of tend = 5× 10−8 s.
The total runtime is a function of the maximum time step size ∆tmax, as shown in
Fig. 10 for different mesh sizes. There are three major effects influencing the runtime.
The first factor is the number of time steps required to reach the final time, which
decreases inversely with increasing ∆tmax. The second is the number of cells a particle
crosses on average during one time step, which increases proportionally with the
time step size. The last is the number of HOLO iterations necessary to converge the
residual. This number increases for large time step sizes, while it remains almost
constant for small ones. The combination of these leads to an optimal time step
size for which the total run time is minimal. Figure 10 shows that this optimum
can be found for different mesh sizes for an almost constant ratio of c∆tmax/∆x,
corresponding to a maximum number of cells crossings between 100 and 300. The
actual number of cells crossings is a function of the particle’s direction.
While the method is stable for large time steps [21], there are upper and lower
limits to consider. If the time step is too small, no particle crosses the cell surfaces.
This results in zero fluxes for the LO solver, and a decoupling of the cells. This
can also occur in a later time step due to alignment of the particles resulting in
no surface crossings. The upper time step limit is imposed by the dynamical time
scale. If the time step size is too large, the wave front stalls as shown in Fig. 11. For
∆tmax ≤ 2× 10−11 s, or c∆tmax/∆x . 480, the wave front reaches the correct final
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Figure 10 Runtime as a function of maximal number of cells crossed per time step c∆tmax/∆x for
different mesh sizes n.
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Figure 11 Results for the thin Marshak wave at t = 5× 10−8 s using different ∆tmax and a mesh
with 1600 cells.
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Figure 12 Runtime as a function of number of groups for different numbers of mesh cells n.
position, but for larger time steps the final position of the wave front lags behind.
We observed the same value of the time step threshold for different meshes.
The DP method is very well suited for multi-frequency calculations as mentioned
before. All frequency information is carried by each particle, and the group iteration is
the innermost loop during the tracking step. Therefore, the runtime is proportional to
the number of frequency groups with a factor significantly less than unity. Figure 12
shows the runtime of the Marshak wave problem as a function of group number for
several mesh sizes using ∆tmax = 1× 10−12 s. The slope is dependent on the ratio of
work done within the inner loop to the work outside of it. A finer mesh results in
more cell crossings, increasing the ratio and hence increasing the slope. However, the
slope will always remain less than unity.
We present next results on the convergence properties of the algorithm. To
reduce the runtime for the convergence studies, we limited the simulation time to
tend = 2× 10−9 s, and the problem size to 1 cm. To avoid problems with the upper time
step-size limit, we used a time step of ∆t = 1× 10−12 s. For the spatial convergence,
we use a mesh with n = 3200 cells as reference to calculate the error. The results
shown in Fig. 13 indicate an approximately first-order convergence rate with spatial
refinement. The convergence in angle is second order, as can be seen in Fig. 14, where
the reference solution used MP = 64 polar angles. Figure 15 shows the convergence
with the number of particle starting points per cell (each point uses all directions
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Figure 15 Error convergence with the number of particle starting points per cell with 32 polar
angles per point and different number of mesh cells n.
of the angular quadrature). The error with respect to a reference solution using 32
starting points is much lower than for the other cases, Figs. 13 and 14, and converges
with first order. However, there seem to be some fluctuations.
4. Conclusion
We have extended the moment accelerated, multi-frequency deterministic particle
method proposed by Park et al. [21] to two dimensional thermal radiative transfer
problems using a fast ray-tracing algorithm. A linear reconstruction of the emission
source, obtained from a discretely consistent, moment-based low-order solver, allows
the analytical integration of the characteristic equation along a particle track, resulting
in an improved solution in optically thick materials compared to other particle methods.
In contrast to Monte-Carlo (MC) methods, our method does not feature randomness
(with the possible exception of particle initialization and random quadrature to
ameliorate ray effects), therefore the solution does not contain stochastic noise. We
showed how we can obtain a linear reconstruction of the energy deposition, material
temperature and emission source using spatial moments. With this, we were able to
demonstrate that our HO system features the asymptotic diffusion limit, at least on
triangular meshes.
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We further showed that, using the flexibility of a particle method, we can reduce
ray-effects by using random quadrature sets, but it introduces noise in the solution.
Future work will include the implementation of a bi-linear source reconstruction
for rectangular meshes, the development of a DG discretization scheme for the LO
system, which self-consistently solves for the LO slope, and the extension to cylindrical
geometries.
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A. Appendix
A.1. Low-Order solution strategy
The LO system is solved using a Newton-Krylov method with nonlinear elimination
[19]. Given an iterate for the radiation energy density Ei,n,` at LO iteration `, the
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radiative flux can be calculated from
F j,n,`+1 =
1
1
c∆tn + σj,n
((
γ+j,n +
1
3∆xj
)
cEj− 12 ,n,` −
(
γ−j,n +
1
3∆xj
)
cEj+ 12 ,n,`
+ F j,n−1
c∆tn
)
(85)
and the material temperature
ρcv
Ti,n,`+1 − Ti,n−1
∆tn
+ σ
i,n
acT 4i,n,`+1 − σi,ncEi,n,` = 0. (86)
using a cell-wise Newton solve. With the new iterates, we can update the radiation
energy density with a Newton-Krylov step. The residual vector Rn,`+1
Ri,n,`+1 =
Ei,n,` − Ei,n−1
∆tn
+
∑
j∈i
nˆij·nˆjF j,n,`+1Aj
Vi
+ σ
i,n
cEi,n,` − σi,nacT 4i,n,`+1 −Ri,n
(87a)
is used to solve for the Newton update
δn,`+1 = −J˜−1n,`+1Rn,`+1 (87b)
and to update the solution vector for the radiation energy density
En,`+1 = En,` + δn,`+1. (87c)
The Jacobian in Eq. (87b) is given by
J˜ = JEE − JETJ−1TTJTE − JEFJ−1FFJFE (88)
which is found via Gauss Block elimination of the LO Jacobian
J =
JEE JEF JETJFE JFF 0
JTE 0 JTT
 . (89)
The submatrices can be split into two groups, diagonal matrices
JEE,ii =
( 1
∆tn
+ σEi,nc
)
(90a)
JET,ii = −4σPi,nacT 3i,n,`+1 (90b)
JTT,ii =
(
ρicv,i
∆tn
+ 4σPi,nacT 3i,n,`+1
)
(90c)
JTE,ii = −σEi,nc (90d)
JFF,ii =
1
c∆tn
+ σRj,n (90e)
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and matrices with off-diagonal parts
JEF,ij = nˆij · nˆjAj
Vi
(90f)
JFE,ji = cnˆj ·
(
nˆij
3∆xj
+ γij,n
)
. (90g)
The boundary Jacobian is (also with off-diagonal parts)
JbcFE,ji = − (1− αj)κoutj,t . (90h)
A.2. Particle corner case
Special caution is necessary if a particle leaves a cell at a corner. This is indicated
by two surfaces with the same distance. Even though this case seems unlikely, it
has been observed during calculations. If a particle crosses a cell corner, the next
cell it enters is ambiguous. If not handled correctly, the particle can enter a cell
without actually being within the cell boundaries. Our mitigation strategy is to move
the intersection into one of the connected surfaces, resolving all ambiguity. Due to
floating-point round-off issues, this is triggered if the particle crosses a surface in a
small circle around a corner, with a fraction of the distance from the surface to the
cell center as radius. Our solution addresses round-off issues and is valid for all mesh
sizes.
A.3. Negative temperatures
A linear source representation can lead to negative values. To prevent this we
check all corners of a cell, and adjust, if necessary the slope. For all vertices v of cell
i, perform the test
Θi,n + Θ˜i,n · (xv − xC,i) < Θmin (91)
where Θmin is the lowest allowed temperature. If the inequality is true, we will adjust
the slope such that the value at the vertex is Θmin. For this, we use the equation
Θi,n + βvΘ˜i,n · (xv − xC,i) = Θmin (92)
and solve for
βv =
Θmin −Θi,n
Θ˜i,n· (xv − xC,i)
. (93)
The slope is corrected as
Θ˜′i,n = βvΘ˜i,n (94)
This will reduce the slope so that all corners with the negative values are reset to the
minimum temperature or above, while preserving the cell average.
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