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Abstract—In this paper, we perform receiver design for a diffu-
sive molecular communication environment. Our model includes
flow in any direction, sources of information molecules in addition
to the transmitter, and enzymes in the propagation environment
to mitigate intersymbol interference. We characterize the mutual
information between receiver observations to show how often
independent observations can be made. We derive the maximum
likelihood sequence detector to provide a lower bound on the
bit error probability. We propose the family of weighted sum
detectors for more practical implementation and derive their
expected bit error probability. Under certain conditions, the
performance of the optimal weighted sum detector is shown to be
equivalent to a matched filter. Receiver simulation results show
the tradeoff in detector complexity versus achievable bit error
probability, and that a slow flow in any direction can improve
the performance of a weighted sum detector.
Index Terms—Diffusion, matched filter, molecular communi-
cation, sequence detection, weighted sum detector.
I. INTRODUCTION
MOLECULAR communication is a promising designstrategy for the transfer of information between devices
that have functional components on the order of nanome-
ters in size. The ability for such devices to communicate
would significantly expand their cumulative potential, thereby
enabling applications such as cooperative diagnostics and
drug delivery in biomedicine, bottom-up component design in
manufacturing, and sensitive environmental monitoring; see
[1], [2]. Molecular communication uses physical molecules
as information carriers, which are released by the transmitter
and propagate to an intended receiver. Propagation methods
include active schemes, where energy is consumed to direct
the information molecules towards the receiver, and passive
schemes, where the transmitter has no direct influence on the
path taken by the released molecules. Passive schemes, such
as free diffusion, are simpler to implement and more easily
enable the formation of ad hoc networks between devices.
Diffusion-based communication is commonly found in cel-
lular systems when small molecules need to quickly travel
short distances; see [3, Ch. 4]. Due to its simplicity and
its current implementation in nature, diffusion has also often
been chosen by communication researchers for the design of
synthetic nanonetworks. The diffusive channel has a number
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of characteristics that distinguish it from conventional commu-
nication channels. For example, it features randomly-moving
molecules instead of propagating electromagnetic radiation, so
the propagation time critically depends on the distance be-
tween the transmitter and receiver and there can be significant
intersymbol interference (ISI) due to the lingering presence of
emitted molecules.
Most existing literature that has studied the potential for
transmitting digital information over a diffusive channel has
focused on numerically characterizing the capacity in bits per
second or bits per use, cf. e.g. [4]–[8]. Recently, an upper-
bound on capacity was analytically derived in [9]. Various
strategies from conventional communications have also been
proposed to improve communication via diffusion, including
channel coding in [10], emitting Gaussian pulses in [11], and
network coding in [12]. However, the feasibility of such strate-
gies is unknown. We anticipate that individual transceivers
would have limited computational abilities, therefore it is of
interest to consider simple modulation schemes and then assess
how simple detectors perform in comparison to optimally
designed detectors. Such analysis would provide valuable
insight into the practical design of diffusive communication
networks.
In this paper, we consider optimal and suboptimal receiver
detection schemes for a 3-dimensional stochastic diffusion
environment between a single transmitter and receiver. Our
physical model includes steady uniform flow in any arbitrary
direction, as flow is likely to be present in any environment
where molecular communication is deployed; see [1]. We also
consider noise sources that release information molecules in
addition to those released by the transmitter. Generally, these
sources could be interference from similar communication
links, or the result of other chemical processes that produce
information molecules as their output. We perform a precise
characterization of such noise sources in [13]; here, we only
assume that their cumulative impact on the receiver can be
characterized as a Poisson random variable with time-varying
mean (which is sufficient to model either or both of the
example cases above). We consider the presence of enzyme
molecules in the propagation environment that are capable
of degrading the information molecules, which we introduced
in [14], [15] as a strategy to mitigate ISI without requiring
additional computational complexity at the receiver. The use
of enzymes to reduce ISI was also recently proposed in [16].
The primary contributions of this paper are as follows:
1) We derive the mutual information between consecutive
observations made by the receiver in order to measure
the independence of observations. The assumption of
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2independent observations is in general not satisfied,
particularly as the time between observations tends to
zero. However, we require sample independence for
tractability in the design of the optimal detector, so it
is essential to develop criteria to measure independence.
2) We derive the optimal sequence detector, in a maximum
likelihood sense, to give a lower bound on the bit error
probability for any detector at the receiver. In practice,
we do not expect such a detector to be physically realiz-
able, due to the memory and computational complexity
required, even if the implementation is simplified with
the Viterbi algorithm as described in [17].
3) We introduce weighted sum detectors as suboptimal but
more physically realizable. In fact, they are used in
neurons, which sum inputs from synapses with weights
based on the characteristics of each synapse and fire
when the sum exceeds a certain threshold; see [18, Ch.
12]. We characterize weighted sum detectors by the
number of samples taken by the receiver in each bit in-
terval and the weights assigned to each observation. We
derive the expected bit error rate of any weighted sum
detector. We show that a particular selection of sample
weights is equivalent to a matched filter, and compare
this detector with the optimal single bit detector. We
also consider equal sample weights as a simpler weight
selection scheme that is analogous to energy detection in
conventional communication. We note that the receiver
in our previous work in [15] can be interpreted as
the simplest special case of a weighted sum detector,
where an immediate decision is made after only one
observation in a given bit interval.
Related work concerning the optimal sequence and single
bit detectors was reported in [19], where the authors modeled
a 2-dimensional environment without flow or an external
noise source. The received signal was analyzed as a Gaussian
random variable with time-varying mean, where the transmitter
symbols are represented by different molecules. This paper
considers modulation with a single type of molecule but with
a more general physical model, including the possibility of
using enzymes in the propagation environment. We perform
the majority of our analysis assuming that the received signal
is a Poisson random variable with time-varying mean, which
is more easily satisfied and more accurate than the Gaussian
approximation. Existing papers that model flow provide de-
tailed analysis but assume that flow is only possible in the
direction along a line joining the transmitter and receiver, and
furthermore that the physical model itself is one-dimensional,
cf. e.g. [7], [20]. This paper does not focus on the impact of
flow, but (with the recent exception of [21]) our inclusion of
flow in any arbitrary direction has not yet been considered in
the literature.
It is important to acknowledge the major simplifying as-
sumptions that are made for our analysis. We do this to
highlight the applicability of our work, and also to identify
areas for future study. These assumptions are as follows:
1) We assume that the transmitter emits enough molecules
for the observations made at the receiver to have a
Poisson distribution1.
2) We assume that the transmitter emits insufficient
molecules to change the diffusion coefficient of the
propagation medium. Strictly speaking, the diffusion
coefficient is a function of the local concentration of
information molecules (see [23]), so here the coefficient
should vary both spatially and temporally. However, we
assume that the information molecules are sufficiently
dilute to ignore collisions between them in the propaga-
tion environment2.
3) The modulation scheme adopted by the transmitter is
simple ON/OFF keying with a constant bit interval,
where an impulse of molecules is released at the start
of an interval to transmit a 1 and the transmitter is
“silent” to transmit a 0. We note that our results can be
easily extended to pulse amplitude modulation, where
the number of molecules released corresponds to a
particular information symbol.
4) We assume an ideal receiver that does not interact
with the information molecules but is able to perfectly
count the number of those molecules that are within its
observation space, as in [9]. We also assume that the
receiver is synchronized in time with the transmitter, for
example via an external signal as discussed in [24]. We
do so in order to focus on the effects of the propagation
environment and for tractability. Recent work in [25],
[26] has incorporated the impact of a chemical reac-
tion mechanism at the receiver where the observable
molecules are the output of a reaction involving the
molecules emitted by the transmitter. However, whether
such a model can lead to a closed-form time domain
expression for the signal observed at the receiver remains
an open problem.
5) For the purposes of deriving the mutual information of
consecutive receiver observations, we assume that the
receiver is spherical (or, equivalently, hemispherical if
it is mounted to an infinite plane that forms an elastic
boundary of a semi-infinite environment). We focus on
the sphere because this shape is naturally formed by
membrane bilayers; see [3, Ch. 11]. These bilayers can
have molecule receptors embedded in them as part of a
functioning nanomachine, such as in a cell.
The rest of this paper is organized as follows. The details
of the transmission environment are described in Section II. In
Section III, we present the channel impulse response and de-
scribe the time-varying signal that is observed at the receiver.
In Section IV, we derive the mutual information between
consecutive observations made by the receiver. We derive the
optimal sequence detector in a maximum likelihood sense in
1The number of molecules observed can be most accurately described by
the binomial distribution, as we previously discussed in [15], and the Poisson
approximation of the binomial distribution is commonly applied when the
number of trials is large and the probability of success is small; see [22]. Here,
each released molecule represents one trial and the probability of success is
that molecule’s probability of being observed at the receiver at some time.
2In our simulations, the highest information molecule concentration is at
the transmitter when the molecules are released. This concentration is 1.67M,
which is still much lower than the solvent (water) molecule concentration,
which is about 55M.
3Section V, assuming independent observations. In Section VI,
we introduce weighted sum detectors, which are suboptimal
for receiving a sequence of bits, but which may be more
easily realizable for bio-inspired nanoscale and microscale
communication networks. Numerical results showing detector
performance are described in Section VII, and conclusions are
drawn in Section VIII.
II. SYSTEM MODEL
There is a transmitter fixed at the origin of an infinite, 3-
dimensional fluid environment of uniform constant tempera-
ture and viscosity. The receiver is a sphere with radius robs
and volume Vobs. It is centered at location {x0, 0, 0} (without
loss of generality) where ~r0 is the vector from the origin to
{x0, 0, 0}. The receiver is a passive observer that does not
impede diffusion or initiate chemical reactions. We also note
that, by symmetry, the concentrations observed in this envi-
ronment are equivalent (by a factor of 2) to those in the semi-
infinite case where z ≥ 0 is the fluid environment, the xy-
plane is an elastic boundary, and the receiver is a hemisphere
whose circle face lies on the boundary; see [27, Eq. (2.7)].
This equivalent environment could describe, for example, a
small transmitter and receiver mounted along the wall of a
blood large vessel. A steady uniform flow (or drift) exists
in an arbitrary direction defined by its velocity component
along each dimension, i.e., {vx, vy, vz}. Analytically, this is
the simplest type of flow. Other flows of interest but outside
the scope of this work include laminar flow, where successive
layers of fluid slide over one another without mixing, as is
common in environments such as small blood vessels; see [18,
Ch. 5].
The transmitter is a source of information molecules called
A molecules. They have a negligible natural degradation rate
into AP molecules, but are able to degrade much more quickly
if they bind to enzyme molecules called E molecules. We
assume that A and E molecules react via the Michaelis-
Menten reaction mechanism, described as
E +A
k1−→ EA, (1)
EA
k−1−−→ E +A, (2)
EA
k2−→ E +AP , (3)
where EA is the intermediate formed by the binding of an
A molecule to an E molecule, and k1, k−1, and k2 are the
reaction rates for the reactions as shown in (1)-(3) with units
molecule−1m3 s−1, s−1, and s−1, respectively. This mecha-
nism is generally accepted as the fundamental mechanism
for enzymatic reactions, though it is not the only mechanism
possible; see [28, Ch. 10].
In addition to the transmitter, we assume that the environ-
ment has other sources of A molecules, either via interference
from other communication links or via some other chemical
process that generates A molecules. We only assume that
we know the cumulative impact of all noise sources on the
received signal, and that we can characterize this impact
as a Poisson random variable with time-varying mean. In
our simulations, we will limit ourselves to an additive noise
variable with constant mean (we perform a more precise char-
acterization of noise and interference in [13]). We emphasize
that this additive noise source is distinct from the randomness
in the number of A molecules observed by the receiver due
to diffusion.
We use a common notation to describe the different
molecule types in our model. The number of molecules
of species S is given by NS , and its concentration at the
point defined by vector ~r and at time t in molecule · m−3
is CS(~r, t) (generally written as CS for compactness). We
assume that every molecule diffuses independently of every
other molecule, and that every molecule is spherical, so that
they all diffuse with constant diffusion coefficient DS , found
using the Einstein relation as [18, Eq. (4.16)]
DS =
kBT
6piηRS
, (4)
where kB is the Boltzmann constant (kB = 1.38 × 10−23
J/K), T is the temperature in kelvin, η is the viscosity of the
propagation environment, and RS is the molecule radius. We
note that the accuracy of the Einstein relation is limited in
practice (see [23, Ch. 5]), and we only use it here to get a
sense of appropriate values for DS ; typically, DS is found
via experiment. The diffusion (i.e., displacement) of a single
molecule along one dimension is a Gaussian random variable
with variance 2DSt, where t is the diffusing time in seconds;
see [18, Eq. (4.6)]. The presence of steady uniform flow means
that every diffusing molecule has a net constant displacement
due to the flow in addition to the random displacement due to
diffusion.
The transmitter has a sequence of binary data W =
{W [1] ,W [2] , . . . } to send to the receiver, where W [j] is the
jth information bit and Pr(W [j] = 1) = P1. The transmitter
uses binary modulation and transmission intervals of duration
Tint seconds. To send a binary 1, NAEM A molecules are
released at the start of the bit interval. To send a binary 0, no
molecules are released. This method is effectively ON/OFF
keying, but we place all signal energy at the start of the
bit interval in order to mitigate ISI. There is a constant
total enzyme concentration CETot everywhere. We facilitate
simulations by considering NE E molecules that are initially
uniformly distributed throughout and bounded within a finite
volume Venz that is sufficiently large to assume that it is
infinite in size (although we do not restrict the motion of A
molecules to within Venz , and EA molecules probabilistically
undergo reaction (2) or (3) if they hit the boundary).
III. RECEIVER SIGNAL
The receiver is an ideal passive observer that is synchronized
with the transmitter. The signal that it “observes” is a dis-
crete counting signal that represents the number of molecules
present within Vobs at the time when the observation is made.
This signal, NAobs(t), has two components: NATX (t), or the
number of observed molecules that originated at the trans-
mitter, and NAnoise (t), or the number of observed molecules
that originated at the additive noise sources. We emphasize
that even without additive noise sources, i.e., NAnoise (t) = 0,
NAobs(t) will still be noisy due to the random motion of the
4molecules emitted by the transmitter. In this section, we first
describe NAobs(t) when there is only a single emission by the
transmitter in the first bit interval, i.e., the channel impulse
response scaled by NAEM . Next, we characterize NAobs(t)
as a random variable due to transmitter sequence W. The
signal model is a generalization of the receiver signal presented
in [15]; here, we add the impacts of flow and external
noise sources. We have already assumed that we characterize
NAnoise (t) as a Poisson random variable with time-varying
mean, and that the diffusion of molecules is independent. Thus,
in the following we only need to characterize NATX (t).
A. Channel Impulse Response
The general reaction-diffusion equation for species S is [29,
Eq. (8.12.1)]
∂CS
∂t
= DS∇2CS + u (CS , ~r, t) , (5)
where u (·) is the reaction term. Using the principles of
chemical kinetics as described in [28, Ch. 9], the system of
partial differential equations for our environment without flow
is [15, Eqs. (6)-(8)]
∂CA
∂t
= DA∇2CA − k1CACE + k−1CEA, (6)
∂CE
∂t
= DE∇2CE − k1CACE + k−1CEA + k2CEA, (7)
∂CEA
∂t
= DEA∇2CEA + k1CACE − k−1CEA − k2CEA.
(8)
To incorporate steady uniform flow, we only need to change
the diffusion coefficient terms, as described in [30, Ch. 4].
Specifically, for the A molecules we replace DA∇2CA with
DA∇2CA − vx ∂CA
∂x
− vy ∂CA
∂y
− vz ∂CA
∂z
, (9)
and make analogous substitutions for E and EA. The system
of equations above has no closed-form analytical solution,
even under our boundary conditions of an impulsive point
source and unbounded environment. In [15, Eq. (10)], we
derived a lower bound on the expected point concentration of
A molecules at a distance |~r| from an impulsive point source
that emits at time t = 0. This lower bound is
CA ≥ NAEM
(4piDAt)3/2
exp
(
−kCETott−
|~r|2
4DAt
)
, (10)
where
k =
{
k1 for a strict lower bound,
k1k2
k−1+k2
for an approximation,
(11)
and the approximation for k is much more accurate than the
lower bound if k−1 + k2 ≈ k2 is not satisfied. The lower
bound becomes tight as k2 → ∞ and k−1 → 0, and it is
also equivalent to the expected concentration if A molecules
degrade directly into AP molecules at rate kCETot . To include
the effect of flow, we simply set |~r|2 = (x−vxt)2+(y−vyt)2+
(z − vzt)2 for the concentration at point {x, y, z}.
For clarity of exposition and for tractability in the presence
of flow in any direction, we apply the uniform concentration
assumption to calculate NATX (t) from CA, where we assume
that the expected concentration throughout the receiver is equal
to that expected at the center of the receiver. We showed in
[31] that the validity of this assumption in the no-flow case
improves as the receiver is placed further from the transmitter.
We also assume that (10) is satisfied with equality (which is
always true when there are no enzymes present) and thus find
that the expected channel impulse response at the receiver due
to the transmitter, NATX (t), is
NATX (t) = VobsCA(
√
(x0 − vxt)2 + (vyt)2 + (vzt)2, t)
= VobsCA(|~reff |, t), (12)
where |~reff | =
√
(x0 − vxt)2 + (vyt)2 + (vzt)2 is the effec-
tive distance between the transmitter and the center of the
receiver, considering the flow.
For a single molecule emitted by the transmitter at time
t = 0, the probability that it is within Vobs at time t, Pobs (t),
is given by (12) where NAEM = 1, i.e.,
Pobs (t) =
Vobs
(4piDAt)3/2
exp
(
−kCETott−
|~reff |2
4DAt
)
. (13)
We showed in [15] that NATX (t) due to one emission of
NAEM molecules at the transmitter can be accurately approx-
imated as a Poisson random variable with time-varying mean
given by NATX (t) in (12). Since NAnoise (t) is also a Poisson
random variable with time-varying mean, then NAobs(t) is the
sum of two Poisson random variables. The sum of independent
Poisson random variables is also a Poisson random variable
whose mean is the sum of the means of the individual
variables; see [22, Ch. 5.2]. Thus, the signal observed is a
Poisson random variable with mean NAnoise (t) +NATX (t)
with NATX (t) as given by (12).
B. Complete Receiver Signal
In general, the receiver can observe molecules that were
emitted at the start of the current or any prior bit interval,
depending on W. We assume that the behavior of individual
A molecules is independent, so we can immediately write
NATX (t) =
b tTint+1c∑
j=1
NATX (t; j) , (14)
where NATX (t; j) is the number of molecules observed at
time t that were emitted at the start of the jth bit interval.
Of course, NATX (t; j) = 0 ∀ t if W [j] = 0. NATX (t) is
still a sum of Poisson random variables, and so NAobs(t) is a
Poisson random variable with mean
NAobs(t) = NATX (t) +NAnoise (t) , (15)
where
NATX (t) = NAEM
b tTint+1c∑
j=1
W [j]Pobs (t− (j − 1)Tint) .
(16)
Thus, the probability density function (PDF) of NAobs(t) is
Pr (NAobs(t) = ξ) =
NAobs (t)
ξ
exp
(−NAobs (t))
ξ!
, (17)
5and the cumulative density function (CDF) is
Pr (NAobs(t) < ξ) = exp
(−NAobs (t)) ξ−1∑
i=0
NAobs (t)
i
i!
.
(18)
IV. INDEPENDENCE OF RECEIVER OBSERVATIONS
In this section, we study the assumption that all observations
made at the receiver are independent of each other. Intuitively,
this will not be true if the time between samples tends to
zero; if the time between samples is infinitesimally small, then
there is insufficient time for either the molecules observed in
one sample to leave the receiver or for any new molecules
to arrive. We will measure independence using mutual infor-
mation, which is a measure of how the knowledge of one
variable influences the prediction of a second variable; see
[32]. Specifically, for two discrete random variables X and
Y taking values x and y, respectively, the mutual information
I(X;Y ) is [32, Eq. (2.28)]
I(X;Y ) =
∑
x
∑
y
Pr (X = x, Y = y)
× log Pr (X = x, Y = y)
Pr(X = x) Pr(Y = y)
, (19)
where the summations are over all possible values of x and y.
If the variables X and Y are independent, then I(X;Y ) = 0,
i.e., knowing X does not provide any greater certainty in
predicting the value of Y , and vice versa. If X and Y are
measures of the same variable over time, and the time between
measures is infinitesimally small, then knowing X lets us
predict Y perfectly and mutual information is maximized.
We focus on the independence of two consecutive receiver
observations, since these are the most likely to be dependent.
We define these observations to be at times t1 and t2, such
that t2 > t1. For clarity, we consider only molecules that
were emitted by the transmitter at time t = 0, so the un-
conditional time-varying PDF describing whether a molecule
is within Vobs is given by Pobs (t) in (13). Of course, if no
molecules are emitted and there are no noise sources, then
the mutual information between samples of molecules from
the transmitter would be zero because every sample would
be 0. For tractability, we also assume no flow in this section,
though we expect that the presence of flow can only decrease
the mutual information of the two observations.
Let the observations at times t1 and t2 be s1 and s2,
respectively. From probability theory, the joint probability
distribution of NAobs(t1) and NAobs(t2) can be evaluated from
the conditional probability distribution, i.e.,
Pr (NAobs(t1) = s1, NAobs(t2) = s2) =
Pr (NAobs(t2) = s2 | NAobs(t1) = s1) Pr (NAobs(t1) = s1) .
(20)
The mutual information is then
I(NAobs(t1) ;NAobs(t2)) =∑
s1
∑
s2
Pr (NAobs(t1) = s1, NAobs(t2) = s2)
× log Pr (NAobs(t1) = s1, NAobs(t2) = s2)
Pr(NAobs(t1) = s1) Pr(NAobs(t2) = s2)
, (21)
where the range of values for the observations s1 and s2
in the summations should account for all observations that
have a non-negligible probability of occurring. The marginal
probabilities (i.e., of a single variable) in (21) can be evaluated
using (17) and used to determine appropriate ranges for s1
and s2. The remaining step to evaluate (21) is to derive the
conditional probability in (20). We can derive this probability
if we have an expression for Pstay (to), the probability that
an information molecule that is observed at the receiver at
t1 is later at the receiver at to = t2 − t1. We assume that
an information molecule observed at t1 is randomly located
within the receiver sphere, following the uniform concentration
assumption. Then, from [27, Eq. (3.8)], the point concentration
CA(r, to) due to this single molecule at a distance r from the
center of the receiver, without enzymes present, is
CA(r, to) =
3
8pir3obs
[
erf
(
robs − r
2
√
DAto
)
+ erf
(
robs + r
2
√
DAto
)]
+
3
4pir3obsr
√
DAto
pi
[
exp
(
− (robs + r)
2
4DAto
)
− exp
(
− (robs − r)
2
4DAto
)]
, (22)
where the error function is [33, Eq. (8.250.1)]
erf (x) =
2
pi
∫ x
0
exp
(−y2) dy, (23)
and we can easily account for enzymes by multiplying (22) by
a factor of exp (−kCETotto). What follows in the remainder
of this section is valid with or without this factor included.
To derive Pstay (to), we must integrate CA(r, to) over the
entire receiver volume, i.e.,
Pstay (to) =
robs∫
0
2pi∫
0
pi∫
0
CA(r, to)r
2 sin θdθdφdr
= 4pi
robs∫
0
CA(r, to)r
2dr. (24)
We now present the following theorem:
Theorem 1 (Pstay (to) for one molecule): The probability
of an information molecule being inside the receiver at time
to after it was last observed inside the receiver is given by
Pstay (to) = erf
(
robs√
DAto
)
+
1
robs
√
DAto
pi
×
[(
1− 2DAto
r2obs
)
exp
(−r2obs
DAto
)
+
2DAto
r2obs
− 3
]
,
(25)
where (25) is multiplied by exp (−kCETotto) if enzymes are
present.
6Proof: Please refer to the Appendix.
The probability that a molecule observed at t1 is outside the
observer at t2 is Pleave (to) = exp (−kCETotto)− Pstay (to).
To derive an expression for (20), we also require an ex-
pression for Parr (t1, t2), the unconditional probability that an
information molecule that is outside the receiver at t1 is inside
the receiver at t2. Intuitively, this is equal to the unconditional
probability of the molecule being inside the receiver at t2,
minus the probability of the molecule being inside the receiver
at t1 and still inside the receiver at t2, i.e.,
Parr (t1, t2) = Pobs (t2)− Pobs (t1)Pstay (to) . (26)
The conditional probability in (20) must consider every
possible number of arrivals and departures of molecules from
the receiver in order to result in a net change of s2 − s1
information molecules. In other words,
Pr (NAobs(t2) = s2 | NAobs(t1) = s1) =
s1∑
i=max(0,s1−s2)
Pr (i leave) Pr (s2 + i− s1 arrive) , (27)
where Pr (i leave) is conditioned on NAobs(t1) as
Pr (i leave | NAobs(t1) = s1) =(
s1
i
)
Pleave (to)
i
(1− Pleave (to))s1−i , (28)
and Pr (i arrive) is also conditioned on NAobs(t1) as
Pr (i arrive | NAobs(t1) = s1) =(
NA − s1
i
)
Parr (t1, t2)
i
[1− Parr (t1, t2)]NA−s1−i .
(29)
Eq. (29) can be simplified by applying the Poisson approx-
imation to the binomial distribution and then assuming that
NA− s1 ≈ NA, such that (29) is no longer conditioned on s1
and becomes
Pr (i arrive) =
[NAParr (t1, t2)]
i
exp (−NAParr (t1, t2))
i!
.
(30)
Substituting all components back into (20) enables us to
write the two-observation joint probability distribution as
Pr (NAobs(t1) = s1, NAobs(t2) = s2) =
[NAPobs (t1)]
s1 exp (−NA [Pobs (t1) + Parr (t1, t2)])
×
s1∑
i=max(0,s1−s2)
Pleave (to)
i
(1− Pleave (to))s1−i
i! (s1 − i)!
× [NAParr (t1, t2)]
s2+i−s1
(s2 + i− s1)! . (31)
Using (31) and (17), we can evaluate (21) numerically for
any pair of observation times t1 and t2 and also compare with
simulations that generate the joint and marginal probability
distributions. We will see in Section VII that as to increases,
I(NAobs(t1) ;NAobs(t2)) decreases, for any value of t1.
V. OPTIMAL SEQUENCE DETECTION
In this section, we derive the optimal sequence detector to
give a lower bound on the achievable bit error performance of
any practical detector. We present a modified version of the
Viterbi algorithm to reduce the computational complexity of
optimal detection and facilitate its implementation in simula-
tions.
A. Optimal Detector
The optimal joint interval detection problem can be defined
as follows. Let us assume that the transmitter sequenceW is
B bits in length. Within each bit interval, the receiver makes
M observations. The value of the mth observation in the jth
interval is labeled sj,m. We assume that the sampling times
within a single interval can be written as the function g (m),
and we define a global time sampling function t (j,m) = (j−
1)Tint+g (m), where j = {1, 2, . . . , B},m = {1, 2, . . . ,M}.
Let us briefly consider two examples of g (m). If a single
observation is made when the maximum number of molecules
is expected, tmax, as we considered in [15], then g (m) has
one value, g (1) = tmax. If there are observations taken at
times separated by constant to, then g (m) = mto.
The optimal receiver decision rule is to select the sequence
Wˆ [j] that is most likely given the joint likelihood of all
received samples, i.e.,
Wˆ [j]
∣∣∣
j={1,2,...,B}
= argmax
W [j],j={1,2,...,B}
Pr (NAobs) (32)
where
Pr (NAobs) = Pr
(
NAobs(t (1, 1)) = s1,1,
NAobs(t (1, 2)) = s1,2, . . . ,
NAobs(t (B,M)) = sB,M |W
)
. (33)
Pr(NAobs) is the joint probability distribution function over
all BM observations, given a specified transmitter sequence
W. Its form is readily tractable only if we assume that all
individual observations are independent of each other, i.e., if
Pr(NAobs) =
B∏
j=1
M∏
m=1
Pr
(
NAobs(t (j,m)) = sj,m |W)
)
.
(34)
If we apply our analysis in Section III and conclude that
receiver observations are independent, then we can use (34)
to determine the likelihood of a givenW. However, this is still
a problem with significant complexity, especially for large B,
because we must determine the likelihood of 2B possibleWs.
The total complexity is only linear in the number of samples
M since a larger M only means that more terms are included
in the product in (34).
B. Optimal Joint Detection Using Viterbi Algorithm
We consider the Viterbi algorithm in order to reduce the
computational complexity of optimal joint detection and eval-
uate the corresponding probability of error in simulations
as a benchmark comparison with simpler detection methods.
The memory and computational requirements of the Viterbi
7algorithm are likely still too high for effective implementation
in a molecular communication system.
The general Viterbi algorithm is described in detail in [17,
Ch. 5]. The algorithm builds a trellis diagram of states where
the number of states depends on the channel memory, and each
path through the trellis represents one candidate sequence.
Our modified implementation artificially shortens the (explicit)
channel memory and delays the decision of a given bit by the
shortened memory (as performed in methods such as delayed
decision-feedback sequence estimation in [34]), but we include
the impact of all prior ISI on the current candidate states. If
the memory is increased to the actual channel memory, then
our method is equivalent to the regular Viterbi algorithm.
Theoretically, the channel memory of a diffusive environ-
ment is infinite; from (13), we see that Pobs (t) → 0 only as
t→∞. However, in practice, there will be some finite number
of bit intervals after which the impact of a given transmission
becomes negligible. While it is prudent to include the impact
of ISI from all previous bit intervals, we limit the explicit
channel memory to F bit intervals. Thus, there will be 2F
trellis states, where each state represents a candidate sequence
for the previous F bit intervals. Each state f has two potential
incoming paths, representing the two possible transitions from
previous states (each transition corresponds to the possibility
of the bit in the (F + 1)th prior interval being 0 or 1).
We define Wˆfi [l] , l = {1, 2, . . . , j} as the lth received bit
according to the ith path leading to state f . The current log
likelihood for the ith path leading to state f in the jth interval,
which is the likelihood associated with only the observations in
the most recent bit interval and the candidate sequence Wˆfi [l],
is Φfi [j] and is evaluated by
Φfi [j] =
M∑
m=1
log (Pr (NAobs(t (j,m)) = sj,m))
=
M∑
m=1
log
(
NAobs(t)
sj,m
exp
(−NAobs(t))
sj,m!
)
, (35)
where we assume that the observations are independent and
we apply the Poisson approximation to the probability of
observing a given number of information molecules. We note
that taking the logarithm has no influence on the optimality but
facilitates numerical evaluation. The cumulative log likelihood
for the f th state in the jth interval is the log likelihood of the
most likely path (and the corresponding bit sequence Wˆf [l])
to reach the f th state, calculated for all prior bit intervals. We
write this likelihood as Lf [j] and it is found as
Lf [j] = max (Lf1 [j − 1] + Φf1 [j] , Lf2 [j − 1] + Φf2 [j]) ,
(36)
where Lfi [j − 1] is the cumulative log likelihood of the state
prior to the f th state along the ith path. For the jth bit
interval, Lf [j] is the likelihood associated with the most likely
transmitter bit sequence to lead to the f th state. Our modified
Viterbi algorithm sequentially builds the trellis diagram by
determining Lf [j] for every state in every bit interval of the
transmission, and keeping track of the candidate bit sequence
Wˆf [l] that led to Lf [j]. At the end of the algorithm, the
receiver makes its decision by selecting the bit sequence Wˆf [l]
associated with the largest value of Lf [B].
It is straightforward to see that we have reduced the com-
plexity of optimal joint detection by only needing to find the
likelihood of B 2F+1 sets of M observations, rather than the
likelihood of 2B sets of BM observations. However, this is
still a significant computational burden on the receiver, so it is
of interest to consider simpler detection methods. Furthermore,
the derivation of the expected bit error probability for a
maximum likelihood detector is not easily tractable, so we are
restricted to evaluating the bit error probability via simulation.
VI. WEIGHTED SUM DETECTORS
In this section, we introduce the family of weighted sum de-
tectors for diffusive molecular communication. These detectors
do not have the same memory and computational requirements
as maximum likelihood detectors, and we are able to derive the
expected bit error probability for a given transmitter sequence.
A. Detector Design and Performance
We assume that there is only sufficient memory for the
receiver to store the M observations made within a single
bit interval, and that it is incapable of evaluating likelihoods
or considering the impact of prior decisions. Under these
limitations, an intuitive receiver design is to add together
the individual observations, with a weight assigned to each
observation, and then compare the sum with a pre-determined
decision threshold. This is the weighted sum detector and it is
implemented in neuron-neuron junctions; see [18, Ch. 12]. The
detector proposed in our previous work in [15] is the simplest
special case of a weighted sum detector, i.e., M = 1. Under
specific conditions, which we will discuss in Section VI-B,
a particular selection of weights makes the performance of
this detector equivalent to the optimal detector described in
Section V.
The decision rule of the weighted sum detector in the jth
bit interval is
Wˆ [j] =
{
1 if
∑M
m=1 wmNAobs(t (j,m)) ≥ ξ,
0 otherwise,
(37)
where wm is the weight of the mth observation and ξ is the
binary decision threshold. For positive integer weights, we
only need to consider positive integer decision thresholds.
The method of calculation of the expected error probability
is dependent on the selection of the weights. In a special case,
if the weights are all equal, particularly if wm = 1∀m, and
we assume that the value of each individual observation is a
Poisson random variable, then the weighted sum will also be a
Poisson random variable whose mean is the sum of the means
of the individual observations. Thus, we can immediately write
8the CDF of the weighted sum in the jth bit interval as
Pr
(
M∑
m=1
NAobs(t (j,m)) < ξ
)
=
exp
(
−
M∑
m=1
NAobs (t (j,m))
)
×
ξ−1∑
i=0
(
M∑
m=1
NAobs (t (j,m))
)i
i!
. (38)
We note that, especially if M is large, relevant values of ξ
may be very high, even if the expected number of molecules
counted in a single observation is low. Thus, we might have
difficulty in evaluating (38) numerically. We present two
alternate methods to evaluate (38). First, we can write the
CDF of a Poisson random variable X with mean λ in terms
of Gamma functions, as [35, Eq. (1)]
Pr (X < x) =
Γ(dxe, λ)
Γ(dxe) , (39)
for x > 0, where the Gamma and incomplete Gamma
functions are defined by [33, Eq. (8.310.1), Eq. (8.350.2)]
Γ(x) =
∫ ∞
0
exp (−a) ax−1da,
Γ(x, λ) =
∫ ∞
λ
exp (−a) ax−1da, (40)
respectively. Second, the Gaussian approximation of the Pois-
son distribution becomes more appropriate as the mean of
the Poisson distribution increases. Including a continuity cor-
rection (appropriate when approximating a discrete random
variable with a continuous random variable; see [22, Ch. 6]),
the CDF has the form
Pr (X < x) =
1
2
[
1 + erf
(
x− 0.5− λ√
2λ
)]
. (41)
Now we consider the more general case, where we have
positive non-equal weights. Our analysis can then be summa-
rized in the following theorem:
Theorem 2 (Distribution of a weighted sum): Given M
Poisson random variables with means λm and non-negative
weights wm, then the weighted sum X =
∑M
m=1 wmXm is in
general not a Poisson random variable, however the weighted
sum of Gaussian approximations of the individual variables
is a Gaussian random variable with mean
∑M
m=1 wmλm and
variance
∑M
m=1 w
2
mλm.
Proof: The proof is straightforward to show using mo-
ment generating functions; see [22, Ch. 4]. It can be shown
that a sum of weighted independent Poisson random variables
is also a Poisson random variable only if the weights wm are
all equal to 1. However, the Gaussian approximation of each
Xm gives a Gaussian random variable with mean and variance
λm, and it can be shown that any weighted sum of Gaussian
random variables is also a Gaussian random variable.
Using Theorem 2, we can immediately write the CDF of
random variable X =
∑M
m=1 wmXm as
Pr (X < x) =
1
2
1 + erf
x− 0.5−∑Mm=1 wmλm√
2
∑M
m=1 w
2
mλm
 .
(42)
In summary, for evaluation of the expected error probability
when the weights are equal, we can use the CDF (38), its
equivalent form (39), or its approximation (41) where λ =∑M
m=1 wmNAobs (t (j,m)). When the weights are not equal,
we must use (42) where λm = NAobs (t (j,m)).
Given a particular sequenceW = {W [1] , . . . ,W [B]}, we
can write the probability of error of the jth bit, Pe [j|W], as
Pe [j|W] =
Pr
(∑M
m=1 wmNAobs(t (j,m)) < ξ
)
if W [j] = 1,
Pr
(∑M
m=1 wmNAobs(t (j,m)) ≥ ξ
)
if W [j] = 0.
(43)
The true expected error probability for the jth bit is found
by evaluating (43) for all possible transmitter sequences and
scaling each by the likelihood of that sequence occurring in a
weighted sum of all error probabilities, i.e.,
P e [j] =
∑
W∈W
P
n1,j(W)
1 (1− P1)n0,j(W)Pe [j|W] , (44)
whereW is the set of all 2B possible sequences and ni,j (W)
is the number of occurrences of bit i within the first j bits
of the sequenceW. In practice, we can randomly generate a
large number (e.g., some hundreds or thousands) of sequences
based on P1, and we will find that it is sufficient to average the
probability of error over this subset of total possible sequences.
B. Optimal Weights
We now consider optimizing the sample weights. It would
make sense to assign greater weight to samples that are
expected to measure more information molecules. We make
this claim more specific in the context of the matched filter.
Consider a signal h (t). The impulse response of the
matched filter to signal h (t) is h (Tint − t), where Tint is
the signal interval; see [17, Ch. 5]. The output of such a filter
at time Tint is then
Tint∫
0
h (τ)h (Tint − Tint + τ) dτ =
Tint∫
0
h (τ)
2
dτ, (45)
which is the continuous time equivalent of a weighted sum
detector where the sample at time t is simply weighted by
the expected value of the signal of interest. Thus, we design a
matched filter detector by setting the sample weight wm equal
to the number of molecules expected from the transmitter,
NATX (g (m)).
The matched filter is optimal in the sense that it maximizes
the signal-to-noise ratio, and it also minimizes the bit error
probability if the desired signal is corrupted by additive white
Gaussian noise (AWGN). We generally cannot claim that the
9desired signal is corrupted by AWGN, as that would require
a large expected number of molecules at all samples and an
AWGN external noise source. However, if these conditions
were satisfied, and Tint was chosen to be sufficiently long
to ignore the impact of ISI, then the optimal weighted sum
detector would have weights wm = NAPobs (g (m)), and it
would be equivalent to the optimal sequence detector.
C. Optimal Decision Threshold
Our discussion of weighted sum detectors has not included
the selection of the decision threshold ξ. Obviously, the
performance of a particular detector relies on the chosen value
of ξ. The derivation of the optimal ξ for a weighted sum
detector is left for future work. In Section VII, when we
discuss the bit error probability observed via simulation of
a weighted sum detector, we imply that the optimal ξ for the
given environment was found via numerical search.
VII. NUMERICAL RESULTS
In this section, we present simulation results to assess the
performance of the detectors described in this paper. Our sim-
ulations are executed in a particle-based stochastic framework
where time is advanced in discrete steps ∆t. We note that if
receiver observations are made at intervals to, then to must
be a multiple of ∆t. For each time step, molecules undergo
random motion over continuous space, and the reaction rate
constants are used to find the probabilities of reactions (1)-
(3) occurring within a given step. For further details, please
refer to [14], [15]. The inclusion of steady uniform flow as
a constant displacement in addition to random diffusion is
straightforward, and the impact of additive noise sources is
added post-simulation to receiver observations.
In order to focus on a comparison of the performance of the
different detectors, most physical parameters remain constant
throughout this section. The only environmental parameters
that we adjust are the quantity of additive noise, the distance
x0 to the receiver, the degree of steady uniform flow, and
whether enzymes are present. For communication, we vary
the length of the bit interval and the frequency of sampling.
In the following, we refer to the base case as numerical results
found when there is no additive noise, no flow, and no active
enzymes present.
We model a fluid environment with a uniform viscosity
of 10−3 kg · m−1s−1 and at a temperature of 25 ◦C (i.e.,
the solvent is water). The transmitter emits impulses of
NAEM = 5000 A molecules to transmit a binary 1 with
probability P1 = 0.5. When enzymes are present, they
have a concentration of 84µM, and the values of k1, k−1,
and k2 are 2 × 10−19 m3molecule·s , 104 s−1, and 106 s−1, re-
spectively. The radii of the A, E, and EA molecules are
0.5 nm, 2.5 nm, and 3 nm, respectively (i.e., using (4) we get
DA = 4.365×10−10 m2s ). Unless otherwise noted, the receiver
is centered at x0 = 300 nm and has a radius robs = 45 nm. The
simulation time step is ∆t = 0.5µs. Although the environment
is relatively small (the size of the receiver and its distance
from the transmitter are both significantly less than the size
of a bacterial cell) with a low number of A molecules and
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Fig. 1. The mutual information in bits measured as a function of to.
high chemical reactivity, the channel impulse response scales
to dimensionally homologous systems that have (for example)
more molecules and lower reactivities; see [31]. Our choice of
parameters is made to ease the time required for simulations.
A. Sample Independence
The design of the optimal sequence detector is based on
the assumption that all observations made at the receiver are
independent of each other. Thus, we consider the mutual
information between receiver observations as a function of
the time between them, when the only emission of molecules
by the transmitter is at time t = 0. In Fig. 1, we show the
evaluation of the mutual information for the base case when
the reference samples are taken at times t1 = {10, 20, 50}µs.
Similar simulation results are observed when flow is present
or enzymes are added and we omit these results for clarity.
For the expected value curves, we evaluate (21) numerically
as described in Section IV, whereas the simulation curves
are found by constructing the joint and marginal PDFs using
5 × 105 independent simulations. Base 2 is used in the
logarithm so that mutual information is measured in bits.
In Fig. 1, we see that the mutual information drops below
0.01 bits within 4µs of all reference samples. The agreement
between the expected value curves and those generated via
simulations is quite good and only limited by the accuracy of
Pleave (t) and Parr (t) (which critically rely on the uniform
concentration assumption).
B. Detector Performance
We now make a comparison of the average bit error
probabilities obtainable via the optimal sequence detector, the
matched filter detector, and the equal weight detector. We
note that the bit error probability observed for the optimal
detector is found assuming independent samples via simulation
only. For the matched filter detector, the weights are based
on the number of molecules from the transmitter expected
at the receiver, NATX (t), due to a transmitter emission in
the current interval only (so that the weights are the same
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for every bit interval; the adaptive assignment of weights,
which is also performed by neurons as described in [18, Ch.
12], is left for future work). For the equal weight detector,
the expected error probability is found using (39). In every
subsequent figure, we show the average bit error probability
as a function of the number of observations M made per bit
interval. For simplicity, observations are equally spaced within
the interval, such that g (m) = mTint/M .
First, we consider the ISI-free case by having the transmitter
send a single bit. We do this to assess whether the matched
filter performs the same as the optimal detector in the absence
of ISI. In order for the detection to be meaningful, we add an
independent Poisson noise source with mean 50 and impose
a bit interval of Tint = 200µs for sampling (for reference,
the maximum value of NATX (t) under these conditions is
5.20 molecules at 34.36µs after transmission). The bit error
probability found via simulation is averaged over 2 × 105
transmissions, and the expected error probability is found con-
sidering all bit sequences since in this case there are only two
(either 1 or 0). The results are presented in Fig. 2. We see that
the bit error probability achievable with the matched filter is
equal to that of the maximum likelihood detector for any value
of M . Thus, we claim that the performance of the matched
filter is equivalent to the optimal receiver design if there is no
ISI, even though the signal is corrupted by non-AWGN noise.
Furthermore, the bit error probability achievable with the equal
weight detector is greater than those of the optimal detectors.
For example, the equal weight detector achieves a bit error
probability of 0.03 for M = 100 samples, whereas the optimal
detectors achieve a bit error probability of 0.017. Finally, the
expected error probabilities evaluated for the matched filter
and equal weight detectors are very accurate when compared
with the simulation results, except when the error probability
is below 0.01 (where the deviation is primarily due to the
increasing sample dependence). Interestingly, there appears to
be no degradation in bit error performance as to goes to 0 (i.e.,
as M increases), even for the maximum likelihood detector
which was designed assuming independent samples. However,
for clarity, and in consideration of Fig. 1, we separate samples
in subsequent simulations by at least 5µs.
In the subsequent figures, we consider transmitter sequences
of 100 consecutive bits, and the error probabilities shown
are averaged over all intervals and independent realizations.
The expected error probabilities are evaluated by taking the
average over 1000 random bit sequences. For optimal joint
detection we limit the explicit channel memory to F = 2 bit
intervals as a compromise between computational complexity
and observable error probability.
In Fig. 3, we study the impact of adding noise to the base
case when the bit interval is Tint = 200µs. Due to ISI, the bit
error probability achievable with the matched filter is not as
low as that achievable with the optimal sequence detector. The
disparity reaches orders of magnitudes as M increases (about
2 orders of magnitude in the noiseless case when M = 20).
For all detectors, the error probability rises as additive noise
is introduced. However, all detectors are able to achieve a
probability of error below 0.01 as more samples are taken,
even when NAnoise (t) = 0.5.
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Fig. 2. Expected error probability as a function of M when there is no ISI,
NAnoise (t) = 50, and Tint = 200µs. The performance of the matched
filter detector is equivalent to that of the maximum likelihood detector.
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Fig. 3. Receiver error probability as a function of M when ISI is included,
Tint = 200µs, and NAnoise (t) = 0 or 0.5.
In Fig. 4, we consider the impact of propagation distance
on receiver performance when the bit interval is Tint = 200µs
by varying x0 from 250 nm to 500 nm while keeping all other
transmission parameters constant. Noise is not added. We see
that all detectors are very sensitive to the propagation distance;
the bit error probability varies over many orders of magnitude,
even though the distances vary at most by a factor of 2.
As the distance increases, fewer molecules reach the receiver
(i.e., there is less received signal energy) and it takes more
time for those molecules to arrive (i.e., the channel impulse
response is longer and there is relatively more ISI, although the
optimal sequence detector is more robust to this effect). The
performance degradation at longer distances can be mitigated
by methods such as increasing the bit interval time, changing
the number of molecules released by the transmitter, or adding
enzymes to the propagation environment.
In Figs. 5 and 6, we consider the impact of the presence of
enzymes in the propagation environment in comparison with
11
5 10 15 20 25 30 35 40
10−4
10−3
10−2
10−1
# of Samples Per Interval M
R
ec
ei
v
er
E
rr
o
r
P
ro
b
a
b
il
it
y
P
e
 
 
Simulation, Matched Filter
Simulation, Equal Weight
Maximum Likelihood
Expected, Matched Filter
Expected, Equal Weight
x0 = 400nm
x0 = 500nm
1
1
1: x0 = 250nm
2: x0 = 300nm
2
2
Fig. 4. Receiver error probability as a function of M when ISI is included,
Tint = 200µs, and the distance x0 to the receiver is varied.
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Fig. 5. Receiver error probability as a function of M when ISI is included,
Tint = 100µs, and enzymes are added to mitigate the impact of ISI.
the base case when the bit interval is Tint = 100µs, i.e.,
shorter than that in Figs. 3 and 4. In both Figs. 5 and 6, the
expected error probabilities when enzymes are present are not
as accurate as in the base case. This is because we assumed
that the concentration expected at the receiver as given in (10)
is exact, when in fact it is a lower bound (we used k1 for
k). As the expected error probability decreases, it becomes
relatively more sensitive to the accuracy of this bound.
In Fig. 5, we consider no additive noise sources. The
bit interval is so short that, without enzymes, the bit error
probability observed by the weighted sum detectors reaches
a floor of about 0.06. Orders of magnitude of improvement
in bit error probability are observed when enzymes are added
to degrade the A molecules and mitigate the impact of ISI;
both weighted sum detectors give a bit error probability below
0.005 for M ≥ 10, and performance is within an order of
magnitude of the maximum likelihood detector. Interestingly,
the equal weight detector outperforms the matched filter
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Fig. 6. Receiver error probability as a function of M when ISI is included,
Tint = 100µs, enzymes are added to mitigate the impact of ISI, and an
additive noise source is present (NAnoise (t) = 1 without enzymes and
NAnoise (t) = 0.5 when enzymes are present).
detector for M < 10, emphasizing that the matched filter
does not necessarily optimize the probability of error when the
noise is not AWGN and ISI is present (though the Gaussian
approximation of the noise improves as M increases). There
is also an improvement in the performance of the maximum
likelihood detector for the range of M shown, even though the
enzymes are effectively destroying signal energy that could
have been used to help with joint detection (the maximum
likelihood detector performs better without enzymes when
M > 15, but this is omitted from Fig. 5 to maintain clarity).
The reason for this improvement is the chosen value of F = 2;
the actual channel memory is much longer without enzymes.
In Fig. 6, we include an additive noise source. Since we
do not model the actual location of the noise source, we
cannot predict how much of this noise will be broken down by
enzymes before it reaches the receiver. Intuitively, the enzymes
will be able to more easily degrade the molecules emitted by
the noise source before they are observed by the receiver if the
noise source is placed further away. For a fair comparison, we
consider a noise source that is placed at a “moderate” distance
from the receiver, such that the receiver observes noise with
mean 1 in the base case and with mean 0.5 when enzymes are
present. The optimal detector can now clearly benefit from the
presence of enzymes for all values of M , since the enzymes
break down noise molecules in addition to those emitted by
the transmitter. The improvement in bit error probability of the
optimal detector is about 20 % when enzymes are present, for
all values of M . Of course, the error probabilities observed by
all detectors either with or without enzymes are worse than
those observed in the no-noise case in Fig. 5.
In Fig. 7, we consider the impact of flow when there
is an additive noise source with mean value 1 (we assume
that the amount of additive noise observed is independent
of the flow, but of course in practice that would depend
on the nature of the noise source). We set the bit interval
to Tint = 100µs, the same as in Fig. 6, so we can make
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Fig. 7. Receiver error probability as a function of M when ISI is included,
Tint = 100µs, NAnoise (t) = 1, and different degrees of flow are present.
comparisons with the detectors in Fig. 6. We plot the average
error probability for three different flows: vx = 0.003 m/s (i.e.,
towards the receiver from the transmitter), vx = −0.001 m/s,
and vy = 0.003 m/s (i.e., perpendicular to the line between
transmitter and receiver). The flow magnitudes are chosen
so that they affect but do not dominate the channel impulse
response (the corresponding Peclet numbers, which describe
the dominance of convection versus diffusion and are found
here as x0vDA , are 2.06 for vy and the positive vx; see [18,
Ch. 5]). Of course, for a given flow, the random diffusion
of each molecule in every time step is added to the constant
displacement due to flow.
When vx is positive, the observed error probabilities in
Fig. 7 are much better than in the corresponding no-enzyme
case in Fig. 6, and also better than when enzymes are present,
as the flow both increases the strength of the observed signal
and mitigates ISI. The expected performance of the weighted
sum detectors is not as accurate for positive vx because the
uniform concentration assumption at the receiver has even
less validity with this flow. Perhaps more interestingly, we
see that the observed error probabilities with the weighted
sum detectors are better than the no-enzyme case in Fig. 6
when vx is negative (although the magnitude of negative flow
that we consider is less than that of the positive flow, such
that we are still able to observe A molecules at the receiver).
Furthermore, all detectors perform better than the no-enzyme
case when the direction of flow is perpendicular to the di-
rection of information transmission. These “disruptive” flows,
which are not in the direction of information transmission, do
not prevent the ability to communicate, and in these cases
improve transmission. Thus, it is possible to consider bi-
directional transmission in flowing environments, independent
of the direction of the flow. We conduct further study on the
impact of steady uniform flows with a broader range of Peclet
numbers in [36].
VIII. CONCLUSION
In this paper, we studied both optimal and suboptimal
detectors for an ideal receiver in a diffusive molecular com-
munication environment. Our physical model is a general one
that can include steady uniform flow in any arbitrary direction,
sources of information molecules in addition to the transmitter,
and enzymes in the propagation environment to degrade the
information molecules. We derived the mutual information
between receiver observations to show how often independent
observations can be made. Furthermore, we derived the maxi-
mum likelihood sequence detector to provide a lower bound on
the achievable bit error probability. We also designed weighted
sum detectors as a family of more practical detectors, where
the optimal selection of weights under corruption by AWGN
is the matched filter and it performs very close to the optimal
detector in the absence of ISI, even if the additive noise is
not Gaussian. Simpler weighted sum detectors, with either
equal weights or fewer samples per bit interval, offer an easier
implementation at the cost of higher error probability. We
showed that having enzymes present enables high throughput
without relying on the complexity of the optimal detector. We
also showed that communication using weighted sum detectors
can be improved in flowing environments, for any steady flow
direction, so long as the velocity of the flow is not too high.
APPENDIX
The integration in (24) to prove Theorem 1 can be divided
into three parts, which we write as
3
2r3obs
robs∫
0
r2
(
erf
(
robs − r
2
√
DAto
)
+ erf
(
robs + r
2
√
DAto
))
dr,
(46)
− 3
r3obs
√
DAto
pi
robs∫
0
r exp
(
− (robs − r)
2
4DAto
)
dr, (47)
3
r3obs
√
DAto
pi
robs∫
0
r exp
(
− (robs + r)
2
4DAto
)
dr. (48)
We begin with (47). It is straightforward to show via the
substitution x = robs−r and the definition of the error function
in (23) that (47) evaluates to
−3DAto
r2obs
erf
(
robs
2
√
DAto
)
−6(DAto)
3
2
r3obs
√
pi
[
exp
( −r2obs
4DAto
)
− 1
]
.
(49)
Similarly, (48) evaluates to
6(DAto)
3
2
r3obs
√
pi
[
exp
( −r2obs
4DAto
)
− exp
(−r2obs
DAto
)]
+
3DAto
r2obs
[
erf
(
robs
2
√
DAto
)
− erf
(
robs√
DAto
)]
. (50)
To solve (46), we first apply the substitutions y = (robs ±
r)/(DAto) to integrals containing the first and second error
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functions, respectively. This enables us to rewrite (46) with a
single error function, as
3
2r3obs
robs√
DAto∫
0
(
robs − 2y
√
DAto
)2
erf (y) dy. (51)
Evaluating (51) requires the solution of three integrals,
being the product of erf (y) with increasing powers of y.
Beginning with the base case, from [33, Eq. (5.41)] we have∫
erf (y) dy = y erf (y) +
1√
pi
exp
(−y2) . (52)
All terms in (51) can be evaluated using (52) and integration
by parts, such that (46) evaluates to
1
robs
√
DAto
pi
[(
1 +
4DAto
r2obs
)
exp
(−r2obs
DAto
)
− 3 + 4DAto
r2obs
]
+
[
3DAto
r2obs
+ 1
]
erf
(
robs√
DAto
)
. (53)
It is straightforward to combine (49), (50), and (53) to arrive
at (25).
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