Abstract: Speech characteristics have played a critical role in media forensics, particularly in the investigation of evidence. This study proposes two wavelet-based feature extraction methods for the identification of acquisition devices from recorded speech. These methods are discrete wavelet-based coefficients (DWBCs) and wavelet packet-based coefficients, which are mainly based on a multiresolution analysis. These features' ability to capture characteristics of acquisition devices is compared to conventional mel frequency cepstral coefficients and subband-based coefficients. In the experiments, 14 different audio acquisition devices were trained and tested using support vector machines. Experimental results showed that DWBCs can effectively be used in source audio acquisition device identification problems.
Introduction
Speech signal processing, which involves information contained in the speech signal, has received attention in recent years. A speech signal comprises different forms of information such as the conveyed message; the identity, emotion, age, and gender of the speaker; and information about the recording device [1] [2] [3] [4] [5] .
Today, a speech signal can be doctored easily by using audio editing software. For media forensics, it is an important problem to verify the integrity of speech signals [6] [7] [8] . To tackle this problem, this study addresses the task of automatic acquisition device detection. In particular, information about an acquisition device from speech records may be of great importance in criminal investigations of evidence. Furthermore, a source acquisition device has unique traces related to the speech record pipeline of the device, which can help forensic examiners in trying to verify the integrity of the content. For the evaluation of evidence, the acquisition device can be used to determine whether the speech signal has been manipulated or tampered with. Therefore, the automatic detection of a source acquisition device has become essential, especially for law enforcement.
In the literature, a small amount of research has been done in determining acquisition devices based on speech recordings. Romero and Wilson [9] investigated the performance of mel frequency cepstral coefficients (MFCCs) by using a support vector machine (SVM) classifier for source acquisition device identification. In their study, classification accuracies of higher than 90% for landline telephone handsets and microphones were achieved. In our previous work [5] , we proposed a novel idea based on a MFCC feature extraction technique for source cell phone identification. The vector quantization and a SVM framework based on a generalized linear discriminant sequence kernel were employed. The best correct cell phone identification results were achieved as 96.42% by the SVM classifier on a set of 14 models of cell phones. In addition, several other similar works [10] [11] [12] [13] also exist in the area of source microphone classification, which could be considered similar to the identification of acquisition devices.
All of these studies used standard feature extraction and pattern recognition techniques, which are taken from work previously done in the fields of speech recognition and speaker recognition. Usually, MFCCs have been used to date as fundamental speech features in acquisition device recognition systems. MFCCs are based on the model of humans' auditory perception and have been proven to be very effective as a speech feature extraction technique in a variety of problems [14] [15] [16] . Widespread uses of MFCCs for recognition tasks arise from their ability to represent the speech spectrum in a compact form [17] . However, MFCCs are not immune to environmental noise and degradation in recognition rates [18] .
A popular approach in signal processing is the wavelet transform, which has the ability to allow simultaneous time and frequency analysis and has replaced Fourier analysis in many applications [19] [20] [21] [22] . The wavelet transform is a suitable technique since it can obtain important speech features that are robust against noise as well as minor variations [23] [24] [25] . For speech signal analysis, this method uses a variable window to scan the frequency spectrum, increasing the temporal resolution of the analysis. There are different wavelet-based features that were reported to outperform MFCCs, such as wavelet-based MFCCs [24] , multiband linear predictive cepstral coefficients [25] , and subband cepstral coefficients and wavelet packet parameters [26] . These works indicate that wavelet-based features can successfully be employed for speaker identification problems.
The aim of this study is to present a novel automatic acquisition device detection method based on discrete wavelet and wavelet packet decomposition, and an SVM classifier. Usually, it is difficult to understand the acquisition device from recorded speech signals by listening tests for an untrained general user or inexperienced forensic examiner. Because the characteristics of acquisition devices are different from each other, the proposed decomposition methods are used for decomposing more detailed information of speech signals. In the decisionmaking phase from the obtained features, the SVM classifier was used and tested to validate the applicability and efficiency of the acquisition device detection method with discrete wavelet-based coefficients (DWBCs)/wavelet packet-based coefficients (WPBCs). The proposed wavelet-based features with MFCCs and subband-based coefficients (SBCs) were compared to determine the appropriate features. The results showed that the proposed methods provided a high detection rate compared to the other features.
The acquisition device identification system
The acquisition device identification system consists of three stages: source recording, feature extraction, and classification. Source recording is the first step in the method. This step involves taking speech samples from different acquisition devices and loading them onto a computer. This huge data set is then reduced by using feature extraction techniques. Using these techniques, feature vectors are derived, which uniquely characterize the information. In the third step, a classifier is used for classification of the extracted features from the previous step. For this, a SVM classifier is used.
Source recording
In the source recording, 14 different models of portable acquisition devices for speech recordings were collected. The brands and models of these acquisition devices are shown in Table 1 . These devices, which incorporate a built-in microphone, were chosen since they allow using the same recording format (wav) and are widely used.
The software, called Audacity, is used for recordings on portable computers (notebook computer, netbook computer, ultrabook computer, and tablet PC). For smart phones, different software, Hertz, is used to obtain wav recordings. These recordings were then transmitted to a PC and were fixed at a sampling rate of 16 kHz by Audacity with a mono channel. In the identification of acquisition devices, speech files were created by using the TIMIT database. For each acquisition device, speech utterances of 12 min in length were recorded in a silent room from 24 speakers (12 of each gender). Thus, the experiment involved 336 speakers in total.
Wavelet analysis
For nonstationary signals such as human speech, signal frequencies' components vary with time. In order to analyze these signals, the short-time Fourier transform (STFT) is used. The STFT can be considered as the filter bank and consists of finite impulse response filters with equal frequency resolution. In this method, it is difficult to meet sharp localization in time and frequency simultaneously. Therefore, the STFT is not always an optimal method for analyzing speech signals. This difficulty can be handled using multiresolution time-frequency analysis approaches. A multiresolution representation of a signal can be obtained by using the discrete wavelet analysis. In that case, the discrete wavelet transform (DWT) coefficients of a continuous time signal, s (t) are represented by
where a (a ̸ = 0) and b are dilation (scaling) and translation (shifting) parameters, respectively. The DWT basis ψ m,n (t) can be given by 
In discrete wavelet analysis, a signal is decomposed into one containing low-frequency information and another containing high-frequency information [22] . In other words, a signal is split into an approximation component and a detail component. Next, the approximation component is split into a second-level approximation component and detail component and this process can be repeated iteratively. In this way, the speech signal is decomposed into several frequency subbands. The number of subbands depends on the decomposition level. For a signal of j− level decomposition, j+1 possible ways of decomposition can be obtained.
Wavelet packet analysis is an extension of the DWT, which provides a richer range of possibilities for signal analysis. In wavelet packet analysis, the signal is decomposed into both approximations and details result in a balanced tree structure. For a given level j , the wavelet packet transform (WPT) decomposes the signal into 2 j subbands. In this way, the optimum time-frequency representation of the speech signal can be obtained [27] . Figure 1 shows the WPT decomposition and DWT decomposition tree structures for three levels.
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DWBC and WPBC features
In this subsection, two new sets of features based on DWT and WPT for acquisition device detection are presented. The block diagram of the proposed speech features, DWBCs and WPBCs, is illustrated in Figure 2 .
First, a speech signal s(n) is divided into overlapping frames, each of length 32 ms with a skip rate of 16 ms. For WPBCs, wavelet packet decomposition is applied for each speech frame. In the second method, for DWBCs, DWT decomposition is applied and subband signals are obtained. The optimal number of decomposition levels can be determined experimentally. Both WPBCs and DWBCs are implemented by using the Daubechies wavelet filter. Linear prediction coefficients (LPCs) are then estimated from these subband 
where α is the order of linear prediction analysis and {a k } α k=1 are the linear prediction coefficients. The suitable value of α can be derived from subbands experimentally. The LPCs can be computed by minimizing the energy of the prediction residual.
These linear prediction coefficients can be estimated by the autocorrelation method, which uses the LevinsonDurbin algorithm.
The LPCs are then converted to cepstral coefficients from a k coefficients through the following equations:
In the postprocessing step, linear prediction cepstral coefficients (LPCCs) are combined from every subsignal and first-order coefficients are discarded. The main reason for using these parameters is their good representation of the envelope of the spectrum of utterances.
For proposed features, statistical measures (SMs) of subband signals and LPCC features can be combined together to produce a system that performs good feature extraction. SMs of each subband signal can provide complementary information to the LPCC of each subband. Different SMs such as various entropies (Shannon entropy, log-energy entropy, and sure entropy), the standard deviation (STD), and the mean can be employed.
In particular, entropy can be defined as the statistical measure of information or uncertainty [28] . The log-energy entropy is computed for each subband signal as
Shannon entropy:
Sure entropy:
Mean:
Standard deviation:
Here, N is the number of coefficients in the subband, s m are the subband signals, and p is a positive threshold.
To form a single feature vector, cepstral coefficients and statistical measures from each subband are combined and finally the DWBC/WPBC is obtained.
Parameter settings
In parameter settings, all speech features were extracted from the speech signal every 16 ms using a 32-ms Hamming window. The same speech frame size for comparison of features was kept in all experiments. For comparison, proposed wavelet-based features with MFCCs and SBCs are used. MFCCs are the most widely used speech features currently, while SBCs are also used in some speech recognition and speaker recognition applications [17, 26] . In the MFCC extraction, there are various implementations [29] ; a method that was proposed by Slaney [30] was selected here due to its good performance. One of the WPT applications is wavelet subband-based analysis [26] . Using this method, SBCs, which use perceptual wavelet packet decompositions, can be obtained. First, for each speech frame, wavelet packet decomposition is applied. The tree structure of the wavelet packet filter bank is chosen, which especially emphasizes low and middle frequencies. Second, the subband energies are computed at the output of the wavelet packet filter bank. Finally, SBCs are derived by using the discrete cosine transform from the log-subband energies. Detailed information about this technique can be found in [17, 26] . For the experiments, a wavelet packet decomposition of the frequency ranges [0-8 kHz] and 24 frequency subbands were used.
For evaluation settings, each data set was divided into two parts as training and testing data. Half of the data were used as training data (6 min for each device) and the rest were kept for testing. In the testing stage, all recorded data were segmented into chunks of 3 s in length [5] and the total number of test data used in the data set was 1680 (120 tests for each acquisition device) for all recording conditions. The Lib-SVM package has been used in the experiments, which uses a one-versus-one multiclass classification approach [31] . Moreover, an RBF kernel width parameter σ and penalty parameter C of the SVM classifier were chosen experimentally as σ = 2 and C = 5, respectively.
Experimental results
In this section, the speech signals were tested to evaluate the proposed acquisition device detection method. The optimal parameters of the proposed system were investigated, including the type of SMs of the subband signals, decomposition level of DWBC/WPBC, and order of linear prediction analysis used to calculate LPCs of each subband.
In the first experiment, suitable approaches of SMs of the subband for DWBCs and WPBCs were investigated for acquisition device identification performance. For this purpose, Shannon entropy, sure entropy, log-energy entropy, standard deviation, and mean of subband signals were tested. Table 2 denotes the acquisition device identification performance with various SMs of subband signals. Parameters of the features were set by using fifth-order linear prediction analysis for each subband, and the decomposition level of DWBCs and WPBCs was set as 3 and 2, respectively. We analyzed the performance of the baseline device identification system without any statistical measure and this method is referred to as the baseline in Table 2 . In this case, features obtained are only cepstral coefficients. As seen in Table 2 , SMs including log-energy entropy, standard deviation, and sure entropy improve the acquisition device identification accuracy considerably in comparison to the baseline system (without any SMs) for DWBCs. Comparing two types of speech features, DWBC outperforms WPBC and the acquisition device identification results obtained with the DWBC feature is 82.44% for the STD and 81.96% for log-energy entropy (chance level is 1/14, thus 7.14%). This might be because of the fact that these SMs give better device-specific information from subbands than other statistical measures.
Next, we evaluated the impact of various decomposition levels for the proposed feature extraction methods. In this case, different orders of linear prediction analysis (varying from 5 to 25) of subband signals were employed. Identification rates using DWBCs with log-energy entropy and the STD of each subband signal are given in Figure 3 . As shown in Figure 3 , the acquisition device accuracy is significantly affected by the selected decomposition levels for both SMs. The best identification rates of 93.81% for log-energy entropy and 93.08% for STD were achieved when the decomposition level was equal to 3. WPBC features were also evaluated for various decomposition levels and order of linear prediction analysis. Identification rates are presented in Figure 4 . From Figure 4 , it can be seen that two-level decomposition outperformed three-and four-level decomposition in detecting devices. With increases in decomposition levels (more subbands), more information can be obtained from the speech signal. On the other hand, this causes increases in the number of useless features, as well. In the third decomposition level, useless features further increase, leading to multiclass decisions toward a single class for all estimated classes. With decomposition level four, WPBC features failed in identifying an acquisition device as indicated by an identification accuracy of 7.14% because of the excessive useless features. As can be deduced from Figures 3 and 4 , DWBCs usually have superior performance compared to WPBCs. Figures 3 and 4 reveal that the recognition rates of devices were affected by the order of linear prediction. Generally, the optimal number of order of linear prediction analysis was 12, above and below which the performance slowly degraded for DWBC features. The 14th order linear prediction analysis gives the best recognition rates for WPBCs.
The best result obtained is illustrated with the confusion matrix of DWBC features discussed below. These features are derived from three levels of decomposition of the wavelet transform with the SM, log-energy entropy, and the order of linear prediction analysis is set as 12. Confusion tables for DWBC features are demonstrated in Table 3 , and the correct decisions (diagonal elements) are marked in bold. From Table 3 , we can see that the largest confusions occur between D11 and D9, and between D9 and D6 (they are represented in gray). On the other hand, D1 and D13 are the best classified acquisition devices, while D9 and D11 are poorly classified by DWBCs. An interesting observation is that the quite similar smart phones from the same manufacturer (Samsung-Galaxy S2 and Samsung-Galaxy Wonder) get mixed up even less often than is the case with other device combinations. The anomaly is the frequent misclassification of the Samsung-Galaxy Wonder (D9) as the Onyo-Powerpad (D6). This asymmetric error may be attributed to these two devices sharing the same transducer technology. Furthermore, the other reason could be feature types. Additional features may be used to increase the discriminatory power of the features. Table 4 presents a comparison among the wavelet-based features and MFCCs. For a fair comparison, the same parameters and training and testing data were used for all speech features. MFCCs with 18 and 24 dimensions were computed and delta coefficients ∆ were also added. WPBC and DWBC features were derived using the STD measurement of each subband, and order of linear prediction analysis was set as 5. The level of wavelet transform was set as 2 for 18 DWBCs and 24 WPBCs. In addition, three levels of DWT were performed for 24 DWBCs. Acquisition device identification performances for DWBCs, WPBCs, SBCs, and MFCCs are given in Table 4 .
From Table 4 , DWBC features are clearly seen to outperform the MFCC, MFCC+∆ , SBC, and WPBC features. Due to better representation of the device-specific variations in speech, DWBC features illustrated a superior performance compared to the others. After DWBCs, the best correct identification result was obtained by using 24 MFCCs. On the other hand, the use of delta MFCCs decreases the performance of device detection systems. Hence, the results of MFCCs and DWBCs in Table 4 can be best represented by the confusion matrices in Tables 5 and 6 . Tables 5 and 6 , it can be observed that the classification accuracy of 75.29%, being the worst performance, is for D5 (which was often confused with D12 ). The DWBC-based system presents classification accuracy of 85.42%, with D12 and D9 being the acquisition devices posing the biggest challenges.
Discussion
In an attempt to find an efficient representation of speech signals for the determination of acquisition devices, we seek alternative ways to depict the acquisition device's uniqueness. In order to achieve that, DWBC and WPBC feature extraction techniques are proposed. The experiments showed that the proposed features were effective in representing the characteristics of acquisition devices. However, the optimal parameters of these features, such as type of SMs, order of linear prediction analysis, and decomposition level, need to be set. They are important factors for the success of acquisition device identification systems. Table 3 shows that there is much distinguishing acquisition device information present in the DWBCs, which by themselves produced an acquisition device identification rate of 93.81%. The results in Table 4 show that the proposed approach (DWBC) could achieve more favorable results compared to MFCCs and SBCs because DWBC features allow capturing additional information regarding the acquisition device patterns.
We also compared results obtained in this study to the existing results reported in the literature. Acquisition device recognition performances by various researchers are depicted in Table 5 . In 
Conclusions
In this study, new effective features based on wavelet transform are presented with applications to acquisition device identification. These features, namely DWBCs and WPBCs, were derived. The experimental results showed that the proposed DWBC technique is able to outperform MFCC, SBC, and WPBC features for 14 different acquisition devices. The main advantage of this system is that it can better represent speech record pipelines of devices by using DWBCs. While the proposed system generally leads to good results, it highly depends on the decomposition level of wavelet transform, type of SMs of the subband signals, and order of linear prediction analysis. Future work is recommended for the extension of these methods to manipulation detection problems.
