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D&li6 a E. Corominas 
An analysis of Pierce's work on compact zero-dimensional spaces of finite type and of Hanfs 
work on primitive Boolean algebras hows that it is possible to obtain a description of the 
semiring generated by all primitive Boolean algebras in term of simple quasi-ordered systems. 
All Boolean algebras considered here are assumed to be denumerable. If B is (such) a 
Boolean algebra and a e B, let B(a) denote the Boolean algebra {x ~ B Ix ~a}. The algebra B 
is pseudo-indecomposable (abbreviated p.i.) if for all a~B, either B-~B(a) or B~B(a¢), 
where a c denotes the complement of a. The element aeB is p.i. if B(a) is p.i. A Boolean 
algebra B is primitive if it is p.i. and each dement is the sup of a finite family of disjoint p.i. 
elements, it is quasi-primitive if it is a finite direct product of primitive Boolean algebras. By a 
result of Williams, the free product of quasi-primitive Boolean algebras is again quasi-primitive 
and we denote by ~g the semiring of all (isomorphism classes of) quasi-primitive Boolean 
algebras with product and free product. 
To have a more concrete version of s~, we need to recall Pierce's concept of quasi-ordered 
system (Q.O. system). A Q.O. system is merely a set equipped with a binary transitive 
relation--which we shall always denote by R. A morphism between Q.O. systems Q and Q' is a 
map h:Q ~ Q' such that hR(q)= Rh(q), where R(q)={p[pRq}. A Q.O. system is simple if 
any morphism from Q is iniective. Q.O. systems make two complementary appearances in the 
theory of quasi-primitive Boolean algebras. 
(1) Let B be a primitive Boolean algebra. Define S(B)= {Ix]ix p.i. in B} where [x] is the 
isomorphism type of B(x); and let [x]R[y] whenever B(x)xB(y)=B(y). Then Hard and 
Williams proved that S(B) is a simple Q.O. system that characterizes B (up to isomorphism). 
Note that it is possible in some cases (following Pierce) to have an utterly different description 
of S(B). 
(2) A Q.O. semigroup is a structure D = (D;. ,  R) where (D, .) is a semigroup and (D, R) is a 
compatible O.O. system (i.e. xRy implies xzRyz and zxRzy). Let Pi(~) denote the Q.O. 
semigroup of all (isomorphism classes of) primitive Boolean algebras, with free product and 
relation R defined by BRB' if B x B' ~ B'. Then it is a consequence of a theorem of Pierce that 
Pi(~) determines ~,  up to isomorphism. Moreover, there exists a universal simple Q.O. system 
V, which contains a unique representative of each isomorphism class of countable simple Q.O. 
systems (take the direct limit of all countable simple O.O. systems). This system V can be 
uniquely endowed with a multiplication which makes it into a O.O. semigroup isomorphic with 
Pi(~). 
Thus the remaining problems to elucidate the structure of s~ are of the following kind: 
describe V (that is, give necessary and sufficient conditions for a countable Q.O. system to be 
simple), and characterize the Q.O. semigroup V. These problems are solved in the case of 
well-founded Q.O. systems. 
Introduction 
Une synth~se de r6sultats obtenus ind6pendamment par Pierce [7], et par Hanf 
[2]; voir aussi Williams [9], sur certaines alg~bres de Boole d6nombrales permet 
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d'enrichir quelque peu notre vision de la classe des alg~bres de Boole primitives. 
Plus pr6cis6ment, les travaux de Hanf et de Williams permettent de traduire en 
termes d'alg~bres de Boole primitives les r6sultats que nous avons obtenus ur les 
syst~mes quasi-ordonn6s de Pierce (voir [3, 4, 5]). On 6tend ainsi h toutes les 
alg~bres de Boole primitives certains r6sultats de Pierce concernant les espaces de 
type fini. 
1. Q.O. syst~nes et alg~bres de Boole primitives 
Soit B une alg~bre de Boole. Si a e B, on note B(a) la relativisation de B 
a (B(a) est l'alg~bre de Boole de support {x e B I x ~< a} et dont l'ordre est l'ordre 
induit par B). Evidemment, si a e B et si a c d6signe son compl6ment, B-----B(a) x
B(a ~) (on dit clue B(a) est un facteur de B) et si B~BlxB2 il existe a~B tel 
que B=-B(a) et B2~--B(a¢). 
On dit que B est pseudo-ind~.composable (en abr6g6 p.i.) si B~BI×B2 
implique B-----B1 ou B-----~B 2. L'ensemble des dl~ments p.i. de B (c'est-h-dire tels 
que B(a) soit p.i.) se note Pi(B). 
Si X_c B, on dit que X engendre B disjointement si tout 616ment de B est le 
supremum d'une famille finie d'616ments de X disjoints deux ~ deux. 
D6finilion 1.1. Une alg~bre de Boole est primitive si eUe est d6nombrable, 
pseudo-ind6composable et si Pi(B) engendre B disjointement. 
Un syst~me quasi-ordonn~ ou Q.O. syst~me est un syst~me Q = (Q, R) oh Rest  
une relation binaire transitive sur O. Nous adopterons des notations tandard. On 
confond sous un m~me symbole un O.O. syst~me t son support, et la relation 
fondamentale d'un Q.O. syst~me st not6e R invariablement. 
De plus, le pr~-ordre R U to associ6 h Rest  nots R + (xR+y si xRy ou x = y) et 
la partie r~flexive de R se note O1 (donc Q1 = {x ~ O I xRx}). Pour p ~ Q, on 
d6fmit R(p)={qJqRp} (el. [9, p. 1]), (p]= R+(p), (p[={qJqRp et non pRq}, et 
K(p) = 1 ou 2 selon clue p ~ Q1 ou non. 
Un Q.O. syst~me d6nombrable poss&tant un 616merit R+-maximum est appel6 
diagramme. Par exemple, si B est une alg~bre de Boole et R est la relation sur 
Pi(B) d6flnie par aRb si a <~b et B(b)-~B(b)xB(a), alors Pi(B)= (Pi(B), R)est 
un Q.O. syst~me. Si Best  primitive, alors Pi(B) est un diagramme. 
~ n  1.2. Soient B une alg~bre de Boole d6nombrable et Otm diagramme. 
Alors Q structure B (par f) s'il existe tree application f ( s i f  est une application) de 
Q clans l 'ensemble des parties non rides de B telle que 
(1) U f(Q) engendre B disjointement; 
(2) si a, b, c el(s) eta  ~ b <~c, alors sRs, 1 
x a (~b est la diff6rence sym~wique (aAb~)v(b Aa~). 
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(3) si a~f(s ) ,  be~(t)  et a<~b, alors sR+t; 
(4) si a e l (s )  eta  = b ~ c, alors il ex is ted e l (s )  tel que d <~ b ou d ~<c; 
(5) si a e f(s) et tRs, alors il existe b ~f(t)  et c ~ [(s) tels que b ~ c ~< a. 
Th6or~me 1.3 ([2]). Si Q structure B par [, alors B est primitif, I..J f (Q) ~_ Pi(B) et 
1 ~/(q),  si q est le R+-maximum de Q. 
(2) R~ciproquement, si Best  primiti[, alors Pi(B) structure B. 
(3) Tout diagramme structure une alg~bre de Boole primitive. 
Th6or~me 1.4 ([2]). Si Q structure B, alors O cl~termine B (c'est-h-dire, si Q 
structure B et B', alors B ~ B'). Plus g~n~ralement si Q structure B par fe t  B' par f '  
et si a~f(s) ,  a'~jf'(s), alors B(a)=--B'(a'). 
La r6ciproque de ce th6or~me est fausse: il existe des diagrammes non 
isomorphes tructurant les m6mes alg~bres de Boole (cf. th6or~me 1.9). Pour 
6daircir ce point, la notion de morphisme ntre Q.O. syst~mes est essentieUe. 
I)6finNon 1.S. Une application h :Q- - ,  Q'  entre Q.O. syst~mes est qualifi6e de 
morphisme si 
Vp ~ Q, Rh(p) = hR(p). 
On obtient ainsi une cat6gorie. La notion de sous-syst~me correspond ~celle de 
partie R+-d6croissante: si P_~ Q, l'identit6 (P, Rip)~ Q est un morphisme si et 
seulement si (P] = P. C'est cependant la notion de congruence qui va se r6v61er 
importante n premier lieu. 
I,¢mme 1.6. Soit Q un Q.O. syst~me t 0 une ~quivalence sur Q. Alors les 
assertions uivantes ont ~quivalentes: 
(1) il existe sur Q/O une (unique) structure de Q.O. syst~me teUe que la surjection 
canonique Q ~ Q/O soit un morphisme t 
(2) si pRqOv, il existe w tel que pOwRv. 
Si l'6quivalence 0 satisfait h l 'une ou l'autre de ces deux conditions, elle est 
qualifi6e de congruence sur Q. L'ensemble des congruences ur Q est not6 
Con(P). Si to 0'6galit6) est toujours une congruence sur Q, il n'en va pas de m6me 
pour ~=QxQ.  
D~nl t ioa  1.7. Un Q.O. syst~me st qualifi6 de simple s'il n'admet qu'une seule 
congruence, ~savoir to. 
Donnons quelques propri6t6s 616mentaires des Q.O. syst~mes simples. Si Q,est 
simple, alors 
(1) R + est un ordre partiel ;
(2) si h : Q ~ Q' est un morphisme, alors hest  injecti[; 
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(3) si h et h' sont deux morphismes Q' --> Q, alors h = h'; 
(4) si Pet  P' sont deux sous-syst~mes isomorphes (par h) de Q, alors P = P' (et 
h =id). 
I~momtmt ion  ([7, p. 48; 3, p. 108]). (1) L'6quivalence ~ d6finie par p(;q si 
pR+qR+p est toujours une congruence. (2) Le noyau d'un morphisme est une 
congruence. (3) L'6quivalence ngendr6e par {(h(p), h'(p)) I P ~ Q'} est une con- 
gruence. Finalement, (4) d6coule de (3). [] 
Proposition 1.8 (Th6or~me de l'image simple; [7, p. 40] ou [3, p. 103]). Si Q est 
un Q.O. syst~me, il existe un Q.O. syst~me ~ et un (unique) morphisme surjecfif 
or:Q--> ,~ tel que si h:Q---> Q' est un morphisme sur]ectif, il existe un unique 
morphisme (surjectif) h' : Q' --> 2~ tel que h'h = or. 
Le Q.O. syst~me ~ est simple. 11 est appeM image simple de P. 
D6monstrafion. On v6rifie que Con(Q) est un lattis complet: le supremum dans 
Con(Q) se calcule dans le lattis des 6quivalences sur Q. (Notons cependant que 
l'intersection de deux congruences n'est pas n6cessairement une congruence.) 
Comme le troisi~me th6or~me d'isomorphisme reste valide pour les Q.O. 
syst~mes, il suffit de prendre ~ = Q/p, o~ p est le maximum de COn(Q). L'exis- 
tence du morphisme h', et son unieit6, proviennent de l'inelusion ker h ~ ker or. 
Finalement, l'unieit6 de or r6sulte de d6flnition 1.7(3)). [] 
Th6or~me 1.9 ([9]). Si Q structure B, B determine l'image simple de Q. Plus 
pr~cis~ment, les diagrammes Q et Q' structurent des alg~bres de Boole isomorphes si
et seulement si Q et Q' ont des images simples isomorphes. 
Hanf a donn6 dans [2] une description explicite du diagramme simple structur- 
ant une alg~bre de Boole primitive arbitraire B. I1 s'agit de S(B)= Pi(B)/o, o~ P 
est d6finit par apb si B(a) ~--B(b). Compte tenu du th6or~me 1.3(2) et du th6or~me 
1.9, il reste h prouver que S(B) est simple. De fait, si Q structure B par [, il existe 
un morphisme surjeetif Q---> S(B), ?a savoir l'applieation q ,---> a °, ofa a ~ f(q) (a ° 
est la p-elasse de a). 
Pierce donne une description 6tonnamment diti6rente de S(B) lorsqu'il est fini 
[7, p. 52]. I1 est facile de montrer direetement l'6quivalence des points de rue  de 
Hanf et de Here, e, par une m6thode qui sugg~re que l'analogie pourrait bien 
d6passer le eas ofa S(B) est fmi. 
Le voeabulaire relatif aux alg~bres de Boole est eonserv6 pour les espaees de 
Boole correspondants. Soit X un. espace de Boole m6trique. On note B(X)  
l'alg~bre de Boole (d6nombrable) des ouverts ferm6s de X. De plus, 
(1) X est p.i. si X-~XI+X2 implique X=Xa ou X-~X2 (+d6signe la somme 
topologique), 
(2) X est primitif si X est p.i. et si tout ouvert ferrn6 est union disjointe 
d'ouverts ferm6s p.i. 
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Afin d'englober les r6sultats de Pierce, il est n6cessaire d'introduire le concept 
d'espace quasi-primitif. 
1]~nil ion 1.10. Un espace de Boole m6trique st quasi-primitif si tout ouvert 
ferm6 est union disjointe d'ouverts ferm6s p.i.; autrement dit, s'il est somme finie 
d'espaces primitifs. De plus, un espace est primitif s'il est quasi-primitif" et p.i. 
Abordons maintenant le point de vue de Pierce. Si X est un espace de Boole 
m6trique, on d6signe par ~(X)  l'alg~bre de Boole des parties de X, nantie de 
l'op6rateur d de d~rivation (si E ~ ~(X),  E d est l'ensemble des points d'accumul- 
tion de E dans X). On note ~(X)  la m6me alg~bre o~ les op6rations d'union et 
d'intersection sont consid6r6es comme infinitaires. La plus petite sous-alg~bre de 
~(X)  (resp. ~(X)) est not6e ~(X)  (resp. q/(X)). 11 est clair que °~(X) et ~(X)  
sont simultan6ment finis et coincident alors. Un espace X pour lequel ~ (X) est 
fini est qualifi6 d'espace de type fini par Pierce. De toute fa~.ons, a//(X) &ant, pour 
sa pattie bool6enne, complet et atomique, on peut lui associer naturellement le 
Q.O. syst~me P(X)= (P(X), R) oCa P(X) est l'ensemble des atomes de ~/(X) et 
off Rest  la relation d6finie sur P(X) par PRQ si Q_  pd. 
l.,emme 1.11. Soit X un espace Boole mF.trique. 
(1) La relation R + sur P(X) est antisym~trique etPR÷Q signifie O ~ P-. 
(2) Si U~B(X) ,  P (U)={POUIP~P(X)  et POU~} est isomorphe au 
sous-syst~me {P~ P(X) I P n u~: ¢} de P(X) par l'isomorphisme P n U ~-~ P. 
(3) Si U ~ B(X), V ~ B(X)  et si cb : U ~ Vest  un hom~.omorphisme, alors 
~b(EAU)=EOV pour tout E~(X)  et l'application PNU~- -~PAV est un 
isomorphisme de P(U) sur P(V). 
(4) Si X est p.i., alors P(X) admet un R+-maximum x (et si mx est fini, alors 
Ira×l-- 1). 
~on~tmt ion .  (1) Tout d'abord, Q___P-=PdOP est 6quivalent ~ Q_~pd ou 
Q = P car Pet  Q sont des atomes de ~(X).  D~ lots, il faut prouver que si 
P~P(X) ,  Q~P(X)  et P -=Q- ,  alors P=Q.  Notons ~ l'ensemble 
{E ~ ~d (X) I P - E ¢# Q _ E): ~ est sous-alg~bre de • (X), donc ~ = q/(X) et la 
conclusion s'ensuit. 
(2) Tout d'abord, ~d(U)=(pV(1) lp olyn6me}=(pX(1)n UI p polyn6me)= 
{EAUIE~aI I (X) ) ,  de sorte que P(U)={PAUIP~P(X)  et PAU~(~}. Par 
d6finition 1.7(2), il reste ~ prouver que l'application bien d6firfie P n U ~-~ P e~t 
un morphisme. Si QA Uc_ (Pn  U) d= Pan  U, alors Q npa~ et Q___Pa. D'autre 
part, si Q _ Paet  Q n U~: ~, alors U rencontre l ad, donc P. 
(3) Si ~ = {E ~ ~g(X)I @(E N U)= E n V), il est ais6 de voir que ~ est une 
sous-alg~bre d  ~ (X), de sorte que ~ = ~/(X). Le reste s'en d6duit directement. 
(4) On d6duit de (3) que si U=X,  alors UAP~ pour tout PeP(X) .  D~s 
lots, si X est p.i. et si P e P(X), Q ~ P(X), alors P -n  Q-~ ~t (sinon il existe 
U~ B(X)  s6parant Pet  Q et U, pas plus que son compl6ment, ne peut 6tre 
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hom6omorphe h X). Ainsi P(X)  est dirig6. S'il n 'admet pas de maximum, il existe 
une chaine {P~[ a <)t} darts P(X)  isomorphe hun  ordinal imite )t et n'admettant 
pas de majorant. Alors {P~ I ~t <)t} est une chaine de ferm6s non vides d'inter- 
section vide. 
Supposons maintenant que le maximum mx de P(X) soit fmi. Si Imxl = m, on 
peut trouver m ouverts ferm6s disjoints U~, . . . ,  U,, dans X tels que X= 
U~ +. . .  +Um et U~ O P = 1 pour tout i. Le caract~re p.i. de X impose X= U~ 
pour un i, ce qui va/~ l'encontre de (3). [] 
Ce lemme permet de d6fmir, pour tout espace de Boole m6trique p.i., une 
application f :S (B(X) )~ P(X) d6fmie de la fa¢on suivante, Si V ~ Pi(B(X)), et si 
V pest  son image dans S(B(X)), alors f(VP)=mv, le maximum de P(V) 
consid6r6 comme sous-systbme de P(X). L'application [ est bien d6finie par 
le lemme 1.11(3): si U -V ,  alors P(U) et P(V) correspondent au m6me sous- 
syst~me de P(X). De plus, f respecte la relation R+: si UPR+V p, U est 
hom6omorphe h un ouvert ferm6 de Vet  touR+my par lemme 1.11(2) et si 
UPRU p, alors U+ U = U et les points de mty ne sont pas isol6s dans mu (de sorte 
que muRmtr). En effet, si tel n'est pas le cas, les points du ferm6 U A mtr sont 
isol6s de sorte que U n mu est fini et donc r6duit h un seul point par le lemme 
1.11(4), ce qui empSche U+ U~ U par lemme 1.11(3). 
I1 semble cependant que des restrictions ur l'espace X soient n6cessaires pour 
que f soit un isomorphisme. Un espace de Boole m6trique st dit de type additif si 
l'op6rateur d est compl~tement additi[ sur a//(X) (c'est-~t-dire (U/~.) d= UE~ pour 
toute famille (/~.) d'616ments de ~/(X). Dans ce cas, P(X) d6termine ~d(X), cf. [5 
chap. 6]). 
Proposition 1.12. Si X est un espace de Boole m~trique primitif et additif, alors 
l'application f: S(B(X))--> P(X) d~crite plus haut est un isomorphisme. 
~ust t l l l i on .  Supposons que, avec les notations pr6c6dentes, PRmu pour 
VePi(B(X)). 11 faut trouver V~Pi(B(X)) tel que V°RU pet mv = P. L'espace X 
6tant de type additif, U F est ferm6 pour toute partie R+-croissante F de P(X), 
de sorte que vnU (P] est ouvert et il est possible de trouver WeB(X) ,  done 
V ~ Pi(B(X)), indus dans V oU (P] et rencontrant P. Le probl~me st de prouver 
VPRV °. Si P~ mu, c'est imra6diat car alors V~ U. Si P = mu, il faut prouver que 
U + U--- U. De muRmu, on d6duit que les points de U N mu ne sont pas isol6s et 
il est possible de trouver une d6composition UI+ U2 de U en deux ouverts ferm6s 
telle que ni U1 n mu ni U2 n mu ne soient vides. On prouve alors que U---- U1 et 
U -U2 en appliquant le r6sultat suivant, qui d6coule du crit~re de Vaught [2, p. 
80]: si UePi(B(X)), VePi(B(X)) sont tels que mu = my et Imv n UI = Imv n vI, 
alors U-- V. [] 
M6me si les Q.O. systbmes S(B(X)) et P(X) ne coincident pas pour tous les 
espaces primitifs, il est cependant possible d'6tendre certains r6sultats obtenus par 
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Pierce pour les espaces de type fmi ~t tous les  espaces quasi-primitifs. 
Conform6ment h Pierce [7], on note 5e le demi-anneau des (classes 
d'hom6omorphie d s) espaces de type fini (muni de la somme topologique t du 
produit cart6sien). Parall~lement, l'ensemble (des classes d'hom6omorphie) des 
espaces quasi-primitifs est ferm6 pour la somme topologique et le produit 
cart6sien (par d6finition 1.10 et [9, p. 8]), et forme un demi-anneau M, dont 5e est 
un sous-demi anneau (par [7, pp. 17-19] et le lemme 1.11(2)). Un O.O. demi- 
groupe est un syst~me D= (D;- ,  R) oh (D,-) est un demi-groupe t R une 
relation transitive compatible, c'est-~-dire t Ue que xRy implique xzRyz et zxRzy 
(une version 16g~rernent ditt6rente de la notion Q.O. demi-groupe st donn6e 
dans [7, p. 28]). L'ensemble' Pi(Se) (resp. li(M)) des classes d'isomorphie des 
espaces p.i. de type fini (resp. des espaces primitifs) peut 6tre 6rig6 en Q.O. 
demi-groupe n y consid6rant le produit cart6sien et la relation R d6finie par 
XRY si X+ Y= Y (of. [7, p. 98] en ce qui concerne l i (5 ~) et [2, p. 86] en ce qui 
concerne l i (~)) .  Comme pour ~e, la structure additive de M peut ~tre 
compl~tement explicit6e. 
Th6or~me 1.13. Le Q.O. demi-groupe Pi(,d) d~termine s~, i~ un isomorphisme 
pr~s. 
~n~tmf ion .  D'aprbs [7, p. 32], il suffit de prouver les fait suivants: 
(i) tout espace quasi-primitif admet une unique d6composition non-redondante 
comme somme d'espace primitiis; 
(ii) si X est primitif et si Y, Z sont quasi-primitifs et tels que X+ Y+ Z 
Y+ Z, alors X+ Y~ Y ou X+ Z= Z. 
(Dans (i), l'unicit6 n6glige l'ordre des termes de la somme et ne distingue pas 
les copies hom6omorphes. De plus, une somme X = Y.i~i Xi est non-redondante si 
X---~i~j_0,~X i pour tout j 'e  J.) Les assertions (i) et (ii) r6sultent des lemmes qui 
suivent. 
Lemme 1. Si X est quasi-primitif, S(B(X))  poss~de un nombre fini d'~.l~.ments 
R+-maximaux et tous ses ~.l~ments sont dominos par Pun au moins de ceux-ci. En 
ellet, si X = Y~i~jX i (X  i e l i (M) ,  .I fini) et si Z e l i (B(X)) ,  alors Z = Z N Xio pour un 
]o e J de sorte que ZR+X~o . 
Ecrivons les sommes d'espaces primiti~ sous la forme Y-i~J ~X~ avec % e~ et 
pour i# k. 
Lemme 2. Si la somme X= Y.j~j cqX~ est non-redondante, alors les X~ (] e I) sont 
les ~.l~.ments R+-maximaux de S(B(X))  et X~. + X~. ~- Xj implique aj = 1. 
En effet, si X=y.~:~ et siX~o n'est pas R+-maximal, il existe j e . I -{ jo}  
tel que XioRX j done Xjo+Xj=Xj, une redondance darts la somme. Pour les 
m6mes raisons, X~ + X~ ~- X~ implique t~ = 1. 
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Lemme 3, Si X=~,i~+oqX ~, si X~o est maximal dans S(B(X)) et si X~o+Xio~Xio, 
alors ajo-- I{p I UcPi(B(X))  et pc U ~ U--X~o}I. 
De fait, chacune des 0% copies de Xio contient un et un seul point p tel que 
pc U~PI(B(X)) implique U-~Xjo: il s'agit du point p pour lequel {p}= 
max P(Xio) (of. lemme 1.11(4)). Soit UcPi(B(X)) tel que pc  U. I1 faut prouver 
U ~ X~. o. Le caract~re p.i. de X~o impose Xio ~ Xjo f7 U ou Xjo ~ Xio- U. La demi~re 
6ventualit6 est /l rejeter car X io-U~ pet  P(Xio-U) ne peut 6tre isomorphe 
P(Xjo). Le caract~re p.i. de U impose U-----UcXj pour un j c J. Ainsi Xio est 
isomorphe ~ un ouvert ferrn6 d'un Xi, ce qui impose j = J0 et donc U~Xio. Le 
point pes t  unique car si q~p, il existe UcPi(B(X)) tel que Ugq et U~p. 
Comme tant6t, le fair que U~ p emp6che U ~ Xjo. On montre de la m6me fa~on 
qu'il ne y avoir plus de Ctio points tels que p c U c Pi(B(X)) implique U~X~o 
(consid6rer s6par6ment les cas ofa pest  dans l'une des copies de Xjo ou non). 
Des lemmes 2 et 3 d6coule directement l'assertion (i). Quant/ l  l'assertion (ii), 
elle d6coule des lemmes 1 et 3. [] 
2. Le P.O. dem|-groupe des espaces prlmlti--~ 
Nous donnons en paragraphe 2.1 une description du Q.O. syst~me sous-jacent 
au Q.O. demi-groupe Pi(~). Les propri6t6s 616mentaires de la multiplication sont 
donn6es au paragraphe 2.2. Un r6sultat essentiel est que le Q.O. demi-groupe 
P i (~)=(P i (~) ; . ,  R) est d6termin6 par l'ordre partiel sous-jacent R ÷. C'est 
pourquoi Pi(~/) d6signe indiff6remment les structures (pi(~);- ,  R), (Pi(~);. ,  R ÷) 
ou (pi(,~¢), R ÷) et est appel6 d6sormais le demi-groupe partiellement ordonn6 des 
espaces primitifs. Du point de rue topologique la structure multiplicative de Pi(,~t) 
est la plus importante. Quelques probl~mes particuliers la concernant sont 
abord6s dans paragraphe 2.3 ofJ l'on voit que certaines propri6t6s importantes de 
Pi(S¢) 6tablies par Pierce ne sont plus valides dans Pi(~t). 
2.1. Le diagramme simple universel 
Le th6or~me 1.8 montre l'importance de la classe ~ des diagrammes simples. 
Nous construisons (comme Pierce darts le cas fini) un Q.O. syst~me simple V 
contenant tree et une seule topic isomorphe de chaque diagrarnme simple. La 
d6monstration (sauf le point concernant le cardinal de V) se caique sur celle de 
r6sultats plus g6n6rattx clue nous avons obtenus dams [5, p. 82]. 
"lla~Ol~me 2.1 (Existence d'un diagramme simple universel). // existe un Q.O. 
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systi~me V, unique ~ un isomorphisme pri~s, satisfaisant aux conditions uivantes: 
(1) v est simple; 
(2) si p ~ v, (p] est un diagramme (simple); 
(3) si S est un diagramme (simple), il existe un unique morphisme fs : S ~ V (qui 
est injectif). 
De plus, V est de cardinal 2`0. 
l~monstration. Pr6-ordonnons la classe ~ des diagrammes simples par S ~< S' s'il 
existe un morphisme fss, (n6cessairement unique et injectif par d6finition 1.7) de 
S vers S'. 
Prouvons que ~<est dirig6. Pour S ~ ~, S' ~ fi0, consid6rons l'image simple ~ de 
la somme cardinale (ou disjointe) de S avec S'. Si ~ ~,  2~ majore S et S'. Si 
~ ,~,  c'est que 2~ ne poss~de pas d'616ment R+-maximum. Alors 2~', le Q.O. 
syst&ne obtenu par adjonction h ~ d'un 616ment R+-maximum So reste simple (si 
s et s' d6signent les images dans ~ du maximum de Set  S' respectivement, e  si le 
maximum p de Con ~' diff~re de to, on a par exemple spsoRs', de sorte que sRs', 
ce qui est absurde). D~s lots, ,~' majore Set  S' dans ~. 
La limite directe (V, fs) de la famille (S, Jfss, I S, S' dans ~)  se construit dans la 
classe des Q.O. syst~mes de la fa~an habitueUe (par quotient de la somme 
cardinale d'une r6pl6tion de ~).  I1 faut d'abord observer qu'il existe au plus 2 `o 
diagrammes simples non-isomorphes. Cette remarque montre d6j~ que le cardinal 
de V n'exc~de pas 2 ` °. 
Le caract~re simple de V d6coule ais6ment du caract~re dirig6 de ~<. Les 
assertions (2) et (3) sont triviales, compte tenu du lemme 1.6 et de la d6finition 1.7, 
et il reste ~t exhiber 2`0 diagrammes simples non isomorphes. Comme tout ordinal 
d6nombrable successeur est un diagramme simple pour la relation d'apparte- 
nance, l'hypoth~se du continu permettrait de conclure imm6diatement. I1 est 
cependant tr~s facile de construire 2`0 diagrammes simples non isomorphes ans 
recourir ~ l 'hypoth~e du continu. On peut par exemple donner la description 
explicite du diagramme simple bien fond6 universel (d6finition 6vidente) et 
constater que ce sous-ensemble d  Vest  lui-m6me de cardinal 2`0. C'est ce que 
nous raisons dans les lignes qui suivent. 
I.,emme 2.2 ([3]). Un diagramme bien [ond~. est simple si et seulement si
(1) (p[=(q[ et K(p)=K(q) implique p=q;  
(2) (p[= (q] implique K(q)= 2; 
(3) R + est un ordre partiel. 
Nous allons construire, pour chaque ordinal A d6nombrable c'est-~-dire X < w~ 
(ott to: est le premier ordinal non d6nombrable), le Q.O. syst~me simple bien 
fond6 de profondeur h tmiversel U(A)=(U(A) ,R) .  On proc~de de fafon 
suivante. 
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(a) U(0)= {0, 1), muni de la relation R = {(0, 0)}. 
(b) Si hes t  successeur de Ix, on note Ex l 'ensemble des parties X de U(IX) qui 
sont R-dtcroissantes et telles que l 'ensemble de ses 616merits de profondeur Ix 
soit non vide et non rtduit hun  singlet {p} avec K(p)= 1. Alors U(X)= 
U(ix)U{(X, 0), (X, 1) IXeE~}. La relation R sur U0t) a comme restriction sur 
U(IX) la relation correspondante sur U(X). De plus, on a (X, 0) et xR(X, i) pour 
tout Xe  Ex, i = 0 ou 1 et x eX  (en particulier, U(IX) est sous-syst~me d U0t)). 
(c) Si )test ordinal limite, remarquons que I.J~<x U(IX) est naturellement muni 
d'une structure de Q.O. systtme simple dont chaque U(IX) ( i x<h)  est un 
sous-syst~me. On dtsigne par Rx l 'ensemble des parties X de I.J,<x U(IX) qui sont 
dtnombrables, R-dtcroissantes et contiennent des 616ments de profondeur Ix, 
quel que soit Ix <h.  On proc&te alors comme en (b) en rempla¢ant partout U(IX) 
par [..J~<x U(/x). [] 
En s'appuyant sur le lemme 2.2, on dtmontre (eL [7] ou [5]) que U(tox)= 
I.Jx<`ol U()t) est le diagramme simple bien fond6 universel (en un sens naturelle- 
ment adapt6 de thtor~me 2.1). C'est 6videmment, h un unique isomorphisme 
pros, un sous-syst~me d  V (il sttttit de d6finir f :  U(tol) -'-> V par f(p) = f(p](p) OU 
f(p] est donn6 par th6or~me 2.1). De plus, il est daft  que si U(to) est 
d6nombrable, il n'en va d6jh plus ainsi de U(to + 1), qui est de cardinal 2 "°. Ceci 
ach~ve la preuve de th6or~me 2.1. [] 
R ~ e  2.3. Contrairement h ce que nous aflirmons dans [3, p. 101], il existe 
des diagrammes imples non bien fondus. Soit C ={c. ln e r~} une antichalne 
infmie dtnombrable de U(tol) et D = {d, ] n e ~} un ensemble d6nombrable disjoint 
de (C] = E (on suppose d, ~ d~ pour n# m). L'ensemble X = E d D est muni de 
la relation transitive R engendrte par les relations (1) xRy s ix  e E, y e E et xRy 
dans E, (2) xRy si x=c ,  et y=d,  pour neN,  et (3) xRy si x=d, ,  y=d~ et 
m <n dans N. Trivialement, X=(X ,  R) est un Q.O. systSme dtnombrable 
admettant le R+-maximum do. Nous allons prouver que X est simple. Supposons 
au contraire que Con X contienne un 616ment 0~ to. Puisque E est sous-syst~me 
de X, il est clair que 01E =to. Si T={zeE I3ne~,  zOd,,} est vide, il existe m>n 
tels que d~0d~. De c,,Rd, Od~, on inf~re l'existence de x tel que c~0xRd~, ce qui 
est impossible. Si T~ ¢, soit z R+-rninimal darts T et n eNl tel que zOd~. Pour tout 
m > n, on a d~Rd~Oz et il existe x~ tel clue d~Ox~Rz. Le caract~re minimal de z 
impose x~ = z, de sorte que zOd~ pour tout m > n. Si m > nest  tel que c~ ~ z et si 
p > m, on a c~Rd~Od v et il existe x tel que c~OxRdv, ce qui n'est pas possible. 
La m6thode de construction que nous venons d'utiliser montre m~.me qu'il 
existe 2 `0 diagrammes simples non bien-fond6s non isomorphes: on peut en effet 
choisir 2`0 antichalnes infines d6nombrables darts U(tol) (par exemple, toute 
pattie infmie d6nombrable de U(to + 1) -U(to)  convient); d6fmition 1.7(4) assure 
que les diagrammes ainsi construits ne sont pas isomorphes. 
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Nous n'avons pas obtenu de caract6risation g6n6rale des Q.O. syst~mes sim- 
ples. Les consid6rations qui suivent jettent quelque lumi~re sur ce probl~me. Si P 
est un Q.O. syst~me, nous notons Bf(P) la partie bien fond6e de P, c'est-h-dire le 
plus grand sous-syst~me d  P qui soit bien fond6. 
Proposiflon 9..4. Si P est simple, alors 
Vx¢ Bf(V), :::ly ~ Bf(V) tel que yRx et R-I(x)OBf(P) ~ R-X(y) n Bf(P). 
(.) 
~nst ra t ion .  Soit x un 616ment de P -B f (P )  tel que, pour tout y e 
R- I (x ) -B f (P ) ,  on a R-X(x) ABf(P) = R-X(y) NBf(P). Alors l'6quivalence 
to U E x E, o~ E = R- l (x )  - Bf(P), est une congruence sur P (utiliser le lemme 1.6 et 
le fait que si x~Bf(P), R- t (x ) -B f (P )  ne poss~de pas d'616ment maximal). [] 
Coroilaire 2..~. Si P est simple, tout ~l~ment de P est minor~ par un ~l~ment 
minimal, et mSme, R- l (x )  n Bf(P) contient une antichafne intinie s ix  ~ P-  Bf(P). 
D~al~nstration. Si x e P -B f (P ) ,  on peut construire inductivement, grfice h la 
condition (*) de la proposition 2.4, une suite (x~ln eto) d'616ments de P -B f (P )  
telle que x0 = x et, s in  e to et si 7", d6signe R-t(x,~) n Bf(P), on ait Tn+x = T,. I1 est 
alors facile de s'apercevoir que, si yneTn-Tn+l pour tout neto, {Yn [neto} 
contient une anticha$ne infinie (ceci d6coule du caract~re bien fond6 de To). [] 
I1 existe cependant des systSmes non simples satisfaisant aux conditions (1), (2) 
et (3) du lemme 2.2 et h la condition (*) de la proposition 2.4. Soit Cune antichaine 
infmie d6nombrable de U(tol): C={c~ln  e to}. Soient X et Y deux copies, 
distinctes et disjointes de E = (C], de la chaine des entiers n6gatifs munie de 
l'ordre strict. On 6dge Q=EOXOY en Q.O. syst~me en conservant les 
relations donn6es sur E, X et Yet  en imposant R- l (X_n)AE  = ({c~ ]m t> n}] = 
R-t (y_ , )  O E (nous avons repr6sent6 par x_, et y_, les repr6sentants respectifs 
de -n  dans X et Y, pour chaque n eto). Alors Q satisfait aux conditions 
mentionn6es mais n'est pas simple car l'6quivalence engendr6e par 
{(x-n, Y-n) I n e to} est une congruence sur Q. 
Notre construction de Bf(V) = U(to0 donn6e apr6s le lemme 2.2, g6n6ralise celle 
de Pierce qui donne darts [7, p. 52] une description explicite de U = U ,~ U(n) 
(correspondant aux alg~bres de Boole de type fini). Sur U, Pierce d6finit une 
structure de demi-groupe ordonn6, que nous 6tendons ici h V (la proposition 2.7 
est donn6e dans [4] pour U(to) et 6tendue ~t des syst~mes plus g6n6raux que les 
Q.O. syst~mes dans [5]). 
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2.2. Propri~t~.s ~l~mentaires de la multiplication 
I)6tlnltion 2.6. (1) Si Pet  Q sont des Q.O. syst~mes, leproduit cart~.sien P x Q est 
muni d'une structure de Q,O. syst~me de la fa¢on suivante [7, p. 52]: 
(p,q)R(p',q')  si pR+p ', qR+q ' et (pRp' ou qRq'). 
(2) S ix  et y sont des 616ments de V, le produit xy est le maximum de l'image 
simple du produit (x] × (y] darts V. On en d6duit que l'application s : (x] × (y] --> V 
donn6e dans th6or~me 2.1 est l'application (a,/3) ~-->a •/3. 
Nous avons vu que, si (x] structure B et (x'] structure B' (avec x et x' dans V), 
alors x ~< x' si et seulement si Best  un facteur de B'. L'interpr6tation du produit 
x • x' est donn6e dans [9, p. 8] ofJ l'on montre que (x • x'] structure la somme fibre 
B +B' .  Nous donnons quelques propri6t6s du syst~me V= (V;-, R) dans l'opti- 
que axiomatique de Pierce [8]. 
Proposition 2.'/. (1) (V; -) est un demi-groupe commumti[, avec unitd 1 et dl~ment 
absorbant O. 
(2) La multiplication est compatible avec la relation R: si xR+x~, yR+y~ alors 
xyR+xlyl; de plus, si xRx~ ou yRyx, alors xyRxlYl. En particulier, xRy implique 
xzRyz. 
(3) (V; -, R +) est distributif en ce sens que si zR+xy, il existe xiR+x, yxR+y tels 
que z = x~yx; de plus, si zRxy, alors x~Rx ou yiRx. 
(4) (V;- ,  R +) est positivement ordonn~, en ce sens que si x~ O, alors 1R+x. 
D6monstration. Cela d6coule de la d6finition de la multiplication dans V. Pour le 
point (4), on remarque que si P admet un mimum p tel que r (p)= 1, alors P × P 
est une congruence sur P. [] 
2.3. Probl~mes particuliers 
Notation 2.1t. Si S est une partie d6croissante de V, on note e(S) l'ensemble 
{x e v I(x[= s}. 
Prolmsition 2.9. (1) Si S est une partie dAcroissante d~nombrable de V, alors e(S) 
est vide si et seulement si S = (y] avec K(y) = 1. 
(2) Si e(S)~O, alors e(S)={xl,  x2}, avec K(x0 = 1 et K(Xz)=2. 
(3) Si F(x, t) = {xz [ z <y}U{zy [z <x}, alors F(x, y) = (x- y] avec r(xy) = 1, ou 
bien F(x, y)=(x  • y[ et K(x -y )= min{r(x), r(y)}. 
D6monstration. On adapte sans probl~me les d6monstrations de Pierce des faits 
correspondants dans U. [] 
Comme dans [8], on pout prouver que U(wl) est le seul semi-groupe ordonn6 T 
(a un unique isomorphisme pros) satisfaisant aux conditions (1)-(4) de proposition 
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2.7 et (1)-(3) de proposition 2.9 tel que (1) Tes t  bien fond6 et (2) s i t  e T, alors 
(t] est dtnombrable. De plus, dans V, Rest  dttermin6 par R + (en vertu de 
proposition 2.9(1)) et la multiplication par R. Nous ne connaissons cependant pas 
d'algorithme permettant de construire x - y h partir de x et de y. 
D'autres proprittts de U s'ttendent h U(tol). Citons seulement l' important 
thtor~me de factorisation dans U. Si F est la classe des 616ments de V qui 
admettent une dtcomposition en un produit (fini) d'616ments multiplicativement 
p.i. (r = st implique r = sou  r = t), alors le thtor~me 2.15 de [8] est valide dans F 
(et, 6videmment, F contient U(tol)). 
Terminons par deux propri6tts ntgatives de V. 
Proposition 2.10. Le demi-groupe (U, .) (et donc aussi (V, ")) ne satisfait pas & la 
propri~.t~ de ra]inement suivante: ab = cd implique l'existence de x, y, z, u tels que 
a=xy,  b=zu,  c=xzetd=yu.  
Dtmonslradon. I1 suffit par exemple de vtrifier que, dans l'exemple 10.16 de 
Pierce [7, p. 59], on a p2 = 1411)= UlW , alors que u l=xy  implique x = 1 ou 
y=l .  [] 
Notons Id le sous-demi groupe des 616ments idempotents non nuls de V 
( Id={x~ V I x2=x~0}) .  I1 est clair que Id est un v-demi lattis (pour l'ordre 
induit par V) dont l 'optration de supremum coincide avec la multiplication. 
Pierce a prouv6 que Id U est un lattis distributif. Cependant, Id n'est mtme pas 
un lattis, ttmoin l'exemple suivant. 
Exemple 2.11. Notons a l'~l~ment de V caract~ris~, par r(a) = 0 et (a[ = U, et [3 
celui caract~ris~, par K(/3)= 0 et/3 = ({p,, I m ~ to}] (exemple 10.1 de Pierce [7, p. 
59; cf. fig. 1]). Alors ot et /3 sont des ~.Mments idempotents qui n'admettent pas 
d'in]imum darts Id. 
Dtqnonstration. Pour prouver que tz et /3 sont idempotents, on utilise par 
exemple proposition 2.9(3), le fait que U est stable multiplicativement et le fait 
que chaque p,, est lui-m~me idempotent. Si 3, est minorant commum ~ tz et/3, 
alors ntcessairement 3, <p.~ pour un n ~to, alors que Pm est aussi minorant 
commun ~ ,v et /3. [] 
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