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Abstract In this paper, we continue to study random convex analysis. First, we introduce the notion of an
L0–pre–barreled module. Then, we develop the theory of random duality under the framework of a random
locally convex module endowed with the locally L0–convex topology in order to establish a characterization
for a random locally convex module to be L0–pre–barreled, in particular we prove that the model space
L
p
F
(E) employed in the module approach to conditional risk measures is L0–pre–barreled, which forms the
most difficult part of this paper. Finally, we prove the continuity and subdifferentiability theorems for a
proper lower semicontinuous L0–convex function on an L0–pre–barreled random locally convex module. So
the principal results of this paper may be well suited to the study of continuity and subdifferentiability for
L0–convex conditional risk measures.
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1 Introduction
To provide a solid analytic foundation for the module approach to conditional risk measures, in [19]
we started to establish a complete random convex analysis, the principal results of [19] are concerned
with the study of separation and Fenchel-Moreau duality in random locally convex modules. Based
on [19], this paper continues to study random convex analysis. The main purpose of this paper
is to prove continuity and subdifferentiability theorems in L0–pre–barreled random locally convex
modules.
Continuity and subdifferentiability theorems in classical convex analysis say that a proper lower
semicontinuous extended real-valued convex function on a barreled space is continuous and subdif-
ferentiable in the interior of the effective domain of the function. In [2], D. Filipovic´, M. Kupper
and N. Vogelpoth presented the notion of L0–barreled modules and established the continuity and
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subdifferentiability theorems for proper lower semicontinuous L0–convex functions defined on L0–
barreled modules, namely Proposition 3.5 and Theorem 3.7 of [2]. Then a natural and key problem
is how to characterize an L0–barreled module, in particular the problem of whether the model space
L
p
F(E) employed in the module approach is an L
0–barreled module or not remains unsolved. Up
to now, not even a result characterizing an L0–barreled module has been obtained mainly because
the notion of an L0–barreled module is too similar to that of the classical barreled space and hence
also too strong. In this paper, on the basis of our work on separation in [19] we can overcome the
difficulty by presenting the notion of an L0–pre-barreled module. The notion of an L0–pre-barreled
module is weaker than that of an L0–barreled module and meets the needs of financial applications.
To prove this, we establish random duality theory of a random duality pair under random locally
convex modules endowed with the locally L0–convex topology so that we can give a characterization
for random locally convex modules to be L0–pre-barreled, in particular Lp
F
(E) is L0–pre-barreled
when it is endowed with the locally L0–convex topology, which also forms the most difficult part
of this paper. Further, we also prove the new continuity and subdifferentiability theorems based on
the notion of an L0–pre-barreled module. The results of this paper have been used in [18].
In fact, this paper is the second part of our manuscript [17]. For a random locally convex module
(E,P), P can induce two kinds of topologies, namely the (ε, λ)–topology and the locally L0–convex
topology. The (ε, λ)–topology is very natural in the study of some problems, for example, in [19]
we always first consider the related problems under the (ε, λ)–topology and then pass to the locally
L0–convex topology. On the other hand, the locally L0–convex topology is stronger than the (ε, λ)–
topology and often makes some important L0–convex sets possess non-empty interiors, hence this
paper employs the locally L0–convex topology for a random locally convex module to meet the needs
of continuity and subdifferentiability theorems.
The remainder of this paper is organized as follows. Section 2 is devoted to the study of bounded-
ness of sets in random locally convex modules under locally L0–convex topology. Section 3 is devoted
to establishing random duality theory of a random duality pair under random locally convex modules
endowed with the locally L0–convex topology and further characterizing an L0–pre-barreled random
locally convex module. Finally, in Section 4 we prove the new continuity and subdifferentiability
theorems based on the notion of an L0–pre-barreled module.
Throughout this paper, we always use the following notation and terminology:
K : the scalar field R of real numbers or C of complex numbers.
(Ω,F , P ) : a probability space.
L0(F ,K) = the algebra of equivalence classes of K–valued F– measurable random variables on
(Ω,F , P ).
L0(F) = L0(F , R).
L¯0(F) = the set of equivalence classes of extended real-valued F– measurable random variables
on (Ω,F , P ).
As usual, L¯0(F) is partially ordered by ξ 6 η iff ξ0(ω) 6 η0(ω) for P–almost all ω ∈ Ω (briefly,
a.s.), where ξ0 and η0 are arbitrarily chosen representatives of ξ and η, respectively. Then (L¯0(F),6)
is a complete lattice,
∨
H and
∧
H denote the supremum and infimum of a subset H , respectively.
(L0(F),6) is a conditionally complete lattice. Please refer to [1] or [12, p. 3026] for the rich
properties of the supremum and infimum of a set in L¯0(F).
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Let ξ and η be in L¯0(F). ξ < η is understood as usual, namely ξ 6 η and ξ 6= η. In this paper
we also use “ξ < η (or ξ 6 η) on A” for “ξ0(ω) < η0(ω) (resp., ξ0(ω) 6 η0(ω)) for P–almost all
ω ∈ A”, where A ∈ F , ξ0 and η0 are arbitrarily chosen representatives of ξ and η, respectively.
L¯0+(F) = {ξ ∈ L¯
0(F) | ξ > 0}
L0+(F) = {ξ ∈ L
0(F) | ξ > 0}
L¯0++(F) = {ξ ∈ L¯
0(F) | ξ > 0 on Ω}
L0++(F) = {ξ ∈ L
0(F) | ξ > 0 on Ω}
Besides, I˜A always denotes the equivalence class of IA, where A ∈ F and IA is the characteristic
function of A. When A˜ denotes the equivalence class of A(∈ F), namely A˜ = {B ∈ F | P (A△B) =
0} (here, A△B = (A \B)
⋃
(B \A)), we also use IA˜ for I˜A.
Specially, [ξ < η] denotes the equivalence class of {ω ∈ Ω | ξ0(ω) < η0(ω)}, where ξ0 and η0 are
arbitrarily chosen representatives of ξ and η in L¯0(F), respectively, some more notations such as
[ξ = η] and [ξ 6= η] can be similarly understood.
2 Boundedness of sets in random locally convex modules un-
der locally L0–convex topology
The main results in this section are Theorems 2.13 and 2.14 below. Let us first recall some basic
notions and terminology.
Definition 2.1 (See [4, 5, 9]). An ordered pair (E, ‖ · ‖) is called a random normed space (briefly,
an RN space) over K with base (Ω,F , P ) if E is a linear space over K and ‖ · ‖ is a mapping from
E to L0+(F) such that the following are satisfied:
(RN–1). ‖αx‖ = |α|‖x‖, ∀α ∈ K and x ∈ E;
(RN–2). ‖x‖ = 0 implies x = θ (the null element of E);
(RN–3). ‖x+ y‖ 6 ‖x‖+ ‖y‖, ∀x, y ∈ E.
Here ‖ · ‖ is called the random norm on E and ‖x‖ the random norm of x ∈ E (If ‖ · ‖ only satisfies
(RN–1) and (RN–3) above, it is called a random seminorm on E).
Furthermore, if, in addition, E is a left module over the algebra L0(F ,K) (briefly, an L0(F ,K)–
module) such that
(RNM–1). ‖ξx‖ = |ξ|‖x‖, ∀ξ ∈ L0(F ,K) and x ∈ E.
Then (E, ‖·‖) is called a random normed module (briefly, an RN module) over K with base (Ω,F , P ),
the random norm ‖ ·‖ with the property (RNM–1) is also called an L0–norm on E (a mapping only
satisfying (RN–3) and (RNM–1) above is called an L0–seminorm on E).
Definition 2.2 (See [4, 5, 7, 9]). Let (E1, ‖ · ‖) and (E2, ‖ · ‖) be RN spaces over K with base
(Ω,F , P ). A linear operator T from E1 to E2 is said to be a.s. bounded if there is ξ ∈ L0+(F) such
that ‖Tx‖2 6 ξ‖x‖1, ∀x ∈ E1. Denote by B(E1, E2) the linear space of a.s. bounded linear operators
from E1 to E2, define ‖ · ‖ : B(E1, E2) → L0+(F) by ‖T ‖ =
∧
{ξ ∈ L0+(F) | ‖Tx‖2 6 ξ‖x‖1 for all
x ∈ E1} for all T ∈ B(E1, E2), then it is easy to check that (B(E1, E2), ‖ · ‖) is also an RN space
over K with base (Ω,F , P ), in particular (B(E1, E2), ‖ · ‖) is an RN module if so is E2. Specially,
for a fixed random normed space (E, ‖ · ‖) over K with base (Ω,F , P ), the RN module (E∗, ‖ · ‖)
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with E∗ = B(E,L0(F ,K)) is called the random conjugate space of E, where L0(F ,K) is always
regarded as an RN module endowed with the L0–norm | · |.
Definition 2.3 (See [5, 7, 10]). An ordered pair (E,P) is called a random locally convex space
(briefly, an RLC space) over K with base (Ω,F , P ) if E is a linear space over K and P a family
of mappings from E to L0+(F) such that the following are satisfied:
(RLC–1). Every ‖ · ‖ ∈ P is a random seminorm on E;
(RLC–2).
∨
{‖x‖ : ‖ · ‖ ∈ P} = 0 iff x = θ.
Furthermore, if, in addition, E is an L0(F ,K)–module and each ‖ · ‖ ∈ P is an L0–seminorm on
E, then (E,P) is called a random locally convex module (briefly, an RLC module) over K with base
(Ω,F , P ).
In the sequel of this paper, given a random locally convex space (E,P), Pf always denotes the
family of finite subsets of P and for each Q ∈ Pf , ‖ · ‖Q denotes the random seminorm defined by
‖x‖Q =
∨
{‖x‖ : ‖ · ‖ ∈ Q} for all x ∈ E.
Following is an important example used in this paper.
D. Filipovic´, M. Kupper and N. Vogelpoth constructed important RN modules Lp
F
(E)(1 6 p 6
+∞) in [2].
Example 2.4 Let (Ω, E , P ) be a probability space and F a sub–σ–algebra of E. Define |||·|||p : L0(E)→
L¯0+(F) by
|||x|||p =
{
E[|x|p|F ]
1
p , when 1 6 p <∞;∧
{ξ ∈ L¯0+(F) | |x| 6 ξ}, when p = +∞;
for all x ∈ L0(E).
Denote Lp
F
(E) = {x ∈ L0(E) | |||x|||p ∈ L0+(F)}, then (L
p
F
(E), ||| · |||p) is an RN module over R
with base (Ω,F , P ) and LpF(E) = L
0(F) · Lp(E) = { ξx | ξ ∈ L0(F) and x ∈ Lp(E)}.
Definition 2.5 (See [5, 7, 10, 16]). Let (E,P) be an RLC space over K with base (Ω,F , P ). For
any positive numbers ε and λ with 0 < λ < 1 and Q ∈ Pf , let Nθ(Q, ε, λ) = {x ∈ E | P{ω ∈
Ω | ‖x‖Q(ω) < ε} > 1− λ}, then {Nθ(Q, ε, λ) | Q ∈ Pf , ε > 0, 0 < λ < 1} forms a local base at θ of
some Hausdorff linear topology on E, called the (ε, λ)–topology induced by P.
From now on, we always denote by Tε,λ the (ε, λ)–topology for every RLC space if there is no
possible confusion. Clearly, the (ε, λ)–topology for the special RN module L0(F ,K) is exactly the
ordinary topology of convergence in measure, and (L0(F ,K), Tε,λ) is a topological algebra over K.
It is also easy to check that (E, Tε,λ) is a topological module over (L0(F ,K), Tε,λ) when (E,P) is
an RLC module over K with base (Ω,F , P ), namely the module multiplication operation is jointly
continuous.
For an RLC module (E,P) overK with base (Ω,F , P ), we always denote by (E,P)∗ε,λ ( or, briefly,
E∗ε,λ, whenever there is no confusion ) the L
0(F ,K)–module of continuous module homomorphisms
from (E, Tε,λ) to (L0(F ,K), Tε,λ), called the random conjugate space of (E,P) under the (ε, λ)–
topology.
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Proposition 2.6 (See [5, 7, 14]). Let (E1, ‖ · ‖1) and (E2, ‖ · ‖2) be two RN modules over K
with base (Ω,F , P ) and T a linear operator from E1 to E2. Then T ∈ B(E1, E2) iff T is a con-
tinuous module homomorphism from (E1, Tε,λ) to (E2, Tε,λ), in which case ‖T ‖ =
∨
{‖Tx‖2 | x ∈
E1 and ‖x‖1 6 1}.
Proposition 2.6 is very useful, Guo uses it to prove that (B(E1, E2), ‖ · ‖) is always Tε,λ–complete
for any two RN spaces E1 and E2 such that E2 is Tε,λ–complete, in particular E∗ is Tε,λ–complete
for every RN space E, cf. [5, 7]. It is also clear from Proposition 2.6 that E∗ = E∗ε,λ for every RN
module E, cf. [5, 6].
For any ε ∈ L0++(F), let U(ε) = {ξ ∈ L
0(F ,K) | |ξ| 6 ε}. A subset G of L0(F ,K) is Tc–open if
for each fixed x ∈ G there is some ε ∈ L0++(F) such that x+U(ε) ⊂ G. Denote by Tc the family of
Tc–open subsets of L0(F ,K), then Tc is a Hausdorff topology on L0(F ,K) such that (L0(F ,K), Tc)
is a topological ring, namely the addition and multiplication operations are jointly continuous. D.
Filipovic´, M. Kupper and N. Vogelpoth first observed this kind of topology and further pointed
out that Tc is not necessarily a linear topology since the mapping α 7→ αx (x is fixed) is no longer
continuous in general. These observations led them to the study of a class of topological modules
over the topological ring (L0(F ,K), Tc) in [2], where they only considered the case when K = R, in
fact the complex case can also similarly introduced as follows.
Definition 2.7 (See [2]). An ordered pair (E, T ) is a topological L0(F ,K)–module if both (E, T )
is a topological space and E is an L0(F ,K)–module such that (E, T ) is a topological module over
the topological ring (L0(F ,K), Tc), namely the addition and module multiplication operations are
jointly continuous.
Denote by (E, T )∗ ( briefly, E∗c ) the L
0(F ,K)–module of continuous module homomorphisms
from (E, T ) to (L0(F ,K), Tc), called the random conjugate space of the topological L
0(F ,K)–
module (E, T ), which was first introduced in [2].
Definition 2.8 (See [2, 10, 15]). Let E be an L0(F ,K)–module and A and B two subsets of
E. A is said to be L0–absorbed by B if there is some ξ ∈ L0++(F) such that ηA ⊂ B for all
η ∈ L0(F ,K) with |η| 6 ξ. B is L0–absorbent if B L0–absorbs every element in E. B is L0–convex
if ξx + (1 − ξ)y ∈ B for all x, y ∈ B and ξ ∈ L0+(F) with 0 6 ξ 6 1. B is L
0–balanced if ηB ⊂ B
for all η ∈ L0(F ,K) with |η| 6 1.
Definition 2.9 (See [2]). A topological L0(F ,K)–module (E, T ) is called a locally L0–convex
L0(F ,K)–module ( briefly, a locally L0–convex module when K = R ), in which case T is called a
locally L0–convex topology on E, if T has a local base B at θ ( the null element in E ) such that
each member in B is L0–balanced, L0–absorbent and L0–convex.
Proposition 2.10 (See [2]). Let P be a family of L0–seminorms on an L0(F ,K)–module E.
For any ε ∈ L0++(F) and any Q ∈ Pf (namely Q is a finite subset of P), let Nθ(Q, ε) = {x ∈
E | ‖x‖Q 6 ε}, then { Nθ(Q, ε) | Q ∈ Pf , ε ∈ L0++(F)} forms a local base at θ of some locally
L0–convex topology, called the locally L0–convex topology induced by P. Specially, Let (E,P) be an
RLC module over K with base (Ω,F , P ) and Tc the locally L0–convex topology induced by P. Then
(E, Tc) is a Hausdorff locally L0–convex L0(F ,K)–module.
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From now on, we always denote by Tc the locally L0–convex topology induced by P for every
RLC module (E,P) if there is no risk of confusion.
Let (E,P)∗c = (E, Tc)
∗ (briefly, E∗c , if there is no risk of confusion), called the random conjugate
space of a random locally convex module (E,P) under the locally L0–convex topology Tc induced
by P .
Let (E,P) be a random locally convex space. Since the (ε, λ)–topology induced by P is a linear
topology, the notion of boundness under the (ε, λ)–topology of a set in E is as usual, this kind of
bounded sets are important in some fields, for example, they are called “probabilistically bounded
sets” in the theory of probabilistic normed spaces (see [20]) and are called “stochastically bounded
sets” for Banach space-valued random elements in probability theory in Banach spaces, whereas the
following notion of bounded sets will play a crucial role in random duality theory in this paper as
well as in [15].
Definition 2.11 Let (E, T ) be a locally L0–convex L0(F ,K)–module. A ⊂ E is said to be T –
bounded if A can be L0–absorbed by every neighborhood of θ.
From now on, we always suppose that all the L0(F ,K)–modules E involved in this paper have
the property that for any x, y ∈ E, if there is a countable partition {An, n ∈ N} of Ω to F such
that I˜Anx = I˜Any for each n ∈ N then x = y. Guo already pointed out in [12] that all random
locally convex modules possess this property, so the assumption is not too restrictive.
Definition 2.12 (See [12]). Let E be an L0(F ,K)–module. A sequence {xn, n ∈ N} in E is
countably concatenated in E with respect to a countable partition {An, n ∈ N} of Ω to F if there is
x ∈ E such that I˜Anx = I˜Anxn for each n ∈ N , in which case we define
∑∞
n=1 I˜Anxn as x. A subset
G of E is said to have the countable concatenation property if each sequence {xn, n ∈ N} in G is
countably concatenated in E with respect to an arbitrary countable partition {An, n ∈ N} of Ω to F
and
∑∞
n=1 I˜Anxn ∈ G.
Let E be an L0(F ,K)–module with the countable concatenation property, from now on for a
subset G of E we always use Hcc(G) for the countable concatenation hull of G, namely Hcc(G) =
{Σ∞n=1I˜Anxn : {xn, n ∈ N} is a sequence in G and {An, n ∈ N} is a countable partition of Ω to F}
We can now state the main results in this section.
Theorem 2.13 (Resonance theorem) Let (E1, ‖ · ‖1) and (E2, ‖ · ‖2) be two RN modules over K
with base (Ω,F , P ) such that E1 is Tc–complete and has the countable concatenation property. For
a subset {Tα, α ∈ Λ} of B(E1, E2), then {Tα, α ∈ Λ} is Tc–bounded in B(E1, E2) iff {Tαx, α ∈ Λ}
is Tc–bounded in E2 for all x ∈ E1.
Let (E1, ‖ ·‖) and (E2, ‖ ·‖) be RN modules over K with base (Ω,F , P ). It is easy to prove that a
linear operator T : E1 → E2 belongs to B(E1, E2) iff T is a continuous module homomorphism from
(E1, Tc) to (E2, Tc). Hence Theorem 2.13 also gives a resonance theorem for a family of continuous
module homomorphisms from (E1, Tc) to (E2, Tc).
Theorem 2.14 Let (E,P) be an RLC module over K with base (Ω,F , P ) and A ⊂ E. Then A is
Tc–bounded iff f(A) is Tc–bounded in (L0(F ,K), Tc) for every f ∈ E∗c .
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Theorems 2.13 and 2.14 are implied by the work on resonance theorem at the earlier stage of
RLC spaces. To see this, let us recall:
Definition 2.15 (See [5, 7]). Let (E,P) be an RLC space over K with base (Ω,F , P ). A set
A ⊂ E is said to be a.s. bounded if
∨
{‖a‖ : a ∈ A} ∈ L0+(F) for each ‖ · ‖ ∈ P.
Lemma 2.16 below is clear by definition.
Lemma 2.16 Let (E,P) be an RLC module. Then a set A of E is Tc–bounded iff A is a.s. bounded.
The proof of Theorem 2.13 remains to need Propositions 2.17 and 2.18 below.
Proposition 2.17 (See [12]). Let (E,P) be an RLC module. Then E is Tε,λ–complete iff both E
has the countable concatenation property and E is Tc–complete.
Proposition 2.18 (See [5, 7, 14]). Let (E1, ‖ · ‖1) and (E2, ‖ · ‖2) be two RN modules over K
with base (Ω,F , P ) such that E1 is Tε,λ–complete. Given a subset {Tα, α ∈ Λ} in B(E1, E2), then
{Tα, α ∈ Λ} is a.s. bounded in B(E1, E2) iff {Tαx, α ∈ Λ} is a.s. bounded in E2 for all x ∈ E1.
We can now prove Theorem 2.13.
Proof of Theorem 2.13. It immediately follows from Lemma 2.16, Propositions 2.17 and 2.18. 
For the proof of Theorem 2.14, let us recall from [5, 7]: Let (E,P) be an RLC space over K with
base (Ω,F , P ). A linear operator f from E to L0(F ,K) (such an operator is also called a random
linear functional on E) is called an a.s. bounded random linear functional of type I if there are
ξ ∈ L0+(F) and some finite subset Q of P such that |f(x)| 6 ξ‖x‖Q for all x ∈ E. Denote by E
∗
I the
L0(F ,K)–module of a.s. bounded random linear functionals on E of type I, called the first kind of
random conjugate space of (E,P).
The proof of Theorem 2.14 remains to need Propositions 2.19 and 2.20 below.
Proposition 2.19 (See [5, 7, 10]). Let (E,P) be an RLC space over K with base (Ω,F , P ) and A
a subset of E. Then A is a.s. bounded iff f(A) is a.s. bounded in (L0(F ,K), | · |) for each f ∈ E∗I .
Proposition 2.20 (See [19]). Let (E,P) be a random locally convex module over K with base
(Ω,F , P ) and f : E → L0(F ,K) a random linear functional. Then f ∈ E∗I iff f ∈ E
∗
c , namely
E∗I = E
∗
c .
We can now prove Theorem 2.14.
Proof of Theorem 2.14. It immediately follows from Propositions 2.19 and 2.20. 
3 Random duality under the locally L0–convex topology with
respect to random duality pair
Only the classical duality theory with respect to a duality pair can give a thorough treatment of
classical conjugate space theory of locally convex spaces, cf. [21]. The theory of random conjugate
spaces occupies a central place in the study of RN modules and RLC modules, it is very natural
8 Tiexin Guo, Shien Zhao, Xiaolin Zeng
that random duality theory was studied at the previous time in [8, 10, 15], where many basic results
and useful techniques were already obtained. Before 2009, only the (ε, λ)–topology was available,
so the work in [8, 10, 15] was carried out under this topology, where the family of L0–seminorms
plays a key role. In this section, we will establish some basic results on random duality theory with
respect to the locally L0–convex topology in order to provide an enough framework for the theory
of RLC modules and its financial applications.
3.1 Random compatible locally L0–convex topology
Let X and Y be two L0(F ,K)–modules. A mapping 〈·, ·〉 : X × Y → L0(F ,K) is said to be
L0(F ,K)–bilinear function ( briefly, L0–bilinear function if there is not any possible confusion ) if
both 〈x, ·〉 : Y → L0(F ,K) and 〈·, y〉 : X → L0(F ,K) are L0–linear functions for all x ∈ X and
y ∈ Y .
Definition 3.1 (See [8, 10, 15]). Two L0(F ,K)–modules X and Y are called a random duality
pair over K with base (Ω,F , P ) with respect to the L0–bilinear function 〈·, ·〉 : X × Y → L0(F ,K)
if the following are satisfied:
(1). 〈x, y〉 = 0 for all y ∈ Y iff x = θ;
(2). 〈x, y〉 = 0 for all x ∈ X iff y = θ.
Usually, if X, Y and 〈·, ·〉 satisfy Definition 3.19, then we simply say that 〈X,Y 〉 is a random
duality pair overK with base (Ω,F , P ). Let X# denote the L0(F ,K)–module of L0–linear functions
from an L0(F ,K)–module X to L0(F ,K). It is clear that X# has the countable concatenation
property. If 〈X,Y 〉 is a random duality pair, we always identify each x ∈ X with 〈x, ·〉 ∈ Y #,
namely regard X as a submodule of Y #, thus for any subset G ⊂ X , we always use Hcc(G) for the
countable concatenation hull of G in Y #, which would not cause any possible confusion.
Definition 3.2 Let 〈X,Y 〉 be a random duality pair over K with base (Ω,F , P ). A family P of L0–
seminorms on X is called a random compatible family with Y with respect to the locally L0–convex
topology Tc induced by P if (X,P) becomes an RLC module over K with base (Ω,F , P ) such that
(E,P)∗c = Y , in which case we also say that Tc is a random compatible locally L
0–convex topology
with Y .
Remark 3.3 In [15], a family P of L0–seminorms is called a random compatible family with Y
with respect to the (ε, λ)–topology Tε,λ induced by P if (X,P) becomes an RLC module such that
(E,P)∗ε,λ = Y .
Let 〈X,Y 〉 be a random duality pair and σ(X,Y ) = {|〈·, y〉| : y ∈ Y }, then σ(X,Y ) is a family
of L0–seminorms on X such that (X, σ(X,Y )) becomes an RLC module. In the sequel, σc(X,Y )
and σε,λ(X,Y ) always denote the locally L
0–convex topology and the (ε, λ)–topology induced by
σ(X,Y ), respectively.
Theorem 3.4 Let 〈X,Y 〉 be a random duality pair over K with base (Ω,F , P ). Then σc(X,Y ) is
a random compatible topology with Y .
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Proof of Theorem 3.4 needs Lemma 3.5 below.
Lemma 3.5 (See [8, 15].) Let E be an L0(F ,K)–module. If f1, f2, · · · , fn and g are n+1 L0–linear
functions from E to L0(F ,K), then there are ξ1, ξ2, · · · , ξn ∈ L0(F ,K) such that g =
∑n
i=1 ξifi iff⋂n
i=1N(fi) ⊂ N(g), where N(fi) = {x ∈ E | fi(x) = 0} ( 1 6 i 6 n ) and N(g) = {x ∈ E | g(x) =
0}.
We can now prove Theorem 3.4.
Proof of Theorem 3.4. Since it is obvious that Y ⊂ (X, σ(X,Y ))∗c , it remains to prove that
(X, σ(X,Y ))∗c ⊂ Y . Let f ∈ (X, σ(X,Y ))
∗
c , then by Proposition 2.20 there are ξ ∈ L
0
+(F) and
y1, y2, · · · , yn ∈ Y such that |f(x)| 6 ξ(
∨
{|〈x, yi〉| : 1 6 i 6 n}) for all x ∈ X . By Lemma 3.5, there
are ξ1, ξ2, · · · , ξn ∈ L0(F ,K) such that f =
∑n
i=1 ξi〈x, yi〉 for all x ∈ X . Let y =
∑n
i=1 ξiyi, then
f = y ∈ Y . 
Remark 3.6 In [15], since we employed the (ε, λ)–topology, we proved that (X, σ(X,Y ))∗ε,λ =
Hcc(Y ), which motivates us to find out Theorem 3.7 of [19]. In [15], Y is regular with respect
to X if, for each sequence {yn, n ∈ N} and each countable partition {An, n ∈ N} of Ω to F , there is
y ∈ Y such that 〈x, y〉 =
∑∞
n=1 I˜An〈x, yn〉 for all x ∈ X, which implies that I˜An〈x, y〉 = I˜An〈x, yn〉
for all x ∈ X and n ∈ N , namely I˜Any = I˜Anyn for each n ∈ N , that is to say, Y has the countable
concatenation property. Thus, for a random duality pair 〈X,Y 〉, “ Y is regular ” and “ Y has the
countable concatenation property ” are the same thing.
For the proof of Theorem 3.8, we need Lemma 3.7 below.
Lemma 3.7 (See [15].) Let X be an L0(F ,K)–module, f : X → L0(F ,K) an L0(F ,K)–linear
function and {pi : X → L0+(F) | 1 6 i 6 n} n L
0–seminorms such that |f(x)| 6 Σni=1pi(x) for all
x ∈ X. Then for each 1 6 i 6 n there is an L0(F ,K)–linear function fi such that
(1). |fi(x)| 6 pi(x) for all x ∈ X and 1 6 i 6 n;
(2). f(x) = Σni=1fn(x) for all x ∈ X.
Theorem 3.8 Let 〈X,Y 〉 be a random duality pair. Then there is a strongest one in all the random
compatible locally L0–convex topologies with Y .
Proof By Lemma 3.7, one can see that the proof is completely similar to the one of the corre-
sponding classical case, so is omitted.
Let 〈X,Y 〉 be a random duality pair. For a subsetA ofX , A0 := {y ∈ Y | |〈a, y〉| 6 1 for all a ∈ A }
is called the polar of A in Y . Similarly, one can define the polar of a subset B of Y in X . For the
proof of Theorem 3.11 below, we need Lemmas 3.9 and 3.10 below.
Lemma 3.9 (See [12].) Let (E,P) be an RLC module and G a subset of E such that G has the
countable concatenation property. Then G¯ε,λ = G¯c, where G¯ε,λ and G¯c denotes the Tε,λ– and Tc–
closures of G, respectively.
Lemma 3.10 Let (E,P) be an RLC module over K with base (Ω,F , P ) such that E has the count-
able concatenation property. Then the following are true:
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(1). G¯c = G¯ε,λ has the countable concatenation property if so does G;
(2). If G is L0–convex, then G¯ε,λ = [Hcc(G)]
−
ε,λ = [Hcc(G)]
−
c has the countable concatenation
property.
Proof (1). G¯c = G¯ε,λ is by Lemma 3.9, and thus we only need to prove that G¯ε,λ has the countable
concatenation property.
Let {xn, n ∈ N} be a given sequence in G¯ε,λ and {An, n ∈ N} a countable partition of Ω to F , then
by the countable concatenation property of E there is x∗ ∈ E such that x∗ = Σ∞n=1I˜Anxn. We claim
that x∗ ∈ G¯ε,λ, namely, (x
∗ +Nθ(Q, ε
∗, λ∗))
⋂
G 6= ∅ for any given ε∗ > 0, λ∗ > 0 with 0 < λ∗ < 1
and any finite subset Q of P , where Nθ(Q, ε∗, λ∗) = {x ∈ E | P{ω ∈ Ω | ‖x‖Q(ω) < ε∗} > 1− λ∗}.
In fact, it is clear that there exists x¯n ∈ G for each xn ∈ G¯ε,λ such that P{ω ∈ Ω | ‖xn−x¯n‖Q(ω) <
ε∗} > 1 − 12n+1λ
∗. By the countable concatenation property of G, there is x¯ ∈ G such that
x¯ = Σ∞n=1I˜An x¯n. Then P{ω ∈ Ω | ‖x
∗ − x¯‖Q(ω) > ε∗} = Σ∞n=1P{ω ∈ An | ‖xn − x¯n‖Q(ω) > ε
∗} 6
Σ∞n=1P{ω ∈ Ω | ‖xn − x¯n‖Q(ω) > ε
∗} 6 Σ∞n=1
1
2n+1λ
∗ = 12λ
∗, namely P{ω ∈ Ω | ‖x∗ − x¯‖Q(ω) <
ε∗} > 1− 12λ
∗ > 1− λ∗, that is to say, x¯ ∈ (x∗ +Nθ(Q, ε∗, λ∗))
⋂
G.
(2). By (1), [Hcc(G)]
−
c = [Hcc(G)]
−
ε,λ has the countable concatenation property. Thus we only
need to prove that G¯ε,λ = [Hcc(G)]
−
ε,λ. We can suppose , without loss of generality, that θ ∈ G.
Then for any x = Σ∞n=1I˜Aigi ∈ Hcc(G), it is obvious that {Σ
n
i=1I˜Aigi | n ∈ N} is a Tε,λ–cauchy
sequence in G convergent to x since {An, n ∈ N} is a countable partition of Ω to F , which means
that x ∈ G¯ε,λ, namely [Hcc(G)]
−
ε,λ ⊂ G¯ε,λ, so [Hcc(G)]
−
ε,λ = G¯ε,λ.
Theorem 3.11 (Random bipolar theorem) Let 〈X,Y 〉 be a random duality pair over K with
base (Ω,F , P ) such that X has the countable concatenation property. Then, for any subset A of
X, we have that A00 = [Hcc(Γ(A))]
−
T
for each random compatible topology T with Y , where Γ(A)
denotes the L0–balanced and L0–convex hull of A and [Hcc(Γ(A))]
−
T the T –closure of Hcc(Γ(A)).
Proof Since (X, T )∗ = Y , T ⊃ σc(X,Y ). On the other hand, it is obvious that A00 is an
L0–balanced, L0–convex and σc(X,Y )–closed set with the countable concatenation property, so
A00 ⊃ [Hcc(Γ(A))]
−
σc(X,Y )
⊃ [Hcc(Γ(A))]
−
T . By (1) of Lemma 3.10 [Hcc(Γ(A))]
−
T has the countable
concatenation property, if there is x ∈ A00 \ [Hcc(Γ(A))]
−
T , then by Corollary 4.8 and Remark 4.9 of
[19] there is y ∈ (X, T )∗ = Y such that |〈x, y〉| 
 1 and
∨
{|〈a, y〉| : a ∈ A} 6 1, which is impossible.
Remark 3.12 The classical bipolar theorem is an elegant result and hence frequently employed in
the study of classical duality theory, cf. [21]. However, the random bipolar theorem under the locally
L0–convex topology, namely Theorem 3.11 has the complicated form and also requires X to have the
countable concatenation property, so we do our best to avoid the use of it except in Subsection 3.3
where we are forced to use it to characterize a class of L0–pre-barreled modules. In [15] we proved
a random bipolar theorem under the (ε, λ)–topology with the same shape as the classical bipolar
theorem, but the countable concatenation property of Y is required. To sum up, we are always forced
to look for new methods in order to obtain some most refined results on random duality theory.
It is time for us to speak of random compatible invariants. Corollary 4.8 of [19] shows that any
closed L0–convex sets with the countable concatenation property are random compatible invariants
with respect to every random duality pair. Theorem 2.14 shows that the same is true for bounded
sets in the sense of the locally L0–convex topology.
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3.2 Random admissible topology
Definition 3.13 Let 〈X,Y 〉 be a random duality pair over K with base (Ω,F , P ) and A a family
of σc(Y,X)–bounded sets of Y . For any A ∈ A , the L0–seminorm ‖ · ‖A : X → L0+(F) is defined
by ‖x‖A =
∨
{|〈x, a〉| : a ∈ A} for all x ∈ X. Then the locally L0–convex topology induced by the
family {‖ · ‖A : A ∈ A } of L0–seminorms, denoted by TA , is called the topology of random uniform
convergence on A .
Definition 3.14 Let 〈X,Y 〉 and A be the same as in Definition 3.13. TA is said to be random
admissible if TA ⊃ σc(X,Y ), in which case A is said to be random admissible. If TA is random
compatible, namely (X, TA )∗ = Y , then A is also said to be random compatible.
As usual, let us first study TA .
Proposition 3.15 Let 〈X,Y 〉 and A be the same as in Definition 3.13. Then the following are
equivalent:
(1). TA is Hausdorff.
(2).
⋃
A :=
⋃
{A : A ∈ A } is total, namely 〈x, y〉 = 0 for all y ∈
⋃
A implies x = θ.
(3). SpanA (the submodule generated by
⋃
A ) is σε,λ(Y,X)–dense in Y .
(4). Hcc(SpanA ) is σc(Hcc(Y ), X)–dense in Hcc(Y ).
Proof (1)⇔(2), (3)⇒(2) and (4)⇒(2) are all obvious.
(2)⇒(3). By Theorem 4.4 and Remark 4.9 of [19], one can complete the proof by the same method
as used in the classical case.
(3)⇒(4). By applying (2) of Lemma 3.10 to SpanA and (Hcc(Y ), σc(Hcc(Y ), X)), we have the
following relations:
[Hcc(SpanA )]
−
σc(Hcc(X),Y )
= [Hcc(SpanA )]
−
σε,λ(Hcc(X),Y )
= [SpanA ]−
σε,λ(Hcc(X),Y )
⊃ Hcc(Y )
(by applying (3) to Hcc(Y )).
Although random bipolar theorem does not necessarily hold for all random duality pairs, (2) of
Lemma 3.16 below can complement this point.
Lemma 3.16 Let 〈X,Y 〉 be a random duality pair. Then we have:
(1). A ⊂ Y is σc(Y,X)–bounded iff A0 is a σc(X,Y )–L0–barrel.
(2). For any σc(Y,X)–bounded set A ⊂ Y , ‖·‖B = ‖·‖B00 (and hence B
00 is also σc(Y,X)–bounded),
where ‖ · ‖B and ‖ · ‖B00 are defined as in Definition 3.13.
Proof (1) is clear.
(2). Since B00 ⊃ B, it is obvious that ‖ · ‖B00 > ‖ · ‖B. Conversely, if ‖x‖B 6 1, then x ∈ B
0,
and hence ‖x‖B00 6 1, which implies ‖ · ‖B00 6 ‖ · ‖B.
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Definition 3.17 Let 〈X,Y 〉 be a random duality pair over K with base (Ω,F , P ) and B a family
of σc(Y,X)–bounded sets of Y . B is saturated if the following are satisfied:
(a). If A ⊂ B for some B ∈ B , then A ∈ B;
(b). A,B ∈ B ⇒ A
⋃
B ∈ B;
(c). B ∈ B ⇒ B00 ∈ B;
(d). λB ∈ B for all λ ∈ L0(F ,K) and B ∈ B.
In the classical definition of a saturated family (which amouts to the case when F = {Ω, ∅}),
the above (c) in Definition 3.17 is defined as “B ∈ B ⇒ [Γ(B)]−
σ(Y,X) ∈ B”. But, generally, we
only have the relation that B00 ⊃ [Γ(B)]−
σc(Y,X)
. Although the random bipolar theorem shows that
B00 = [Hcc(Γ(B))]
−
σc(Y,X)
if Y has the countable concatenation property, we would like to introduce
the notion of a saturated family for an arbitrary random duality pair, so we choose Definition 3.17
to meet all our requirements.
Let 〈X,Y 〉 be a random duality pair, in this paper we always denote by B(Y,X) the family of
σc(Y,X)–bounded sets of Y and β(X,Y ) = TB(Y,X). By (2) of Lemma 3.16, B(Y,X) is saturated.
It is also obvious that β(X,Y ) is the strongest random admissible topology.
For a family A of σc(Y,X)–bounded sets of Y , A
s denotes the saturated hull of A , namely
the smallest saturated family containing A . It is easy to see that A s = {B ⊂ Y | there are
λ1, λ2, · · · , λn ∈ L
0(F ,K) and A1, A2, · · · , An ∈ A such that B ⊂ (
⋃n
i=1 λiAi)
00}, again by (2) of
Lemma 3.16 one can easily see that TA = TA s .
Proposition 3.18 Let 〈X,Y 〉 be a random duality pair over K with base (Ω,F , P ) and A and B
two family of σc(Y,X)–bounded sets of Y such that B is saturated. Then, TA ⊂ TB iff A ⊂ B.
Proof If TA ⊂ TB, then for eachA ∈ A there are ξ ∈ L0+(F) and a finite subfamily {Bi | 1 6 i 6 n}
of B such that ‖x‖A 6 ξ(
∨
{‖x‖Bi : 1 6 i 6 n}) = ‖x‖B for all x ∈ X , where B = ξ(
⋃n
i=1Bi) ∈ B.
Thus A ⊂ A00 ⊂ B00 ∈ B, which has showed that A ∈ B. The converse is obvious. 
Corollary 3.19 Let 〈X,Y 〉 be a random duality pair and A is a saturated family of σc(Y,X)–
bounded sets of Y . Then TA is random admissible iff
⋃
A = Y .
Proof Let Yf denote the family of finite subsets of Y , then σc(X,Y ) = TYf . So, TA is random
admissible iff TYf ⊂ TA iff Yf ⊂ A iff
⋃
A = Y .
Theorem 3.20 Let 〈X,Y 〉 be a random duality pair over K with base (Ω,F , P ). Then a locally
L0–convex topology T on X is a topology of random uniform convergence iff T has a local base B at θ
such that each U ∈ B is a σc(X,Y )–L
0–barrel ( where a σc(X,Y )–L
0–barrel means an L0–balanced,
L0–absorbent, L0–convex and σc(X,Y )–closed set of X).
Proof If T = TA for some family A of σc(X,Y )−bounded sets of Y , we can suppose that A is
saturated, then B = {A0 : A ∈ A } is a local base at θ of T such that each A0 is a σc(X,Y )–L0–
barrel.
Conversely, let T have a local base B at θ such that each U ∈ B is a σc(X,Y )–L0–barrel. Let
A = {U0 : U ∈ B}, then each U0 is σc(Y,X)–bounded since (U0)0 ⊃ U is L0−absorbent. Further,
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we show that T = TA as follows. Since TA is induced by {‖ · ‖A : A ∈ A } and , for each U0 ∈ A ,
{x ∈ X | ‖x‖U0 6 1} = U
00 ⊃ U , which shows that ‖ · ‖U0 is T –continuous, namely TA ⊂ T . On
the other hand, for each U ∈ B, U ⊂ U00 = (U0)0, namely each element (U0)0 of a local base at θ
of TA is a T –neighborhood of θ, that is to say, TA ⊂ T .
In the classical case, by the classical bipolar theorem it can be easily established that {A0 : A ∈
B(Y,X)} as the local base at θ of β(X,Y ) is exactly the family of σ(X,Y )–barrels. However, in
the random setting, we do not know if {A0 : A ∈ B(Y,X)} as the local base at θ of β(X,Y ) is
still the family of σc(X,Y )–L
0–barrels, we only know that for each σc(X,Y )–L
0–barrel U there is
A(= U0) ∈ B(Y,X) such that U ⊂ A0. So, we remind the reader of the following useful result:
Theorem 3.21 Let 〈X,Y 〉 be a random duality pair such that X has the countable concatenation
property. Then the family of σc(X,Y )–L
0–barrels with the countable concatenation property forms
a local base at θ of β(X,Y ).
Proof By the countable concatenation property of X , it is easy to see that A0 has the countable
concatenation property for each A ∈ B(Y,X), and hence A0 is a σc(X,Y )–L0–barrel with the
countable concatenation property. On the other hand, for each σc(X,Y )–L
0–barrel U with the
countable concatenation property, then by Theorem 3.11 we have that U = U00 = (U0)0. Since
U0 ∈ B(Y,X), U ∈ {A0 : A ∈ B(Y,X)}. To sum up, the family of σc(X,Y )–L0–barrels with the
countable concatenation property is exactly the local base {A0 : A ∈ B(Y,X)}.
Theorem 3.22 below shows that the study of random admissible topology is of universal interest
in the theory of RCL modules.
Theorem 3.22 Let (X,P) be an RLC module over K with base (Ω,F , P ) and E the family of all
the subsets E of X∗c such that E is equicontinuous from (X, Tc) to L
0(F ,K) endowed with the locally
L0–convex topology induced by | · |. Then Tc = TE , where we consider the natural pairing 〈X,X∗c 〉,
then TE is, clearly, a random admissible topology.
Proof It is clear that E ∈ E iff there are ξ ∈ L0+(F) and a finite subset Q of P such that
‖x‖E :=
∨
{|f(x)| : f ∈ E} 6 ξ(
∨
{‖x‖ : ‖ · ‖ ∈ Q}) for all x ∈ X , so TE ⊂ Tc.
Conversely, for each ‖ · ‖ ∈ P , let E = {f ∈ X∗c | |f(x)| 6 ‖x‖ for all x ∈ X}, then from the
random Hahn-Banach theorem of [12] one can easily see that ‖ · ‖ = ‖ · ‖E, so Tc ⊂ TE .
Corollary 3.23 Let 〈X,Y 〉 be a random duality pair over K with base (Ω,F , P ). Then every
random compatible topology T on X is random admissible.
Proof By Definition 3.2, there is a family P of L0–seminorms on X such that (X,P) becomes an
RLC module over K with base (Ω,F , P ) and (X,P)∗c = Y , T is just induced by P , at which time
〈X,Y 〉 is exactly 〈X,X∗c 〉 and T = TE by Theorem 3.22.
The proof of Theorem 3.24 below (namely the resonance theorem) is omitted since it is the same
as that of the classical case. For the notions of an L0–barreled module and L0–pre–barreled module,
see the beginning part of Subsection 3.3 of this paper.
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Theorem 3.24 Let (E,P) be an RLC module over K with base (Ω,F , P ) and H ⊂ E∗c . Then we
have the following:
(1). If (E, Tc) is L0–barreled, then H is equicontunuous from (E, Tc) to (L0(F ,K), Tc) iff H is
σc(E
∗
c , E)–bounded.
(2). If (E, Tc) is L0–pre-barreled and E has the countable concatenation property, then H is equicon-
tinuous from (E, Tc) to (L0(F ,K), Tc) iff H is σc(E∗c , E)–bounded.
In the classical case, for a locally convex space (E, T ), a subset H ⊂ E∗ is equicontinuous, then
it must be σ(E∗, E)–relatively compact. However the classical Banach-Alaoglu theorem universally
fails to hold in the case of RN modules under the (ε, λ)–topology (cf. [11]), the same, of course,
occurs for the locally L0–convex topology, so we can not generalize the construction of the classical
Mackey topology to the random setting.
3.3 A characterization for a random locally convex module to be L0–pre-
barreled
Let us first recall the notion of an L0–barreled module from [2]. Let (E, T ) be a locally L0–convex
L0(F ,K)–module. An L0–balanced, L0–absorbent, L0–convex and closed subset of E is called an
L0–barrel. (E, T ) is called an L0–barreled module if every L0–barrel is a neighborhood of θ, whereas
it seems to us that the following notion of an L0–pre-barreled module is more suitable for financial
applications.
Definition 3.25 Let (E, T ) be a locally L0–convex L0(F ,K)–module. (E, T ) is called an L0–pre-
barreled module if every L0–barrel with the countable concatenation property is a neighborhood of
θ.
The main result of this subsection is Theorem 3.26 below.
Theorem 3.26 Let (E,P) be an RLC module over K with base (Ω,F , P ) such that E has the
countable concatenation property. Then (E, Tc) is L0–pre-barreled iff Tc = β(E,E∗c ).
Proof Tc has a local base at θ consisting of {Nθ(Q, ε) | Q ∈ Pf , ε ∈ L0++(F)}, where Nθ(Q, ε) =
{x ∈ E | ‖x‖Q 6 ε}. It is obvious that every Nθ(Q, ε) is an Tc–L0–barrel with the countable
concatenation property. Thus, if Tc is L0–pre-barreled, then the family of Tc–L0–barrels with the
countable concatenation property forms a local base at θ of Tc. By Corollary 4.8 of [19], L0–barrels
with the countable concatenation property are random compatible invariants, namely the family of
Tc–L0–barrels with the countable concatenation property coincides with the family of σc(E,E∗c )–
L0–barrels with the countable concatenation property, so Tc = β(E,E
∗
c ) by Theorem 3.21 if Tc is
L0–pre-barreled.
Conversely, if Tc = β(E,E∗c ), then ,since every Tc–L
0–barrel with the countable concatenation
property is σc(E,E
∗
c )–L
0–barrel by Corollary 4.8 of [19], and hence a β(E,E∗c )–neighborhood of θ
by Theorem 3.21, namely a Tc–neighborhood of θ, that is to say, (E, Tc) is L0–pre-barreled.
Corollary 3.27 Let (E, ‖ · ‖) be a Tc–complete RN module over K with (Ω,F , P ) such that E has
the countable concatenation property. Then (E, Tc) is L0–pre-barreled.
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Proof We only need to verify that Tc = β(E,E∗c ).
First, the locally L0–convex topology Tc induced by ‖ · ‖ is a random compatible topology with
respect to the natural random duality pair 〈E,E∗c 〉, so Tc ⊂ β(E,E
∗
c ) by Corollary 3.23.
Conversely, β(E,E∗c ) is induced by {‖·‖A : A ∈ B(E
∗
c , E)}, please recall that ‖·‖A : E → L
0
+(F) is
given by ‖x‖A =
∨
{|f(x)| : f ∈ A} for all x ∈ E and A ∈ B(E∗c , E). Thus we only need to prove that
each ‖ · ‖A is continuous from (E, Tc) to (L0(F ,K), Tc). A ∈ B(E∗c , E) means that {f(x) : f ∈ A}
is Tc–bounded in (L0(F ,K), Tc) for each x ∈ E, then, by Theorem 2.13 A is Tc–bounded in E∗c ,
namely a.s. bounded, and hence there is ξA ∈ L0+(F) such that ‖f‖ 6 ξA for all f ∈ A. This shows
that ‖x‖A =
∨
{|f(x)| : f ∈ A} 6
∨
{‖f‖ · ‖x‖ : f ∈ A} 6 (
∨
{‖f‖ : f ∈ A})‖x‖ 6 ξA‖x‖ for all
x ∈ E, namely β(E,E∗c ) ⊂ Tc. 
Corollary 3.28 For each p ∈ [1,+∞], (LpF (E), Tc) is L
0–pre-barreled.
Proof Since LpF(E) is Tc–complete and has the countable concatenation property, then it immedi-
ately follows from Corollary 3.27.
4 Continuity and subdifferentiability theorems in L0–pre-
barreled modules
We will state the results in this section under the framework of locally L0–convex modules since
the proofs of these results do not necessarily depend on the family of L0–seminorms. Continuity
and subdifferentiability theorems in L0–barreled modules were already proved in [2]. As shown in
[2], the proofs in the random setting are very similar to those in the corresponding classical cases.
Thus this section is focused on some discussions on the relation between the topological structure
and stratification structure of a locally L0–convex module.
In the section, a locally L0–convex module (a topological L0–module) means a locally L0–convex
L0(F , R)–module (resp., a topological L0(F , R)–module).
To state our main results, let us first recall the following: let E be an L0(F)–module and f a
function from E to L¯0(F). The effective domain of f is denoted by dom(f) := {x ∈ E | f(x) <
+∞ on Ω} and the epigraph of f by epi(f) := {(x, r) ∈ E × L0(F) | f(x) 6 r}. f is proper if
dom(f) 6= ∅ and f(x) > −∞ on Ω. f is L0–convex if f(ξx+ (1− ξ)y) 6 ξf(x) + (1− ξ)f(y) for all
x, y ∈ E and ξ ∈ L0+(F) with 0 6 ξ 6 1, where the following convention is adopted: 0 · (±∞) = 0
and +∞± (±∞) = +∞. f : E → L¯0(F) is said to be local ( or, to have the local property ) if
I˜Af(x) = I˜Af(I˜Ax) for all x ∈ E and A ∈ F . In [3], it is proved that an L0-convex function is
local. In this paper, we adopt the weakest definition of lower semicontinuity, namely, let (E, T ) be
a locally L0–convex module and f : E → L¯0(F) a proper L0–convex function, we say that f is lower
semicontinuous if {x ∈ E | f(x) 6 r} is T -closed for any r ∈ L0(F).
Definition 4.1 (See [2]). Let (E, T ) be a locally L0–convex module and f : E → L¯0(F) a proper
L0–convex function. f is subdifferentiable at x ∈ dom(f) if there is u ∈ (E, T )∗ such that u(y−x) 6
f(y)− f(x) for all y ∈ E, at which time u is called a subgradient of f at x. The set of subgradients
of f at x is denoted by ∂f(x).
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We can now state our main results as follows:
Theorem 4.2 Let (E, T ) be a real L0–pre-barreled module such that E has the countable concate-
nation property. Then a proper lower semicontinuous L0–convex function f : E → L¯0(F) is contin-
uous on Int(dom(f)) := the interior of dom(f), namely f is continuous from (Int(dom(f)), T ) to
(L0(F), Tc).
Theorem 4.3 Let (E, T ) be a real L0–pre-barreled module such that E has the countable concate-
nation property. Then, for a proper lower semicontinuous L0–convex function f : E → L¯0(F),
∂f(x) 6= ∅ for all x ∈ Int(dom(f)).
To prove Theorem 4.2, we needs the following known lemmas:
Lemma 4.4 (See [2]). Let E be a topological L0–module. If in some neighborhood of an element
x0 ∈ E a proper L0–convex function f : E → L¯0(F) is bounded above by some ξ0 ∈ L0(F), then f
is continuous at x0.
Lemma 4.5 (See [2]). Let E be a topological L0–module and f : E → L¯0(F) a proper L0–convex
function. Then the following statements are equivalent:
(1). There is a nonempty open set O ⊂ E on which f is bounded above by some ξ0 ∈ L0(F).
(2). f is continuous on Int(dom(f)) and Int(dom(f)) 6= ∅.
Lemma 4.6 (See [2]). Let E be a topological L0–module and x ∈ E. Then every proper L0–convex
function f : SpanL0(x)→ L¯
0(F) is continuous on Int(dom(f)), where SpanL0(x) is the L
0–module
spanned by x and endowed with the relative topology.
We can now prove Theorem 4.2.
Proof of Theorem 4.2. Assume that there is x0 ∈ Int(dom(f)). By translation, we may assume
x0 = 0 and further take Y0 ∈ L0(F) such that f(0) < Y0 on Ω. Since f is lower semicontinuous, the
set C := {x ∈ E | f(x) 6 Y0} is closed. Further, for all x ∈ E, the net {
x
Y
: Y ∈ L0++(F)} converge
to θ. By Lemma 4.6, the restriction of f to SpanL0(x) is continuous at θ, hence f(
x
Y
) < Y0 on Ω
for large Y , which means that C is L0–absorbent. Hence C
⋂
(−C) is an L0–barrel. Since E has the
countable concatenation property and f has the local property, it is easy to observe that C
⋂
(−C)
is an L0–barrel with the countable concatenation property and in turn a neighborhood of θ ∈ E, so
f is continuous on Int(dom(f)) by Lemma 4.5. 
To prove Theorem 4.3, we need the following three lemmas as well as Theorem 4.10 below.
Lemma 4.7 below is a slight generalization of Lemma 3.17 of [12], whereas their proofs are the
same, so the proof of Lemma 4.7 is omitted.
Lemma 4.7 Let (E, T ) be a locally L0–convex L0(F ,K)–module and A ∈ F with P (A) > 0. If
G and M are an open set and a closed set of E, respectively, such that I˜AG + I˜AcG ⊂ G and
I˜AM + I˜AcM ⊂M , then I˜AG is relatively open in I˜AE and I˜AM is relatively closed in I˜AE.
From Lemma 4.7 one can see that (I˜AE, T |I˜AE) is still a locally L
0–convex L0(FA,K)–module,
where FA = A
⋂
F := {A
⋂
B | B ∈ F} is the σ–algebra of (A,FA, P (·|A)).
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Lemma 4.8 Let (E, T ) be a locally L0–convex module, A ∈ F with P (A) > 0 and f : E → L¯0(F)
a proper L0–convex function. If, we define fA : I˜AE → I˜AL¯0(F) by fA(I˜Ax) = I˜Af(I˜Ax) for all
x ∈ E, then we have:
(1). For all x ∈ dom(f), I˜A(x, f(x)) ∈ ∂(epi(fA)), where ∂(epi(fA)) denotes the boundary of epi(fA)
in (I˜AE, T |I˜AE)×(I˜AL
0(F), Tc| I˜AL0(F)). Here, let us recall that Tc is the locally L
0–convex topology
on L0(F) induced by | · |.
(2). For all x ∈ dom(f), I˜A(x, f(x)) 6∈ I˜A(Int(epi(f))).
Proof (1). It is easy to see that (x, f(x)) ∈ ∂(epi(f)) for all x ∈ dom(f). By the local property of
f , I˜A(x, f(x)) = (I˜Ax, I˜Af(x)) = (I˜Ax, fA(I˜Ax)) for all x ∈ E. So, if we consider the corresponding
problem in (I˜AE, T |I˜AE), then we have that I˜A(x, f(x)) = (I˜Ax, fA(I˜Ax)) ∈ ∂(epi(fA)) for all
x ∈ dom(f).
(2). By the above (1), it is , of course, that I˜A(x, f(x)) 6∈ IntA(epi(fA)), where IntA(epi(fA))
denotes the interior of epi(fA) in (I˜AE, T |I˜AE)×(I˜AL
0(F), Tc|I˜AL0(F)). It is obvious that epi(fA) =
I˜A(epi(f)). By Lemma 4.7, I˜A(Int(epi(f))) is an open set in (I˜AE, T |I˜AE)× (I˜AL
0(F), Tc|I˜AL0(F)),
so IntA(epi(fA)) = IntA(I˜Aepi(f)) ⊃ I˜A(Int(epi(f))), which implies that I˜A(x, f(x)) 6∈ I˜A(Int
(epi(f))) for all x ∈ dom(f). 
Proof of Lemma 4.9 below is the same as that of Lemma 3.14 of [2], so is omitted.
Lemma 4.9 Let (E, T ) be a locally L0–convex module and f : E → L¯0(F) a proper lower semicon-
tinuous L0–convex function. Then Int(epi(f)) 6= ∅ implies Int(dom(f)) 6= ∅. Furthermore, if, in
addition, (E, T ) is L0–pre-barreled such that E has the countable concatenation property, then Int
(dom(f)) 6= ∅ iff Int(epi(f)) 6= ∅.
Theorem 4.10 (See [2]). Let (E, T ) be a Hausdorff locally L0–convex L0(F ,K)–module, M and
G two nonempty L0–convex sets of E with G open. If I˜AM ∩ I˜AG = ∅ for all A ∈ F with P (A) > 0,
then there is f ∈ (E, T )∗ such that:
(Ref)(y) < (Ref)(z) on Ω for all y ∈ G and z ∈M.
We can now prove Theorem 4.3.
Proof of Theorem 4.3. Let x0 ∈ Int(dom(f)). We separate (x0, f(x0)) from Int(epi(f)) by
means of Theorem 4.10. By Lemma 4.9, Int(epi(f)) is not-empty, (x0, f(x0)) ∈ ∂(epi(f)) and
I˜A(x0, f(x0))
⋂
I˜AInt(epi(f)) = ∅
for all A ∈ F and P (A) > 0. Hence, there are g1 ∈ (E, T )∗ and g2 ∈ (L0(F), Tc)∗ (in fact,
(L0(F), Tc)∗ = L0(F)) such that
g1(x) + g2(y) < g1(x0) + g2(f(x0))
on Ω for all (x, y) ∈ Int(epi(f)). By the fact that g2(y) = yg2(1) we derive that g2(1) < 0 on Ω.
We will show that −g1
g2(1)
∈ ∂f(x0). To this end, let x ∈ E, A = [f(x) = +∞] and x˜ = IAx0 + IAcx.
Then, x˜ ∈ dom(f) and in turn (x˜, f(x˜)) ∈ ∂(epi(f)). Thus, there is a net (xα, yα) ⊂ Int(epi(f))
which converges to (x˜, f(x˜)) and for which
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(1) g1(xα) + yαg2(1) < g1(x0) + g2(f(x0))
on Ω for all α. Since g1 ∈ (E, T )∗ we may pass to limits in (1) yielding
−g1(x˜− x0)
g2(1)
6 f(x˜)− f(x0).
Finally, from the local property of f and g1 we derive
−g1(x˜− x0)
g2(1)
6 f(x)− f(x0)
and since x ∈ E is arbitrary we conclude that −g1
g2(1)
indeed is subgradient of f at x0. 
If the hypothesis “that (E, T ) is L0–pre-barreled module such that E has the countable con-
catenation property” in Theorems 4.2 and 4.3 is replaced by the one “that (E, T ) is L0–barreled”,
then Theorems 4.2 and 4.3 change to Proposition 3.5 and Theorem 3.7 of [2], respectively, and the
proofs of Theorems 4.2 and 4.3 are also very similar to that of Proposition 3.5 and Theorem 3.7
of [2], what is different is that Theorems 4.2 and 4.3 are based on the notion of L0–pre-barreled
modules, at least Theorems 4.2 and 4.3 make sense for L0–pre-barreled RLC modules with the
countable concatenation property since we have characterized such RLC modules in Theorem 3.26,
furthermore, Corollary 3.28 shows that Corollaries 4.11 and 4.12 below of Theorems 4.2 and 4.3,
respectively, are enough for financial applications, for whose proofs one only notices that (E, Tc) is
a Hausdorff locally L0–convex module with Tc induced by P for a random locally convex module
(E,P) over R with base (Ω,F , P ).
Corollary 4.11 Let (E,P) be an L0–pre-barreled random locally convex module over R with base
(Ω,F , P ) such that E has the countable concatenation property. Then a proper Tc–lower semicon-
tinuous L0–convex function f : E → L¯0(F) is continuous on Int(dom(f)) := the Tc–interior of
dom(f), namely f is continuous from (Int(dom(f)), Tc) to (L0(F), Tc).
Corollary 4.12 Let (E,P) be an L0–pre-barreled random locally convex module over R with base
(Ω,F , P ) such that E has the countable concatenation property. Then, for a proper Tc–lower
semicontinuous L0–convex function f : E → L¯0(F), ∂f(x) 6= ∅ for all x ∈ Int(dom(f)), where
Int(dom(f)) is the same as in Corollary 4.11.
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