We give a denotational semantics to a calculus with overloading and subtyping. In , the interaction between overloading and subtyping causes self application, and non-normalizing terms exist for each type. Moreover, the semantics of a type depends not on that type alone, but also on innitely many others. Thus, we need to consider innitely many domains which are related by an innite number of mutually recursive equations. We solve this by considering a functor category from the poset of types modulo equivalence to a category in which each type is interpreted. We introduce a categorical constructor corresponding to overloading, and formalize the equations as a single equation in the functor category. A semantics of is then expressed in terms of the minimal solution of this equation. We prove the adequacy theorem for following the construction in (Pitts 94) and use it to derive some syntactic properties.
Introduction
In theoretical study, the notion of overloading has often been treated as something ad hoc and trivial; an overloaded function is simply a nite product of functions from which one component is selected at compile time, and therefore it does not complicate the computational behavior of the calculus. However, recent studies have shown that when the simply typed lambda calculus is extended both with overloading and subtyping, a kind of self application happens and it becomes non-normalizing (Tsuiki 92; Tsuiki 94; Castagna et al. 1995) . This suggests that overloading cannot be interpreted as a simple product when subtyping exists, and we need to consider a richer structure.
In this paper, we construct a domain theoretic model of , an extension of the simply typed lambda calculus with subtyping and the merge operator. The merge operator provides a way of dening an overloaded function. Though does not have the recursion operator nor the notion of recursive types, an overloaded function may be applicable to itself due to the interaction between subtyping and overloading. This means that we cannot dene the semantics of a type inductively as in the case of the simply typed lambda calculus and PCF, but rather we need to consider recursive equations between domains. Moreover, we will nd that the semantics of a type depends not only on itself but on innitely many types including itself. This means that we need to construct innitely many domains which are related by an innite number of mutually recursive equations.
Let (T; ) be the poset of all types modulo equivalence extended with a top element, and C be a category in which each type is interpreted. Each object of C should have a pointed order structure in order to interpret non-normalizing terms. Since a subtype relation is interpreted as a strict coercion function from a subtype to a supertype, the function D which assigns a domain to each type can be considered as a functor from T to C ! . Here, the poset T is considered as a category and C ! is the subcategory of C only with strict morphisms. In this setting, the conditions we need to solve can be expressed as the following single recursive equation in the functor category Fun(T; C ! ):
(1) Here, [D ) D] is a functor from T to C ! corresponding to the overloaded function space.
Dana Scott solved the domain equation U = U U in the category of complete lattices and continuous functions. We need to do the same kind of construction in a functor category. (Smyth and Plotkin 1982 ) generalized Scott's construction to arbitrary categories and gave conditions under which such a domain equation is solvable. We use their results to give conditions on the category C under which the above equation in Fun(T; C ! ) is solvable. Following that, we give a semantics to for the case that C is the category of pointed cpo's and continuous functions.
In (Plotkin 1977) , the computational adequacy property of the language PCF with respect to the standard cpo model is shown, and thus some equivalences between terms are proved through the semantics. We will do an analogous study for with the model constructed over the minimal solution of (1). The adequacy property of PCF is usually proved using the notion of computability or the notion of formal approximation. However, they cannot be applied to directly because the semantics of types is not dened inductively. Recently, (Pitts 94; Pitts 96) has developed a technique for proving the adequacy of a language with respect to the model constructed over the minimal invariant of a recursive domain equation, by dening a formal approximation relation as a xed point of a constructor of mixed variance over relations. We show the adequacy of by following that construction. Using adequacy, we obtain some syntactic properties of the calculus: transitivity of coercions, equivalence between terms of equivalent types, and the relation between the notion of merge and overloading.
We give the intuitive idea behind the notion of merge in the next section, and introduce the calculus and its normalization-related properties in Section 3. In Section 4, we construct the semantic functor D by solving an equation in a functor category, and in Section 5, we give a denotational semantics to . Finally, we prove the adequacy theorem and some syntactic properties in Section 6.
2. The merge operator as an overloaded function constructor 2.1. Calculi with overloading and subtyping First, we give the fundamental idea of calculi with overloading and subtyping. Figure  1 gives us an intuitive meaning of an overloaded function over a subtype structure. An overloaded function is dened as a collection of monomorphic functions, and its type is expressed as a list of component function types. When it is applied, the branch dened on the closest super type is selected, and applied to the argument. In this example, M is applicable to subtypes of V i (i = 1; . . .; 4). When M is applied to an argument N of type, for example, V 5 , M 2 is selected and is applied to N. Note that the type of a term is used at runtime to determine the most appropriate branch. This is in contrast to the simply typed lambda calculus and its extensions which ignore type information at runtime.
This kind of calculus has been studied with the aim of providing a foundation for typed object-oriented languages. It models an object as a record which contains only instance variables, a class as a record type, a message as an overloaded function dened by combining all the methods with the same name, and a message-sending as an application of an overloaded function. Thus, when a message is sent to an object, the method dened on the closest superclass is selected and applied to the argument. The &-calculus (Castagna et al. 1995) is an example of a calculus with this kind of overloading.
The merge operator
The calculus uses a dierent constructor in dening an overloaded function, which allows us to dene the behavior of an overloaded function on a subtype as a modication of those of the supertypes, and which has a simpler formalization.
It has the 'merge' operator , which takes two overloaded functions and produces an overloaded function. Instead of selecting only one branch, a merge of functions computes the result by selecting all the component functions applicable to the argument, applying them, and merging their results. That is, (M 1 M 2 ) N is reduced to M 1 N if M 1 is applicable to N, M 2 N if M 2 is applicable to N, and to (M 1 N ) (M 2 N) if both are applicable. This is in contrast to the &-calculus in which only one function component is selected.
For this denition, we need to dene the merge of the result values. In , we only consider basic types and overloaded function types. We have already mentioned the meaning of a merge of overloaded functions. As for the merge of two terms of the same basic type, we have many choices. Actually, we can use any set of functions ff B : B2B ! B j B is a basic typeg to form a calculus of this kind. We made our choice such that a merge M N of basic type terms M and N is reduced to N . That is, we adopt the rule that the right hand value overrides the value on the left. We do not allow the merge of an overloaded function and a basic type value, or the merge of two basic type values of dierent types; we cannot nd any practical meaning in such expressions.
The notion of merge is designed as a new way of dening a subclass method in object oriented programming. In most cases, we dene a subclass method as a modication of supertype methods by rst activating them by, for example, sending a message to super, and then writing the part which is peculiar to the subtype. We formalize in this idea of writing only the dierence in a subclass. As an example, suppose that M 0 is an overloaded function with only one branch dened on V 0 with the result type V 0 0 , and that we want to extend it with a branch dened on a subtype V 1 of V 0 to form an overloaded function M (Figure 2 ). We assume that V 0 , the result type of M to V 1 , is a subtype of V 0 0 since the return value of a subtype method is usually more specic than that of a supertype method. Instead of giving the full description of M to V 1 as the branch for V 1 , we only specify as M 1 : [V 1 ! V 0 1 ] the dierence from the behavior of M 0 to V 1 and construct the merge term M = M 0 M 1 . Here, V 0 1 is an appropriate type to specify the dierence, which satises that V 0 = V 0 0 1 V 0 1 (the merge type of V 0 0 and V 0 1 , which we will explain below). When M is applied to N : V 1 , both M 0 and M 1 are activated and the results are merged to form a value M 0 N M 1 N in V 0 .
To give more intuition to merge, let the result values M 0 N and M 1 N be records.
As we shall see in Section 3.3, records can be expressed as overloaded functions in . Assume M 0 N to be a record fone = N 1 ; two = N 2 g and M 1 N a record ftwo = N 0 2 ; three = N 0 3 g, with N 2 and N 0 2 of the same type. Then M 0 N M 1 N is equivalent to fone = N 1 ; two = N 0 2 ; three = N 0 3 g in the sense of Denition 3.5 below because records are merged recursively by the reduction rule of an overloaded function application and the right hand value overrides on basic type values. In this way, the result of the subtype method inherits some parts of the supertype method (one slot), overrides some parts (two slot), and extends some parts (three slot).
When we do not want to inherit the behavior of the supertype methods, we can put V 0 1 = V 0 and override completely the supertype methods. In this case, a merge expression behaves just like overloading as we shall formally prove in Section 6.3. Therefore, our notion of merge is a generalization of the notion of overloading. As another extreme, we can completely inherit the supertype methods by not specifying the subtype component. In this sense, the notion of merge gives us a way of controlling the extent to which a subtype method overrides.
With this notion of merge, the syntax and the semantics of the calculus becomes simpler than in calculi with the conventional overloading operator. In the &-calculus, in order to ensure that there exist only one branch dened on the closest super type, there is a condition on the form of an overloaded type, which does not exist in . The &-calculus has the property that equivalent types do not have the same meaning, and thus the type structure must be treated as a pre-ordered set, not a partially ordered set, whereas equivalent types have the same meaning in .
In (Tsuiki 94) , we introduced a new word generic function for functions which are composed by merge. However, we will use the word overloaded function (or simply \function" because we only treat overloaded functions in our calculus) here, because our semantic construction applies to calculi with overloading in general.
2.3. Late binding vs. early binding One of the diculties in considering a calculus with subtyping is that the type of a term is not preserved by -reduction. For example, when U V and M : U , (x V : x) M has type V , whereas it has type U when it is -reduced. Usually, this is avoided by introducing the subsumption rule, and considering a term of type U as also belonging to type V . However, it is not easy to adopt this rule in the presence of overloading, because the type of a term is used in the reduction and needs to be uniquely dened.
In , this problem is solved by considering U V as showing the existence of an inherent coercion function from U to V instead of using the subsumption rule and considering subtyping as set inclusion. We use the following rule instead of the -rule.
(E 0 AP P ) (x V :M )N . M[x V := Nj V ] Here, Nj V is a term denoting the coercion of N to V . The intuitive meaning of N j V is that it is N but the functionality is restricted to V , and thus behaves as a value of type V . In this way, the calculus we treat here has the unicity of types and the subject reduction properties. This rule also means that a branch selection of a function application to Nj V inside the term M [x V := N j V ] is based on V instead of the type of N . This is called \early binding" in object oriented programming. This is in contrast to the &-calculus, in which (x V :M) N is reduced using the usual rule and therefore the type of N is used in the subsequent branch selections. This just corresponds to late-binding in object oriented programming. This is accomplished by allowing the type of a term to change to a subtype by reductions, and by restricting the reduction of an overloaded application so that it is reduced only when the argument is in normal form. Thus, each term has two notions of types; the static type which is given by type checking and the dynamic type on which branch selection is based. Though late-binding is one of the characteristics of object-orientedness, it complicates both the formation and the semantics of the calculus. Since the aim of this paper is to investigate the semantic structure behind the circularity caused by overloading and subtyping, which occur also in calculi with early binding, we treat the simpler one. Bool] is not allowed because both branches are activated on an argument whose type is a subtype of both V and V 0 , and thus we need to merge the results. Therefore, we dene the following compatibility relation " on pretypes and function precomponents, and dene types by imposing a compatibility condition on the components of a function type.
(M-REFL) The meaning of compatibility is that U and V are compatible i M : U and N : V are mergeable. As we will see in Proposition 3.1 below, U " V also means that U and V have a common subtype. Thus, the precondition of (M-FUN), which can also be restated Next, we dene subtype relation on TExp as follows: We call V a subtype of U when V U, and we say that V and U are equivalent and write V ' U when V U and U V . Though the same domain is assigned to equivalent types in the semantics, we will treat them as distinct syntactic objects of the calculus. Now, " and 1 are characterized on the pre-ordered set (TExp; ) in the following way: Proposition 3.1. 1) V 1 " V 2 i V 1 and V 2 have a lower bound (i.e., a common subtype). 2) V 1 1 V 2 is the greatest lower bound of V 1 and V 2 with this preorder.
The proof is given in Appendix A. Denition 3.2. Let F be [V 1 ! V 0 1 ; . . . ; V n ! V 0 n ]. 1) We say that F is applicable to U if at least one of the V i (i = 1; . .. ; n) satises U V i . 2) When F is applicable to U , dene cod(F; U) as V 0
(1) 1 . .. 1 V 0 (l) , where (i) (i = 1; .. . ; l) satisfy U V (i) .
3) When F is applicable to U , dene dom(F; U) as V (1) 1 .. . 1 V (l) , where (i) (i = 1; .. . ; l) satisfy U V (i) . From a function type F , we can form a partial function from TExp to itself which maps a type V to cod(F; V ) when F is applicable to V . This is actually the function which maps the argument type to the result type. The order F G on function types corresponds to the pointwise order on this function space. That is, F G i cod(F; V ) cod(G; V ) for all V to which F is applicable. We shall explain the detail in Section 4.1. We show the decidability of this order relation, which is not trivial because there exists the rule (I-TRANS), which is not structural. The proof is given in Appendix B. Note that our type structure is essentially the same as a variant of an intersection type system T # in (Cardone and Coppo 1990) .
The terms of
The preterms (ranged over by M and N) are dened as follows:
Here, K B means a constant of a basic type B and x V means a variable of type V . We assume that each basic type has at least one constant. M j V is the coercion of M to V and M 1 M 2 is the merge expression of M 1 and M 2 .
We dene the typing rules of as follows: 
It is clear that has the unicity of types property. We dene the reduction rules of as follows: Note that the typing rule (T-APP) ensures that either M 1 or M 2 is applicable in (E-APPL). We have already explained the intuitive meanings of (E-APP), (E-APPL), and (E-CONST). The reduction rules (E-COE) and (E-APPC) determine the meaning of Mj V . Since a basic type is only comparable with itself, M also have the type B in (E-COE) and the coercion is from B to B. (E-COE) means that we dene this coercion function to be the identity function. For a coercion of a function, (E-APPC) means that Mj F has the same functionality as M , but the domain is restricted to fV j F is applicable to V g and the type of the return value is adjusted to cod(F; V ) by coercion.
It is easy to show the Subject Reduction property of . The Church Rosser Property is proved in the standard way, for example, by using the notion of parallel reduction (Takahashi 1989 (Castagna et al. 1995) . Now, we give a simple example to show how the computational mechanism of works.
Let [Window] and [FWindow] be the following record types: ; the width of the frame of the window
Suppose that the move function on [Window] is dened as follows: move1 = r [Window] :dx Int :dy Int :r fx = r:x + dx; y = r:y + dyg: Here, we assume that our language is extended with + : [Int ! Int] and reduction rules for +. Though the type of the return value is not [Window] , it is equivalent to [Window] . Therefore, the return value can be treated as if it is a [Window] value (see the next subsection). Consider that one tries to write the move function on [FWindow] such that it does not change the frame size and enlarges the height of the window by 1. One only needs to write the dierence from the behavior of move1 to a [FWindow] -value as move2 = r [FWindow] :dx Int :dy Int :fh = r:h + 1;f = r:fg; and dene move as move1 move2. In this way, in a subtype method denition, one can extend the result of the supertype methods (in this example, the f slot), and override some part (in this example, the h slot). (Tsuiki 96) gives more examples of the use of the merge operator based on related calculi.
Non-normalizing terms in
Though the fundamental idea of a calculus with overloading and subtyping looks very simple, its behavior is rather complicated in that every type has a non-normalizing term though types are dened inductively.
In , an overloaded function is treated as a rst class object which can be passed to another overloaded function as an argument. Moreover, a type V = [V 1 ! V 0 1 ; . . . ; V n ! V 0 n ] may be a subtype of one of V i (i = 1; . . . ; n) and thus an overloaded function may be applicable to itself. This causes non-normalization in .
As One thing to note is that though a term may be applicable to itself, it cannot return itself. Moreover, each function has a maximal number of arguments. This is shown by dening the degree of a type as follows:
degree(B) = 1;
The degree of the type of M N is less than that of M and thus when the degree of the type of M is n, there are no terms N 1 ; . . . ; N n which make M N 1 N 2 . . . N n well typed. This fact means that we can consider a closed normal form of a basic type, which is a constant of , as a value and a closed term of a function type as a function returning a value on termination when enough number of arguments are given. This is one explanation why we can use the equivalence based on basic type contexts.
Non-normalization itself is not a desirable property when we consider the calculus as a practical programming language. Actually, practical studies, (Castagna et al. 1995) and (Tsuiki 96) , use fragments of overloaded calculi which are normalizing. However, nonnormalization poses a question on the mathematical structure of the calculus. That is, though types are dened inductively, we cannot give their semantics in a compositional manner, and we need to construct domains which reect the circular structure of the calculus. The following sections are devoted to this construction. 4 . Construction of the semantic functor 4.1. Semantics of types We rst investigate the structure of the set of types, in particular, the poset of types modulo equivalence. We denote by (T; ) the poset of all type expressions modulo equivalence extended with the top element >. > can be considered a special type with only one element denoting type-error, to which every term can be coerced. We denote by V the equivalence class that V belongs to. We denote by T B and T F the subsets of T corresponding to basic types and function types, respectively, extended with >. Thus the poset T satises T = T B + T F , with + the sum of two posets with the top elements identied. We use variables s and t for elements of T.
T B is a at co-cpo since there is no ordering between basic types. We will investigate the structure T F has. From a function type F = [V 1 ! V 0 1 ; . . .; V n ! V 0 n ], we can construct a monotonic function G(F) from T to T, which maps an argument type to the result type. That is, G(F)(U) = cod(F; U ) when F is applicable to U, and G(F)(U) = > when F is not. It is well-dened because cod(F; U) ' cod(F; V ) when U ' V . Note that it is opposite to the standard treatment of a partial function that the least element is assigned when the value is undened. Actually, the construction in this subsection will t the usual domain theory if we change the direction of the subtype ordering. We use the prex co-for notions which hold on the opposite order.
When s; t 2 T satisfy s; t 6 = >, we dene a co-step function step s;t from T to T as follows: 
Proposition 4.2. degree(U) degree(V ) when U V . In particular, degree(U) = degree(V ) when U ' V .
Proof. By structural induction on the proof of U V . Therefore, by putting degree(>) = 0 and degree(V ) = degree(V ), we redene degree on T. We also redene 1 on T.
An intuitive description of the model
Before going on to the mathematical construction, we give the conceptual model of this calculus.
Since subject reduction holds, we consider a domain D(V ) for each type V so that M : V denotes an element of D(V ). As a consequence of unicity of types, we can assume all the domains fD(V ) j V 2 TExpg to be disjoint. Each D(V ) must have some pointed order structure so that it reects the normalization order. For example, D(Int) is the at cpo of integers in which a non-normalizing term is interpreted as ? Int .
When V V 0 , there needs to be a coercion function coerce V;V 0 from D(V ) to D(V 0 ) so that a term Mj V 0 is interpreted as an element of D(V 0 ) when M : V . The coerce V;V 0 are expected to be transitive (i.e. coerce V 0 ;V 00 1 coerce V;V 0 = coerce V;V 00 when V V 0 V 00 ) and reexive (i.e. coerce V;V is the identity on V ), and thus D(V ) and D(U) are expected to be isomorphic when V ' U. However, these are only expected properties at this point; we have not proved M j V 0 j V 0 Mj V 0 when M : V and V V 0 V 00 , nor do we have the equivalence of M and Mj V when M : V . Though these equivalences can be proved using only syntactic techniques, the proofs are a bit complicated. In this paper, we prove them dierently. We rst construct a model in which the coerce V;V 0 are transitive and reexive, and then prove that this model is computationally adequate. We obtain these equivalences as corollaries. In the same way, we can also expect M M j V when U ' V and M : U. Therefore, we shall assign the same semantic domain to equivalent types, and prove these equivalences through the model.
For these reasons, we consider the semantic function D as a functor from T to C, which assigns a domain D(t) to t 2 T, and assigns a coercion function coerce s;t to every s t. Here, C is a suitable category whose objects are pointed ordered sets. For the following construction, we also consider the conditions that C be a cartesian closed category with innite products.
One desirable property of a coercion function coerce s;t is that it is strict, i.e., it preserves the bottom element. Therefore, we construct D as a functor to C ! , which is a subcategory of C only with strict morphisms. The choice to work in the category Fun(T; C ! ) instead of Fun(T; C) is essential for the construction in Section 4.4.
Since T = T B + T F , we study the structures of D(t) (t 2 T) for the following three cases.
Case t = >. As we have said, > is a special type extended to denote type error. We dene D(>) as the terminal object 1 of C.
Case t 2 T B ; t 6 = >. We dene D(t) as a given object corresponding to t, on which we can interpret constants of type t. For example, we can dene D(Int) is also isomorphic to 1. This means that this innite product is isomorphic to the product over fs 2 TjG(t)(s) is not >g. As for coercions, since (Mj G ) N . (M N )j cod(G;V ) when N : V , the branch of M j G to V is that of M with the result coerced from cod(F; V ) to cod(G; V ). Therefore, we dene coercions pointwise. When t t 0 with t 2 T F , we have
G(t)(s) G(t 0 )(s), and thus there is a morphism from D(G(t)(s)) to D(G(t 0 )(s)). This induces a morphism from D(G(t)(s)) D(s) to D(G(t 0 )(s)) D(s)
for all s 2 T, and thus we have a morphism from D(t) to D(t 0 ), which we take as coerce t;t 0 .
Note that s also ranges over t itself in this product. Therefore, we cannot use this as the denition of D. Rather, it is a condition on D so that we can make this kind of interpretation.
A formalization in Fun(T; C ! ). We formalize the above idea in Fun(T; C ! ).
Notation: When e s 2 D(s) for all s 2 T, we write hs 2 T:e s i for the product in 5 s2T D(s), and s for the projection from 5 s2T D(s) to D(s). To simplify the presentation, we use informal lambda notation for an arrow in C and for an element of an exponential object of C.
For 
Note that for each t, only one of the two components of 2 is not 1. Therefore, this product is used to select the appropriate component.
The conditions for the equation to be solvable
In this subsection, we give the condition under which the equation (3) It can be proved that one half of a projection pair determines the other. When f is an embedding, we write f P for the corresponding projection. We write K E for the subcategory of K which has the same objects as K and which has only embeddings as morphisms. Denition 4.5. Let K, L, M be O-categories. A functor T : K OP 2L ! M is a locally continuous functor if and only if it is !-continuous on the hom-sets; that is, if f n : A ! B (n = 1; 2; . . .) is an increasing !-sequence in K OP and g n : C ! D (n = 1;2; . . .) is one in L, then T (t n f n ; t n g n ) = t n T (f n ; g n ).
By collecting the conditions on a category so that an equation is solvable, we dene O ? -categories as follows: Denition 4. 6. An O-category is an O ? -category if (i) it has a terminal object, (ii) every hom-set hom(A; B) has a least element, ? A;B , (iii) composition is left-strict in the sense that for any f : A ! B we have ? B;C f = ? A;C , and (iv) every ! OP -chain has a limit.
Then the results of (Smyth and Plotkin 1982) A. Proof. See Theorem 1, 2, 3 and Lemma 1, 2 of (Smyth and Plotkin 1982) . Using this, we consider conditions on C so that the equation (3) is solvable in Fun(T; C ! ). A key fact is that limits in functor categories are computed pointwise. That is, when every ! op -chain has a limit in K, then the same is true in Fun(L; K) for any category L, and when D is the limit of an Proof. First, note that t i f i is strict when f i is. It means that C ! is also an O-category, and therefore, so is Fun(T; C ! ).
Since a terminal arrow is strict, C ! has a terminal object, and so does Fun(T; C ! ). As for condition (ii) of Denition 4.6, the least element of Nat(D; D 0 ) is the natural transformation which assigns ? D(s);D 0 (s) to s 2 T. Composition is obviously left strict in Fun(T; C ! ). For (iv), rst we prove that if (A; g i : A ! A i ) is the limit of an ! op -chain 1 = (A i ; f i : A i+1 ! A i ) (i = 1; . . .) with f i strict, then g i are also strict. We show that g i ? C;A = ? C;A i for every C. Since f i are strict, (C; ? C;A i ) is a cone. Therefore, there is a morphism h : C ! A so that g i h = ? C;A i . Since ? C;A h, we have g i ? C;A ? C;A i . Therefore, g i ? C;A = ? C;Ai . From this, every ! OP -chain has a limit in C ! . Since limits in functor categories can be computed pointwise, an ! op -chain in Fun(T; C ! ) also has a limit.
Note that Fun(T;C) fails to be an O ? -category even when C is a O ? -category because there may not be the bottom element of Nat(D; D 0 ). This is why we work in the category Fun(T; C ! ) instead of Fun(T; C). Now, we move on to functors. Proposition 4.10. Suppose that C is an O-category which is cartesian closed and which has innite products. Suppose also that the product preserves the order structure in that when f; g : A ! 5 i :B i , f g i i f i g for all i. Suppose also that the isomorphism between hom-sets A ! C B and A 2 B ! C preserves the order structure. Proof. 1) First, note that Fun(T; C ! ) is also an O-category. From the assumption and the second condition of the denition of an O-category, we can show that the exponential functor from C OP 2 C to C is also locally continuous. Since the l.u.b. of a hom-set Nat(D; D 0 ) is computed pointwise, and products preserve the order structure, we have the result. 2) Easy.
Thus, using Theorem 4.7 and Propositions 4.9 and 4.10, we can solve Equation (3) in many categories. For example, we can solve this in the category of pointed cpo's and continuous functions. In the following sections, we shall assume C to be the category of pointed cpo's and continuous functions.
A semantics of
Let D be a functor from T to C satisfying Equation (3). We give a denotational semantics of in which a closed term M of type V is interpreted as an element of D(V ).
In order to simplify the presentation, we hereafter identify D(t) Proof. We only show the case M is reduced to M 0 by (E-APP). That is, M = (
The other cases are shown similarly. For the cases of (E-COE) and (E-APPC), note that The language PCF, which has the Y operator as a primitive, also has this kind of property. Usually, this property is proved for a typed calculus like PCF by using the notion of computability or the formal approximation relations. However, these techniques cannot be applied to our language directly because computability and formal approximation relations are dened compositionally on the formation of types, whereas the corresponding notions need circular denitions in our calculus.
Recently, (Pitts 94) introduced a new way of proving adequacy for the case that the domain is given as the minimal invariant of a domain constructor of mixed variance. It constructs the formal approximation relation as a xed point of an operator over relations. We prove the adequacy of by following his construction.
Let D 2 Fun(T; C ! ) be the minimal invariant of Equation (3 We denote by Prog (V ) the set of closed expressions of type V . We use meta variables P and Q for closed expressions. Denition 6.1. We dene R as the set of all TExp-indexed collections of binary relations fR V D(V ) 2 Prog(V ) j V 2 TExpg, satisfying the following: (1) ? V R V P for all V 2 TExp and P 2 Prog (V ), (2) when 
We dene a formal approximation relation as follows: Denition 6.2. < 2 R is a formal approximation if the following 1) and 2) holds.
< cod(F;V ) P P 0 for all V applicable to F and for all (d 0 ; P 0 ) such that d 0 < V P 0 . Note that this dention is simpler than the corresponding one in (Pitts 94) . We rst show that the adequacy property holds if there exists a formal approximation relation. In the following, we assume that < is a formal approximation. Lemma 6.3. When P . + P 0 with P 2 Prog (V ), d < V P i d < V P 0 .
Proof. We prove by induction on the degree of V . When V is a basic type, it is immediate because P . + K i P 0 . + K from the Church-Rosser Property. Next, consider the case V is a function type. Suppose that d is not ? V . Let V 0 be a type applicable to V and let (e; Q) satisfy e < V 0 Q. From induction hypothesis, we can infer V 0 (d)(e) < cod(V;V 0 ) P Q i V 0 (d)(e) < cod(V;V 0 ) P 0 Q because P Q . + P 0 Q and cod(V; V 0 ) has a smaller degree than V has. Therefore, by denition, we have d < V P i d < V P 0 . Lemma 6.4. Suppose that F is applicable to V , d < F P , and e < V Q. Then V (d) (e) < cod(F;V ) P Q.
Proof. Immediate from Lemma 6.3. Lemma 6.5. merge s;> (e; 3) = merge >;s (3; e) = e.
Proof. Induction on the degree of s. Lemma 6.6. Suppose that d < V P and d 0 < V 0 P 0 with V " V 0 . Then merge V ;V 0 (d; d 0 ) < V 1V 0 P P 0 .
Proof. Induction on the degree of V . When V and V 0 are the same basic types, then merge V ;V 0 (d; d 0 ) = d 0 and P P 0 . P 0 . We have the result using Lemma 6.3. When V and V 0 are function types, we need to show that for all U applicable to V or V 0 and for all (e; Q) such that e < U Q, U (merge V ;V 0 (d; d 0 ))(e) < cod(V 1V 0 ;U) (P P 0 ) Q. We need to consider the three cases corresponding to the branches of the (E-APPL) rule. When U is applicable to both V and V 0 , the left hand side is equal to merge cod(V;U );cod(V 0 ;U ) ( U (d)(e); U (d 0 )(e)) and the right hand side is equal to P Q P 0 Q. The result holds by Lemma 6.4 and the induction hypothesis. The other cases are shown by Lemma 6.4 and Lemma 6.5. Lemma 6.7. Suppose that d < V P and V U . Then coerce V ;U (d) < U P j U .
Proof. Induction on the degree of U . It is obvious when U is a basic type. When U is a function type, we need to show that for all V 0 applicable to U and for all (e; Q) such that e < V 0 Q, V 0 (coerce V ;U (d))(e) < cod(U;V 0 ) P j U Q. From the denition of [ ) ], we have V 0 (coerce V ;U (d))(e) = coerce cod(V;V 0 );cod(U;V 0 ) ( V 0 (d)(e)). On the other hand, P j U Q is reduced to (P Q)j cod(U;V 0 ) . Since V 0 (d)(e) < cod(V;V 0 ) P Q from Lemma 6.4, we have the result using the induction hypothesis. Now, we can relate the existence of a formal approximation relation with the computational adequacy property. Proposition 6.8. Suppose that < is a formal approximation and M : V is a term with free variables x V1 1 ; .. . ; x Vn n , and (x Vi i ) < Vi P i for i = 1; . . . 
6.2. Construction of a formal approximation relation Now, we prove the existence of a formal approximation relation. The construction of this subsection is parallel to the one in (Pitts 94) though the domains to work with are dierent; D is a pointed cpo in (Pitts 94) whereas it is a functor from T to C ! here. x) )i : Since G(s)(u) G(t)(u), the right hand side is equal to hu 2 T: x : u: u (e)(x))i by the induction hypothesis, and therefore equal to hu 2 T: u (e)i and e.
This corollary means that we can simplify M N to N in the type checking phase when the type of N is a subtype of the type of M . In the above corollary, condition (1) means that we must order the components by the subtype order of domains when composing an overloaded function. This is a convention we introduce to simulate object orientedness in . The second and the third conditions are the ones imposed on an overloaded function in calculi with overloading (Castagna et al. 1995) . This corollary means that if one writes a function so that it satises these conditions, then the merge operator behaves like an overloaded function constructor which selects only one component when applied to an argument. In this sense, we can say that the notion of merge is an extension of overloading when we consider calculi with early binding.
Conclusion
We have developed a semantics of a calculus with overloading and subtyping by formalizing overloading as a categorical constructor over a functor category from the poset (T; ) of types with subtype relations. We have shown that the circular structure caused by the interaction between overloading and subtyping is expressed as a single equation in this functor category, and is solved by applying the Smyth-Plotkin method to this functor category. We have also presented the adequacy property by applying the technique developed by Pitts to this functorial setting, and derived some syntactic properties. Hence, these results are new applications of well established theories.
Even though this paper deals with a calculus which uses the merge operator as an overloaded function constructor, the same kind of semantic construction can be applied to a calculus with the usual overloading operator. For example, we can add conditions (1), (2), and (3) of Corollary 6.18 to the conditions for the function types in Section 3.1 and replace the reduction rule (E-APPL) with the following:
M 2 N (F 2 is applicable to V ) M 1 N (F 1 is applicable to V and F 1 is not) (M 1 : F 1 ; M 2 : F 2 and N : V ). Then, the resulting calculus, which we shall call 0 , is a subcalculus of in which behaves as an overloading operator in that only one branch is selected in each function application. One can see that the non-normalizing terms in Section 3.4 belong to 0 and thus 0 has the circular structure has, and we can do an analogous study of this calculus.
One reason why we did not use this calculus is that it has some unexpected restriction on the way overloaded functions are created. For example, consider that U V 1 and U V 2 and we need to write an overloaded function with three components is not allowed as a type of 0 . This contradicts our intuition which demands that an overloaded function is created by adding a branch dened on a subtype from the right. We need more elaborate syntax to avoid this.
In our semantics, an overloaded function type is interpreted as an innite product of monomorphic function spaces. This kind of formalization was also used in (?) to construct a PER model of a stratied version of &-early, which is a calculus with overloading and subtyping based on early binding method dispatch, and which uses the usual overloading operator. In this calculus, the type structure is restricted so that no self-dependency occurs and thus the semantics of a type is given in a compositional way. Our contribution is to formalize this interpretation as a categorical constructor over a functor category, and to study the circular structure caused by overloading and subtyping.
This interpretation of an overloaded function type includes many functions not presentable as a -term, i.e., we can only express in a function whose behavior is determined on a nite number of types. The author does not regard this as a defect of the semantics, but rather thinks of it as suggesting a natural way of extending the calculus. For example, the identity polymorphic function which operates as the identity function on all types is not expressible in , partly because the type of such a function is not a nite function from T to T, and partly because its behavior is not determined on a nite number of types. We will discuss this later.
In this paper, we tried to dene as the minimal necessary one in order to concentrate on the circular structure it has. One may consider an extension by allowing a subtype relation between basic types like Int Real. However, this kind of extension is dicult because if the denition of 1 is extended so that U 1 V denotes the g.l.b. of U and V , then Int 1 Real = Int whereas if we do not modify the reduction rule, then 1 1:5 is reduced to 1:5.
One direction of study is to extend with the operators of the language PCF like + and if and corresponding reduction rules. Since the Y operator can be encoded in our calculus, we can embed PCF into this calculus which does not have an explicit recursion operator. Many interesting problems arise, for example, the conservativeness of this language over PCF.
Another direction is to deal with late binding and make the calculus closer to practical object oriented languages. In (Tsuiki 96) , the author considered a restriction R of in which an overloaded function is only applicable to basic type values and record values, and considered an extension 8 R of R with type variables. In 8 R , one can express late binding as well as parametric polymorphic functions like the identity polymorphic function. This calculus is still complicated, and the author expects that there is a more elegant way of combining ad hoc polymorphism and parametric polymorphism. From Lemma B.6 and Theorem B.7, we can consider another set of rules for the subtype relation with two rules (I-FUN') for each V ! V 0 2 expand(G), dom(F; V ) exists and cod(F; V ) V 0 F G and (I-REFL'). Here, (I-REFL') is the restriction of (I-REFL) to basic types. From Theorem B.7, it is easily veried that this system is equivalent to the original one. Though the denitions of expand(F );dom(F; V ), and cod(F; V ) depend on the subtype relation, we can show the correctness of this new subtype relation by considering an appropriate degree. This alternative denition also shows the decidability of our subtype relation.
