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Unsupervised Relation Mapping: Going from Text to Schema
ABSTRACT
The schema of a database models the knowledge content of the database. However,
database users often have natural language text documents, e.g., relatively unstructured data,
with information related to the database. Understanding the semantics of the text documents
entails the identification of entities in the document and the relations (as specified in the schema)
that connect the entities. This disclosure describes techniques to find the correct relationship in
the schema for a given input pair of entities. Per the techniques, two inputs are extracted from the
documents - the pairs (knowledge graph entity, input string) and a set of target attributes, e.g.,
binary relations between entities and other entities or values that capture particular domain
semantics. A list of attributes is returned, ranked by the likelihood that the attributes capture the
semantics of the input string regarded as an attribute of the input knowledge graph entity.
KEYWORDS
● Relational database
● Database schema
● Database attributes
● Relation extraction
● Relation mapping
● Semantic disambiguation
● Unsupervised learning
BACKGROUND
The schema of a database models the knowledge content of the database, e.g., formally
structures database content and acts as a blueprint for content construction. However, database
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users often have natural language text documents, e.g., relatively unstructured data, with
information related to the database. Understanding the semantics of the text documents entails
the identification of entities in the document and the relations (as specified in the schema) that
connect the entities.

Fig. 1: Mapping unstructured information in documents to structured information in databases

Fig. 1 illustrates an example in which a database schema describes universities, their
courses, and their people in a structured manner. There are also unstructured natural language
documents comprising university-related information, e.g., new courses and new enrollments.
For example, consider a document that includes the following text string: “Alice and Bob are
taking a Mathematics course at University X.” Such a string can be interpreted in one or more
ways, such as:
● from the point of view of Alice and Bob, “taking a course” refers to the relationship
between a student and a class, or
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● from the point of view of the university, the string provides information regarding the
courses taught at the university.
Although relation extraction has been addressed previously, e.g., in [2], the taxonomic
information present in the graph, e.g., subclass relationships and incompatibilities between the
types, is unused, thereby lowering accuracy. Neural relation detection [3], needs task-specific
training data, e.g., parts of the form (sentence, expected relation). The same is true for combining
recurrent and convolutional neural networks for relation classification [4], which also needs taskspecific training data.
DESCRIPTION
This disclosure describes techniques to find the correct relationship in the schema for a
given input pair of entities (such as, in the above example, “Alice” or “ University X”) and text
(such as “taking a course”), which arise, e.g., from unstructured information such as natural
language documents. The problem of going from text (such as “Alice”) to the record in the
database that represents that entity is not considered herein.
A knowledge graph that includes information about various entities is used as an input.
Two inputs are extracted from the unstructured documents, e.g., the pairs (knowledge graph
entity, input string) and a set of target attributes, e.g., binary relations between entities and other
entities or values that capture particular domain semantics. For example, an attribute in a
database of people can be PersonHeight, while an attribute in a database of fictional characters
may be FictionalCharacterCreator. A list of attributes is returned, ranked by the likelihood
that the attributes capture the semantics of the input string regarded as an attribute of a
corresponding knowledge graph entity.
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Fig. 2: The generation of pairs

Fig. 2 illustrates the generation of pairs, per the techniques of this disclosure. A universal
sentence encoder [5] encodes text into embeddings (high-dimensional vectors) that can be used
for text classification, semantic similarity, clustering, and other natural language tasks. The
universal sentence encoder does not need task-specific training data, since it is a general model
for generating embeddings from text.
Using the available attribute description, name, domain, and other attribute information,
rich text is generated that describes the semantics of the attribute. An embedding for the attribute
is generated by applying the universal sentence encoder to the rich text. Metadata is attached to
each attribute vector. The metadata includes information about the types to which each attribute
is applicable, e.g., Person for the type PersonHeight, or Film for the attribute Genre.
Information about the domain that the attributes belong to is also included.
Attribute vectors are indexed using an index that supports k-nearest neighbors queries
extended with metadata. The index is queried using the vector for the input string, requesting for
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the k-nearest neighbors whose metadata matches one of the types of the input knowledge graph
entity. The closest compatible attributes are returned. Type information in the metadata enables
the disambiguation of interpretations of strings, e.g., the interpretation of the substring “taking a
course” in the string “Alice and Bob are taking a Mathematics course at the University X,” (with
a university schema). The use of the index makes relation extraction scalable, such that millions
of input strings can be processed in a relatively short period of time.
Example
Consider a database of organizations, e.g., businesses, universities, etc. The input string is
Location[’/m/0252ym’]. Here, /m/0252ym is an identifier (ID) associated with an entity in the

knowledge graph. A vector embedding is generated for string Location. The type (which in
this case would be University) of /m/0252ym is looked up and the object that belongs to the type
is found to be “University X.” An indexed embedding for attributes such as
collection/organizations:locations is already generated, which includes the attribute

description. The phrase collection/organizations refers to all organizations included within
the database.
By using the domain information in the ID and other available information e.g., different
spellings or synonyms (“position,” “place”) etc., an embedding is generated for the text. The
index is queried for vectors that have a type compatible with organizations and that are similar
to the vector for the input string Location. Compatibility with the attribute organizations is
used to filter results; for example, the location of an organization is different from the location of
a city. A ranking is returned with collection/organizations:locations in one of the top
places.
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In this manner, machine learning techniques, e.g., a universal sentence encoder, are used
to represent objects in a database and to query the database. Responses to queries are determined
by the proximity of the embeddings of the objects, followed by filtering by metadata.
The techniques described herein can be used to map strings to any type of knowledge
graph. Variations of the techniques can include different ways to generate text for the
embeddings; to generate the vector embeddings; to index the attributes; to measure the distance
between the vectors; etc. Also, each attribute can have several generated embeddings, with each
vector embedding comprising a different description of the attribute that captures different
semantics.
Some advantages of the described techniques include:
● They are scalable, especially compared to approaches that use the subject to generate the
embeddings.
● Unlike other approaches, the techniques use background information in an available
knowledge graph to improve accuracy and disambiguate semantics of the text.
● Unlike other approaches, the techniques do not require linking the value of the property
to work. For example, if the text says “The wife of Bob is Alice,” the entity Alice does
not need to be recognized.
CONCLUSION
This disclosure describes techniques to find the correct relation in a database schema for
a given input pair of entities that arise, e.g., from unstructured information such as natural
language documents. Per the techniques, two inputs are extracted from the documents - the pairs
(knowledge graph entity, input string) and a set of target attributes, e.g., binary relations between
entities and other entities or values that capture particular domain semantics. The techniques
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return a list of attributes ranked by the likelihood that the attributes capture the semantics of the
input string regarded as an attribute of the input knowledge graph entity.
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