We propose a Bayesian variable selection method in semi-parametric models with applications to genetic and epigenetic data (e.g., single nucleotide polymorphisms and DNA methylation, respectively). The data are individually standardized to reduce heterogeneity and facilitate simultaneous selection of categorical (single nucleotide polymorphisms) and continuous (DNA methylation) variables. The Gaussian reproducing kernel is applied to the transformed data to evaluate joint effect of the variables, which may include complex interactions between, e.g., single nucleotide polymorphisms and DNA methylation. Indicator variables are introduced to the model for the purpose of variable selection. The method is demonstrated and evaluated using simulations under different scenarios. We apply the method to identify informative DNA methylation sites and single nucleotide polymorphisms in a set of genes based on their joint effect on allergic sensitization. The selected single nucleotide polymorphisms and methylation sites have the potential to serve as early markers for allergy prediction, and consequently benefit medical and clinical research to prevent allergy before its manifestation.
Introduction
Motivated by research into the mechanisms and functionality of DNA that shows variations in DNA expression are due to more than just sequence variations, 1 this article discusses the use of methylation levels at various binding sites or CpG sites of DNA sequences as a potential predictor for susceptibility to allergens. Past research 2,3 has focused on the effect of single nucleotide polymorphisms (SNPs) only or the effect of DNA methylation only. It is now considered that SNPs and DNA methylation work in concert to manifest a disease status. [4] [5] [6] However, there is no method available with the ability to assess the contribution of complex interactions between CpG sites and between SNPs and CpG sites. To this end, the models and procedures developed in this article attempt to incorporate both SNPs and methylation at CpG sites as predictors in a single, unified model which has the potential to predict susceptibility to a disease or condition such as allergic reactions.
In order to incorporate potentially complex interactions of unknown linear or non-linear form between SNPs and CPG sites, semi-parametric models built upon reproducing kernels are considered. 2 Usually, an IBS kernel is applied to SNPs (categorical variables), 3, 7 and a Gaussian kernel is chosen for DNA methylation at a CpG site (representing continuous variables), but each of the two does not take a mixture of continuous and categorical variables, unless a mixture of kernels is implemented. 8 In this article, we attempt to solve these problems using the ideas commonly applied in regression analyses. As seen in regression analysis, 9 we can incorporate discrete variables into a regression model aptly suited for continuous variables. The same idea can be extended to reproducing kernels. Thus, instead of complex two kernels or mixture of kernels, we will only use the Gaussian kernels. However, the scale difference between categorical variables and continuous variables can cause severe bias in variable selection. This will be eased by variable standardization, a strategy commonly taken in regressions analyses.
To give the ability of variable selection to the semi-parametric model, we introduce a variable , 2 which takes on values of 0 or 1 for non-inclusion and inclusion, respectively, for each candidate predictor. It is worth noting that our modeling approach allows for a large number of predictor variables with potentially vastly different scales and distributions.
Methods
Let Y nÂ1 be a vector of response values for n subjects, g nÂv be a matrix of v potential predictor variables, and X nÂp 0 be a matrix of p 0 known predictor variables with p 0 Â1 being their linear effects. A model describing the association of X with Y and the effect of g on Y is assumed as
where " is random error, and h(g) is a function of g which evaluates the effect of a set of variables g on Y. Variables g can be continuous or categorical. The function h(g) may take linear or non-linear forms and represents the effect of possibly complex interactions. In this work, hðÁÞ is defined using a semi-definite kernel function KðÁÞ. By the Mercer's theorem, 10, 11 under some regularity conditions, the kernel function KðÁÞ specifies a unique function space H spanned by a particular set of orthogonal basis functions. Following the Mercer's theorem, any function hðÁÞ in the function space H can be represented as a linear combination of reproducing kernels, [11] [12] [13] 
where is a vector of unknown parameters, and Kð g i , g k Þ is the Gaussian kernel defined as Kð g i , g k Þ ¼ expðÀjj g i À g k jj 2 =Þ, where is the regularization parameter. The matrix formed by Kð g i , g k Þ is denoted as KðÞ representing a function of . Note that Kð g i , g k Þ gives a measure of distance between observation i and k, and thus its definition applies to both continuous and categorical variables. For instance, assume we have one single nucleotide polymorphism (SNP) of interest. The distance can be 0 (completely the same SNP), 1 (one allele in common), or 2 (no alleles in common), which gives Kð g i , g k Þ ¼ 1, expðÀ1=Þ, or expðÀ4=Þ.
To select variables from g, we introduce an indicator variable ¼ f m , m ¼ 1 . . . vg into the kernel matrix with m ¼ 1 denoting the inclusion of variable m and 0 otherwise. For instance, with v ¼ 3, ¼ f1, 1, 0g; the first two variables are selected. Accordingly, we update the notation of kernel matrix as Kð, Þ with its (i, k)-th entry defined as Kð g i , g k Þ ¼ expðÀ P m ð m ðg i,m À g k,m ÞÞ 2 =Þ. If variable m is excluded, then it will not appear in any entry of the kernel matrix. The idea of using indicator variables for the inclusion or exclusion of a covariate has been applied in previous studies. 3, 14, 15 To infer the parameters, we take the fully Bayesian approach. In the next two sections, we define the prior distributions 2 and discuss posterior distribution calculations.
prior distributions
We start from the specification of prior distributions in the function hðÁÞ. The prior distribution of hðÁÞ is adopted from Liu et al. 16 and originated from a maximum likelihood estimator of hðÁÞ. A scaled penalized likelihood function for hðÁÞ and coefficients built upon model (1) is defined as 16
It can be shown that the solution of hðÁÞ by maximizing equation (2) is the same as that by assuming a prior distribution h $ Nð0, KÞ. 16 Due to the linear relationship between hðÁÞ and given KðÁÞ, taking the prior for hðÁÞ above is equivalent to taking the prior distribution of as $ Nð0, K À1 Þ. The variance component, , is assumed to follow the inverse gamma distribution, $ Inv À Gamða , b Þ. The hyper-parameters a and b are known and small. We take the prior distribution for the variable inclusion parameter as Bernoulli, i.e., l $ Berð1, q l Þ, choosing q l ¼ q ¼ 0:5, l ¼ 1, Á Á Á, v assuming no prior knowledge regarding variable inclusion is available. We now present the prior distributions for other parameters, specifically, the variance component 2 in e and the coefficients . We choose non-informative or vague priors. The prior distribution for 2 is assumed to be 2 $ Inv À Gamða 2 , b 2 Þ with known and small values for hyper-parameters a 2 and b 2 . In our simulations, we discuss the sensitivity to the variable selection results with respect to the choices of different prior distributions. The prior distribution for is set as $ Nð0, 2 IÞ, where 2 is known and large and I denotes the identity matrix. Under different parameter spaces in terms of variables included in the model, different choices of can produce the same likelihood. Thus, it is not applicable to estimate while parameter spaces change. For now, we assume is known and discuss its determination in Section 2.3.
Posterior distributions
Denote by Â ¼ fh, , 2 , , g a collection of parameters. The joint posterior distribution of Â is, up to a normalizing constant pðÂjY, Þ / pðYjh, , 2 , , Þ pðhj, , Þ pðÞ pð 2 Þ pðÞ pðjÞ:
To draw posterior inferences on Â, we use the method of Markov chain Monte Carlo (MCMC) simulations, in particular, the Gibbs Sampler to sequentially draw samples from each parameter's full conditional posterior distribution. In the following ðÁÞ indicates all other parameters and the data whenever applicable. The conditional posterior of h is multivariate normal,
For the coefficients , their conditional posterior distribution is multivariate normal as well, jð :
A similar conditional posterior distribution for 2 can be derived, 2 jð : Þ $ Inv À Gamðn=2 þ a 2 , fðY À X À hÞ 0 ðY À X À hÞ þ 2b 2 g=2Þ. Finally, parameter 's conditional posterior distribution is Prð l jð : ÞÞ / expfÀðY À X À hÞ 0 ðY À X À hÞ=ð2 2 Þ À ½h 0 fKð, Þg À1 h=ð2Þg
Setting the right side of equation (4) as cðPrð l ÞÞ with a ¼ cPrð l ¼ 0jð:ÞÞ and b ¼ cPrð l ¼ 1jð:ÞÞ, we conclude a Bernoulli distribution with parameter b=ðb þ aÞ as the conditional posterior for l , l ¼ 1, Á Á Á, v. 2
Determination of important variables
We estimate the posterior probabilities (posterior mean of ) of including a variable in the model. To determine which variables should be kept, we apply the concept in scree plot to the posterior probabilities, calculated as the percentage of times that a variable is selected among a certain number of uncorrelated MCMC samples. Scree plots are often used in principal component analysis to determine the number of components, where a sharp decrease in eigenvalues indicates less importance of the rest of the components. Analogously, in our application of scree plots, a sharp decrease in probabilities indicates less importance of the remaining variables. Variables identified by this rule are treated as the most important variables. In addition, a reference probability 0.50 can be used as well to identify a group of possibly important variables. This reference probability represents the expected frequency we randomly select a variable.
Re-scaling and estimation of o
Variables in different scales can potentially cause bias in inferences. To ease this problem, we standardize all the independent variables. Here we focus on the standardization of g. Let g l and s l denote the sample mean and standard deviation for predictor g l , respectively. Then it is known that the standardized variable g Ã l is defined as
which leads to the updated Gaussian kernel
By standardizing, all variables are in the same scale. The functionality of the Gaussian kernel, however, is invariant to this transformation in that it still evaluates the distance between subjects. Standardizing all variables, although conveniently scaling variables of different magnitudes, has the drawback for ordinal variables of yielding only a few different values say (0,1,2). However, it is important to note that using ordinal variables in this statistical method as approximated by continuous distributions does not seem to bias inferences. 17, 18 Turning to the determination of , note that Varð g Ã l Þ ! 1 as n ! 1. Linking this to the kernel calculations, we have Varð g Ã l1 À g Ã l2 Þ ! 2 assuming no correlations between the predictors. The stabilization in the predictors due to standardization motivated us to set as ¼ 2 and leave the task to to regularize the behavior of hðÁÞ. Our simulations discussed later support this choice and demonstrates its effectiveness and robustness.
We also estimate by use of the Bayesian method based on the full model. In this case, we assume that unimportant variables do not contribute to the outcome variable of interest. We choose the prior distribution of as Inv À Gammað2, 2Þ, which gives the prior mean of as 2. This prior is chosen after observing the property of
It is straightforward to assess that the conditional posterior of is not in a standard form. We thus implement the Metropolis-Hastings algorithm in the Gibbs sampler to draw posterior samples of . A jumping function for is selected as a log-normal distribution with location parameter ðtÞ and variance parameter V, where ðtÞ is the sampled at current iteration t, and V is chosen to achieve sampling efficiency. After is estimated, it is then fixed through the variable selection process.
Results

Simulations
In total, 500 Monte Carlo (MC) replicates each with sample size n chosen from (25,50,100) and the number of predictor variables p chosen from (25,50) are simulated. Half of the predictor variables are generated from a gamma distribution with shape parameter 3 and scale parameter 0.5, Gamð3, 0:5Þ, and the other half are from a discrete uniform distribution, taking values (0,1,2). This data generating distribution represents a skewed distribution in each continuous component of g. This setting produces data analogous to data in our motivating example, logit-transformed DNA methylation (continuous measure) and SNPs (discrete measure), respectively. The random error component, e, is generated from a Nð0, 0:5 2 Þ with 2 ¼ 0:5 2 . We consider two different associations between variables g and Y, linear and non-linear associations,
Model 1 ðLinearÞ
:
Model 2 ðNon-linearÞ :
where, in model 2, only interaction effect is present. For each simulation setting, to determine via the Bayesian method, median of posterior draws of in 10,000 MCMC iterations after 5000 burn-in is used as an estimate of . For variable selections after determined, we run three chains for purpose of convergence assessment with each chain having 10,000 iterations. The inferences presented in the article are from one chain based on 5000 iterations after 5000 burn-in iterations. An illustration of MCMC sequence convergence for parameters 2 and is given in Figures 1 and 2 . For each model, we record three summary statistics: percentage of correct selection (CS) of the true model out of 500 MC replicates, along with average sensitivity (Sens) and specificity (Spec) and their standard deviations. Under the context of variable selection, sensitivity refers to the probability of selecting the truly important variables, and specificity refers to the probability of not selecting the truly unimportant variables.
The variable selection results for Models 1 and 2 are summarized in Table 1 , where is estimated based on the full model as discussed earlier. When the number of predictors is relatively small, e.g., v ¼ 25, the method can select the correct variables with high sensitivity and specificity (as well as high correctness rates), especially for Model 1 (linear models), e.g., with a sample size of 25, all the statistics (percentage of correct selection, sensitivity, and specificity) are perfect indicating a potential of handling the large p small n problem. In addition, for the non-linear model (Model 2), an improvement in the selection for each scenario is clearly observed as the sample size increases; with v ¼ 25 variables, the percentage of correct selection increases from 84.80% to 99.80%. When the number of variables is larger, e.g., v ¼ 50, the proposed method does not perform well, although an improving pattern of the three statistics is clearly observed in all the settings, e.g., the average sensitivity increased from 51.40% to 65.50% in Model 1. We also included results by setting ¼ 2 ( Table 2) . Better selections are observed under this setting. Overall, the three statistics improved significantly when the number of variables is 50 compared to taking as the estimated quantity, especially when the sample size is 100.
Sensitivity analyses and comparisons
The above findings indicated a possibility of variable selection sensitivity with respect to the choice of . Furthermore, the prior distributions of the variance components parameters and 2 are set at inverse gamma with small scale and shape parameters (both 0.001 in our above simulations); it is worth assessing the sensitivity with respect to this direction as well. To accomplish this, we use the 500 MC replicates each with sample size of 25 for both models that have 25 variables.
Sensitivity with respect to
To assess the sensitivity of , we consider different s ranging from 0.5 to 10 when selecting the variables and compare the variable selection summary statistics from each . The summary statistics are displayed in Table 3 and sorted by percentages of correct selections in descending order. As seen in the table, the selection results are robust as long as the choice of is not far from its estimated values (in both cases, ¼ 1:29).
It is also observed that if is too low, e.g., ¼ 0:5, sensitivity is impacted more compared to specificity, and if it is too large, e.g., ¼ 10, then low specificity is more likely; in both cases, the percentages of correct selection are lower compared to other choices of , especially in non-linear models.
Sensitivity with respect to prior distribution of and 2
To assess whether different prior distributions of and 2 will produce substantial changes to the three statistics, percentages of correct selection (CS), sensitivity (Sens), and specificity (Spec), we considered 4 additional prior distributions. The first three prior distributions are still inverse gamma but with different shape and scale parameters, Inv À Gamð0:01, 0:01Þ, Inv À Gamð0:1, 0:1Þ, and Inv À Gammað0:5, 0:5Þ. The distribution Inv À Gammað0:5, 0:5Þ was suggested by Kass and Wasserman (1995) 19 and termed as ''unit-information prior''. This prior distribution, approximately centered at 1, allows a greater influence from the data instead of the prior. The fourth prior distribution is a uniform distribution from 0 to 100, Uniform(0, 100), a non-informative but proper prior suggested in Gelman (2006) . 20 We apply each of the four prior distributions to the 500 MC replicates and record the three statistics (percentage of correct selection, sensitivity and specificity) corresponding to each prior setting. In all these simulations, we set ¼ 2 after observing the more stable variable selection results with this setting. Overall, compared to the results when the prior distribution is Inv À Gamð0:001, 0:001Þ, the four additional prior distributions produced comparable results (Table 4) , especially for sensitivity and specificity.
Comparison with existing methods
To demonstrate the advantage of the proposed method, we compare our approach with two existing methods. The first method is chosen from established variable selection approaches in linear models. We take the recently proposed adaptive LASSO as a representative. 21 For adaptive LASSO and almost all variable selection methods in linear models, the sample size needs to be larger than the number of candidate predictors unless we presume the number of variables selected is smaller than sample size. Because of this, we considered the situation such that the number of variables is smaller than sample size, and thus only main effects are considered. The second method is suggested by Zhang et al., 2 which has the ability to select variables with complex associations and these variables are with the same type, e.g., either continuous or categorical but not both. As noted earlier, the motivation of standardization is to scale variables of different magnitudes with the hope of reducing selection bias. To illustrate the need of standardization, we generated continuous variables from Gam(10, 1), which produces data with much larger variation compared to Gamð3, 0:5Þ used in our previous simulations. Since our goal is to assess the need of standardization, information loss should be avoided. Due to the periodicity of function cosðÁÞ in model 2, we lowered the frequency from 0.5 to 0.1 so that information passed to cosðÁÞ is comparable to that when generating from Gamð3, 0:5Þ. The prior distributions implemented in the second method are the same as those in Section 3.1 and we set ¼ 2.
The method of adaptive LASSO gives lower percentages of correct selections (Table 5 ) compared to the proposed approach, which is expected due to the restriction of this type of variable selection approach.
However, the sensitivity and specificity are not impacted substantially. Coupled this observation with the low correct selection rates, the adaptive LASSO method is likely to over select variables but the number of over selected variables tends to be small. For the second method, we first performed variable selections separately for continuous and categorical variables as proposed in Zhang et al. 2 The percentages of correct selections are all lower than those in Tables 1 and 2 (results not shown). We next put both types of variables in the model but without standardization and performed variable selections. When the variation in the continuous variables is comparable to that in the categorical variables, standardizing the variables gives slightly better or comparable selection statistics (the first part of Table 6 ). However, when variations in the variables are not homogeneous (in our case, the variation in the continuous variables is much higher than that in the categorical variables), standardizing the variables substantially improves the selection statistics (the second part of Table 6 ).
Epigenetic application
We apply the proposed method to select informative CpG sites and SNPs potentially associated with wheal sizes resulting from skin prick tests for a wide array of allergens such as house dust mite or tree pollen. The subjects included in this study were from the Isle of Wight cohort. 22 DNA methylation, SNPs, and wheal sizes are available for 202 women in the cohort. The sum of the wheal sizes for each skin prick tests is used as the response for each subject. The candidate predictors are 7 aptly chosen SNPs and 14 aptly chosen methylation sites on the GATA3 gene for a total of 21 predictor variables. These CpG sites and SNPs are selected due to their potential associations with atopy (wheal size at least 3 mm), an outcome related to asthma. 23 In total, 10,000 iterations are run and the posterior probabilities of for each predictor variable are recorded after a burn-in of 5000 iterations. Based on our simulations, we set ¼ 2. The posterior probabilities of including each candidate predictor are plotted in descending order (Figure 3 ). It is not surprising that the posterior probabilities are all larger than 0.5, since candidate SNPs and methylation sites are potentially informative, as noted above. To determine the final selection of variables, we use the strategy of scree plot noted earlier. Out of the 14 CpGs and 7 SNPs, 2 CpG sites (cg22770911 and cg00463367) and 2 SNPs (rs422628 and rs434645) are excluded (Tables 7 and 8 ). To further assess the sensibility of the proposed method, we considered all possible linear regression models that only include main effects of the 21 variables (CpGs and SNPs; in total, $ 2 Â 10 6 models), and used Bayesian Information Criterion (BIC) to select the best model. The main effect model with three variables including CpG sites cg14327531, cg01255894, and SNP rs434645 give the best BIC, of which the two CpG sites were also selected by the proposed method with high posterior probabilities. SNP rs434645 was not selected by the new method, but its posterior probability was on the boundary of being selected. The other CpGs and SNPs uniquely selected by the proposed method are likely to have non-linear or complex interactions, which may be difficult to identify in linear models. Note that all the candidate CpG sites are either in the body or at 5'UTR, and half of the candidate SNPs are in introns. All these regions are non-coding regions and thus do not directly influence gene transcription. This potentially supports the idea of complex interactions between the CpG sites and SNPs, which indirectly influenced expression of genes and further wheal sizes.
Conclusion
The proposed method is an extension from a method for selecting one type of variables, either continuous or categorical but not both. 2 It has the ability to select both continuous and categorical variables. The selection is built into Gaussian kernels, which are commonly used for continuous variables and can be sensitive to different scales. We proposed to use standardized values in the kernel with both types of variables included, which eliminated the scale problem.
Simulations have demonstrated that the proposed method is effective in variable selection and robust with respect to different data generation schemes. As seen in the simulations, the proposed method has the potential to deal with a large number of candidate predictors, and allows the number of selected variables larger than sample size. Furthermore, it is ready to be extended to other models, e.g., probit regressions and survival analyses.
Most variable selection models rely on creating fully parametric models, linear or non-linear. For instance, the variable selection methods ALASSO or LASSO, which utilize approximations with linear basis functions, effectively select variables for linear or approximately linear models but perform poorly in nonlinear, periodic functions as seen in the earlier study. 2 Other approaches for selection of models and variables which rely on basis functions such as Fourier series would require pre-specification of a period length.
Recall that setting the tuning parameter as ¼ 2 following standardization provided better variable selection results. As discussed earlier, estimating hðÁÞ was controlled by regularization parameters and . After standardizing the data, the variations between different predictors were reduced, which potentially reduced the burden of and . Fixing at ¼ 2 and only using to regularize the behavior of hðÁÞ in this case seems to work reasonably well, but a further investigation on this matter is certainly deserved.
Turning to the estimation of , there is a possibility that different predictors may have different features. In this case, the corresponding regularization parameter may be different for different features. One possible future work is to incorporate cluster analyses into the process of variable selection via clustering the variables and then inferring for each cluster of variables. Nevertheless, the method proposed in this article is a starting point for selecting predictors in semi-parametric models built upon reproducing kernels from a mixture of continuous and categorical variables.
