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Abstract
A pre-trained generator has been frequently adopted in compressed sensing (CS) due to
its ability to effectively estimate signals with the prior of NNs. In order to further refine the
NN-based prior, we propose a framework that allows the generator to learn measurement-specific
prior distribution, yielding more accurate prediction on a measurement. Our framework has
a simple form that only utilizes additional information from a given measurement for prior
learning, so it can be easily applied to existing methods. Despite its simplicity, we demonstrate
through extensive experiments that our framework exhibits uniformly superior performances
by large margin and can reduce the reconstruction error up to an order of magnitude for some
applications. We also explain the experimental success in theory by showing that our framework
can slightly relax the stringent signal presence condition, which is required to guarantee the
success of signal recovery.
1 Introduction
Compressed Sensing (CS) has been a popular approach for decades to recover signals when the
number of devices is larger than the size of measurements like in communications [1, 2, 3] or
measurements are extremely expensive such as in medical imaging [4, 5, 6] and optical imaging [7].
CS aims to estimate a signal x ∈ Rd given an undersampled measurement vector y ∈ Rm under the
following linear relationship:
y = Ax+ ω, (1)
where A ∈ Rm×d is a given sensing matrix such that m < d, and ω is a unknown noise. Since (1)
is an underdetermined linear system, it requires some underlying assumption about the signal to
guarantee a unique solution. Classical literature on CS postulates that x would be sparse in some
known basis and solves (1) by `1-minimization.
As neural networks (NNs) have accomplished numerous successes in both supervised learning
including regression and classification tasks and unsupervised learning such as clustering and density
estimation tasks, many researchers have recently devoted much effort to leveraging NNs as a structural
assumption for CS [8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 6]. In particular,
it is proved in [22] that CS using pre-trained generators (CSPG) is able to reconstruct signals by
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taking advantage of a domain-specific prior, instead of universal sparsity prior. Although methods
using LASSO [25] only capture signal sparsity from data transformed by a certain operator (e.g., the
wavelet transform), real-world data possess a wide variety of features other than the sparsity. As
a result, training a generative model enables its generator to learn a domain-specific distribution,
which allows for signal recovery even with a fewer number of measurements than theoretical lower
bounds under sparsity prior.
Unfortunately, prior works [22, 18, 26, 27, 10, 8, 14] in CSPG solely deal with training generators
to infer the a priori probability distribution of signals itself. As the measurement vector of each
training signal is available in training a generator, we can additionally refine our generator by making
generator dependent on the measurement and learning the signal distribution conditioned on the
measurement. In this paper, we concentrate on how to help generators learn this measurement-
conditional distribution.
Our contribution is threefold:
• We propose a framework that enables a generator to learn measurement-specific prior distri-
bution p(x|y). To best of our knowledge, our framework is the first attempt to insert y into
generative models for CS.
• We provide supporting theoretical insight for learning measurement-conditional prior that our
framework alleviates the stringent signal presence assumption, thus making signal reconstruction
much more successful.
• We empirically show consistent and considerable improvements on a wide variety of prior
works. We further demonstrate the practicability of our method on real-world data that are
difficult for previous generative models to reconstruct (i.e., MRI image reconstruction).
2 Related Work
We introduce several lines of research in CS using deep NNs, which can be largely split into two
groups relying on whether to make use of generators or not.
CS via NNs without generators This group of studies is mainly concerned with devising NN
architectures for certain special purposes. First of all, [28] suggested that the update step in the
iterative shrinkage-thresholding algorithm (ISTA) can be represented as each layer of a NN, and
proposed a deep architecture as a learned variant of ISTA (LISTA). As LISTA optimizes the network
whose form is initially set to ISTA, LISTA directly improves the performance of ISTA by using its
architecture. Motivated by this unfolding procedure, extensive studies [29, 30, 31, 32, 33, 24, 23, 6, 19]
have been conducted by unfolding state-of-the-art CS algorithms (e.g., approximate message passing,
sparse Bayesian learning, and alternating direction method of multipliers and so on) and mapping
them to certain network structures. In addition to unfolding-based research, [11] proposed a variant
of a convolutional autoencoder to accelerate signal recovery and induce a data-driven dimensionality
reduction. [9] presented how to learn a sensing matrix via designing an autoencoder inspired by the
projected subgradient method. [20] studied the case where the regularization functional is built as a
NN.
2
40 20 0 20
40
30
20
10
0
10
20
30
40
(a) Learning p(x) vs p(x|y)
0 100 200 300 400 500
iterations
0.1
0.2
0.3
0.4
0.5
CS
GM
0.0200
0.0225
0.0250
0.0275
0.0300
0.0325
0.0350
0.0375
CS
GM
-IM
(b) Test phases of existing and proposed schemes
Figure 1: Figure 1(a) shows a visualization result based on t-SNE [49] for the marginal generator versus conditional
counterpart. Gray points represents outputs of a generator trained to infer p(x) and red/blue/green-colored points
indicate outputs of a generator trained to estimate p(x|y). These colored points are much closer to each target signal
marked by ‘x’ than gray points. Figure 1(b) confirms that the reconstruction error decreases in both marginal and
conditional generators as the latent optimization ((22) or (5)) progresses. Here, the red curve corresponds to our
approach using the measurement-conditional generator, giving smaller reconstruction error for all iterations than the
original generator (the blue curve). Here, we consider CSGM as an example, using m = 1000 and DCGAN. Each
experimental setting is described in Appendix in detail.
CS via NNs with generators The second group is further classified into CS using pre-trained
generators (CSPG) and CS using untrained generators (CSUG) depending on whether to train a
generator or not. CSPG indicates algorithms to recover signals by the help of generators trained
over data. [22] first exploited pre-trained generators to reconstruct signals, providing a recovery
guarantee. A number of studies [18, 26, 14, 27, 8, 10] have been done to enhance the performance of
CSPG thereafter. In contrast to CSPG, CSUG such as [17, 34] represents methods based on the
deep image prior [35] so that the weights of an untrained generator can be trained using only one
measurement vector yte. Although CSUG is able to recover a signal even in the absence of training
data, CSPG is more widely used than CSUG since training data can be usually obtained in practice
and CSPG commonly outperforms CSUG in various aspects (e.g., CSUG [36, 34] performs similarly
to a wavelet-based LASSO method, whereas CSPG [22, 18] outperforms it).
In this work, we propose a new framework that is easily applicable to CSPG while significantly
and uniformly improving existing CSPG methods by modeling conditional generative models. While
there are several options in building conditional generative models, our framework is particularly
based on generative adversarial network (GAN) [37] due to its popularity in CSPG. As a result, our
framework also can be understood as a special case of conditional GAN (cGAN) [38] along with recent
studies applying cGAN in various fields [39, 40, 40, 40, 41, 41, 42, 43, 44, 45, 46, 42, 46, 42, 47, 48].
However, all these works solely aim at generation tasks, not at recovery, especially at CS.
3 A Framework of Measurement-Conditional Generative Models
for CS
In this section, we outline an essential background of CSPG and propose a simple yet effective
scheme to cope with this limitation.
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Notation We use Gθ(z) to denote a generator with parameters θ and latent variables z. Similarly,
we use Dφ(x) to denote a discriminator with parameters φ and input x. (xtr,ytr) (or (xte,yte))
indicates a pair of a training (or test) signal xtr (or xte) and the corresponding measurement vector
ytr (or yte) given by (1). We use p(x,y), p(x), and p(x|y) to denote the joint distribution of (x,y),
the marginal distribution of x, and the conditional distribution of x given y, respectively.
3.1 Preliminary: compressed sensing using pre-trained generators
Algorithms in CS using pre-trained generators (CSPG)1 can be typically divided into the following
two phases, training (2) and test (22), respectively.
The training phase aims to find optimal parameters (θ∗,φ∗) of generator Gθ and discriminator
Dφ given a set of training signals, {xtr}:
(θ∗,φ∗) = Fopt(θ,φ)
[
Ltr
(
Gθ(z), Dφ(x¯)
)]
, (2)
where x¯ denotes either the training signal xtr or the fake signal generated by Gθ(z), Ltr(M)
indicates a loss function for training involved with modelsM, and FoptT [·] is defined by an operator
to optimize its input with respect to T . In general,M = {Gθ(x), Dφ(x¯)} and T = {θ,φ}, but T
can vary depending onM.
In the test phase, a target xte is estimated as xˆ by the following two-stage process: we first find
the optimal latent variables z∗ given trained θ∗ and measurement yte:
z∗ = Foptz
[
Lte
(
Gθ∗(z),yte
)]
, (3)
where Lte
(
Gθ∗(z),yte
)
represents an objective function for inference. Then, given estimated z∗ and
trained θ∗, we recover the target xte as xˆ = Gθ∗(z∗).
3.2 Measurement-conditional pre-trained generators
In contrast to existing CSPG methods to learn the marginal probability of our interest, p(x),
under the framework of the original GAN such as DCGAN [50], our framework provides a way
to learn the measurement-conditional distribution p(x|y) by leveraging the concept of conditional
GAN [38] framework. Essentially, we generate the signal distribution not just by ‘noise’, but with
specific ‘measurement information’, thus further refining the prior with the additional information
of measurement vectors. Under the classical assumption in CS on the existence of an inverse map
from y to x for all (x,y) satisfying p(x,y) > 0, a generator could recover xte successfully from
yte if it exactly inferred p(x|y). In practice, of course, hardly does such an ideal inverse map exist.
Nevertheless, as empirically shown in Figure 1(a), a conditional generator can still provide a more
refined prior for the target signal, thereby increasing the chance of success in the subsequent signal
reconstruction stage like (22).
1While there are some exceptions, most state-of-the-art CSPG methods are based on Generative Adversarial
Networks (GANs) [37, 50]. Hence, we focus on GAN-based prior generators throughout the paper, but it can be
seamlessly extended to other generative models such as Variational Autoencoder (VAE) [22].
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Figure 2: Illustration of CSGM and CSGM-IM when DCGAN is employed.
Overall, in contrast to (2) and (22), we inject the measurement information into Gθ and Dφ as
an input for both the training and test phases so that θ is able to learn the conditional prior:
(θ∗,φ∗) = Fopt(θ,φ)
[
Ltr
(
Gθ(z,ytr), Dφ(x¯,ytr)
)]
for training phase, (4)
z∗ = Foptz
[
Lte
(
Gθ∗(z,yte) , yte
)]
, xˆ = Gθ∗(z
∗,yte) for test phase. (5)
This approach, dubbed ‘Inserting Measurements’ (IM), can be readily applicable to any CS method
using pre-trained generators (CSPG) as shown in Figure 2.
Unlike discriminative models (i.e., learning NNs for CS that directly map measurements to target
signals without any generator), a generative model for CS has the latent variable vector z, which
can be optimized in the test phase via (22) to find a more closer estimate to the true signal. In this
process, a variety of samples from the generative model can be simultaneously used to help achieve
this objective effectively. Our approach improves the generative model for CS by taking similar spirit
of discriminative approach while inheriting the advantages of generative models, as demonstrated in
Figure 1(b).
4 Revising Existing CSPG Models under Our Framework
We now provide examples showcasing our framework using IM for varied CSPG models such as
Compressed Sensing using Generative Models (CSGM) [22] and Projected Gradient Descent GAN
(PGDGAN) [26]. The applications of IM to Deep Compressed Sensing (DCS) [10] and SparseGen
[18] are deferred to Appendix.
4.1 Compressed Sensing using Generative Models (CSGM)
Compressed Sensing using Generative Models (CSGM) [22] is the first work to propose the GAN-
based CSPG framework in (2) and (22). While it allows any GAN models, if the standard GAN
training objective including DCGAN [50] is used as showed in [22], a generator Gθ and a discriminator
Dφ are trained by solving the following min-max problem:
(θ∗, φ∗)← argmin
θ
argmax
φ
Extr∼p(x)
[
ln Dφ(xtr)
]
+ Ez∼pz(z)
[
ln
(
1−Dφ
(
Gθ(z)
))]
. (6)
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Another reasonable GAN instance under its framework is BEGAN. In this case, the training phase
of CSGM can be given as
(θ∗, φ∗)← argmax
θ
argmin
φ
Extr∼p(x),z∼pz
[
Rφ
(
xtr
)− ζRφ(Gθ(z))], (7)
where Rφ(x¯) = ‖x¯−Dφ(x¯)‖p denotes the reconstruction loss determined by Dφ in terms of
p = 1 or 2 norms and the parameter ζ controls the balance between auto-encoding true images
and distinguishing real images from fake ones. While Dφ in (6) outputs a scalar value (probability)
indicating whether its input is a real image or not, Dφ in (7) reconstructs an image based on its
input.
CSGM in the test phase computes an estimate xˆ = Gθ∗(z∗) of target signal xte by minimizing
the following loss with respect to the input noise z of the pre-trained generator Gθ∗ :
z∗ ← argmin
z
‖yte −AGθ∗(z)‖2 , xˆ = Gθ∗(z∗). (8)
CSGM-IM We now show how the proposed scheme can be applied to CSGM under our framework.
We name this application CSGM-IM.
The training phase of CSGM-IM learns (θ,φ) according to the following optimization (9) (for
DCGAN) and (10) (for BEGAN), which are revised from (6) and (7), respectively:
(θ∗, φ∗)← argmin
θ
argmax
φ
Extr∼p(x)
[
ln Dφ(xtr,ytr)
]
+ Ez∼pz(z)
[
ln
(
1−Dφ
(
Gθ(z,ytr),ytr
))]
and (9)
(θ∗, φ∗)← argmax
θ
argmin
φ
Extr∼p(x),z∼pz
[
Rφ(xtr,ytr)− ζRφ
(
Gθ(z,ytr),ytr
)]
(10)
where Rφ(x¯,y) = ‖x¯−Dφ(x¯,y)‖p represents the reconstruction loss determined by the modified
discriminator Dφ(x¯,y).
In the test phase, CSGM-IM estimates the target signal xte as xˆ = Gθ∗(z∗,yte) by consistently
feeding the test measurement to the learned generator:
z∗ ← arg min
z
‖yte −AGθ∗(z,yte)‖2 , xˆ = Gθ∗(z∗,yte). (11)
We illustrate how CSGM-IM differs from CSGM in Figure 2 and defer their algorithms to
Appendix.
4.2 Projected Gradient Descent GAN (PGDGAN)
Projected Gradient Descent GAN (PGDGAN) [26] is a representative work of applying a projected
gradient method to the CSPG framework. Similarly to CSGM, the training phase of PGDGAN can
be any learning schemes to optimize a generator Gθ like (6) or (7). PGDGAN in the test phase
however restores signals by jointly reducing Euclidean measurement error [26] and making a signal
estimate belong to the range of pre-trained generator. Specifically, PGDGAN in the test phase
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computes an estimate xˆ = xT of the target signal xte by iteratively solving the following recursive
formula with respect to the input noise z of a pre-trained generator Gθ∗ :
xt+1 = PGθ∗
(
xt − α1
2
∇‖yte −Axt‖2
)
= Gθ∗
(
arg min
z
∥∥∥xt − αA>(Axt − yte)−Gθ∗(z)∥∥∥),
(12)
for t = 0, · · · , T − 1, where PGθ∗ (h) = Gθ∗(argminz ‖h−Gθ∗(z)‖) denotes a projection operator
mapping the input h to a point nearest to h in the range of the pre-trained generator Gθ∗ ,
x0 = 0 or A>yte in general, α is a learning rate, and T is the total number of iterations. Note that
the inner and outer calculations of the second term in (12) update an estimate to the direction
of decreasing Euclidean measurement error and project this updated estimate into the range of
Gθ∗ , respectively. Therefore, PGDGAN can be regarded as solving a least squares problem with a
network-based regularizer rather than with a sparsity promoting regularizer conventionally used in
CS.
PGDGAN-IM We now describe how IM can be applied to PGDGAN under our framework. We
dub this application PGDGAN-IM.
As PGDGAN has the same training phase as CSGM, PGDGAN-IM also has the same training
phase as CSGM-IM ((9) or (10)). In the test phase, PGDGAN-IM estimates the target signal xte as
xˆ = xT by consistently feeding the test measurement to the trained generator:
xt+1 = Gθ∗
(
arg min
z
∥∥∥xt − αA>(Axt − yte)−Gθ∗(z,yte)∥∥∥ ,yte). (13)
We provide the algorithms of PGDGAN and PGDGAN-IM in Appendix.
5 Theoretical Insight
In this section, we provide a theoretical insight for the reason why inserting the measurements
into the generative model improves the performace of signal reconstruction. To demonstrate this,
we consider PGDGAN in Section 4.2 as an example and show how PGDGAN-IM enhances the
performance of PGDGAN. Both algorithms require a specific (S, γ)-RIP for a given sensing matrix
A, which is easily satisfied in practice with rich theoretical background/guarantees [51, 22, 18, 34]:
Definition 1. For a parameter γ > 0, a matrix A ∈ Rm×d satisfies (S, γ)-RIP, if for all x ∈ S,
(1− γ) ‖x‖ ≤ ‖Ax‖ ≤ (1 + γ) ‖x‖ . (14)
Under (S, γ)-RIP, we present a sufficient condition for PGDGAN or PGDGAN-IM to recover
signals.
Theorem 1. Let {xt}Tt=0 be a set of outputs obtained from each iteration of PGDGAN or PGDGAN-
IM, with learning rate α small enough. Let xte and yte be a target signal vector and its measurement
vector, respectively. Suppose Am×d satisfies (S, 1 − γ, 1 + γ)-RIP with high probability where S
denotes arbitrary set including {xt}Tt=0 and xte. Suppose further that
(a) In the case for PGDGAN, there exists a vertor z∗ satisfying Gθ∗(z∗) = xte,
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Table 1: The reported numbers are the mean of probability of z satisfying the condition (a) or (b) in Theorem 1,
with the standard deviation of the means computed across 64 random samples in the test set of CelebA. θ∗ comes
from (6) and (9). Here, m = 1000 and  = 0.125. Each probability is calculated by sampling 1000 z’s.
Probability for condition (a) or (b) to hold Pz
( ‖Gθ∗(z)− xte‖2 < ) Pz( ‖Gθ∗(z,yte)− xte‖2 < )
mean ± standard deviation 0.003± 0.007 0.984± 0.124
(b) In the case for PGDGAN-IM, there exists a vertor z∗ satisfying Gθ∗(z∗,yte) = xte.
Then, there exists T ∝ log(1/) such that the signal estimate xˆ = xT satisfies ‖xˆ− xte‖ ≤ .
Theorem 1 shows that the condition required for successful signal recovery is changed from (a) to
(b), with the introduction of IM into PGDGAN. Both conditions (a) and (b) require that the target
signal to recover is included in the range of a pre-trained generator, but we empirically show in Table
1 that the condition (b) with IM is much easier to be satisfied than (a), which is consistent with our
motivation introduced in Section 3.2. Overall, IM improves the performance of signal recovery by
relaxing the condition for signal existence from (a) to (b).
6 Experiments
In order to evaluate the effectiveness of our algorithm, we focus on conducting experiments on CelebA
[52] dataset, which is a common but more difficult task than on MNIST [53] or OMNIGLOT [54]
datasets. The images are cropped at the center to the size 64× 64× 3 (d = 12288) and normalized
into the range [−1, 1]. For inference, we utilize 64 random images in the test set and compute the
reconstruction error ‖xte − xˆ‖2 with 95% confidence interval of 5 trials. Each entry of the sensing
matrix A is sampled from the normal distribution N (0, 1/m). We follow the same experimental
setting as [22] unless otherwise specified.
When adding y into generative models, y is concatenated to z in Gθ in both DCGAN and
BEGAN. y is also concatenated to the embedding layer in Dφ in BEGAN. Owing to the absence
of an embedding layer in Dφ in DCGAN, we emulate an architecture suggested in [55]. Further
information about experimental setting and the result of experiments on different m are given in
Appendix.
CSGM-IM As illustrated in Table 2, IM considerably improves CSGM for all m. On average, IM
decreases the reconstruction error by above 30%. Although IM greatly enhances the performance of
CSGM for small m, it still exhibits performance saturation like CSGM. When exploiting BEGAN,
CSGM-IM demonstrates much more compelling performance as well as overcomes such a limitation.
Comparing with the last column in Table 2 and 2, the reconstruction error per pixel of CSGM-IM
using BEGAN is smaller than that using DCGAN for every m. More strikingly, for m ≥ 1000 in
Table 2, the reconstruction error per pixel of CSGM-IM using BEGAN is almost less than that
of CSGM using BEGAN by an order of magnitude. As a result, not only does CSGM-IM using
BEGAN recover images similar to the original ones when m = 1000 (m/d ≈ 8.14%), but reconstructs
images almost the same as the original ones when m = 5000 (m/d ≈ 40.69%) as shown in Figure 3.
PGDGAN-IM For fair comparisons, we follow the same hyperparameters as [26]. In Table 2,
PGDGAN-IM outperforms PGDGAN by reducing the reconstruction error by above 30% on average.
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Table 2: Reconstruction error per pixel for existing methods and those with the IM framework. IM significantly and
uniformly improves all existing methods. DCGAN is utilized unless ‘B’ is marked where ‘B’ stands for the use of
BEGAN.
Method m = 20 m = 100 m = 500 m = 1000 m = 5000
CSGM [22] 0.304± 0.068 0.104± 0.012 0.039± 0.004 0.033± 0.003 0.029± 0.003
CSGM-IM 0.209± 0.011 0.072± 0.007 0.029± 0.003 0.022± 0.003 0.018± 0.002
CSGM (B) 0.213± 0.031 0.104± 0.012 0.071± 0.011 0.068± 0.010 0.066± 0.011
CSGM-IM (B) 0.185± 0.008 0.058± 0.007 0.015± 0.002 0.008± 0.001 0.002± 0.000
PGDGAN [26] 0.630± 0.076 0.128± 0.010 0.049± 0.006 0.038± 0.004 0.032± 0.004
PGDGAN-IM 0.438± 0.017 0.094± 0.007 0.031± 0.003 0.023± 0.003 0.019± 0.002
DCS [10] 0.246± 0.005 0.159± 0.007 0.114± 0.007 0.087± 0.003 0.082± 0.002
DCS-IM 0.110± 0.008 0.049± 0.005 0.017± 0.002 0.010± 0.001 0.002± 0.000
SparseGen [18] 0.374± 0.060 0.118± 0.018 0.038± 0.005 0.030± 0.004 0.024± 0.003
SparseGen-IM 0.224± 0.022 0.072± 0.005 0.028± 0.003 0.021± 0.002 0.017± 0.002
Table 3: Reconstruction error per pixel with 95% confidence interval of 5 trials for Section 4.1 using BEGAN.
Method m = 500 m = 1000 m = 2500 m = 5000
CSGM [22] 0.0674± 0.0118 0.0671± 0.0097 0.0655± 0.0101 0.0659± 0.0123
CSGM-IM 0.0159± 0.0007 0.0120± 0.0007 0.0092± 0.0005 0.0082± 0.0005
DCS-IM To verify the validness of our method in the absence of Dφ, we apply IM to DCS. Table
2 shows that IM cuts down on the reconstruction error of DCS by above 70%. When m ≤ 100,
DCS-IM particularly outperforms all the other methods, which implies that IM makes the strength
of DCS in the small m far more outstanding. Moreover, IM reduces the reconstruction error per
pixel of DCS by an order of magnitude for m ≥ 1000, which leads to successful signal recovery like
CSGM-IM using BEGAN as illustrated in Figure 3.
SparseGen-IM We only consider the wavelet basis due to the fact that [18] recommend the
wavelet basis rather than the discrete cosine transform. Table 2 indicates that SparseGen-IM
surpasses SparseGen, averagely curtailing the reconstruction error by around 38%.
7 Application to Magnetic Resonance Imaging
To validate the practicality of IM on real-world data, we run experiments on the fastMRI [56] dataset.
In particular, we utilize the knee dataset. Owing to the low quality of test slices, we regard the
validation slices as the test set. Similarly to [56], the images are cropped at the center to the size
256× 256 and downsampled to the size 128× 128 (d = 16384). Any data augmentation is not used to
show that IM can encourage previous methods to perform well even on a small number of data. For
test, we utilize 64 random images in the validation slices. Further information is given in Appendix.
Same as Section 6, each entry of the sensing matrixA is also sampled from the normal distribution
N (0, 1/m), and the reconstruction error is used as an evaluation metric. Unlike (1), noise is not
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(b) The second test sample
Figure 3: Reconstructed images on CelebA when m = 1000 (m/d ≈ 8.14%) and m = 5000 (m/d ≈ 40.69%). The
first row represents the original images. The second and third row indicate images recovered by existing methods and
existing methods + IM when m = 1000. The fourth and last rows display images recovered by existing methods and
existing methods + IM when m = 5000
added when creating a measurement vector yte. In this experiment, we solely employ the BEGAN
architecture due to the fact that it works best among our experiments.
Similarly to Section 6, CSGM-IM achieves much better performance than CSGM. As seen in
Table 3, IM decreases the reconstruction error of CSGM by closely an order of magnitude for
m ≥ 2500. Not only that, as illustrated in Figure 4, CSGM-IM recovers images highly analogous to
the original ones whereas CSGM cannot at all.
8 Conclusion
We propose a simple yet effective method, Inserting Measurements, which enables a generator to
learn p(x|y) instead of p(x). Even in the IM framework, the characteristic of generative models
remains, which allows us to find a more closer estimate to the true signal by the latent optimization.
By leveraging both advantages of discriminative and generative models, IM can yield much smaller
reconstruction error than existing methods up to an order of magnitude. We therefore expect IM to
be useful for a variety of CS applications as well as image recovery.
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(a) The 193rd validation slice (b) The 928th validation slice
Figure 4: Reconstructed images on fastMRI when m = 5000 (m/d ≈ 30.52%). The first column has the original
image. The second and last column show images recovered by CSGM and CSGM-IM using BEGAN.
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A Revising Existing CSPG Models under Our Framework
A.1 Deep Compressed Sensing (DCS)
DCS To recover signals faster and more accurately than CSGM, [10] proposed Deep Compressed
Sensing (DCS) by jointly training the latent variables z and the weights θ of a generator without
any discriminator Dφ via meta-learning [57]. More concretely, the training phase of DCS is given
as follows: for each training sample xtr, the latent optimization is carried out by minimizing
‖ytr −AGθ(z)‖ while keeping θ fixed, then θ are subsequently trained in DCS:
z∗xtr = arg min
z
‖ytr −AGθ(z)‖ , (15)
θ∗ = Foptθ
[
Ltr
(
Gθ(z
∗
xtr)
)]
= arg min
θ
Extr∼p(x)
[ ∥∥ytr −AGθ(z∗xtr)∥∥2 ]. (16)
Note that the test phase of DCS is the same as that of CSGM (8), so it is not shown here.
DCS-IM Similarly to (9) and (10), the IM framework makes the measurement information also
taken by Gθ as additional input in DCS. Therefore, by applying IM to DCS, (15) and (16), the
procedure for training θ, are substituted with (17) and (18), respectively.
z∗xtr = arg min
z
‖ytr −AGθ(z,ytr)‖ , (17)
θ∗ = Foptθ
[
Ltr
(
Gθ(z
∗
xtr ,ytr)
)]
= arg min
θ
Extr∼p(x)
[ ∥∥ytr −AGθ(z∗xtr ,ytr)∥∥2 ]. (18)
As the formula of DCS in the test phase is the same as that of CSGM (8), the formula of DCS
with the IM framework is also identical to that of CSGM-IM (11), but notice that a couple of gradient
descent steps are sufficient to implement (8) in DCS and (11) in DCS with the IM framework.
In such a case of applying IM to DCS in the training and test phases, we name it DCS-IM. The
algorithms of DCS and DCS-IM are given in Section C.
A.2 Sparse deviations for compressed sensing using Generative models (SparseGen)
SparseGen [18] came up with the idea to combine a domain-specific generative model prior with
sparsity prior to enhance the generalization of CSGM, called SparseGen. Similarly to CSGM, the
training phase of SparseGen can be any learning scheme to optimize a generator Gθ like (6) or (7).
In the test phase of SparseGen, given trained parameters θ∗ of a generator, sparse deviations from
the support set of Gθ∗ are allowed to consider signals even outside the range of Gθ∗ , which results in
an estimate being of the form Gθ∗ + ν where ν is an augmented sparse estimate. Hence, Lte should
be involved with `1 minimization with respect to ν as well as the optimization of Gθ∗ with respect
to z:
(z∗,ν∗) = Fopt(z,ν)[Lte(Gθ∗(z),ν |yte)] = arg min
z,ν
‖A(Gθ∗(z) + ν)− yte‖+ λ ‖Bν‖1 , (19)
where B is a transform matrix promoting sparsity of the vector Bν, and λ is the Lagrange multiplier.
By using (z∗,ν∗) given in (19), SparseGen estimates the target signal as Gθ∗(z∗) + ν∗.
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SparseGen-IM IM can be run on SparseGen by adjusting (19) to (20):
(z∗,ν∗) = Fopt(z,ν)[Lte(Gθ∗(z,yte),ν |yte)] = arg min
z,ν
‖A(Gθ∗(z,yte) + ν)− yte‖+ λ ‖Bν‖1 , (20)
which we name SparseGen-IM. In this case, Gθ∗(z∗,yte) + ν∗ becomes an estimate of xte. As
SparseGen has the same training phase as CSGM, SparseGen-IM also has the same training phase
as CSGM-IM ((9) or (10)).
The algorithms of SparseGen and SparseGen-IM are given in Section C.
B Proof of Theorem 1
The proof of Theorem 1 is based on that of Theorem 1 in [34].
Let the following algorithm be the test phase of PGDGAN (without blue notes) and PGDGAN-IM
(with blue notes) in the noiseless setting, y = Ax.
Input: yte ∈ Rm,A ∈ Rm×d, Gθ∗ : Rv 7→ Rd, α ∈ R+, T ∈ N
Initialize: x0 = 0 ∈ Rd
1: for t = 0 to T − 1 do
2: wt = xt − αA>(Axt − yte)
3: zt = argmin
z
‖wt −Gθ∗(z,yte)‖
4: xt+1 = Gθ∗
(
zt,yte
)
5: end for
Output: the signal estimate xˆ = xT
Referring to the above algorithm, we prove Theorem 1 under the condition (b) (i.e., the guarantee
of signal recovery in PGDGAN-IM). The proof of Theorem 1 under the condition (a) (i.e., the
guarantee of signal recovery in PGDGAN) is trivial if we remove all the blue notes and use the
condition (a) instead of (b).
It follows that
‖yte −Axt+1‖2 − ‖yte −Axt‖2
= (‖Axt+1‖2 − ‖Axt‖2)− 2(y>teAxt+1 − y>teAxt)
= ‖Axt+1 −Axt‖2 − 2(Axt)>(Axt) + 2(Axt)>(Axt+1)− 2(y>teAxt+1 − y>teAxt)
= ‖Axt+1 −Axt‖2 + 2(Axt − yte)>(Axt+1 −Axt). (21)
Step 2 of PGDGAN-IM is given as
wt = xt − αA>(Axt − yte). (22)
Afterward, by using wt in (22), Step 3 of PGDGAN-IM updates the latent variables z so that
Gθ∗(z,yte) lies in the range of the generator Gθ∗ while being the closest to wt.
From Step 4, it follows that Gθ∗(zt,yte) = xt+1. By the condition (b), there exists z∗ satisfying
Gθ∗(z
∗,yte) = xte. Then, by using these two results and the definition of zt in Step 3, we obtain
‖xt+1 −wt‖2 ≤ ‖xte −wt‖2 . (23)
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By applying (22) to (23), we obtain∥∥∥xt+1 − xt + αA>(Axt − yte)∥∥∥2 ≤ ∥∥∥xte − xt + αA>(Axt − yte)∥∥∥2 . (24)
(24) can be written as
1
α
‖xt+1 − xt‖2 + 2(Axt − yte)>A(xt+1 − xt) ≤
1
α
‖xt − xte‖2 − 2 ‖yte −Axt‖2 . (25)
Then, by applying (21) to (25), we gain
‖yte −Axt+1‖2 + ‖yte −Axt‖2 ≤
1
α
‖xt − xte‖2 − 1
α
‖xt+1 − xt‖2 + ‖A(xt+1 − xt)‖2 . (26)
From (S, 1 − γ, 1 + γ)-RIP condition, the first and last terms on the right-hand side of (26) are
upper bounded respectively by
1
α
‖xt − xte‖2 ≤ 1
α(1− γ) ‖A(xt − xte)‖
2 (27)
and
‖A(xt+1 − xt)‖2 ≤ (1 + γ) ‖xt+1 − xt‖2 . (28)
Then, it follows that
‖yte −Axt+1‖2 + ‖yte −Axt‖2 ≤
1
α
‖xt − xte‖2 − 1
α
‖xt+1 − xt‖2 + ‖A(xt+1 − xt)‖2
(a)
≤ 1
α(1− γ) ‖yte −Axt‖
2 + (1 + γ − 1
α
) ‖xt+1 − xt‖2
(b)
≤ 1
α(1− γ) ‖yte −Axt‖
2 , (29)
where (a) is satisfied by applying (27) and (28) to (26), and (b) follows from a supplementary
assumption that α < 1/(1 + γ).
By moving the second term on the left-hand side of (29) to the right-hand side,
‖yte −Axt+1‖2≤
( 1
α(1− γ) − 1
)
‖yte −Axt‖2 . (30)
By repeating (30) for t ∈ {0, 1, ..., T − 1}, we get
‖yte −AxT ‖2≤
( 1
α(1− γ) − 1
)T ‖yte −Ax0‖2 . (31)
From (S, 1− γ, 1 + γ)-RIP condition, we also get
‖xte − xT ‖2 ≤ 1
1− γ ‖yte −AxT ‖
2 . (32)
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Applying (31) to (32), we obtain
‖xte − xT ‖2 ≤ 1
1− γ
( 1
α(1− γ) − 1
)T ‖yte −Ax0‖2 , 2. (33)
If we set α to any constant satisfying 12(1−γ) < α <
1
(1−γ) and α <
1
(1+γ) , the right-hand side of (33)
converges to zero when T is sufficiently large. In other words, if we denote v := ( 1α(1−γ) − 1)−1, and
T satisfies
T = logv
(
‖yte −Ax0‖2
2(1− γ)
)
∝ log
(1

)
, (34)
then we obtain the following equation, thereby completing the proof.
‖xte − xT ‖ ≤ . (35)
C Algorithm Details
Algorithm 1 CSGM (without blue notes) and CSGM-IM in the case of using DCGAN training
objective
Training phase
Input: A ∈ Rm×d, Gθ : Rv 7→ Rd, Dφ : Rd 7→ [0, 1]
for i = 1 to n do
sample xtr,i from p(x)
measure ytr,i = Axtr,i
sample zi from pz(z)
end for . generate n training samples
(θ∗,φ∗) = argmin
θ
argmax
φ
1
n
n∑
i=1
[ln Dφ(xtr,i,ytr,i) + ln (1−Dφ(Gθ(zi,ytr,i),ytr,i))]
Output: the trained parameters θ∗ of G
Test phase
Input: yte ∈ Rm,A ∈ Rm×d, Gθ∗ : Rv 7→ Rd, τ ∈ R+, T ∈ N
Initialize: sample z0 from pz(z)
for t = 0 to T − 1 do
zt+1 = zt − τ ∂∂z ‖yte −AGθ∗(z,yte)‖2
∣∣∣
z=zt
end for
Output: the signal estimate xˆ = Gθ∗(zT ,yte)
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Algorithm 2 CSGM (without blue notes) and CSGM-IM in the case of using BEGAN training
objective
Training phase
Input: A ∈ Rm×d, Gθ : Rv 7→ Rd, Dφ : Rd 7→ Rd, Rφ(x¯,y) = |x¯ −Dφ(x¯,y)|, λ ∈ R+, γ ∈ [0, 1],
ζ(0) = 0, K ∈ N
for i = 1 to n do
sample xtr,i from p(x)
measure ytr,i = Axtr,i
sample zGi and z
D
i independently from pz(z)
end for . generate n training samples
for k = 0 to K − 1 do
φ(k + 1) = φ(k)− η ∂∂φ
( n∑
i=1
(
Rφ(xtr,i,ytr,i)− ζ(k)Rφ(Gθ(k)(zDi ,ytr,i),ytr,i)
))∣∣∣
φ=φ(k)
θ(k + 1) = θ(k)− η ∂∂θ
( n∑
i=1
Rφ(k)(Gθ(z
G
i ,ytr,i),ytr,i)
)∣∣∣
θ=θ(k)
ζ(k + 1) = min(max(ζ(k) + λ(γRφ(k)(xtr,i,ytr,i)−Rφ(k)(Gθ(k)(zGi ,ytr,i),ytr,i)), 0), 1)
end for . optimize the network parameters
Output: the trained parameter θ(K) of G
Test phase
Input: yte ∈ Rm,A ∈ Rm×d, Gθ(K) : Rv 7→ Rd, τ ∈ R+, T ∈ N
Initialize: sample z0 from pz(z)
for t = 0 to T − 1 do
zt+1 = zt − τ ∂∂z
∥∥yte −AGθ(K)(z,yte)∥∥2 ∣∣∣
z=zt
end for
Output: the signal estimate xˆ = Gθ(K)(zT ,yte)
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Algorithm 3 PGDGAN (without blue notes) and PGDGAN-IM in the case of using DCGAN
training objective
Training phase :
Input: A ∈ Rm×d, Gθ : Rv 7→ Rd, Dφ : Rd 7→ [0, 1]
for i = 1 to n do
sample xtr,i from p(x)
measure ytr,i = Axtr,i
sample zi from pz(z)
end for . generate n training samples
(θ∗,φ∗) = argmin
θ
argmax
φ
1
n
n∑
i=1
[ln Dφ(xtr,i,ytr,i) + ln (1−Dφ(Gθ(zi,ytr,i),ytr,i))]
Output: the trained parameters θ∗ of G
Test phase
Input: yte ∈ Rm,A ∈ Rm×d, Gθ∗ : Rv 7→ Rd, (α, τ) ∈ R+, (T,K) ∈ N2
Initialize: x0 = 0 ∈ Rd
for t = 0 to T − 1 do
wt = xt − αA>(Axt − yte)
sample z0 from pz(z)
for k = 0 to K − 1 do
zk+1 = zk − τ ∂∂z ‖wt −Gθ∗(z,yte)‖2
∣∣∣
z=zk
end for
xt+1 = Gθ∗
(
zK ,yte
)
end for
Output: the signal estimate xˆ = xT
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Algorithm 4 DCS (without blue notes) and DCS-IM
Training phase
Input: A ∈ Rm×d, Gθ : Rv 7→ Rd, (τ, η, λ) ∈ R3+, T ∈ N
Initialize: θ(0) = θ
for k = 0 to K − 1 do
for i = 1 to n do
sample xtr,i from p(x)
measure ytr,i = Axtr,i
sample zi,0 from pz(z)
for t = 0 to T − 1 do
zi,t+1 = zi,t − τ ∂∂z
∥∥ytr,i −AGθ(z,ytr,i)∥∥2 ∣∣∣
z=zi,t
end for
end for . generate n training samples
M(θ) = 1n
n∑
i=1
∥∥ytr,i −AGθ(zi,T ,ytr,i)∥∥2
R(θ) = 1n
n∑
i=1
Ex1,x2∈{xtr,i,Gθ(zi,0,ytr,i),Gθ(zi,T ,ytr,i)}
[( ‖A(x1 − x2)‖ − ‖x1 − x2‖ )2]
θ(k + 1) = θ(k)− η ∂∂θ
(
M(θ) + λR(θ)
)∣∣∣
θ=θ(k)
. optimize the network parameters
end for
Output: the trained parameters θ(K) of G
Test phase
Input: yte ∈ Rm,A ∈ Rm×d, Gθ(K) : Rv 7→ Rd, τ ∈ R+, T ∈ N
Initialize: sample z0 from pz(z)
for t = 0 to T − 1 do
zt+1 = zt − τ ∂∂z
∥∥yte −AGθ(K)(z,yte)∥∥2 ∣∣∣
z=zt
end for
Output: the signal estimate xˆ = Gθ(K)(zT ,yte)
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Algorithm 5 SparseGen (without blue notes) and SparseGen-IM in the case of using DCGAN
training objective
Training phase :
Input: A ∈ Rm×d, Gθ : Rv 7→ Rd, Dφ : Rd 7→ [0, 1]
for i = 1 to n do
sample xtr,i from p(x)
measure ytr,i = Axtr,i
sample zi from pz(z)
end for . generate n training samples
(θ∗,φ∗) = argmin
θ
argmax
φ
1
n
n∑
i=1
[ln Dφ(xtr,i,ytr,i) + ln (1−Dφ(Gθ(zi,ytr,i),ytr,i))]
Output: the trained parameters θ∗ of G
Test phase
Input: yte ∈ Rm,A ∈ Rm×d, Gθ∗ : Rv 7→ Rd, τ ∈ R+, (L, T ) ∈ N2 where L < T
Initialize: sample z0 from pz(z), ν0 = 0
for t = 0 to T − 1 do
if t < L then
zt+1 = zt − τ ∂∂z
(
‖A(Gθ∗(z,yte) + νt)− yte‖2 + λ ‖Bνt‖1
)∣∣∣
z=ztνt+1 = νt
else
T = (z,ν)
(zt+1,νt+1) = (zt,νt)− τ ∂∂T
( ‖A(Gθ∗(z,yte) + ν)− yte‖2 + λ ‖Bν‖1 )∣∣∣T =(zt,νt)
end if
end for
Output: the signal estimate xˆ = Gθ∗(zT ,yte) + νT
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D Experimental Details
When adding the measurement vector y into the DCGAN architecture, we emulate a conventional
architecture suggested in [55] since y can be considered as the text description embedding. In the
generator Gθ, y is concatenated to the noise vector z. In the discriminator Dφ, y is duplicated
spatially and concatenated to the 4 × 4 sized image feature maps in a channel-wise manner. To
reduce the number of channels to the original number of ones, the concatenated feature maps pass
through a 1× 1 convolution followed by a batch normalization and the rectified linear unit function.
When putting y in the BEGAN architecture, y is solely concatenated to latent variables in the
generator and the decoder of the discriminator, which is far simpler than the DCGAN architecture
supplemented with y.
In Figure 1(a), we employ CSGM and CSGM-IM (m = 1000) using DCGAN trained on CelebA
dataset. Red/blue/green-colored ‘x’ indicates the first/second/third sample in the test set of CelebA.
We sample 50 samples from Gθ∗(z,yte) (CSGM-IM) per test sample and 150 samples from Gθ∗(z)
(CSGM). In Figure 1(b), each curve represents the average reconstruction error over 64 random test
samples per iteration, where the experimental setting of Figure 1(b) is the same as that of Figure
1(a).
For experiments on PGDGAN and PGDGAN-IM in Section 6, we follow the same experimental
setting as [26] such as α = 0.5, τ = 0.1, T = 10, and K = 100.
When conducting experiments on DCS and DCS-IM in Section 6, a sensing matrix A is not
learned and the learning rate in the latent optimization (τ in Algorithm 4) is fixed as 0.01 for
brevity. When implementing DCS, λ in Algorithm 4 is set to 1.0 like [10] for m ≤ 1000, but 0.001
for m > 1000 because a large value of R(θ) in Algorithm 4 hinders DCS from performing well.
Furthermore, T = 5 for m = 5000 in DCS, whereas we follow the same hyperparameters (λ = 1.0,
T = 3) as [10] for all m in DCS-IM.
When running experiments on SparseGen and SparseGen-IM in Section 6, λ in (19) and (20) (or
Algorithm 5) is chosen among {0.1, 0.5, 1.0} for each m. Other than λ, we make use of the identical
hyperparameters (L = 250, T = 500 in Algorithm 5) as introduced in [18]. Note that we solely
consider a transform matrix B in Algorithm 5 as the wavelet basis given that [18] recommend the
wavelet basis rather than the discrete cosine transform.
The fastMRI dataset consists of 34, 732 training slices, 7, 135 validation slices, and 3, 903 test
slices. As the values of the original slices are complex, we preprocess the data as follows: (i) apply
two-dimensional fast Fourier transform to each slice, (ii) crop it at the center to the size 256× 256,
(iii) take the absolute value of a complex-valued slice, (iv) subtract 0.5 and divide by 0.5, and (v)
downsample it to the size 128× 128.
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Table 4: Reconstruction error per pixel with 95% confi-
dence interval of 5 trials for Section 4.1 using DCGAN.
m CSGM [22] CSGM-IM (Ours)
20 0.3038± 0.0678 0.2088± 0.0106
50 0.1859± 0.0096 0.1131± 0.0077
100 0.1043± 0.0116 0.0720± 0.0069
200 0.0624± 0.0069 0.0464± 0.0039
500 0.0392± 0.0039 0.0286± 0.0031
1000 0.0332± 0.0031 0.0217± 0.0025
2500 0.0298± 0.0036 0.0185± 0.0017
5000 0.0285± 0.0031 0.0183± 0.0018
Table 5: Reconstruction error per pixel with 95% confi-
dence interval of 5 trials for Section 4.1 using BEGAN.
m CSGM [22] CSGM-IM (Ours)
20 0.2125± 0.0314 0.1855± 0.0166
50 0.1309± 0.0218 0.1008± 0.0114
100 0.0990± 0.0127 0.0580± 0.0067
200 0.0805± 0.0096 0.0331± 0.0038
500 0.0711± 0.0111 0.0147± 0.0022
1000 0.0680± 0.0095 0.0075± 0.0012
2500 0.0669± 0.0095 0.0031± 0.0005
5000 0.0660± 0.0109 0.0020± 0.0003
Table 6: Reconstruction error per pixel with 95% confi-
dence interval of 5 trials for Section 4.2 using DCGAN.
m PGDGAN [26] PGDGAN-IM (Ours)
20 0.6298± 0.0757 0.4415± 0.0205
50 0.2730± 0.0353 0.1626± 0.0105
100 0.1281± 0.0101 0.0942± 0.0067
200 0.0793± 0.0065 0.0539± 0.0046
500 0.0489± 0.0063 0.0311± 0.0030
1000 0.0383± 0.0037 0.0234± 0.0025
2500 0.0337± 0.0035 0.0195± 0.0017
5000 0.0322± 0.0035 0.0194± 0.0018
Table 7: Reconstruction error per pixel with 95% con-
fidence interval of 5 trials for Section A.1 only using the
generator of DCGAN.
m DCS [10] DCS-IM (Ours)
20 0.2460± 0.0052 0.1095± 0.0081
50 0.2190± 0.0175 0.0694± 0.0067
100 0.1587± 0.0072 0.0489± 0.0053
200 0.1789± 0.0077 0.0329± 0.0036
500 0.1136± 0.0071 0.0173± 0.0023
1000 0.0874± 0.0032 0.0099± 0.0014
2500 0.0854± 0.0055 0.0036± 0.0005
5000 0.0817± 0.0024 0.0024± 0.0003
Table 8: Reconstruction error per pixel with 95% confidence interval of 5 trials for Section A.2 using DCGAN.
m SparseGen [18] SparseGen-IM (Ours)
20 0.3743± 0.0598 0.2242± 0.0218
50 0.2125± 0.0390 0.1121± 0.0103
100 0.1184± 0.0180 0.0720± 0.0054
200 0.0691± 0.0158 0.0470± 0.0037
500 0.0378± 0.0050 0.0283± 0.0031
1000 0.0302± 0.0040 0.0213± 0.0024
2500 0.0248± 0.0028 0.0178± 0.0016
5000 0.0238± 0.0025 0.0174± 0.0017
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