ABSTRACT Dempster-Shafer evidence theory has been extensively applied in a variety of fields due to its ability to solve knowledge reasoning and decision-making problem under uncertain environments. Nevertheless, it is still an open issue about how to determine the basic probability assignment (BPA). In this paper, a new non-parametric method based on kernel density estimation is proposed to determine BPA. First, the probability density function of each attribute is calculated, which can be regarded as the probability model for the related attribute using the training sample. Then, a nested BPA function is constructed using the intersections point of test sample and probability models. Finally, Dempster's combination rule is used to combine multiple BPAs to get the final BPA. Some classification experiments are conducted on several datasets. The experimental results demonstrate that the proposed method is more effective and reasonable in determining BPAs, which has a better classification performance than the existing method.
I. INTRODUCTION
Information fusion is to combine process of information from the source of same object or scene to obtain more complex, reliable and accurate information. Multi-source information fusion technique has been widely used in network intrusion detection [1] , fault diagnosis [2] , [3] , pattern recognition [4] , [5] , risk analysis [6] , [7] , complex event processing [8] , and reliability analysis [9] , [10] . Whereas, imprecision and uncertainty are inevitable for the multi-source system in real application [11] . How to handle the uncertain information in real application is still an open issue [12] . Researchers have put forward many powerful methods to solve this issue, including extended fuzzy theory [13] , [14] , evidence theory [15] , [16] , D numbers [17] , [18] , Z-number [19] - [21] .
As one of the most important tools, Dempster-Shafer evidence theory (DS theory) has tremendous advantages since it has abilities to deal with uncertainty and unknown information [22] and requires fewer conditions than probability theory [23] . Evidence theory was proposed by Dempster [24] and later developed by Shafer [25] . It can handle uncertainty, impreciseness, and unknown information and fuse multisource information without depending on prior information.
A crucial role in evidence theory is played by Dempster's combination rule that has several interesting mathematical properties such as commutativity and associativity. It is hence widely used in many field such as classification problem [26] , [27] , information fusion [28] - [30] , decision-making [31] - [33] , reliability evaluation [34] - [36] , uncertainty management [37] , [38] , polymatrix games [39] , [40] and dependent evidence combination [41] . BPA determination is the key step in evidence theory, and it is still an open issue and there is no a general method.
Many researchers have tried to solve this problem using different methods. Zuo et al. [42] proposed a method of rough set theory based on random set and BP neural network to obtain BPA. Suh and Yook [43] put forward a method to determine BPA through sensor data. Their study showed that their method can work without depending on preset information data modeled prior to actual events. Hegarat-Mascle et al. [44] firstly constructed BPA using probability density function (PDF). Xu et al. [26] improved by proposing a non-parametric PDF method to construct BPA. This method constructed the PDF of each attribute using a non-parametric method firstly and each PDF can be regarded as a probability model. Then BPA was determined based on the relationship between the test sample and the probability models. Xu et al. used Gaussian process regression to implement the interpolation technique and the PDF of each data point can be approximated over the entire domain using the interpolation technique.
However, it can be found that their approach can be improved in some ways. In their method, some parameters are predetermined and the result may be different due to different value of parameters. So that the performance of their approach would be influenced by predetermined parameters. Besides, it is not applicable to all kinds of interval data especially for case of overlapping interval data. Because the maximum likelihood estimate of the variance is zero in that case [45] . Furthermore, Gaussian Process used in their method would assume random variables to follow previously, therefore, it adds to the uncertainty. Consequently, uncertainty would be involved and the result would be impacted.
An innovative way to solve the above problem is proposed by using the kernel density estimation (KDE) in this paper. It can decrease conflicts among the propositions and generate reasonable BPA based on the given data. The adaptive KDE [46] applied in this paper has the following advantages. It is adaptive and it can determine the parameters automatically. Due to the consideration of the boundary condition, it can be applied to all kinds of interval data. KDE is a method to study the distribution characteristics of data from the data sample itself without attaching any assumption to data. And it converges at a faster rate than any other nonparametric kernel estimator. The proposed method contains four steps. Firstly, to build the probability model of a sample, the PDF curves are determined by kernel density estimation. Then the intersection value of test sample and probability model is calculated. This step is to assign the membership degree to propositions and generate a nested structure BPA. Finally, the Dempster's combination rule is used to combine multiple BPAs to get the final BPA. Until now, the BPA of a sample is ultimately determined. Some classification experiments demonstrate that the proposed method has more precise results in determining BPA than the related work.
The rest of this paper is organized as follows. Section 2 is about a brief introduction of the basic knowledge of DS evidence theory and kernel density estimation. The process to determine BPA is presented in Section 3 and a numeric example discusses how this method works in Section 4. Section 5 investigates the effectiveness of the proposed method for determining BPA through several classification experiments. Finally, conclusion is given in Section 6.
II. PRELIMINARIES A. DEMPSTER-SHAFER EVIDENCE THEORY
Due to its flexibility in distinguishing unknown and uncertainty and accurately reflecting the collection of evidence, evidence theory is applied in many fields such as uncertainty modeling [47] , [48] and uncertain information modeling [49] - [51] . Formally, DS theory concerns the following preliminary notations.
1) FRAME OF DISCERNMENT
DS evidence theory first supposes the definition of a set of hypotheses θ that represents the complete answer collection a system can give when a certain problem remains to be solved, which is called the frame of discernment. For instance, in a real application of Iris classification problem, the hypotheses stand for three classes of Iris dataset, such as Setosa, Versicolour and Virginica. It is defined as follows [24] 
The set θ is composed of N exhaustive and exclusive hypotheses. P(θ ) denotes the power set composed of the 2 N propositions of θ by:
where ∅ denotes the empty set. The N subsets containing only one element each are called singletons.
2) BASIC PROBABILITY ASSIGNMENT
When the frame of discernment is determined, the mass function m is defined as a mapping of the power set P(θ ) to a number between 0 and 1, i.e., [24] m :
which satisfies the following conditions:
The BPA m is also called the mass function. m(A) expresses the proportion of all relevant and available evidence that supports the claim that a particular element of P(θ) belongs to the set A but to no particular subset of A. Any subset A of P(θ ) such that m(A) > 0 is called a focal element.
3) DEMPSTER'S COMBINATION RULE
Suppose H 1 and H 2 are two different evidence from different information source with two mass functions m 1 and m 2 in the same frame of discernment θ ; the Dempster's combination rule,denoted by m = m 1 ⊕ m 2 , also known as the orthogonal sum, is to combine two BPAs m 1 and m 2 to a new BPA [24] :
and
where k represents the conflict between two BPAs. The larger the value of k is, the more conflicting are two evidences.
4) PIGNISTIC PROBABILITY
Let m be a BPA on θ . Its associated pignistic probability function BetP(A) is defined as [47] :
where |A| is the cardinality of subset A. BetP(A) is the piginistic probability transform proposed by Smets [47] . The transferable belief model (TBM) is based on the assumption that beliefs have two levels: the ''credal'' level where beliefs are entertained and combined and the ''piginistic'' level where beliefs are used to make decisions. And function of piginistic probability transform is to transform a BPA to probability.
B. KERNEL DENSITY ESTIMATION
Nonparametric density estimation is an important tool in the statistical analysis of data. It is an alternative to the parametric approach, in which one specifies a model up to a small number of parameters and then estimates the parameters via the like-lihood principle. The advantage of the nonparametric approach is that it offers a far greater flexibility in modelling a given dataset and, unlike the classical approach, it is not affected by specification bias. In statistics, kernel density estimation (KDE) is a non-parametric way to estimate the probability function of a random variable. Kernel density estimation was also termed as the Parzen-Rosenblatt window method, Emanuel Parzen and Murray Rosenblatt independently created this method. It is one of the most popular tools to to estimate PDF. Let u = (x 1 , x 2 , · · · x n ) be a univariate independent and identically distributed sample from a distribution with unknown density function f . And a kernel density estimator of the density which is used to calculate the PDF at x can be calculated using
where K is the kernel function (sometimes called a ''window'' function), h is a smoothing parameter called the bandwidth.
1) KERNEL FUNCTION
In non-parametric statistics, a kernel is a weighting function used in non-parametric estimation techniques and defines the shape of the curve used to generate the PDF. In theory, any function can be used as a kernel function, but for the convenience and rationality of density function estimation, kernel function is usually required to satisfy the following conditions:
• Non-negative and real-valued integrable 
FIGURE 1. Kernel functions.
Normalization ensures that the result of the density estimation is a PDF. Since the kernel function is symmetric, this estimation can be regarded as averaging the effect of a kernel function centered at the estimation point and evaluated at each data point. Several types of kernel functions are commonly used: uniform [52] , triangle [52] , Epanechnikov [52] , Gaussian [52] , triweight [52] , quartic [52] , tricube [52] and others. Their formulas and figures are shown in Table. 1 and Fig. 1 .
The Epanechnikov kernel is optimal in mean square error sense, but the loss of efficiency is small among each kernels [52] . It turns out that choice of kernel is not important (other than in determining the smoothness characteristics of the density estimation), but the bandwidth is [53] . And due to its convenient mathematical properties such as continuity, differentiability, and locality properties, the normal kernel is often used. It is defined as follows:
Note that choosing the Gaussian kernel as a kernel function is different from fitting the distribution to a Gaussian model (normal distribution). Here, the Gaussian function is only used as a function to weight the data points, and to estimate univariate data in this paper. VOLUME 6, 2018
2) BANDWIDTH
The bandwidth of the kernel is a free parameter which controls the smoothness of the resulting probability density curve. The most common classical method determining the bandwidth is the expected L 2 risk function, also termed the mean integrated squared error (MISE):
AMISE is the Asymptotic MISE which consists of the two leading terms:
where
The optimal solution of the AMISE is
Since it involves the unknown density function f (the second derivative of f ), it can not be used directly. Therefore, many automatic and data-based methods have been studied to determine bandwidth. Many review researches have been carried out to compare their efficiency. Plug-in selectors and cross validation selectors are the two most powerful tools to use with the general consensus. If the bandwidth is not held fixed, a powerful method termed adaptive or variable bandwidth kernel bandwidth estimation which can estimate the size of kernel depending upon either the location of the samples or the location of the test point is proposed, and based on this idea, Botev et al. presented a new kernel density estimator based on a linear diffusion process which is proved to be effective [46] . In this paper, two most popular bandwidth selection methods are tested and ultimately Botev et al. method is chosen, and their comparison can be seen in Section 4. The method in [46] has tremendous superiorities than existing approaches since it is adaptive in determining the kernel in KDE and is free from the arbitrary normal reference rules used by existing approaches. Its process is briefly summarized as two parts: first, the diffusion estimator with substantially reduced asymptotic bias and mean square error, and better boundary bias performance; second, an improved plug-in bandwidth selection method is used that that completely avoids the Gaussian approximation.
a: THE DIFFUSION ESTIMATOR
Given N independent data points x N = {X 1 , X 2 , . . . , X N } with unknown continuous PDF f , the Gaussian kernel density estimator is defined as [46] 
It turned out that the Gaussian kernel density estimator is the unique solution to the diffusion partial differential
with χ ∈ R and initial conditionf (x; 0) = (x), where
is the empirical density of the data χ N and δ(x − X i ) is the Dirac measure at X i .
where the kernel k is (18) and the Neumann boundary condition is
The boundary condition is to ensure that the solution Eq. (17) satisfies the requirements of PDF such as non-negative and integrates to unity. It has been proved that the estimator given in is better in boundary bias properties compared with the traditional estimator given in Eq. 
There is no analytical expression for the diffusion kernel satisfying Eq.(21), κ can be written in terms of a generalized Fourier series in the case that is bounded:
where {ϕ k } and {λ k } are the eigenfunctions and eigenvalues of the Sturm-Liouville problem on [0,1]:
where L * is of the form 
b: IMPROVED PLUG-IN BANDWIDTH SELECTION METHOD
The novel plug-in bandwidth selection method for the diffusion estimator is proposed by Botev et al. is based on the improved plug-in bandwidth selection method for the Gaussian kernel density estimator defined in Eq. (14) . And it is the solution to a fix-point problem
where the parameter l is set as 5 in [46] .
III. PROPOSED METHOD TO DETERMINE BPA STEP 1: (DIVIDE DATASET INTO TRAINING SAMPLE AND TEST SAMPLE)
Fig . 2 shows the process of determining BPA based on the proposed method. As for a dataset, any class of it constructes a sample space. The whole space can be divided into two parts. One is training sample which constructs the model of each class with its PDF curves. Another one is test sample which is used to verify the constructed model. The ratio of two parts is decided by the real application requirement. A sample of each class has several attributes. Supposed that there are n classes of the samples (frame of discernment) and each class has k attributes which form a k-dimensional attribute vector. The attribute value of a sample can be a missing value.
STEP 2: (DETERMINE PARAMETERS OF KERNEL DENSITY ESTIMATION AND PROBABILITY DENSITY FUNCTION)
In this section, parameters of kernel density estimation are determined firstly. [26] . If the corresponding f (x) is set to 0, it would probably conflict with other attribute BPAs. For instance, if there is a x only in the domain of Class 1, then m({Class 1 }) = 1 and m({Class 2 }) = m({Class 3 }) = 0. This result would cause computation problem in the following step using Dempster's combination rule. To avoid this problem, a samll value ε 0 which would not affect the final result is assigned to f (x) based on [26] . Noted that the corresponding BPA will be assigned as m(θ ) = 1 if x j is a missing value.
Step 3: (DETERMINE THE RELATIONSHIP BETWEEN TEST SAMPLE AND TRAINING MODEL)
In this step, the relationship between test sample and training model will be determined. Choose a sample from test set which can be regarded as an k-dimensional vector T = (t 1 , t 2 , . . . , t k ). Vertical curve of the tested value t j intersects with n probability models for attributes j, thus n intersections of the selected attributes j can be obtained. Then donate the intersections by y i (i = 1, 2, 3 . . . , n) . Given a hypothesis H 0 , the probability VOLUME 6, 2018 of H 0 for each PDF model is proportional to the specific intersection point value f (x 0 ) [26] .
STEP 4: (ASSIGN THE MEMBERSHIP TO THE FOCAL ELEMENT)
Two rules about how a membership is assigned to the focal element are as follows:
Case 1:
The intersections value sorted in descending order are symbolised as w i (i = 1, 2, 3, . . . , n) . And the class that w i is corresponding to (i.e., the class of the PDF model it belongs to) is donated by C r (r = 1, 2, 3, . . . , n) .
. . .
In this case, the BPA can be determined with the relationship between x j and mean value of each class. Donate the mean value of class i (i = 1, 2, . . . , n) for attribute j by µ ij .
For
STEP 5: (NORMALIZE THE BPA)
Based on the method above, the BPA function of the test sample for the attribute j is determined. Due to the Eq. (6) requirements, a process of normalizing the BPA should be considerated.
Two rules in step 4 ensure that the generated BPAs meet the requirements of the Dempster's combination rule as k = 1 where k is conflict coefficient between two BPA [26] .
STEP 6: COMBINE BPAS TO GET THE FINAL BPA
For the test sample, k BPAs have been determined for all attributes and these k BPAs can be combined to get the final BPA using the Dempster's combination rule.
IV. NUMERIC EXAMPLE
On a dataset selection level, the Iris dataset employed in this paper is from UCI repository of machine learning databases (http://archive.ics.uci.edu/ml/ dataset). This database contains many kinds of multi-attributes data and Iris dataset is maybe the best famous dataset used in this field. Iris dataset contains the three classes (Setosa, Versicolour and Virginica) and there are 50 instances for each of the three classes. Each type of Iris plant contains four numerical attributes, named sepal length (SL), sepal width (SW), petal length (PL) and petal width (PW). The Iris dataset has been widely used in classification problem with DS evidence theory where the attribute of Iris dataset is assumed to be independent on each other [26] , [27] . For simplicity without loss of generality, the same assumption is also adopted in this paper.
STEP 1:
In this step, 30 instances of each class are randomly selected as the training set, and the remaining 20 instances serve as the test set. Each of attributes is treated as an information source.
STEP 2:
Construct the PDF model for each attribute of each class. In the case of Iris dataset, 12 PDFs need to be constructed. For example, 30 instances of SL attribute in the class Setosa are chosen as a sample. The lower bound LB ij and higher bound UB ij of the sample are calculated firstly. Then using the adaptive kernel density estimation, the PDF can be obtained. This PDF is used as the probability model of SL attribute of class Setosa. Meanwhile, the similar process can be conducted to generate the probability model of attribute SL of class Versicolour and Virginicia. The results are shown in Fig. 3 .
Meanwhile, for attributes SW, PL and PW, three PDF can also be obtained in the same process as shown in Figs. 4-6. According to the two rules in step 4, three propositions can be obtained: From the Fig. 7 , the sample is closed to class Setosa, then classes Versicolour and Virginicia. So this sample has a very high probability to belong to Setosa. This result is same as the proposition above and it proves that the result is right.
STEP 5:
Normalize the BPA:
Similarly, other three attributes BPAs can be obtained in the same manner and the results are shown in Table. 2. An important parameter of subsequent combination process is the value of conflict coefficient k which represents the conflict between evidence. So, firstly, the conflict coefficient k between each two BPA needs to be calculated by Eq. (7). Ultimately all the conflict coefficients k are zero which means there is generally no conflict among these evidences.
STEP 6:
Dempster's combination rule is used to combine these four BPAs in this step. The result is m({S}) = 1. The maximum pignistic probability can be taken as the decision-making criterion and the final BPA of the test sample can be transformed to pignistic probability by Eq.(8). In this case, P pig = 1. As the result shows, the test sample belongs to Setosa and it is consistent with its actual class. And the final true pignistic probability is equal to 1 which illustrates that the proposed method has the superiority. The classification results of the numeric example is shown in Table. 3 and it illustrates the proposed method has a good performance.
V. EXPERIMENTS
In this section, several experiments have been conducted to demonstrate the proposed method for pattern classification tasks. And following part is comparison between two different kernel density estimators on classification accuracy.
A. CLASSIFICATION TEST ON DIFFERENT DATASETS
Classification is a process of determining the class label and many practical problems can be derived from classification problems such as computer vision, pattern recognition and fault diagnosis. Our method can generate final BPA of each test sample and it can be transformed to pignistic probability which is used to get a class label. The classification accuracy is regarded as an evaluation indicator in classification problem and it is adopted to measure the performance of the proposed method in this paper. If the predicted label constitutes with its original class label, that is, classification result is correct, the obtained BPA is reasonable. This is because the BPA determination influences the judgement of combined evidence directly.
There are other well-known classifier algorithms in Waikato Environment for Knowledge Analysis (WEKA) [54] , including naive Bayes (NB), support vector machine (SVM), SVM with radial basis function (RBF), decision tree learner (REFTree), 1 nearest neighbor (1NN), multilayer perceptron (MP), RBF network (RBFN) and so on. These are popular machine-learning and data-mining algorithm which have a good performance in classification problem. As mentioned above, Xu et al. proposed a method to determine BPA based another kind of non-parametric PDF estimator. It has demonstrated that this approach has a good performance in determining BPA and has an equal efficiency with classifiers in WEKA [26] . The comparison of identification accuracy among the proposed method and Xu et al. and these seven classifiers is presented in Table. 4. (Other five datasets as similar as Iris dataset which are all from UC Irvine Machine Learning Repository [55] are used to do the fivefold crossvalidation classification experiment.)
It is clear that the proposed method has a good performance as other classifiers and it performances more steadily. Specifically, the proposed method can classify the test sample more accurate than Xu et al. method among five datasets. Especially for Iris, Ionosphere, Wine dataset, the classification accuracy increases to 96.70%, 98.88% and 91.45% respectively. As for Hepatitis and Heart dataset, the classification accuracy increases to 89.03% and 86.70% respectively. And the classification accuracy of the proposed method is higher than that of the algorithm that has the best performance among other eight algorithms. It supports that our method has an improvement compared with Xu et al. approach.
The proposed method performs as well as Xu et al. method since the two methods are both data-driven and can generate a nested structure BPA. Data-driven can reduce the uncertainty of subjectivity caused by experts. Due to the nested structure, the obtained BPA can avoid high conflict which is significant in combination step. The reasons why the proposed method has an improvement are concluded as follows: the proposed method is adaptive and it can determine the parameters automatically. In Xu et al. method, some parameters are predetermined and the result may be different due to different value of parameters. So that the performance of their approach would be influenced by predetermined parameters. The method in [46] considers the boundary condition and can be applied to all kinds of interval data. However, the maximum likelihood-based approach used in Xu et al. method is not applicable to a special case of overlapping interval data where there is a region of overlap common to all intervals. Because the maximum likelihood estimate of the variance is zero in that case [45] . Furthermore, Gaussian Process used in their method would assume random variables to follow previously, therefore, it adds to the uncertainty. However, KDE is a method to study the distribution characteristics of data from the data sample itself without attaching any assumption to data.
B. COMPARISON OF TWO DIFFERENT KERNEL DENSITY ESTIMATORS
Currently, many different bandwidth selectors have been studied and two most popular method are chosen in this paper. Due to its containing unknown terms such as f (the second derivative of f ) in Eq.(13), we need to replace unknown parameters with estimation, and this kind of method is called plug-in method. And Silverman's rule of thumb method is a kind of plug-in method and it can be proved that when the Gaussian kernel function are used to estimate univariate data and if the distribution is unimodal and smooth [53] , it is optimal choice for bandwidth
where σ is the standard deviation of the samples. This formula minimises the MISE and it is widely used in KDE. And the Silverman's rule of thumb with Botev et al. method are compared in classification accuracy and the results are presented in Table. 5-9. The conclusion is concluded that the Botev et al. adaptive kernel density estimator has a better performance than Silverman's rule of thumb even when use Silverman's rule of thumb in different kernels in classification problem.
VI. CONCLUSION
In the application of Dempster-Shafer evidence theory, the determination of BPA is still an open issue. A new nonparametric method based on kernel density estimation to construct BPA is proposed in this paper. This method uses training data to build non-parametric PDF model for each attribute. According to the intersection of the test data and probability model curves, some nested structure BPAs are determined and are combined by Dempster's combination rule. Several experiments are verified that our method has a better performance than the related work and is effective in practical problems, and can be applied in different situations.
This method is adaptive and can be flexibly used in many engineering applications. Besides, it is data-driven and can reduce the uncertainty of subjectivity caused by experts. Moreover, the proposed method is non-parametric and does not assume any distribution of data. Therefore, it does not cause addition or loss of information compared to the original data. In a word, the proposed method provides a promising way to practical problems and classification problems.
Considering the theoretical and practical implications for potential research directions, we intend to carry on the following research works in the future. First, we can construct kernel density estimators based on Lévy processes. The kernels constructed via a Lévy process could be tailored for data for which smoothing with the Gaussian kernel density estimator or diffusion estimator is not optimal. Additionally, the frame of discernment is considered to be complete in this work. However, the frame of discernment is often incomplete in real application. The proposed method is suggested to be investigated and incorporated in the incomplete frame of discernment. Furthermore, for potential practical applications, the proposed method is considered to be used in many other fields, such as financial analysis, image classification, etc., to further validate the effectiveness and applicability of the proposed method. 
