In the past few years, many multispectral systems which consist of several identical monochrome cameras equipped with different bandpass filters have been developed. However, due to the significant difference in the intensity between different band images, image registration becomes very difficult. Considering the common structural characteristic of the multispectral systems, this paper proposes an effective method for registering different band images. First we use the phase correlation method to calculate the parameters of a coarse-offset relationship between different band images. Then we use the scale invariant feature transform (SIFT) to detect the feature points. For every feature point in a reference image, we can use the coarse-offset parameters to predict the location of its matching point. We only need to compare the feature point in the reference image with the several near feature points from the predicted location instead of the feature points all over the input image. Our experiments show that this method does not only avoid false matches and increase correct matches, but also solve the matching problem between an infrared band image and a visible band image in cases lacking man-made objects.
Introduction
Many multispectral systems were developed in recent years. For example, Oppelt and Mauser [1] introduced an imaging system. Once this imaging system has been integrated, it is difficult to change the bandpass filters to acquire the band images at other wavelengths. Gorsevski and Gessler [2] designed an airborne mapping system that can provide valuable experiential learning opportunities for students. The multispectral system is only one subsystem of the complex airborne mapping system, and they did not introduce the registration method. Yang et al. [3] developed an airborne multispectral system which consists of four identical monochrome cameras equipped with four bandpass filters, and they used polynomial transformation models to register different band images. However, they did not introduce the method to generate matching points. Wu et al. [4] also developed an airborne multispectral system with four monochrome cameras and four bandpass filters, and they used the homography to produce multispectral images. As with Yang et al., Wu et al. did not introduce how to generate matching points. Most of these papers focus on hardware design and data synchronization acquisition but fail to introduce registration methods in detail. We urgently need an effective registration method for the multispectral systems. In light of this, an airborne multispectral system which consists of four identical monochrome cameras equipped with four bandpass filters was developed by our research group, and an effective registration method was introduced in detail.
These papers [5] [6] [7] [8] review a variety of image matching algorithms. These algorithms are mainly proposed for computer vision and medical image processing and are not suitable for matching different band images acquired by multispectral systems. Generally speaking, image registration methods can be placed into frequency domain methods and spatial domain methods [9] . The frequency domain methods, for example, the phase correlation method, are reliable with noise and intensity difference [10, 11] . From this perspective, 2 Journal of Sensors these frequency domain methods are suited for different spectral band images. However, the frequency method can only calculate the offset dislocation parameters between images. Because of imperfect mechanical integration, the cameras' optical axis is not strictly parallel. Only coarse-offset parameters can be obtained if we use the phase correlation method. The spatial domain algorithms can be further placed into area-based algorithms and feature-based algorithms [12] . The principle of the area-based method is to use the intensities of identical image windows to measure the similarity between two images. The following are well-known area-based methods: least squares matching (LSM) [13] , maximum likelihood [14] , statistical divergence [15] , mutual information [16, 17] , cross-correlation matching [18] , and implicit similarity matching [19] . Although most of these area-based methods can obtain a high accuracy, they suffer from illumination difference [12] and are not suitable for different spectral band images.
Feature-based matching methods extract some feature points and match them using the information from pixels around feature points. Compared with area-based methods, most of feature-based methods remain invariant to illumination and viewpoint [20] . According to Mikolajczyk and Schmid's comparative study [21] , the SIFT matching method [22] is one of the best feature-based methods. Compared with the images acquired by commercial cameras, the different spectral band images acquired by multispectral systems have a significant intensity difference, especially in vegetation area because its reflectance is sensitive to wavelength. The standard SIFT method compares every feature point in a reference image and all feature points in an input image to find its nearest neighbor and second nearest neighbor in the descriptor vector space, calculates the ratio of the distance from the nearest neighbor to the distance from the second nearest neighbor, determines whether or not to accept the feature point with the nearest descriptor according to the ratio, and then uses a registration model and random sample consensus (RANSAC) to eliminate false matches of initial matches. Due to the intensity difference, the correct matching feature point may not be the feature point with the nearest descriptor neighbor, and some descriptors of other feature points may be similar to the descriptor of the correct matching feature point. Therefore, in cases lacking man-made objects, the standard SIFT method may lead to two problems: one is that initial matches may be few, and the correct rate of initial matches may be low; the other is that their distribution may be uneven. However, the RANSAC algorithm is a learning technique to estimate parameters of a specific model by random sampling of observed data and uses a voting scheme to find the optimal fitting result; the voting scheme is based on an assumption that there are enough inliers (correct matches in this paper) to satisfy the specific model. When the inliers are few, the RANSAC usually performs badly [23] . Therefore, the standard SIFT method cannot be used for different spectral band images.
Some scientists improved the SIFT with different aspects [24] [25] [26] for remote sensing images. Gonçalves et al. [24] proposed an automatic image registration method through image segmentation and SIFT. Hasan et al. [25] proposed remote sensing image registration via spatial relationship analysis on SIFT keypoints. Although these improved methods may obtain more correct matches, they must ensure that all the selected matches for spatial relationship analysis are correct. Based on SIFT and mutual information, Gong et al. [26] proposed a coarse-to-fine automatic image registration scheme for images with severe local deformation. These three improved methods are not suited for different band images acquired by the multispectral systems. Considering the nearly parallel integration of different cameras, this paper proposes an effective matching method for different band images. First we use one of the frequency methods, the phase correlation method, to calculate the coarse-offset relationship between one reference image and one input image. For any feature point in the reference image, we use this coarse-offset relationship to predict the location of its matching point in the input image. We then search the matching feature points near the predicted location other than all of the feature points of the input image.
This paper describes an airborne multispectral system, proposes an excellent registration method, and introduces this method in detail. The second section describes multispectral systems; the third section describes the methods; the fourth section introduces experiments; and the final section gives a conclusion.
The Multispectral Systems
In the recent years, many airborne multispectral systems, which consist of several identical monochrome cameras equipped with different bandpass filters, were developed by some scientists, such as Gorsevski and Gessler [2] , Yang et al. [3] , and Wu et al. [4] , and their multispectral systems are, respectively, shown in Figures 1(a) , 1(b), and 1(c). These multispectral systems have a common characteristic: their cameras are all nearly parallel to each other. Our research group also developed an airborne multispectral system, as shown in Figure 1 (d), which is composed of a set of recorders, a ruggedized Getac B300 PC, four identical Hitachi KPF120CL monochrome cameras, and four bandpass filters. The four identical monochrome cameras, firmly installed and their optical axes parallel to each other, have the capability of obtaining 8-bit images with 1392 × 1040 pixels and are, respectively, equipped with infrared (800 nm), red (650 nm), green (550 nm), and blue (450 nm) bandpass filters. As a result, this system has the flexibility to change filters for specific requirements. Because the four cameras are independent, they have the advantage that each camera can be individually adjusted for optimum focus and aperture setting. Due to imperfect mechanical integration, camera optical axes are not strictly parallel (the rotation vector = [0, 0, 0] ± [0.008, 0.008, 0.008]) to each other, and it is impossible to align different band images optically or mechanically [27] , so a registration method is needed. 
Methods

Phase Correlation.
In image processing, phase correlation is an image registration method and uses the fast frequency domain method to calculate the relative translative offset between two similar images. Given two images, 1 and 2 , that differ only by displacement (Δ , Δ ),
After taking the Fourier Transform (FT) of both images, we get 1 and 2 . According to the translation property of the FT, we have the following relationship:
where and V are the frequency variables in column and row. We can see that the shift in the spatial domain produces a phase difference in the frequency domain. Hence the normalized cross power spectrum of the images is defined as
where * is the complex conjugate of . By taking the Inverse Transform (IFT) of the normalized cross power spectrum, , we can obtain the phase correlation, which is a twodimensional delta function ( − Δ , − Δ ) with a peak location corresponding to the displacement (Δ , Δ ) between the two images.
During the past few years, many improved phase correlation methods, such as quadratic fitting method [28, 29] , Gaussian fitting method [28, 29] , Sinc fitting method [10] , frequency domain masking method [11] , and subspace identification extension method [30] , have been proposed. Although these improved methods can achieve subpixel accuracy, they need a strict translation relationship between images. Due to the imperfect mechanical integration, the cameras' optical axes are not strictly parallel. There is no strict translation relationship between two images acquired by the multispectral systems. Therefore, these improved subpixel methods are meaningless for our multispectral system. We just need to use the standard phase correlation method to get a coarse-offset relationship for searching correct matches.
SIFT.
The SIFT, one of the most powerful image matching methods, is proposed by Lowe [22] . It contains five major stages: scale-space extrema detection, keypoint location, orientation assignment, descriptor assignment, and keypoint matching.
Scale-Space Extrema Detection.
In this stage, potential feature points are identified using a difference of Gaussian (DoG) function over all scales and image locations. For an image ( , ), the scale space is defined as ( , , ), which is constructed using a Gaussian Kernel ( , , ) with different values of , as in Journal of Sensors where * is the convolution operation in , , and and ( , , ) can be described as in
This operation is repeated using ( , , ) to get a further blurred image ( , , ). In order to detect stable feature points in scale space, DoG is calculated from two nearby blurred images separated by a constant multiplicative factor , as in
To find the extrema of ( , , ), each point is computed with its eight current scale neighbors, nine neighbors in the above scale, and nine neighbors in the below scale. The point is selected as a feature point only if it is larger or smaller than all of its neighbors.
Keypoint Location.
To improve the stability, the feature points with low contrasts or poorly localized along the edges are rejected. The local detection can be refined using a fitting localization approach, proposed by Brown [6] . Local maximal can be detected via fitting the function ( , , ) to nearby data.
Orientation Assignment.
Each of selected feature points is assigned an orientation based on local image gradient directions. An orientation histogram which has 36 bins covering the 360 ∘ range of orientations is formed from the gradient orientations of sample points within a region around the feature point. The peak of the orientation histogram is assigned to the feature point. Therefore, the feature point is represented relative to the orientation and can achieve invariance to image rotation.
Descriptor Assignment.
The feature point descriptor is a 128-dimensional vector which summarizes the magnitudes and orientations of the image gradient in a region around the feature point location. After being normalized to unity magnitude, it has a party invariance to image intensity.
Keypoint Matching.
For each feature point in the reference image, its best candidate can be found by searching its nearest neighbor descriptor in all feature points of the input image. The nearest neighbor is the feature point whose descriptor has the minimum Euclidean distance from the given descriptor. Sometimes, for a feature point in a reference image, its correct matching point in the input image may not exist. In this case, the difference between the distance from its nearest neighbor and the distance from its second nearest neighbor is little. An effective method is to calculate the ratio of the distance from the nearest neighbor to the distance from the second nearest neighbor. If the ratio is smaller than a threshold, we accept it as the matching point of the feature point in reference image. Although this method can reject many false matches, some correct matches may be removed. This situation becomes worse because of the nonlinear intensity difference between two different band images acquired by our multispectral system. Sometimes we cannot even acquire enough correct matches to calculate the transformation model by using the RANSAC.
Motivation of Using Phase Correlation and SIFT.
Phase correlation is an image registration algorithm which uses a fast frequency domain approach to calculate the translation offset between two images. It has advantages in terms of its high computational efficiency, strong response to edges and salient pictures, and immunity to variation of image intensity compared with special domain algorithm and other frequency domain algorithms. It is suitable for registration across different spectral band images acquired by our multispectral system. Before we chose this method, we also tried many other methods such as the statistical divergence method, maximum likelihood method, mutual information method, cross-correlation method, the method by Keren et al. [31] , and the frequency domain method by Vandewalle et al. [32] and found that only this method can get a correct and stable result.
The SIFT feature is a kind of local feature and maintains invariance of scaling and rotation and also keeps a certain degree of stability with change of brightness, the viewing change, affine transformation, and noise. According to a comparative study [21] on the performance assessment of different local descriptors, SIFT performs best for scale change, affine transformation, jpeg compression, rotation, image blur, and illumination change. We cannot find a better local descriptor method than SIFT.
Although the SIFT performs better than other contemporary descriptors, when we use it for the different band images acquired by a multispectral system directly, there are some problems: too many false matches exist in initial feature matches due to the significant difference in image intensity; only a few correct matches are obtained and their distribution is uneven. Applying the standard SIFT method directly cannot produce optimal results for the multispectral systems. Therefore, we need a reliable match algorithm to solve these problems.
The Registration Method for Different Spectral Band
Images. Because the cameras of the multispectral systems are arranged in nearly parallel, we can assume that there is a coarse-offset relationship between different spectral band images. The coarse-offset relationship can be estimated using the phase correlation method mentioned in Section 3.1. Once the coarse-offset relationship is obtained, we can use a prediction strategy to greatly reduce search space. Assuming that the coarse-offset is (Δ , Δ ), for each SIFT feature point 0 with coordinate ( , ) in reference image 0 , its matching point is near ( + Δ , + Δ ). For searching the matching point, , we only need to compare 0 and the feature points near ( + Δ , + Δ ) rather than the feature points all over the input image. Therefore, we can avoid eliminating some correct matches and producing some false matches through the standard SIFT method by using our method. As shown in Figure 2 , for any feature point 0 with coordinate ( , ) in reference image 0 , its matching point is near ( + Δ , + Δ ) in input image . We assume that the 128-dimensional descriptor vector of 0 is 0 and the feature points near ( +Δ , +Δ ) are 0 , 1 , . . . , with descriptors 0 , 1 , . . . , . We need to calculate the Euclidean distance between 0 and each one of 0 , 1 , . . . , to find nearest and second nearest neighbor of 0 . If the ratio of the distance from the nearest neighbor to the distance from the second nearest neighbor is smaller than a given threshold (0.8, recommended by Lowe) and the distance between 0 and the feature point whose descriptor is the nearest one of 0 , 1 , . . . , is less than the given initial radius (10 pixels in this paper), we choose it as the matching point, or we think that there is no matching point of 0 in image . The steps are as follows.
Step 1. Calculate the coarse-offset (Δ , Δ ) between the reference image 0 and input image using the phase correlation method.
Step 2. Give an initial radius to define the word "near." In this paper, the initial radius, , is 10 pixels, as the solid circle in Figure 2 .
Step 3. Count the number of feature points near ( + Δ , + Δ ), . If ≥ 2, continue; or enlarge the radius until ≥ 2. As shown in Figure 2 , for only one feature point in the solid circle, we enlarge the radius; then for more than two feature points in the dotted circle, we stop enlarging the radius.
Step 4. Calculate the Euclidean distance between 0 and each one of 0 , 1 , . . . , to find the nearest and second nearest neighbor of 0 .
Step 5. Calculate ratio of the distance from the nearest neighbor to the distance from the second nearest neighbor. Assume that the nearest neighbor of 0 is . If the ratio is lower than a given threshold (0.8, recommended by Lowe) and the distance between and 0 is less than the given initial radius (10 pixels in this paper), we choose 0 and as an initial match.
After these steps, the number of obtained matches is larger and the correct rate is higher. There are still some false matches; the RANSAC can be used to eliminate them.
Experiment and Analysis
Our multispectral system was mounted on a metal protective box installed on an airship, named ASQ-HAA380, which is developed by our research group. On August 16, 2014, the research group carried a flight experiment in Haibei Tibetan Autonomous Prefecture, Qinghai province, China. The flying height is 300 meters, and the image size is 1392 × 1040. The experimental scenario is shown in Figure 3. 
Registration Results between Visible Bands and Infrared
Bands. We select four image pairs acquired by our multispectral system, as shown in Figure 4 . Because it is not difficult to register images among the three kinds of visible bands, we just show the results that every image pair includes a kind of visible band image (red band image) and an infrared band image. There are many artificial objects in Data 1, shown in Table 1 Figure 4 (B), the matches distribute only in the artificial road area, and it also illustrates that matches increase with the increase of artificial objects in image pairs. However, the matches distribute nearly all over the image pair in Figure 4 (b). It can be concluded that more CM are obtained, and they distribute better using our method. The correct rate (CR) of initial matches in Data 1, Data 2, Data 3, and Data 4 is, respectively, 64.20%, 21.15%, 6.85%, and 8.75% using the standard SIFT method and 87.29%, 85.18%, 58.91%, and 64.80% by our method. It can be concluded that the CR also decrease with the decrease of artificial objects, and the CR of our method is obviously higher than the CR of the standard SIFT method, especially in Data 2, Data 3, and Data 4. Because Data 3 and Data 4 contained no artificial objects, the CM is less, and the CR is low when using the standard SIFT method; the RANSAC cannot be used directly. So, the standard SIFT method cannot get a correct result, as shown in Figures 4(C) and 4(D). However, there still are many CM obtained in Data 3 and Data 4 using our method, and their CR is still high. So, the correct registration results can also be obtained by our method, and the CM distribute well. All these experiments are tested in a ThinkPad L440, with a 2.5 GHz Intel i5 CPU, 4G memory. As shown in Table 1 , the time consumption of the standard SIFT method is about 16 s. And the time consumption of our method is about 13.5 s, about 2.5 s less than the standard SIFT method.
Registration Results for Multispectral Image Composition.
The process of multispectral image composition is as follows: three empty output matrixes are created at the same pixel size as the reference image (a red band image). For any one of the three, using homography model [27] , the coordinates of each pixel in the output image matrix are transformed to determine their corresponding location in the original input image. However, because of small differences in the CCD sensors and orientations of the cameras in the aluminum frame, this transformed cell location will not directly overlay a pixel in the input matrix. Interpolation is used to assign a Digital Number (DN) value to the output matrix pixel determined on the basis of the pixel values that surround its transformed position in the input image matrix. Some common interpolation methods can be chosen, including nearest neighbor algorithm, bilinear interpolation, cubic convolution, and inverse distance weighting (IDW). The nearest neighbor algorithm is adopted because it assigns the closest pixel value in the input image to the new pixel and does not change the original data values. Of course, we may use other complex interpolation methods if necessary. In order to have a quantitative measure of registration error, the red bands of the composition multispectral images are taken as inference bands, and the registered infrared bands of the composition multispectral image are taken as input bands; our method, or the standard SIFT method, is used to get correct matches. For all matches, the coordinates of the feature points in the reference band image are, respectively, ( 1 , 1 ), ( 2 , 2 ) , . . . , ( , ) where the coordinates of the corresponding points in the input band image are, respectively, ( 1 , 1 ), ( 2 , 2 ) , . . . , ( , ), and and represent the points in reference bands and in input bands, respectively. With as the number of the point pairs, as the serial number, the root mean square error in direction, the root mean square error in direction, and the total root mean square error, ( , , and ) can be calculated as the following formulas:
These errors indicate how good the registration is between the reference band image and the input band image. The smaller these errors are, the higher the quality of the multispectral data is. Table 2 indicates that our method and the standard SIFT method have nearly the same quality in Data 1; in Data 2, the error of our method is 0.073 pixels lower than the standard SIFT method; in Data 3 and Data 4, the standard SIFT method cannot get correct results, but our method can. Its total error is about 2.7 pixels, which is still very low.
Conclusion
We developed an airborne multispectral system using four changeable bandpass filters, four identical monochrome cameras, a set of recorders, and a ruggedized PC. For this multispectral system and other systems similar to it, we proposed an effective registration method. In the case of no artificial objects, the difference in intensity between visible band images and infrared band images acquired by our system or other multispectral systems is significant, and the standard SIFT registration approach cannot solve the matching problem. Thus, the correct multispectral images cannot be obtained. To solve this problem, this paper proposed an effective method based on the common structural characteristic of the multispectral systems, phase correlation, and the SIFT. It uses the phase correlation method to estimate the coarseoffset parameters, uses the SIFT to acquire feature points, uses the coarse-offset parameters to predict the coordinate of its matching point in an input image for any feature point in a reference image, and then compares the feature points near the predicted coordinate in the input image with the feature point in the reference image for getting a matching point. Compared with the standard method, our method not only improves the registration performance but also solves the matching problem between an infrared image and a visible image in cases lacking man-made objects.
