Inspired and motivated by results of Bnouhachem et al. (Hacet. J. Math. Stat. 41(1):103-117, 2012), we propose a new modified LQP method by using a new optimal step size, where the underlying function F is co-coercive. Under some mild conditions, we show that the method is globally convergent. Some preliminary computational results are given to illustrate the efficiency of the proposed method.
Introduction
The nonlinear complementarity problem (NCP) is to determine a vector x ∈ R n such that The proximal point algorithm (PPA) is recognized as a powerful and successful algorithm in finding a solution of maximal monotone operators, and it has been proposed by Martinet [] and studied by Rockafellar [] . Starting from any initial x  ∈ R n and for positive real β k ≥ β > , iteratively updating x k+ conforming to the following problem:
is a quadratic function of x. In place of the usual quadratic term many researchers have used some nonlinear functions r(x, x k ); see, for example, [-]. Auslender et al. [, ] proposed a new type of proximal interior method through replacing the second term of (.) by
where μ ∈ (, ) is a given constant,
, and x - is an n-vector whose jth elements is
. It is easy to see that, at the kth iteration, solving (.) by the LQP method is equivalent to the following system of nonlinear equations: . We also study the global convergence of the proposed modified LQP method under some mild conditions. Throughout this paper we assume that F is co-coercive with modulus c > , that is,
 , ∀x, y ∈ R n + and the solution set of (.), denoted by * , is nonempty.
The proposed method and some properties
In this section, we suggest and analyze the new modified LQP method for solving NCP (.). For given x k >  and β k > , each iteration of the proposed method consists of two steps, the first step offers a predictorx k and the second step produces the new iterate x k+ .
Prediction step:
Find an approximate solutionx k of (.), called predictor, such that
and ξ k which satisfies
where
and α k is a positive scalar. How to choose a suitable α k we will discuss later.
Remark . Equation (.) can be written as
and the solution of (.) can be componentwise obtained bỹ
Moreover, for any x k >  we have alwaysx k > .
We now consider the criterion for α k , which ensures that x k+ (α k ) is closer to the solution set than x k . For this purpose, we define
Lemma . []
For given x k ∈ R n ++ , letx k satisfy the condition (.), then we have the following:
Convergence analysis
In this section, we prove some useful results which will be used in the consequent analysis and then investigate the strategy of how to choose the new step size α k . Note that (α k ) is a quadratic function of α k and it reaches its maximum at
In the next theorem we show that α * k and (α * k ) are lower bounded away from zero, whenever x k =x k and it is one of the keys to prove the global convergence results.
Theorem . For given x k ∈ R n ++ , letx k satisfy the condition (.) and β k satisfy
then we have the following:
Proof It follows from (.) and (.) that
Using (.), (.), and (.), we have
} is the optimal step size used in [] . Since α * k is to maximize the profit function (α k ), we have
Inequality (.) shows theoretically that the proposed method is expected to make more progress than that in [] at each iteration, and so it explains theoretically that the proposed method outperforms the method in [] .
For fast convergence, we take a relaxation factor γ ∈ [, ) and set the step size α k in (.) by α k = γ α * k , it follows from (.), (.), and Theorem . that
Then from definition of (α k ) and (.) there is a constant
The following result can be proved by similar arguments to those in [, , , ]. Hence the proof will be omitted. The detailed algorithm is as follows.
Theorem . [, , , ] If inf
Step . Let β  = , η(:= .) < ,  < ρ < ,  < μ < , γ = ., =  - , k = , and x  > .
Step . If min(x, F(x)) ∞ ≤ , then stop. Otherwise, go to Step .
Step . (Prediction step)
end while
Step . (Correction step)
Step .
Step . k := k + ; go to Step .
In this section, we consider two examples to illustrate the efficiency and the performance of the proposed algorithm.
Numerical experiments I
We consider the nonlinear complementarity problems
where Tables  and  show that the proposed method is more efficient. Numerical results indicate that the proposed method can be save about  ∼  percent of the number of iterations and about  ∼  of the amount of computing the value of function F.
Numerical experiments II
In this subsection, we apply the proposed method to the traffic equilibrium problems and present corresponding numerical results.
Consider a network [N, L] of nodes N and directed links L, which consists of a finite sequence of connecting links with a certain orientation. Let a, b, etc. denote the links, and Table 1 Numerical results for problem (4.1) with q ∈ (-500, 500) 
Let x p represent the traffic flow on path p and f a denote the link load on link a, then the arc-flow vector f is given by
Let d ω denote the traffic amount between O/D pair ω, which must satisfy
Thus, the O/D pair-traffic amount vector d is given by Let t(f ) = {t a , a ∈ L} be the vector of link travel costs, which is a function of the link flow. A user traveling on path p incurs a (path) travel cost θ p . For given link travel cost vector t, the path travel cost vector θ is given by
Associated with every O/D pair ω, there is a travel disutility λ ω (d). Since both the path costs and the travel disutilities are functions of the flow pattern x, the traffic network equilibrium problem is to seek the path flow pattern x * such that
and thus
We apply the proposed method to the example taken from For this example, there are together  paths for the six given O/D pairs and hence the dimension of the variable x is . Therefore, the path-arc incidence matrix A is a  ×  matrix and the path-O/D pair incidence matrix B is a  ×  matrix. The user cost of traversing link a is given in Table  . The disutility function is given by Table  . The test results for problems (.) for different ε are reported in Table  , k is the number of iterations and l denotes the number of evaluations of mapping F. The stopping criterion Table  shows that the new method is more flexible and efficient to solve a traffic equilibrium problem. Moreover, it demonstrates computationally that the new method is more effective than the method presented in [] in the sense that the new method needs fewer iteration and less evaluation numbers of F, which clearly illustrates its efficiency.
