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Hidden Markov model (HMM) has been a popular mathematical approach for sequence classification such as speech recognition
since 1980s. In this paper, a novel two-channel training strategy is proposed for discriminative training of HMM. For the proposed
training strategy, a novel separable-distance function that measures the diﬀerence between a pair of training samples is adopted as
the criterion function. The symbol emission matrix of an HMM is split into two channels: a static channel to maintain the validity
of theHMMand a dynamic channel that is modified tomaximize the separable distance. The parameters of the two-channel HMM
are estimated by iterative application of expectation-maximization (EM) operations. As an example of the application of the novel
approach, a hierarchical speaker-dependent visual speech recognition system is trained using the two-channel HMMs. Results of
experiments on identifying a group of confusable visemes indicate that the proposed approach is able to increase the recognition
accuracy by an average of 20% compared with the conventional HMMs that are trained with the Baum-Welch estimation.
Keywords and phrases: viseme recognition, two-channel hiddenMarkov model, discriminative training, separable-distance func-
tion.
1. INTRODUCTION
The focus of most automatic speech recognition techniques
is on the spoken sounds alone. If the speaking environment
is noise free and the recognition engine is well configured,
high recognition rate is attainable for most speakers. How-
ever, in real-world environments such as oﬃce, bus station,
shop, and factory, the speech captured may be greatly pol-
luted by background noise and cross-speaker noise. Present-
ing such a signal to a sound-based speech recognition sys-
tem, the recognition accuracy may drop dramatically. One
solution to enhance the speech recognition accuracy under
noisy conditions is to jointly process information from mul-
tiple modalities of speech. Automatic lip reading is one mode
in which the visual aspect of speech is considered for speech
recognition.
It has long been observed that the presence of visual
cues such as the movement of lips, facial muscles, teeth, and
tongue may enhance human speech perception. Systematic
studies on lip reading have been carried out since 1950s [1, 2,
3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17]. Sumby and Pol-
lack [1] showed that the incorporation of visual information
added an equivalent 12 dB gain in signal-to-noise ratio.
Among the various techniques for visual speech recog-
nition, hidden Markov model (HMM) holds the greatest
promise due to its capabilities in modeling and analyzing
temporal processes as reported in [9, 18, 19, 20, 21, 22, 23,
24, 25, 26, 27, 28, 29]. Most of the HMM-based visual speech
processing systems reported take an individual word as the
basic recognition unit and an HMM is trained to model it.
Such an approach works well with limited vocabulary such
as digit set [15, 30], a small number of AVletters [31], and
isolated words or nonsense words [32], but it is diﬃcult to
extend the methods to large-vocabulary recognition task as a
great number of wordmodels has to be trained. One solution
to this problem is to build subword models such as phoneme
models. Any word that is presented to the recognition system
is broken down into subwords. In this way, even if a word is
not included in training the system, the system can still make
a good guess on its identity.
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The smallest visibly distinguishable unit of visual speech
is commonly referred to as viseme [33]. Like phonemes
that are the basic building blocks of sound of a language,
visemes are the basic constituents for the visual representa-
tion of words. The time variation of mouth shape in speech is
small compared with the corresponding variation of acoustic
waveform. Some previous experiments indicate that the tra-
ditional HMM classifiers, which are trained with the Baum-
Welch algorithm, are sometimes incompetent to separate
mouth shapes with small diﬀerence [34]. Such small dif-
ference has prompted some researchers to regard the rela-
tionship between phonemes and visemes as many-to-one
mapping. For example, although phonemes /b/, /m/, /p/ are
acoustically distinguishable, the sequence of mouth shape
for the three sounds are not readily distinguishable, hence
the three phonemes are grouped into one viseme category.
An early viseme grouping was suggested by Binnie et al.
[35]. The MPEG-4 multimedia standard adopted the same
viseme grouping strategy for face animation, in which four-
teen viseme groups are included [36]. However, diﬀerent
groupings are adopted by diﬀerent researchers to fulfill spe-
cific requirements [37, 38].
Motivated by the need to find an approach to diﬀerenti-
ate visemes that are only slightly diﬀerent, we propose a novel
approach to improve the discriminative power of the HMM
classifiers. The approach aims at amplifying the separable-
distance between a pair of training samples. A two-channel
HMM is developed, one channel, called the static channel, is
kept fixed to maintain the validity of the probabilistic frame-
work, and the other channel, called the dynamic channel, is
modified to amplify the diﬀerence between the training pair.
A hierarchical classifier is also proposed based on the
two-channel training strategy. At the top level, broad identi-
fication is performed and fine identification is subsequently
carried out within the broad category identified. Experi-
mental results indicate that the proposed classifier excels
the traditional ML HMM classifier in identifying the mouth
shapes.
Although the proposed method is developed for the
recognition of visemes, it can also be applied to any sequence
classification problem. As such, the theoretical background
and the training strategy of the two-channel discriminative
training method are introduced first in Sections 2, 3, and
4. This is followed by discussion of the general properties
and extensions of the training strategy in Sections 5 and
6, respectively. Details of the application of the method to
viseme recognition and the experimental results obtained are
given in Section 7. The concluding remarks are presented in
Section 8.
2. REVIEWOF HIDDENMARKOVMODEL
Hidden Markov model is also referred to as hidden Markov
process (HMP) as the latter emphasizes the stochastic process
rather than the model itself. HMP was first introduced by
Baum and Petrie [39] in 1966. The basic theories/properties
of HMP were introduced in full generality in a series of pa-
pers by Baum and his colleagues [40, 41, 42, 43], which
include the convergence of the entropy function of an HMP,
the computation of the conditional probability, and the local
convergence of the maximal likelihood (ML) parameter esti-
mation of HMM. Application of HMM to speech processing
took place in the mid-1970s. A phonetic speech recognition
system that adopts HMM-based classifier was first developed
in IBM [44, 45]. Applications of HMM for speech processing
were further explored by Rabiner and Juang [46, 47].
The beauty of HMM is that it is able to reveal the under-
lying process of signal generation even though the properties
of the signal source remain greatly unknown. Assume that
OM = {O1,O2, . . . ,OM} is the discrete set of observed sym-
bols and SN = {S1, S2, . . . , SN} is the set of states; an N-state-
M-symbol discrete HMM θ(π,A,B) consists of the following
three components.
(1) The probability array of the initial state: π = [πi] =
[P(s1 = Si)]1×N , where s1 is the first state in the state
chain.
(2) The state-transition matrix: A = [ai j] = [P(st+1 =
Sj|st = Si)]N×N , where st+1 and st denote the t + 1th
state and the tth state in the state chain.
(3) The symbol emission probability matrix: B = [bi j] =
[P(ot = Oj|st = Si)]N×M , where ot is the tth observed
symbol in the observation sequence.
In a K-class identification problem, assume that xT =
(x1, x2, . . . , xT) is a sample of a particular class, say class
di. The probability of occurrence of the sample xT given
the HMM θ(π,A,B), denoted by P(xT |θ), is computed us-
ing either the forward or backward process and the optimal
hidden-state chain is revealed using Viterbi matching [46].
Training of the HMM is the process of determining the pa-
rameters set θ(π,A,B) to fulfill a certain criterion function
such as P(xT |θ) or the mutual information [46, 48]. For
training of the HMM, the Baum-Welch training algorithm
is popularly adopted. The Baum-Welch algorithm is an ML
estimation; thus the HMM so obtained, θML, is one that max-







The Baum-Welch training can be realized at a relatively
high speed as the expectation-maximization (EM) estima-
tion is adopted in the training process.
However, the parameters of the HMM are solely deter-
mined by the correct samples while the relationship between
the correct samples and incorrect ones is not taken into con-
sideration. The method, in its original form, is thus not de-
veloped for fine recognition. If another sample yT of class
dj ( j = i) is similar to xT , the scored probability P(yT |θ)
may be close to P(xT |θ), and θML may not be able to distin-
guish xT and yT . One solution to this problem is to adopt
a training strategy that maximizes the mutual information
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Dynamic-channel HMM
Figure 1: The block diagram of a two-channel HMM.
This method is referred to as maximum mutual infor-
mation (MMI) estimation [48]. It increases the a posteriori
probability of the model corresponding to the training data,
and thus the overall discriminative power of the HMM ob-
tained is guaranteed. However, analytical solutions to (2) are
diﬃcult to realize and implementation of MMI estimation is
tedious. A computationally less intensive approach is desir-
able.
3. PRINCIPLES OF TWO-CHANNEL HMM
To improve the discriminative ability of HMM and at the
same time, to facilitate the process of parameter tuning, the
following two-channel training method is proposed, where
the HMM is specially tailored to amplify the diﬀerence be-
tween two similar samples.
The block diagram of the two-channel HMM is given in
Figure 1. It consists of a static-channel HMM and a dynamic-
channel HMM. For the static channel, a normal HMM de-
rived from a parameter-smoothed ML approach is used. A
new HMM for the dynamic channel is to be derived. De-
tails of the derivation of the dynamic-channel HMM are de-
scribed in the following paragraphs.
Assume that in a two-class identification problem, {xT :
d1} and {yT : d2} are a pair of training samples, where
xT = (xT1 , xT2 , . . . , xTT ) and yT = (yT1 , yT2 , . . . , yTT ) are obser-
vation sequences of length T and d1 and d2 are the class la-
bels. The observed symbols in xT and yT are from the symbol
set OM . P(xT |θ) and P(yT |θ) are the scored probabilities for
xT and yT given HMM θ, respectively. The pair of training
samples xT and yT must be of the same length so that their
probabilities P(xT |θ) and P(yT |θ) can be suitably compared.
Such a comparison is meaningless if the samples are of diﬀer-
ent lengths; the shorter sequence may give larger probability
than the longer one even if it is not the true sample of θ.
Define a new function I(xT , yT , θ), called the separable-
distance function, as follows:
I
(
xT , yT , θ
) = logP(xT |θ)− logP(yT |θ). (3)
A large value of I(xT , yT , θ) would mean that xT and
yT are more distinct and separable. The strategy then is to
determine the HMM θMSD (MSD for maximum separable






xT , yT , θ
)]
. (4)
For the proposed training strategy, the parameter set for
the static-channel HMM is determined in the normal way
such as the ML approach. For the dynamic-channel HMM,
to maintain synchronization of the duration and transition
of states, the same set of values for π and A as derived for the
static-channel HMM is used; only the parameters of matrix
B are adjusted.
As a first step towards the maximization of the
separable-distance function I(xT , yT , θ), an auxiliary func-
tion F(xT , yT , θ, λ) involving I(xT , yT , θ) and the parameters
of B is defined as
F
(
xT , yT , θ, λ










where λi is the Lagrange multiplier for the ith state and∑M
j=1 bi j = 1 (i = 1, 2, . . . ,N). By maximizing F(xT , yT , θ, λ),
I(xT , yT , θ) is also maximized. Diﬀerentiating F(xT , yT , θ, λ)










Since λi is positive, the optimum value obtained for
I(xT , yT , θ) is a maximum as solutions for bi j must be pos-
itive. In (6), logP(xT |θ) and logP(yT |θ) may be computed
by summing up all the probabilities over time T :
logP
(














Note that the state-transition coeﬃcients ai j do not ap-
pear explicitly in (7); they are included in the term P(sTτ =
Si).
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xT , yT , θ
) = E(Si,Oj|θ, xT)− E(Si,Oj|θ, yT),
(9)








xT , yT , θ
)
bi j
= λi, 1 ≤ j ≤M.
(10)
By making use of the fact that
∑M









xT , yT , θ
) , i = 1, 2, . . . ,N , j = 1, 2, . . . ,M.
(11)
The set {bi j} (i = 1, 2, . . . ,N , j = 1, 2, . . . ,M) so ob-
tained gives the maximum value of I(xT , yT , θ).
An algorithm for the computation of the values may
be developed by using standard expectation-maximization
(EM) technique. By considering xT and yT as the ob-
served data and the state sequence sT = (sT1 , sT2 , . . . , sTT) as
the hidden or unobserved data, the estimation of Eθ(I) =
E[I(xT , yT , sT |θ˜)|xT , yT , θ] from incomplete data xT and yT













xT , sT |θ˜)− logP(yT , sT |θ˜)]
× P(xT , yT , sT |θ),
(12)
where θ and θ˜ are the HMM before training and the HMM
after training, respectively, and S denotes all the state combi-
nations with length T . The purpose of the E-step of the EM
estimation is to calculate Eθ(I). By using the auxiliary func-






xT , sT |θ˜)P(xT , sT |θ), (13)
equation (12) can be written as
Eθ(I) = Qx(θ˜, θ)P
(
yT |sT , θ)−Qy(θ˜, θ)P(xT |sT , θ). (14)
Qx(θ˜, θ) and Qy(θ˜, θ) may be further analyzed by break-
ing up the probability P(xT , sT |θ˜) as follows:
P
(







where π˜, a˜, and b˜ are the parameters of θ˜. Here, we assume
that the initial distribution starts at τ = 0 instead of τ = 1
































xT , sT |θ).
(16)
The parameters to be optimized are now separated into
three independent terms.
From (14) and (16), Eθ(I) can also be divided into the
following three terms:































× P(xT , yT , sT |θ).
(18)
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State i− 1 State i State i + 1
[bsi j]
[bdi j]
Weightage = 1− ωiStatic channel
Weightage = ωiDynamic channel
Figure 2: The two-channel structure of the ith state of a left-right HMM.
Eθ(π˜, I) and Eθ(a˜, I) are associated with the hidden-state
sequence sT . It is assumed that xT and yT are drawn indepen-
dently and emitted from the same state sequence sT , hence
both Eθ(π˜, I) and Eθ(a˜, I) become 0. Eθ(b˜, I), on the other
hand, is related to the symbols that appear in xT and yT and











)− log b˜i(yTτ )]




τ=1[log b˜i(xTτ ) − log b˜i(yTτ )] is arranged according to
the order of appearance of the symbols (Oj) within xT and











× [P(xTτ = Oj , sTτ = Si|θ, xT)− P(yTτ = Oj , sTτ = Si|θ, yT)]















× P(xT , yT |θ).
(21)
In the M-step of the EM estimation, b˜i j is adjusted to
maximize Eθ(b˜, I) or Eθ(I). Since
∑M
j=1 b˜i j = 1 and (21)
has the form K
∑M
j=1wj log vj , which attains a global maxi-
mum at the point vj = wj/
∑M
j=1wj ( j = 1, 2, . . . ,M), the re-



















xT , yT , θ
) .
(22)
This equation, compared with (11), enables the re-
estimation of the symbol emission coeﬃcients b˜i j from ex-
pectations of the existing HMM. The above derivations
strictly observe the standard optimization strategy [49],
where the expectation of the value of the separable-distance
function, Eθ(I), is computed in the E-step and the coef-
ficients bi j are adjusted to maximize Eθ(I) in the M-step.
The convergence of the method is therefore guaranteed.
However, bi j may not be estimated by applying (22) alone;
other considerations will be taken into account such as when
Dij(xT , yT , θ) is less than or equal to 0. Further discussion on
the determination of values of bi j is given in the subsequent
sections.
To modify the parameters according to (22) and simul-
taneously ensure the validity of the model, a two-channel
structure as depicted in Figure 2 is proposed. The elements
(bi j) of matrix B of the two-channel HMM are decomposed
into two parts as
bi j = bsi j + bdi j (∀i = 1, 2, . . . ,N , j = 1, 2, . . . ,M), (23)
bsi j for the static channel and b
d
i j for the dynamic channel.
The dynamic-channel coeﬃcients bdi j are the key source of
the discriminative power. bsi j are computed using parameter-
smoothed ML HMM and weighted. As long as bi j computed
from (22) is greater than bsi j , b
d
i j is determined as the diﬀer-
ence between bi j and bsi j according to (23); otherwise b
d
i j is
set to be 0.
To avoid the occurrence of zero or negative probabil-
ity, bsi j (∀i = 1, 2, . . . ,N , ∀ j = 1, 2, . . . ,M) should be kept
greater than 0 in the training procedure and at the same time,
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the dynamic-channel coeﬃcient bdi j (∀i = 1, 2, . . . ,N , ∀ j =
1, 2, . . . ,M) should be nonnegative. Thus the probability
constraint bi j = bsi j + bdi j ≥ bsi j > 0 is met.
In addition, the relative weightage of the static channel
and the dynamic channel may be controlled by the credibility
weighing factor ωi (i = 1, 2, . . . ,N) (diﬀerent states may have
diﬀerent values). If the weightage of the dynamic channel is
set to be ωi by scaling of the coeﬃcients
N∑
j=1
bdi j = ωi, 0 ≤ ωi < 1∀i = 1, 2, . . . ,N , (24)




bsi j = 1− ωi, 0 ≤ ωi < 1∀i = 1, 2, . . . ,N. (25)
4. TWO-CHANNEL TRAINING STRATEGY
4.1. Parameter initialization
The parameter-smoothed ML HMM of xT , θ˜xML, which is
trained using the Baum-Welch estimation, is referred to as
the base HMM. The static-channel HMM is derived from
the base HMM after applying the scaling factor. Parameter
smoothing is carried out for θ˜xML to prevent the occurrence
of zero probability. Parameter smoothing is the simple man-
agement that bi j is set to some minimum value, for exam-
ple, ε = 10−3, if the estimated conditional probability b˜i j = 0
[46]. As a result, even though symbolOj never appears in the
training set, there is still a nonzero probability of its occur-
rence in θ˜xML. Parameter smoothing is a posttraining adjust-
ment to decrease error rate because the training set, which is
usually limited by its size, may not cover erratic samples.
Before carrying out discriminative training, ωi (credibil-
ity weighing factor of the ith state), bsi j (static-channel coef-
ficients), and bdi j (dynamic-channel coeﬃcients) are initial-
ized.




i2 · · · bsiM
} = (1− ωi){b˜i1b˜i2 · · · b˜iM},
1 ≤ i ≤ N , 0 ≤ ωi < 1,
(26)
where b˜i j is the symbol emission probability of θ˜xML.
As for the dynamic-channel coeﬃcients bdi j , a random or
uniform initial distribution usually works well. In the experi-
ments conducted in this paper, uniform values equal to ωi/M
are assigned to bdi j ’s as initial values.
The selection of ωi is flexible and largely problem-
dependent. A large value of ωi means large weightage is as-
signed to the dynamic channel and the discriminative power
is enhanced. However, as we adjust bdi j toward the direction
of increasing I(xT , yT , θ), the probability of the correct ob-
servation P(xT |θ) will normally decrease. This situation is
undesirable because the two-channel HMM obtained is un-
likely to generate even the correct samples.
A guideline for the determination of the value of ωi is as
follows. If the training pairs are very similar to each other
such that P(xT |θ˜xML) ≈ P(yT |θ˜xML), ωi should be set to a large
value to guarantee good discrimination; on the other hand,
if P(xT |θ˜xML) P(yT |θ˜xML), ωi should be set to a small value
to make P(xT |θ) reasonably large. In addition, diﬀerent val-
ues will be used for diﬀerent states because they contribute
diﬀerently to the scored probabilities. However, the values of
ωi for the diﬀerent states should not diﬀer greatly.
Based on the above considerations, the following proce-
dures are taken to determine ωi. Given the base HMM θ˜xML
and the training pair xT and yT , the optimal state chains are
searched using the Viterbi algorithm. If θ˜xML is a left-right
model and the expected (optimal) duration of the ith state





) = P(xTt1 , . . . , xTt1+τ1 |θ˜xML)P(xTt2 , . . . , xTt2+τ2 |θ˜xML)
· · ·P(xTtN , . . . , xTtN+τN |θ˜xML);
(27)
P(yT |θ˜xML) is decomposed in the same way.
Let Pdur(xT , Si|θ˜xML) = P(xTti , . . . , xTti+τi|θ˜xML). This proba-

















Pdur(xT , Si|θ˜xML) may also be computed using the for-
ward variables αxt (i) = P(xTti+1, . . . , xTti+t , sTti+t = Si|θ˜xML) or/and
the backward variables βxt (i) = P(xTti+t+1, . . . , xTti+τi+1|sTti+t =
Si, θ˜xML) [46].
However, if θ˜xML is not a left-right model but an ergodic
model, the expected duration of a state will consist of a num-
ber of separated time slices, for example, k slices such as ti1
to ti1 + τi1, ti2 to ti2 + τi2, and tik to tik + τik. Pdur(xT , Si|θ˜xML) is





= P(xTti1 , . . . , xTti1+τi1 |θ˜xML)P(xTti2 , . . . , xTti2+τi2 |θ˜xML)
· · ·P(xTtik , . . . , xTtik+τik |θ˜xML).
(29)
The value of ωi is derived by comparing the corre-
sponding Pdur(xT , Si|θ˜xML) and Pdur(yT , Si|θ˜xML). If Pdur(xT ,
Si|θ˜xML)  Pdur(yT , Si|θ˜xML), this indicates that the coeﬃ-
cients of the ith state of the base model are good enough
for discrimination, ωi should be set to a small value to pre-
serve the original ML configurations. If Pdur(xT , Si|θ˜xML) <
Pdur(yT , Si|θ˜xML) or Pdur(xT , Si|θ˜xML) ≈ Pdur(yT , Si|θ˜xML), this
indicates that state Si is not able to distinguish between xT
and yT , thus ωi must be set to a value large enough to ensure
Pdur(xT , Si|θ˜) > Pdur(yT , Si|θ˜), where θ˜ is the two-channel
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HMM. In practice, ωi can be manually selected according to
the conditions mentioned above (which is preferred), or they
can be computed using the following expression:
ωi = 11 + CvD , (30)
where v = Pdur(xT , Si|θ˜xML)/Pdur(yT , Si|θ˜xML). C (C > 0) and
D are constants that jointly control the smoothness ofωi with
respect to v. Since C > 0 and v > 0, ωi < 1, by using suitable
values of C andD, a set of credibility factors ωi are computed
for the states of the target HMM. For example, if the range of
v is 10−3 ∼ 105, a typical setting is C = 1.0 and D = 0.1.
Once the values of ωi (i = 1, 2, . . . ,N) are determined,
they will not be changed in the training process.
4.2. Partition of the observation symbol set
Let θ denote the HMMwith the above initial configurations.
The coeﬃcients of the dynamic channel are adjusted accord-
ing to the following procedures. First, E(Si,Oj|θ, xT) and
E(Si,Oj|θ, yT) are computed through the counting process.
Using the forward variables αxτ(i) = P(xT1 , . . . , xTτ , sTτ = Si|θ)
and backward variables βxτ(i) = P(xTτ+1, . . . , xTT |sTτ = Si, θ)
[46], the following two probabilities are computed:
ξxτ (i, j) = P
(

















γxτ (i) = P
(







τ (i, j) and γ
y
τ (i) are obtained in the samemanner. By count-


















It is shown in (22) that to maximize I(xT , yT , θ),
bi j should be set proportional to Dij(xT , yT , θ). How-
ever, for certain symbols, for example, Op, the expectation
Dip(xT , yT , θ) may be less than 0. Since the symbol emis-
sion coeﬃcients cannot take negative values, these symbols
have to be specially treated. For this reason, the symbol
set OM = {O1,O2, . . . ,OM} is partitioned into the sub-
set V = {V1,V2, . . . ,VK} and its complement set U =
{U1,U2, . . . ,UM−K} (OM = U ∪ V) according to the follow-
ing criterion:
{











) > η] (η ≥ 1),
(33)
Symbol label























Figure 3: (a) Distributions of E(Si,Oj|θ, xT) and E(Si,Oj|θ, yT) for
various symbols. (b) Distribution of E(Si,Oj|θ, xT) for the symbols
in V .
where η is the threshold with a typical value of 1. η will be
set to a larger value if it is required that the set V will con-
tain fewer dominant symbols. With η ≥ 1, E(Si,Vj|θ, yT) −
E(Si,Vj|θ, xT) > 0. As an illustration, the distributions of
the values of E(Si,Oj|θ, xT) and E(Si,Oj|θ, yT) for diﬀerent
symbol labels are shown in Figure 3a. The filtered symbols in
set V when η is set l are shown in Figure 3b.
4.3. Modification to the dynamic channel
For each state, the symbol set is partitioned according to the
procedures described in Section 4.2. As an example, consider
the ith state. For symbols in the set U , the symbol emission
coeﬃcient bi(Uj) (Uj ∈ U) should be set as small as possible.
Let bdi (Uj) = 0, and so bi(Uj) = bsi(Uj). For symbols in the
setV , the corresponding dynamic-channel coeﬃcient bdi (Vk)





























)− E(Si,Vj|θ, yT)] .
(35)








I′ = I(xT , yT , θt+1)












I′ = I(xT , yT , θt+1)
I = I(xT , yT , θt)
bil = bsi1bi3
(b)
Figure 4: The surface of I and the direction of parameter adjustment.
However, some coeﬃcients obtainedmay still be negative, for
example, bdi (Vl) < 0 because of large value of b
s
i(Vl). In which
case, it indicates that bsi(Vl) alone is large enough for sepa-
ration. To prevent negative values appearing in the dynamic
channel, the symbolVl is transferred fromV toU and bdi (Vl)
is set to 0. The coeﬃcients of the remaining symbols in V are
reestimated using (34) until all bdi (Vk)’s are greater than 0.
This situation (some bdi (Vl) < 0) usually happens at the first
few epochs of training and it is not conducive to convergence
because there is a steep jump in the surface of I(xT , yT , θ). To
relieve this problem, a larger value of η in (33) will be used.
4.4. Termination
Optimization is done through iteratively calling the training
epoch described in Sections 4.2 and 4.3. After each epoch,
the separable-distance I(xT , yT , θ˜) of the HMM θ˜ obtained,
is calculated and compared with that obtained in the last
epoch. If I(xT , yT , θ˜) does not change more than a prede-
fined value, training is terminated and the target two-channel
HMM is established.
5. PROPERTIES OF THE TWO-CHANNEL
TRAINING STRATEGY
5.1. State alignment
One of the requirements for the proposed training strategy
is that the state durations of the training pair, say xT and
yT , are comparable. This is a requirement for (22). If the
state durations, for example, E(Si|θ, xT) and E(Si|θ, yT), dif-
fer too much, Dij(xT , yT , θ) will become meaningless. For
example, if E(Si|θ, xT)  E(Si|θ, yT), the symbol Oj takes
much greater portion in E(Si|θ, xT) than in E(Si|θ, yT), the
computed Dij(xT , yT , θ) may also be less than 0. The out-
come is that bi j is always set to bsi j rather than adjusted to
increase I(xT , yT , θ). Fortunately, if the corresponding state
durations of the training pair are very diﬀerent, the normal
ML HMMs are usually adequate to distinguish the states.
The following state-duration validation procedure is
added to make the training strategy complete. After each
training epoch, E(Si|θ, xT) and E(Si|θ, yT) are computed and
compared with each other. Using the forward variables and











, i = 1, 2, . . . ,N , (36)
and E(Si|θ, yT) is computed in the same way. If E(Si|θ, xT) ≈
E(Si|θ, yT) (not necessary to be the same), for example,
1.2E(Si|θ, yT) > E(Si|θ, xT) > 0.8E(Si|θ, yT), training con-
tinues; otherwise, training stops even if I(xT , yT , θ) keeps on
increasing.
If the I(xT , yT , θ˜) of the final HMM θ˜ does not meet cer-
tain discriminative requirement, for example, I(xT , yT , θ˜) is
less than a desired value, a new base HMM or a smaller ωi
should be used instead.
5.2. Speed of convergence
As discussed in Section 3, the convergence of the parameter-
estimation strategy proposed in (22) is guaranteed accord-
ing to the EM optimization principles. In the implemen-
tation of discriminative training, only some of the symbol
emission coeﬃcients in the dynamic channel are modified
according to (22) while the others remain unchanged. How-
ever, the convergence is still assured because firstly the surface
of I(xT , yT , θ) with respect to bi j is continuous, and also ad-
justing the dynamic-channel elements according to the two-
channel training strategy leads to increased Eθ(I). A concep-
tual illustration is given in Figure 4 on how bi j is modified
when the symbol set is divided into subsetsV andU . For ease
of explanation, we assume that the symbol set contains only
three symbols O1, O2, and O3 with O1,O2 ∈ V and O3 ∈ U
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for state Si. Let θt denote the HMM trained at the tth round
and let θt+1 denote the HMM obtained at the t + 1th round.
The surface of the separable distance (I surface) is denoted
as I′ = I(xT , yT , θt+1) for θt+1 and I = I(xT , yT , θt) for θt.
Clearly I′ > I . The I surface is mapped to the bi1-bi2 plane
(Figure 4a) and the bi1-bi3 plane (Figure 4b). In the training
phase, bi1 and bi2 are modified along the line bdi1 + b
d
i2 = ωi to
reach a better estimation θt+1, which is shown in Figure 4a. In
the bi1-bi3 plane, bi3 is set to the constant bsi3 while bi1 is mod-
ified along the line bi3 = bsi3 with the direction
⇀
d as shown
in Figure 4b. The direction of parameter adjustment given
by (22) is denoted by
⇀
d′. In the two-channel approach, since
only bi1 and bi2 are modified according to (22) while bi3 re-
mains unchanged,
⇀




5.3. Improvement to the discriminative power
The improvement to the discriminative power is estimated as
follows. Assume that θ˜ is the two-channel HMM obtained.
The lower bound of the probability P(yT |θ˜) is given by
P
(
yT |θ˜) ≥ (1− ωmax)TP(yT |θ˜xML), (37)
where ωmax = max(ω1,ω2, . . . ,ωN ).
Because the base HMM is the parameter-smoothed ML
HMM of xT , it is natural to assume that P(xT |θ˜xML) ≥
P(xT |θ˜). The upper bound of the separable distance is given
by the following expression:
I
(
xT , yT , θ˜







= −T log (1− ωmax) + I(xT , yT , θ˜xML).
(38)
In practice, the gain of I(xT , yT , θ˜) is much smaller than
the theoretical upper bound. It depends on the resemblance
between xT and yT , and the setting of ωi.
6. EXTENSIONS OF THE TWO-CHANNEL
TRAINING ALGORITHM
6.1. Training samples with different lengths
Up to this point, the training sequences are assumed to be
of equal length. This is necessary as we cannot properly
compare the probability scores of two sequences of diﬀerent
lengths. To extend the training strategy to sequences of diﬀer-
ent lengths, linear adjustment is first carried out as follows.
Given the training pair xTx of length Tx and yTy of length Ty ,
















τ = Si, yTyτ = Oj|θ, yTy
)
bi j
∀ j = 1, 2 . . . ,M.
(39)











)− (Tx/Ty)E(Si,Oj|θ, yTy)] .
(40)
The expectations of diﬀerent states of yTy are normal-
ized using the scale factor Tx/Ty . This approach is easy to
implement; however, it does not consider the nonlinear vari-
ance of signal such as local stretch or squash. If the train-
ing sequences demonstrate obvious nonlinear variance, some
nonlinear processing such as sequence truncation or symbol
prune may be carried out to adjust the training sequences to
the same length [50].
6.2. Multiple training samples
In order to obtain a reliable model, multiple observations
must be used to train the HMM. The extension of the pro-
posed method to include multiple training samples may
be carried out as follows. Consider two labeled sets X =
{x(1), x(2), . . . , x(k) : d1} and Y = {y(1), y(2), . . . , y(l) : d2}
of samples, where X has k number of samples and Y has
l number of samples. The separable-distance function that
takes care of all these samples is given by














For simplicity, if we assume that the observation se-







)− (1/l)∑ln=1 E(Si,Oj|θ, y(n))
bi j
= λi, 1 ≤ j ≤M.
(42)
















)− (1/l)∑ln=1 E(Si,Oj|θ, y(n))] . (43)
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Figure 5: Block diagram of the viseme recognition system.
Table 1: The 18 visemes selected for the experiments.
/a:/, /ai/, /æ/, /ei/, /i/, /j/, /ie/, /o/, /oi/, /th/, /sh/, /tZ/, /dZ/, /eu/, /au/, /p/, /m/, /b/
7. APPLICATION TO LIP READING
The proposed two-channel HMM method is applied to
speaker-dependent lip reading for modeling and recogniz-
ing the basic visual speech elements of the English language.
For the experiments reported in this paper, the visemes are
treated as having a one-to-one mapping with the phonemes
in order to test the discriminative power of the proposed
method. As there are 48 phonemes in the English language
[47], 48 visemes are considered.
The block diagram of the viseme recognition system is
given in Figure 5. The lip movement is captured with a video
camera and the sequence of images is processed to extract
the essential features relevant to the lip movement. For each
frame of image, a feature vector is extracted. The sequence of
feature vectors thus represents the movement of lips during
viseme production. This vector sequence is then presented
as input to the proposed classifier. A hierarchical structure is
adopted such that for a system with K visemes to be recog-
nized, R (usually R < K) ML HMM classifiers are employed
for preliminary recognition. The output of the preliminary
recognition is a coarse identity, which may include L (usu-
ally 1 < L < K) viseme classes. Fine recognition is then per-
formed using a bank of two-channel HMMs. The most prob-
able viseme is then chosen as the identity of the input. Details
of the various steps involved are given in the following sec-
tions.
7.1. Data acquisition
For our experiments, a professional English speaker is en-
gaged. The speaker is asked to articulate every phone me
of the 18 phonemes in Table 1 one hundred times. The 18
visemes are chosen as some of them bear close similarity to
others. The lip movements of the speakers are captured at 50
frames per second. Each pronunciation starts from a closed
mouth and ends with a closed mouth. This type of samples is
referred to as text-independent viseme samples, which is dif-
ferent from the type of samples extracted from various con-
texts, for example, from diﬀerent words. The video clips that
indicate the productions of context-independent visemes are
normalized such that all the visemes have uniform duration
of 0.5 second, or equivalently 25 frames.
7.2. Feature extraction
Each frame of the video clip reveals the lip area of the
speaker during articulation (Figure 6a). To eliminate the ef-
fect caused by changes in the brightness, the RGB (red, green,
blue) factors of the image are converted into HSV (hue, sat-
uration, value) factors. The RGB to HSV conversion algo-
rithm proposed in [51, 52] is adopted in our experiments. As
illustrated in the histograms of distribution of the hue com-
ponent shown in Figure 7, the hue factors of the lip region
and the remaining lip-excluded image occupy diﬀerent re-
gions of the histogram. A thresholdmay bemanually selected
to segment the lip region from the entire image as shown in
Figure 6b. This threshold usually corresponds to a local min-
imum point (valley) in the histogram as shown in Figure 7a.
Note that for diﬀerent speakers and lighting conditions, the
threshold may be diﬀerent.
The boundaries of the lips are tracked using a geomet-
ric template with dynamic contours to fit an elastic object
[53, 54, 55]. As the contours of the lips are simple, the re-
quirement on the selection of the dynamic contours that
build the template is thus not stringent. Results of lip track-
ing experiments show that Bezier curves can well fit the shape
of the lip [34]. In our experiments, the parameterized tem-
plate consists of ten Bezier curves with eight of them char-
acterizing the lip contours and two of them describing the
tongue when it is visible (Figure 6c). The template is con-
trolled by points marked as small circles in Figure 6c. Lip
tracking is carried out by fitting the template to minimize a
certain energy function. The energy function comprises the





































Figure 6: (a) Original image. (b) Segmented lip area. (c) Parameterized lip template. (d) Geometricmeasures extracted from the lip template.
(1) Thickness of the upper bow. (2) Thickness of the lower bow. (3) Thickness of the lip corner. (4) Position of the lip corner. (5) Position
of the upper lip. (6) Position of the lower bow. (7) Curvature of the upper-exterior boundary. (8) Curvature of the lower-exterior boundary.
(9) Curvature of the upper-interior boundary. (10) Curvature of the lower-interior boundary. (11) Width of the tongue (when it is visible).
following four terms:




















where R1, R2, R3, C1, and C2 are areas and contours as illus-
trated in Figure 6c. H(x) is a function of the hue of a given
pixel;H+(x) is the hue function of the closest right-hand side
pixel and H−(x) is that of the closest left-hand side pixel.
Γt+1 and Γt are the matched templates at time t + 1 and t.
‖Γt+1 − Γt‖ indicates the Euclidean distance between the two
templates (further details may be found in [55]). The over-
all energy of the template E is the linear combination of the
components defined as
E = c1Elip + c2Eedge + c3Ehole + c4Einertia. (45)
Similarly, the energy terms for the tongue template in-
clude




H(x)dx if R3 > 0,










and the overall energy is
Etongue = c5Etongue-area + c6Etongue-edge + c7Etongue-inertia. (47)
Initially, the dynamic contours are configured to provide
a crude match to the lips. This can be done via comparing
the enclosed region of the template and the segmented lip re-
gion as depicted in Figure 6b. Following that, the template is
matched to the image sequence by adopting diﬀerent values
of the parameters {ci} (i = 1, 2, . . . , 7) in a number of search-
ing epochs (a detailed discussion is given in [53, 54, 55]). The
matched template is pictured in Figure 6d. It can be seen that
thematched template is symmetric and smooth, and is there-
fore easy to process.
Eleven geometric parameters as shown in Figure 6d are
extracted to form a feature vector from the matched tem-
plate. These features indicate the thickness of various parts of
the lips, the positions of some key points, and the curvatures
of the bows. They are chosen as they uniquely determine the
shape of the lips and they best characterize the movement of
the lips.
Principal components analysis (PCA) is carried out to
reduce the dimension of the feature vectors from eleven
to seven. The resulting feature vectors are clustered into
groups using K-means algorithm. In the experiments con-
ducted, 128 clusters are created for the vector database. The
means of the 128 clusters form the symbol set O128 =
(O1,O2, . . . ,O128) of the HMM. They are used to encode the
vector sequences presented to the system.
7.3. Configuration of the visememodel
Investigation on the lip dynamics reveals that the movement
of the lips can be partitioned into three phases during the
production of a text-independent viseme. The initial phase
begins with a closed mouth and ends with the start of sound
production. The intermediate phase is the articulation phase,
which is the period when sound is produced. The third phase
is the end phase when the mouth restores to the relaxed
state. Figure 8 illustrates the change of the lips in the three
phases and the corresponding acoustic waveform when the
phoneme /u/ is uttered.
To associate the HMM with the physical process of
viseme production, three-state left-right HMM structure as
shown in Figure 9 is adopted.
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Figure 7: Isolation of the lip region from the entire image using hue distribution. (a) Histogram of the hue component for the entire image.
(b) Histogram of the hue component for the actual lip region. (c) Histogram of the hue component for the actual lip-excluded image.




a1,1 a1,2 0 0
0 a2,2 a2,3 0
0 0 a3,3 a3,4
0 0 0 1
 , (48)
where the 4th state is a null state that indicates the end of
viseme production. The initial values of the coeﬃcients in
matrices A and B are set according to the statistics of the
three phases. Given a viseme sample, the approximate ini-
tial phase, articulation phase, and end phase are segmented
from the image sequence and the acoustic signal (an illus-
tration is given in Figure 8), and the duration of each phase
is counted. The coeﬃcients ai,i and ai,i+1 are initialized with
these durations. For example, if the duration of state Si is Ti,
the initial value of ai,i is set to be Ti/(Ti + 1) and the initial
value of ai,i+1 is set to be 1/(Ti + 1) as they maximize a
Ti
i,i ai,i+1.
Matrix B is initialized in a similar manner. If symbol Oj ap-
pears T(Oj) times in state Si, the initial value of bi j is set to
be T(Oj)/Ti. For such arrangement, the states of the HMM
are aligned with the three phases of viseme production and
hence are referred to as the initial state, articulation state, and
end state.
For each of the 18 visemes in Table 1, an HMM with the
above the configuration is trained using the Baum-Welch
estimation. After implementing parameter smoothing, the
parameter-smoothed ML HMM is ready for the subsequent
two-channel discriminative training.
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Figure 8: The three phases of viseme production. (a) Initial phase. (b) Articulation phase. (c) End phase.
Initial Articulation End
Figure 9: Three-state left-right viseme model.
7.4. Viseme classifier
The block diagram of the proposed hierarchical viseme clas-
sifier is given in Figure 10. For visemes that are too similar
to be separated by the normal ML HMMs, they are clustered
into one macro class. In the figure, θMac1, θMac2, . . . , θMacR are
the R number of ML HMMs for the R macro classes. The
similarity between the visemes is measured as follows.
Assume that Xi = {xi1, xi2, . . . , xili : di} is the training sam-
ples of viseme di (i = 1, 2, . . . , 18, as 18 visemes are involved),
where xij is the jth training sample and li is the number of the
samples. An ML HMM is trained for each of the 18 visemes
using the Baum-Welch estimation. Let θ1, θ2, . . . , θ18 denote
the 18 ML HMMs. For {xi1, xi2, . . . , xili : di}, the joint proba-











A viseme model θi is able to separate visemes di and dj if




)− logP(Xi|θj) ≥ Kli ∀ j = 1, 2, . . . , 18, j = i,
(50)
where K is a positive constant that is set according to the
length of the training samples. For long training samples, a
large value ofK is desired. For the 25-length samples adopted
in our experiments, K is set to be equal to 2. If the condition
stated in (50) is not met, visemes di and dj are categorized
into the same macro class. The training samples of di and dj
are jointly used to train the ML HMM of the macro class.
θMac1, θMac2, . . . , θMacR are obtained in this way.
For an input viseme zT to be identified, the probabilities
P(zT |θMac1),P(zT |θMac2), . . . ,P(zT |θMacR) are computed and
compared with one another. The macro identity of zT is de-
termined by the HMM that gives the largest probability.
A macro class may consist of several similar visemes. Fine
recognition within a macro class is carried out at the sec-
ond layer. Assume that Macro Class i comprises L visemes:
V1,V2, . . . ,VL. A number of two-channel HMMs are trained
with the proposed discriminative training strategy. For V1,
L − 1HMMs, θ1∧2, θ1∧3, . . . , θ1∧L, are trained to separate the
samples of V1 from those of V2,V3, . . . ,VL, respectively. Take
θ1∧2 as an example, the parameter-smoothed ML HMM of
V1, θ˜1ML, is adopted as the base HMM. The samples of V1 are
used as the correct samples (xT in (3)) and the samples of
V2 are used as the incorrect samples (yT in (3)) while train-
ing θ1∧2. There is a total of L(L − 1) two-channel HMMs in
Macro Class i.







)− logP(zT |θj∧i) > K ,
0 otherwise,
(51)
where K is the positive constant as defined in (47). For the
25-frame sequence input to the system, K is chosen to be
equal to 2. Hi∧ j = i indicates a vote for Vi. The decision
about the identity of zT is made by a majority vote of all the
two-channel HMMs. The viseme class that has themaximum








Number of Hi∧ j = i
]
∀i, j = 1, 2, . . . ,L, i = j.
(52)
If two viseme classes, say Vi and Vj , receive the same
number of votes, the decision about the identity of zT is made
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Layer 1
θMac1 · · · θMaci · · · θMacR
Input
viseme
Macro Class 1 · · · Macro Class i · · · Macro Class R
Layer 2
θ1∧2 θ1∧3 · · · θ1∧L · · · θ2∧1 · · · θ2∧L · · · θL∧1 θL∧2 · · · θL∧L−1




Figure 10: Flow chart of the hierarchical viseme classifier.
















The decision is based on pairwise comparisons of the hy-
potheses. The proposed hierarchical structure greatly reduces
the computational load and increases the accuracy of recog-
nition because pairwise comparisons are carried out within
each macro class, which comprises much fewer candidate
classes than the entire set. If coarse identification is not per-
formed, the number of classes increases and the number of
pairwise comparisons goes up rapidly.
The two-channel HMMs act as the boundary func-
tions for the viseme they represent. Each of them serves
to separate the correct samples from the samples of an-
other viseme. A conceptual illustration is given in Figure 11
where the macro class comprises five visemes V1,V2, . . . ,V5.
θ1∧2, θ1∧3, . . . , θ1∧5 build the decision boundaries for V1 to
delimit it from the similar visemes.
The proposed two-channel HMM model is specially tai-
lored for the target viseme and its “surroundings”. As a result,
it is more accurate than the traditional modelingmethod that


















Figure 11: Viseme boundaries formed by the two-channel HMMs.
7.5. Performance of the system
Experiments are carried out to assess the performance of the
proposed system. For the experiments conducted in this pa-
per, 100 samples are drawn for each viseme with 50 for train-
ing and the remaining 50 for testing. By computing and com-
paring the probabilities scored by diﬀerent viseme models
using (49) and (50), the 18 visemes are clustered into 6macro
classes as illustrated in Table 2.
The results of fine recognition of some confusable
visemes are listed in Table 3. Each row in Table 3 shows the
two similar visemes that belong to the same macro class. The
first viseme label (in boldface) is the target viseme and is de-
noted by x. The second viseme is the incorrect viseme and
is denoted by y. θ˜ML denotes the parameter-smoothed ML
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Table 2: The macro classes for coarse identification.
Macro classes Visemes Macro classes Visemes
1 /a:/, /ai/, /æ/ 4 /o/, /oi/
2 /ei/, /i/, /j/, /ie/ 5 /th/, /sh/, /tZ/, /dZ/
3 /eu/, /au/ 6 /p/, /m/, /b/
Table 3: The average values of probability and separable-distance
function of the ML HMMs and two-channel HMMs.
Viseme pair θ˜ML θ∗1 θ
∗∗
2
x y P I P I P I ω1 ω2 ω3
/a:/ /ai/ −14.1 1.196 −17.1 5.571 −18.3 6.589 0.5 0.5 0.5
/ei/ /i/ −14.7 2.162 −19.3 5.977 −20.9 7.008 0.6 0.8 0.6
/au/ /eu/ −15.6 2.990 −18.1 5.872 −18.5 6.555 0.6 0.5 0.6
/o/ /oi/ −13.9 0.830 −17.5 2.508 −18.7 3.296 0.5 0.5 0.5
/th/ /sh/ −15.7 0.602 −19.0 2.809 −18.5 2.732 0.4 0.4 0.4
/p/ /m/ −16.3 1.144 −19.0 3.102 −17.1 2.233 0.4 0.5 0.4
Configuration of the two-channel HMMs:
∗For θ1, ω1, ω2, and ω3 are set according to (30), with C = 1.0 and D = 0.1.
∗∗For θ2, ω1, ω2, and ω3 are manually selected.
HMMs that are trained with the samples of x. With θ˜ML be-
ing the base HMM, two two-channel HMMs, θ1 and θ2, are
trained with the samples of x being the target training sam-
ples and the samples of y being the incorrect training sam-
ples. Diﬀerent sets of the credibility factors (ω1, ω2, and ω3
for the three states) are used for θ1 and θ2. P is the average log
probability scored for the testing samples and is computed as
P = (1/l)∑li=1 logP(xi|θ), where xi is the ith testing sam-
ple of viseme x and l is the number of the testing samples.
I = (1/l2)∑li=1∑lj=1 I(xi, yj , θ) is the average separable dis-
tance. The value of I gives an indication of the discriminative
power, the larger the value of I , the higher the discriminative
power.
For all settings of (ω1,ω2,ω3), the two-channel HMMs
give a much larger separable-distance than the ML HMMs.
It shows that better discrimination capabilities are attained
using the two-channel viseme classifiers than using the ML
HMM classifiers. In addition, diﬀerent levels of capabilities
can be attained by adjusting the credibility factors. However,
the two-channel HMM gives smaller average probability for
the target samples than the normal ML HMM. It indicates
that the two-channel HMMs perform well at discriminating
confusable visemes but are not good atmodeling the visemes.
The change of I(x, y, θ) with respect to the training
epochs in the two-channel training is depicted in Figure 12.
For the three-state left-right HMMs and 25-length training
samples adopted in the experiment, the separable-distance
becomes stable after ten to twenty epochs. Such speed of con-
vergence shows that the two-channel training is not compu-
tationally intensive for viseme recognition. It is also observed
that I(x, y, θ) may drop at the first few training epochs. This
phenomenon can be attributed to the fact that some symbols
in subset V are transferred to U while training the dynamic-
channel coeﬃcients as explained in Section 4.3. Figure 12d il-
lustrates the situation of early termination. The training pro-
cess stops even though I(x, y, θ) still shows the tendency of
increasing. As explained in Section 5.1, if the state durations
of the target training samples and incorrect training sam-
ples diﬀer greatly, that is, the state alignment condition is
violated, the two-channel training should terminate imme-
diately.
The performance of the proposed hierarchical system
is compared with that of the traditional recognition sys-
tem where ML HMMs (parameter-smoothed) are used as
the viseme classifiers. The ML HMMs and the two-channel
HMMs involved are trained with the same set of training
samples. The credibility factors of the two-channel HMMs
are set according to (30), with C = 0.1 and D = 0.1. The de-
cision about the identity of an input testing sample is made
according to (47), (49), (50), and (51), where K = 2. The
false rejection error rates (FRRs) or Type-II error of the two
types of viseme classifiers are computed for the 50 testing
samples of each of the 18 visemes. Note that as some of the 18
visemes can be accurately identified by the ML HMMs with
FRRs less than 10% [34], the improvement resulting from the
two-channel training approach is not prominent for these
visemes. In Table 4, only the FRRs of 12 confusable visemes
are listed.
Compared with the conventionalMLHMMclassifier, the
classification error of the proposed hierarchical viseme clas-
sifier is reduced by about 20%. Thus the two-channel train-
ing algorithm is able to increase the discriminative ability of
HMM significantly for identifying visemes.
8. CONCLUSION
In this paper, a novel two-channel training strategy for hid-
den Markov model is proposed. A separable-distance func-
tion, which measures the diﬀerence between a pair of train-
ing samples, is applied as the objective function. To maxi-
mize the separable distance and maintain the validity of the
probabilistic framework of HMM at the same time, a two-
channel HMM structure is used. Parameters in one chan-
nel, named the dynamic channel, are optimized in a series of
expectation-maximization (EM) estimations if feasible while
parameters in the other channel, the static channel, are kept
fixed. The HMM trained in this way amplifies the diﬀer-
ence between the training samples. This strategy is especially
suited to increase the discriminative ability of HMM over
confusable observations.
The proposed training strategy is applied to viseme
recognition. A hierarchical system is developed with normal
ML HMM classifier implementing coarse recognition and
two-channel HMM carrying out fine recognition. To extend
the classification from binary-class to multiple-class, a deci-
sion rule based onmajority vote is adopted. Experimental re-
sults show that the classification error of the proposed viseme































































2 4 6 8 10 12 14 16
Early termination
(d)
Figure 12: Change of I(x, y, θ) during the training process.
Table 4: Classification error ε1 of the conventional classifier and
classification error ε2 of the two-channel classifier.
Viseme ε1 ε2 Viseme ε1 ε2
/a:/ 64% 12% /o/ 46% 28%
/ai/ 60% 40% /oi/ 36% 8%
/ei/ 46% 22% /th/ 18% 16%
/i/ 52% 32% /sh/ 20% 12%
/au/ 30% 18% /p/ 36% 12%
/eu/ 26% 16% /m/ 32% 32%
classifier is on the average 20% less than that of the popular
ML HMM classifier while only 10 ∼ 20 training epochs are
required in the training process.
The two-channel training strategy thus provides signifi-
cant improvement over the traditional Baum-Welch estima-
tion in fine recognition. However, the proposed method re-
quires state alignment among the training samples; in other
words, the samples should be of suﬃcient similarity such
that the durations of the corresponding states are compara-
ble.
Although the two-channel HMM is illustrated for viseme
classification in this paper, themethod is applicable to any se-
quence classification problem where the sequences to be rec-
ognized are of comparable length. Such applications include
speech recognition, speaker identification, and handwriting
recognition.
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