Abstract. Nowadays users access information services at any time and in any place. Providing an intelligent user interface which adapts dynamically to the users' requirements is essential in information systems. Conventionally, systems are constructed at the design time according to an initial structure and requirements. The effect of the passage of time and changes in users, applications and environment is that the systems cannot always satisfy the user's requirements. In this paper a methodology is proposed to allow mashup user interfaces to be intelligent and evolve over time by using computational techniques like machine learning over huge amounts of heterogeneous data, known as big data, and model-driven engineering techniques as model transformations. The aim is to generate new ways of adapting the interface to the user's needs, using information about user's interaction and the environment.
Introduction
The "smart" concept is prominent nowadays. From smart phones to smart TVs by way of classic desktop and laptop computers, the adoption of the word "smart" intends to convey the idea that the devices are no longer simple boxes manipulated by the user but have moved on so far as to add value. New concepts such as the "Internet of Things" [21] , which has caused a boom in everyday devices being connected to the Internet, or "smart cities" [17] , with the claim that the citizen can actively participate with its urban centre, mean that now, more than ever, devices and systems need to be increasingly "intelligent" and count with better prepared user interfaces.
That leads to today's users to require instantaneous access to information. This information is often simply raw data, but more and more frequently, it is elaborated information that must be processed in order to be offered up. The way users access information may also evolve over time due to different factors. This possible development leads to the creation of new interfaces which are capable of responding to the users' demands at the moment they are accessed.
Traditionally, computer systems are defined at the design time according to an architecture and some initial requirements. This means that in many cases, the effect of the passage of time and changes in users, applications and services is that the systems that do not adapt cannot always satisfy the user's requirements. In dynamic and evolving computer systems, where it is intended that the interface adaptation changes intelligently with the needs of users at all times, it can be useful that the implicit architecture evolves in "runtime" to adapt to user's updated needs and their environment.
We propose to evolve distributed information systems using machine learning where algorithms can be applied, analysed and evaluated in order to infer patterns of user behaviour. Through these patterns of behaviour, models which are capable of evolving the user interface at runtime can be created based on the actions performed by users and the system environment, as well as prediction models, capable of deduct users actions and propose a response (adaptation) to them. The interfaces, data and information to be analysed to generate these actions can come from different systems and distributed architectures [15] .
In addition to the areas of knowledge already mentioned, the implementation of the proposed methodology for the regeneration of the user interfaces at runtime in an evolutionary way will make use of others such as cloud computing [18] , big data [2] or model transformation [1] . Continued access to distributed systems and the data generated by that connection justify the use of cloud computing and big data [16] . The need to adapt the user interface at runtime to new requirements justify the use of model transformation.
The rest of the paper is organized as follows. Section 2 describes related work and the motivation. Section 3 defines in-depth the methodology for developing evolutionary systems. Section 4 explains adaptation methodology to a case study. Finally, Section 5 concludes and provides future directions.
Related Work and Motivation
The way people communicate with the devices around them has experienced very rapid change. Much recent work has been on the optimization of user interfaces, using different approaches. For instance, Russis et al. [6] focused on optimizing the interaction between users and intelligent environments. Fensel et al. [8] modeled interfaces which intelligently manage energy in smart homes. Roscher et al. [19] , focused on the management of interfaces that dynamically adapt to users in their daily lives within an intelligent environment. In this regard, it is interesting to compare our proposed approach with related work. In our case, we propose the evolution of the dynamic adaptation on distributed information systems, that has not been covered in related work to our knowledge.
For that, dynamic adaptation mashup interfaces [5] are commonly used. Due to their granularity they facilitate the adaptation of their internal structure to new adaptation requirements and they make it easy to study user behavior.
Nowadays, mashup interfaces (or component-based interfaces) are widespread in commercial software, particularly in Web applications [10] . The components forming these mashup interfaces are directly integrated into the system interface according to a component architecture. The use of these components depends on the discovery and access services provided by the system itself. In this type of interface what's important is not only how the interaction occurs, but also what occurs after the interaction.
In work carried out by Iribarne et al. [14, 12, 9] and Criado et al. [4] , a global method is presented in which component-based architectures are able to compose both dynamically and autonomously in order to best adapt to the user's requirements. It is worth mentioning that all the adjustments made in the system are based on a number of adaptation rules which are defined statically in a rule repository. The system for adapting the interface to the user's needs is achieved by the following processes, as illustrated in Fig. 1 . -Abstraction of the concrete user interface. The components which the user is using are identified, isolated and an abstract model is generated based on them. -Manipulation of the abstract model. Analysing the contextual information from the model's environment, the interaction between the user and the interface and using model-driven engineering (MDE) and computational intelligence transformation of the model is produced. The transformation is performed based on the adaptation rules stored in the rule repository.
-Creation of a new concrete model. The abstract model is instantiated using the right components in a concrete model thus providing an interface which is better tailored to the needs of the user [14] .
As aforementioned, following traditional software architecture development methods, the developed system was designed at a particular time, i.e. "the design time", based on the specific environment and needs identified at that time. The reality is that these requirements are often dynamic and can evolve in the continuous integration and deployment of the distributed system, coming to scene, for instance, with new users and components.
Consequently, it is justified to conclude that this dynamic adaptive behaviour appears to be insufficient. It would be desirable for the user interface to modify its structure at the runtime based on information from the user interaction and the distributed environment, in order to provide users with the components they require. It is even possible to make the form of dynamic adaptation evolve to the user's needs through the discovery of behavioural patterns based on the user's interaction with the interface. That would create prediction models provided by a set of adaptation rules.
The Proposed Methods for Developing Evolutionary Interfaces
In this section, we explain the principles on which our methodology is based. We first briefly describe the whole process, and then provide details for each step. The general objective of this work is to propose a method which allows component based user interfaces, that comes from information system architectures suited for distributed development, to be intelligent and evolve over time. This is to be achieved through the study, analysis and the application of different machine learning algorithms, big data techniques to process large and heterogeneous volumes of data, and a model-driven methodology which allows the process of generating new forms of interface adaptation to be autonomous and continuous. This methodology for building evolutionary user interfaces is not only applicable to graphical user interfaces, but also generally extendable to all types of human machine interfaces. Fig. 2 shows the overall process of the proposed methodology; a framework scenario which, through user interaction with the interface, context information and information on the environment, allows the creation of intelligent, dynamic and evolving interfaces in distributed systems that modify their structure at runtime.
The process gathers information on how the user handles the interface and its components together with the information about the environment. Due to the size, heterogeneity and speed of data generation, the information gathered is stored using big data techniques in data structures prepared for the purpose.
From this large volume of stored data, different data views are defined. A data view is the result set of structured data drawn from the general database by a stored query for a specific purpose. Unnecessary information is hidden and other information which may be relevant is added.
Each of these views is focused on a type of study, analysis and evaluation through the use of algorithms and machine learning techniques. Each view is structured to apply different algorithms depending on their nature, as they can be algorithms for clustering, sorting and/or regression. The aim is to infer new knowledge which provides new adaptation rules to the system.
Once the machine learning algorithms have been applied and new rules (which provide the adaptation of the system) generated, a transformation is necessary so that the rules generated have the same format as the rules the user interface use to be adapted to the user's needs. The way the adaptation rules are written can be different for each user interface, and therefore the transformation belongs to the problem domain. Furthermore, it is necessary to define whether the new rules generated are valid or not. For this, a rule evaluation module will be implemented which includes a conflict manager.
Step 1: Distributed Storage of User Behaviour. All the activity generated by the user's interaction with the interface, as well as all the information about the environment during the time in which user interaction occurs is recorded. This information can be: Step 2: Creating Distributed Data Views. Different data views are defined on the primary database. The intended objective when creating different data views or datasets is to organise data, i.e. to structure them so that they can serve as entry elements for the algorithms used in machine learning. Data views are composed with information spread in the whole infrastructure of the distributed information systems. The structure given to data optimises the results obtained during the execution of the experiments as well as to certify that the output of the algorithms generates valid results. In other words, it maximises properly structured relevant information which is able to provide new inferred knowledge susceptible to creating new rules for adaptation of the system, thereby generating evolutionary systems.
Step 3: Application of Machine Learning Algorithms. Different kinds of existing algorithms in the machine learning literature are studied, analysed and applied to the "data views". Experiments are carried out to test and evaluate the correct application of the algorithms, and to determine if valid knowledge can be extracted from the generated outputs. By valid knowledge, it is meant that it can generate new rules capable of improving the user interface adaptation. It is very important to study which algorithm is the most effective in each case and for each data view, depending on its nature. Two groups of algorithms can be identified:
-Supervised. Training data is prepared while knowing the right answers. This training data is used to build models which are able to classify new data and, in this way, obtain answers. -Unsupervised. Data is directly entered into the algorithms in the hope of getting some intelligible information through the structuring of data.
Experiments should be performed to identify which algorithm is suited to each situation and how an algorithm can be parameterized to optimize its results. Furthermore, existing algorithms can be modified to achieve the best possible results. Some algorithms of interest are: Clustering, Association Learning, Parameter Estimation, Recommendation Engines, Classification, Similarity Matching, Neural Networks, Bayesian Networks and Genetic Algorithms among others.
Step 4: Conversion Rules. The inferred rules generated by experiments with machine learning algorithms have their own format which is suited to the identity of the data processed and the type of algorithm used.
Using model transformation [13] the outputs of the algorithms are transformed to the format suited to the interface where they will be applied. The way the adaptation rules are written may differ for each user interface and therefore the transformation belongs to the problem domain.
A special kind of transformation exists in which the model transformations (i.e. the transformation models) participate as input or output models in a process called Higher-Order Transformation or HOT [20] . This kind of HOT transformation, described in Fig. 3 , is used to rewrite the knowledge generated by the algorithm into an adaptation rule.
Furthermore, it is necessary to define whether the new rules generated are valid or not. For this, a rule evaluation module will be implemented which includes a conflict manager. Step 5: Evaluation of Rules. The rule evaluation module will define whether a new rule generated should be added to the rule repository or not. It is possible to achieve new rules which contradict existing rules from the repository. For these particular cases, a "conflict manager" should be employed which must resolve how to handle the potential conflicts that may occur with previously established rules.
Case Study in the ENIA System
As a case study, the proposed methodology for creating evolutionary mashup user interfaces has been applied to ENIA [7] 3 (ENviromental Information Agent), which is a component-based graphic user interface for environmental management. Different user profiles and various categories of components exist in the ENIA interface. Examples of these components include: natural areas, wetlands, drovers' roads or biosphere reserves, positioned within maps. The application of the methodology to ENIA is described below.
Distributed storage of user behaviour. The following information are stored. Operations carried out on the interface: add component, delete component, move component, resize component; User information: name, category, home region and other personal data; User type: tourist, technician, farmer or politician; Temporal information: date, time, day, month, season; Location information: location, proximity to the coast, proximity to tourist elements amongs others; Session information: duration, operations carried out; Other information: temperature, humidity, precipitation, wind amongs others; State of the workspace: location of components in the workspace, display size of each of the components.
Creating distributed data views. Storing the operations performed by a user type on a component on a certain date could be an example of a data view of ENIA. Using this data view it is possible to obtain, for example, that between January and March all farmers access the component which displays the suppliers of tomato seeds selling close to them.
Application of machine learning. There are different algorithms applied to specific cases which could be of use in ENIA. Let's assume there is a need to identify the time of day when a "tourist" user will need to find out the temperature of the water of a beach by using the "temperature of beaches" component. This component may be useful or not depending on the time of year, the home region of the user and/or their location. To resolve this type of problem it makes sense to use supervised regression algorithms. A supervised algorithm is used because we already have data of previous tourists who have used the "temperature of beaches" component and the time that it was used. These data indicate a priori the right answer to the proposed question, namely, at what time the "temperature of beaches" component was used. A regression algorithm is used because it is designed to predict a continuous value output (time of day) depending on a series of attributes (user type, season, home region or current location among others). There are many other examples where supervised classification algorithms and unsupervised clustering algorithms can be used.
Conversion rules. In order to be able to add a new rule to the rule repository, it is necessary to transform the output of the algorithm into the format of the rules stored in the repository. In this particular case we use model transformation [13] to transform the algorithm outputs and the inferred knowledge to ATL rules [11] , which is the format used by ENIA. ATL is a transformation model language which also provides a number of tools for Model Driven Engineering.
Evaluation of rules. Any valid new rule generated is added to the rule repository. If a new rule contradicts an existing rule, the new rule is prioritized. The new rule is considered to have been created in a newer environment and with interactive behavioural data which has been contrasted with more users.
Conclusions and Future Work
A methodology is proposed to allow mashup user interfaces in distributed systems to adapt to user requirements at runtime, be intelligent and evolve over time through the use of machine learning and model transformations. The process of applying the methodology is described in the case study of ENIA, an intelligent agent for environmental information.
The creation of an automatic learning system is proposed as future work. Machine learning experiments can be performed in a way that the data is fed automatically from Web services, making the system autonomous and independent. Each new execution of an experiment will have new data collected automatically (updated datasets) which can provide different outputs.
Statistical learning techniques will be used to classify or group different user intentions for individualized interface treatment. Proper integration of learned knowledge with manually-entered preferences is an area of future development. The evaluation with human subjects will be needed to assess the effectiveness and usefulness of dynamic interfaces.
Finally, the optimization and/or improvement of algorithms is also interesting. Areas to be worked on are: defining new algorithms in extending those that already exist in the field of machine learning and customize existing algorithms in both operation and parameterization through statistical programming languages algorithms and statistical analysis as R, Octave or Matlab. It follows that these optimized algorithms should present optimum system results.
