Stemming from polynomial metamodels, multipoint approximation method (MAM) and moving least square method (MLSM) focus on the development of metamodels for the objective and constraint functions in solving a mid-range optimization problem with a trust region. Although both of these methods could solve problems successfully, there is still some room for improvement on the computational effort and search capability. To address this problem, the extended multipoint approximation method is proposed to seek the optimal solution in this paper. The developed method assimilating the advantage of Taylor's expansion used in MLSM demonstrates its superiority over other methods in terms of the computational efficiency and accuracy by some well-established benchmark problems.
Introduction
For better meeting the challenges in temporary tough competition in engineering products, metamodel-based optimization method has become increasing popular cause it could relieve the computation burden during analysis and minimize the total cost during experiments than normal detailed simulation methods (e.g. finite element method)
The Multipoint Approximation Method (MAM) [1] is one of the best-known metamodel-based optimization methods, which replaces the original optimization problem by a succession of simpler mathematical programming. This method is based on an assembly of multiple surrogates into a single surrogate using linear regression. The coefficients of the model assembly are not weights of the individual models but tuning parameters determined by the least squares method [2] .
Although the MAM shows good performance on solving continuous problems, its full potential is not yet utilized. In this paper, an extended MAM has been studied and validated to be more efficient in searching ability and accuracy. In current research, another new surrogate called Tylor's expansion surrogate is added together with other five surrogates into an assembly to build the metamodel. This approach is intrigued by the Moving Least Squares Method (MLSM), which is a metamodel building technique that has been suggested for the use in the meshless form of the Finite Element method [3] . And it has been proposed for the applications to design optimization [4] [5] [6] .
However, for the aim of optimization, the weighting coefficients here is no longer a function of Euclidian distance but a function related to the constraint and function values.
In current research, several benchmark problems have been tested by both the MAM and the Extended MAM with comparison to other algorithms. Analytical analysis validates that the extended MAM has better optimization ability.
Multipoint Approximation Method
In the present work, the metamodel is built by two subsequent steps. In the first step, single surrogate is identified using the weighted least squares method as follows:
Where the coefficients refer to the weights that reflect the inequality of data obtained in different sampling points [7] and is the tuning parameters with respect to the specific surrogate.
In the second step, based on the known parameters and keeping the same design of experiments fixed, different approximate models could be assembled into one metamodel in the same manner:
(2) In other words, the assembly metamodel could be expressed as:
(3) That leads to solving the linear system of equations with unknowns where is the number of regressors in the model bank . Here, the coefficients are regression coefficients that should not be considered as weight factors, e.g. could be positive or negative.
Extended MAM
Intrigued by the Moving Least Square Method (MLSM), which builds the highly-dependent metamodel in the local space around the specific point, an extended MAM could be developed to explore the full potentials of the polynomial regression metamodels.
Other than the surrogates built by Liu and Toropov [2] , one new surrogate called the Taylor's Expansion surrogate is introduced in the extended MAM by the following equation:
Where ∆ (5) is the starting point e.g. the sub-optimal point during the optimization loop and is the primary function value at the starting point.
Unlike the metamodel built by the MLSM, the weight is no longer the functions related to the Euclidian distance from a sampling point to the specific point where the surrogate model is evaluated. Actually, the points that belong to the boundary of the feasible region should be treated with great weights. In the current work, this can be achieved by the formula .
Examples

Design of Tension/Compression Spring
This problem was first described by Belegundu [8] and Arora [9] . The design objective is to minimize the weight of a tension/compression spring subject to constraints on shear stress, surge frequency and minimum deflections as shown in Figure 1 . The design variables include the wire diameter ; the mean coil diameter , and the number of active coils . (see detailed formulation in [8] ) Figure 1 . Schematic of the tension/compression spring with indication of design variables. Table 1 and Table 2 compare the best results obtained by present algorithms and those of the other researchers. As is shown in table 1, the MAM and extended MAM found the best design overall (0.0126653). In fact, the lighter design found by Kaveh actually violates the first two optimization constraints which could be seen in Table 2 .
By choosing different starting points, it can be seen as showed in Table 3 .9 that the evaluations called by the extended MAM are 10% less than MAM. And the average optimal weight also demonstrates the extended MAM has better search performance (0.01274 VS 0.01283). In conclusion, from this typical case, the sixth regressor added in the extended MAM enhances the robustness and the accuracy of metamodel. 
Design of a Pressure Vessel
The second case is the design optimization of the cylindrical pressure vessel capped at both ends by hemispherical heads (Figure 2 ). The main topic of this problem is to minimize the total manufacturing cost of the vessel including the combination of welding, material and forming costs. The design variables consist of the shell thickness , the spherical head thickness , the radius of cylindrical shell , and the shell length . The detailed problem formulation could be seen in [14] . It can be seen from Table 4 that the present algorithms found the best design that is 0.8% less than the best-known design quoted in literature (5885.268 vs. 5889.911). Table 5 supports that the optimized designs are feasible cause all constraints are not violated. Statistical results given in Table  6 indicate that the extended MAM reduces the number of response analysis by 8%. 
Summary
The extended multipoint approximation method is proposed to solve complex optimization problems with the high efficiency and accuracy. It significantly reduces the calls for evaluations on objective and constraint functions, which is really important when solving complex optimization problems. The robustness of the extended multipoint approximation method is validated by some benchmark examples. The potential of this developed method demonstrates that it can be easily implemented in MAM to solve mixed-variable problems and outperforms the other methods in terms of the computational accuracy.
