We present hydrodynamic and magnetohydrodynamic (MHD) simulations of liquid sodium 
Introduction

19
Dynamo action, i.e. the self-amplification of a magnetic field by the flow of an elec-20 trically conducting fluid, is considered to be the main mechanism for the generation 21 of the magnetic fields of stars and planets (Moffatt (1978) ). In order to gain a better understanding of the processes at play, different experimental groups have investigated 
Technical preliminaries
matic viscosity is ν = 6.78×10 −7 m 2 s −1 , the density is ρ = 932 kgm −3 and the electrical 100 conductivity is σ = 9.6 × 10 6 S m −1 . The corresponding magnetic Prandtl number is 
Governing equations
133
Let us now go into some details about the equations that are actually solved in SFEMaNS. The MHD equations are solved in non-dimensional form as follows: 
Moving domains 161
To distinguish the liquid sodium from the impellers, the cylinder Ω is split into a solid domain Ω solid (t) (composed of the rotating impellers) and a fluid domain Ω fluid (t), and 163 we introduce the characteristic function χ defined in cylindrical coordinates by:
164 χ(r, θ, z, t) = 1 if (r, θ, z) ∈ Ω fluid (t) 0 if (r, θ, z) ∈ Ω solid (t). (2.2)
In our case χ = 0 in the impellers (see figure 1 ). Note that both Ω solid (t) and Ω fluid (t) are time-dependent. It is not possible to find a frame of reference where these domains are time-independent since the impellers move with opposite angular velocities. The ensuing main difficulty is to approximate the Navier-Stokes equations in a time-and θ-dependent domain and to force the velocity in the solid domain Ω solid (t) to be that of two solid bodies in rotation. This is achieved by using a prediction-correction method of Guermond and Shen (2004) and a pseudo-penalty technique of Pasquetti et al. (2008) . Let τ be the time step and let us generically denote by f n the approximation of f (nτ ). The velocity is then updated by using the following scheme:
where u * ,n+1 = 2u n − u n−1 and, using cylindrical coordinates, u obs is the velocity of the The pressure increment ψ n+1 is obtained by solving the following Poisson problem: we start from rest, and in this case all the quantities required at n = 0 are set to zero,
174
or we restart from a previous computation, and in this case all the quantities required to 175 restart are taken from the previous computation.
176
The second difficulty we face is that the material properties in the computational frame 177 depend on the azimuthal angle and time due to the presence of the rotating blades. This
178
is not a serious issue for the conductivity σ r since the conductivity of the impellers 179 and the liquid sodium are not very different; for the sake of simplicity we take σ r = 1
180
in the impellers and in the liquid sodium. But to account for the heterogenities of the 181 magnetic permeability, we allow µ r to depend on all the space and time variables, i.e.,
182
µ r = µ r (r, θ, z, t). More precisely, letting µ imp r be the relative permeability of the impellers 183 and recalling that µ r = 1 in the liquid sodium, we set
In order to make the linear algebra in the induction equation time-independent, and to avoid the nonlinearity in θ induced by the product . The magnetic induction field is therefore updated as follows:
The function µ r being independent of the azimuth, implicit FFT convolutions are com- is added on the right-hand side of (2.1a) in the form ∇·(ν E ∇u). This induces a nonlinear 217 diffusion proportional to the local energy imbalance that in turn allows the unresolved 218 scales to be better accounted for. The method has its roots in the notion of suitable weak 219 solutions introduced by Scheffer (1987) and has been shown by Caffarelli et al. (1982) 220 to be the only reasonable notion of solution currently available for the 3D Navier-Stokes 221 equations.
222
Let us now give some technical details on the computation of the entropy viscosity. We consider a mesh K h of the computational domain composed of a collection of three-dimensional cells K. Since in the present situation the approximation mixes finite elements and Fourier approximation, the mesh K h in question is the tensor product of the finite element mesh in the meridian section and the uniform azimuthal onedimensional mesh induced by the Fourier approximation. Denoting by M the number of complex azimuthal Fourier modes, the mesh size in the azimuthal direct at the radius r is 2πr/(2M − 1). We denote by h K the minimum of 2πr/(2M − 1) over K and the diameter of the corresponding finite element cell, and we refer to h K as being the size of K. Assuming that n ≥ 2 (or u −2 , u −1 , and p −1 have been initialized appropriately), we define the residual of the momentum equation as follows:
This residual is computed at each time step and over every mesh cell in the real space. The local artificial viscosity is defined on each cell K by:
where D K is the patch composed of the cells sharing one face with the cell K in the real space. The quantity ν n R|K is expected to be as small as the consistency error in smooth regions and to be large in the regions where the Navier-Stokes equations are not resolved well. To be able to run with CFL numbers of order O(1), we finally define the entropy viscosity as follows: We start by investigating the qualitative behaviour of the flow at high Reynolds numbers. 
(e) at r = 0.8, being large enough or the range of the time averaging being too short.
295
As seen in figure 6a, the global kinetic helicity Hel K (t) := Ω u(r, t)·∇×u(r, t)dΩ is 296 negative during the entire time evolution. This is not a surprise since the Ekman suc-297 tion creates a strong vertical velocity field moving toward each impeller and the product 298 of this velocity field with the angular velocity of the impellers is dominantly negative.
299
However the spatial distribution of the local helicity u(r, t)·∇×u(r, t) is complex and 
Global quantities
309
We now make quantitative diagnostics to get a better understanding of the dynamics.
310
Given a finite time series f 1 , . . . , f q , we define the time average f as follows:
The first quantities of interest are the kinetic energy E, the root mean square velocity,
312
and an indicator of the fluctuation level δ defined by:
We also introduce the poloidal and the toroidal components of the velocity field which 314 we denote by P (u) and T (u), respectively. Using the same notation and convention as 315 in Ravelet (2005), we set:
where u r,0 , u θ,0 , and u z,0 are the radial, azimuthal, and vertical components of the Fourier 317 mode m = 0 of the velocity u. We finally consider the dimensionless torque K p defined 318 by:
where f s is the non-dimensional body force that induces the solid rotation of the impellers.
320
Using the notation from (2.2)-(2.4), we deduce from the expression of the discrete mo-321 mentum balance (2.3) that the torque at time t n+1 is given by
with sign(z) equal to 1 if z > 0 and −1 otherwise.
323
We have reported in Table 2 the quantities E, δ(u), P (u), T (u), Γ(u), U RMS , and K p for 324 all the runs we have done with R e ∈ {2×10 2 , 5×10 2 , 10 3 , 1.5×10 3 , 2.5×10 3 , 5×10 3 , 10 4 , 10 5 }.
325
With the exception of K p and δ(u), all the quantities increase with R e . In particular the 326 ratio Γ increases with R e and reaches the value 0.57 at R e = 10 5 . Using TM73 impellers, Table 2 . Global quantities as defined in the text for hydrodynamic computations in the TM73 setup. with respect to R e . We also observe that K p seems to be converging to a nonzero asymp- 
352
We show in figure 8(a) the time evolution of the kinetic energy E(t) for the Reynolds one-dimensional kinetic energy spectrum (Frisch (1995) ).
387
Let us finish this section by noting that a bifurcation similar to the one discussed above, 
MHD results
397
In this section we solve the full MHD system (2.1a)-(2.1d) using as initial velocity field 398 a snapshot computed during the Navier-Stokes runs at the different R e . The snapshots 399 are selected at the end of each Navier-Stokes run when the flow is at saturation. The 400 magnetic field H = B/µ 0 µ r is initialized to a very small value which we call seed. Unless 401 specified otherwise, the seed is H 0 = 10 −6 (e z + e x ). We also add a random noise of 402 amplitude 5×10 −7 on all the Fourier modes m ≥ 1 of H 0 to arrive at saturation faster.
403
We first explain how we determine the threshold for dynamo action on an illustrative and in m −1.7 for guiding the eye.
Summary of our previous results
410
We have shown in Nore, C. et al. (2016) that two distinct dynamo families compete 411 at small Reynolds numbers (typically for R e < 700) and that these two families merge 412 at larger kinetic Reynolds numbers. In the first family, the magnetic field is essentially 
Dynamo threshold and saturation
419
In this section we fix R e = 10 4 and explain how we estimate the dynamo threshold rate. The interpolation is done once the bracketing interval of the threshold is small 431 enough to yield a 5% to 10% error estimate. All the thresholds reported in Table 3 and   432   Table 4 are accompanied with the corresponding uncertainty. 2 , 5×10 2 , 10 3 , 1.5×10 3 , 2.5×10 3 , 5×10 3 , 10 4 , 10 5 } are reported 444 in Table 4 . Although very interesting, the study of the nonlinear regime over a large range of 478 parameters is numerically expensive and therefore postponed for future work. 
496
Well above the threshold, say at R m = 300 and beyond, we recover the same dynamics as This configuration is a better representation of the actual experiment than that with the 518 pseudo-vacuum boundary condition, but it is computationally more expensive.
519
We show in figure 15 the time evolution of the magnetic energy at R e = 1. those obtained with the pseudo-vacuum boundary condition (see fig. 18(a-b) ). This struc- lations. It is shown in these references that the perfect ferromagnetic boundary condition 554 decreases the dynamo threshold, the minimum being achieved when this boundary condi-555 tion is enforced over the entire boundary of the container. This is explained by a screening 556 mechanism of the walls. The present full MHD simulations show the same trend.
557
The data collected in Table 3 lead to the conclusion that using the ferromagnetic 558 boundary condition on the external boundary of the container and using ferromagnetic Table 3 . Magnetic thresholds R c m for Re = 1.5×10 3 . "H×n = 0" means pseudo-vacuum boundary condition and "vacuum" means that a larger integration domain with a non-conducting domain around the outer cylinder is used.
Re 5×10 obtained at saturation in the dynamo regime at R e = 1.5×10 3 and R e = 10 5 , respectively.
608
Although the time-averaged magnetic field at R e = 1.5×10 3 and at R e = 10 5 look similar,
609
we observe on the two snapshots in figure 18a and figure 19a that the magnetic field at 610 R e = 10 5 exhibits bursts near the impellers, whereas magnetic field at R e = 1.5×10 
618
Although the flows at R e = 1.5×10 3 and R e = 10 5 are quite different, the time- 
Simplified models
627
In this section we investigate whether the mostly axisymmetric structure of the dynamo 
653
The main point of the present discussion is that the kinematic dynamo computation We now focus our attention on the electric current produced by the full MHD dynamo. give results in agreement with the experimental data at high Reynolds numbers. The 682 global experimental and numerical kinetic quantities behave similarly when R e increases.
683
The modal spectrum of the kinetic energy is dominated by the azimuthal Fourier modes 684 m ∈ {0, 2} for R e < 700 and m ∈ {0, 3} for larger R e . At R e = 10 5 , the modal spectrum Table I 
725
To conclude, our simulations at high R e numbers confirm that the ferromagnetic im- with the Ω-effect due to the disks and the twisting-effect due to the flow. 
