Abstract. We study continua on which each nonconstant open mapping is light. W. Makuchowski asked if this property is preserved under atomic mappings. It is known that this is true under an additional assumption of arcwise connectedness of the domain continuum. We show that in general this is not true.
Introduction.
It is known that each open mapping de ned on an arc or on a simple closed curve is light, see 9, Theorems 1.2 and 1.3, p. 184]. These results have been extended in several ways. For example in 3, Theorem 5, p. 214] it is shown that if a domain space is locally dendritic and the range one has no isolated points, then each nonconstant open mapping is light. In particular, this is the case when the domain space is a continuum being a local dendrite. Obviously each local dendrite, as a locally connected continuum, is arcwise connected. In a further study of the subject, W. Makuchowski asked in 8, Question 2.6, p. 782] whether there is a non-arcwise connected continuum X such that each nonconstant open mapping de ned on X is light. Answering this question in the a rmative, we exhibited in 4, Theorems 16 and 41] two uncountable families of such continua, each having some additional properties.
In 8, Question 2.10, p. 783] W. Makuchowski asked whether the considered property of continua (that each nonconstant open mapping de ned on any of them is light) is preserved under atomic mappings. Answering this question in the negative, we present an uncountable family of continua having the property, and atomic mappings de ned on the continua so that the range spaces do not have the property.
All spaces considered in the paper are assumed to be metric and all mappings are continuous. Given a space X and its subset S, we denote by cl S the closure of S, by bd S its boundary in X, and by int S its interior in X. The symbols Z and N denote the sets of all integers and of all positive integers, respectively, and R stands for the set of all real numbers. We will also use notation (?1; 1) instead of R.
A continuum means a compact connected space. A continuum homeomorphic to the unit circle is called a simple closed curve. A subset S of a space X is said to be arcwise connected provided that for every two points p and q of S there exists in X an arc A with end points p and q such that A S. An arc A X with end points p and q is said to be a free arc in X provided that Anfp; qg is an open subset of X. We will use the notion of order of a point in the sense of Menger-Urysohn (see e.g. 6, x51, I, p. 254]. In particular, a point p of a subset S of a space X is called an end point of S provided that it is of order one in S, i.e., for each " > 0 there is a neighborhood U of p such that diam U < " and card (S \ bd U) = 1. A ray means a one-to-one image of the closed half-line 0; +1), and the image of 0 is called the end point of the ray.
For an arbitrary class M of mappings between continua, a mapping f : X ! Y is said to be hereditarily M provided that for each subcontinuum S X the partial mapping fjS : S ! f(S) Y is in M. Note that the family of continua in L that is de ned in the present paper gives a partial answer to Problems 1.4 and 1.5.
Crooked spirals.
If C is a dense subspace of a compact space Z, then Z is called a compacti cation of C, and Z n C is called the remainder of C in Z (see e.g. 1, p. 34]). It is known that if C is a locally compact, noncompact, separable metric space, then each continuum is a remainder of C in some compacti cation of C, 1, Theorem, p. 35].
Taking as C a one-to-one image of the real half-line 0; 1) we conclude the following statement, which will play the key role in our considerations. A simple example of a crooked spiral is the following.
Example 2.2. Let B ? = f(1; 0)g and B + = f(0; y) 2 R 2 : y 2 0; 1]g. Take a sequence of all rationals fr n g in (0; 1), and for each n 2 N let L n be the union of two segments, the rst one joining points (1=n; 0) with ((1=n + 1=(n + 1))=2; r n ), and the second one joining (1=(n + 1); 0) with ((1=n + 1=(n + 1))=2; r n ). Put C = S fL n : n 2 Ng. Then C is a crooked spiral from B ? to B + . The continuum X = B ? C B + is pictured in Fig. 1 A proof of Theorem 2.6 will be given in Section 3. Now we present some consequences of the theorem. (b) The same example shows that the assumption of arcwise connectedness of the continuum X in (1.2) is essential.
As it was observed in Remark 2.5 arclike continua in H are (obviously) not arcwise connected. So, one can ask if there are arclike members of H which are`relatively close' to arcwise connected continua in the following sense. A continuum X is said to have the arc approximation property provided that for each subcontinuum K of X and for each point p 2 K there is a sequence of arcwise connected continua K n of X such that p 2 K n for each n 2 N and K = Lim K n (see 5, Section 3, p. 113]).
More precisely, the following question is interesting. Question 2.12. Does there exist in the class H an arclike continuum having the arc approximation property?
Note that no spiral-arc X = B ? C B + has the arc approximation property because if a continuum has the property, then each arc component of the continuum is dense (see 5, Proposition 3.10, p. 116]), while arc components of the spiral-arc X contained in the union B ? B + are not dense in X. Problem 2.13. Characterize arclike continua being in the class H. 3. Proofs.
We start with recalling a well known result, see 9, Chapter 8, (7.31), p. 147].
Statement 3.1. The order of a point is never increased under an open mapping.
The next two propositions concern mappings of continua that contain a spiral-arc in a special way. Proof. Assume on the contrary that f(B) is a singleton. We claim that (3.3) there exists a spiral C 0 C from a singleton p 0 to B such that f is injective on C 0 .
To see this, let g : R ! C be a homeomorphism describing the spiral C. Suppose on the contrary that for each n 2 N the restriction fjg( n; 1)) is not injective. This means that for each n 2 N there are s n ; t n 2 R with n s n < t n such that f(g(s n )) = f(g(t n )). Then f(g( s n ; 1))) = f(g((s n ; 1))). Since B C is open in X by assumption, it follows that B g((s n ; 1)) B C is open as well, and therefore f(B g( s n ; 1))) = f(B g((s n ; 1))) is both closed and open subset of Y , so it equals Y . Since the sequence of continua g( n; 1)) B approaches B, we infer from continuity of f that f(g( n; 1)) f(B) is a null-sequence of continua.
On the other hand, each term of this sequence equals Y , a contradiction, because f is nonconstant. Therefore (3.3) holds.
We may now assume that f is injective on C by (3. Suppose on the contrary that this intersection is not empty. By symmetry we can assume f(C) \ (f(B + ) 6 = ;. Then there are points x 1 2 C and x 2 2 B + such that f(x 1 ) = f(x 2 ). Let t = g ?1 (x 1 ) 2 R. If case (b) holds, we can take that t 2 c; 1) by (3.10). If t = c, then f is injective on g c; 1)) and f(C) = f(g c; 1))) according to (3.10). Otherwise there is " > 0 such that f is injective on g( t?"; 1)). Consider the arc A = g( t ? "; t + "]) (if case (a) holds, " > 0 is arbitrary). So A is a free arc in C X, whence by openness of f its image f(A) is a free arc in Y . Since x 2 2 B + , then, according to (S2), there is a sequence of points c m 2 C tending to x 2 . Then the numbers t m = g ?1 (c m ) 2 R tend to in nity, whence t + " < t m for almost all m 2 N. Since f(x 1 ) = f(x 2 ) 2 f(g((t ? "; t + "))), we have f(c m ) 2 f(g((t ? "; t + "))) f(A), whence it follows that f is not injective on g( c; 1)) (or on C, in case (a)), contrary to either (3.9) Now we can summarize the considered cases. If (a) holds, then by (3.9), (3.11), (3.12) and (3.13) we infer that f is injective on the whole X, i.e., f is a homeomorphism. In case (b) the mapping f is`2-folding' on C according to (3.10), and it is a homeomorphism on B ? and on B + by (3.12), which are glue together under f by its continuity, again by (3.10). Observe that in this case B ? and B + are homeomorphic. Notice also that in this case Y + = g( c; 1)) B + is homeomorphic to Y ? = g((?1; c]) B ? . But then C is a crooked spiral from B + to B ? due to our assumption in Theorem 2.6. Since the discussed cases cover all possibilities, Theorem 2.6 is shown.
