Abstract. If grouping of languages in linguistic families is generally accepted, the relations between the languages belonging to the same family periodically attracts the researchers' attention. We investigate the similarity of Romance languages based on the syllables excerpted from the representative vocabularies of seven Romance languages (Latin, Romanian, Italian, Spanish, Catalan, French and Portuguese languages) In the statistical approach we consider as random variables the seven Romance languages and as cases the common syllables in the representative vocabularies of the languages. A descriptive statistics of the data is given and also graphically depicted as a box and whisker plot. The purpose of our approach is, given these data, to find out if the Romance languages form "natural" clusters that can be labelled in a meaningful manner. To answer this question we perform a joining analysis (tree clustering, hierarchical clustering) on this data. In this setting, every language (i.e. variable) represents a singleton cluster. At each of the N − 1 steps (i.e. N = 7 the number of the Romance languages taken into consideration) the closest two (least dissimilar) clusters are merged into a single cluster, producing one less cluster at the next higher level. We also display the dendogram obtained by clustering the Romance languages using the nearest-neighbor technique.
Introduction
In a metaphoric way, we can say that the natural languages are like the musical pieces. All musical pieces are similar, but some are more similar than others. A human expert, comparing different pieces of music with the aim to cluster them (to form musical genre), will generally look for certain specific similarities. These characteristics typically are related to the instrumentation, rhythmic structure, and harmonic content of the music. The musical genre are labels created and used by humans for categorizing and describing the vast universe of music. Musical genres have no strict definitions and boundaries as they arise through a complex interaction between the public, marketing, historical, and cultural factors. The parallel with natural languages is immediate. The natural languages are grouped in linguistic families, and there are rarely situations when a language is spoken onely in a bounded area. The languages interact and during this interaction they borrow words, syntagma or even more complex structures (related not only to lexicon or morphology but syntax too). The parallel between natural languages and music is, in some cases, even more obvious: for example, the Chinese have tones, and in many situations the meaning of a word is given by its intonation. Wales is known for its predilection to form symmetric phrases, with a strong melodicity.
The attempts to automatize grouping of pieces into genres or natural languages into linguistic families followed a line inspired from the methodology of the human experts [Tzanetakis and Cook, 2002] . In music, generally speaking, they take a file containing a piece of music and extract from it various specific numerical features, related to pitch, rhythm, harmony etc . Following such a methodology [Cilibrasi et al.] showed that Haydn is more similar to Mozart or Bach than to Metallica or Miles Davis.
However, if the differences between genres are reasonable good separated, the similarities inside the same genre conduct in many cases to long debates ("Haydn is just like Mozart -no, he's not!").
A similar debate appears in natural languages too. If grouping of languages in linguistic families is generally accepted , the relations between the languages belonging to the same family periodically attracts the researchers' attention. A possible explanation is that the similarity of natural languages is a fairly vague notion, in spite the the fact that linguistic literature abounds in claims of classification of natural languages.
Most of the claims related to closeness of two or more languages are in some cases a result of a detailed comparative examination of lexical and/or syntactic properties of languages under question; in some cases they are based on a very subjective opinion of the author; in many other cases they reflect the application of some mathematical formula on textual data.
The last case contains in many situations a confused answer, because the notion of language similarity can be easily confused with the notion of text similarity. This is quite understandable, due to the existing plethora of mathematical methods for measuring text similarity. On the other hand, this approach is too concentrated on the surface similarity of word forms and thus may not properly reflect the similarity of languages. In [Homola and Kubon, 2006] a solid criticism of this approach can be found. Homola and Kubon give a lot of examples of words forms belonging to different languages, with different means in each of them. Much more, they create (more or less) syntactically correct sentences in English containing only Czech word forms or create a similar sentence in Czech containing only English word forms.
In [Homola and Kubon, 2006] there are present four types of language similarity (typological, morphological, syntactical and lexical), and each of them is shortly described.
In the following we propose an approach based on the music soundslanguages metaphor. Thus, we claim that when an human expert hears for the first time a language, he classifies this new language by thinking to what group of languages its sounds resemble. But what records the expert? In our opinion, it is difficult to believe that he is able to distinguish syntactic constructions or even words. In fact, it is more plausible that he can distinguish and individualize syllables; due to this fact, he is able to say to which language or family of languages the language he heard is similar to.
Based on this supposition, we will further investigate the similarity of Romance languages based on the syllables excerpted from the representative vocabularies of seven Romance languages (Latin, Romanian, Italian, Spanish, Catalan, French and Portuguese languages) (Sala, 1988) .
Syllables and the similarity
To measure the similarity of Romance languages, in [Dinu and Dinu, 2005] a similar motivation was used. There, the following strategy was used: the representative vocabularies of seven Romance languages (Latin, Romanian, Italian, Spanish, Catalan, French and Portuguese languages) (Sala, 1988) were syllabified. For each vocabulary a ranking of syllables was constructed: the most frequent syllable of the vocabulary was putted on the first position, the next frequent syllable was putted on the second position , and so on. Then each of the seven Romance languages was compared to the other six (using rank distance [Dinu, 2003] ), for each comparison having a graphic as a result.
In Table 1 , we present the number of distinct syllables (type) and the number of all the syllables (token) from every language analyzed. The frequency of the syllables from every language is not uniformly distributed. Table 1 shows the fact that the syllables are distributed according to some principles of the minimum effort type; thus, a relatively small number of distinct syllables will cover a large part of the corpus of all the analyzed syllables. Generally, the first 300 syllables (ordered according to their frequency) cover over 80% (even 90% for some languages) from the number of all the existent syllables. After this level, the percentage increases slowly.
In the following we will use the same corpus, but a different strategy will be used to investigate the similarity of Romance languages.
Clustering Romance languages
In the statistical approach we consider as random variables the seven Romance languages and as cases the common syllables in the representative vocabularies of the languages.
The sample size is 165 (i.e. the number of the common syllables) and each case is represented by a row-vector with seven components. Each component contains the absolute frequency of the syllable in the corresponding language (i.e. the number of occurrences of the syllable in the representative vocabulary of the language). Since most of the common syllables are situated in the first part of the rankings of their languages, their contribution to the general corpus is an important one (cf. previous section); so, an analysis related of this sample is a robust one.
A descriptive statistics of the data is given in Table 2 and also graphically depicted in Figure 1 as a box and whisker plot. It is easy to observe that:
• according to Zipf 's principle of minimum effort, the Latin language uses, in mean, the minimum syllables (i. The purpose of our approach is, given these data, to find out if the Romance languages form "natural" clusters that can be labelled in a meaningful manner. To answer this question we perform a joining analysis (tree clustering, hierarchical clustering) on this data.
In this setting, every language (i.e. variable) represents a singleton cluster. At each of the N − 1 steps (i.e. N = 7 the number of the Romance languages taken into consideration) the closest two (least dissimilar) clusters are merged into a single cluster, producing one less cluster at the next higher level. Therefore, a measure of dissimilarity between two clusters (groups of languages) must be defined.
Let G and H represent two such groups. The dissimilarity d(G, H) between G and H is computed from the set of pairwise observation dissimilarities d ii where one member of the pair i is in G and the other i is in H. We choose, in this case, the dissimilarity
where r ii is the Pearson linear correlation coefficient between variablelanguage i and variable-language i . Table 3 gives the dissimilarities between Romance languages. Single linkage (SL) agglomerative clustering takes the intergroup dissimilarity to be that of the closest (least dissimilar) pair
This is also often called the nearest-neighbor technique (see Enachescu, 2003 for additional details).
The most important result to consider in a hierarchical clustering analysis is the hierarchical tree. Figure 2 display the dendogram obtained by clustering the Romance languages using the nearest-neighbor technique.
A non-graphical presentation of the dendogram is given in The graph of amalgamation schedule displayed in Figure 3 is very useful by suggesting a cutoff for the tree diagram. In the tree diagram, as you move to the right (increase the linkage distance) larger and larger clusters are formed of greater and greater within-cluster diversity. If this plot shows a clear plateau, then it means that many clusters were formed at essentially the same linkage distance. That distance may be the optimal cut-off when deciding how many clusters to retain (and interpret). Analyzing the results, it seems reasonably to cut-off the tree at a linkage distance between 0.151 and 0.286 and hence to obtain four clusters for the Romance languages:
• Spanish, Portuguese and Catalan; • Latin and Italian; • Romanian; • French.
Conclusions
In this paper we have investigated the capacity of Romance languages to form natural clusters based on the syllabic similarity. The conclusions are also in concordance with other approaches ([Benedetto et al., 2002] , [Dinu and Dinu, 2005] , [Li et al., 2004] ), bringing a plus of rigor and statistical significance. Figure 1 
