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1. INTRODUCTION 
A system of Volterra type is a system of the form 
zii= Ui 
i 
ei + ’ Pij”j 3 
, %  i 
ui(“) > O ,  
m 
ei+ 1 PijSj = O, Sj > O 
j= I 
(lb) 
where ei,pij, and qj are real constants, ui are real-valued continuous 
functions of t for t > 0, and zii = dui/dt. Both equations are required for 
i = 1, 2,..., m. Condition (lb) is here considered to be a restriction on the 
vector e = (ei) rather than on the matrix p = (pii) as is more usual. The 
hypothesis ~~(0) > 0, qi > 0 is appropriate in applications but as far as the 
mathematical development is concerned, it could be replaced by qiui(0) > 0. 
A discussion of historical background can be found in the papers [4,5], to 
which the present paper is a sequel. Suffice it to say here that the chief 
landmarks are: Volterra’s book [6], La Salle’s theorem [ 1, 21, and 
Krikorian’s analysis of the case n = 3 [3]. References [4,5] provide useful 
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insight and motivation, and the reader may find it helpful to study them as a 
preliminary to the present paper. 
As explained more fully below, the class of “admissible matrices” is more 
general here than in [4, 51, and allows cooperative as well as competitive 
interaction. Further generalization to allow nonlinearities is given in 
Theorem 2 which pertains to Eq. (4). Equations of type (4) apply to a great 
variety of interactive systems and embody a substantial increase in the scope 
of the theory. Nevertheless, the determining feature is the structure of the 
matrix p, just as it is in the original case (I), and hence, the examples given 
in [4] apply with equal relevance to the more general situation considered 
here. 
2. THE CLASS A 
The matrix p is said to be admissible, and we write p E A,, if there exist 
constants ai > 0 such that (aipij) < 0. The inequality is interpreted in the 
sense of quadratic forms, thus, 
(aiPij) < 0 0 2 aipij wi wj < 0, wER”. 
i,j= 1 
A perturbation of p is any real m by m matrix j such that ~ij = 0 if, and only 
if, pij = 0. The class of matrices of interest in this paper is the class A defined 
as follows: 
DEFINITION 1. The matrix p is stably admissible, and we write p E A, if 
every sufficiently small perturbation p’ is admissible. 
The precise meaning of this condition is that p E A if there exists a 
positive constant E such that 1 p-p”] ( E +p”E A,,. Here J? is a perturbation 
of p in the sense previously explained and 
IP-Fl=~~ IPij-dijl. 
It should be emphasized that the constants Gi for ~7 need not be the same as 
the constants ai for p, and that p E A, does not imply p EA. 
The class A, is, in two respects, more general than the class of admissible 
matrices introduced in [4]. The most important increase of generality is that 
the condition piJpji < 0 for pij # 0 is not assumed; thus, the present theory 
applies to cooperative as well as prey-predator systems, or to any 
combination of these. We do not even assume the condition of combinatorial 
symmetry, pij = q *pji = 0. However, this implication does hold if p E A, 
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and pii = 0, since (a,pij) < 0 and pii = 0 implies Uipij + ajpji = 0. As a 
consequence, the results which we borrow from [4] are valid in the class A 
used here; cf. Section 17. In recent work (unpublished) the sufficient 
conditions for p E A of [5 ] have also been extended to allow pij pji > 0, but 
the extension involves some complication of detail and will be developed 
elsewhere. 
A second difference between the class A, and the class of admissible 




(i = 1, 2 )...) m). 
However, it is shown in [S] that, if p E A, the multipliers ai can always be 
chosen so that this condition holds, and hence, it need not be separately 
postulated. The proof is the same for the class A of the present paper as for 
the more restricted classes in [4, 51. 
3. THE REDUCED GRAPH 
The graph of p is denoted by G(p) and is formed as follows: 
(a) Vertices i and j are joined if pij # 0 or pji # 0. 
(b) There is a black dot 0 at vertex i ifpi, < 0 and an open circle 0 if 
pii = 0. 
In graph-theoretic terminology, two vertices are adjacent if they are joined 
by an edge. Thus, (a) gives a condition for i and j to be adjacent, i fj. Since 
p E A, *pii < 0 the two symbols 0, 0 exhaust all possibilities. 
Under the substitution ui = qieyi, wi = ui - qi, (1) reduces to 
yi = ;: pijwj. 
JT, 
For the Liapunov function 
I/= f aiqi(f?“’ -yi - 1) 
i=l 
we have 
vi= 5 aiPijwiwj<O, 
i,j=l 
which implies that all solutions of (1) are bounded and bounded away from 
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zero (componentwise), hence they exist for all t > 0. In order to study the 
asymptotic behavior of solutions of (1) employing LaSalle’s stability 
theorem, one has to find all solutions of (1) satisfying v;= 0. As noted 
above, when p E A the multipliers ai can be chosen so that p= 0 implies 
piiwi = 0 for each i. Although less important for us, it is of some interest that 
conversely, if (aipij) < 0 and pi wii = 0 for each i then p= 0. This is true 
because pii # 0 clearly implies wi = 0, and pii = 0 implies a, pij + aj pji = 0 
for each j as noted above. 
Thus the solutions of (1) satisfying LaSalle’s condition pi= 0 are charac- 
terized by 
ji= f PijWjy piiWi=O (i = 1, 2 ,..., m), 
i=l 
where Ui = qieYi and wi = ui - q,. Since wi = 0 oyi = 0 and 6, = 0 o ji = 0 
the variables yi in (2) can be replaced by wi when it is only a question of 
deciding whether yi = 0 or yi = const. This is the basis of the reduction 
procedure. 
If there is a black dot at i then (2) gives wi = 0. As in [4] we now extend 
the scope of the symbolism, putting 0 at i whenever wi = 0; this condition 
often can be deduced from (2) even if pii = 0. We also put @ at i if it has 
been shown that wi in (2) is constant. The rules of reduction, described in [4] 
as the Fundamental Principle, are summarized as follows: 
(a) Suppose there is 0 or @ at i, and 0 at all vertices adjacent to i 
except for a single vertex j adjacent to i. Then we can put 0 at j. 
(b) Suppose there is 0 or @ at i, and 0 or 0 at each vertex adjacent 
to i except for a single vertex j adjacent to i. Then we can put 0 at j. 
(c) Suppose there is 0 at i, and 0 or @ at each vertex adjacent to i. 
Then we can put 0 at i. 
There are certain extreme or degenerate cases in which the rules seem to be 
ambiguous but actually retain their validity. The extreme case in rule (a) or 
(b) is that in which there is 0 or @ at i, and no other vertex except j 
adjacent to i. In this case we can put 0 at j. The extreme case of rule (c) is 
that in which 0 is at i, and no vertex is adjacent to i; in other words, i is 
isolated. In this case we can put @ at i. 
The rules are easily understood when pij # 0 *pji # 0 as was assumed in 
[4]. Rules (a) and (b) are then obvious consequences of (2). The same 
applies to (c) if there is 0 at every vertex adjacent to i. But if we have @ as 
well, the justification of (c) depends on the boundedness of solutions, which 
in turn follows from the hypothesis p E A,, together with Liapunov’s theorem. 
This forms the content of the Supplement to the fundamental principle as 
developed in [4]; cf. also Section 17. 
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DEFINITION 2. The reduced graph R(p) is the graph obtained from G(p) 
by repeated use of the rules of reduction until there is no further change. 
4. THE FIRST MAIN THEOREM 
It is said that R(p) is of type (0) if every vertex of R(p) has 0. Likewise 
R(p) is of type (0, 0) if every vertex has 0 or @ and at least one vertex has 
0. Finally, R(p) is of type (O,@, 0) if at least one vertex has 0. This 
classification exhausts all possibilities. 
We shall establish: 
THEOREM 1. Let p E A and let R(p) be the reduced graph of p. 
(a) if R(p) is of type (0) then p is nonsingular, the stationary point q 
is unique, and every solution of (1) satisfies u(t) + q as t -+ 03. 
(b) If R(p) is of type (0, 0) then p is singular, the stationary point q 
is not unique, every solution u of (1) has a limit as t + co, and the limit 
depends on u(0). 
(c) Zf R(p) is of type (0, 0, 0) then there exists a matrix j E A, with 
G(p) = G(p), such that the system (1) associated with fi has a nonconstant 
periodic solution. 
Let us agree that p’ -p if p E A, j E A, and p” is a perturbation of p. 
Clearly j7 -p implies G(p”) = G(p), and this in turn implies R(p) = R(p). 
Thus the statements (a) and (b) hold for every p” -p when they hold for p. 
Since (c) asserts the existence of a matrix p” -p for which the statements (a) 
and (b) fail, it can be said that Theorem 1 gives an essentially complete 
solution to the problem of global asymptotic stability modulo -. The 
solution is computationally effective, in that construction of R(p) is both 
simple and systematic [4]. 
5. THE SECOND MAIN THEOREM 
We denote by R + the set of positive reals and by R: the set of vectors 
wER” such that each wiER+. Throughout the sequel N, f, and g are 
continuous functions of the forms 
N:R’:+R+, f:R++R’:, g:R,+R:, (3) 
respectively. If f = (f,,f, ,..., f,) and g = (gr, g, ,..., g,) we make the further 
assumptions that, for j = 1, 2 ,..., m, 
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1 ’ ds J(q=Ooy (4a) 
I co ds 1 m=co’ (4b) 
each gj is strictly increasing. (4c) 
By a generalized Volterra system is meant a system of the form 
( 
m 
zii = N(u) fit”i> ei + C Pij gj(“j> Y 
1 
U,(O) > 09 (44 
j=l 
ei + 2 Pij gj(Sj) = 03 
j=l 
qj > O, (44 
each equation being required for i = 1, 2,..., m. Here N, f; g are as above and 
e, p, q are as in Section 1. The former equation is obtained when N = 1 and 
f;.(s) = gi(s) = s, i = 1, 2 ,..., m. It does not enter our plan to discuss the 
physical significance of this generalization, but we mention that the function 
N, which depends on the whole state vector u, can be thought to be a niveau 
function while f and g allow a nonlinear dependence of the measure of 
interaction, fi(ui) gj(uj), upon the values ui and uj. 
We shall establish the following: 
THEOREM 2. If p E A conclusions (a) and (b) of Theorem 1 hold for the 
generalized Volterra system (4). 
Implicit in Theorems 1 and 2 is an assertion to the effect that the solution 
exists and is positive on [0, co). (Positivity is essential to ensure that the 
functions N,f, g are defined.) It will be seen that the condition p E A,,, which 
is weaker than p E A, guarantees not only the existence and positivity, but 
also the boundedness of both ui and l/u,. This is well known for Theorem 1 
and is established below for Theorem 2. The latter result hinges upon the 
conditions (4a, b) as well as upon the hypothesis p E A,,. Specifically, (4a) 
ensures that ui is bounded away from 0 and (4b) that ui is bounded above. 
The possible behaviors when one or the other of these conditions is dropped 
are both diverse and interesting. However, this matter is best considered in 
the context of specific applications and will not be investigated here. 
If we consider the whole class of systems satisfying hypotheses (4) with 
p E A, then in a certain sense condition “(a) or (b)” is necessary, as well as 
sufficient, for global asymptotic stability. This is so because the equations 
considered in Theorem 2 include those of Theorem 1 as a special case. When 
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both (a) and (b) fail R(p) must be of type (0, C&O). Theorem l(c) produces 
an equation of the type (4), with p E A, which has a solution u such that 
lim, oo u(t) does not exist. 
6. EXISTENCE AND BOUNDEDNESS 
In analogy to the earlier change of variables Ui = qieyi, yi = log(Ui/qi) we 
define 
(5) 
and we set yi = G,(u~), ui = Fi(yi). The function wi is defined by 
and exists for s E R since (4a, b) give Gi(O+) = -co, Gi(oo) = 00. The 
functions F, are strinctly increasing and satisfy F,(-a~) = 0, F,(w) = 00. 
Next we define a Liapunov-type function by 
v= f ai/oyiw,(s)ds. 
i=l 
(6) 
Under the hypothesis (4d, e) a short calculation gives 
pi = N(U) ~ Pij Wj, ri=N(U) ~ UiPijWiWj, 
(7) 
j=I i,j= 1 
where in both cases wi is an abbreviation for wi(yi). In view of (4~) it is seen 
that each wi is strictly increasing, and clearly w,(O) = 0. Thus 
1 
Yi ‘! 
wi(s) ds > 0, 1)’ 0 Wi S ds > E I Yil, 
-0 "0 
where the first inequality holds for all yi and the second for ) y,\ > 1, say, E 
being positive. 
In short, V is a Liapunov function. Since the hypothesis p E A, ensures 
p < 0 we see that V is bounded, hence each 1 yiI is bounded, and in view of 
(4a, b), both ui and l/u, must be bounded. Thus we have established: 
LEMMA 1. If p E A, the solution u in (4) exists on [0, 00) and its orbit 
lies in a compact subset of R’f . 
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7. EXISTENCE OF A LIMIT 
Let us denote by E the set of all stationary points, i.e., the set of all points 
q satisfying (4e). The distance from a point x E R” to E is, by definition, 
dist(x, E) = f$ 1 y - XI, 
where ]. 1 is any suitable norm. The following lemma holds: 
LEMMA 2. Let p E A,, and let u be a solution of (4) such that 
IimjnLdist (u(t), E) = 0. -+ 
Then there exists a stationary point q such that lim,,, u(t) = q. 
We remark that the set E is closed but not necessarily compact. For 
example, the zero matrix belongs to A; in this case E = RT . 
The proof of Lemma 2 follows a well-known pattern and is presented 
briefly. Since u is bounded and E closed, there exists a point q E E such that 
u(t,)-+ q for some sequence {tn} with t,+ co. We take this particular 
stationary point q to construct the Liapunov function V in (6). Since 
yi(tn) -+ 0 and ti < 0, we get first V(t,) + 0 and then V(t) + 0 as t + co. Let 
U be an arbitrary neighborhood of q. Outside of U, V is bounded below by a 
positive constant a. Hence u(t) E U as soon as V(t) < a, i.e., for all large t. 
8. UNIQUENESS OF THE REDUCED GRAPH 
For logical completeness we shall establish the following, which was 
tacitly assumed but not proved in [4]: 
LEMMA 3. The reduced graph R(p) is uniquely determined by G(p). 
Let us write G, R,, R, for G(p), R,(p), and R,(p), respectively, where R, 
and R, are two reduced graphs of G. We suppose that Ri is obtained by a 
reduction procedure Pi, in symbols 
P,G=R,, P,G=R,. 
Each procedure consists in using the rules of reduction until there is no 
further change, but the order in which these rules are used and the manner of 
their use can be entirely different in the two cases. 
In any labeled graph we introduce a valuation v(i) which is 0, 1, or 2 
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according as the vertex i is provided with 0, 0, or 0, respectively. We define 
R, > R, to mean that ul(i) > u*(i), i = 1, 2,..., m, where vi is the valuation 
associated with Ri. It will be shown that in fact R, > R,, hence by symmetry 
R 2 > R r, and Lemma 3 follows. 
To see that R , > R 2 let us apply the procedure P, to R I instead of to G. 
The result is 
R,=P,R,>P,G=R,. 
Here the first equality follows because R, is fully reduced already, and 
cannot be further reduced by any procedure including P,. The inequality 
follows by a brief argument using the fact that R, > G, and the second 
equality is the definition of R,. This gives RI > R 2 and completes the proof. 
9. THE CLASS A 
As the reader will recall, two vertices i and j are adjacent if i # j and an 
edge connects i and j. The latter condition means pij # 0 or pji # 0. 
LEMMA 4. Let i and j be adjacent vertices of G(p) where p EA. Then 
Pii Pjj > Pij Pji. 
For proof, let all wk = 0 for k # i or j. Then p E A,, gives 
ai pii W’ + (ai pij + UjJJji) Wi Wj + Ujpjj WT < 0 
and hence 
(UiPij + ajpji)’ < 4aiajpiiPjj. 
If pii pjj = 0 we can choose (ai, aj) if, and only if, pij pji < 0, and this agrees 
with the lemma. Suppose then that piipjj # 0. Since p E A,, implies pii < 0 for 
all i, we have piipjj > 0 in this case and the conclusion of Lemma 4 holds if 
pijpji < 0. Assume now that pijpji > 0. Without loss of generality let ai = s 
and aj = l/s, where s > 0. This gives the necessary condition 
CsPij + Pjils>’ G 4Pii Pjj (8) 
and hence, in particular, the minimum M = 4pijpji of the left side must 
satisfy this inequality. We get pij pji <pii pjj as a necessary condition for 
PEA,,. It is here, and only here, that p E A,, does not give the strict 
inequality asserted in Lemma 4. However, if pijpji =pii pjj then we would 
have pijpji > p’ii Fiji for values p’ii,~jj arbitrarily close to pii,pjj- The above 
discussion shows that the corresponding matrix p’ would not belong to A, 
and hence p does not belong to A. 
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Adjacent vertices (i, j) form a strong link [4] ifpiipjj > 0 and a weak link 
if piipjj = 0. In the case of a weak link Lemma 4 gives the condition 
pjjpji < 0 which was assumed at the outset in [4]. Hence the following result 
is obtained under the hypothesis p E A just as it was obtained under more 
restrictive hypotheses in [4,5]: 
LEMMA 5. If p E A then every loop in G(p) has at least one strong link. 
In conclusion, we mention that the class A is very much more general than 
the class of matrices considered in the accompanying references and in 
particular, A contains all m-by-m negative definite matrices. 
10. THE REDUCED GRAPH 
The following result applies not only to G(p) withp E A, but to any graph 
satisfying the condition of Lemma 5: 
LEMMA 6. Let R(p) be the reduced graph of G(p) with p EA. Suppose 
further that R(p) is of type (0, 0). Then no two of the vertices 0 in R(p) 
are adjacent. 
To see this, suppose R(p) has two adjacent @ vertices n, and n2. Then n2 
must be adjacent to a third @ vertex n3. Otherwise every vertex connected to 
n2, except n, , would be labeled 0, and hence we could put 0 at n, . This 
contradicts the fact that R(p) is reduced. 
The same argument shows that n3 must be adjacent to another 0 vertex 
bfn,, and so on. Thus we get a chain of @ vertices n, , n,, n3 ,... such that 
n, is adjacent to n,+, . These vertices are all distinct, since the condition 
n, = nj for if j would produce a loop free of strong links. But an infinite 
chain of distinct vertices is manifestly impossible, and Lemma 6 follows. 
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G(p) has a loop free of strong links, and it can fail, even for a tree, if R(p) is 
of type (0, 0,O) rather than (0,O). 
We now establish: 
LEMMA 7. If R(p) is of type (O,@, 0) then each symbol 0 in R(p) is 
adjacent to at least one other such symbol. 
For proof, let i be a O-vertex in R(p). The extreme case of rule (c) shows 
that i cannot be isolated, and hence i is adjacent to at least one other vertex 
j. If i is not adjacent to any O-vertex then all the vertices to which i is 
adjacent would be of type 0 or 0, and we could put @ at i by the normal 
form of rule (c). This shows that R(p) was not reduced and completes the 
proof. 
11. AN ENUMERATIVE LEMMA 
The order of a vertex (or node, as vertices are often called) is the number 
of edges connected thereto. A free end is a node of order 1. We shall 
establish the following: 
LEMMA 8. Suppose a tree graph of type (a, 0) has no strong links and 
has the label @ attached to each free end. Then the number of @ vertices 
exceeds the number of l vertices. 
The three conditions: no loops, no strong links, no 0 at a free end are all 
necessary, in the sense that, if any one of them fails, it is easy to construct a 
counterexample. 
The proof is by induction on the number k of vertices. Lemma 8 clearly 
holds if k < 3 and we suppose it holds for k < n where n > 3. Let us define 
the length of a free end to be the number of nodes of order <2 in the branch 
containing that free end. Given a graph G of n + 1 nodes which satisfies the 
hypothesis of Lemma 8 we distinguish two cases. 
Case 1. G contains at least one free end i of length >2. The only possible 
labelings for i and the node adjacent thereto are (C&O) or (C&O). In the 
first case we remove both nodes and in the second case we remove only the 
node i. The conclusion (number of @ in G) > (number of 0 in G) follows by 
induction. 
Case 2. G contains at least one free end i of length 1. In this case i is 
adjacent to a node of order 23. Removing i does not produce any new free 
end, and again the conclusion follows by induction. Here we get (number of 
@ in G) > (number of 0 in G) + 1. 
256 REDHEFFERAND WALTER 
12. A CONDITION FOR SINGULARITY 
It turns out that, if part of the graph for a square matrix p can be labeled 
in a certain way, then p must be singular. The labeling is described as 
follows: 
DEFINITION 3. A graph admits a special labeling (a, b) if each vertex 
can be labeled a or b in such a way that no two a’s are adjacent and the 
number of a’s exceeds the number of b’s. 
In Lemma 9 the graphs H and K need not be connected but their vertices 
are numbered by use of a subset of the integers 1, 2,..., m as hitherto. Two 
vertices Vi and Vj coincide if, and only if, i = j, and one can refer, accord- 
ingly, to Vi as “the vertex i.” However, i should be distinguished from the 
label, a or b, attached to vertex i. The latter will be identified later with the 
symbols @ and 0, respectively. 
LEMMA 9. Let G(p) = H U K where H admits a special labeling (a, 6) 
with the following properties: 
(a) pii = 0 at each a-vertex i. 
(b) Every vertex adjacent to an a-vertex is in H. 
Then p is singular. 
For proof let wi = 0 if i is a b-vertex or an unlabeled vertex. It will be seen 
that wi can be so defined at the a vertices that w # 0 and pw = 0. This shows 
that p is singular. 
In considering the equation 
5 pijwj=o 
j=l 
for a particular index i, we distinguish three cases. 
Case 1. Suppose i is an a vertex. Then pii = 0 and i is not adjacent to 
any a vertex. (Recall that no two a vertices are adjacent.) Thus, if pij # 0, 
then j must be a b vertex or an unlabeled vertex. In either case wj = 0 and 
the equation holds no matter what value is assigned to wi. 
Case 2. Suppose i is an unlabeled vertex. Then wi = 0, and i is not 
adjacent to any a vertex. (Recall that every vertex adjacent to an a vertex is 
in H, hence is labeled.) In this case all relevant wj = 0 and the equation 
holds. 
Case 3. The remaining indices i correspond to the b-vertices in H. If the 
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number of these is N we have N homogeneous equations in at least N + 1 
unknowns; namely, in the values wj at the u-vertices. The system admits a 
nontrivial solution and Lemma 9 follows. 
13. SINGULARITY AND THE CLASS A 
The following lemma is a principal goal of the foregoing discussion: 
LEMMA 10. Let p E A and let the reduced graph R(p) be of type (0,O). 
Then p is singular. 
The proof of Lemma 10 and of Theorem 1 depend on the concept of a 
maximal connected subgraph satisfying certain side conditions. This concept 
is discussed now. 
Let S be a side condition which applies to certain subgraphs of R(p). In 
Lemma 10, S is the condition “contains a specified vertex i E R(p) and has 
no strong link” while in the proof of Theorem 1, S is more restrictive. We 
consider the set y of all connected subgraphs Gj c R(p) which satisfy S. Let 
Nj denote the number of vertices of Gj. Any graph G, E y for which N, is 
maximal, i.e., for which N, = maxj Nj, is called a maximal connected 
subgruph of R(p) satisfying S. For the conditions S of interest here the 
union of two graphs Gj E y need not be in y and as a consequence, there may 
be more than one maximal subgraph satisfying S. However, uniqueness is 
not needed for the ends in view. 
Turning now to the proof of Lemma 10, pick a 0 vertex of R(p) and let 
H be a maximal connected subgraph of R(p) which contains this @ vertex 
and does not contain any strong link. If (i.j) are adjacent vertices of H then 
the only possible labeling is (0, 0) or (C&O). This is true because the strong 
link (0,O) is excluded by the definition of H, and the combination (CD,@) is 
excluded by Lemma 6. If (i,j) are adjacent in R(p) and i is in H but j is not, 
the only possible labeling is (0,O). Here again the labeling (@,@) is 
excluded by Lemma 6, and (0, @), (@,O) are excluded because H is 
maximal. These elementary remarks are repeatedly used in the sequel. We 
also assume that no @-vertex in R(p) is isolated. For if i is such a vertex the 
choice wi = 1, wj = 0 for j # i gives pw = 0, showing that p is singular. 
Let us define K to be the subgraph of R(p) which contains all vertices not 
in H and all vertices adjacent to a vertex not in H. Then R(p) = H U K. The 
graphs H and K have the following properties: 
(a) H is a tree. Otherwise H and hence G(p) would have a loop free 
of strong links, contradicting Lemma 5. 
(b) No two @ vertices in H are adjacent. This follows from Lemma 6. 
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(c) Every free end of H has the label 0. For proof, let i be a free end 
of H. Then i is adjacent to just one vertex j of H. Any other vertices 
k E R(P) to which i may be adjacent are not in H and hence are labeled 0. 
(This follows because H is maximal.) Since one of the two symbols 0 or @ 
is at i, the rules of reduction give 0 at j. But then we cannot have l at i, 
because strong links are excluded. This shows that i is labeled 0. 
(d) The number of @ vertices in H exceeds the number of 0 vertices 
in H. This follows from Lemma 8, in view of (a) and (c). 
(e) Every vertex adjacent to a @ vertex of H is in H. If j, not in H, is 
adjacent to i in H then (i,j) has the label (0,O) and hence we cannot have 
@ at i. 
We now complete the proof of Lemma 10. Let us introduce an (a, b) 
labeling in H by the correspondence (a, b) = (C&O). Properties (b) and (d) 
show that this is a special labeling in the sense of Definition 3. Furthermore 
pii = 0 at each a-vertex; otherwise we would have pii < 0 and the vertex 
would be labeled 0. By property (e) every vertex adjacent to an a-vertex is in 
H. Hence p is singular by Lemma 9. 
14. CONDITIONS FOR A PERIODIC SOLUTION 
If G(p) can be labeled in a certain way, then there exists a matrix p” such 
that G@) = G(p) and such that system (1) associated with p” has a 
nonconstant periodic solution. In the following definition we use capital 
letters A, B to avoid confusion with the special labeling (a, 6) of Definition 3. 
The latter is called special because there are connected graphs which do not 
admit such a labeling. By contrast, any connected graph of at least two 
vertices admits an (A, B) labeling of the type described in Definition 4: 
DEFINITION 4. An (A, B) labeling of a graph is a labeling in which each 
vertex is labeled A or B, every A is adjacent to at least one other A, and 
every B is adjacent to at least two A’s. 
A graph is 2-colorable if the vertices can be labeled with two colors in 
such a way that no two adjacent vertices have the same color. For example, 
a tree is two-colorable, as seen by induction on the number of vertices. More 
generally, any graph is two-colorable if it has no loop with an odd number of 
vertices; we omit the simple proof, since the result is not needed here. 
LEMMA Il. Let G(p) = H U K where H is a two-colorable graph. 
Suppose further that H admits an (A, B) labeling with the following 
properties : 
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(a) pii = 0 at each A-vertex i. 
(b) Every vertex adjacent to an A vertex is in H. 
Then there exists a matrixF such that G(p’) = G(p) and such that system (1) 
associated with fi admits a nonconstant periodic solution. 
The proof makes use of a procedure which was introduced in 141. Let 
U = (U, , U,) be a periodic solution of the Volterra system 
0, = U,(l - U,), 0, = U,(U, - 1) 




(12 112 1 o 3 
i 1 
respectively. If we set Ui = eyi, Wi = Ui - 1 the differential equation is 
equivalent to 
I;,=- w,, I;2 = w, . 
To prove Lemma 11 let us attach the labels W,, W, to the vertices of H in 
such a way that any two adjacent vertices have the opposite labels. This is 
possible because H is 2-colorable. We define w on G(p) as follows: 
Wi = assigned function W, or W, at each A-vertex i, 
wi = 0 at each B vertex i, and at each unlabeled vertex. 
We also set qi = 1, i = 1, 2 ,..., m, and determine ei, after JYij has been deter- 
mined, in such a way that q is a critical point. 
Given w, we define ui = wi + 1 = eyi. Clearly u is nonconstant and 
periodic. We want to choose J? in such a way that G(p’) = G(p) and 
Let us agree to take iii =pii, i = 1,2,..., m, so that the (0,O) labeling for 
G(pT agrees with that for G(p). To determine the iij at any specified index i, 
we distinguish four cases. 
Case 1. i is an A vertex at which wi = W,. Let A(i) be the set of A- 
vertices adjacent to i, where by hypothesis A(i) is not empty. If the 
cardinality of A(i) is IA(i) 1 we define 
jij=-l/lA(i)l, j E A(i). 
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Since jii =pii = 0 and wj = W, for j E A(i), the differential equation holds. 
Also (i,j) are adjacent in G(F) just as in G(p), in view of the fact that 
dij#O forjEA(i). 
The vertex i may be adjacent, in G(p), to one or more unlabeled or B- 
vertices k. As far as the differential equation is concerned the values of the 
dik do not matter, since wk = 0. The piik will be assigned later in such a say 
that $iik # 0. This preserves the adjacency of (i, k). 
Case 2. i is an A vertex at which wi = W,. Here we set 
Pij= W(i)17 j E A (9, 
and reason as above. It is very important that if one of the indices i,j 
belongs to Case 1 and the other to Case 2, the values of the coefficients are 
of opposite sign. Thus, we have Volterra’s condition Fij Fji < 0, cf. [3-61. 
This property is needed in Lemma 12. 
Case 3. i is at a B vertex. Here wi = 0 and IA(i)/ > 2. If k E A(i) we take 
pik # 0 and we impose the further condition 
Y- pi/( = 0. 
ke%i) 
These conditions are always compatible since IA(i)/ > 2. It is readily 
checked that the differential equation holds, since wk = 0 at all other vertices 
k adjacent to i. We choosedik # 0 at such vertices, to preserve the adjacency. 
As noted above, the values of jkki do not affect the differential equation at 
any vertex i where wi = 0. We define Fkki = --jik in such a case, so that 
Volterra’s condition jikFkki < 0 holds. This will be important later. 
Case 4. i is an unlabeled vertex. Then i cannot be adjacent to any A 
vertex; this is true because any vertex adjacent to an A vertex is in H, hence 
is labeled. Thus all relevant values wj are 0, and the differential equation 
holds without restriction on the coefficients. There is no difficulty in 
choosing Fij to preserve the adjacency and to satisfy Volterra’s condition. 
This completes the proof. 
15. PERIODIC SOLUTIONS AND THE CLASS A 
The following supplement to Lemma 11 is needed in the proof of 
Theorem 1: 
LEMMA 12. The matrix ~5 in Lemma 11 can be chosen so as to satisfy 
Volterra’s hypothesis (i -j) jij # 0 *Fij Fji < 0 and, in addition, so as to 
satisfy p’ E A ifp E A. 
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The first assertion has already established in the course of the proof. For 
the second assertion, let {Lij} be a set of strong links such that breaking all 
of them reduces G(p) to a tree [5]. Since pii = 0 at A vertices i, neither i nor 
j in L, can be an A vertex and hence, wi = wj = 0 in the construction leading 
to Lemma 11. Since G(p) has 0 at both i and j, we can make the values jii 
and jjj as strongly negative as we please without affecting the fact that 
G(F) = G(p). We suppose that Volterra’s condition holds for p’ (even if it did 
not hold for p) and we diminish all the coefficients p’,,,jjj associated with 
any of the strong links L, until the hypothesis of [5], Theorem 1 holds for p. 
That theorem then gives p” E A and completes the proof. 
Instead of assuming p E A, it would suffice to assume that each pii < 0 
and that each loop in the graph of p has at least one strong link. 
16. PROOF OF THEOREM 1 
Here we prove only part (c) since parts (a) and (b) follow from Theorem 
2 proved later. Under the hypothesis that R(p) is of type (0, 0,O) choose 
any 0 vertex i in R(p) and let H be a maximal connected subgraph of R(p) 
which contains i and contains no link of the form (0, @), (0, l ), or (0,O). 
Lemma 5 shows that H is a tree, hence two-colorable. We induce an (A, B) 
labeling on H by writing A at every O-vertex, B at every @-vertex, and also 
B at every O-vertex. Then every A is adjacent to at least one O-vertex in 
R(p) by Lemma 7, and the latter vertex belongs to H because H is maximal. 
Thus, each A is adjacent to at least one other A. 
Suppose next that i is a B-vertex of H. Since H is connected i must be 
adjacent to at least one other vertexj of H. It is not possible thatj could be a 
B-vertex, since then H would contain a link of a type that is excluded. Thus j 
is an A vertex and has the label 0. But then i must be connected to some O- 
vertex k where k # j. Otherwise we could put @ at j by rule (b). The links 
(j, i) and (i, k) both belong to H since H is maximal. In short, each B vertex 
is adjacent to at least two A vertices, and we have an (A, B) labeling of H in 
the sense of Definition 4. 
We now define K to be the subgraph of R(p) which contains all vertices 
not in H, and all vertices which are adjacent to a vertex not in H. Then 
R(p) = H U K. Since H is maximal, every vertex adjacent to an A vertex is 
in H. Lemmas 11 and 12 now give Theorem 1 (c). 
17. PROOF OF THEOREM 2 
A LaSalle trajectory is a solution of the differential equation which 
satisfies the additional condition pi= 0. If p E A, then the condition p < 0 
505/52/2-9 
262 REDHEFFER AND WALTER 
needed for LaSalle’s theorem [2 ] holds, and if p E A it was seen in [5] that 
the constants ai can be chosen in such a way that 
v=oopiiwi=o, i = 1) 2 )...) m. 
We assume that the ai used to form V have this property, so that a LaSalle 
trajectory u satisfies 
$i = N(u) jJ Pij wjY pii wi = 0, ui(o> > O> 
j=l 
for i = 1, 2,..., m, where as in Section 6 
We have written v instead of u to avoid confusion with the particular 
solution u whose limiting behavior is being investigated. The LaSalle set is 
the union of the traces of all LaSalle trajectories. 
No matter whether we are referring to a single point t, or to the whole 
interval 0 < t < co, 
ui = qi 0 yi = 0 0 wi = 0, 
zji=o e ji=o e tii = 0. 
Let us agree to put @ at i if it is known that di = 0 and l at i if it is known 
that vi = qi, both conditions being required for all t > 0. Note that we can 
put l at every vertex in which pii < 0 since wi = 0 at such vertices 
automatically. 
When the rules of reduction are applied to reduce a particular vertex i, this 
is done only if 0 or @ is at i. Otherwise i is reduced already and the rules 
are not needed. Thus every link (i,j) is a weak link and both pij and pji are 
different from 0 by Lemma 4. This fact leads to an interpretation of the rules 
of reduction in the context of the differential equation for U. Namely, the 
LaSalle trajectory has ui = const at every @ vertex of R(p) and uI = qi at 
every 0 vertex of R(p). The proof is rather obvious for rules (a) and (b) and 
is now given for rule (c). 
Suppose, then, that the reduction process leads to a stage in which a 0 
vertex i is adjacent only to vertices of type @ or 0. Then a moment’s 
thought shows that pi = N(v) ci where ci is constant. By Lemma 1 applied to 
v the orbit of u lies in a compact subset of R’J! and hence N(u) > E for some 
positive constant E. If ci > 0 the condition pi > cci gives yi + co and if ci < 0 
the condition ji < cci gives yi -+ -co. In either case we get a contradiction to 
Lemma 1 applied to u. Thus ci = 0 and yi is constant. This shows that we 
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can put @ at i and justifies rule (c) in the case in which i is not isolated. If i 
is isolated then pij = 0 for j # i. But also pii = 0, since otherwise we would 
have 0 at i. The differential equation gives di = 0, hence we can put @ at i. 
We now turn to Theorem 2. If R(p) is of type (0) then u = q, the LaSalle 
set consists of the single point q, and u(t) -+ q by LaSalle’s theorem. Since p 
is obviously nonsingular in such a case [4], Theorem 2(a) follows. 
If R(p) is of type (0, 0) then each vi is constant and hence the LaSalle 
set L is a subset of the set E of stationary points. Since LaSalle’s theorem 
gives u(t) + L, clearly u(t) + E, and therefore u(t) has a limit by Lemma 2. 
That p is singular follows from Lemma 10, and from this it follows that the 
positive critical point q is not unique. Since u(t) = 4 is a solution for any 
critical point 6, the limiting behavior depends on the initial condition. This 
completes the proof of Theorem 2. 
We remark, in conclusion, that when part (a) of Theorem 1 or 2 holds the 
solution u = q is asymptotically stable, and when part (b) holds every 
stationary solution is stable but not asymptotically stable. The first of these 
assertions is trivial. For the second, let q > 0 be any stationary solution and 
V the Lyapunov fuction associated with q. Given E > 0 there are a, 6 > 0 
such that U,(q) c (u: V < a} c U,(q). Since p,< 0, every solution u 
satisfying u(0) E U,(q) remains in ( V < a} and hence in U,(q). Asumptotic 
stability is excluded because in U,(q) there are stationary points different 
from q (p is singular). 
The proof of Theorem 1 was presented, in substantially the form given here, by the first 
author at the University of Karlsruhe, Spring semester, 1981. A somewhat different approach 
to Lemmas 3, 10, and 11 and the results depending thereon can be obtained by writing the 
second author, University of Karlsruhe. 
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