Let C be a smooth projective curve over the complex number field C. We investigate the structure of the cohomology ring of the quot schemes Quot(r, n), i.e., the moduli scheme of the quotient sheaves of O ⊕ r C with length n. We obtain a filtration on H * (Quot(r, n)), whose associated graded ring has a quite simple structure. As a corollary, we obtain a small generator of the ring. We also obtain a precise combinatorial description of H * (Quot(r, n)) itself. For that purpose, we consider the complete filt schemes and we use a 'splitting principle'. A complete filt scheme has an easy geometric description: a sequence of bundles of projective spaces. Thus the cohomology ring of the complete filt schemes are easily determined. In the cohomology ring of complete filt schemes, we can do some calculations for the cohomology ring of quot schemes.
Introduction
Let C be a smooth projective curve over the complex number field C. Let E be a locally free coherent sheaf over C. Let n be a non-negative integer. Let Quot(E, n) denote the moduli scheme of quotient sheaves of E with length n. It is called the quot scheme. In particular, we use the notation Quot(r, n) if E = O ⊕ r . In the papers [7] and [8] , we studied the structure of the cohomology ring of quot schemes Quot(r, l) (l = 2, 3). We also studied the infinite quot schemes ∞ r=1 Quot(r, l) = Quot(∞, l). In particular, we determined the generators and the relations among them for the cohomology rings H * (Quot(∞, l)), H * (Quot(r, l)) (l = 2, 3). However, when l ≥ 4, the rings seem somewhat complicated for a direct calculation. Changing the route for an attack, we introduce the 'splitting principle' for the quot schemes, which is an analogue of the well known splitting principle in the theory of Grassmannian manifolds.
We introduce the filt schemes: Let E be a vector bundle over C, and l = (l1, . . . , l h ) be a tuple of non-negative integers. The filt scheme Filt(E, l) is the moduli of the sequence of quotients:
It satisfies the following condition:
• We put Gi := Ker(Fi −→ Fi−1). Then the length of Gi is li.
If l1 = n and li = 0 for any i > 1, the filt scheme Filt(E, (n, 0, . . . , 0)) is naturally identified with the quot scheme Quot(E, n). On the other hand, if li = 1 for any i, the variety Filt(E, ( n 1, . . . , 1)) is called the complete filt scheme. We denote it by Filt(E, n) for simplicity of the notation. In particular, we denote Filt(O ⊕ r , n) by Filt(r, n). We put Filt(∞, n) := ∞ r=1 Filt(r, n). The structure of Filt(E, n) is quite simple. As is described in the subsection 2.4, it is a projective space bundle over Filt(E, n−1)×C. Let Ln denote the corresponding tautological line bundle. We denote the first Chern class of Ln by ωn. We have the natural morphism ηn,m : Filt(E, n) −→ Filt(E, m) for any m ≤ n, by forgetting the parts Fj (m + 1 ≤ j ≤ n). We denote the line bundle η r−1 α=0 Lα. Let G r m denote the r-dimensional algebraic torus. We have the decomposition of the fixed point sets:
Quot(E, n) 
Thus the calculation in H * (Quot(r, n)) is reduced to the calculation in H * (Filt(r, n)). The main calculation will be done in Theorem 3.1. (See the formula (6) . See also (15).) Although the equality (6) provides us the method of the calculation, the explicit calculation seems rather complicated. Thus we introduce the filtration defined as follows:
Im(ξ(v; ·)).
Due to the equality (1) and Theorem 3.1, it is easy to derive that the filtrations are compatible with the products. Moreover the structures of the associated graded rings are quite simple (the subsubsectoin 4.2.1).
As a corollary, we obtain some sets of the generators of H * (Quot(∞, n)). (Proposition 4.1, Proposition 4.2 and Theorem 4.1.)
To determine the precise structure of H * (Quot(r, n)), we consider the Sn-action ρ on H * (Filt(∞, n)) = H * (C n )[ω1, . . . , ωn], defined as follows (See subsection 4.3):
For σ ∈ Sn, we put ρ(σ)( i p * i (ai) · ω
This paper is a revision. The most main results are same as those of the original version. The original version was written in May 2001, after the original versions of the papers [7] and [8] . The subsections 4.3 and 4.4 are added in January 2003.
Acknowledgement
The author is grateful to the colleagues in Osaka City University. In particular, he thanks Mikiya Masuda for his encouragement and support.
The author thanks the financial supports by Japan Society for the Promotion of Science and the Sumitomo Foundation. The paper was revised during his stay at the Institute for Advanced Study. The author is sincerely grateful to their excellent hospitality. He also acknowledges National Scientific Foundation for a grant DMS 9729992, although any opinions, findings and conclusions or recommendations expressed in this material are those of the author.
Preliminary 2.1 Notation
We use the following notation:
The ring of integers, Z ≥ 0 := {a ∈ Z | a ≥ 0}, [0, n] := {a ∈ Z | 0 ≤ a ≤ n},
The complex number field, Q: The rational number field.
Sn:
The n-th symmetric group.
• The order of a finite set S is denoted by |S|.
• In general, qj will denote the projection onto the j-th component. For example, qj (l) denotes the j-th component lj ∈ Z ≥ 0 of l = (l1, l2, . . . , ln) ∈ Z n ≥ 0 .
• For 1 ≤ j, k ≤ n, the transposition of j and k is denoted by τ j,k . Namely τ j,k denotes the element of Sn, satisfying τ j,k (j) = k, τ j,k (k) = j and τ j,k (l) = l for any l = j, k.
• Let n be a non-negative integer, and X be a variety. Then X (n) denote the n-th symmetric product of X. For an element l = (l1, . . . ,
• The element (
Here qi(l) denotes the i-th component of l.
• In general, the identity morphism of X is denoted by idX . We often omit to denote X, if there are no confusion.
• Let C be a smooth projective curve. We denote the diagonal of C × C by ∆. Let ∆i j (i = j) denote the divisor {(x1, . . . , xn) ∈ C n | xi = xj} of C n . Let I be a subset of {1, . . . , n}, then ∆I denotes the closed subset {(x1, . . . , xn) | xi = xj for any i, j ∈ I}. We will often use the notation ∆I to denote the corresponding cohomology class.
• In general, we use the notation pt to denote the cohomology class of a point in a topological space X. Let C be a smooth projective curve. For a subset I ⊂ {1, . . . , n}, we have the projection i∈I qi : C n −→ C |I| . We have the cohomology class pt in H * (C |I| ) in the above sense. The pull back ( i∈I qi) * pt is denoted by ptI.
• In this paper, the coefficient of the cohomology ring is the rational number field Q, if we do not mention.
• We will consider the polynomial ring H * (X)[t0, . . . , tr−1] over H * (X). Here X denotes a topological space, and ti (i = 0, . . . , r − 1) denote formal variables. For an element J = (j0, . . . , jr−1) ∈ Z r ≥ 0 , we put t
The total degree of P with respect to the variables t0, . . . , tr−1 is denoted by deg t (P ). It is called total degree for simplicity. We also put as follows:
It is called the top term of P .
• Let l be a non-negative integer. We put as follows:
Let r be a positive integer. Then we put as follows:
We have the natural inclusion
Let u = (u1, . . . , u l ) be any element of Z l ≥ 0 . We have the unique element v of B(l), which is a reordering of u. Thus we have the map Z l ≥ 0 −→ B(l), which we denote by Nor, i.e. v := Nor(u). Clearly we have
The map is called the normalization. For an element v ∈ B(l), we put co(v) := l i=1 vi ≥ 0. Thus we obtain the map co :
≥ 0 , we put as follows:
Thus we obtain the maps co : B(l) −→ Z ≥ 0 and Nor :
Example
We have the natural isomorphism B(cn) ≃ Z n ≥ 0 . We have the natural isomorphism B(n · e1) ≃ B(n).
Dec(l, r)
Let l be an element of Z h ≥ 0 . A tuple l * = (l0, . . . , lr−1) ∈ Z h ≥ 0 r is called an r-decomposition of l, if we have r−1 α=0 lα = l. Let Dec(l, r) denote the set of r-decompositions of l. We have the natural injection Dec(l, r) −→ Dec(l, r + 1) given by (l0, . . . , lr−1) −→ (l0, . . . , lr−1, 0). We put Dec(l) := r≥1 Dec(l, r).
For an element l * = (l0, l1, . . . , lr−1), we put as follows:
Isomorphism
Let l be an element of Z h ≥ 0 . We have the natural bijection φ between B(l, r) and Dec(l, r). Let v * = (v1, . . . , v h ) be an element of B(l, r). Then φ(v * ) = l * = (l0, . . . , lr−1) is determined as follows:
More visually, the correspondence is as follows:
r − 2, . . . , r − 2, . . . . . . , By the construction, we clearly have co(φ(v * )) = co(v * ).
Filt scheme

Definition
Let l = (l1, . . . , l h ) be an element of Z h ≥0 . Let C be a smooth projective curve over C. Let E be a locally free coherent sheaf over C. The filt scheme Filt(E, l) is the moduli scheme of the sequence of quotients
satisfying the following conditions:
• The length of the sheaf Gi = Ker(Fi −→ Fi−1) is li for each i.
In particular, Filt(E, cn) is denoted by Filt(E, n). It is called the complete filt scheme. On the other hand, Filt(E, n · e1) is denoted by Quot(E, n). It is the usual quot scheme.
Deformation
A sequence as in (2) is denoted by E → F * . For such sequence, we put Kj := Ker(E −→ Fj ) and K0 := E. Then we have the natural morphisms:
In all, we obtain the following morphism f :
Here the first term stands at degree −1. It is easily checked that f is injective, and the support of the coherent sheaf Cok(f ) is 0-dimensional. By using the obstruction theory given in [7] , we can conclude that the filt scheme Filt(E, l) is smooth, and the tangent space is given by H 0 (Cok(f )). It is easy to see that dim(H 0 (Cok(f ))) = rank(E) · |l|. In all, we have the following.
Proposition 2.1
The variety Filt(E, l) is smooth and of rank(E) · |l|-dimension.
The projection of of Filt(E, l) × C onto the j-th component by qj. We have the universal sequence of the quotients:
Then we obtain the following complex over Filt(E, l) × C:
Then tangent bundle of Filt(E, l) × C is given by the vector bundle q1 * (Cok(f u )).
Torus action and the fixed point sets
Let consider the case E = r−1 α=0 Lα, for line bundles Lα (α = 0, . . . , r − 1) over C. Let G r m denotes the r-dimensional torus. Then we have the natural G r m -action on E, which induces the G r m -action on Filt(E, l). For an l * ∈ Dec(l, r), we put as follows:
In particular, we use the notation F (l * ) and F Q (l * ) instead of F c l (l * ) and F l·e 1 (l * ) for any l. Let Filt(E, l) G r m denote the fixed point set of Filt(E, l * ) with respect to the torus action above. Then we have the natural isomorphism:
On Filt(E, l) G r m × C, the universal sequence is decomposed as follows:
Lα. We put as follows:
is the normal bundle of F l (l * ). We denote it by N l (l * ).
The decompositions due to Bianicki-Birula, Carrel and Sommes
Let consider the sub-torus Gm ⊂ G r m given by t −→ (t, t 2 , . . . , t r ). Then we obtain the Gm-action on N l (l * ). The negative part N l − (l * ) is given by q2 * (N l − (l * )). It is easy to see the equality rank(N l − (l * )) = co(l * ). Due to the theory of Bianicki-Birula [2] or Morse-theoretic consideration, we have the decomposition of Filt(E, l * ) into the unstable manifolds:
It satisfies the following:
It is an affine bundle.
• Let x be a point of F l (l * ) + . Then we have lim
When l = l · e1, the moduli theoretic meaning of F l·e 1 (l * ) + is given in [7] . Following Carrel and Sommes [3] , we consider the natural embedding
Due to the result of Carrel and Sommes, we have the decomposition:
We have already given the bijection Dec(l, r) ≃ B(l, r). We identify them. Then we have the morphism l) ), and the decomposition:
By using the decomposition, we introduce the following filtration:
The filtration is depending on a decomposition E = r−1 α=0 Lα.
Complete filt scheme
An inductive description of complete filt schemes
Let qj denote the projection of Filt(E, n) × C onto the j-th component. We have the universal sequence of quotients q *
, which is locally free on Filt(E, n) × C. Thus we obtain the associated projective space bundle P(K u ∨ n ). We denote the associated tautological line bundle by Ln+1. We see the following rather obvious lemma.
Proof Let U be a scheme. We denote the projection of U × C onto the j-th component by qj . Let q * 2 (E) −→ Fn+1 −→ Fn −→ · · · −→ F1 be a sequence of quotients such that such that the length of Ker(Fj −→ Fj−1) is 1. We naturally obtain the sequence, q *
We put as follows:
Then we have the naturally induced morphism Kn −→ Gn+1 defined over U × C. It induces the section
As a result, we obtain the morphism U −→ P(K u ∨ n ). In particular, we obtain the morphism Φn+1 :
We put χn := q1 • πn and ρn := q2 • πn. Then we obtain the morphism χn × idC :
Then we have the following morphisms:
Let Xn denote the image. Then we obtain the morphism λn :
Ln+1 ⊗ OX n , which is induced by ψn and the isomorphism Xn ≃ P(K u ∨ n ). We put K u n+1 := Ker(λn), and
In particular, we obtain the morphism Ψn+1 :
It is easy to see that Φn+1 and Ψn+1 are inverses each other. Thus Filt(E, n + 1) and P(K u ∨ n ) are isomorphic via the morphisms.
We will not distinguish them in the following. By our construction, we also know the following:
The structure of
In the rest of the subsection 2.3, we consider the cohomology ring with Z-coefficient. For any m ≤ n, we have the natural morphism ηn,m : Filt(E, n) −→ Filt(E, m) defined by the following functor:
We clearly have ηn,m := χm • χm+1 • · · · • χn−1. We denote η * n,m Lm by Lm for simplicity of notation. For the universal filtration q *
. Then the support of G u j induces the morphism pj : Filt(E, n) −→ C. Note that pn is same as ρn−1 in the previous subsection. In all, we have the morphism p = n j=1 pj : Filt(E, n) −→ C n . We have the induced morphism
is denoted by a for simplicity of notation.
We have the morphism ρn−1
It is reworded as follows: We have the morphism
* ∆n,n+1. In particular, the sheaf G u n over Filt(E, n) × C is isomorphic to the following:
Here we denote the pull back of the divisor ∆n,n+1 via the morphism p × idC by the same notation ∆n,n+1. Hence the sheaf G u j over Filt(E, n) × C is isomorphic to the following:
In the K-theory of the coherent sheaves on Filt(E, n), we have the equality
Hence we obtain the following equality for the total Chern classes:
We denote the first Chern class of Lj by ωj . Note that the composition Filt(E, n + 1) −→ Filt(E, n) × C −→ C is same as pn+1 : Filt(E, n + 1) −→ C. Thus we obtain the following relation in the cohomology ring H * (Filt(E, n + 1)):
Due to the general theory for the projective space bundles, the relation determines the structure of H * (Filt(E, n+ 1)) over H * (Filt(E, n)) with the generator ωn+1. By an inductive argument, we obtain the following proposition.
Proposition 2.2 The ring H
* (Filt(E, n)) is the quotient ring of H * (C n )[ω1, . .
. , ωn] divided by the following relations for
is described in terms of ∆ i,h and ωj (i, j ≤ h − 1) as follows:
Some easy corollaries
As a corollary derived from the description above, we know the structure of the cohomology ring of infinite complete filt schemes. Let Lα (α = 0, 1, 2 . . .) be line bundles over C. We put E β := α≤β Lα, and E∞ := α Lα. Then we have the naturally defined inclusions Filt(E β , n) −→ Filt(E β+1 , n). Then we can consider the limit Filt(E∞, n).
In general, we have the classifying maps µi : Filt(E, n) −→ P ∞ corresponding to the line bundles Li (i = 1, . . . , n), for any locally free sheaf E over C. In all we have the morphism µ =
Corollary 2.3 Let consider the case
Let E be a locally free coherent sheaf over C. Recall that the sheaf
Here ∆i,n+1 denotes the pull back of the divisor ∆i,n+1 of C n × C. Hence the total Chern class of Gi is described as follows:
In particular, we have c1(Gi) = ∆i,n+1 and c2(Gi) = −∆i,n+1 · ωi + (2 − 2g(C)) · pt i,l+1 . Here g(C) denotes the genus of C. The j-th Chern class cj (Gi) induces the correspondence map ψ , n) ). The following equalities are easily checked:
Proposition 2.3 Thus the following set generates the ring H
Im ψ
Proof The claim follows from (4) . The proposition will be generalized in the case of the other filt schemes.
3 Some products in
Preliminary
We have already known the ring structure of H * Filt (   r−1 α=0 Lα, n) , which is described by ωi (i = 1 . . . , n). On the other hand, we have the naturally defined cohomological classes ξ cn (v * ; a) v * ∈ B(cn, r), a ∈ H * (F cn (v * )) . We calculate the action of ωn on ξ cn (v * ; a). In the following, we put E = r−1 α=0 Lα.
Replacement of notation
Recall that B(cn, r) is naturally isomorphic to [0, r − 1] n . Thus we use the notation v = (v1, . . . , vn) instead of v * = (v1, . . . , vn). Moreover we use F (v) instead of F c n (v). Similarly we use ξ(v) instead of ξ c n (v; 1). Note that we have ξ cn (v; a) = a · ξ(v). Then we have the decomposition:
We will use the equivariant cohomology group H * G r m (Filt(E, n)). Since the action of G r m preserves the subvarieties F (v) + , the class ξ(v) is naturally lifted to the equivariant cohomology class. We denote them by the same notation. Moreover, they give the base of
. We also have the equivariant first Chern class of Li, which is denoted also by ωi. The inclusion F (v) ⊂ Filt(E, n) induces the naturally defined ring morphism:
Some lemmas
We prepare some lemmas which are obtained by some geometric considerations.
Lemma 3.1 We have the following equality:
Proof We only have to show the equality in the case i = n. Recall that Filt(E, n) is isomorphic to the associated projective space bundle with K u n−1 over Filt(E, n − 1) × C, and Ln is the tautological line bundle under the identification. Then the restriction L n | F (v) is isomorphic to Ker(q * 2 Lv n −→ Fv n ,n−1). It is isomorphic to the following line bundle:
Then we obtain the result. Note the composition Filt(E, n) −→ Filt(E, n − 1) × C q 2 −→ C is same as pn.
n defined as follows:
n , we have the induced order on B(n, r). We denote the order by the same notation.
Then we have the following equality:
In particular, we have
Proof Let P = (x1, . . . , xn) be a point of C n such that xi = xj (i = j). Then we have the closed embedding Filt(E, n) ×Cn {P } −→ Filt(E, n). Note that Filt(E, n) ×Cn {P } is isomorphic to (P r−1 ) n . We only have to consider the image of ξ(v) to H * (Filt(E, n) ×Cn {P }).
Proof Let consider the morphism Ψ :
In [7] , we obtained that
Thus we are done. n , such that there exists σ ∈ Sn satisfying σ(v) = w. We put I := {i | vi = wi}. Then we have the following inequality:
Proof Let consider the restriction of ξ(v) to Filt(E, n) ×Cn (C n − ∆I ). It is easy to see the following:
Thus we are done. Let w be an element of [0,
n onto the i-th component by qi. For any element σ ∈ J(v, w), we put I(σ) := {i | qi(v) = qi(σ(v))}. Then we obtain the number d(v, w) := min |I(σ)| σ ∈ J(v, w) .
Lemma 3.5 We have the following inequality:
Proof Similar to Lemma 3.4. 
Calculation
We consider the case E = r−1 α=0 Lα for line bundles Lα on C. 
As a direct corollary, we have the following equality in the non-equivariant cohomology ring H * (Filt(E, n)):
Here τ k n denotes the transposition of k and n.
Proof We put X :
. Then we only have to prove the following equality:
Note X v = 0. First we see the following lemma.
Lemma 3.6
The element X has the following description:
Proof We put D1 := {w ∈ B(n, r) | ∃σ ∈ Sn, X σ(w) = 0}. Then we know that w ≥0 Nor(v) for any w ∈ D1 (Lemma 3.3).
We have the description X = u∈[0,r−1] n a(u) · ξ(u). We put D2 := {u ∈ B(n, r) | ∃σ ∈ Sn, a(σ(u)) = 0}. Let w0 be a minimal element of D2 with respect to the order ≤0. Let w ′ 0 be a reordering of w0 satisfying the following:
Since w0 is minimal, we have the following equality:
Due to the inequalities (7) and Lemma 3.4, we know that the right hand side is not 0. Thus w0 is contained in D1. In particular, w0 ≥ Nor(v). Thus X has the following description:
Let v ′ be a reordering of v, satisfying the following:
Then we obtain the following equality, by using the inequality deg t ξ(σv
Assume that v ′ = v, and then it contradicts X v = 0. Thus we may assume that v ′ = v. Then we obtain the following inequalities:
It implies the following:
1. deg t a(v ′ ) = 0. By seeing the cohomological degree, we can conclude that a(v
. Due to Corollary 3.1, we have the transposition τ such that τ (v ′ ) = v.
Hence we know that τ (n) = n. Due to 1, the assertions 2 and 3 hold for any reordering of v ′′ such that a(v ′′ ) = 0. For any reordering v ′ of v such that v ′ = v, we have deg t a(v ′ ) = 0. If a(v) = 0, then we obtain deg t X v ≥ co(v), which contradicts X v = 0. Thus we obtain a(v) = 0. In all, X has the following description:
We put D3 := {w ∈ B(n, r) | ∃σ ∈ Sn, b(σw) = 0}. We already have Nor(v) <0 w for any w ∈ D4. In particular, co(w) ≥ co(v) + 1. On the other hand, we know co(w) ≤ co(v) + 1 due to the cohomological degree of Y . Thus we know co(w) = co(v) + 1.
Then we obtain that the cohomological degree of a(w) is at most 0. To know such a value, we only have to compare the both sides in the cohomology ring H * (Filt(E, n) ×Cn {P }) for any point P = (x1, . . . , xn) such that xi = xj (i = j).
Hence the proof of Lemma 3.6 is completed.
Let us return to the proof of Theorem 3.1. We use an induction. The following claim is called Q(γ).
Q(γ): If vn ≤ γ, then the equality (5) holds.
The following claim is called P (γ).
If vn ≤ γ, the following holds:
• If vn > v k , we have the following equality for any m ≥ 0:
• If vn = v k , then we have the following equality for any m ≥ 0:
Lemma 3.7 The claim P (0) holds.
Proof When v k = vn = 0, the claim follows from Lemma 3.2. Let consider the case v k > vn = 0. The class ξ(v) is defined over Filt(E, n − 1). Namely it is the pull back of the corresponding class via the morphism ηn,n−1 : Filt(E, n) −→ Filt(E, n − 1). Thus, ξ(v) u+l·en = 0 for some l = 0 if and only if ξ(v)
Thus we obtain the vanishing ξ(v) τ n,k v = 0.
Lemma 3.8 Q(γ − 1) + P (γ) =⇒ Q(γ).
Proof We only have to show the equality (5) when vn = γ. We already have the equality:
If k = i, then we have the inequality deg t ξ(τ k n v) τ i n v < co(v) − 1. Thus we have the following equalities for any k < n such that A k = 0:
When v k = vn, we have the equality
We have the following equality, due to Lemma 3.2:
On the other hand, if v k > vn, then P (γ) implies that deg t ξ(v) τ n,k v < co(v) − 1. Thus the equation (11) cannot hold in this case. Namely
Let consider the case v k < vn. Then P (γ) implies the following equality:
Then we obtain the equality A k = −∆ n,k in this case. Thus we obtain Q(γ).
Lemma 3.9 Q(γ) + P (γ) =⇒ P (γ + 1).
Proof Due to the hypothesis Q(γ), we have the equality:
We divide the claim into the following cases:
Let m be an integer such that 0 ≤ m < v k −(vn+1). It implies 0 < m+1 < v k −vn. Due to the assumption P (γ), we have the inequality deg
If vj < vn < v k , then we have j = k. Since qj (τ n,k (v) + (m + 1)e k ) = vj < vn = qj (τn,j(v)), we have τ n,k (v) + (m + 1)e k ≥0 τn,j(v). Thus we have the inequality deg t ξ(τn,jv) τ n,k v+(m+1)·e k < co(v). Due to (12), we have the following inequality:
Thus we are done in this case.
(ii) v k = vn + 1. In this case, the equality (10) is a consequence of Lemma 3.2. 
We have the equality [ω
We also have the following:
In particular, the total degree of the product is co(v). If k = j, we have the inequality deg t ξ(τ k n v) τ n,k v+(m+1)·e k < co(v). If k = j, we have the following equality:
(tv n +m+1 − ti).
Thus we obtain the following by a direct calculation:
Hence the proof of Lemma 3.9 is completed. Thus the induction of the proof can proceed, namely, the proof of Theorem 3.1 is completed.
Corollary 3.2 We have the following equality: ξ(ei)
= ωi − t0 − p * i c1(L0) + k<i ∆ k,i .
Thus we have the following equalities for
v ∈ [0, r − 1] n : ξ(ei) v = (tv i − t0) + k<i v i =v k ∆ i k + p * i c1(Lv i ) − c1(L0) .
Some corollaries
The product in the associated graded ring
Recall that we have the filtration {F l H * (Filt(E, n)) | l ∈ Z ≥ 0 }. Let denote the associated graded space by GrH * (Filt(E, n) ).
Corollary 3.3 For any
v ∈ [0, r − 1] n , ωn · ξ(v) is contained in F co(v)+1 H * (Filt(E, n
)). Moreover we have the following equality in Gr
Here we use the notation ≡ to denote the equality in Gr co(v)+1 H * (Filt(E, n)).
Proof Clear from Theorem 3.1.
Corollary 3.4 Let v be an element of [0, r − 1]
n . Then we have the following equalities in the associated graded ring Gr co(v) H * (Filt(E, n)):
Proof We only have to use Corollary 3.3 inductively.
Corollary 3.5
The ring GrH * (Filt(E, n)) is isomorphic to the following:
If we are given Li (i = 0, 1, . . . , ) and if we put E∞ = i Ei, then the ring GrH * (Filt(E∞, n)) is isomorphic to the polynomial ring over H * (C n ) with n variables.
Some other equalities
Let v be an element of [0, r − 1] n such that vn = 0. Let m be an integer such that 0 ≤ m < n. We put as follows:
Theorem 3.2 In the equivariant cohomology ring, we have the following equality:
As a corollary, we obtain the following equality in the non-equivariant cohomology ring:
Due to an argument similar to the proof of Lemma 3.6, we obtain the following description of X:
Here A k are elements of H 2 (C n ).
Proof By the assumption, we have deg
τ k m (v ) < co(v) for any j = k, when vj = vm and v k = vm. On the other hand, we have the following:
In particular, we have deg t ξ(τ m,k v) τ m,k v = co(v). Thus we obtain A k = 0.
Assume that k = n. If vm > vn, then we have deg t ξ(v) τm,n < co(v) − 1. Hence we obtain An = 0 in this case. If vm < vn, then we have the following:
We also have [ω
Thus the total degree of the product is co(v). By comparing the top terms, we obtain An = ∆m,n in this case.
Then Theorem 3.2 is a corollary of the next lemma.
Lemma 3.11 Let consider the case
Proof We already have the following equality:
We have the following:
We also have the following inequality:
In all, we obtain the inequality desired.
Remark 3.1 Clearly the formulas (6) and (15) provide the method to describe ξ(v) in terms of ωi (i = 1, . . . , n) explicitly. 4 The structure of the cohomology ring of filt schemes
Preliminary
Let n be a positive integer. We have the left action of Sn on Z ≥ 0 by the permutation of the components:
Let ei (i = 1, . . . , n) be the canonical base of Z n . Then σ(ei) = e σ(i) . For an element v ∈ Z n , we put St(v) := {σ ∈ Sn | σv = v}.
Similarly we have the left action of Sn on C n by the permutation of the components: σ(x1, . . . , xn) = (x σ −1 (1) , . . . , x σ −1 (n) ). Thus we have the left action of Sn on C n × Z n ≥ 0 . We have the natural identification F (v) = C n . Thus we have the Sn-action on v∈[0,r−1] n F (v).
For an element σ ∈ Sn, we obtain the automorphism (σ
Thus we obtain the Sn-action on v∈[0,r−1] H * (F (v)).
Let E = r−1 α=0 Lα be a direct sum of line bundles on C. We introduce the Sn-action on H * (Filt(E, n)) as follows: We have the decomposition
Then we put as follows:
It is clear that the restriction H
is equivariant with respect to the Sn-actions above.
We can also consider similar Sn-actions on the equivariant cohomology groups H * G r m (Filt(E, n)) and
Lemma 4.1 The Sn-action preserves the filtration F h H * (Filt(E, n) ). Thus we obtain the Sn-action on the associated graded vector space Gr H * (Filt(E, n) ).
Proof Clear from our constructions. The relation of the product and the Sn-action on H * (Filt(E, n) ) is not clear for the author, at the moment. However the following lemma is easy to see.
Lemma 4.2
The Sn-action preserves the product of Gr H * (Filt(E, n) ).
Proof Use Corollary 3.4.
Rough structure
The structure of the associated graded ring
Let v be an element of [0, r − 1] n . We have the normalization Nor(v) ∈ B(n, r). Then we have the morphism
Thus we obtain the following morphism for u ∈ B(n, r):
We already have the Sn-action on the left hand side. On the other hand, we have the trivial action on the right hand side. The morphism is equivariant.
In particular, we have the morphism
Here we regard u ∈ B(n, r) as the element of [0, r − 1]
n by the natural inclusion. Then H * (F Q (u)) is isomorphic to the St(u)-invariant part of H * (F (u)). We identify them by the morphism. If Nor(v) = u, then we have an element
It is same as the following:
Lemma 4.3 We have the following equality:
Proof We use a standard argument to use the equivariant cohomology ring. We only indicate the outline. By a geometric consideration, we can show that deg t ξ Q (u; a) ≤ co(u). We describe Ψ * ξ Q (u; a) as
Proof Similar to Lemma 3.6. We put
We have deg t Y w ≤0 co(u) for any w. We also have Y w = 0 unless N (w) >0 u. Then we can conclude that Y = 0. Hence the proof of Lemma 4.3 is completed.
We have some easy corollaries.
Corollary 4.1
• The image Ψ * (H * (Quot(E, n))) is same as the Sn-invariant part of H * (Filt(E, n) ).
• The morphism Ψ * preserves the filtrations, that is,
Moreover we have the following:
• Thus we obtain the ring morphism Gr(Ψ * ) : Gr H * (Quot(E, n)) −→ Gr H * (Filt(E, n) ). The image of Gr(Ψ * ) is same as the Sn-invariant part of Gr H * (Filt(E, n) ).
Corollary 4.2
In Gr H * (Quot(E, n)), we have the following equality:
Another filtration
We have the lexicographic order on Z n+1 ≥ 0 . We have the natural injection Z
Then we obtain the induced total order on Z n ≥ 0 . We denote the induced order by ≤1. We put as follows:
We use the notation ≡ (1) to denote the equality in the associated graded vector space Gr
, and same as ξ(v + ei) in Gr
. Thus we can show that
v+u , and
v . In particular, we obtain the following equality in Gr
for v ∈ B(n, r):
Some generators
Recall that c l denotes
. Thus we have the nat-
, induced by the projection. We also have the morphism
Then we obtain the morphism φ :
.
Lemma 4.6
The morphism φ is surjective.
Proof We have the filtration on the H * (C (k) ) and the H * (C (k−j) ) defined as follows: We denote the subspace generated by the elements of the form sym(γ1 ⊗ · · · ⊗ γa ⊗ 1 ⊗ · · · ⊗ 1), (γi ∈ H * (C)) by Ga. Here sym denotes the symmetrization operator. Then the family {Ga} gives the filtration. Moreover the family
We prove the claim by an induction on the number a. Assume that the claims for any a ′ < a hold. For
Due to the equality, the following holds for any γ ′ ∈ H * (C (j) ):
). Thus we are done. For any h ∈ Z h ≥ 0 , we have the following morphism induced by φ and the identify of C (h) :
We denote it also by φ.
Lemma 4.7 The morphism φ is surjective.
Let Lα (α = 0, 1, 2, . . .) be line bundles over C. We put E∞ = α≥0 Lα. We obtain the infinite quot scheme Quot(E∞, n).
Proposition 4.1 The following elements generate H * (Quot(E∞, n)) over the ring H * (C (n) ):
Proof Let A denote the subalgebra generated by S over H * (C (n) ). We have to show that A is same as (E∞, n) ). Note the following equality in Gr (1) u :
We use the following obvious lemma.
Lemma 4.8 Let u be an element of B(n, r). Let k be a positive integer such that k < min{i | ui > ui+1}.
Then we have the following equality in Gr
For any element f of H * (Quot(E∞, n)), it has a description as follows:
We put d(f ) := max{u | a(u) = 0}. Here the maximum is taken with respect to the total order ≤1 on B(n, r).
Assume that H * (Quot(E∞, n)) − A = ∅, and we will derive a contradiction. Let f0 be an element of
We put u0 := d(f0). We put k := min{i | u0,i > u0,i+1}. Then we have the decomposition u0 = u1 + c k . Note that u1 < u0. Thus we only have to show that there exist a ∈ H * (F (u1)) and b ∈ H * (C (k) ) satisfying the following:
In Gr (1) u 0 , we have the following:
Thus we obtain the result, by using Lemma 4.7.
Let k be a positive integer. Then we have the push forward q * :
. Let φ2 denote the composite of the following morphisms:
Clearly φ2 is surjective. In general we have the morphism induced by φ2:
The morphism is also denoted by φ2. It is clearly surjective.
Proposition 4.2 The following set generates the ring H
Proof Let A2 denote the subring generated by S2 over H * (C (n) ). We only have to prove that A2 contains S in Proposition 4.1. For k ≤ n, we have the natural inclusion B(k, r) −→ B(n, r). We regard B(k, r) as the subset of B(n, r).
We use an induction. The following claim is called P (l, k):
We only have to prove P (n, n). The claims P (l, 1) (1 ≤ l ≤ n) are clear. Thus the proposition is reduced to the following lemma.
Proof Let u be an element of B(k, r) − B(k − 1, r) such that co(u) ≤ l. The k-th component is denoted by u k . We put u0 := u − u k · e k . Then we have co(u0) ≤ l − u k < l. We have the following equality in Gr co(u) H * (Quot(∞, n)):
Thus the lemma follows from the surjectivity of φ2.
Hence the proof of the proposition 4.2 is completed.
Let E be a locally free sheaf, which is not necessarily isomorphic to a direct sum of line bundles. We have the universal quotient F u defined over Quot(E, n) × C. We have the i-th Chern class ci(F u ). It induces the correspondence map φi :
Theorem 4.1 The following set generates H * (Quot(E, n)):
Im(φi).
Proof Because any vector bundle E on a smooth projective curve can be deformed into such a bundle, and because the topology of the quot scheme is invariant under deformations of vector bundles, we only have to prove the claim for the vector bundle of the form r−1 α=0 Lα. We have the morphism Ψ × id :
. We have already known the following:
Hence we obtain the following:
Here A is contained in the ideal generated by
* (Filt(E, n)). Hence Theorem 4.1 follows from Proposition 4.2.
Symmetricity
We introduce another Sn-action ρ on H * (C n )[ω1, . . . , ωn] defined as follows:
ρ,Sn denote the Sn-invariant part of with respect to the action ρ.
Proof Let consider the element ξ(l · en). We have the following relation:
Let t be a formal variable. We put as follows: Example (I1 = {1, 2}, I2 = {2, 3} and I = (I1, I2))
¨r r r r r r
Let I = (I1, . . . , I l ) be a tuple, which is not necessarily connected. For each connected component Iα ∈ c(I), we obtain the first betti number b1(Iα). We put ci(I) := {Iα ∈ c(I) | b1(Iα) = i}. Then we have the decomposition c(I) = i ci(I). 
Combinatorial data
For an element l ∈ Z n , the j-th component is denoted by qj (l). For an element l ∈ Z We denote the projection of Z n ≥ 0 onto the j-th component by qj .
Definition 4.4
For an element u ∈ B(n) and σ ∈ Sn, we consider the following conditions:
• We put l(h) = j≤h lj . Let i and j be elements ofŜ(l h ), and then
The set of L = (l1, . . . , ln) satisfying the conditions is denoted by T (u, σ).
For an element L ∈ T (u, σ), we put ρ h (L) := |l h | − |Ŝ(l h )| + 1.
A formula
Theorem 4.3 The following holds:
Here g denotes the genus of C.
Proof The proof is just a calculation. We only indicate an outline in the next two subsubsections.
A reduction
Let u be an element of Z n−1 ≥ 0 . We have the following formula:
Here we use ∆ n,k · a = ∆ n,k τ n,k (a).
Let P be a tuple (k1, . . . , k h ; l1, . . . , l h ) satisfying the following:
Let U denote the set of such tuple. For such a tuple, we put |P| := h j=1 lj +u k h −h, and ∆P = ∆ (k 1 ,...,k h ,n) . The cyclic permutation σP is defined by n → k1, ki → ki+1 and kn → n. We put as follows:
Lemma 4.11 The following holds:
Proof We only have to use the formula (22) recursively.
Statement for an induction
Let h be an integer such that 0 ≤ h ≤ n. Let I = (i n−h+1 , i n−h+2 , . . . , in) be a tuple such that iα ∈ [1, n]. We put S(n, I) := {σ ∈ Sn | σ(iα) = α}. Then we have the decomposition Sn = |I|=h S(n, I).
Definition 4.5 Let h be an integer such that 0 ≤ h ≤ n. Let v be an element of B(n) and σ be an element of Sn.
Let consider a tuple L = (l n−h+1 , l n−h+2 , . . . , ln) such that lα ∈ Z α ≥ 0 . Let consider the following conditions:
• We putŜ(hα) = s(hα) ∪ {α}. We put v (β) = σ(v) − n α=β hα. Let i and j be elements ofŜ(hα).
The set of such tuples L is denoted by
For such a tuple L = (l n−h+1 , . . . , ln), we put ρα(L) := n i=1 qi(hα) − |Ŝ(hα)| + 1, (α = n − h + 1, . . . , n). For any element v ∈ B(n) and a ∈ H * (F Q (v)), we put as follows:
Lemma 4.12 Let h be an integer such that 0 ≤ h ≤ n. Then we have the following:
Proof We use an ascending induction on h. We only have to use a reduction given in the subsubsection 4.4.4 recursively.
In the case h = n, the set S(σ, I) contains the unique element, and we have Tn(u, σ) = T (u, σ). Thus we obtain the following equality:
hα · σ(a).
The following lemma is easy. 
By substiting (25) into (24), we obtain (21). Thus Theorem 4.3 is obtained.
General case
For an element l = (l1, . . . , l h ) ∈ Z For an element l = (l1, . . . , l h ), we put ρj(l) = i≤j li. We have ρ h (l) = |l|. We have the natural morphism Ψ l : Filt(E, l) −→ Filt(E, |l|), given by the following functor:
Thus we obtain the morphism Ψ * l : H * (Filt(E, l)) −→ H * (Filt(E, |l|) ).
Theorem 4.4 The set
n j=1
generates H * (Filt(E, l) ). We omit to derive a combinatorial description of Ψ * l ξ l (v * , a).
5 The structure of the cohomology ring of the infinite quot scheme of infinite length
Recall the following general notation: Let V · be a graded vector space such that V i = 0 for any i < 0 and that dim V i < ∞ for any i. Recall that the formal power series i≥0 (dim V i ) · t i is called the Poincaré series for V · . Let X be a topological space whose i-th betti number is finite for any i. We denote the Poincaré series of the graded vector space H * (X) by P (X)(t), or simply by P (X). Let C be a smooth projective curve. Fix a point P of C. We have the inclusion of Quot(r, r) into Quot(r + 1, r + 1) corresponding to the functor:
Here CP denotes the skyscraper sheaf at the point P . Thus we obtain the topological space Quot(∞, ∞) := ∞ r=1 Quot(r, r), which we call the infinite quot scheme of infinite length for C. (More precisely, we use the mapping telescope.) We consider the structure of the cohomology ring of Quot(∞, ∞).
We put b1 := dim H 1 (C).
Lemma 5.1 The Poincaré series of Quot(∞, ∞) is the following,
(1 + t)
Proof We have the isomorphism H * (Quot(r, l)) ≃ l∈Dec(l,r) H * (C (l) )[−co(l)]. Then we obtain the following equality: And thus we have the following equality:
The following holds:
P (Quot(∞, ∞)) = Here Quot(∞, 0) = ∅. Note that the following holds:
(1 − s) (1 − t 2h s)(1 − t 2h+2 s)
Thus we are done. 
Proof The natural morphism Quot(r, r) −→ C (r) induces the morphism:
We have the morphism H * (C)[−2h] −→ H * (Quot(r, r)), a −→ ξ(h·e1; a). Thus we obtain the ring morphism:
Thus we obtain the ring morphism:
Due to the result in the previous section, it is surjective. The Poincaré series of the both sides coincide. Thus we are done.
