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Abstract—Approximately 18% of the 3.2 million smartphone
applications rely on integrated graphics processing units (GPUs)
to achieve competitive performance. Graphics performance, typ-
ically measured in frames per second, is a strong function of
the GPU frequency, which in turn has a significant impact on
mobile processor power consumption. Consequently, dynamic
power management algorithms have to assess the performance
sensitivity to the frequency accurately to choose the operating
frequency of the GPU effectively. Since the impact of GPU
frequency on performance varies rapidly over time, there is a
need for online performance models that can adapt to varying
workloads. This paper presents a light-weight adaptive runtime
performance model that predicts the frame processing time of
graphics workloads at runtime without apriori characterization.
We employ this model to estimate the frame time sensitivity to
the GPU frequency, i.e., the partial derivative of the frame time
with respect to the GPU frequency. The proposed model does
not rely on any parameter learned offline. Our experiments on
the Intel Minnowboard MAX platform running common GPU
benchmarks show that the mean absolute percentage error in
frame time and frame time sensitivity prediction are 4.2% and
6.7%, respectively.
Index Terms—Integrated GPUs, performance modeling, online
learning, frequency scaling, power management, RLS
I. INTRODUCTION
Graphically-intensive mobile applications, such as games,
constitute about 18% of the most popular smartphone ap-
plication categories [2]. Consequently, integrated GPUs have
become an indispensable component of mobile processors
due to the increasing popularity of graphics applications.
Our measurements show that the GPU power consumption
accounts for more than 35% of application processor power
when running many of these applications. The GPU frequency
cannot be reduced arbitrarily to save power, since it also
determines the achievable frame rate, which has a significant
impact on the user experience. Therefore, there is a growing
need to use graphics performance models that can accurately
and judiciously control the GPU frequency.
The primary graphics performance metric is the number of
frames that can be processed per second, since this limits the
maximum display frame rate. Therefore, we use the time the
GPU takes to process a frame as the performance metric.
U. Gupta, M. Babu and U. Y. Ogras are with the School of Electrical,
Computer, and Energy Engineering, Arizona State University, Tempe, AZ,
85281. E-mail: {ujjwal, msbabu, umit}@asu.edu
R. Ayoub, M. Kishinevsky and F. Paterna are with Intel Corporation. E-
mail: {raid.ayoub, michael.kishinevsky, francesco.paterna}@intel.com
S. Gumussoy is an IEEE member. E-mail: suat@gumussoy.net
Manuscript received September 13, 2017.
0 5 10 15 20 25 30
Fr
am
e 
tim
e 
(m
s)
20
40
60
Time (s)0 5 10 15 20 25 30
Fr
am
e 
tim
e 
(m
s)
10
20
30
(a)
(b)
Fig. 1: The change in frame time for ice-storm application for
(a) 200 MHz and (b) 489 MHz GPU frequencies.
Frame time highly correlates with GPU frequency, and is
dependent on the target application. Furthermore, it varies
significantly throughout the lifetime of an application, as
shown in Figure 1. That is, the frame time is a multivariate
function of the frequency and workload, where the latter is
captured by the performance counters. Therefore, an effective
GPU performance model must adapt to the dynamic workload
variations to accurately predict the frame time as a function
of frequency.
In this paper, we present a performance model that when
combined with a power model can be integrated into dynamic
power management algorithms to enable selection of the
best GPU frequency for graphics applications. We develop a
systematic two-step methodology for constructing a tractable
runtime model for GPU frame time prediction. The first
step is an extensive analysis to collect frame time and GPU
performance counter data. This analysis enables us to construct
a frame time model template and select the feature set that
should be used online. Our model employs differential calculus
to express the change in frame time as a function of the
partial derivatives of the frame time with respect to the GPU
frequency and performance counters. In the second step, we
implement an adaptive algorithm, whose function is to learn
the coefficients of the proposed model online for dynamically
predicting the change in the frame time. Unlike our previous
work [11], the proposed adaptive algorithm does not depend
on modeling any performance counters offline. We achieve
this by identifying the counters that depend on the GPU
frequency during the offline feature selection process. Hence,
we exploit the characterization data, which is already available,
and construct a fully online model without relying on micro-
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2architectural details. Furthermore, we present two different
online algorithms that can be employed based on the number
of features used in the model. The first algorithm is the
covariance form of recursive least squares (RLS) algorithm.
RLS is a good choice since the correlation between different
frames decays quickly unlike the fractal behavior observed
at the macroblock level [39]. The covariance form avoids
matrix inversion and incurs very small overhead when the
number of features is small (≈10). However, its computational
complexity still grows quadratically [24]. Therefore, we also
employ the traversal form of RLS with coordinate descent,
called Dichotomous Coordinate Descent form of RLS (DCD-
RLS), whose complexity grows linearly with the number of
features [42]. We employ the adaptive frame time model to
estimate the frame time sensitivity to the GPU frequency,
which is defined as the partial derivative of the frame time
with respect to the GPU frequency.
To validate our approach experimentally, we run custom
applications and commonly used graphics benchmarks on
three different hardware platforms1: the Intel Minnowboard
MAX mobile platform [18], Intel core i5 6th generation
platform [32], and Moto-X pure edition smartphone [27].
First, we test the accuracy of our performance model. Our
experiments show that the mean absolute percentage error in
frame time and frame time sensitivity prediction are 4.2% and
6.7%, respectively. Then, we employ our model in a dynamic
power management algorithm to optimize energy consumption
with performance constraint. We achieve 43% better energy
savings than the default Ondemand governor and only 3%
higher energy consumption compared to an Oracle policy.
The major contributions of this work are:
• A methodology for collecting offline data and developing a
GPU performance model,
• An adaptive performance model as a function of the GPU
frequency and hardware counters observed online,
• Practical implementation and overhead analysis of two low-
cost RLS algorithms to adaptively learn the model coeffi-
cients,
• Extensive evaluations of our approach on three experimental
and commercial platforms using common GPU benchmarks.
The rest of the paper is organized as follows. Section II
presents the related work. Section III details the challenges and
lays out the groundwork required for frame time prediction.
Section IV presents the techniques for offline analysis and
online learning. Finally, Section V discusses the experimental
results, and Section VI concludes the paper.
II. RELATED RESEARCH
The number of power hungry and performance critical
graphics applications running on the smartphone is increas-
ing [26]. As a result, power consumption, temperature, and
performance metrics in smartphones have become important
considerations [10, 30]. Dynamic thermal and power man-
agement (DTPM) techniques often perform tradeoffs between
these metrics for good user experience [4, 12, 34]. This work
1 Note that our previous work [11] was validated only on the Intel
Minnowboard MAX mobile platform.
focuses on building quantifiable light-weight performance
models that can guide DTPM algorithms in conjunction with
runtime power models [20, 28].
A number of researchers have proposed dynamic power
management techniques for graphics applications [6, 21, 33].
Many of these techniques employ performance models that
are either learned offline or online. For example, Kadjo et
al. employs a performance model that is a function of the
individual, the products, and the quotients of the hardware
performance counters [21]. This technique learns the model
parameters using batch linear regression and predicts the
frequency-scalable portion of the GPU active time. Thus,
enabling accurate performance modeling, but at the same time
is dependent on the offline training data. Another work on
performance modeling uses an auto-regressive (AR) model for
frame time prediction [5]. The authors employ a tenth order
AR model, whose coefficients are learned offline using ten
minutes of frame time data for each application using the
Matlab System Identification tool [23]. In another technique,
the authors use a similar AR model whose inputs are based
on prior frame times, and the model coefficients are estimated
using the normalized least mean squares technique [6].
Workload prediction models based on PID controllers have
also shown good accuracy in prediction of graphics work-
loads [6]. However, as mentioned in [6] the PID gains are
very hard to tune due to a large search space of the gain
parameters. Furthermore, it is not practically feasible to change
the PID gains adaptively at runtime. Yet another approach
to compute the GPU performance is presented in [33]. This
technique models the GPU performance using the CPU and
GPU frequencies and their utilizations as inputs. The authors
employ batch linear regression adaptively at runtime to learn
the model coefficients, which is computation and memory
intensive [35]. Furthermore, their model relies on utilization
(instead of using the performance counters) that does not
provide a fine-grain measure of the workload.
A hybrid combination of offline and online techniques has
recently been proposed to minimize the energy consumption
under a performance constraint [25]. This technique employs
probabilistic graphical models to estimate the power and
performance for unknown applications at runtime based on
previously stored offline application data. The authors show
high accuracy compared to an online learning algorithm.
However, this online algorithm ignores the application history
and employs a basic multi-variable linear regression technique.
In summary, relying solely on offline data does not general-
ize well to other data sets, as it is not feasible to account for all
possible workloads. Alternatively, online learning is challeng-
ing due to limited observability and computing resources. We
address these concerns by providing an efficient technique for
GPU performance prediction, which includes a performance
model, a feature selection methodology and an online learning
algorithm.
Our adaptive performance model uses hardware perfor-
mance counters and frequency as inputs. We employ RLS
for online learning of the model coefficients. Note that RLS
has been extensively applied in signal processing and control
applications [35]. In fact, RLS has also been employed for
3building an adaptive power model [41] and performance
model [22, 40] for CPUs. Unlike our work, these models
are not built for GPUs, and do not use frequency and per-
formance counters as inputs. Our prior performance model
for integrated GPUs [11] also employ RLS algorithm and
performance counters. However, it requires offline learning to
characterize the frequency dependence of the counters used
by the RLS algorithm. More precisely, the prior technique
learns a non-linear model offline to compute the derivative
of frequency dependent counters with respect to the GPU
frequency. Since offline learning limits the usability of the
earlier model, we propose a fully online technique. The main
challenge is to identify which counters depend on the GPU
frequency, and characterize this dependence without knowing
micro-architectural details. Our key insight is to find this
information in the experimental data set, which is already
used for feature selection. We add a subtle term to the model
template used in the feature selection step. The new term
enables us to choose only the counters that are not correlated
with the frequency term. This leads to a more robust and
practical mechanism that employs only frequency dependent
counters.
In addition, we present the results with a low complexity
DCD-RLS algorithm that can be more efficient than traditional
RLS algorithm for large number of inputs [42]. Furthermore,
we also evaluate our technique by concurrently running GPU
applications on commercial Moto-X pure edition smartphone.
Finally, we demonstrate the application of our approach for
dynamic power management and evaluate the results on an
Intel core i5 6th generation platform.
III. FRAME TIME CHARACTERIZATION
A. Challenges and Notation
To construct a high fidelity frame time model, it is crucial
to understand the dependence of the frame time on the
GPU frequency and workload. As mentioned in Section I,
the workload characteristics are captured by the performance
counters x = [x1, x2, . . . , xN ], where N is the total number of
counters. These counters are functions of the frame complexity
C that can be defined as the processing effort required to render
a frame. For example, the number of various operations, such
as the number of pixels shades, and the number of cycles that
the rendering engine is busy vary as the frames stream through
the GPU. Consequently, corresponding performance counters
become indicators of the frame complexity. Furthermore, both
the frame time and some of the counters are functions of the
operating frequency. Therefore, we characterize the frame time
tF in any given time step k using a multivariate function
tF,k( fk, xk(Ck, fk)), where the subscript k denotes discrete
time steps used in practical systems. Besides showing the
dependency of the frame time on the frequency and counters,
this notation also reveals that the counters themselves can vary
with frequency.
There are two major challenges in the characterization
of tF,k( fk, xk(Ck, fk)). The first challenge is to establish a
trusted reference for frame time that provides a rich set
of samples of this function. This set needs to provide the
frame time for an exhaustive list of frequencies and counter
values. The second and bigger challenge is to understand the
sensitivity of frame time to frequency, i.e., finding the partial
derivative of the frame time with respect to the frequency.
This quantitative measure of the impact on performance due
to a change in the GPU frequency is vital for dynamic power
management algorithms. For example, when the derivative
is zero, the power management algorithm can safely lower
the frequency without affecting the performance. However,
finding this partial derivative is very challenging, since a direct
reference is not available at runtime. Therefore, we perform
extensive offline characterization by decoupling the impact of
the change in frame time due to the frequency and frame
complexity.
B. Frame Time and Counter Data Collection
We establish the reference frame time by modifying the
Android’s Direct Rendering Manager [7] driver to mark the
GPU start and completion times for each new frame. In this
way, we can record the frame processing time and frame count
from the kernel while running any benchmark that uses the
GPU. We set the sampling period to 50 ms such that three
frames can fit into the interval at 60 frames per second (FPS).
Our frame time instrumentation is a non-trivial modification
to the Linux kernel. Therefore, we constructed an experimental
setup to validate the accuracy of our instrumentation using
power consumption measurements. In our setup, an external
power supply is connected to the target platform using a shunt
resistor. We employ an NI data acquisition (DAQ) system [29]
to measure the voltage across the terminals of the resistor
while running application. Then, the data collected by the
DAQ systems is used to compute the current drawn by the
target platform. Figure 2(a) shows the total platform power
consumption as a function of time when running a custom
target application (Art3) at 60 FPS. By maintaining a low CPU
activity, we know that the peaks in the power consumption
occur due to the GPU activity. Figure 2(b) zooms to the first
50 ms of the trace that shows three frames. The width of the
pulses is a good measure of frame time, since they correspond
to the time periods during which the GPU is active. Hence,
we can test the accuracy of frame time and frame count
instrumentations by correlating them to the pulse durations
obtained by power measurements. Figure 2(c) shows the prob-
ability density functions for the frame time measured by the
software kernel instrumentation and the external board power
measurements. We observe that our kernel instrumentation and
power measurements yield only a 3% difference in mean of
the frame time. We also find that the kernel instrumentation
is more practical and accurate than the power measurements,
since it does not depend on external equipment and has lower
measurement noise.
We use the Intel GPU Tools [17] to log the counter values
at runtime [16]. Our modification to the kernel source code
enables us to collect traces in the format shown below:
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Fig. 2: (a) Total power consumption of the Intel Minnowboard MAX platform [18] when the GPU is rendering Art3 application
at 60 FPS. The crests correspond to the power consumption when the GPU is actively rendering the frames, while the trough
correspond to the power consumption when the GPU is in sleep state. (b) Zoomed portion, which shows three frames in the
first 50ms. The width of the peaks give the time the GPU is actively computing the frame. (c) Frame time distribution for
kernel and power instrumentations for Art3 application.
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Fig. 3: The frame time distribution obtained for rendering the
same frame and rendering multiple similar frames.
Each row corresponds to a 50 ms interval, which matches
the rate at which the frequency governors change the GPU
frequency. We also test that this data collection does not induce
any noticeable impact on the application performance.
Instead of collecting the data every 50 ms interval, another
way to isolate the changes due to the GPU frequency is by
running the entire application repeatedly at each supported
GPU frequency. Theoretically, this data collection method can
be used to identify the effect of GPU frequency on frame
time. However, this approach is intractable for a number of
reasons. First, there will not be a one-to-one correspondence
between the frames in different runs. For example, consider an
application that runs at 60 FPS or 30 FPS depending on the
GPU frequency. At the low GPU frequency, the application
will drop the 30 frames that it failed to render, rather than
rendering them later. Second, even processing the same frame
may take different amounts of time due to the variations in
the memory access time from one run to another, as shown
in Figure 3. We also observe that frame time variations can
be significant even when rendering multiple frames that have
similar frame complexity. These challenges are aggravated in
many GPU intensive applications. Therefore, the most reliable
approach for collecting reference data is by varying the GPU
frequency while freezing the workload.
A consistent apple-to-apple comparison is possible only if
the workload is kept constant, i.e., same frame is frozen and
rendered repeatedly. To facilitate this comparison, we built two
custom Android applications, Art3 and RenderingTest, as de-
tailed in Section V-A. These applications enable us to precisely
control the frame content and target frame rate. We first set the
CPU frequency to ensure repeatability of the results, as shown
in Figure 4. Then, we sweep the GPU frequency across the set
of frequencies supported by the target system. For example,
our target platform supports nine frequencies ranging from
200MHz to 511MHz, as shown in Figure 4. Each of these
combinations is further repeated for 64 frame complexities,
which is determined by the number and variety of features
in a given frame. We note that different frame complexities
enable us to exercise the performance counters in a controlled
manner. Finally, we run each configuration multiple times to
suppress the random variations. In our experiments, we collect
80 samples for each configuration, which leads to 2 × 9 × 64
× 80 = 92160 lines with 1152 different configurations.
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Fig. 4: The proposed methodology for collecting a rich set
of training and test data. Each frame is repeated nr times for
every configuration.
The proposed methodology is applied to both of our Art3
and RenderingTest applications. Figure 5(a) shows how the
frame time changes with the GPU frequency at a CPU
frequency of 1.3 GHz. Different curves on this plot show
that increasing frame complexity implies larger frame time, as
expected. Therefore, the data set confirms that the frame time
is a function of both the GPU frequency and the workload.
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Fig. 5: Frame time and hardware counter values for the
RenderingTest application with increasing GPU frequency at
four different frame complexities.
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Fig. 6: Frame time for the RenderingTest application with in-
creasing frame complexity at four different GPU frequencies.
Similarly, Figures 5(b) and (c) show the Rendering Engine
Busy counter and Vertex Shader Active Time counter as a
function of the frequency. The Rendering Engine Busy counts
the number of cycles for which the rendering engine is not idle
and the Vertex Shader Active Time counts the cycles for which
the vertex shader is active on all cores [16]. Clearly, Rendering
Engine Busy counter is a strong function of frequency, while
Vertex Shader Active Time counter is independent of frequency.
Figure 6 shows the relation between the counters and the
frame time. We observe that a larger cycle count (i.e., higher
complexity) results in an almost linear increase in frame time.
The partial derivative of frame time with respect to the counter
value changes with frequency. Furthermore, Figures 6(a) and
(b) show that the partial derivative of frame time with respect
to the counter value, i.e., the slope of the frame time, is
a function of both the frequency and counter. In summary,
our data set enables characterizing the multivariate function
tF,k( fk, xk( fk)). We use this data at design time to construct a
template for the frame time model. Then, our online learning
algorithm updates the coefficients in this model to predict the
frame time for arbitrary applications.
IV. FRAME TIME PREDICTION
This section presents the proposed frame time prediction
methodology. First, a mathematical model is derived to express
change in frame time, followed by a demonstration of how
frame time sensitivity is computed using this model. Then, we
describe the offline learning process for selecting the features
that will be used during online learning. Finally, we present
the proposed adaptive frame time prediction algorithm.
A. Differential Frame Time Model
The quintessential information used by dynamic power
management algorithm is: “How do the control parameters
(in our case the GPU frequency) affect the performance and
power consumption”. For example, if the performance is not
affected by the GPU frequency, then we can use the minimum
available frequency to minimize the power consumption, since
there is no performance penalty. In contrast, if the frame
time is inversely proportional to the GPU frequency, then
it would be prohibitive to reduce the frequency. Therefore,
we are interested in modeling the change in frame time as a
function of the frequency. From a practical point of view, we
know the frame time in the previous interval k − 1 thanks to
our instrumentation. Therefore, the expected change (i.e., the
difference from the previous interval) is sufficient to predict the
frame time in next interval k. This change can be approximated
as the total derivative with respect to the GPU frequency and
performance counters as follows:
dtF ( fk, xk (Ck, fk )) =
∂tF ( fk, xk (Ck, fk ))
∂ fk
dfk
+
N∑
i=1
∂tF ( fk, xk (Ck, fk ))
∂xi(Ck, fk )
dxi,k (Ck, fk ) (1)
This equation reveals that the variation in frame time is
a combined effect of the change in the GPU frequency (the
first term), and the changes in the counters, which reflect
the workload (the summation term). Equation 1 holds, if the
frequency and counters are continuous variables. Since they
are discrete variables in practice, we can approximate the
change in frame time as:
∆tF ( fk, xk(Ck, fk)) ≈ ∂tF,k
∂ fk
∆ fk +
N∑
i=1
∂tF,k
∂xi,k
∆xi,k (2)
6Note that ∂tF/∂ fk is the partial derivative of frame time
with respect to frequency2. The frame time change due to
∂xi,k( fk)/∂ fk is included in the difference term ∆xi,k . This
equation forms the basis of our mathematical model. The
differential form is useful, since the current frame time is
known, and we are interested in the change. Next, we analyze
each term of Equation 2 in detail to derive our frame time
model.
Change due to the GPU frequency: In general, the part of the
processing time confined within the GPU pipeline is inversely
proportional to the frequency. However, memory access and
stall times do not scale with the frequency. Therefore, the
frame time is a non-linear function of the GPU frequency,
as shown in Figure 5(a). Using this observation, we can
approximate the frame time tF for a given workload (i.e., x)
in terms of a frequency-scalable portion tF,s and an unscalable
portion tF,us [3]. More specifically,
tF ( fk−1, x) = tF,s( fk−1, x) + tF,us(x)
tF ( fk, x) = tF,s( fk−1, x) fk−1fk + tF,us(x)
(3)
Hence, the change in frame time when switching from fk−1
to fk can be found by subtracting the first line in Equation 3
from the second line as follows:
∂tF,k
∂ fk
∆ fk ≈ tF,s( fk−1, x)
(
fk−1
fk
− 1
)
≡a0tF,k−1
(
fk−1
fk
− 1
)
(4)
where tF,k−1 is the frame time from the previous instant k −1.
We note that tF,k−1
(
fk−1
fk
− 1
)
can be easily calculated at run
time. Since the scalable frame time is in general not known,
we express it as an unknown parameter a0 that our online
learning algorithm will learn at runtime.
Hardware performance counter change: The frame time
changes linearly with many hardware performance counters,
such as the one shown in Figure 6. If any counters cause a
non-linear change in frame time, they can be taken as piece-
wise linear. Thus, we express the second term in Equation 2,
i.e., the change in frame time with counters as:
∆tF (xk) ≈
N∑
i=1
∂tF,k
∂xi,k
∆xi,k ≡
N∑
i=1
ai∆xi,k (5)
where ai’s are the coefficients that change at runtime as a
function of the workload. Therefore, they are learned online.
By combining Equation 4 and Equation 5, we can re-write
our mathematical model in Equation 2 as:
∆tF,k ( fk, xk ( fk )) ≈ a0tF,k−1
(
fk−1
fk
− 1
)
+
N∑
i=1
ai∆xi,k ( fk ) (6)
The terms tF,k−1
(
fk−1
fk
− 1
)
and ∆xi,k( fk) ∀ i ∈ [0, N] form
the feature set hk , while the parameters a ∈ RN+1 are learned
online. The list all of the parameters with their description are
shown in Table I.
2 We illustrate our approach using a single clock domain, since integrated
GPUs used in mobile processors, such as, ARM Mali, have a single clock
domain [1]. However, this approach can be extended to multiple clock domains
by adding a new frequency term for each clock domain. and using counters
representative of all domains.
B. Frame Time Sensitivity
DTPM algorithms often need to evaluate the impact of a
frequency change on performance before making any decision.
This information, together with power sensitivity to frequency,
can help DTPM algorithms to make better decisions. This
section explains how our frame time prediction model is used
for computing the frame time sensitivity.
As an example, consider a scenario where the GPU fre-
quency at time k is fk = 400 MHz. Suppose that a DTPM
algorithm needs to predict the change in frame time when the
frequency goes from fk = 400 MHz to a candidate frequency
fnew = 444 MHz. Before finalizing this decision, we will
need to evaluate the corresponding change in frame time,
i.e., tF ( fnew) − tF ( fk) using Equation 6. In this equation, the
frequency change affects the first term
(
400
444 − 1
)
and only the
counters that are a function of the frequency. To make the
latter more explicit, we can write the change in counters due
to the GPU frequency f and the frame complexity C as:
∆xi,k ≈ ∂xi,k
∂ f
∆ fk +
∂xi,k
∂C
∆C, f or 1 ≤ i ≤ N (7)
Since the frame time sensitivity is calculated for a given frame,
the change in complexity ∆C = 0, and Equation 6 can be
written as:
tF ( fnew)−tF ( fk )≈a0tF,k−1
(
fk
fnew
−1
)
+
N∑
i=1
ai
(
∂xi,k
∂ f
( fnew− fk )
)
(8)
This equation can be used to predict the change in frame
time for the new candidate frequency as:
dtF
df

k
≈ tF ( fnew) − tF ( fk)
fnew − fk (9)
TABLE I: Summary of the notation used in this paper
Notation Description
k Discrete time sample
f GPU frequency
C Complexity of a frame
x = [x1, . . . , xN ] A vector of N hardware counters
T Total number of data samples
tF Frame time
tF,s Frequency-scalable portion of frame time
tF,us Unscalable portion of frame time
a Model parameters
fnew A new candidate GPU frequency
Nindep Number of frequency independent counters
η `1 regularization parameter
M Number of features after offline selection
G Adaptive gain of the RLS
P Covariance matrix of the error in RLS
h Input features
λ Forgetting factor
ainit Initial estimate of the model parameters
µ `2 regularization parameter for RLS
7In Equation 8, fk , fnew, and ai ∀ i ∈ [0, N] are known at
time step k. The only unknown value is ∂xi,k∂ f , which is zero
for frequency independent counters. Note that our prior work
employed a non-linear offline model to compute ∂xi,k∂ f [11]. It
is possible to learn this model online as well by employing
two parallel adaptive algorithms, but that will incur more
overhead. Since it is desirable to keep the overhead of the
implementation small, we modify the model to use only the
frequency independent counters, as described in Section IV-C.
Selecting the counters for which ∂xi,k∂ f = 0 greatly simplifies
the frequency sensitivity calculation. In particular, a simplified
form can be obtained after combining the Equations 6 and 7,
as follows (derivation is presented in Appendix 1):
∆tF,k ( fk, xk ( fk ))≈a0tF,k−1
(
fk−1
fk
− 1
)
+a1∆ fk +
Nindep∑
i=1
ai+1∆xi,k (10)
where Nindep ⊆ N is the number of frequency independent
counters. This step simplifies the calculation of tF ( fnew) −
tF ( fk) by making the partial derivative of the counters with
respect to frequency equal to zero in Equation 10.
tF ( fnew) − tF ( fk ) ≈ a0tF,k−1
(
fk
fnew
−1
)
+ a1( fnew − fk ) (11)
Derivative at time k: We can compute the derivative of
frame time with respect to frequency at time k using the
average of the derivative to jump one level higher and one level
lower frequency. The one level higher and lower frequencies
correspond to the smallest possible change in the frequency
of the platform.
dtF
df

k
= lim
∆ f→0
1
2
[
tF ( fk + ∆ f ) − tF ( fk)
∆ f
+
tF ( fk) − tF ( fk − ∆ f )
∆ f
]
(12)
where ∆ f is the change in the frequency one level higher and
lower to the frequency fk . Since the change in the frequency is
in both the higher and lower directions, the weights are 0.5. For
some platforms, such as Minnowboard the frequency levels
are not equally spaced. For example, when fk = 489 MHz
the change to the frequency one level higher is ∆ f1 = 511 −
489 = 22 MHz and one level lower is ∆ f2 = 489 − 444 =
45 MHz, as shown in the frequency table of Figure 4. To
accurately predict the numerical derivative of frame time with
respect to the frequency, we employ a three point derivative
of Lagrange’s polynomial [37, 38] as follows:
dtF
df

k
≈∆ f
2
1 tF ( fk+∆ f2)+(∆ f 22 −∆ f 21 )tF ( fk )−∆ f 22 tF ( fk−∆ f1)
∆ f1∆ f2(∆ f1 + ∆ f2)
(13)
Equation 13 simplifies to Equation 12 for equal spacing of
frequencies, i.e., when ∆ f1 = ∆ f2.
C. Offline Feature Selection
Real-time prediction requires an extremely efficient learning
algorithm to facilitate fast evaluation of a GPU frequency
change. One approach to reduce the overhead of regression
is dimensionality reduction on the input data. The goal of this
approach is to reduce the complexity of the data and speed up
computation, while maintaining a good prediction accuracy.
In addition to algorithm efficiency, this can help remove the
features that either add duplicate information to the output or
do not change with our parameters. The main challenge here
is to identify which counters depend on the GPU frequency
and characterize this dependence without knowing micro-
architectural details. We note the Equation 10 has two types
of terms. The first two terms with coefficients a0 and a1 are
explicit functions of the frequency, whereas the remaining
terms are functions of the performance counters. If the coun-
ters in our feature set are correlated with the frequency, RLS
cannot reliably converge to optimal model coefficients due
to the multicollinearity phenomenon. Therefore, we limit our
feature set to the performance counters that are independent
from the frequency. We are able to differentiate frequency
dependent and independent counters using our characterization
data without having access to the micro-architecture of the
GPU. We employ Least Absolute Shrinkage and Selection
Operator regression (Lasso) to reduce the feature size in the
model appropriately by selecting the most representative set of
features by minimizing the MSE with a bound on the `1 norm
of parameters ai [9]. The results from Lasso regression are
highly sparse due to the `1 nature of the bound. That is, for T
samples the Lasso regression can be performed by minimizing
the MSE between the actual change in frame time ∆tF,k and
using the estimate from Equation 10 after adding a `1 norm
penalty as:
aˆ = argmin
a
T∑
k=1
[
∆tF,k − a0tF,k−1
(
fk−1
fk
− 1
)
−a1∆ fk +
Nindep∑
i=1
ai+1∆xi,k
]2
+ η
Nindep∑
j=0
|aj | (14)
By increasing the value of η, less features can be selected
at the expense of accuracy. An acceptable loss in accuracy is
within one standard error more than the minimum MSE. Thus,
during the learning phase we will regress on M feature subset,
where M << N + 1, instead of N + 1 features. Note that our
approach relies on the availability of frequency independent
features in the platform. Based on our experiments with Min-
nowboard [18] and Intel core i5 6th generation platform [32],
we have always been able to find frequency independent
features.
D. Online Learning of the Model Parameters
The parameters in Equation 10 can be learned offline and
then used at runtime. However, it is hard to generalize offline
learning to all possible applications that would be executed by
the system. Moreover, the workload can change as a function
of user activity. Therefore, the learning mechanism should not
completely rely on offline learning. We employ an adaptive
algorithm to learn the parameters of the frame time model. In
particular, we use the covariance form of RLS [35] and the
Dichotomous Coordinate Descent form of RLS [42] estimation
techniques, as described next.
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Fig. 7: Adaptive filtering approach showing the update in
parameters ai based on error between the actual change in
frame time and prediction.
RLS algorithm updates the parameters ai in Equation 10 in
each prediction interval, as described in Figure 7, using the
following set of equations:
Gk = Pk−1hk(hTk Pk−1hk + λ)−1 (15)
Pk = (I −GkhTk )Pk−1λ−1 (16)
aˆk = aˆk−1 +Gk(∆tF,k( fk, xk( fk)) − hTk aˆk−1) (17)
The update rule given in Equation 17 computes the pre-
diction error by subtracting the frame time prediction from
the actual change in frame time. Note that online learning
would not be possible without our kernel instrumentation,
which provides reliable reference measurement at runtime
(∆tF,k( fk, xk( fk))). Equation 15 and Equation 16 update the
gain Gk and covariance Pk matrices using the feature vector.
The forgetting factor 0  λ ≤ 1 is used to give more weight
to latest data and less weight to the older data. The set of
Equations 15-17 together solve the `2 regularized cost function
at runtime for any samples T as follows [19]:
J = min
a
[
(a − ainit)′(µI)(a − ainit)+
T∑
k=1
(∆tF,k − h′ka)2
]
(18)
where ainit are the initial values of the model coefficients a
and µ is a regularization parameter. We denote the matrix and
vector transpose by (·)′ symbol.
Parameter initializations: We choose the ainit = diag(I),
since we assume full scalability of the frames with respect
to the frequency and counters in the beginning. The forgetting
factor λ is set to one to utilize all the past information. We find
the regularization parameter µ such that the multicollinearity
of the inputs is considerably reduced. Multicollinearity in
linear regression problems occur when two or more inputs are
highly correlated causing the standard errors in the estimate of
the coefficients to increase [8]. RLS solves the multicollinear-
ity issue by minimizing a `2 regularized cost function [15, 19].
Finally, we initialize the covariance matrix as P = I/µ.
Computational complexity: RLS is well known for giving
good predictions in the signal processing field. However, its
computational complexity grows with the number of features
as O(M2) [36]. Nonetheless, feature selection minimizes the
size of the feature set to reduce the complexity. Furthermore,
matrix inversions are the main source of complexity in many
algorithms, including RLS. Our solution is to use the co-
variance form of RLS that does not perform matrix inversion.
The value hT
k
Pk−1hk in Equation 15 evaluates to a scalar,
eliminating the overhead of the inversion operation. The com-
plexity of the RLS is acceptable for small number of features.
When there are large number of features then a traversal form
of RLS coupled with coordinate descent called DCD-RLS can
be used [42]. In this algorithm, first, the correlation matrix P−1
is partially updated in each time stamp k. Then, the change in
the model coefficients are estimated using inexact line-search.
This reduces the complexity of the DCD-RLS algorithm to
O(M). For example, in a platform if the number of features
M = 10, then the number of arithmetic operations in RLS are
2M2 + 8M + 2 = 282, while the operations used in DCD-RLS
are only 17M = 170. Since in our current platform we perform
feature selection and reduce the number of features to 4, the
number of operations in RLS and DCD-RLS are similar. Also,
DCD-RLS reduces the number of multiplication and division
operations at the expense of low-cost addition operations. This
provides slight speedup for small features and larger benefits
when the number of features are more. More details about the
platform overhead of RLS are given in Section V-G.
V. EXPERIMENTAL RESULTS
This section first describes the experimental setup and the
selection of the offline learning of regularization parameters
η and µ. Next, we demonstrate the accuracy of the proposed
online frame time and frequency sensitivity prediction tech-
niques. After that, we compare our approach to an existing
online performance modeling methodology, and demonstrate
its application for dynamic power management. Finally, we
discuss the implementation overhead of the proposed frame
time prediction techniques.
A. Experimental Setup
We primarily employ the Minnowboard MAX platform [18]
running the Android 5.1 operating system with the kernel
modifications mentioned in Section III-B to evaluate our
approach. This platform has two CPU cores and one GPU,
whose frequency can take the values listed in Figure 4. The
GPU frequency is readily available from the kernel file system.
In addition to this, we use the Intel GPU Tools as an external
module to the Android system to trace the GPU performance
counters. To further demonstrate the effectiveness of our
approach, we employ two additional hardware platforms. We
evaluate the accuracy of our approach while running multiple
graphics applications concurrently using a Moto-X pure edi-
tion smartphone, which has Qualcomm Snapdragon 808 SoC.
Finally, we employ Intel core i5 6th generation platform [32]
for dynamic power management experiments.
Standard Benchmarks and Scenarios: The proposed frame
time prediction technique is validated using the following
commonly used GPU benchmarks on Minnowboard MAX
platform: Nenamark2, BrainItOn, 3DMark (both the Ice Storm
and Slingshot scenarios), Mobilebench, Chess, and Jet-ski.
We also employ eight gaming application scenarios, such as
Fruit Ninja, Angry Birds, Jungle Run, Angry Bots, and Shark
Dash, running on Intel core i5 6th generation platform. These
9workloads are referred to as Workloads 1-8 for confidential-
ity3. Finally, we run YouTube application and Chain Reaction
game concurrently using Android 7 split-screen feature to
create a multiple application scenario on Moto-X pure edition
smartphone.
Custom Benchmarks: The accuracy of the frame time
prediction can be tested without any limitations, since our
frame time prediction technique works for any Android app
that can run on the target platform. However, validating
the sensitivity prediction (i.e., the partial derivative of the
frame time with respect to the frequency) requires reference
measurements taken at different frequencies. This golden
reference cannot be simply collected by running the whole
application at different frequencies due to the reasons detailed
in Section III-B. Therefore, we also developed RenderingTest
and Art3 applications that enable us to control the number of
times each frame is repeated.
The RenderingTest application accepts two inputs that spec-
ify the number of cubes rendered in the frame, and the number
of times the same frame is processed. By changing the number
of cubes, we control the frame complexity. In our experiments,
we sweep the number of cubes from 1 to 64 and repeat each
frame 80 times. The cubes are rendered at a maximum of 60
FPS with vertex shaders and depth buffering enabled. Since we
use the RenderingTest application for offline characterization,
we also developed one more custom application, called Art3,
which renders pyramids with a different rendering pipeline.
The RenderingTest application renders each cube with its own
memory buffer, while Art3 concatenates all pyramids into the
same memory buffer before rendering. These two applications
allow us to compute and store the reference sensitivities, such
that they can be used as the golden reference to validate our
online frequency sensitivity predictions.
Evaluation: We evaluate the proposed methodology using
three algorithms. The first algorithm employs Equation 10
with online learning using RLS algorithm (RLS). This is also
the default algorithm used throughout the paper. The second
algorithm employs the same model with online learning using
the DCD-RLS algorithm (DCD-RLS). The third algorithm
employs two models: (a) the model shown in Equation 6 with
online learning using RLS and (b) an offline nonlinear model
for derivative of frequency dependent counter with respect to
frequency (RLS+Offline) [11].
B. Offline Feature Selection and `2 Regularization
To perform feature selection using Equation 14, we first
prune the counters that are highly dependent on frequency by
measuring the Pearson correlation coefficient of the counters
with respect to the GPU frequency. Counters that have the
correlation coefficient less than 0.1 are retained for further
processing. Then, we apply the Lasso regression with 10–
fold cross-validation on our large dataset collected from the
RenderingTest application. Figure 8(a) shows the change in
mean squared error between the predicted and measured
frame time of the GPU. As the `1 regularization parameter
η in Equation 14 increases, the penalty on the cost function
3This is requested by Intel Corp.
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Fig. 8: Cross-validated LASSO regression result for; (a) the
change in mean squared error of the frame time prediction
with increasing η values, and (b) the change in the number of
selected features with increasing η values.
increases leading to a higher MSE, in general. Note that the
mean error (black line) first slightly decreases, then increases
for incrementing η values. The slight decrease occurs due to
overfitting that also leads to higher cross-validation variance
in the error. The minimum value of ηmin = 5 × 10−3 uses
four features, as shown in Figure 8(b). To shrink the model
features, a good choice is ηsel = 3.4 × 10−3 for which the
performance in terms of expected generalization error is within
one standard error of the minimum. In our experiments, we
choose the minimum MSE point with four features. These four
features consist of the two change in the frequency terms from
Equation 10 and change in the Vertex Shader Active Time and
Slow Z Test Pixels Failing counters. The Vertex Shader Active
Time counter counts the cycles for which the vertex shader
is active on all cores. The Slow Z Test Pixels Failing counter
gives the number of pixels that fail the slow check in the
GPU. Neither of these counters depend on the frequency; they
are functions of only the frame complexity. Note that in our
prior work [11] we also select four features, but these consist
of a single frequency change term and three counters. Two
of these counters, Aggregate Core Array Active and Slow Z
Test Pixels Failing are frequency independent and one counter
Rendering Engine Busy is frequency dependent. We compute
the derivative of the frequency dependent counter offline using
a non-linear model. However, in this work by using frequency
independent counters only, there is no need for using any
additional models. Figure 9 shows the features employed by
our GPU performance model. We observe that all the features
are highly correlated to the change in frame time.
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Fig. 9: Correlation between the selected features and the
difference in the frame time tk − tk−1.
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Fig. 10: Frame time prediction error for RenderingTest and
Art3 applications for different values of the `2 regularization
parameter µ. The black markers show the mean value of
the error and the whiskers show the one standard deviation
boundaries.
We determine the `2 regularization parameter µ for opti-
mizing the cost function in Equation 18 of the RLS algorithm
offline. We first sweep the parameter µ between a large range
of 10−28 to 1020, and run the RLS algorithm for each value
of the µ to find the error in the frame time predictions.
Figure 10 shows the mean and variance of the absolute
percentage error in frame time for a number of µ values for the
RenderingTest and Art3 applications. When µ is small, there
is little regularization effect and consequently the error is low.
However, when µ value is large, the left term in Equation 18
starts to dominate the cost function and severely constrains the
model coefficients a close to ainit. This leads to higher frame
time prediction errors for µ > 1. We employ a µ = 10−14 in all
our experiments, which is the geometric mean of the starting
sweep value of µ = 10−28 and the knee point µ = 1 to provide
sufficient adaptability for any unknown workloads.
C. Online Frame Time Prediction
We validate our frame time prediction approach first on the
RenderingTest application to test the corner cases. Figure 11
shows the comparison between the actual and the predicted
frame time. During the first 5 seconds, both the GPU frequency
and frames change randomly. We observe that the proposed
online model successfully keeps up with the rapid changes.
In order to test our approach under corner cases, we enforce
a saw-tooth pattern during the remaining duration of the
application. More precisely, the GPU frequency starts at 200
MHz, and the complexity increases from 1 to 64 in increments
of one (the first tooth). Then, the same iterations are repeated
for 9 supported GPU frequencies. Figure 11 demonstrates that
we achieve very good accuracy when the frequency stays
constant for a period of time. There is a spike when the
complexity jumps suddenly from 64 to 1. However, the RLS
reacts quickly and maintains a high accuracy. Overall, the
mean absolute percentage error between the real and predicted
frame time values is 2.6%.
We observe similar levels of accuracy for Art3 and standard
benchmarks. In particular, Figure 12 shows the actual and
predicted frame times for 3DMark’s Ice Storm benchmark at
two different GPU frequencies. We achieve a high prediction
accuracy with the mean absolute error of 2.1% and 7.4% for
the GPU frequencies 200 MHz and 489 MHz, respectively.
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Fig. 11: Frame time prediction for the RenderingTest app.
Similarly, the actual and predicted frame time for the BrainI-
tOn gaming application with fixed GPU frequency is shown in
Figure 13. This interactive game requires frequent user inputs,
and the frame time exhibits more sudden changes compared to
other applications. Our frame time prediction matches closely
to the actual frame time with the median and mean absolute
percentage errors of 0.4% and 12.9%, respectively. Note that
the higher mean absolute error value for the application is
due to a few outliers in the frame time. This is confirmed
from the very low median absolute percentage error value of
the benchmark.
0 5 10 15 20 25 30F
ra
m
e 
tim
e 
(m
s)
20
40
60
Prediction Actual
Time (s)
0 5 10 15 20 25 30F
ra
m
e 
tim
e 
(m
s)
10
20
30
(b)
(a)
Fig. 12: Frame time prediction for the 3DMark Ice Storm
application running at (a) 200 MHz, (b) 489 MHz.
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Fig. 13: Frame time prediction for the BrainItOn application
running at 200 MHz.
The frame time prediction mean absolute error for all of the
benchmarks running over all GPU frequencies is summarized
in Figure 14. The results are sorted with the errors in the RLS
technique. The average of the mean absolute errors across all
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Fig. 14: Mean absolute percentage errors in the frame time
for the Android applications using the three algorithms: RLS,
RLS+Offline, and DCD-RLS.
the benchmarks for the RLS, RLS+Offline, and DCD-RLS al-
gorithms are 4.2%, 4.3%, and 4.6%, respectively. On average,
the three algorithms provide similar and high accuracy. The
RLS and DCD-RLS techniques have the additional advantage
of not relying on any offline model. We observe that the games
BrainItOn and Jetski require extensive user interaction, which
leads to fast changes in the frame time. This makes the tracking
of the rapidly changing frame time difficult and results in a
mean error of 12% and 10%, respectively. Nonetheless, both
these applications have low median absolute errors of 6.5%
and 1.3%, which suggests that the error is not high for majority
of time intervals. Other benchmarks show errors smaller than
5%, indicating very high accuracy for frame time prediction.
For Scenario-4 benchmark the DCD-RLS technique shows 3%
higher error compared to the other two algorithms. This is
because the RLS algorithm is better at rejecting the noise
in the inputs compared to the DCD-RLS. This indicates that
RLS should be preferred over DCD-RLS, except when the
complexity of RLS is critically important in the system and
slightly larger errors in frame time prediction are acceptable.
Comparison with Completely Offline Learning: We also
compare our approach with an offline method, where all the
model parameters are learned at design time and remain con-
stant at runtime. Figure 15 shows the mean absolute percentage
errors for online (dashed line) and offline (solid line) learning
for different training ratios. When we run all the benchmarks
one after the other with our online learning mechanism, we get
an error of 4.6%. However, running the same benchmarks with
offline learned parameters leads to higher errors. As shown in
the figure, the difference between the offline and online error
decreases as the training ratio approaches one, i.e., when the
training set equals the test set. This shows that offline learning
leads to higher error, unless the model can be trained on all
the applications. Of note, the prediction error of our approach
is flat, since the same set of features are selected with smaller
training set.
Frame Time Prediction for Concurrent Application: Newer
generation of mobile platforms using Android 7.1 have added
support for running multiple applications using split-screen.
Therefore, it is important to also validate the performance
model on these newer generation of platforms and multiple
application scenarios. For this experiment, we employ the
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Fig. 15: Comparison of mean absolute percentage error in
frame time for all Android applications combined.
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Fig. 16: Frame time prediction while running YouTube and
Chain reaction game running simultaneously on Moto-X
smartphone.
Moto-X pure edition smartphone running Android 7.1 on a
Qualcomm Snapdragon 808 SoC. We split the screen into two
parts as top and bottom. Then, we run a YouTube application
in the bottom part of the screen and play the Chain reaction
game simultaneously on the top part of the screen. Figure 16
shows the reference and predicted frame times for this multiple
application scenario. The proposed RLS algorithm achieves
8% frame time prediction error.
There are many benefits of the online performance model
compared to offline evaluation. For example, in our case, the
online modeling methodology reduced the characterization and
model tuning effort from several months to a few days for
the Moto-X smartphone. Similarly, the mobile platforms are
expected to deliver good performance for any new applications
that were created after the product launch. Therefore, the
online modeling technique enables adaptation to the new work-
loads without costly repetition of the workload characteriza-
tion by the platform designers. Finally, our approach is easily
portable and independent of any vendor and architecture.
D. Online Frame Time Sensitivity Prediction
To assess the accuracy of our sensitivity prediction, we
predict the change in frame time as a result of increasing
(or decreasing) the frequency. Then, we compute the frame
time sensitivity using Equation 9. We start with changing
the frequency by one level according the supported GPU
frequencies listed in Figure 4, e.g., changing fGPU from
fk = 400 MHz to fnew = 444 MHz or fnew = 355 MHz.
Figure 17 shows the predicted and actual frame time when
the new frequency fnew is one level higher. The mean absolute
percentage error for this prediction is 5.4%. We observe the
same result when fnew is one level lower. One might argue that
the high prediction accuracy is only due to single frequency
jumps like 400 MHz to 444 MHz. Therefore, we also repeat
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Fig. 17: Predicted and actual frame times for RenderingTest
application when fnew is one level higher.
our experiments for multiple frequency jumps. For example, if
current frequency is 200 MHz, then a frequency jump of three
implies fnew is 311 MHz. Figure 18 shows that the accuracy
indeed degrades, but even when the number of frequency levels
is eight (maximum allowed on Minnowboard), the error is less
than 10%. In practice, the frequency level changes in DTPM
algorithms is not performed drastically from lowest to highest,
but in smaller steps leading to higher accuracy.
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Fig. 18: Frame time prediction error in RenderingTest appli-
cation for multiple frequency jumps.
Accuracy of the Partial Derivative of Frame Time with
Respect to Frequency: We present the accuracy in predicting
the derivative of frame time with respect to GPU frequency for
the RenderingTest and Art3 applications in Figure 19(a) and
(b), respectively. Each plot shows the derivative values for the
reference, RLS, RLS+Offline, and DCD-RLS techniques. We
compute the derivative using Lagrange’s polynomial method
with change in frequency one level higher and one level
lower, as given by Equation 13. As seen from Figure 19(a),
the slope starts with a negative value and then diminishes
to zero on increasing frequency. This is consistent with the
observation in Figure 5(a). The normalized root mean squared
error in the derivative prediction for RenderingTest application
using RLS, RLS+Offline, and DCD-RLS are 6.8%, 6.9%,
and 5.9%, respectively. These results indicate high accuracy
for the derivative prediction, with the RLS and DCD-RLS
having an additional advantage of performing the prediction
completely online without using frequency dependent coun-
ters. This eliminates an extra step of predicting the derivative
of the counter with respect to frequency. In addition to
running the RenderingTest application, we ran Art3 as well
to measure frame time sensitivity. Figure 19(b) shows that
the predicted derivative of frame time with respect to GPU
frequency follows the reference values closely. In particular,
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Fig. 19: Sensitivity of frame time with respect to frequency
for (a) RenderingTest and (b) Art3 applications.
the normalized root mean squared error in the derivative
prediction for Art3 application using RLS, RLS+Offline, and
DCD-RLS algorithms are 6.6%, 4.9%, and 8%, respectively.
Off note, the derivative values for Art3 application are smaller
than the RenderingTest application, because Art3 is a memory
bound graphics application.
E. Comparison with an Auto Regressive Model using LMS
In this section, we compare our approach to a tenth-order
autoregressive (AR) model which learns the model parameters
using Normalized Least Mean Square (LMS) algorithm [6].
We first observe that LMS algorithm is slower to converge
than RLS. For example, Figure 20 shows that our approach
converges to optimal model coefficients in 50ms while running
the Icestorm application. In contrast, the LMS approach takes
1.6s to converge while running the same workload. In general,
the optimal model coefficient targets also change at runtime as
the application phases change dynamically. The convergence
of the LMS approach is slow due to the tenth-order AR
model, which takes the first ten samples to do the initial
learning. However, the convergence time of our approach
varies between 50ms to 0.3s, while LMS takes in the order
of seconds. We also note that the AR model can predict the
frame time, but it cannot predict the partial derivative of GPU
performance with respect to frequency, since it does not have a
frequency term. Therefore, our approach can directly provide
the frequency sensitivity data to dynamic power management
algorithms unlike the existing AR model [6]. Furthermore, fast
convergence enables quick response to the dynamic changes
in the workload.
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Fig. 20: The proposed RLS technique converges in only 50ms
compared to the AR-LMS technique that converges in 1.6s for
the Icestorm application.
F. Impact for Dynamic Power Management
Our performance model can be used with a large variety of
power management algorithms that can optimize for system
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objectives, such as performance under a power budget [14, 43]
and energy [13]. In this section, we demonstrate the applica-
tion of the proposed GPU performance model for minimizing
the energy consumption subject to a minimum frame rate
constraint of 60 FPS. At each control interval, we use the
proposed GPU performance model to predict the frame time at
all the frequencies supported in the platform. Then, we select
the frequency that leads to the smallest energy consumption,
while meeting the minimum frame time constraint for the next
interval. To evaluate the effectiveness of our approach, we
compare our results to an Oracle-based policy that precisely
knows what the frequency in the next interval should be. We
obtain this information by running each frame at each sup-
ported frequency before this experiment. Obviously, Oracle-
based policy is not practical, but it provides the optimal results
as a comparison point. In addition to Oracle, we also compare
our approach against the Linux Ondemand governor, which is
used in many commercial products [31].
For this experiment, we run industrial gaming workloads
and our custom applications4. Out of these interactive games,
the first five workloads have frame time error less than 4%,
while the remaining workloads 6-8 have higher frame time
errors of more than 10%. Figure 21 shows the energy
consumption achieved by the Ondemand governor and the
proposed RLS-based algorithm. The optimal energy value
achieved by Oracle is shown by the dotted red line, and the
other results are normalized to that of the Oracle-based policy.
Workloads-6 to 8 and our custom applications have light-
load graphics processing requirements. Consequently, these
applications have low GPU utilization and can achieve the
60 FPS frame rate target with small GPU frequencies. Our
algorithm successfully chooses the right GPU frequency and
matches the Oracle-based policy, as expected. The Ondemand
governor, which makes its decisions based on the GPU uti-
lization, chooses small frequencies. As a result, it can also
achieve the minimum energy consumption.
Unlike the light-load graphics applications, the frame rate
target cannot be achieved with lower GPU frequencies while
running Workloads-1 to 5. These workloads are heavy to
medium-load graphics games that result in high GPU utiliza-
tion. In this case, high GPU utilization makes the Ondemand
governor choose large frequencies. As a result, its energy
consumption is 1.3×-2.6× larger than the minimum energy
achieved by the Oracle-based policy. In contrast, our RLS-
based approach can successfully choose the optimal operating
frequencies due to its high accuracy. Consequently, the energy
consumption of our approach is within 1.06× of the optimal
value.
Overall, our RLS-based policy leads to only 3% higher
average energy consumption compared to the Oracle-based
policy. In contrast, the Ondemand governor has 1.3×-2.6×
larger energy consumption under heavy workloads. On av-
erage, our RLS-based policy provides about 43% lower en-
4 These workloads include games, such as, Fruit Ninja, Angry Birds,
Jungle Run, Angry Bots, and Shark Dash, running on Intel core i5 6th
generation platform. We refer to these games as Workload 1-8 in the plot
for confidentiality following the request from Intel.
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Fig. 21: Normalized energy consumption of the Ondemand
governor and our RLS-based policy normalized to the Oracle-
based policy.
ergy consumption compared to the Ondemand governor while
achieving the same frame rate.
G. Overhead Analysis
We measure the overhead of the proposed approach by
instrumenting the start and end times of each of the RLS
iterations, including the feature data preparation step. Then,
we measure the time for the proposed frame time prediction
mechanism running on the Minnowboard platform. Figure 22
demonstrates the difference in the runtime overheads of the
RLS and DCD-RLS algorithms in each iteration. When the
number of features are four, the overhead time of the RLS and
DCD-RLS algorithms are 3.8µs and 3.2µs, respectively. As the
number of features increase to 20, the runtime overhead of the
RLS algorithm becomes much larger than DCD-RLS. More
precisely, for 20 features, the RLS algorithm has the runtime
overhead of 53.4µs, while the DCD-RLS algorithm has 7.6×
smaller overhead of 7µs. This experiment demonstrates that
the proposed RLS technique has very low overhead for a small
number of features. When the number of features are large and
lowering the overhead time is critical, DCD-RLS is a viable
alternative to the proposed RLS algorithm.
5 10 15 20 25 30
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Fig. 22: Overhead time as a function of the number of features
for the RLS and DCD-RLS algorithm.
VI. CONCLUSION AND FUTURE WORK
In this paper, we propose an online performance modeling
methodology for graphics cores. The proposed methodology
combines offline data collection and online learning using
RLS algorithm. Online learning of the model coefficients
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enables adapting to unknown workloads by eliminating the
need for costly offline training. Extensive evaluations on
an experimental platform using common GPU benchmarks
resulted in average mean absolute errors of 4.2% in frame time
and 6.7% in frame time sensitivity prediction. Furthermore,
we experimentally showed that the proposed high accuracy
performance model could be successfully employed by an
dynamic power management algorithm that minimizes energy
consumption under a performance constraint.
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APPENDIX-1
Derivation of Equation 10: In this section, we explain the
steps to achieve the model structure that does not use the
frequency dependent hardware counters. We start with the
general frame time model structure from Equation 6 and
substitute Equation 7 in it.
∆tF,k ( fk, xk ( fk ))≈a0tF,k−1
(
fk−1
fk
− 1
)
+
N∑
i=1
ai
(
∂xi,k
∂ f
∆ fk+
∂xi,k
∂C
∆C
)
(19)
Then, we separate the terms for the change in counters due to
frequency f and complexity C.
∆tF,k ( fk, xk ( fk ))=a0tF,k−1
(
fk−1
fk
− 1
)
+
(
N∑
i=1
ai
∂xi,k
∂ f
)
∆ fk
+
N∑
i=1
ai
(
∂xi,k
∂C
∆C
)
(20)
We combine the term
∑N
i=1 ai
∂xi,k
∂ f into a single model coeffi-
cient b1 that is learned at runtime.
∆tF,k ( fk, xk ( fk ))=a0tF,k−1
(
fk−1
fk
− 1
)
+b1∆ fk +
N∑
i=1
ai
(
∂xi,k
∂C
∆C
)
(21)
The change in the counters that are frequency independent
can be written as ∆xk =
∂xk
∂C ∆C. As a result, we can change
the summation in the third term to only include the frequency
independent counters without loss of generality.
∆tF,k ( fk, xk ( fk ))=a0tF,k−1
(
fk−1
fk
− 1
)
+b1∆ fk +
Nindep∑
i=1
bi+1∆xi,k (22)
Finally, we perform a change in variables for the model
coefficients to represent b with a and obtain Equation 10.
∆tF,k ( fk, xk ( fk ))=a0tF,k−1
(
fk−1
fk
− 1
)
+a1∆ fk +
Nindep∑
i=1
ai+1∆xi,k
