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a b s t r a c t
In this paper, we investigate a class of nonlinear complementarity problems arising from
the discretization of the free boundary problem, which was recently studied by Sun
and Zeng [Z. Sun, J. Zeng, A monotone semismooth Newton type method for a class
of complementarity problems, J. Comput. Appl. Math. 235 (5) (2011) 1261–1274]. We
propose a new non-interior continuation algorithm for solving this class of problems,
where the full-Newton step is used in each iteration.We show that the algorithm is globally
convergent, where the iteration sequence of the variable converges monotonically. We
also prove that the algorithm is globally linearly and locally superlinearly convergent
without any additional assumption, and locally quadratically convergent under suitable
assumptions. The preliminary numerical results demonstrate the effectiveness of the
proposed algorithm.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we consider a class of nonlinear complementarity problems, denoted by NCP(F), which is to find a vector
x∗ ∈ ℜn such that
x∗ ≥ 0, F(x∗) ≥ 0, and (x∗)T F(x∗) = 0 (1.1)
where the inequalities are meant componentwise, and
F(x) = Ax+ Ψ (x)
with A = (aij) ∈ ℜn×n being anM-matrix andΨ : ℜn → ℜn being amonotonically diagonal function which is continuously
differential. Recall that A is called an M-matrix if it has nonpositive off-diagonals and A−1 exists with A−1 ≥ 0; and that
a function Ψ is called a monotonically diagonal function if the i-th component of Ψ is a function such that Ψi(x) = ψi(xi)
where ψi : ℜ → ℜ, and dψi(xi)/dxi ≥ 0, i.e., ψi(xi) is monotonically increasing for i = 1, 2, . . . , n.
The complementarity problem (1.1) has many real world applications. For instance, studying finite difference
discretization to the diffusion problem involvingMichaelis–Menten or second order irreversible reactions, we can obtain the
problem (1.1) (see for [1–3]). This class of problemswas recently studied in [4]. They reformulated the problemas a systemof
semismooth equations, and then proposed a semismooth Newtonmethod to solve NCP(F) (1.1) and proved that themethod
is locally superlinearly convergent. Encouraging numerical results were reported in [4]. Similar methods for solving certain
free boundary problems also can be found in other literature (see [5–7]). In the literature for complementarity problems,
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in order to overcome the difficulty from the nonsmoothness of the system of semismooth equations, one may introduce a
smoothing parameter into the system of semismooth equations, and design a smoothing-type algorithm to solve the system
of the smooth equations so that a solution of NCP(F) (1.1) can be found. The smoothing-type algorithm has been extensively
studied in the literature, including the smoothing Newton algorithm (see for [8–12]) and the non-interior continuation
algorithm (see for [13–19]).
In this paper, motivated by the methods mentioned above, by using a smooth approximation of the plus function, we
propose a newnon-interior continuation algorithm for solving NCP(F) (1.1), which is different from the existing non-interior
continuation algorithms. The proposed algorithm possesses the following features.
• Generally, it needs the line search to obtain the iteration step-length for the non-interior continuation algorithms in the
literature. In the proposed algorithm, the full-Newton step is used in each iteration.
• The algorithm is globally convergent. In particular, based on the argument of M-matrix, we show that the iteration
sequence of the variable converges monotonically. To the best of our knowledge, such a convergence property for non-
interior continuation algorithm has not been reported in the literature.
• The proposed algorithm is globally linearly and locally superlinearly convergent without any additional assumption, and
locally quadratically convergent under suitable assumptions.
We also report some numerical results, which show the effectiveness of the algorithm.
This paper is organized as follows. In the next section, we give a new smoothing reformulation of NCP(F) (1.1) and discuss
some properties of related functions. In Section 3, we propose a new non-interior continuation algorithm and show its
reasonableness.We investigate the global convergence and the convergent rate of the algorithm in Section 4 and in Section 5,
respectively. Preliminary numerical results are reported in Section 6.
In our notation, all vectors are column vectors, the subscript T denotes transpose.ℜn denotes the space of n-dimensional
real column vectors, and ℜn+ (respectively, ℜn++) denotes the nonnegative (respectively, positive) orthant in ℜn. Given
x, y ∈ ℜn, we write x ≤ y to indicate that y − x ∈ ℜn+. The symbol ∥ · ∥ stands for the Euclidean norm in ℜn and the
induced matrix norm. The matrix I represents the identity matrix of appropriate dimension. For any vector u ∈ ℜn, we
denote by ui the i-th component of u, and we sometime write u as vec{ui}. We denote by diag{ui} a diagonal matrix whose
i-th diagonal element is ui. For any α, β ∈ ℜ++, we write α = O(β) (respectively, α = o(β)) to mean α/β is uniformly
bounded (respectively, tends to zero) as β → 0.
2. Smooth reformulation
We denote by z+ the nonnegative portion of the vector z ∈ ℜn componentwise. It is well known that solving (1.1) is
equivalent to solving the following nonsmooth equations:
x− (x− F(x))+ = 0.
To overcome the difficulty arising from the nonsmoothness in this equation, onemight introduce some smoothing functions,
such as the the Chen–Mangasarian (CM) smoothing function introduced in Ref. [15], and the generalized smoothing function
in [19] based on the generalized complementarity functions (see for [20,21]). In this paper, we use a subclass of the CM
smoothing functions to reformulate NCP(F) (1.1):
p(t, µ) = 1
2
(t +

t2 + 2µ2).
This smoothing function has many desirable properties which are important to prove the convergence of our algorithm.
Lemma 2.1. The smoothing function p(t, µ) is at least twice continuously differentiable in the variable (t, µ) ∈ ℜ × ℜ++.
Furthermore, the following properties hold:
(i) 0 < ∂tp(t, µ) < 1 for all (t, µ) ∈ ℜ × ℜ++.
(ii) 0 < ∂µp(t, µ) < 1 for all (t, µ) ∈ ℜ × ℜ++.
(iii) ∂tp(t, µ) is an increasing function in the variable t.
(iv) ∂µp(t, µ) is an increasing function in the variable µ.
(v) The function ∂tp(t, ·) is decreasing when t ≥ 0 and increasing when t < 0.
Proof. Firstly, from the definition of p(t, µ), it follows that
∂tp(t, µ) = 12

1+ t
t2 + 2µ2

and ∂µp(t, µ) = µ
t2 + 2µ2 ,
which imply that ∂tp(t, µ) ∈ (0, 1) and ∂µp(t, µ) ∈ (0, 1) for (t, µ) ∈ ℜ × ℜ++, i.e., properties (i) and (ii) hold.
Secondly, we have
∂ttp(t, µ) = µ
2
(t2 + 2µ2) 32
> 0 and ∂µµp(t, µ) = t
2
(t2 + 2µ2) 32
≥ 0.
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This means that properties (iii) and (iv) hold. Finally, for (t, µ) ∈ ℜ × ℜ++, we have
∂tµp(t, µ) = −µt
(t2 + 2µ2) 32
.
It follows that ∂tµp(t, µ) ≤ 0 when t ≥ 0 and ∂tµp(t, µ) > 0 when t < 0, which implies that property (v) holds. 
Now, we define a reformulation function of the NCP(F), H : ℜn+1 → ℜn+1, by
H(x, µ) :=

Φ(x, µ)
µ

, (x, µ) ∈ ℜn ×ℜ++, (2.1)
where
Φ(x, µ) :=
φ1(x1, µ)...
φn(xn, µ)
 and φi(xi, µ) = xi + µ− p(xi − Fi(x), µ).
Then, x is a solution of (1.1) if and only if (x, 0) is a solution of the equation H(x, µ) = 0. This, together with the fact that
the function φi is continuously differentiable at any (xi, µ) with µ > 0, indicates that we might apply some Newton-type
methods to solve (1.1), that is, to solve the system of smooth equationsH(x, µ) = 0 at each iteration andmakeH(x, µ)→ 0
so that a solution of (1.1) can be found.
Obviously, the function H is continuously differentiable for any (x, µ) ∈ ℜn × ℜ++. Let ∇H(x, µ) denote the Jacobian
matrix of the function H in (x, µ), then
∇H(x, µ) :=
∇xΦ(x, µ) ∇µΦ(x, µ)
0 1

(2.2)
where ∇xΦ(x, µ) is a matrix inℜn×n described by
∇xΦ(x, µ) = I − ∂tp(x− F(x), µ)(I −∇F(x)), (2.3)
with ∇F(x) = A+ diag(dψi(xi)/dxi), and ∇µΦ(x, µ) is a column vector inℜn described by
∇µΦ(x, µ) = e− ∂µp(x− F(x), µ),
with
e = [1, 1, . . . , 1]T ,
∂tp(x− F(x), µ) = diag{∂tp(xi − Fi(x), µ)} = diag

1
2

1+ xi − Fi(x)
(xi − Fi(x))2 + 2µ2

,
∂µp(x− F(x), µ) = vec{∂µp(xi − Fi(x), µ)} = vec

µ
(xi − Fi(x))2 + 2µ2

.
In the following, we reveal some important properties of the matrix ∇xΦ(x, µ).
Lemma 2.2. The matrix ∇xΦ(x, µ) described in (2.3) is an M-matrix for any (x, µ) ∈ ℜn ×ℜ++.
To show this lemma, we firstly introduce two lemmas.
Lemma 2.3 (See for [22]). Let A ∈ ℜn×n be an M-matrix and B ≥ A with bij ≤ 0 for i ≠ j. Then B is an M-matrix.
Lemma 2.4. Suppose that αi, βi ∈ [0, 1] with i = 1, . . . , n. Let M be an M-matrix and V = diag{αi}M + diag{βi}, Then V is
an M-matrix.
Proof. (The proof of this lemma comes from Lemma 3.2 in [23]. Here, we give it in order to provide convenience for the
readers.) By the definition of V , the i-th row Vi of V can be expressed by
Vi =
αiMi + βie
T
i , if αi > 0 and βi > 0,
Mi, if αi = 1 and βi = 0,
eTi , if αi = 0 and βi = 1,
whereMi is the i-th row ofM and ei is the i-th column of the identity matrix. DefineΛ = diag{λi}with
λi =

αi, if αi ≠ 0,
1/mii, if αi = 0
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and
B =
B1...
Bn
 with Bi = Mi + (βi/αi), if αi ≠ 0miieTi , if αi = 0,
wheremii is the i-th diagonal element ofM . So, V = ΛB and B ≥ M with the off-diagonal element being nonpositive. Thus,
B is an M-matrix by Lemma 2.3. Furthermore, since Λ is a positive diagonal matrix, we have that V is an M-matrix. We
complete the proof of this lemma. 
Proof of Lemma 2.2. From (2.3), we have
∇xΦ(x, µ) = I − ∂tp(x− F(x), µ)+ ∂tp(x− F(x), µ)∇F(x). (2.4)
Since A is an M-matrix and dψi(xi)/dxi ≥ 0, it follows that ∇F(x) = A + diag{dψi(xi)/dxi} is an M-matrix by Lemma 2.3.
Since ∂tp(x−F(x), µ) is a diagonalmatrix all ofwhose diagonal elements belong to (0, 1) from the property (i) in Lemma 2.1,
it is easy to see that the matrix I− ∂tp(x− F(x), µ) is diagonal and every diagonal element belongs to (0, 1). Thus, it follows
from Lemma 2.4 that ∇xΦ(x, µ) is anM-matrix. 
Lemma 2.5. The matrix ∇H(x, µ) in (2.2) is nonsingular for any (x, µ) ∈ ℜn ×ℜ++.
Proof. By Lemma 2.2, ∇xΦ(x, µ) is an M-matrix, which implies that it is nonsingular. It follows that ∇H(x, µ) is
nonsingular. 
To proceed, taking 1h ≥ 0 in ℜn and 1µ ≤ 0 in ℜ, we now construct a new matrix ∇xΦ˜(x, µ) and a new vector
∇µΦ˜(x, µ) required in our algorithm by following the step-by-step procedure on the intervals [x, x+1h] and [µ+1µ,µ].
Considering the interval [x, x+1h], we firstly define two vectors as follows:
ξ(x) = (ξ1(x), ξ2(x), . . . , ξn(x)) and η(x) = (η1(x), η2(x), . . . , ηn(x))
with
ξi(x) = xi − ai1x1 − · · · − ai i−1xi−1 − aii(xi +1hi)− ai i+1xi+1 − · · · − annxn − ψi(xi +1hi),
ηi(x) = xi +1hi − ai1(x1 +1h1)− · · · − ai i−1(xi−1 +1hi−1)− aiixi
− ai i+1(xi+1 +1hi+1)− · · · − ann(xn +1hn)− ψi(xi)
where1hi is the i-th component of the vector1h and aij (i, j = 1, 2, . . . , n) is an element of the matrix A.
Lemma 2.6. Let ξ(x) and η(x) be described as above and θ ∈ [0, 1]. Then
ξ(x) ≤ x+ θ1h− F(x+ θ1h) ≤ η(x).
Proof. We consider the following equality for i = 1, 2, . . . , n,
xi + θ1hi − Fi(x+ θ1h) = xi + θ1hi − ai1(x1 + θ1h1)− · · · − aii(xi + θ1hi)
− · · · − ann(xn + θ1hn)− ψi(xi + θ1hi).
Since1hi ≥ 0, aii > 0, aij ≤ 0 (i ≠ j) and ψi(xi) is increasing, we have
xi + θ1hi − Fi(x+ θ1h) ≥ xi − ai1x1 − · · · − ai i−1xi−1 − aii(xi +1hi)− ai i+1xi+1
− · · · − annxn − ψi(xi +1hi)
= ξi(x),
and
xi + θ1hi − Fi(x+ θ1h) ≤ xi +1hi − ai1(x1 +1h1)− · · · − ai i−1(xi−1 +1hi−1)− aiixi
− ai i+1(xi+1 +1hi+1)− · · · − ann(xn +1hn)− ψi(xi)
= ηi(x).
Therefore, we have ξ(x) ≤ x+ θ1h− F(x+ θ1h) ≤ η(x). This completes the proof of Lemma 2.6. 
To proceed, we define two functions γmax(t) and γmin(t) as follows:
γmax(t) = 12 (1+ sgn(t)) and γmin(t) =
1
2
(1− sgn(t)), ∀t ∈ ℜ,
where the function sgn(t) is a signum function defined by
sgn(t) =

1, if t ≥ 0,
−1, if t < 0.
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Using the vectors ξ(x), η(x) and the functions γmax(t), γmin(t), we construct a matrix ∇xΦ˜(x, µ) as
∇xΦ˜(x, µ) := diag{∂tp(ξi(x), µ+ γmin(ξi(x))1µ)}[A− diag{aii + 1}]
+ diag{∂tp(ηi(x), µ+ γmax(ηi(x))1µ)}diag{aii + li} + I, (2.5)
where li = maxt∈[xi,xi+1hi] dψi(t)/dt .
Now, we discuss the relationship between the matrices ∇xΦ˜(x, µ) and ∇xΦ(x, µ), which play an important role in the
proof of convergence of the proposed algorithm.
Lemma 2.7. Let the matrix ∇xΦ˜(x, µ) be defined by (2.5) and θ ∈ [0, 1]. Then
(i) ∇xΦ(x+ θ1h, µ+ θ1µ) ≤ ∇xΦ˜(x, µ);
(ii) ∇xΦ˜(x, µ) is an M-matrix for any (x, µ) ∈ ℜn ×ℜ++.
Proof. From the properties of the function p in Lemma 2.1, it follows by Lemma 2.6 that
∂tp((xi + θ1hi)− Fi(x+ θ1h), µ+ θ1µ)
≤ ∂tp(ηi(x), µ+ θ1µ) (by the property (iii) in Lemma 2.1)
≤ ∂tp(ηi(x), µ+ γmax(ηi(x))1µ). (by the property (v) in Lemma 2.1).
Similarly,
∂tp((xi + θ1hi)− Fi(x+ θ1h), µ+ θ1µ) ≥ ∂tp(ξi(x), µ+ γmin(ξi(x))1µ).
Noting that aii > 0, aij ≤ 0 (i ≠ j) and dψi(xi)/dxi ≥ 0, we have
∇xΦ(x+ θ1h, µ+ θ1µ)
= I + ∂tp((xi + θ1hi)− Fi(x+ θ1h), µ+ θ1µ)(∇F(x+ θ1h)− I)
= diag{∂tp((xi + θ1hi)− Fi(x+ θ1h), µ+ θ1µ)}[A− diag{aii + 1}]
+ diag{∂tp((xi + θ1hi)− Fi(x+ θ1h), µ+ θ1µ)}diag

aii + dψi(xi + θ1hi)dxi

+ I
≤ diag{∂tp(ξi(x), µ+ γmin(ξi(x))1µ)}[A− diag{aii + 1}]
+ diag{∂tp(ηi(x), µ+ γmax(ηi(x))1µ)}diag{aii + li} + I
= ∇xΦ˜(x, µ),
where the above inequality follows because A − diag{aii + 1} ≤ 0, diag{aii + li} > 0 and ∂tp(t, µ) > 0, which proves the
result (i).
For simplicity, let αi = ∂tp((xi + θ1hi) − Fi(x + θ1h), µ + θ1µ) and βi = 1 − αi with i = 1, 2, . . . , n. Then, we can
rewrite the matrix ∇xΦ(x+ θ1h, µ+ θ1µ) as
diag{αi}∇F(x+ θ1h)+ diag{βi}.
Since αi, βi ∈ (0, 1) and ∇F(x + θ1h) is an M-matrix, it is easy to obtain that the matrix ∇xΦ(x + θ1h, µ + θ1µ) is an
M-matrix by Lemma 2.4. Taking into account that the off-diagonal elements of ∇xΦ˜(x, µ) are nonpositive by the
construction of thismatrix, we can get that∇xΦ˜(x, µ) is anM-matrix by (i) and Lemma2.3. Thus,we complete the proof. 
Next, we construct a new vector that will be used in our algorithm:
∇µΦ˜(x, µ) = e− vec

µ
(ζi(x))2 + 2µ2

(2.6)
where ζi(x) = min{|ξi(x)|, |ηi(x)|} if ξi(x)ηi(x) > 0; and ζi(x) = 0 if ξi(x)ηi(x) ≤ 0.
We give the following lemma that describes the relationship between ∇µΦ˜(x, µ) and ∇µΦ(x, µ).
Lemma 2.8. Let ∇µΦ˜(x, µ) be defined in (2.6) and θ ∈ [0, 1]. Then
∇µΦ(x+ θ1h, µ+ θ1µ) ≥ ∇µΦ˜(x, µ) ≥ 0.
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Proof. Since ∂µp(t, µ) is an increasing function in the variable µ from property (iv) in Lemma 2.1 and µ ≥ µ + θ1µ, it
follows that
∇µΦ(x+ θ1h, µ+ θ1µ) = e− ∂µp((x+ θ1h)− F(x+ θ1h), µ+ θ1µ)
≥ e− ∂µp((x+ θ1h)− F(x+ θ1h), µ)
= e− vec

µ/

[(xi + θ1hi)− Fi(x+ θ1h)]2 + 2µ2

≥ e− vec

µ/

(ζi(x))2 + 2µ2

= ∇µΦ˜(x, µ),
where the last inequality follows from the fact that ζi(x) ≤ |xi + θ1hi − Fi(x+ θ1h)| due to the definition of ζi(x). 
Finally, we define a matrix which will be applied to prove the convergent rate of our algorithm:
∇H˜(x, µ) =
∇xΦ˜(x, µ) ∇µΦ˜(x, µ)
0 1

. (2.7)
Lemma 2.9. The matrix ∇H˜(x, µ) defined in (2.7) is nonsingular for any (x, µ) ∈ ℜn ×ℜ++.
Proof. By Lemma 2.7, ∇xΦ˜(x, µ) is nonsingular, which implies that ∇H˜(x, µ) is nonsingular. 
3. A non-interior continuation algorithm
Now we propose a non-interior continuation algorithm for solving NCP(F) (1.1).
Algorithm 3.1 (A Non-Interior Continuation Algorithm).
Step 0 Choose σ ∈ (0, 1), q ∈ (0, 1], x0 ∈ ℜn, and µ0 > 0 such thatΦ(x0, µ0) ≤ 0. Set k = 0.
Step 1 If ∥H(xk, µk)∥ = 0, stop.
Step 2 Compute (1hk,1µk) by
∇H(xk, µk)

1hk
1µk

= −H(xk, µk)+

0
σkµk

, (3.1)
where σk = min{σ ,µqk}.
Step 3 IfΦ(xk +1hk, µk +1µk) ≤ 0, then set1xk := 1hk. Go to Step 4.
Otherwise, compute1dk by
∇xΦ˜(xk, µk)1dk +∇µΦ˜(xk, µk)1µk = −Φ(xk, µk). (3.2)
Set1xk := 1dk. Go to Step 4.
Step 4 Set xk+1 := xk +1xk, µk+1 := µk +1µk and k := k+ 1. Go to Step 1.
Remark. The non-interior continuation algorithm proposed in Algorithm 3.1 is different from those in the literature (see
for [13–19]). One main feature of this algorithm is that a full-Newton step is used in each iteration.
Theorem 3.1. Algorithm 3.1 is well defined and generates an infinite sequence {(xk, µk)} with 0 < µk+1 < µk < µ0 for all
k ≥ 0.
Proof. By Lemmas 2.5 and 2.7, the matrices ∇H(xk, µk) and ∇xΦ˜(x, µ) are nonsingular, which implies Eqs. (3.1) and (3.2)
are well defined.
From Eq. (3.1) and 0 < σk < σ < 1, it follows that 1µk = −(1 − σk)µk < 0. Hence, µk+1 = µk + 1µk = σkµk > 0,
which implies that 0 < µk+1 < µk < µ0.
Thus, we obtain that Algorithm 3.1 is well defined and generates an infinite sequence {(xk, µk)}with 0 < µk+1 < µk <
µ0 for all k ≥ 0. 
4. Global convergence of Algorithm 3.1
By Theorem 3.1, Algorithm 3.1 generates an infinite sequence {xk}. In this section we show that the sequence {xk} is
monotonically increasing and bounded. Such a convergence property was obtained in [4] for the semismooth Newton
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method. However, to the best of our knowledge, it has not been reported in the field of non-interior continuation algorithms.
Furthermore, we show that the limit of this iteration sequence is a solution of the equation H(x, 0) = 0.
We first give the following lemma, which plays an important role in the proof of monotonically increasing property of
the sequence {xk}.
Lemma 4.1. Let the sequence {(xk, µk)} be generated by Algorithm 3.1. If Φ(xk, µk) ≤ 0, then Φ(xk+1, µk+1) ≤ 0 for
k = 0, 1, 2, . . . .
Proof. According to Algorithm 3.1, if Φ(xk + 1hk, µk + 1µk) ≤ 0 does not hold, we will compute 1dk through Eq. (3.2).
From this equation, we have
∇xΦ˜(xk, µk)1dk +∇µΦ˜(xk, µk)1µk = −Φ(xk, µk).
Since ∇µΦ˜(xk, µk) ≥ 0 and 1µk < 0, it follows that −∇µΦ˜(xk, µk)1µk ≥ 0, which, together with (∇xΦ˜(xk, µk))−1 ≥ 0
(note that ∇xΦ˜ is anM-matrix) andΦ(xk, µk) ≤ 0, implies that
1dk = (∇xΦ˜(xk, µk))−1(−Φ(xk, µk)−∇µΦ˜(xk, µk)1µk) ≥ 0. (4.1)
Thus, we have
Φ(xk +1dk, µk +1µk) = Φ(xk, µk)+
 1
0
[∇xΦ(xk + θ1dk, µk + θ1µk)1dk
+∇µΦ(xk + θ1dk, µk + θ1µk)1µk]dθ
= Φ(xk, µk)+∇xΦ˜(xk, µk)1dk +∇µΦ˜(xk, µk)1µk
+
 1
0
[∇xΦ(xk + θ1dk, µk + θ1µk)1dk +∇µΦ(xk + θ1dk, µk + θ1µk)1µk]dθ
−
 1
0
[∇xΦ˜(xk, µk)1dk +∇µΦ˜(xk, µk)1µk]dθ
=
 1
0
[∇xΦ(xk + θ1dk, µk + θ1µk)1dk +∇µΦ(xk + θ1dk, µk + θ1µk)1µk]dθ
−
 1
0
[∇xΦ˜(xk, µk)1dk +∇µΦ˜(xk, µk)1µk]dθ
=
 1
0
[∇xΦ(xk + θ1dk, µk + θ1µk)−∇xΦ˜(xk, µk)]1dkdθ
+
 1
0
[∇µΦ(xk + θ1dk, µk + θ1µk)−∇µΦ˜(xk, µk)]1µkdθ
≤ 0.
From Lemmas 2.7 and 2.8, the last inequality holds due to1dk ≥ 0 and1µk < 0. This, together withΦ(x0, µ0) ≤ 0, means
thatΦ(xk+1, µk+1) ≤ 0 for k = 0, 1, 2, . . . . 
Lemma 4.2. Suppose that x∗ is a solution of (1.1). Then the iteration sequence {xk} generated by Algorithm 3.1 satisfies
xk ≤ xk+1 ≤ · · · ≤ x∗, k = 0, 1, . . . .
Proof. We divide the proof into the following two parts.
Part 1. We firstly show that the sequence {xk} is monotonically increasing. From Eq. (3.1), we have
∇xΦ(xk, µk)1hk +∇µΦ(xk, µk)1µk = −Φ(xk, µk).
Since∇µΦ(xk, µk) ≥ 0 and1µk < 0, it follows that−∇µΦ(xk, µk)1µk ≥ 0. Taking into account that (∇xΦ(xk, µk))−1 ≥ 0
andΦ(xk, µk) ≤ 0, we further obtain that
1hk = (∇xΦ(xk, µk))−1(−Φ(xk, µk)−∇µΦ(xk, µk)1µk) ≥ 0.
From Step 4 in Algorithm 3.1, we have xk+1 = xk +1hk or xk+1 = xk +1dk. Associated with (4.1), it follows that xk ≤ xk+1
for k = 0, 1, . . . .
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Part 2. Since x∗ is the solution of (1.1), it follows that x∗ ≥ 0 andΦ(x∗, 0) = 0. Taking into account thatΦ(xk+1, µk+1) ≥
Φ(xk+1, 0) due to the increasing of Φ(x, µ) for the variable µ (note that ∂µφi(x, µ) ∈ (0, 1) for i = 1, 2, . . . , n) and
Φ(xk+1, µk+1) ≤ 0 from Lemma 4.1, we have Φ(x∗, 0) ≥ Φ(xk+1, 0). Associated to x, we define two disjoint index sets
as follows:
I1 := {i | xk+1i < Fi(xk+1)} and I2 := {i | xk+1i ≥ Fi(xk+1)}.
It follows from p(t, 0) = t+ and φi(x∗i , 0) = x∗i − p(x∗i − Fi(x∗), 0) = 0 that
0 ≤ φi(x∗i , 0)− φi(xk+1i , 0) = x∗i − p(x∗i − Fi(x∗), 0)− xk+1i + p(xk+1i − Fi(xk+1i ), 0)
≤ x∗i − 0− xk+1i + 0 = x∗i − xk+1i
when i ∈ I1, i.e.,
x∗i ≥ xk+1i , ∀i ∈ I1. (4.2)
When i ∈ I2, the discussion is given as follows.
• If x∗ = 0, then p(x∗i − Fi(x∗), 0) = 0 due toΦ(x∗, 0) = 0, which implies that 0 = x∗i ≤ Fi(x∗). Hence, we have
0 ≤ φi(x∗i , 0)− φi(xk+1i , 0) = 0− φi(xk+1i , 0) ≤ Fi(x∗)− xk+1i + xk+1i − Fi(xk+1)
= Fi(x∗)− Fi(xk+1).
• If x∗i > 0, then p(x∗i − Fi(x∗), 0) > 0, which implies that x∗i > Fi(x∗). Hence, it follows that
0 ≤ φi(x∗i , 0)− φi(xk+1i , 0) = x∗i − x∗i + Fi(x∗)− xk+1i + xk+1i − Fi(xk+1)
= Fi(x∗)− Fi(xk+1).
Thus we have
FI2(x
∗)− FI2(xk+1) ≥ 0.
Noting that F(x) = Ax+ Ψ (x), we have
[A+ diag{di}]I2(x∗ − xk+1) ≥ 0,
where di =
 1
0 (dψi(tx
∗
i + (1− t)xk+1i )/dxi)dt ≥ 0. Thus, we have
[A+ diag{di}]I2I2(x∗ − xk+1)I2 ≥ −[A+ diag{di}]I2I1(x∗ − xk+1)I1 .
Since A is anM-matrix, it follows that A+ diag{di} is anM-matrix by Lemma 2.3. While [A+ diag{di}]I2I1 ≤ 0 because I1
and I2 are disjoint index sets, from (4.2) we have
[A+ diag{di}]I2I2(x∗ − xk+1)I2 ≥ 0. (4.3)
Furthermore, it follows from (4.3) that (x∗ − xk+1)I2 ≥ 0. Therefore, we have x∗ ≥ xk+1. This completes the proof. 
Corollary 4.1. The NCP (1.1) admits a unique solution.
Proof. Suppose that x∗, x¯∗ are two solutions of (1.1), i.e., Φ(x∗, 0) = 0 = Φ(x¯∗, 0). Similar to the proof of Lemma 4.2, we
can get x∗ ≥ x¯∗ and x∗ ≤ x¯∗. Thus, we can obtain that the result of this corollary holds. 
Theorem 4.1. The iteration sequence {µk} generated by Algorithm 3.1 converges to zero.
Proof. From Theorem 3.1, the sequence {µk} is monotonically decreasing and bounded below. Then there exists µ∗ ≥ 0
such that limk→∞ µk = µ∗.
If µ∗ = 0, then the desired result has been obtained. We assume in the following that µ∗ > 0. Since µk+1 = σkµk, we
have µ∗ = σ∗µ∗, where σ∗ = min{σ ,µq∗}, which implies that σ∗ = 1. This contradicts the fact 0 < σ∗ < σ < 1. Therefore,
we have µ∗ = 0. 
Theorem 4.2. Suppose x∗ is the solution of (1.1). Let the iteration sequence {(xk, µk)} be generated by Algorithm 3.1. Then the
sequence {xk} converges to x∗.
Proof. By Lemma 4.2, the sequence {xk} is monotonically bounded. Then there exists x∗∗ such that
lim
k→∞ x
k = x∗∗.
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Ononehand, if there exists an infinite sequence {1hkm}∞m=1 generatedbyEq. (3.1) such thatΦ(xkm+1hkm , µkm+1µkm) ≤
0, then1hkm → 0 asm →∞ because the sequence {xk} admits a limit. We need to proveΦ(x∗∗, 0) = 0.
Note that dψi/dxi is continuous for each i ∈ {1, 2, . . . , n}. Define l∗i = maxt∈[0,x∗i ] dψi(t)dt with i = 1, 2, . . . , n. Thus we
have
∇F(xkm) = A+ diag

dψi(x
km
i )
dxkmi

≤ diag{aii + l∗i }.
From (2.4) and ∂tp(x− F(x), µ) ∈ (0, 1), it follows that
∇xΦ(xkm , µkm) ≤ diag{aii + l∗i + 1},
and from (3.1), it follows that
∇xΦ(xkm , µkm)1hkm +∇µΦ(xkm , µkm)1µkm = −Φ(xkm , µkm).
Thus, whenm →∞, from1hkm → 0, we have,
0 ≤ −Φ(xkm , µkm)−∇µΦ(xkm , µkm)1µkm
= ∇xΦ(xkm , µkm)1hkm ≤ diag{aii + l∗i + 1}1hkm → 0,
i.e.,
(−Φ(xkm , µkm))+ (−∇µΦ(xkm , µkm)1µkm)→ 0 asm →∞.
Since−Φ(xkm , µkm) ≥ 0 and−∇µΦ(xkm , µkm)1µkm ≥ 0, we have
Φ(xkm , µkm)→ 0 and ∇µΦ(xkm , µkm)1µkm → 0.
Taking into account that Φ(xkm , µkm) → Φ(x∗∗, 0), we have Φ(x∗∗, 0) = 0. From µkm → 0, it follows that H(x∗∗, 0) = 0,
which implies that x∗∗ = x∗ due to the uniqueness of the solution by Corollary 4.1.
On the other hand, if there exists an infinite sequence {1dks}∞s=1 generated by Eq. (3.2), then1dks → 0 as s →∞ because
the sequence {xk} admits a limit. Similar to the proof above, we can also verify that the result of this theorem holds. 
5. Global linear and local quadratic convergence
To prove convergence rate of Algorithm 3.1, we need the following lemmas.
Lemma 5.1. Suppose x∗ is the solution of (1.1). Let {(xk, µk)} be generated by Algorithm 3.1. Then limk→∞ ∇H(xk, µk) is
nonsingular.
Proof. Obviously, it is sufficient to justify that limk→∞ ∇xΦ(xk, µk) is nonsingular. That is to say,
I − lim
k→∞ ∂tp(x
k − F(xk), µk)+ lim
k→∞ ∂tp(x
k − F(xk), µk)∇F(x∗)
is nonsingular. For convenience, let αi = limk→∞ ∂tp(xki − Fi(xk), µk) and βi = 1 − αi, we can obtain that αi, βi ∈ [0, 1]
by the construction of ∂tp(t, µ). Since ∇F(x∗) is anM-matrix, by Lemma 2.4, it follows that αi∇F(x∗)+ βi is anM-matrix.
Thus limk→∞ ∇xΦ(xk, µk) is nonsingular. Then we complete the proof of this lemma. 
For simplicity, according to the definition of ∇H˜(xk, µk) in (2.7), we rewrite Eq. (3.2) as follows:
∇H˜(xk, µk)

1dk
1µk

= −H(xk, µk)+

0
σkµk

.
Lemma 5.2. Let {(xk, µk)} be generated by Algorithm 3.1. If there exists an infinite sequence {1dks}∞s=1 generated by Eq. (3.2),
then
∥∇H(xks , µks)−∇H˜(xks , µks)∥ → 0 as s →∞.
Proof. From Eq. (3.1), considering that H(xk, µk) → 0 and limk→∞ ∇H(xk, µk) is nonsingular by Lemma 5.1, we have
1hk → 0, which implies that ξ(xks) → x∗ − F(x∗) and η(xks) → x∗ − F(x∗) due to xks → x∗. On the other hand, when
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s →∞, we havediag

dψi(x
ks
i )
dxi
− max
xi∈[xksi ,xksi +1hksi ]
dψi(xi)
dxi

≤
diag

dψi(x
ks
i )
dxi
− dψi(x
∗
i )
dxi
+
diag

dψi(x∗i )
dxi
− max
xi∈[xksi ,xksi +1hksi ]
dψi(xi)
dxi
→ 0.
According to the definitions of ∇xΦ˜(x, µ) and ∇µΦ˜(x, µ), we have
∥∇xΦ(xks , µks)−∇xΦ˜(xks , µks)∥ → 0 as s →∞
and
∥∇µΦ(xks , µks)−∇µΦ˜(xks , µks)∥ → 0 as s →∞.
Therefore, we have
∥∇H(xks , µks)−∇H˜(xks , µks)∥ → 0 as s →∞.
Thus we complete the proof. 
Recall that a locally Lipschitz function F : ℜn → ℜm, which has the generalized Jacobian ∂F(x) in the sense of
Clarke [24], is said to be semismooth (or strongly semismooth) at x ∈ ℜn (see [25]), if F is directionally differentiable at
x and F(x + h) − F(x) − Vh = o(∥h∥) (or = O(∥h∥2)) holds for any V ∈ ∂F(x + h). It is easy to show that the function H
defined by (2.1) is semismooth (or strongly semismooth if ∇Ψ is Lipschitz continuous onℜn).
Theorem 5.1. Suppose that z∗ = (x∗, 0) is the limit of the iteration sequence {zk = (xk, µk)} generated by Algorithm 3.1. Then
(i) {µk} and {zk} converge locally superlinearly to 0 and z∗, respectively.
(ii) {µk} converges globally Q -linearly to zero.
(iii) Suppose dψi(xi)/dxi (i = 1, 2, . . . , n) is locally Lipschitz continuous and q = 1, then {µk} and {zk} converge locally
quadratically to 0 and z∗, respectively.
Proof. Since H(·) is semismooth at z∗, it follows that for all zk sufficiently close to z∗,
∥H(zk)− H(z∗)−∇H(zk)(zk − z∗)∥ = o(∥zk − z∗∥). (5.1)
On the other hand, since H(·) is locally Lipschitz continuous near z∗, we have for all zk sufficiently close to z∗
∥H(zk)∥ = O(∥zk − z∗∥). (5.2)
Thus,
σkµk = o(µk) = o(∥H(zk)∥) = o(∥zk − z∗∥).
By Lemma 5.1, it follows from Proposition 3.1 in [26] that ∥∇H(zk)−1∥ = O(1) for all zk sufficiently close to z∗. This, together
with (5.1) and (5.2), implies that
∥(∇H(zk))−1∥[ ∥H(zk)− H(z∗)−∇H(zk)(zk − z∗)∥ + σkµk] = o(∥zk − z∗∥).
From Lemma 5.2, it further follows that
∥(∇H˜(zk))−1∥[ ∥H(zk)− H(z∗)−∇H˜(zk)(zk − z∗)∥ + σkµk] = o(∥zk − z∗∥).
For simplicity, let1zk = ((1xk)T ,1µk)T . Hence, we have the following results:
• If1xk = 1hk, then
∥zk +1zk − z∗∥ ≤ ∥(∇H(zk))−1∥[ ∥H(zk)− H(z∗)−∇H(zk)(zk − z∗)∥ + σkµk].
• If1xk = 1dk, then
∥zk +1zk − z∗∥ ≤ ∥(∇H˜(zk))−1∥[ ∥H(zk)− H(z∗)−∇H˜(zk)(zk − z∗)∥ + σkµk].
Thus, we have ∥zk +1zk − z∗∥ = o(∥zk − z∗∥).
Associating with µk+1 = σkµk = o(µk), we prove the first result.
By the fact σk = min{σ ,µqk}, we have
µk+1 = σkµk ≤ σµk, ∀ k = 0, 1, 2, . . . .
Therefore, {µk} converges globally Q -linearly to zero. We prove the second result.
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Table 1
Numerical results of FNSM and MSN.
f FNSM (q = 0.001) FNSM (q = 0.5) FNSM (q = 1) MSN
IT CPU NORM IT CPU NORM IT CPU NORM IT CPU NORM
h = 1/24
1+ u 2 0.03 6.39e−10 2 0.00 2.80e−8 2 0.03 2.84e−8 7 0.12 2.06e−11√
1+ u 2 0.03 6.39e−10 2 0.00 2.80e−8 2 0.00 2.84e−8 7 0.15 3.13e−7
(1+ u)3 2 0.00 6.40e−10 2 0.02 2.80e−8 2 0.03 2.84e−8 12 0.18 2.04e−6
h = 1/25
1+ u 2 0.02 1.31e−9 2 0.00 5.73e−8 2 0.00 5.82e−8 14 0.68 1.02e−10√
1+ u 2 0.03 1.31e−9 2 0.00 5.73e−8 2 0.00 5.82e−8 13 1.15 1.27e−7
(1+ u)3 2 0.00 1.31e−9 2 0.03 5.73e−8 2 0.03 5.82e−8 23 1.25 1.51e−8
h = 1/26
1+ u 2 0.02 2.65e−9 2 0.05 1.16e−7 2 0.02 1.18e−7 26 4.89 4.12e−10√
1+ u 2 0.02 2.65e−9 2 0.05 1.16e−7 2 0.05 1.18e−7 26 9.48 6.13e−9
(1+ u)3 2 0.02 2.65e−9 2 0.05 1.16e−7 2 0.05 1.18e−7 41 11.96 2.64e−9
h = 1/27
1+ u 2 0.06 5.33e−9 2 0.06 2.33e−7 2 0.08 2.37e−7 50 80.49 8.19e−10√
1+ u 2 0.09 5.33e−9 2 0.09 2.33e−7 2 0.08 2.37e−7 51 173.30 8.41e−10
(1+ u)3 2 0.08 5.34e−9 2 0.09 2.33e−7 2 0.08 2.37e−7 72 152.32 8.21e−10
h = 1/28
1+ u 2 0.30 1.07e−8 2 0.33 4.68e−7 2 0.31 4.75e−7 101 2839.50 6.67e−9√
1+ u 2 0.31 1.07e−8 2 0.36 4.68e−7 2 0.38 4.75e−7 101 5864.50 6.64e−9
(1+ u)3 2 0.33 1.07e−8 2 0.38 4.68e−7 2 0.33 4.76e−7 125 4058.73 6.63e−9
In addition, if dψi(xi)/dxi (i = 1, 2, . . . , n) is locally Lipschitz continuous, it follows that H(·) is strongly semismooth at
z∗. Then, for all zk sufficiently close to z∗, we have
∥H(zk)− H(z∗)−∇H(zk)(zk − z∗)∥ = O(∥zk − z∗∥2).
On the other hand, when q = 1, we have σkµk = O(µ2k) = O(∥zk − z∗∥2). Similar to the above proof, we can get the last
result.
Hence, we complete the proof of this theorem. 
6. Numerical experiments
In this section, we report some numerical results of Algorithm 3.1 for solving the NCP arising from the free boundary
problem are taken from [4]: LetΩ ∈ (0, 1)× (0, 1) and g be a function with g(0, y) = y(1−y), g(x, y) = 0 on y = 0, y = 1
and x = 1. We will find u such that
u ≥ 0 inΩ,
−1u+ f (u, x, y)− 8(y− 0.5) ≥ 0 inΩ,
u(−1u+ f (u, x, y)− 8(y− 0.5)) = 0 inΩ,
u = g on ∂Ω,
where f (u, x, y) is continuously differentiable and ∂ f /∂u ≥ 0 on ℜn × Ω . In this section, we choose f (u, x, y) as
1 + u,√1+ u, (1 + u)3, u/(1 + u), ue−u and ln(1 + u), respectively. We discretize the problem by the five-point finite
difference approximation with the step length h.
All experiments are done using a PC with CPU of 2.93 GHz and RAM of 2.0 GB, and all codes are finished in MATLAB.
Throughout the computational experiments, we choose σ = 0.85. Since not all initial conditions corresponds with every
function can be satisfied with x = (0, 0, . . . , 0), we choose the initial point x0 of which every element is as −0.0001.
The maximum number of iterations is set as 300. We stop the iteration when ∥H(x, µ)∥ ≤ 10−5 for our proposed
method (denoted by FNSM) and ∥min(x, F(x))∥ ≤ 10−5 for the nonsmoothing method (denoted by MSN) proposed in [4]
respectively. Similar to the Algorithm MSN, the two subproblems in Algorithm 3.1 are solved by SOR (abbreviation for
successive overrelaxation), and stopped when the norm of the function H(·) is less than 10−14 between two successive
iterative solutions.
The numerical results are showed in Tables 1 and 2. We denote by IT the number of iterations of the algorithm, CPU
the executing time of CPU, and NORM the value of ∥H(x, µ)∥ when the iteration stops. The q > 0 in the table denotes the
degrees of the smooth parameter µ in every iteration. We compared the FNSM when q = 0.001, q = 0.5, q = 1 with the
MSN, respectively.
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Table 2
Numerical results of FNSM and MSN.
f FNSM (q = 0.001) FNSM (q = 0.5) FNSM (q = 1) MSN
IT CPU NORM IT CPU NORM IT CPU NORM IT CPU NORM
h = 1/24
u/(1+ u) 6 0.11 3.31e−6 12 0.20 9.81e−6 16 0.30 5.35e−6 8 0.08 7.50e−7
ue−u 6 0.06 3.71e−6 13 0.22 4.52e−6 16 0.28 5.50e−6 8 0.14 7.55e−7
ln(1+ u) 6 0.11 1.17e−6 12 0.28 7.41e−6 15 0.25 9.14e−6 8 0.11 3.57e−7
h = 1/25
u/(1+ u) 7 0.34 3.31e−6 15 0.92 7.27e−6 18 1.08 4.93e−6 14 0.53 1.13e−7
ue−u 7 0.39 3.50e−6 15 0.98 7.43e−6 18 1.16 5.05e−6 14 0.59 1.14e−7
ln(1+ u) 7 0.34 2.47e−6 15 0.95 5.80e−6 18 1.23 3.95e−6 14 0.51 5.30e−8
h = 1/26
u/(1+ u) 7 1.38 5.20e−6 17 4.94 1.94e−6 22 6.83 5.45e−7 27 3.76 4.68e−10
ue−u 7 1.41 5.36e−6 17 5.03 1.97e−6 22 6.94 5.60e−7 27 4.42 4.55e−10
ln(1+ u) 7 1.39 4.39e−6 17 5.66 5.17e−6 22 8.27 5.44e−6 27 3.77 4.90e−10
h = 1/27
u/(1+ u) 11 8.84 9.04e−6 14 26.72 3.20e−6 24 52.69 5.43e−6 50 84.93 1.06e−9
ue−u 11 9.09 9.18e−6 14 27.19 3.30e−6 24 53.14 5.49e−6 50 101.14 1.08e−9
ln(1+ u) 10 8.09 9.95e−6 14 32.31 2.14e−6 23 65.13 8.42e−6 50 84.03 9.58e−10
h = 1/28
u/(1+ u) 20 410.97 9.01e−6 13 794.19 5.01e−6 13 799.58 5.36e−6 99 2825.57 7.41e−9
ue−u 20 451.31 9.07e−6 13 367.64 5.48e−6 13 361.88 5.81e−6 99 3357.24 7.42e−9
ln(1+ u) 20 463.75 8.59e−6 12 412.28 4.62e−6 12 417.63 7.73e−6 99 2800.43 7.41e−9
The numerical results reported in Tables 1 and 2 show that both our proposed method and the MSN perform well for
these test functions. In particular, we can see that the FNSM can produce an approximate solution with less iterations and
shorter CPU-time for these test functions and also can solve large-scale problems.
References
[1] C.M. Elliott, I.R. Ockendon,Weak and VariationalMethods forMoving Boundary Problems, in: Research Notes inMathematics, vol. 59, Pitman, London,
1982.
[2] K.H. Hoffmann, J. Zou, Parallel solution of variational inequlity problem with nonlinear source terms, IMA J. Numer. Anal. 16 (1996) 31–45.
[3] G.H. Zeyer, Free boundary problem with nonlinear source terms, Numer. Math. 43 (1984) 463–482.
[4] Z. Sun, J. Zeng, A monotone semismooth Newton type method for a class of complementarity problems, J. Comput. Appl. Math. 235 (5) (2011)
1261–1274.
[5] G.L. Zhou, L. Caccetta, K.L. Teo, A super linearly convergent method for a class of complementarity problems with non-Lipschitzian functions, SIAM J.
Optim. 20 (4) (2010) 1811–1827.
[6] G. Alefeld, X. Chen, A regularized projection method for complementarity problems with non-Lipschitzian function, Math. Comp. 77 (2008) 379–395.
[7] J.W. Barrett, R.M. Shanahan, Finite element approximation of a model reaction–diffusion problemwith a non-Lipschitzian linearity, Numer. Math. 59
(1991) 217–242.
[8] L. Qi, D. Sun, G. Zhou, A new look at smoothing Newton methods for nonlinear complementarity problems and box constrained variable inequality
problems, Math. Program. 87 (2000) 1–35.
[9] Z.H. Huang, J. Han, Z. Chen, A predictor–corrector smoothing Newton algorithm, based on a new smoothing function, for solving the nonlinear
complementarity problem with a P0 function, J. Optim. Theory Appl. 117 (2003) 39–68.
[10] Z.H. Huang, L. Qi, D. Sun, Sub-quadratic convergence of a smoothing Newton algorithm for the P0 and monotone LCP, Math. Program. 99 (2004)
423–441.
[11] Z.H. Huang, Y. Zhang, W. Wu, A smoothing-type algorithm for solving system of inequalities, J. Comput. Appl. Math. 220 (2008) 355–363.
[12] Z.H. Huang, T. Ni, Smoothing algorithms for complementarity problems over symmetric cones, Comput. Optim. Appl. 45 (3) (2010) 557–579.
[13] B. Chen, P.T. Harker, A non-interior-point continuationmethod for linear complementarity problems, SIAM J. Matrix Anal. Appl. 14 (1993) 1168–1190.
[14] C. Kanzow, Some non-interior continuation methods for linear complementarity problems, SIAM J. Matrix Anal. Appl. 17 (1996) 851–868.
[15] C.H. Chen, O.L. Mangasarian, A class of smoothing functions for nonlinear mixed complementarity problems, Comput. Optim. Appl. 5 (1996) 97–138.
[16] J. Burke, S. Xu, The global linear convergence of a non-interior path-following algorithm for linear complementarity problem, Math. Oper. Res. 23
(1998) 719–734.
[17] K. Hotta, A. Yoshise, Global convergence of a class of noninterior-point algorithm using the Chen–Harker–Kanzow–Smale functions for nonlinear
complementarity problems, Math. Program. 86 (1999) 105–133.
[18] Z.H. Huang, The global linear and local quadratic convergence of a non-interior continuation algorithm for the LCP, IMA J. Numer. Anal. 25 (4) (2005)
670–684.
[19] L.Y. Lu, W.Z. Gu, A non-interior continuation algorithm for the CP based on a generalized smoothing function, J. Comput. Appl. Math. 235 (8) (2011)
2300–2313.
[20] S.L. Hu, Z.H. Huang, J.S. Chen, Properties of a family of generalized NCP-functions and a derivative free algorithm for complementarity problems,
J. Comput. Appl. Math. 230 (2009) 69–82.
[21] S.L. Hu, Z.H. Huang, N. Lu, Smoothness of a class of merit functions for the second-order cone complementarity problem, Pac. J. Optim. 6 (3) (2010)
551–571.
[22] W. Hackbush, Iterative Solution of Large Sparse Systems of Equation, Springer-Verlag, 1994.
[23] Z. Sun, J. Zeng, D. Li, Semismooth Newton Schearz iterative methods for the linear complementarity problem, BIT 50 (2010) 425–449.
[24] F.H. Clark, Optimization and Nonsmooth Analysis, Wiley, New York, 1983.
[25] L. Qi, J. Sun, A nonsmooth version of Newton’s method, Math. Program. 58 (1993) 353–367.
[26] L. Qi, Convergence analysis of some algorithm for nonsmooth equations, Math. Oper. Res. 18 (1993) 227–244.
