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Thom’s seven elementary catastrophes are the only
structurally stable singularities in up to four dimensions
[1]. Their stability against perturbations removes any
symmetry requirement which accounts for their ubiquity
in nature, e.g. as caustics. Examples include rainbows [2],
the twinkling of starlight [3], rogue waves at sea [4] and
structure formation in the universe [5]. At large scales
the intensity appears to diverge on a caustic, but at the
scale of a wavelength interference smooths the singular-
ity and produces characteristic diffraction patterns [6–9].
At subwavelength scales wave catastrophes are organized
by an underlying lattice of dislocations (nodes) around
each of which the wave function circulates as a vortex
[10, 11]. Here we study the morphology of a third gen-
eration beyond geometric and wave catastrophes, called
quantum catastrophes, which are singularities of classical
fields. They are regulated by quantizing the excitations,
i.e. second quantization [12–15], and live in Fock space
which, being fundamentally discrete, leads to core-less
discretized vortices. These are created or annihilated in
pairs as the number of quanta is varied.
A famous example of the necessity of quantizing exci-
tations is Planck’s spectrum which avoids the ultraviolet
catastrophe by treating the electromagnetic field in terms
of discrete energy units: photons. The term ‘quantum
catastrophe’ was coined by Leonhardt [12] to describe
the phase singularity suffered by a classical wave pass-
ing an event horizon: in quantum field theory pairs of
photons are emitted as Hawking radiation. In this let-
ter we examine catastrophes in a simple field composed
of just two modes. Physical examples include the two
polarization states of photons in a laser beam [16, 17],
the Lipkin-Meshkov-Glick model in nuclear physics [18],
the Ising model with infinite range interactions [19], and
two coupled Bose-Einstein condensates (BECs) forming
a Josephson junction [20–22].
Consider a bosonic field with two modes and the as-
sociated annihilation operators aˆ0 and aˆ1. If there are
N excitations the problem can be mapped onto a quan-
tum spin of length N/2 using the Schwinger representa-
tion Sˆx = (aˆ
†
1aˆ0 + aˆ
†
0aˆ1)/2, Sˆy = i(aˆ
†
1aˆ0 − aˆ†0aˆ1)/2 and
Sˆz = (aˆ
†
1aˆ1 − aˆ†0aˆ0)/2 [23]. Choosing the z basis, the
quantum state of the field |ψ〉 = ∑ az|z〉 is fully spec-
ified by the amplitudes az of the Fock states |z〉 which
correspond to the discrete difference in the number of
excitations between the two modes. It is convenient to
define z = (N1−N0)/N = 2Sz/N , so that z takes values
between -1 and +1 in steps of 1/N .
Dynamics are obtained by evolving with a Hamilto-
nian. For example, the two-site Bose-Hubbard model
FIG. 1: The cusp catastrophe is generated by a quartic action
of the form I(s) = C1s + C2s
2 + s4, where (C1, C2) are the
control parameters, and s labels the paths. Classical paths
satisfy the principle of stationary action ∂I/∂s = 0 which is
plotted as the folded surface in (a). Under the folded section
there are three classical paths reaching each point (C1, C2),
but two of them annihilate on the fold lines which together
form a cusp C1 = ±
√
8/27(−C2)3/2 in the control plane. On
the cusp the action is stationary to higher order ∂2I/∂s2 = 0.
(b) Light reflects from the inside of a cup. Its non-parabolic
shape focuses the light imperfectly forming a cusp at the base.
HˆBH = USˆ
2
z − 2JSˆx describes a bosonic Josephson junc-
tion with on-site interaction energy U and hopping en-
ergy J . In cold atom experiments U can be tuned by a
Feshbach resonance and J by the laser intensity [24].
The types of catastrophe which can occur are deter-
mined by the dimension of the control space in which the
catastrophe lives. If N is conserved, Fock space is one
dimensional with the discrete number difference z acting
as the coordinate. Time evolution adds a second, contin-
uous, coordinate giving a two dimensional control space.
We therefore expect generic singularities to take the form
of the cusp catastrophe shown in Fig. 1. The cusp is two
dimensional and is the simplest catastrophe exhibiting
vortices in its diffraction pattern.
Phase is an emergent quantity which becomes sharply
defined in the classical limit (N →∞) as expected from
U(1) symmetry breaking. In the case of two coupled
BECs, φ = φ1 − φ0 is the phase difference between the
two condensates and can be measured in an interference
experiment [25]. In the same limit z becomes continuous
and φ and z are conjugate variables. It is useful to define
a semiclassical regime N  1 and re-quantize [26] via
[φˆ, zˆ] = i/N , where 1/N plays a role analogous to h¯ in
single particle quantum mechanics, treating φ and z as
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2continuous. The significance of this regime will become
clear in due course.
In the truncated Wigner approximation [27] the dy-
namics is treated by propagating classical solutions
sampled from an initial quantum probability distri-
bution as shown in Fig. 2. In the classical limit
limN→∞HBH/NJ = Hclass = Λz2/2 −
√
1− z2 cosφ
[28]. The single parameter Λ = UN/2J fully deter-
mines the classical dynamics whereas for the quantum
dynamics given below we also need to specify N . Each
curve z(t) in Fig. 2 is a solution of Hamilton’s equations
φ˙ = ∂Hclass/∂z and z˙ = −∂Hclass/∂φ for a different value
of the initial number difference z0, and time is scaled as
t→ Jt/h¯. The initial distribution we choose corresponds
to a perfectly defined phase difference and hence a com-
pletely undefined number difference. Thus, the set of ini-
tial points {z0} is uniformly distributed over the range
−1 ≤ z0 ≤ 1 and evolves into a repeated train of cusps
as seen in Fig. 2(a). These correspond to the first, or
geometric, level of a catastrophe.
The precise form of the Hamiltonian will not affect
the qualitative shape of any structurally stable singu-
larities. Let us make the Hamiltonian simpler by flash-
ing the nonlinear term on and off instantaneously at
t = 0 and replacing
√
1− z2 by unity which is valid when
|z|  1. This gives the Hamiltonian for a δ-kicked rotor
Hˆkick/NJ = Λzˆ
2δ(t)/2−cos φˆ . The classical trajectories
generated by Hkick are straight lines in the (z, t) plane
and form a single cusp as shown in Figure 2(b).
In quantum theory the dynamics is generated
by the application of the evolution operator to
the initial state |ψ(t)〉 = Uˆ(t, t0)|ψ0〉. For Hˆkick
we find Uˆ(t, t0) = T {exp[−(i/h¯)
∫ t
t0
Hˆ(t′)dt′]} =
exp[itN cos φˆ] exp[−iΛNzˆ2/2], where T is the
time ordering operator [29]. We take the ini-
tial state to be a discrete Gaussian |ψ0〉 =
2
(
1
pi
)3/4√ Λ
N
∑N/2
m=−N/2 exp[−2(zmΛ/pi)2]|zm〉, where
zm = 2m/N . The width of this state depends inversely
on Λ. The Fock-space wave function is then given by
ψ(zn, t) = 〈zn|Uˆ(t)|ψ0〉 =
(
2
pi
)3/4 √
Λ
N3/2
×
N/2∑
p,m=−N/2
e−2(
Λzm
pi )
2
e−iN(
Λz2m
2 −t cosφp− zn−zm2 φp)(1)
where φp =
2pip
N+1 is a quantized phase [30], and we have
neglected an overall phase factor.
If we treat z and φ as continuous then the wave func-
tion can be written, in the semiclassical regime, as (Sup-
plemental Materials)
ψ(z, t) ∝
∫ ∞
−∞
e−
u2
2pi2 e
iN
(
zu
2 +
u2
8Λ +t cosu
)
du . (2)
This can be mapped onto the Pearcey function, which is
the universal diffraction integral for the cusp catastrophe,
FIG. 2: Geometric cusps in Fock space as a function of time
in a two mode field. The initial state has a well defined phase
difference and Λ is quenched at t = 0. (a) The trajectories
generated by the classical Bose-Hubbard Hamiltonian Hclass
form a train of cusps. (b) The kicked Hamiltonian Hkick
generates a single cusp. The trajectories for the latter are
straight lines z(t) = −t sin(Λz0) + z0. In both images Λ =
4 and the vertical back pane shows the probability density
obtained by summing the trajectories arriving at each point
at the final time shown.
if we expand the exponent around φ = u = 0 giving
ψ(z, t) ∝
∫ ∞
−∞
e−N
−1/2Z(t)s2
× ei[N3/4Y (z,t)s+N1/2X(t)s2+s4]ds
(3)
where s = (Nt/24)1/4u, X(t) = ( 14Λ − t)
√
6/t,
Y (z, t) = z(3/2t)1/4 and Z(t) =
√
6
pi4t . The in-
tegral consists of a Gaussian envelope multiplying
the scaled Pearcey function [10] Pe[Nσ2X,Nσ1Y ] =∫∞
−∞ e
i(Nσ1Y s+Nσ2Xs2+s4)ds, where we have identified
the Berry indices (σ2 = 1/2, σ1 = 3/4) which govern
the scaling of fringe spacings (and therefore distances)
in the (X,Y )-plane. The Pearcey function can be recog-
nized as the Feynman path integral representation of the
cusp wave function as its exponent contains the normal
form of the scaled action function I(s;N) for the cusp.
The geometric caustics are independent of N and fixed in
the (z, t)-plane. Varying N only changes the wavelength
of the interfering waves making it easier to highlight the
effect of second quantization.
Fig. 3 shows the probability amplitude and the phase
3FIG. 3: Cusps and vortices in the wave (top row) and second-quantized (bottom row) theories. Panel (a) shows a density
plot of the probability amplitude computed by the wave function given in Eq. (2). In contrast to Fig. 2(b), the wave function
allows for interference, so the inside of the cusp is filled with light and dark regions where there is constructive and destructive
interference, respectively. Panel (b) plots the phase of the wave function given in Eq. (2) where the black circles mark the
locations of vortices. The black curves give the fold lines of the geometric caustics given by the condition ∂I/∂s = ∂2I/∂s2 = 0.
In these images the cores of the vortices are identified by the the termination point of curves of constant phase. Panels (c)
and (d) are the second-quantized versions of (a) and (b), respectively, and are given by exact diagonlization of Hˆkick. Here,
the probability amplitude and phase cannot by distinguished beyond the emergent quantization length, 1/N , resulting in some
vortices missing in the quantized space. All images were generated for N = 50 and Λ = 2.1.
of both the semiclassical and discrete cusps for N = 50,
Λ = 2.1. The discrete cusp (bottom row) was gen-
erated by numerically solving the Schro¨dinger equation
ih¯∂t|ψ〉 = Hˆkick|ψ〉 and the semiclassical cusp (top row)
was generated using Eq. (2). Starting with the semiclassi-
cal cusp in Fig. 3(a) we see a detailed interference pattern
within the cusp where the centers of the darkest regions
are points where the amplitude is exactly zero and are
dislocations (vortex cores). This means if our wave func-
tion is given by ψ = ρeiθ, then an infinitesimal circuit
enclosing the vortex gives
∮
dθ = ±2pi. Panel (c) shows
the second-quantized analogue of (a) where we see the
location of the cores is no longer obvious because they
have been smoothed out over the quantization length,
1/N . However, hints of them remain because we still get
circuits summing to ±2pi only now the circuits are no
longer infinitesimal because they can’t be smaller than
1/N . The result of the discretization is z is chopped
up into bands and resembles a discrete sampling of (a).
Taking a closer look at the vortex structure, panels (b)
and (d) show the phases of their respective wave func-
tions where the black dots mark locations of vortices. In
comparing the two, the vortex network is more rigid in
the second-quantized case because when a vortex is de-
tected we put a black dot between two bands. We do
this because it is the most democratic spot to mark the
location of a vortex given that we don’t know exactly
where its core is. This results in every pair having the
same size whereas in the continuous case the pairs vary
in size depending on where they are in the plane.
4FIG. 4: Magnified regions of Fig. 3d. Panel (a) shows a region
where a quantized vortex and anti-vortex pair (filled circles)
is detected as well as the corresponding semiclassical pair (un-
filled circles) from Fig. 3b. The dashed black box with arrows
shows a typical integration path; exaggerated in the time (hor-
izontal) direction, but exact in the transverse direction due to
the minimum length scale, 1/N . When a single semiclassical
vortex is enveloped by the integration path it can be distin-
guished in the quantized space and we detect it. However, as
we see in panel (b) when both members of a semiclassical pair
are enveloped they can’t be distinguished. The result in the
quantized space is the pair effectively annihilate each other.
The most striking feature of the discretization is the
missing vortex pairs in Fig. 3(d) because in the Pearcey
case the vortices never vanish for finite N . To understand
this we look at Fig. 4 which shows magnified regions of
Fig. 3(d) highlighting both present and missing discrete
vortex pairs. The filled and unfilled circles mark the lo-
cations of the quantized vortices and their corresponding
semiclassical vortices from Fig. 3(b), respectively. The
dashed rectangle with arrows represents the integration
path used to find the vortices in the quantized space;
exaggerated in the time (horizontal) direction, but ex-
act in the z (vertical) direction with length, 1/N . The
important thing to notice is that when the integration
path encompasses one semiclassical vortex (unfilled cir-
cle) it can be resolved and we also find a quantum vortex
(filled circle) as shown in Fig. 4(a). However, when the
path encompasses both members of a semiclassical pair
we cannot distinguish between each member and they
cancel each other out resulting in no second-quantized
pair being detected. Therefore, due to the discrete na-
ture of Fock space we lack the resolution to see some vor-
tex pairs because they have effectively annihilated each
other.
The vortex resolution can be shown by comparing the
relevant length scales of the system. The first is the
Bragg angle spacing, θB, which for wavenumber k and
lattice periodicity a is 1/ka. For us k = N and a = pi/Λ,
so θB ∝ Λ/N . The second is the transverse distance
between vortices of the same pair which we find to be
dv ∝ (t/N3)1/4 from equation (3) for large N . We define
our resolution parameter as
R = dv/θB ∝ (tN)
1/4
Λ
(4)
where we require R  1 in order to see each individual
vortex. Due to the dependencies of R on t and Λ and its
weak dependence on N there is a wide range of system
sizes where the phenomena of vanishing vortices can be
detected. In generating Figs. 3a,b we sampled z in Eq.
(2) in segments of size 110N , so the resolution was ten
times greater than Figs. 3c,d. Thus, according to R we
would need N = 5×105 particles in the system to achieve
the same semiclassical images.
Discussion Quantum catastrophes are the struc-
turally stable singularities of quantum fields and repre-
sent a new generation of catastrophe theory. They live
in Fock space and are naturally discrete, diverging in the
classical limit N → ∞. Quantum catastrophes can be
mapped onto classical wave catastrophes at finite exci-
tation number N if we treat Fock space as continuous.
However, the mapping is imperfect as some of fine dislo-
cation structure present in wave catastrophes is removed
by the discretization. Wave catastrophes, which are con-
tinuous, obey a remarkable set of self-similar scaling re-
lations determined by the Arnold and Berry exponents.
This classical scaling is violated in quantum catastrophes
due to the fundamental discretization of Fock space and
can therefore be viewed as a type of quantum anomaly.
I. METHODS
To find the locations of vortices we divided the (z, t)-
plane into segments in both z and t. In the continuous
case the segments had dimensions ∆z = 0.1/N , ∆t =
0.001 and in the discrete case had dimensions ∆z = 1/N ,
∆t = 0.001. Next, defining the phase of a given seg-
ment by θi,j = θ(i∆t, j∆z) where i = 0, 1, ..., 350 and
j = −1/∆z,−1/∆z + 1, ..., 1/∆z − 1, 1/∆z we summed
the difference in phase between adjacent segments form-
ing a loop consisting of a rectangle of four segments. Our
conventions in summing the phase were that we go clock-
wise around each loop and that the phase be mapped to
a cylinder in the range −pi < θ < pi. When our sum was
approximately ±2pi we put a black dot at the center of
the rectangle.
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