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1. INTRODUCTION 
The spectral theory of the right-invariant Laplace operator on a Lie 
group G was first considered in the papers [24,22], by Nelson and 
Stinespring and by Nelson, respectively. The focus in these papers was the 
heat equation on G. Indeed, a fundamental solution convolution kernel, 
p,(g), t > 0, g E G, was obtained which generalizes the convolution kernel 
p,(x) = (4711)-l’* .cx2’4t, t>O,xER 
for the special case when G = R. The case of G locally compact abelian goes 
back considerably further; see, for example, [4,6] for references. In this 
case, the Fourier-Bessel-Hankel transform [ 51 provides a spectral resolu- 
tion for the Laplace operator A on G. In case G = R”, the Radon transform 
provides a generalized eigenfunction expansion for the operator (: h) 
which is the infinitesimal generator of the solution group for the free wave 
equation [14, 17,211. 
Recently it has been shown that various curved magnetic field 
Hamiltonians can be solved explicitly using a sub-Laplacian on certain 
nilpotent Lie groups. In this paper, we give a simple, an relatively explicit, 
eigenfunction expansion for such sub-Laplacian operators. It turns out, for 
example, that more explicit results may be obtained for the sub-Laplacians 
than is the case for the corresponding elliptic Laplace operators defined 
from a basis for the Lie algebra. It follows, in particular, that the 
sub-Laplacians have no singular continuous spectrum when G is simply 
connected nilpotent. In fact, the spectrum is [0, co), absolutely continuous, 
and with uniform multiplicity. More detailed information is contained in 
Theorem 4.1 below. 
* Work supported in part by the NSF. The present paper was circulated as a preprint in 
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2. RIGHT-INVARIANT PARTIAL DIFFERENTIAL OPERATORS 
Let G be a Lie group with Lie algebra 9, and exponential mapping exp: 
9 -+ G. Let U be a (strongly continuous) representation of G on a Hilbert 
space 2. It is well known that the infinitesimal representation dU is a 
representation of g by skew-hermitian operators with the Garding space as 
a dense invariant domain [ 11, 29, 241. Indeed, if $i = JG F(g) U( g)tj dg, 
for FE C,“(G), 1+5 E 2, where dg is a left-invariant Haar measure on G, 
then 
and 
where 
MgF’W) = Hg-‘g’), g, g’ E G, 
WOkl =-$ U(exp(W)IC/l llco 
and 
(2.1) 
(2.2) 
WWW = G@‘)(g) = f V&p WF)kLo 
The collection of all vector fields w= dL(X) for XE g exhausts the Lie 
algebra of all analytic right-invariant vector fields on G. 
Similarly, dL extends to the complex universal enveloping algebra 9(y), 
and the collection of partial differential operators, dL(T) for TE a(q), 
exhausts the algebra of all right-invariant partial differential operators 
on G. 
The Nelson-Stinespring Laplace operator A arises this way from taking 
T to be the following second-order element in 4(g). Let X,, . . . . X, be a 
basis for 9, and set T= Cf= i Xf . Then A is defmed as 
A = dL(T) = i dL(Xt)2 = i f;. (2.3) 
i-1 i=l 
It is well known to be elliptic although it is a variable coefficient operator. 
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If, for example, G is the ax + b group with the parametrization (‘0’ {), x, 
y E [w, then we have the formula 
(2.4) 
for the Laplace operator. 
In this paper we shall be concerned with the case when 9 is nilpotent. 
(Recall that the ax+ b Lie algebra is not. It is solvable.) Our sub- 
Laplacians will be constructed as follows: Start with a finite set of elements 
x 1, ..-, X, in g (generally not a basis), and impose the following two 
(relative mild) restricting assumptions: 
Assumptions 2.1. (i) Assume that the elements Xi generate 9 as a 
Lie algebra in the sense that g is spanned by the Xls and all iterated 
commutators, [X,,, [X,, [ ... [Xi “-,, Xi”] *..]]], formed from the Xls. 
Commutators of arbitrarily high order are admitted. 
(ii) Assume there is a one-parameter family (6,: s > 0} of Lie 
isomorphisms 6,: 9 + 8, such that S,(Xi) = sX,, 1~ i Q r. 
We then say that the operator A = XI= 1 zf is a sub-Laplacian. 
Remark 2.2. Assumption (i) is quite innocuous for the following 
reason. Suppose, for example, that {Xi, . . . . Xr} is an arbitrary finite subset 
of 8. Then, let q1 be the smallest Lie subalgebra of 9 which contains this 
set, and let Gi be the smallest closed subgroup of G containing {exp(tX,): 
t E Iw, 1 < i < r}. Then assumption (i) holds relative to gi, and A = C’j ff 
is hypoelliptic as a partial differential operator on G, ; cf. [ 18, 16, 123. The 
problem of finding a fundamental solution for A has also been considered 
in a special case in [9]. 
3. THE SPECTRUM 
Let G be a Lie group with Lie algebra + It was shown in [ 183 that every 
operator A on a Lie group G, of the form 
A=cw; (where {Xi} is an arbitrary subset of y), (3.1) 
i=l 
is essentially self-adjoint on the space C:(G) when it is regarded as an 
operator in Y*(G) with domain of definition, 9(A), equal to C:(G). This 
means that the closure of A on CT(G) is self-adjoint and therefore given 
by a spectral resolution 
(3.2) 
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where E( .) is a projection valued measure supported on [0, cc ). Hence, 
for $ E Y2(G), there is a monotone function h, on [0, cc) of bounded 
variation such that 
where the integral relative to dh, is the usual Riemann-Stieltjes integral 
and 
I m dh,W = Illc1112~ 0 
In this paper, we find the spectral measure E, or, equivalently, the 
functions h, in the special case where G is nilpotent. 
The self-adjointness result from [lS] applies in a much wider generality 
but E is not known in these more general cases. The spectral resolution of 
(2.3) in general, or even (2.4) in particular, is to our knowledge poorly 
understood. 
It is well known (and immediate from the spectral theorem [7]) that the 
domain of A, now regarded as a (closed) self-adjoint operator with dense 
domain in .Y2(G), consists precisely of functions rl/ E Y2(G) such that 
s 
m i12 dh,(i) < co. 
0 
When the graph of A on C,“(G) is closed up, the resulting operator, which 
we shall henceforth also denote by A, is self-adjoint. This is the content of 
the essential self-adjointness result [7, Theorem 1.11. 
In the next section we consider generalized eigenfunctions cp(l, g) for A, 
i.e., functions cp on [0, co) x G such that 
(&)(A g) = -Mk g), i>O, geG. (3.3) 
It follows from [15, 181 that every such function is C” in the G-variable, 
and jointly measurable. We shall show that cp(A,.) is never Y2 on G. But 
there is a spectral representation R such that 
(3.4) 
is well detined. What this amounts to is that the functions ~(1, .) may be 
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chosen to have values in a fixed infinite-dimensional (when dim G > 2) 
Hilbert space Y, and the integral in (3.4) is interpreted as a Bochner 
integral for functions (measurable as vector functions) with values in the 
Hilbert space -Ir. The norm on Y2(0, co; 9’“) will be defined as 
(3.5) 
Recall that dA/1 is the Haar measure on the multiplicative group Iw + . An 
explicit formula for q(A, .), in the case of the Heisenberg group, is given in 
[311. 
4. ANALYSIS OF THE SUB-LAPLACIAN 
In this section we give our main result for the spectral transform which 
diagonalizes a sub-Laplacian d = xi= i f: on a simply connected nilpotent 
Lie group G. Recall that the right-invariant vector fields fj on G satisfy 
assumptions (i) and (ii) from Section 2. Only in the case when G is abelian 
is it the case that the Xi’s form a basis for the Lie algebra 9 But we have 
chosen that definition of the term “nilpotent” which excludes the abelian 
case. The result is still true of course for G = II?’ (Euclidean space), and well 
known at that. We have chosen to briefly recall it so the reader can com- 
pare the nilpotent case to the flat one. For more details, see [21, 18, 5, 151. 
At the same time, we take the opportunity to introduce terminology. 
Let G = W”, and let A =Cf=‘=, (@?x~)~ be the usual Laplace operator. 
Since A commutes with the O(d)-action on R’, the spherical harmonics are 
components in the spectral decomposition of A on P’2(rWd). 
Let 
+(X) = C Y,jtO) L(r) 
n.i 
(*) 
denote the spherical harmonics decomposition of tj E g2(lRd). Recall that 
(*) is obtained by decomposing the unitary representation U given by 
wt4t4(x)=w-‘x), A E U(d) 
(of O(d) on Y2(Wd)) into irreducibles. We have used the usual convention 
for x=r.o, where r=(CfElxxf)1’2, and ~=r-~x=(r-~x~,...,r-~x~)~ 
Sd- ‘. In view of (*), it is enough to find the spectral decomposition 
relative to the radial part of the Laplace operator A. 
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It is classical [S] that the decomposition of a radial function,f(x) =f(r), 
is given as 
where J,( .), p = (d- 2)/2, denotes the Bessel function of the first kind. The 
densities. 
~(1, r) =J,(r.I)(r.~)-‘d’2-‘), 
are generalized eigenfunctions for A, i.e., 
Afp(l,.) = -Ip(A,.). 
Introducing the decomposition (*), we can define generalized eigenfunc- 
tions rp(l, x) with values in the Hilbert space Y = Y2(Sd- ‘) where the 
inner product on -I/‘ is defined relative to the normalized spherical measure 
do on Sd-‘. Indeed, the function cp(A, .), given as 
x -+ ~(2, x) = ( Yn,j(w) JP(rA)(rl)-“2+ ‘), 
may naturally be interpreted as defined on R”, x = r. o, and taking values 
in the Hilbert space V. 
Our next theorem for the non-abelian sub-Laplacian is a close analogy 
to the classical Bessel transform. 
THEOREM 4.1. Let A be a sub-Laplacian on a simply connected nilpotent 
Lie group G. Then there is a separable Hilbert space V, a conjugation, 
v + v*, and a unitary mapping R from Z2(G) to P2(0, co; -Y-) such that 
(NAti)) = -n(W)(i) (4.1) 
for al $ in the domain of A, and 
for all $ E P”(G). 
Moreover, there is a set of generalized eigenfunctions cp(l, g) with values 
in V such that 
(W)(n) = 1 Jl(g) cp*(A g) & 
G 
(4.3) 
where cp*(,l, g) is defined relative to a conjugation, v + v*, on -Y-. 
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Remark 4.2. A spectral representation R, with the properties (4.1) and 
(4.2) listed in the theore, may be constructed along the same lines, mutatis 
mutandis, for a more general class of right-invariant partial differential 
operators L on G. We list the three properties of L which allow us to 
construct such a spectral representation: 
(1) -(L$,II/)aOfor all $EC~(G). 
(2) We have, for some dE h + , 6,(L) = sdL, s E [w + . 
(3) For every irreducible representation n of G, different from the 
trivial one-dimensional representation, the operator dn(L), defined on the 
C”“-vectors for rc, is invertible. 
Remark 4.3. We work with generalized eigenfunction expansions in the 
usual sense of [11, 2, 8, 3, 23, 131. Using the generalized eigenfunctions 
cp(,I, g) from Theorem 4.1, we give the following direct integral decomposi- 
tion of Z*(G): On the one hand, we have (cf. (3.2)) 
and on the other hand, (4.1) and (4.2) translate into the decomposition 
for $ E Y*(G), where ( .,. )y denotes the inner product in the Hilbert 
space 9’“. But formula (4.3) allows us to write the decomposition in the 
more complete form 
$k) = jR+ ((R+)(A), ‘p*(A g)>v $ 
which yields the explicit formula 
for the spectral measure E of -A. 
Proof: The operator A is assumed to be a sub-Laplacian. By assump- 
tion (ii), Section 2, there is therefore a one-parameter family of Lie 
isomorphisms, 6,: 9 + 8, satisfying 6,(X,) = sX,, 1~ i < r, s E U&’ + , where 
the elements Xi E g satisfy A = C; 8:. Since G is simply connected, (6,: 
s E R + } exponentiates to a one-parameter group of Lie isomorphisms, B, : 
G + G, satisfying o,(exp X) = exp(G,(X)) for XE 9, and s E R + . The Haar 
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measure on G scales under IJ, according to the formula d(a,( g)) = s” dg, 
where v is an integer, v = 0, 1, . . . . depending only on G and CJ~. Now define 
(us+)(g) = ~(~sk)b”” for $~P’*(G),g~G,s~R+. (4.4) 
It is immediate that U, is a strongly continuous one-parameter family of 
unitary mappings, U,: U2(G) + Y’(G), and moreover U, is a representa- 
tion of the group R, with multiplication. 
From 8,(X,) = sX,, it is immediate that 6,(d) = s’d. We claim that 
Indeed, 
U: AU, =s2A, s > 0. (4.5) 
((V Au,)+)(g) = WstW,‘kNs-“‘* 
=s2W)(d?-‘(d)) 
= s*(Arl/)(d for $EZ*(G), gEG,sER+, 
which proves (4.5). 
We noted in Section 3, (3.2), that the Spectral Theorem applies to the 
self-adjoint operator A, and that the spectral resolution may be expressed 
as 
-A= I m A dE(1) (4.6) 0 
with respect to a projection valued measure E with support in [0, co). 
Substitution of (4.5) into (4.6) yields 
jam LdE(s-*J)=jkdE(l) 
0 
= -s2A= -l-J,* AU, 
= J’ m AU,* dE(1) US. 0 
By virtue of Lemma 4.4 below, we now conclude that 
dE(s-*.A)= U,* dE(,l)U,, (4.7) 
i.e., the unitaries US scale the measure E. 
LEMMA 4.4. Let A be a sub-Laplacian as in the statement of 
Theorem 4.1. Then there is no nonzero $ E 6p2(G) satisfying (A$, $) = 0. 
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Proof. Suppose some tj satisfies the condition in the lemma. Then, by 
[ 151, we may conclude that $ E C”(G), and moreover [IS] &9 E 9’(G) 
for all XE~. It follows that 
= -(N,vQ)=O, 
where Il.11, resp., ( ., . ), denotes the norm, resp., the inner product of Y*(G). 
Hence, zi$ = 0 for 1~ i < Y, and therefore 
for all indices ii satisfying 1 6 ii 6 r, and all n = 2, 3, . . . . This implies that 
%j = 0 for all XE 9 by virtue of assumption (i), Section 2. Then $ must be 
constant. But unless the constant is zero, this contradicts the assumed 
square-integrability of II/. Recall that simply connected nilpotent Lie groups 
have infinite Haar measure [12]. 
Let C,( [w + ) be the space of continuous functions with compact support 
on the group Iw + , and define, for cp E C,(iR + ), the mapping 
(4.8) 
It follows from the Spectral Theorem that P is a representation of C,(lR + ), 
and in particular that P is positivity preserving, i.e., that P(q) is a positive 
operator on Y*(G) for all cp E C&R + ), cp > 0. Indeed, if cp > 0, then 
for all + E Z*(G). 
Application of (4.7) in (4.8) yields the following covariance relation, 
(4.9) 
for all sElR + , cp E C,( [w + ), where r,cp denotes translation on [w + by .s*, i.e., 
(~scp)(~) = (Pts* .A). 
409/142/Z-4 
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LEMMA 4.5. The set P(C,(R + )) Y*(G) spans a dense subspace in 
cYp’(G). 
Proof: Let [E Z*(G) be orthogonal to the set in the lemma relative to 
the inner product in 3’(G). The desired conclusion follows if we show that 
[ must necessarily be the zero vector in Z*(G). By assumption, we have the 
identity (P((p)lc/, [) = 0 for all cp E C,( [w + ), and $ E Y2(G). 
We shall prove first that this implies that the measure A + /ldE(l)Q2 is 
supported in the single point, A = 0. 
Since E is supported on [0, co), it follows that IR cp(A)(dE(A)+, [)=O 
whenever some cp E C,(R) has support contained in (-co, 0). Hence, it 
suffices to show that j ~(1) IldE(l)~ll* = 0 whenever cp E C,.(R) has support 
contained in (0, co). But such a cp may be regarded as an element in 
C,. R + ), and we have (P((p)lc/, [) = 0. The density conclusion follows upon 
taking + = [. 
Hence, A -+ lldE(A)[l12 is a point measure at A=0 [28], and the integral 
s A IldE(l)[l/2 is finite. Hence, (A{, [) =O. Lemma 4.4 now implies that 
{ = 0, and the proof of Lemma 4.5 is completed. 
5. THE IMPRIMITIVITY THEOREM 
In this section we point out that formula (4.9) together with Lemma 4.5 
allows us to construct a spectral representation for d by applying the 
Mackey-Blattner imprimitivity theorem [ 11. The form of that theorem, 
which is worked out in [25], and due to Poulsen and Brsted, is par- 
ticularly well suited for the present purpose. 
We shall apply [25, Theorem 51 to the group [w + and the trivial 
subgroup T={l}c[w+. The assumption on P from [25, Theorem 51 is 
satisfied in our case by virtue of Lemma 4.5 above. 
Let 9 c Z2(G) be the Girding space for the left-regular representation; 
cf. Section 2 (2.1). Then, for every pair of vectors $r, tj2 E 9, there is a 
continuous function h on Iw, such that 
for all cp E C,( Iw + ). Recall that d,l/ll is the Haar measure on R + . The func- 
tion-h(A) depends, of course, on the pair of vectors I(/i E Y2(G), i = 1,2. 
The space Y from Theorem 4.1 (Section 4) is defined as follows. First 
define a sequilinear (semi) inner product p on 9 x 9 by setting 
8(11/l 9 $2) = hw,(l), (5.2) 
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where I,+,, ti2 E 9, and h ,,,,,(A) is the corresponding continuous function 
which is determined according to (5.1). 
To get the Hilbert space V, we mod out by the kernel of /I, i.e., $ E 9, 
satisfying 
B($, II/)=htJl)=O; 
and then, finally, we complete the quotient space, -Y-/ker /I, relative to the 
Hilbert norm defined by /?( ., .). 
To get the conjugation, u -+ u*, on Y, we note that ker /I is invariant 
under the usual conjugation on .Q, i.e., $ + $, where $(g) =$(g). Indeed, 
we have /I($, $) = p($, 6) for all ti E 9, as can easily be checked from (5.1). 
It follows that + + IJ passes to a conjugation on V which we shall denote 
u --f v*. The essential step in the proof uses the simple fact that the original 
operator A commutes with $ + $ on g2(G). 
Another application of (5.1) and (4.9) yields 
(5.3) 
For vectors $ E 9 c Y2(G), we let [4c/] denote the corresponding vector 
in V. (Recall that a given Ic/ represents the zero vector in 3’, i.e., [$I = 0, 
iff h+Jl)=O.) 
If we define 
(w)(n) = [Vi.-d$)l, (5.4) 
for II/E~cY~(G) and Aelk!+, then it follows from (5.3) above, and [25, 
Theorem 53, that R defines a mapping from 9 into p( KI + , Y) satisfying 
= (fY(P)lc/IV $2) for chic,@+), $,, $f2 ~9, (5.5) 
as well as 
It follows further that R extends to a unitary mapping of Y2(G) onto 
LP(lR + , ^Y) satisfying 
WC@))(~) = -I for $ECB. (5.6) 
Indeed, the latter formula (5.6) may be obtained from (5.1) above by 
approximation, taking into account Lemma 4.4. 
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This concludes the proof of formulas (4.1) and (4.2) in the statement of 
Theorem 4.1. We turn to (4.3) in the next section. 
6. GENERALIZED EIGENFUNCTIONS 
We may now apply the L. Schwartz kernel theorem [30, 28, 131 to the 
operatori 
R: cY2(G)-d2(IW+,Y). (6.1) 
To see that the assumptions in Schwartz’ theorem are satisfied we need to 
take advantage again of [18, Corollary 2.11. It follows that there is a dis- 
tribution kernel K(I, g), where K is a distribution on R + x G with values 
in V. Moreover, for t,6~Cr(G) and (p~C:([w+, V) we have 
(6.2) 
We claim that K(1, .) satisfies 
AfY(n,-)= -1K(/$.) (6.3) 
in the weak sense of distributions. Assuming (6.3) for the moment, then it 
follows that K(L,.) is in C”(G) for each II. Here [18, Corollary 2.11 is 
applied. The proof of (6.3) in turn follows from (6.2) and (5.6). Indeed, 
f 5 ((M(A g) I(/k)> cp*(A)) &T 
= I I <a g)W)(gh cp*u1> dg: 
= ((RN)(~), v*(A)) T f 
holds for all 1(1 E CT(G), cp E C,(R + , V). 
’ An explicit formula for this spectral transform has been worked out by the authors of 
[19] for the case when G is the Heisenberg group; see [31]. 
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Recall that the Hilbert space V comes equipped with a conjugation, 
v + v*, which is determined by 
mw = w)(n)*. (6.4) 
If we set q(A, g) = K(I, g)*, the desired formula (4.3) from Theorem 4.1 
follows from identity (6.2) above. 
7. REPRESENTATIONS OF A 
We proved in [19] that physical Hamiltonians H with polynomial 
magnetic fields and potentials may be represented as H= -dU(A) for spe- 
cial choices of the nilpotent Lie group G, and some unitary representation 
U. Indeed, we showed [19, Sect. 83 that it suffices to consider monomial 
representations U of G. Recall [27] that a monomial representation U of 
G is a unitary representation of G which is induced from a one-dimensional 
representation of a subgroup of G. In fact, the following special case is 
general enough to apply to a wide class of Schriidinger operators H: Let 
N be an abelian subgroup of G, and let x be a character on N, i.e., a one- 
dimensional, continuous, unitary representation of N, we write x E N. Let 
G/N be the quotient space, and let the canonical mapping from G to G/N 
be denoted g + g. The invariant measure on G/N will be denoted dg. Then 
the representation Ux may be realized as the space of scalar-valued 
functions $ on G satisfying, 
Il/(kv) = x(n) Il/kh gEG,nEN. (7.1) 
Measurability is assumed, and we complete relative to the norm 
112 . 
Finally, Ux is defined to be the restriction of the left-regular representation 
to this space. (Recall that, if @ E Y%‘( UX) = the representation space for Ux, 
then I$( .)I’ may be regarded as a function on the quotient G/N. We have 
(u~vV(g’) = (L&W) = Ii/W’ . g’h for ICI E TV).) 
COROLLARY 7.1. Let H denote the self-adjoint operator (Hamiltonian) 
H= -dUx(A) (7.2) 
for a sub-Laplacian A on a simply connected nilpotent Lie group G, N an 
abelian closed subgroup of G, and x E 8. 
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Then, if H has purely continuous spectrum, it follows that the spectrum is 
in fact absolutely continuous, measurable multiplicity; in particular, no 
singular continuous spectrum. 
Proof Let K(A, g) be the kernel for the spectral representation R in 
(6.1). Recall that K is specified by formula (6.2). We now define a new 
kernel KX(I, g) as 
KY& 8) = 1 x(n) W, g .n) da. (7.3) A’ 
Then it is easy to check that KX(A, g) satisfies the convariance condition 
KX(k g. n) = x(n) WI, 8). (7.4) 
We claim that the kernel KX(A, g) defines a unitary transformation RX of 
X( Ux) onto a subspace of 6p’( R + , V) of the following form. 
Let 3L + e(A) be a function on Iw + which is measurable and takes values 
in the lattice of self-adjoint projections in the Hilbert space V. Let Z be the 
corresponding projection in the Hilbert space P’*( R + , V) which is given 
by 
(+)(i) = e(n) cp(A) (7.5) 
for all cp E Y*( Iw + , Ilr). Then we show that RX maps X( Ux) onto a closed 
subspace of S2( [w + , V) of the form 
W2(~ + > f-J)> (7.6) 
where the decomposable projection Z = e(A)) depends only on x. 
The kernel KX(3L, g) from (7.3) determines an operator, which we shall 
denote by RX: 
RX: 3?(W) + LZ*( Iw + , Y-). 
Indeed, following (6.2), we use 
(RXII/W) = fG,N Ng) ‘p*(x, kg) & (7.7) 
where cp(x, 1, g) = KX(;l, g)*. Note that (7.6) is defined for II/ E S( Ux) since 
the integrand, 
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then passes to the quotient G/N. Recall that, for go G, II EN, we have 
$(g 4 (P*(x, 4 g. 4 = ti(g) x(n) x0 cn*(x, 1, d since 
KX(A g .n) = x(n) KX(Ag) 
by (7.3). 
To begin with, we define (7.6) just for $E C”(G)n X(UX) such that 
\I,%( .)I’ is of compact support on G/N. Formula (7.6) will then be under- 
stood in the sense of distributions. 
On the other hand, we have, for fixed 1 E [w + , 
HKX(rl, g) = -dV(A) KX(/l, g) 
z=-- 
5 
x(n) AK@, s.n) dn 
N 
=A[ x(n) K(L, g.n)dn 
N 
= AKX(A g), 
where we have used that A = Cl=, xf is a right-invariant partial differen- 
tial operator on G. It follows that KX(I, . ) is a generalized eigenfunction for 
H, and therefore smooth in the second variable. 
Using Fubini’s theorem, we can now show that 
(7.8) 
where (W+)(1) is given by (7.6). 
It follcws that RX is a spectral representation for 
H = -dUr(A). 
Since X( UX) is invariant under the action of A, and therefore of P(q) 
from (4.8), we conclude that the range of RX is invariant under multiplica- 
tion by scalar functions, acting as operators on Y*(lR + , -Y), i.e., the range 
is decomposable. Hence, it is of the form (7.6) where e” is specified in (7.5), 
by virtue of a well-known characterization of decomposable projections; 
see, for example, [?l]. (It is not known exactly how many decomposable 
projections 2 do arise this way.) 
8. AN EXAMPLE 
In this final section, we recall some details from an example in [ 193. The 
example illuminates both our present Theorem 4.1 and Corollary 7.1. In 
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[ 191, the three-dimensional magnetic field B given by B, = u,x, BY = 
-a,, y, B, = 0 is considered, and the vector potential A, = A, = 0, A, = 
u,xy is chosen. We solve explicitly the Schrbdinger equation in Z2(rW3) for 
the Hamiltonian H given by 
-H=(:)‘+($-+(i-i;xy)2, 
where y E [w is dimensionless and gives the field strength. 
Associated to H we have the nilpotent group G of upper triangular real 
4 x 4 matrices, g = g(a, b, c), where 
g= 
For the sub-Laplacian A we have 
where 
-8, =;+u3-&+b& 
1 2 
-z2 =$, 
2 
and 
-T3 =&+u& 
3 1 
In this example, the induced representation iJX (cf. Section 7) is induced 
from N, = {g(a, 6, c): a = 0} z IX3 via x efi3, x = (0, 0, -y), and UX may 
be realized explicitly as a multiplier representation acting on 2?*(W’), 
where R3 is parametrized by the physical variables (x, y, z). -H= dUx(A) 
has absolutely continuous spectrum. We show [ 191 that Ux in turn decom- 
poses as a direct integral (via Fourier transform in one variable). The 
irreducible components are again induced, but now form 
N4={g(a,b,c):a,=u2=O}rR4, 
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i.e., i’V4 is parametrized by (as, b, , bZ, c). The elements 4: E fiJ which 
contribute (relative to the Plancherel measure) are given by the 
parametrization < = (CQ, 0, 0, - y ) E I’?~ g R4, and moreover, 
This means that H, = -dUS(A) is again a Schrodinger operator, for each 
l, but now it acts only in the two variables (xi, x,), as a self-adjoint 
operator in 5.Z2(R2) with purely discrete spectrum. The detailed results for 
H, = -dU’(A) are quite explicit, and the reader is referred to [ 193 for 
precise formulas. 
Remark 8.1. Even though the sub-Laplacian A always has Lebesgue 
spectrum as an operator on Y2(G) when G is nilpotent, it may happen that 
for some representation Ux (as in Section 7), the operator -dCP(A) has 
discrete spectrum. This happens also for the constant magnetic field [19]. 
In this case, we may take G to be the Heisenberg group. The reader is 
again referred to [ 191 for details. 
Finally, we refer to [20, Chaps. 4 and lo] for two different applications 
of sub-Laplacians. 
In [26], Penny considers geometric applications of a similar class of 
right-invariant operators A, on G. He shows that, if A, = C sijk2 with 
si = f 1 well behaved relative to a complex structure, then A, has a 
particularly simple spectral theory. 
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