Ranking problems define a widely spread class of statistical learning problems with many applications, including fraud detection, document ranking or medicine. In this article, we systematically describe different types of ranking problems and investigate existing empirical risk minimization techniques to solve such ranking problems. Furthermore, we discuss whether a Boosting-type algorithm for continuous ranking problems is achievable by using surrogate loss functions.
Introduction
Search-engines like Google provide a list of web-sites that are suitable for the user's query in the sense that the first web-sites that are displayed are expected to be the most relevant ones. Mathematically spoken, the search-engine has to solve a ranking problem which is done by the PageRank algorithm (Page et al. [1999] ) for Google.
In their seminal paper ), Clémençon and co-authors proposed a statistical framework for ranking problems and proved that the common approach of empirical risk minimization is indeed suitable for ranking problems. Although there already existed ranking techniques, most of them indeed follow the ERM principle and can directly be embedded into the framework of .
In general, the responses in data sets corresponding to those problems are binary, therefore a natural criterion * Institute for Mathematics, Carl von Ossietzky University Oldenburg, P/O Box 2503, 26111 Oldenburg (Oldb), Germany for such binary ranking problems is the probability that an instance belongs to the class of interest. While ranking can be generally seen in between classification and regression, those binary ranking problems are very closely related to binary classification tasks (see also Balcan et al. [2008] ). For binary ranking problems, there exists vast literature, including theoretical work as well as learning algorithms that use SVMs (Brefeld and Scheffer [2005] , Herbrich et al. [1999] , Joachims [2002] ), Boosting (Freund et al. [2003] , Rudin [2009] ), neural networks (Burges et al. [2005] ) or trees , Clémençon and Vayatis [2010] ).
As for the document ranking, the labels may also be discrete, but with d > 2 classes, for example in the OHSUMED data set (Hersh et al. [1994] ). For such general d−partite ranking problems, there also has been developed theoretical work (Clémençon et al. [2013c] ) as well as tree-based learning algorithms (Clémençon and Robbiano [2015a] , Clémençon and Robbiano [2015b] , see also Robbiano [2013] ).
Recently, Clémençon investigated a new branch of ranking problems, namely the continuous ranking problems where the name already indicates that the response variable is continuous, with potential applications in natural sciences or quantitative finance (cf. Clémençon and Achab [2017] ). This continuous ranking problem can be located on the other flank of the spectrum of ranking problems that is closest to regression.
The continuous ranking problem is especially interesting when trying to rank instances whose response is difficult to quantify. A common technique is to introduce latent variables which are used for example to measure or quantify intelligence (Borsboom et al. [2003] ), personality (Anand et al. [2011] ) or the familiar background (Dickerson and Popli [2016] ). While in these cases, the latent variables are treated as features, a continuous ranking problem would arise once a response variable which is hard to measure is implicitly fitted by replacing it with some latent score which is much more general than ranking binary responses by means of their probability of belonging to class 1. An example is given in Lan et al. [2012] where images have to be ranked according to their compatibility to a given query.
The major motivation for this review comes from the risk-based auditing context to detect tax evasion, using the restricted personal resources of tax offices as reasonable as possible. Risk-based auditing can be seen as a general strategy for internal auditing, fraud detection and resource allocation that incorporates different types of risks to be more tailored to the real-world situation, see Pickett [2006] for a broad overview, Moraru and Dumitru [2011] for a short survey of different risks in auditing and Khanna [2008] and Bowlin [2011] for a study on bank-internal risk-based auditing resp. for a study on risk-based auditing for resource planning.
The risk-based auditing context is indeed a very striking example where even the type of the suitable ranking problem is not determined in advance. One can formulate the problem as a binary ranking problem where the response variable is either tax compliance or a wrong report of the tax liabilities. However, as classification is not as informative as ranking since the classes do not have to be ordered while ranking also incorporates an ordering, ranking in turn is less informative than regression since regression tries to predict the actual response values themselves where ranking just tries to find the right ordering. An analogous argument is true for binary ranking problems and continuous ranking problems. If we state a binary ranking problem, we would just get information which taxpayer is most likely to misreport his or her income without providing any information on its amount. On the other hand, if we set up a continuous ranking problem where the amount of damage is the variable of interest, we can directly get information about the compliance of the taxpayer by looking at the sign of the response value. In particular, if information on the compliance is available, then one can assume that the information on the amount of additional payment or back-payment has also been collected, so imposing a binary ranking problem would lead to a large loss of information.
The promising risk-based auditing has first been studied in Alm et al. [1993] . In Gupta and Nagadevara [2007] , the goal was to achieve a high strike rate, i.e., the relative part of the fraudulent income tax statements in the whole set of audited instances should be high, in contrast to Hsu et al. [2015] , who validated their models (ranging from Naïve Bayes over SVM and Boosting to neural networks) by a profitability criterion, using the revenues from subsequent payments of taxes divided by the costs of the auditing process. Transferring it to the empirical risk minimization setting, the question how to measure the quality of a model outcome directly corresponds to the choice of the loss function for the ranking problem.
Furthermore, a good learning algorithm does not only require to have good predictive performance but also provide interpretability of the resulting model and computational feasibility as well as theoretical statistical foundations. The interpretability is closely connected to the number of predictors that enter the model, but a sparse model is not necessarily wellinterpretable, for example RandomForests are hard to interpret. Sparse variable selection is especially indispensable in real-world applications when working with high-dimensional data which are a frequently faced issue particularly when having data coming from medicine or genomics (see e.g. Wang et al. [2011] , Hofner et al. [2015] ).
This paper is organized as follows. Starting in section 2 with the definition of several different ranking problems that are distinguished by the goal of the analyst, it becomes evident that suitable loss functions have at least a pair-wise structure in this case. We show how these loss functions look like and provide standardized versions of them for better interpretability. We further provide a simple recommendation how to evaluate the so-called hard ranking loss function with O(n ln(n)) computations. In section 3, we provide an overview of different machine learning algorithms that have already been translated to ranking problems with discrete response. We also list current approaches for high-dimensional data resulting in ranking algorithms with model selection. At the end of the section, we introduce the continuous ranking problem which is exactly corresponds to the problem of ranking different tax payers based on the real-valued amount of damage. This kind of problem has recently been mathematically formulated, so there is not much related work yet. Section 4 is devoted to a detailed discussion of the applicability of Boosting-type algorithms to the hard continuous ranking problem. We provide a simple class of Boosting algorithms which are based on suitable surrogate losses with a pair-wise structure and provide arguments why this strategy cannot be meaningful, therefore we do not perform a whole simulation study.
Ranking problems
In this work, we always have data
where Y i ∈ Y and X i ∈ X where X i denotes the i−th row of the regressor matrix X.
Solutions to ranking problems do not necessarily need to recover the responses Y i based on the observations X i . In fact, the goal is in general to predict the right ordering of the responses albeit there exist some relaxations of this (hard) ranking problem, e.g., only the top K instances have to be ranked exactly while the predicted ranking of the other instances is not a quantity of interest. Clémençon et al. [2005] and provided the theoretical statistical framework for empirical risk minimization in the ranking setting.
Different types of ranking problems
We try to rank the instances X i by comparing their predicted response, i.e., X i will be ranked higher than X j ifŶ i >Ŷ j . Then, provide the following definitions.
Definition 2.1. With the convention above, a) a ranking rule is a mapping r : X × X → {−1, 1} where r(x, x ) = 1 indicates that x is ranked higher than x and vice versa. b) a ranking rule induced by a scoring rule s is given by
with a scoring function s : X → R where r(
In this work, we will refer to the problem to correctly rank all instances as the hard ranking problem which is a global problem. A weaker problem is the localized ranking problem that intends to find the correct ordering of the best K instances, so misrankings at the bottom of the list are not taken into account. However, misclassifications have to be additionally penalized in this setting. It is obvious that these two problems are stronger problems than classification problems.
In contrast, sometimes it suffices to tackle the weak ranking problem where we only require to reliably detect the best K instances but where their pair-wise ordering is not a quantity of interest. For example, in the tax fraud detection context, we try to find the K most suspicious tax payers whose income tax statements need to be rigorously verified. If one knew that one exactly will review K instances (which is not a realistic assumption), it would not be necessary to try to predict which of them is the most suspicious one. This problem has been identified in Clémençon and Vayatis [2007] as a classification problem with a mass constraint, since we require to get exactly K class 1 objects if class 1 is defined as the "interesting" class.
We will always denote the index set of the true best K ≤ n instances by Best K and its empirical counterpart, i.e., the indices of the instances that have been predicted to be the best K ones, by Best K .
Worked out theory for the weak and localized ranking problem is given in Clémençon and Vayatis [2007] .
On the other hand, one distinguishes between three other types of ranking problems in dependence of the Further discussions on possible combinations of these types of ranking problems and their relation to classification and regression follow in section 3.4.
Ranking by empirical risk minimization
Empirical risk minimization needs the definition of a suitable risk function. The hard ranking risk, i.e., the risk function of the hard ranking problem, introduced in Clémençon et al. [2005] is given by
so in fact, this is nothing but the probability of a misranking of X and X . Thus, empirical risk minimization intends to find an optimal ranking rule by solving the optimization problem
where
where R is some class of ranking rules r : X × X → {−1, 1}. For the sake of notation, the additional arguments in the loss functions are suppressed. Note that L hard n , i.e., the hard empirical risk, is also the hard ranking loss function which reflects the global nature of hard ranking problems.
In this work, we restrict ourselves to ranking rules that are induced by scoring rules. Considering some parameter space Θ ⊂ R p , it suffices to empirically find the best scoring function (and with it, the empirically optimal induced ranking rule) by solving the parametric optimization problem
For the weak ranking problem, Clémençon and Vayatis [2007] introduce the upper (1 − u)−quantile Q(s, 1 − u) for the random variable s(X). To emphasize that this corresponds to a classification problem, we introduce the transformed responses
where the ranks come from a descending ordering. Then the misclassification risk corresponding to the weak ranking problem is given by
with the empirical counterpart
i.e., for a given quantile (1 − u), we look at the top K instances that represent this upper quantile. 
Note that the weak ranking loss is not standardized, i.e., it does not necessarily take values in the whole interval [0, 1]. More precisely, its maximal value is always
2K
n , so we can only hit the value one if K = n 2 for even n and if all instances that belong to the "upper half" and predicted to be in the "lower half" and vice versa. For better comparison of the losses, we propose the standardized weak ranking loss 
In the second summand, n − indicates the number of negatives, so the quotient is just an estimation for P (Y = −1). Note that Clémençon and Vayatis [2007] introduced this loss for binary-valued responses. We propose to set n − := (n − K) for continuously-valued responses since localizing artificially labels the top K instances as class 1 objects, hence we get (n − K) negatives. Again, the second summand may be rewritten as
As the weak ranking loss, this loss is not [0, 1]−standardized. Taking a closer look on it, the maximal achievable loss given a fixed K is
Remark 2.3. Note that even in the case K = n 2 for even n, the localized ranking loss cannot take the value one. This is true since
A simple example for clarification is given below in example 2.1. We insist to once more take a look on the U-statistics that arise for the hard and the localized ranking problem. already mentioned that these pair-wise loss functions can be generalized to loss functions with m input arguments. This leads to U-statistics of order m. But if the whole permutations that represent the ordering of the response values should be compared at once (i.e., m = n), then this again boils down to a U-statistic of order 2. Let
and let π,π ∈ Perm(1 : n) be the true resp. the estimated permutation, then the empirical hard ranking loss can be equivalently written as 
This makes it obviously why the misclassification loss has to be included since this loss would be same if the instances of rank 4 and 5 were not switched. The complete localized ranking loss is
L loc,4 n (π,π) = 2 45 + 6 10 · 0.2 = 37 225 .
The standardized localized ranking loss is then
L loc,4,norm n (π,π) = 75 46 · 37 225 ≈ 0.268.
Finally, the hard ranking loss is
Setting K = 5, the weak ranking loss is zero and the localized ranking loss is 
The standardized localized ranking loss is
L loc,5,norm n (π,π) = 18 13 · 1 15 ≈ 0.092.
The hard ranking loss is a global loss and does not change when changing K.
This nice and simple example has shown how important the selection of K can be.
Remark 2.4 (Optimal ranking rules).
As pointed out in and Clémençon and Achab [2017] , if there is some optimal scoring rule for the hard continuous ranking problem, clearly any strictly increasing transformation of the scoring rule is also optimal.
Fast computation of the hard ranking loss
Note that a naïve evaluation of the hard ranking loss requires O(n 2 ) comparisons. This will surely become infeasible for data sets with many observations, instead we provide a solution which comes up with O(n ln(n)) evaluations.
A key question concerning the implementation arises when the hard ranking loss of 2.3, equivalently formulated for predictionsŶ i instead of a ranking rule r by
needs to be evaluated several times.
Unfortunately, the naïve computation by comparing all pairs is very time-consuming for high numbers n of observations, making this approach non-competitive.
We take a look at the concordance measure
Unlike the ranking loss which is high if there are many misrankings and which is [0, 1]−valued, the Kendall's Tau is high if many pairs are concordant, i.e., if the pair-wise ranking is correct in most cases and takes values in [−1, 1] . This leads to a bijection between these two quantities if we do not face ties.
Lemma 2.1 (Hard ranking loss and Kendall's Tau). Assume the vectors x and y have the same length n and do not contain ties. Then it holds that
Proof. This indeed turns out to be useful in practice since there exists an R−command that provides fast computation of Kendall's τ , namely the command cor.fk from the package pcaPP (Filzmoser et al. [2018] ). The algorithm essentially goes back to Knight (Knight [1966] ) and relies on the idea of fast ordering algorithms. So in fact, we first compute Kendall's Tau using cor.fk and then, we use the bijection to compute the hard ranking loss which results in the number of calculations necessary for the computation of the hard ranking loss decreasing from O(n 2 ) in the naïve implementation to O(n ln(n)).
For the localized ranking loss 2.5, which includes the computation of the hard ranking loss restricted on the estimated set of best instances Best K (though differently standardized), we can use this function again. However, since K is usually small in comparison with n, the benefit of the accelerated computation may be smaller.
See figure 2.3 for an example where we compare the computation time of the hard and localized ranking losses using cor.fk with the naïve evaluation of the hard ranking loss. One may think of a data matrix with p regressor columns and one response column, each with n components, where we summed up the cost to quantify the dissimilarity in terms of ranking by computing the hard resp. some localized ranking losses of the response column w.r.t. each
Figure 1: Time consumption: Naïve computation of the hard ranking loss and our computations of the hard and some localized ranking losses, exemplary on one data set for each allocation single regressor column. It is expected that the cost grows linearly with p which results in the concaveshaped parts as we see in the figure. Furthermore, for different n we expect that the cost satisfies the complexity O(n 2 ) for the naïve computation (black) and O(n ln(n)) otherwise which for the latter does not exactly in the figure due to the very low times for these computations.
Current techniques to solve ranking problems
This section is divided into four parts. First, we review ranking algorithms that are based on machine learning algorithms like trees, Boosting or Support Vector Machines. Although some of these algorithms inherit the feature selection properties of the techniques they are based on, we provide an extra part devoted to ranking algorithms that are explicitely tailored to model selection. The third part introduces the continuous ranking problem. In the last part of this section, we discuss the differences of ranking and ordinal regression as well as the nine combined ranking problems where we start with the types of combined ranking problems that are primarily related to the recapitulated algorithms.
Existing algorithms for ranking problems
The existing methods to solve ranking problems make use of standard machine learning algorithms like Support Vector Machines (SVM), Boosting, trees or linear regression. For a useful overview and empirical comparison of some of these ranking algorithms, we refer to Clémençon et al. [2013b] .
First, we note that there also exist Bayes-type algorithms where a distribution on the set of possible permutations is computed. Two prominent models are the Mallows model and the Plackett-Luce model. The Mallows model (Mallows [1957] ) is based on distances between different permutations, in general based on Kendall's Tau, which leads to a maximum likelihood approach. The Plackett-Luce model (Luce [1959] , Plackett [1975] ) performs a Bayes estimation. However, we do not go into detail since the types of algorithms that motivated this work are different.
In the case of bipartite ranking, the sometimes called "plug-in approach" that estimates the conditional probability P (Y = 1|X = x) can be realized for example by LogitBoost, i.e., minimizing the loss One approach to solve the bipartite ranking problem is to empirically maximize the AUC. This has been done in Rakotomamonjy [2004] and Ataman and Street [2005] by defining a formula of Mann-Whitney-type to calculate the empirical AUC resulting in an SVM-type ranking algorithm. A similar idea was presented in Brefeld and Scheffer [2005] , providing the SVM-type algorithm AUC-SVM.
A Boosting-type algorithm that essentially minimizes the empirical pair-wise exponential loss
for some scoring rule s is the RankBoost algorithm developed in Freund et al. [2003] . It is shown in Rudin and Schapire [2009] that in the case of binary outcome variables, RankBoost and the well-known classifier AdaBoost (Freund and Schapire [1997] ) are equivalent under very weak assumptions. Therefore, RankBoost can also be seen as an AUC maximizer in the bipartite ranking problem. Another algorithm that includes gradients is the RankNet of Burges et al. [2005] that applies neural networks.
Note that there is a small mistake in Section 3.2.1 of Clémençon et al. [2013b] since the minus sign in the exponential function is missing. But if Y i > Y j and s(X i ) > s(X j ), the sign of the product is positive which would imply a high loss due to a positive exponent without the minus sign.
Clémençon and coauthors provided two tree-type algorithms, TreeRank and RankOver , Clémençon and Vayatis [2010] ). The idea behind the Tree-Rank algorithm is to divide the feature space X into disjoint parts C j and to construct a piece-wise constant scoring function
This results in a ROC curve that is piece-wise linear with (N − 1) nodes (not counting (0, 0), (1, 1)) as shown in [Clémençon and Vayatis, 2008, Prop. 13] . The TreeRank algorithm then adaptively adds nodes between all existing nodes such that the ROC curve approximates the optimal ROC curve by splitting each region C j in two parts. Extensions by combining the TreeRank algorithm with bagging in a RandomForest-like sense are given in Clémençon et al. [2009] , Clémençon et al. [2013a] . The question how to prune a ranking tree was tackled in Clémençon et al. [2011] .
Similarly, the RankOver algorithm constructs a piece-wise linear approximaton of the optimal ROC curve by computing a piece-wise constant scoring function, too, but instead of partitioning the feature space, it generates a partition of the ROC space.
Theoretically, these tree-type algorithms provide an advantage over the algorithms that optimize the AUC since they approximate the optimal ROC curve in an L ∞ −sense while the competitors just optimize the ROC in an L 1 −sense (see [Clémençon and Vayatis, 2010, Sec. 2.2] ). On the other hand, they suffer from strong assumptions since it is required that the optimal ROC curve is known. Additionally, this optimal ROC curve has to fulfill some regularity conditions which is differentiability and concavity for the TreeRank algorithm and twice differentiability with bounded second derivatives for the RankOver algorithm.
It is pointed out in Clémençon et al. [2013b] that ranking algorithms that intend to maximize the global AUC like RankBoost are not expected to be good candidates for the localized ranking problem whereas TreeRank is also constructed to solve that problem.
There are some other ranking algorithms that directly follow the ERM principle. As an extension of RankBoost, Rudin [2009] modified the exponential loss of RankBoost to the power loss
for some p ≥ 1. This algorithm is called the pNorm-Push. The case p = ∞ has been studied in Rakotomamonjy [2012] .
The RankingSVM algorithm (see Herbrich et al. [1999] , Joachims [2002] ) minimizes the empirical Hinge-type loss
where H K is some Reproducing Kernel Hilbert Space (RKHS) defined by a kernel K (see Schölkopf et al. [2001] ).
Note that RankBoost, p-Norm-Push and RankingSVM essentially use surrogates for the hard ranking loss. For theoretical work on surrogate losses for the bipartite ranking problem, see Agarwal [2014] .
Another approach is to try to predict the differences of pair-wise responses by the differences of the corresponding features. This can be achieved by minimizing the least-squares-type criterion
for some function f : X → R and some kernel K with corresponding RKHS H K (Pahikkala et al. [2007] ). Using the representer theorem (see e.g. Schölkopf et al. [2001] ), the solution has the form
for some a i ∈ R. The algorithm is called RankRLS ("regularized least squares"). 
Other ranking approaches with model selection
Clearly, the LogitBoost approach and the tree-type approaches Clémençon and co-authors provided already perform model selection. Pan et al. [2009] mention that it also has been tried to combine the RankBoost algorithm with stumps, but that this strategy has weaknesses in their search engine context. The first work on solving a ranking problem while explicitly concerning on sparse model selection was done by Geng et. al. (Geng et al. [2007] ). They propose to assign an importance score to every single feature by computing a ranking based on each of them and computing a measure like the MAP (mean average precision) or NDCG (normalized discounted cumulative gain). Furthermore, a similarity measure between the features based on Kendall's τ is computed. Geng et al. [2007] solve an optimization problem to maximize the importance while minimizing the similarity to get a reduced feature set and eventually perform RankingSVM or RankNet on it. A similar strategy is spelled out in Pan et al. [2009] where stumps are used as baselearners and where the importance measure of [Friedman, 2001, Sec. 8 ] is used to find the most relevant features.
A robust and sparse ranking algorithm has been established in Sun et al. [2009] , called RSRank for binary responses. They make use of a result in Balcan et al. [2008] that allows to reduce the binary ranking problem to weighted pair-wise classification. The goal in Sun et al. [2009] is to directly optimize the ranking loss measured by NDCG by minimizing the loss function
where c is a pair-wise classifier and w a suitably chosen importance weight. For optimization, the indicator function is replaced by the Huber function and an l 1 −penalty term is added. The minimization of the objective function is done by a truncated Gradient Boosting algorithm.
A pointed out in Tsivtsivadze and Heskes [2013] , RankingSVM can also provide sparse solutions but they suffer from the lack of interpretability inherited from support vector machines. The objective function of RankingSVM is essentially l 2 −constrained. Therefore, Lai et al. [2013a] replace this one with an l 1 −regularization term and solve the problem by invoking Fenchel duality. Their algorithm is hence called FenchelRank which has been empirically shown to be even superior to RSRank in terms of precision. An iterative gradient procedure for this problem has been developed in Lai et al. [2013b] and shows comparable performance. As an extension of FenchelRank, Laporte et al. [2014] tackle the same problem with nonconvex regularization to get even sparser models. They solve the problem with a so-called majorization minimization method where the nonconvex regularization term is represented by the difference of two convex functions. In addition, for convex regularization, they present an approach that relies on differentiability and Lipschitz continuity of the penalty term so that the ISTA-algorithm can be applied.
Ranking with continuous outcomes
All the presented existing algorithms are tailored to ranking problems with discrete labels since most of them are motivated by information retrieval or document ranking. To the best of our knowledge, the only approach explicitly designed for ranking realvalued responses was recently proposed by Clémençon (Clémençon and Achab [2017] ).
for y ∈ [0, 1], i.e., s(X) given Y > y should be stochastically larger than s(X) given Y < y, is a bipartite ranking problem, so the continuous ranking problem can be regarded as a so-called "continuum" of bipartite ranking problems (Clémençon and Achab [2017] ).
As a suitable performance measure, they provide the area under the integrated ROC curve
where ROC s,y indicates the ROC curve of scoring function s for the bipartite ranking problem corresponding to y ∈]0, 1[ and where F y is the marginal distribution of Y . Alternatively, they make use of Kendall's τ as a performance measure for continuous ranking.
The approach presented in Clémençon and Achab [2017] manifests itself in the tree-type CRank algorithm that divides the input space and therefore the training data into disjoint regions. In each step/node, the binary classification problem corresponding to the median of the current part of the training data is formulated and solved. Then, all instances whose predicted label was positive are delegated to the left children node, the others to the right children node. Stopping when a predefined depth of the tree is reached, the instance of the leftmost leaf is ranked highest and so far, so the rightmost leaf indicates the bottom instance.
Remark 3.3 (Interpretability).
Note that single trees in general lack the properties of stability and robustness (see for example ). On the other hand, when aggregating trees like it has been done for trees that solve the bipartite ranking problem (Clémençon et al. [2009] , Clémençon et al. [2013a] 
Ranking vs. ordinal regression
Ordinal regression problems are indeed very closely related to ranking problems. As already pointed out in Robbiano [2013] , especially multipartite ranking problems (Clémençon et al. [2013c] ) share the main ingredient, i.e., the computation of a scoring function that should provide pseudo-responses with a suitable ordering. However, the main difference is that the multipartite ranking problem is already solved once the ordering of the pseudo-responses is correct while the ordinal regression problem still needs thresholds such that a discretization of the pseudo-responses into the d classes of the original responses is correct.
Note that due to the discretization, ordinal regression problems can also be perfectly solved even if the rankings provided by the scoring function are not perfect. For example, consider observations with indices i 1 , ..., i m k that belong to class k. If for a scoring rule s we had the predicted ordering s(X i1 ) < s(X i2 ) < ... < s(X im k ) but the true ordering is different, then we can still choose thresholds such that all m k instances that belong to class k (and no other instance) are classified into this class, provided that s(
Though, as Robbiano [2013] already pointed out, the ordinal regression is based on another loss function.
However, the setting of ordinal regression is of course not obsolete since despite even if such a d−partite ranking problem can be solved, the model provides a predicted ordering of the test instances, more precisely, the ordering of the pseudo-responses is sophisticatedly predicted, but there are still no true responses. Therefore, in all applications where predicted labels for the test instances are needed, ordinal regression in the sense that suitable cutoffs have to be defined is indispensable.
Concerning informativity, one can state that multipartite ranking problems are more informative than ordinal regression problems due to the chunking that is done in the latter ones. But in fact, in an intermediary step, i.e., when having computed the scoring function, the ordinal regression problem is as informative as multipartite ranking problems. This is also true for standard logit or probit models (the two classes generally are not ordered, but when artificially replacing the true labels by −1 and +1 where the particular assignment does not affect the quality of the models, they can indeed be treated as ordinal regression models) where the real-valued pseudo-responses computed by the scoring function are discretized at the end to have again two classes.
The continuous ranking problem can be treated as a special case where no pseudo-responses are needed since the original responses are already real-valued, but again, instead of optimizing some regression loss function, the goal is actually to optimize a ranking loss function.
For further discussions on the relation of ranking and ordinal regression (also called "ordinal classification" and "ordinal ranking" in the reference), see Lin [2008] .
From this point of view, the three combined problems for the continuous case, i.e., weak, hard and localized continuous ranking problems, are easy to distinguish and are all meaningful. Hard bipartite and hard d−partite ranking problems are essentially optimized by the corresponding algorithms that we listed earlier in section 3.1 and localized bipartite ranking problems can be solved using the tree-type algorithms of Clé-mençon as pointed out for instance in Clémençon et al. [2013b] .
Clearly, these localized bipartite problems directly reflect the motivation from risk-based auditing or document retrieval. It has been mentioned in Clé-mençon and Robbiano [2015b] that their tree-type algorithm is not able to optimize the VUS locally. To the best of our knowledge, this has not been achieved until now. But indeed, localized d−partite ranking problems can also be interesting in document retrieval settings where the classes represent different degrees of relevance. Then it would be interesting for example to just recover the correct ranking of the relevant instances, i.e., the ones from the "best" (d−1) classes.
As mentioned earlier, weak ranking problems can be identified with binary classification with a mass constraint. In the case of weak bipartite ranking problems, it may sounds strange to essentially mix up two classification paradigms, but one can think of performing binary classification by computing a scoring function and by predicting each instance as element of class 1 whose score exceeds some threshold, as it is done for example in logit or probit models. One can think of choosing the threshold such that there are exactly K instances classified into class 1 instead of optimizing the AUC or some misclassification rate.
The only combination that does not seem to be meaningful at all would be weak d−partite ranking problems. By its inherent nature, a weak ranking problem imposes are binarity which cannot be reasonably given for the d−partite case. Even in the document retrieval setting, a weak d−partite ranking problem may be thought of trying to find the K most important documents which implied that the information that is already given by the d classes would be boiled down to essentially two classes, so this combination is not reasonable.
While for binary ranking problems there are some adaptations like RankBoost or the p-Norm-Push, for continuous ranking problems so far there is no corresponding Boosting procedure. In order to make Boosting accessible for the hard continuous ranking problem, we try to embed this problem into the Gradient Boosting framework of Bühlmann.
We will see that the hard ranking loss function itself does not satisfy the required regularity properties to make Gradient Boosting applicable. Motivated by standard surrogate losses from classification, we try to define some kind of pair-wise surrogate losses for the hard ranking loss and to construct three Gradient Boosting algorithms, each for another surrogate loss.
At the end, we provide heuristic arguments why Gradient Boosting algorithms of this type always suffer from the pair-wise nature of the loss functions, resulting in a very poor speed, aside from the empirically revealed fact that their ranking performance on test data is rather poor due to other issues that arise from the choice of the surrogates.
Gradient Boosting
The following generic functional Gradient Boosting algorithm goes back to Friedman (Friedman [2001] ). We use the notation of Bühlmann and Hothorn [2007] .
The function L is concerned to be a loss function with two arguments. One is the response, the other one is the predicted response, understood in a functional way as the model that is used for prediction. The loss function has to be differentiable and convex in the second argument. The main idea behind this algorithm is to iteratively proceed along the steepest gradient.
As pointed out in Bühlmann and Hothorn [2007] , the modelsĝ (k) can be regarded as an approximation of the current negative gradient vector.
A very popular algorithm is L 2 −Boosting (Bühlmann and Yu [2003] , Bühlmann [2006] ) which corresponds to the squared loss.
Initialization: Data (X, Y ), step size κ ∈]0, 1], number m iter of iterations and
as offset value; for k = 1, ..., m iter do Compute the negative gradients and evaluate them at the current model:
for all i = 1, ..., n; Treat the vector U = (U i ) i as response and fit a model
with a preselected real-valued base procedure; Update the current model viâ
end Algorithm 1: Generic functional Gradient Boosting
Arising problems
As introduced in equation (2.3), the loss function for the hard ranking problem may be rewritten as
(4.1) to mimic the notation of Bühlmann and Hothorn [2007] . Usually, one would compute the gradient by differentiating the loss function L with respect to f . However, as pointed out in [Bühlmann and Hothorn, 2007, Ch. 2] , L has to be convex and differentiable in f which is obviously not the case. So, the hard ranking loss function is not suitable for Gradient Boosting.
In such cases, e.g. when facing the 0/1−loss in a classification setting, one commonly defines some convex surrogate loss function, for example by the exponential loss or the Hinge loss. See figure ? ? for (convex and non-convex) surrogate losses. Invoking the exponential surrogate for the indicator function in the ranking setting has already been done in Freund et al. [2003] , Rudin and Schapire [2009] which led to the RankBoost algorithm and its modification, the p-Norm-Push, which we already mentioned before. However, their algorithms (see the two former references or the survey Clémençon et al. [2013b] ) are tailored to binary classification problems.
An exponential surrogate
The question that arises from the nature of the hard ranking loss function as double sum of indicator functions is if the approximation of the indicator function by suitable surrogates can lead to a Gradient Boosting procedure for the hard ranking problem. In this section, we replace the indicator functions by exponential functions, exactly as it has been done for the algorithm RankBoost. To write down the empirical risk in the form of Bühlmann and Hothorn [2007] , we define
(4.2) so that the empirical loss is the empirical mean of all
The most natural way to define the required gradients (see section 4.1) is to set
. This resembles the usual Gradient Boosting, the only difference is that all components of Y and f (X) have to enter the gradient in our case.
Due to the sum structure of the losses, even each of the L i inherits the combinatorial nature of the ranking problem, therefore we cannot determine an exact minimizer, i.e., a suitable baselearner which is tailored to the exponential surrogate. Algorithmically, we proceed as in the component-wise L 2 −Boosting (see Bühlmann [2006] ) where a regression w.r.t. every single predictor, i.e., a simple regression, is performed and the predictor that decreased the RSS most is taken. The difference in our case is that we evaluate the exponential loss instead of the RSS and that we have to evaluate the gradient (4.3) instead of the least squares residual. Additionally, we are not able do define an offset as in other Boosting methods. The offset is an empirical population minimizer and usually the mean or the median of the responses in the case of L 2 − or L 1 −Boosting which does clearly not make any sense in the ranking case since a constant always leads to a perfect zero ranking loss. Therefore, we decided to start which the original values of Y in the first step. Just for internal reference, we call the proposed algorithm ExpBoost. Experiments show that, as expected, it performs rather poor. The reason is the highly non-robust exponential loss function which is a really bad approximant of the indicator function for small values since in contrast to classification, its argument takes values in R instead of {±1}. Furthermore, the function does not take a minimum in R.
Initialization
Surprisingly, the algorithm can even break down after one single iteration on a moderate data set! We also tried an expit transformation of the response values before applying the algorithm or a further scaling of the gradients by n −1 , but after some iterations, the gradients also diverged. Evidently, the exponential loss is definitely not appropriate for the continuous ranking problem. 
A Hinge surrogate
Next, we try to use the Hinge loss that at most grows linearly for decreasing values. In the same manner as before, we propose
(4.4) The gradient is given by
(4.5) We rely on the argument of [Bühlmann and Hothorn, 2007, Ch. 3.2] for the L 1 −loss that the region of nondifferentiability of the loss is just a single point that has zero probability which indeed holds for the Hinge loss.
However, the running time of this algorithm that we refer to as HingeBoost is still very high due to the pair-wise structure of the single gradients and losses. Compared to the L 2 −Boosting with component-wise linear baselearners, it is absurdly slow.
A piece-wise linear surrogate
We propose the much tighter surrogate
, otherwise , so we approximate the indicator function in a piecewise linear manner, for c ∈]0, 1]. The probability of the product of the differences being located at 0 or c is zero, so the differentiability is still valid almost-everywhere. Although we violate the convexity assumption, this loss function is still piece-wise convex.
The gradient is
Besides its very slow running time, this algorithm can be completely worthless due to an astounding issue. In each iteration, the algorithm selects the variable which is exactly the one whose column ranking of the data matrix already is at most comparable with either the response or the negative response, i.e., it selects predictor variable j 0 with
The coefficient is positive or negative, depending on the fact if the column ranking resembles the ranking of the response or of the negative response most, respectively (which is clearly inherited from the fact that the simple regression slope estimator is a standardized covariance between the response and the respective column in the regressor matrix). It does not necessarily happen, but the issue sometimes occurs that this variable is again chosen in the subsequent iterations, and in this case, the whole Boosting model just contains one variable (and the intercept), so the resulting model is meaningless. Taking a closer look on it, we clearly see that the gradients that are computed are likely to be zero. Only in the small region ]0, c[, we get a non-zero gradient. This is the reason why the algorithm sometimes ends up in just having selected one single variable. 
Simulation
The abovely mentioned issues can be directly realized in practical applications.
In a simple simulation, we generated the regressor matrix from a multivariate normal distribution of dimension p with mean zero and with uncorrelated columns. The non-zero coefficients stem from a standard normal distribution and the response vector is generated according to the linear model
We use a signal-to-noise ratio of 2.
We try three different allocations for p and n, namely (p, n) ∈ {(25, 50), (100, 50), (250, 200)} where 10 resp. 20 resp. 10 coefficients are non-zero.
We apply L 2 −Boosting, ExpBoost and HingeBoost with 100 iterations and learning rate 0.1 to each data set as well as the Boosting procedure using the piece-wise linear surrogate with c ∈ {0.1, 0.5, 0.9}. Furthermore, we apply an expit transformation to the response vector to reduce its range to the interval ]0, 1[ and apply each of these algorithms again. We compute the in-sample hard ranking loss.
ExpBoost never finishes since the gradients diverge, leading to the algorithm break down.
The Boosting based on piece-wise linear surrogates always leads to hard ranking losses which are much worse than the loss for L 2 −Boosting. Furthermore, it either selects very few variables or overfits, depending on c. HingeBoost is much worse than L 2 −Boosting for the original responses but profits from the expit transformation.
However, even in this case, the performance is worse than that of L 2 −Boosting, not taking the immense computational time into account.
Further details and R−code are available from the author upon request.
Conclusion and outlook
We provided a systematic review of different ranking problems, concerning both the type of the response variable and the underlying loss function. We emphasized that there are applications like the risk-based auditing setting where different approaches could be valid, leading to a different amount of information and therefore to different interpretability properties of the models. We discussed the evaluation of the pair-wise hard ranking loss function and provided a strategy that reduces the computational complexity from O(n 2 ) to O(n ln(n)).
As for continuous ranking problems, we discussed that Boosting-type algorithms that rely on surrogates of the hard ranking loss function are not recommended due to the insufficient approximation of the hard ranking loss and due to the pair-wise structure which leads to computational infeasibility for high dimensions.
One may ask if we can accelerate the evaluation of the Hinge loss in the HingeBoost algorithm benefitting from the constant part.
An idea could be to find a partial ordering of the products of the pair-wise differences. If for some product f (X i − X j )(Y i − Y j ) the Hinge loss is zero, then for all other products of pair-wise differences that are larger, the Hinge loss is also zero. There exists work where such partial ordered sets, so-called "posets", are treated, see e.g. Daskalakis et al. [2011] and references therein, but sorting them cannot be achieved with a lower complexity than O(n ln(n)), to the best of our knowledge.
We can deduct that there will always be a loss in performance w.r.t. the L 2 − or L 1 −Boosting when having pair-wise loss functions. Since the algorithms are nearly identical, we only need to concern the cost of evaluating the loss function in and evaluating the gradient at the end of each iteration. The cost is of order O(pn) for Gradient Boosting with standard losses in each Boosting iteration. In the way we implemented ExpBoost and HingeBoost, it is O(pn 2 ). Even if one could invoke fast sorting algorithms for our case, the cost would be a least of order O(pn ln(n)). That may do not look that bad, but this would be an absolutely idealistic situation.
Assume that we have a poset P of the products of pair-wise differences as above, in an ascending order. In fact, the poset contains all quadruples (X i , X j , Y i , Y j ). To benefit from the idea, we would need to determine the element P i0 of the poset which leads to the smallest product of pair-wise differences that exceeds one, so we would need to find this element in a set of cardinality n 2 . Furthermore, the usage of a partial order is only meaningful in the area in which the loss function is constant. In the case of the Hinge loss, we still have to evaluate the loss for any element P k , k < i 0 , of the poset.
Therefore, we expect that no Gradient Boosting algorithm with a pair-wise loss function could be competitive with Gradient Boosting with standard losses in terms of computational efficiency.
Outlook
We tried to make Gradient Boosting accessible for the hard continuous ranking problem by transferring the concept of surrogate losses for classification to the ranking setting. In constrast to binary ranking problems where the structure of the responses allows for Gradient Boosting, continuous responses are still problematic.
This can be thought of a starting point to develop a new strategy for model selection and coefficient estimation in the case of irregular or complicated loss functions of which the hard ranking loss is an exemplar. Our proposal is a so-called "gradient-free Gradient Boosting" technique which can cope with irregular loss functions by performing so-called "singular iterations" w.r.t. the complicated loss function. This can be combined with a special Stability Selection which is tailored to such problems. The ideas behind this class of algorithms are described in detail in the author's PhD thesis (Werner [2019] ) and will be presented in future papers.
Another issue is a fair and objective, procedureindependent criterion at which to compare solutions obtained through different approaches.
This can be solved through the elicitability property of the corresponding statistical functional (see e.g. Gneiting [2011] , Fissler et al. [2015] , Ziegel [2016] ). We will provide results on elicitability from Werner [2019] in another forthcoming paper.
