Abstract. In this paper, we consider simple and practical methods for performing heteroskedasticity and autocorrelation consistent inference in linear instrumental variables models with weak instruments. We show that conventional inference procedures based on the reduced form about the relevance of the instruments excluded from the structural equation lead to tests of the structural parameters which are valid even if the instruments are weakly correlated to the endogenous variables. The use of standard heteroskedasticity and autocorrelation consistent covariance matrix estimators in constructing these tests also results in inference which is robust to heteroskedasticity, autocorrelation, and weak instruments. We extend the basic results for the linear instrumental variables model to provide an approach to inference for quantile instrumental variables models which will be valid under weak identification. We provide a simulation experiment that demonstrates that the procedures have the correct size and good power in many relevant situations and conclude with an empirical example.
Introduction
In many applied economics papers, interest focuses on identification and estimation of coefficients on endogenous variables in linear structural equations with mean or quantile independence restrictions. The identification of these coefficients is made possible by the use of instrumental variables that are assumed to be correlated to the right hand side endogenous variables but uncorrelated with the structural error. When the instruments are strong, there are many estimation and inference procedures, such as 2SLS and LIML, that can be used to estimate the parameters and obtain asymptotically valid inference statements. †University of Chicago, Graduate School of Business, 5807 S. Woodlawn Ave., Chicago, IL 60637. Email: chansen1@gsb.uchicago.edu. However, when the instruments are weak, that is when the correlation between the endogenous variables and instruments is low, conventional asymptotics may provide poor approximations to the finite sample distributions of conventional estimators and test statistics.
This breakdown in the asymptotic approximation may lead to highly misleading inference about the parameters of interest.
The potential poor performance of conventional inference procedures in the presence of weak instruments has led to the development of a number of inference procedures that remain valid in the presence of weak instruments. For the linear IV model with homoskedastic errors, Anderson and Rubin (1949) (hereafter AR) introduced a statistic based on the LIML likelihood which is valid under weak identification. This statistic has been further analyzed by Zivot, Startz, and Nelson (1998) , Dufour and Jasiac (2001) , and Dufour and Taamouti (2005) who provide closed form solutions for computing confidence sets, though the results of these papers do not apply to the more general case of when the structural errors may be heteroskedastic or autocorrelated. Stock and Wright (2000) proposed the S statistic which generalizes the AR statistic to the general GMM setting and allows for heteroskedasticity and autocorrelation.
The chief drawback of the AR and S statistics is that they may have low power when there are many more instruments than endogenous variables. To overcome this problem, Moreira (2003) proposed a likelihood ratio based statistic and Kleibergen (2002) proposed a Lagrange multiplier type statistic both of which are robust to weak instruments in the homoskedastic error case and tend to have more power in models with more instruments than endogenous regressors. Kleibergen (2004 Kleibergen ( , 2005 ) generalizes Kleibergen's (2002) approach to the general GMM setting and allows for heteroskedasticity and autocorrelation. Similary, Andrews, Moreira, and Stock (2004a, 2004b ) generalize Moreira's (2003) conditional likelihood ratio statistic to allow for heteroskedasticity and autocorrelation and show that this statistic is optimal among a class of invariant similar tests. For excellent surveys of these and other results and a more detailed discussion of the weak instrument problem, see Stock, Wright, and Yogo (2002) and Andrews and Stock (2005) .
In this paper, we consider a simple and practical approach to performing inference that will be valid under weak identification. We demonstrate that the approach results in tests with the correct size in the presence of weak instruments and that the tests can be made robust 2 to heteroskedasticity and autocorrelation through the use of conventional robust covariance matrix estimators. The simplest version of the procedure we propose may be viewed as a simple and intuitive approximation to the S-statistic of Stock and Wright (2000) in that the approaches are asymptotically equivalent regardless of the strength of the instruments. The procedure can also be made asymptotically equivalent to the LM approaches of Kleibergen (2002 Kleibergen ( , 2004 Kleibergen ( , 2005 through appropriate choice of instruments. In addition, the number of excluded instruments equals the number of right hand side endogenous variables in the majority of IV studies; and in this case, the approaches of Stock and Wright (2000) , Moreira (2003) , and Kleibergen (2002) are equivalent and share the optimality properties discussed in Andrews, Moreira, and Stock (2004b) . Thus, our procedure will be asymptotically optimal in this empirically relevant case.
The most appealing feature of the procedure is that it relies only on OLS estimation and inference and so may be easily implemented using standard inference tools available in almost any regression software. In particular, in the simplest case, weak-instrument robust procedures that are also robust to heteroskedasticity or autocorrelation for testing the hypothesis that β = β 0 may easily be constructed through linear regression of a transformed dependent variable, Y − Xβ 0 , on the set of instruments, Z, where X is the set of endogenous variables and testing that the coefficients on Z are equal to 0 using a conventional robust covariance matrix estimator. Angrist and Krueger (2001) have also recommended this approach in the special case of testing the hypothesis that β = 0 when one is worried that identification may be weak.
In addition to this basic procedure, we consider two important extensions. First, using the intuition of Kleibergen (2002 Kleibergen ( , 2004 Kleibergen ( , 2005 , we show how the set of instruments may be collapsed to the dimension of the endogenous regressors in settings where there are more instruments than endogenous regressors in a way that preserves validity under weak identification and results in power gains relative to the unmodified procedure. Second, we show how the basic principle may be adapted to obtain tests and confidence intervals that will be valid under weak identification for the instrumental variable quantile regression (IVQR) estimator of Chernozhukov and Hansen (2004) which estimates quantile treatment effects under endogeneity.
We illustrate that the tests have good size and power properties in a simulation study.
To provide some motivation for the simulation design, we report results from a survey of IV papers published in leading applied journals from 1999 to 2004. We also provide an empirical example which illustrates the practical importance of accounting for weak instruments.
The remainder of this paper is organized as follows. In the next section we outline the basic testing procedure. In Section 3, we show how this basic procedure may be adapted to obtain more powerful tests in cases where there are more instruments than endogenous regressors and how the procedure may be adapted to obtain valid confidence intervals and tests for the IVQR estimator of Chernozhukov and Hansen (2004) under weak identification. Section 4 then discusses the simulation example, and Section 5 contains an empirical application. We conclude in Section 6.
Throughout the paper we make use of the following notation: For an n × k matrix A with
denotes an n×n identity matrix. In addition, we will refer to a model as being just-identified if the order condition for identification is satisfied with equality, that is if there are exactly as many instruments as endogenous variables. We will refer to a model as being overidentified when there are more instruments than endogenous variables. 
1 Note our use of these terms differs from conventional definitions in linear IV models in that we do not require the rank condition to be satisfied.
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where Y is an n × 1 vector of outcomes, X is an n × s matrix of endogenous right hand side (RHS) variables, and Z is an n × r matrix of excluded instruments where r ≥ s. 2 The condition that r ≥ s simply insures that the order condition for identification is satisfied;
i.e. there are, in principle, sufficient instruments to identify the parameters of interest.
The testing procedure we consider may then be motivated in the following manner. Suppose we are interested in testing the null hypothesis that β = 0 versus the alternative that β = 0. When the instruments are highly correlated to X, we can proceed by estimating β by 2SLS and using this estimate and the corresponding asymptotic distribution to test the hypothesis. However, when the instruments are weakly correlated with X, the usual asymptotics may provide a poor approximation to the actual sampling distributions of the estimator and test statistics. An alternative, "dual", approach based on the reduced form for Y is also available. In particular, under the null hypothesis, the exclusion restriction implies that the coefficients on the instruments in the reduced form for Y , defined by substituting equation (2) into equation (1) to obtain Y = Zγ + U, should equal zero. Thus, testing that these coefficients equal 0 tests the hypothesis that β = 0. It is easy to see that this procedure will be robust to weak instruments since in testing that the reduced form coefficients on the instruments are equal to 0 no information about the correlation between X and Z is required.
This basic intuition may be extended easily for testing the more general hypothesis that β = β 0 . In this case, we may think of writing (1) as
2 Note that this model allows for additional RHS predetermined or exogenous regressors which have been "partialed out" of the specification. That is, the above model will accommodate a model defined by
where W is a vector of exogenous or predetermined variables included in the structural equation of interest.
This model may be put into the form given by equations (1) and (2) by defining Y , X, and Z as residuals from the regression of Y on W , X on W , and Z on W , respectively. It is also important to note that in most applications, the dimension of X is small, typically 1 or 2, while the dimension of W is large, making partialing W out important from a computational standpoint in the procedures outlined below.
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Under the null hypothesis, the exclusion restriction implies that α = 0, so a test of α = 0 in equation (3) tests the null that β = β 0 . Letting W S (β 0 ) denote the conventional Wald statistic for testing α = 0, we note that the use of a robust covariance matrix estimator, e.g.
a HAC estimator, in forming W S (β 0 ) will result in a robust statistic for testing β = β 0 that will be asymptotically distributed as a χ 2 r regardless of the strength of the instruments.
Repeating the testing procedure mentioned above for multiple values of β 0 also allows the construction of confidence intervals which are robust to weak instruments and heteroskedasticity or autocorrelation through a series of conventional least squares regressions. The basic procedure for constructing a confidence interval is as follows:
1. Select a set, B, of potential values for β. 
that the use of an appropriate robust covariance matrix estimator in forming Var( α)
will result in tests and confidence intervals robust to both weak instruments and heteroskedasticity and/or autocorrelation.
3. Construct the 1 − p level confidence region as the set of b such that
where c(1 − p) is the (1 − p) th percentile of a χ 2 r distribution.
As with all procedures that are fully robust to weak instruments, the confidence regions constructed using the procedure outlined above are joint regions for the entire parameter vector, β. The joint regions are not conservative; however, when s > 1, marginal regions for the individual components of β obtained through projection methods are likely to be conservative. It is also worth noting that in overidentified models the test statistic we are considering provides a joint test of the model specification and the hypothesis that β = β 0 and so may result in empty confidence sets in cases where one would reject the hypothesis of correct specification using the overidentifying restrictions.
2.2. Properties of the "Dual" Inference Procedure. In the previous section, we outlined the intuition and basic approach to a "dual" inference procedure for testing hypotheses about structural parameters that will be valid under weak instruments and can easily be 6 made robust to heteroskedasticity and/or autocorrelation. In this section we develop the basic procedure in more detail and derive the asymptotic properties of the basic test statistics.
Recall from the previous section that for testing the null hypothesis β = β 0 versus the alternative that β = β 0 , we may think of writing equation (1) as
Under the null hypothesis, the exclusion restriction implies that α = 0, so a test of α = 0 tests the hypothesis that β = β 0 .
Considering the homoskedastic case first, a simple test statistic for testing α = 0 is the standard Wald statistic
which is equal to s times the AR statistic. In other words, for testing the hypothesis that β = β 0 , the AR statistic may be constructed easily by regressing Y − Xβ 0 on Z and testing that the coefficients on Z are equal to 0. This test bears an obvious close relation to the standard test of whether the instruments are relevant in the reduced form for Y , where the reduced form is obtained by substituting (2) into (1) to obtain
(3) and (5) are clearly identical when β 0 = 0, so the test of instrument relevance in the reduced form (5) may alternatively be viewed as a weak-instrument robust test of the hypothesis that β = 0.
Similarly, when we drop the assumption of homoskedasticity, a test of α = 0 in (3) may be constructed from the standard Wald statistic
where Var( α) is a consistent estimator of the variance of α which will generally take the
evaluated at ǫ. It then follows that W S may be written as
As above, note that this statistic bears a close resemblance to the S-statistic of Stock and Wright (2000) . In particular, if ǫ were replaced by Y − Xβ 0 in W S (β 0 ), W S (β 0 ) would be identical to Stock and Wright's S-statistic.
In order to formally discuss testing and obtain the limiting distributions of the test statistics we propose, we impose the following assumption.
Assumption 1. As n → ∞, the following convergence results hold jointly.
i.
iv. There is an estimator Σ n, ǫǫ (ǫ) that satisfies Σ n, ǫǫ (ǫ) − Σ n, ǫǫ p → 0 when evaluated at the true ǫ.
The conditions imposed in Assumption 1 are considerably weaker than those conventionally imposed in linear IV models in that they impose no restrictions on the correlation between Z and X. In other words, Assumption 1 allows for situations in which Z and X are weakly correlated or even uncorrelated. The last condition in Assumption 1 simply requires the existence of a consistent covariance matrix estimator. There are numerous examples of such estimators, such as the Huber-Eicker-White estimator (e.g. White (1980) ) in the heteroskedastic case, a HAC estimator (e.g. Andrews (1991) ) for the autocorrelated case, or a clustered covariance matrix estimator (e.g. Arellano (1987) ) in the panel case.
Below, we state the properties of the test statistic W S (β 0 ) under the null hypothesis that β = β 0 . Theorem 1. Suppose that the data are generated by the model defined by (1) and (2), β = β 0 , Σ n, ǫǫ ( ǫ) is uniformly positive definite, and Σ n, ǫǫ ( ǫ) − Σ n, ǫǫ (ǫ) = o p (1). If the conditions of Assumption 1 are satisfied, then
Note that the results of Theorem 1 do not require any restriction on the relation between X and Z. In particular, the results of Theorem 1 will be valid under the three main cases that have been considered in the literature: (i) The instruments are strong such that Π is ) and applying standard arguments;
see, e.g. White (2001) .
In cases with dependent data when a HAC estimator is used in estimating the covariance matrix, a kernel and bandwidth or truncation parameter must also be selected. There is a large literature on bandwidth selection that could potentially be applied here; see, for example, Andrews (1991) .
3 In addition, the results could easily be extended to accommodate the results about HAC estimation without truncation explored in Kiefer and Vogelsang (2002) . Without truncation, the HAC estimator is not consistent, and the associated Wald statistic is not a chi-square under the null. However, the Wald statistic does have a welldefined distribution which does not depend on any unknown parameters and is a functional of a certain Gaussian process. The critical values for this statistic can easily be obtained as in Kiefer and Vogelsang (2002) . Jansson (2004) shows that this approach often leads to more accurate inference than conventional approaches to inference that rely on consistency of HAC estimators.
3. Extensions 3.1. Improving Power in Overidentified Models. The inference approach outlined above provides a simple method of performing inference that is fully robust to weak instruments and is robust to heteroskedasticity and autocorrelation. However, the methods presented above are closely related to the AR-and S-statistics, which are often criticized because they may have low power when the model is overidentified.
3 Bandwidth selection procedures available in the literature are for choosing a bandwidth for inference about γ. One might anticipate that these rules would also produce reasonable bandwidths for performing inference about β, though that remains an interesting open question.
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A simple solution would be to drop enough instruments to make the model just-identified (i.e. set r = s) and proceed as above. However, if there is any explanatory power in the instruments that were dropped, then this approach will tend to result in a decrease in efficiency of the estimator. Alternatively, we could consider reducing the dimension of the instrument set by taking combinations of the instruments. In this section, we explore one such combination scheme that results in inference that is asymptotically equivalent to the Lagrange multiplier based inference developed in Kleibergen (2002 Kleibergen ( , 2004 Kleibergen ( , 2005 .
Kleibergen (2002) notes that his statistic, in the homoskedastic case, replaces the projection of (Y − Xβ 0 ) onto Z in the numerator of the AR statistic with the projection of
where
and
The relation between the AR statistic and reduced form testing discussed in the previous section then suggests that a test with properties similar to those of Kleibergen's test may be constructed by substituting Z(β 0 ) for Z in (3) above and then following the procedure discussed in the previous section treating Z(β 0 ) as given. Doing this yields a statistic
W K (β 0 ) differs from Kleibergen's K-statistic only in the denominator, which in the K-statistic is equal to Kleibergen (2002) shows that under reasonable conditions that are presented below (
Similarly, when the assumption of homoskedasticity is dropped, we may define a set of
as above, we may construct a test of β = β 0 by substituting Z(β 0 ) in for Z in equation (3) and testing the null that α = 0 treating Z(β 0 ) as given. This procedure gives a test statistic
in that W KLM (β 0 ) has Σ n, ǫǫ ( ǫ) in the denominator while KLM(β 0 ) uses Σ n, ǫǫ (ǫ).
To formalize the preceding discussion and establish the limiting distribution of
we make use of the following straightforward modification of Assumption 1.
Assumption 2. As n → ∞, the following convergence results hold jointly.
with Σ n, ǫǫ an r ×r matrix, Σ n, ǫV = (Σ n, ǫV 1 . . . Σ n, ǫVs ) an r ×rs matrix, and Σ n, V V an rs × rs matrix. iv. There is an estimator Σ n (ǫ, V ) that satisfies Σ n (ǫ, V ) − Σ n p → 0 when evaluated at the true ǫ and V .
The chief difference between Assumptions 1 and 2 is that Assumption 2 explicitly considers the joint distribution of Z ′ ǫ and Z ′ V and estimation of the joint covariance matrix.
This modification is necessary due to the use of Σ n, ǫV i (ǫ, V i ) in constructing the modified instruments Z(β 0 ). Under Assumption 2, we state the following theorem which is analogous to Theorem 1 above.
Theorem 2. Suppose that the data are generated by the model defined by (1) and (2), β = β 0 , Σ n, ǫǫ ( ǫ) is uniformly positive definite, and
. If the conditions of Assumption 2 are satisfied, then
As with Theorem 1, the results of Theorem 2 do not require that any restriction be placed on the relation between X and Z. In particular, the results of Theorem 2 will be valid when the instruments are strong, weak, or irrelevant. Using the reasoning outlined above,
properties then follow immediately from the properties of KLM(β 0 ) given in Kleibergen (2004) . The additional condition will be satisfied for reasonable estimators of the covariance matrix, such as the Huber-Eicker-White estimator in the heteroskedastic case and HAC estimators in the autocorrelated case. The condition can be verified by noting that ǫ =
, under the conditions of Assumption 2 regardless of the strength of the instruments; standard arguments, e.g. as in White (2001), may then
One drawback of the KLM-statistic (and the W KLM -statistic) is that it is a score statistic for the continuous updating estimator (CUE) of Hansen, Heaton, and Yaron (1996) . As such, it leads to inference centered around the CUE estimator; 4 however, it is also equal to zero at other zeros of the CUE first order conditions, e.g. at inflection points and local maxima.
To help overcome this problem, Kleibergen (2004) suggests the use of the KLM-statistic in conjunction with a different test statistic which he terms
Kleibergen (2004) shows that
r−s and is independent of KLM(β 0 ). In addition, J KLM (β 0 ) is equal to S(β 0 ) at points where KLM(β 0 ) = 0, so it will have power at inflection points and local maxima where the KLM-statistic may behave spuriously. For a 5% level test, Kleibergen (2004) suggests using a test which rejects 
properties may be readily constructed from W S (β 0 ) and
. In this paper, we do not consider testing based on W J alone, and throughout the remainder of the paper, we refer to the test which uses W J in conjunction with W KLM as W J .
As above, confidence regions may also easily be constructed by evaluating the appropriate test statistics at many values of β 0 and taking the confidence region to be the set of β 0 where the test fails to reject. As with all procedures that are fully robust to weak instruments, the confidence regions are joint. The joint regions are not conservative; however, when s > 1, marginal regions obtained through projection methods are likely to be conservative.
Also, since the procedure essentially collapses the dimension of the set of instruments to the dimension of the set of endogenous variables, these confidence intervals will not be empty. 
In these equations, Y is the scalar outcome variable of interest, U is a scalar random variable that aggregates all of the unobservables affecting the structural outcome equation, X is a vector of endogenous variables with dim(X) = s, V is a vector of unobserved disturbances determining X and statistically related to U, Z is a vector of instrumental variables with dim(Z) = r ≥ s, and W is a vector of included control variables that are independent of U.
It is clear that this model incorporates the conventional linear instrumental variables model
13 defined in equations (1) and (2) as a special case. Interest then focuses on estimating the quantile specific structural coefficients β(τ ) and γ(τ ).
To estimate β(τ ) and γ(τ ), Chernozhukov and Hansen (2004) consider the instrumental variables quantile regression estimator (IVQR). For ρ τ (u) = (τ − 1(u < 0))u, define the conventional quantile regression objective function as
The IVQR may then be defined as follows. For a given value of the structural parameter, say β 0 , let us run the ordinary quantile regression of Y − Xβ 0 on W and Z to obtain
To find an estimate for β(τ ), we will look for a value β 0 that makes the coefficient on the instrumental variable α(β 0 , τ ) as close to 0 as possible. Formally, let
where A(β 0 ) = A(β 0 ) + o p (1) and A(β 0 ) is positive definite, uniformly in β 0 ∈ B. It is convenient to set A(β 0 ) equal to the inverse of the asymptotic covariance matrix of √ n( α(β 0 , τ )−α(β 0 , τ )) in which case W IV QR (β 0 ) is the Wald statistic for testing α(β 0 , τ ) = 0, a fact that we will use to obtain weak-identification robust inference for β(τ ) itself.
The asymptotic properties of the estimator of the IVQR process under strong identification are given in Chernozhukov and Hansen (2004) . Here we are interested in providing a procedure which will produce valid confidence intervals and tests under weak identification.
To this end, we note that as in Section 2, we may base tests upon the "dual" Wald statistic W IV QR (β 0 ) defined above for testing whether the coefficients on the instruments are equal to zero for a given β 0 . As in the linear IV setting, the exclusion restriction implies that these coefficients should be zero when β 0 is equal to the true value β(τ ). That is when β 0 = β(τ ), W IV QR (β 0 ) converges in distribution to a χ 2 r random variable. Thus, a valid confidence region 6 Chernozhukov and Hansen (2004) consider weighted estimation allowing for possibly nonparametrically estimated weights and consider estimated instruments allowing for nonparametrically estimated instruments. In this paper, we abstract from these considerations for clarity but note that the results could be modified as in Chernozhukov and Hansen (2004) to accommodate these generalizations.
for β(τ ) can be based on the inversion of this dual Wald statistic:
= {β : W IV QR (β) < c p } contains β(τ ) with probability approaching p, (22) where c p is the p-percentile of a χ 2 r distribution.
In practice, the parameter estimates and confidence intervals for β may be obtained in the following manner:
1. Select a set, B, of potential values for β. As in the previous cases, we state a set of high level conditions under which the procedure stated above will yield tests with correct size for the IVQR estimator under weak identification.
Assumption 3. Define the parameter space Θ = B × G as a compact convex set such that G contains the population value γ(β 0 , τ ) for each β 0 ∈ B in its interior. As n → ∞, the following conditions hold jointly.
i. For the given τ , (β(τ ), γ(τ )) is in the interior of the specified set Θ.
Conditions i.-iii. of Assumption 3 are quite standard in quantile regression. Condition iv.
simply states the asymptotic normality result which will follow under conditions i.-iii. and additional regularity conditions regarding existence of moments and strength of dependence in the data. More primitive conditions can be found, for example, in Gutenbrunner and Jurečková (1992) or in Fitzenberger (1998) in the dependent case. Condition v. simply insures that the variance of α(β 0 , τ ) can be consistently estimated and will be satisfied by commonly used estimators of S(β 0 ) and J ϑ (β 0 ); see, for example, Koenker (1994) or Fitzenberger (1998) for the dependent case.
Under Assumption 3, we may state the following result.
Theorem 3. Suppose that the data are generated by the model defined in (17)-(19), β = β 0 , and the conditions of Assumption 3 are satisfied. Then
Theorem 3 follows by adopting standard arguments for quantile regression, and the validity of the testing procedure and confidence intervals described above then follow. As with the previous results for the linear IV model, it is important to note that the conditions of Assumption 3 do not impose any conditions on the relationship between X and Z. In particular, the conditions allow for cases where the relationship between X and Z is weak or even for cases where X and Z are statistically independent. we use the Wald statistic for testing the relevance of the instruments in the first stage as our measure of the strength of instruments. 8 We also constructed an estimate of the correlation between the reduced form error and the structural error, ρ, in each case where we had sufficient information to back out an estimate. The estimates of ρ were made under assumptions of strong instruments and homoskedasticity and so should be regarded with some caution. We do believe, however, that they are at least suggestive of the strengths of correlations encountered in practice.
The results of the survey are summarized in Looking at the data, there are a number of features that are worth pointing out. Unsurprisingly, there is a large amount of variability in sample size, though there are perhaps surprisingly many cases in which IV is estimated in samples of less than 200 observations.
It is also unsurprising that the bulk of IV models are estimated in settings when there are 7 In total we found 108 articles that estimated a linear instrumental variables model of which 91 reported some results using only one right hand side endogenous variable. 8 Note that the Wald statistic equals r * F where F is the first-stage F-statistic for testing the relevance of the instruments. It is also closely related to the concentration parameter, which is consistently estimated by r(F − 1) in the one endogenous regressor case, that plays an important role in the asymptotic theory of IV estimators; see, for example, Rothenberg (1984) and Hansen, Hausman, and Newey (2005) .
exactly as many instruments as endogenous regressors and that there are relatively few examples where there are more than two or three overidentifying restrictions. This finding suggests that the simple version of the procedure suggested in this paper or the S-statistic of Stock and Wright (2000) will be adequate in many settings actually encountered in practice.
As noted above, the results on the correlation between the first stage and structural residuals need to be interpreted with some caution; but with a median value of around .3, they suggest that in most cases the degree of correlation is quite modest.
Perhaps the most interesting results concern the values of the first-stage Wald statistics.
It is apparent that researchers are definitely aware of the need for a strong relationship between the instrument and endogenous regressor in the first stage. Assuming that the 10 th percentile value of approximately 7 corresponds to a case with a single instrument, the pvalue for testing the null hypothesis that the coefficient on the instrument is equal to 0 is approximately .01. By the time we reach the median value of the Wald statistic, the p-value is negligible. However, statistical significance is not sufficient to guarantee that inference based on the usual asymptotic approximation has good performance. Both Rothenberg (1984) and Hansen, Hausman, and Newey (2005) suggest that a useful rule of thumb is to not use the usual asymptotic approximation if the Wald statistic is not in the mid-thirties or higher when there is one instrument and one endogenous variable, and this cutoff value is increasing in the number of instruments. 9 This pattern is also born out in the simulation results reported below where we find that using the usual asymptotic approximation may result in substantial size distortions when the first stage Wald statistic is as high as 20. Using these rules of thumb, we see that the asymptotic approximation is suspect in more than 50% of the cases examined. Overall, this finding suggests that the weak instrument problem may be practically relevant and that having a simple and intuitive approach to producing valid inference statements would be quite valuable.
9 Hansen, Hausman, and Newey (2005) suggest that a cutoff value in the mid-thirties provides a useful rule of thumb for the use of the asymptotic approximation of Bekker (1994) .
Simulation Experiment.
Based on our survey of IV papers, we use the following simulation design. We simulate the data Y, X from the model
where r is the number of instruments and z ih is the i, h element of matrix Z. We consider a heteroskedastic design with a 0 = a 1 = 1. 10 We run simulations for ρ = 0, .2, .5, and .8, and for r = 1, 3, and 10. The values for r were chosen to be representative of numbers of instruments actually used in practice, and the values for ρ correspond roughly to the range found in the survey. In all of our simulations, we set n = 500 and β = 1.
We wish to consider performance for various strengths of instruments. We base our mea- In each simulation, we estimate β using 2SLS, LIML, the estimator of Fuller (1977) which modifies LIML so that it has finite sample moments (Fuller) , 12 and the continuous updating 10 We also considered a homoskedastic design with a 0 = 1 and a 1 = 0. The overall conclusions were the essentially the same as in the heteroskedastic design, so we have omitted these results for brevity. 11 The usual first stage Wald statistic when the first stage error is homoskedastic is Π ′ Z ′ Z Π/ σ 2 V where Π is the OLS estimate of Π and σ 2 V is the corresponding estimate of σ 2 V . 12 The Fuller estimator requires the use of a user-supplied parameter. We set the value of this parameter to 1, which yields a higher-order unbiased estimator. See Hahn, Hausman, and Kuersteiner (2004) .
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estimator (CUE) of Hansen, Heaton, and Yaron (1996) . In the CUE, we use a heteroskedasticity consistent covariance matrix for the weighting matrix.
13 For 2SLS, LIML, and Fuller, we estimate the variance of the estimated β using the usual asymptotic approximation and either assuming homoskedasticity or using a heteroskedasticity consistent covariance matrix (Robust). 14 We focus chiefly on size and power of tests, though the median bias and the interquartile range of the coefficient estimates from each estimation procedure are also reported.
Simulation results are reported in Tables 2-4. In Table 2 , which corresponds to the just- is well characterized by the three cases we focus on. In all cases, size is for 5% level tests.
First, we consider the performance of the testing procedures in terms of size of tests. In particular, we consider rejection rates of the null hypothesis for 5% level tests based on the weak instrument robust test statistics discussed in this paper and based on standard χ 2 tests from conventional asymptotic theory. The results are quite favorable for our simple weak instrument robust tests that are also robust to heteroskedasticity which do not appear to suffer from large size distortions, though it is the case that W S and W J are both conservative when r = 10 in the sense that their actual rejection probabilities tend to be smaller than the level of the test. On the other hand, the weak instrument robust tests that are not robust to heteroskedasticity are severely size distorted with rejection rates between .1171 and .4507.
13 To estimate the CUE, we numerically optimized the CUE objective function, which for a particular value of β 0 is given by the S-statistic of Stock and Wright (2000) , using the default Newton-Raphson routine in MATLAB.
i in the Robust case and V gh = ǫ ′ ǫ n−r−1 G ′ H in the homoskedastic case. For LIML, we set k = φ where φ is the minimum eigenvalue of (Y X)
and for Fuller, we set k = φ − 1/(n − r − 1) and ǫ = Y − X β F uller . Then for LIML and Fuller, we estimate the covariance matrix as A −1 BA −1 . It is straightforward to verify consistency of these estimators under strong instruments and the usual asymptotics.
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For the tests that are not robust to weak instruments, the results are somewhat different.
When the value of W is 50, tests based on 2SLS, LIML, and Fuller perform quite well and do not appear to suffer from large size distortions. 15 For smaller values of W , the size of LIML, Fuller, and 2SLS based tests all depend heavily on the value of ρ and r. In particular, the tests tend to over-reject when ρ and r are large and under-reject when ρ and r are small.
This dependence is especially pronounced for 2SLS, though it is present for all three of the estimators.
Finally, it is worth noting that the CUE-based tests are badly size distorted in almost all cases. Since the bias of the CUE is usually quite small and similar to LIML, it seems that the source of this size distortion is poor performance of the CUE standard error estimates.
Both W S and W KLM are minimized at the CUE estimate, suggesting that they provide a useful method of obtaining reasonable estimates of the CUE confidence intervals even in the case of strong instruments. that is, there is no power loss to using any of the weak instrument robust procedures in this case. For r > 1, the power curve of the LM-based statistic (W KLM ) always lies within the AR-based statistic (W S ), illustrating the power loss associated with the AR-based statistics in overidentified models. It is also interesting to note that since LIML is not the efficient estimator but both W S and W KLM are based on the CUE the LIML power curve may actually lie outside the W S (and W KLM ) power curve when r > 1.
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Power curves for the W = 5 case are plotted in Figure 3 . As in Figure 1 , we plot only the power curves of W S , W KLM , W J and LIML with robust standard errors. The curves are plotted for ρ = .5 which from better power than W S against alternatives close to the true parameter value. However, W S appears to have more power against more remote alternatives. The power curve for LIML is centered away from the true parameter value, and has almost no power against alternatives about its center. The performance of LIML in the weak instrument case depends strongly on ρ. In particular, as ρ increases, the bias of LIML tends to increase and the spread decreases, which translates into power curves whose centers shift away from the true parameter value and which become more concentrated about the center as ρ increases. This behavior leads to increases in the size of the tests as ρ increases; though it does lead to tests with approximately correct size for moderate values of ρ. case, this procedure may also be followed, and the simulation results suggest that the power loss relative to more complicated methods may be small in many settings. In addition, a more powerful procedure may be obtained by transforming the instruments as discussed in Section 3.
Empirical Example
To illustrate the use of weak instrument robust statistics and the differences which may arise between the conventional asymptotic inference and the weak instrument robust inference, we present the results from a simple empirical example. 17 The data are drawn from the innovative paper of Acemoglu, Johnson, and Robinson (2001) which examines the effect of institutions on economic performance using mortality rates among European colonists as an instrument for current institutions. This paper provides a useful case to consider in that there is some variation in the strength of the instruments across specifications as discussed 17 Perhaps the most-often cited case of "weak instruments" is the returns to schooling paper of Angrist and Krueger (1991) . For a discussion of this paper in the weak instruments context and a reinterpretation as a case of "too many" instruments, see Hansen, Hausman, and Newey (2005) .
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below. In addition, the model is just-identified and so is typical in the sense that most empirical analyses are based on just-identified empirical models.
We focus on the main set of results from Acemoglu, Johnson, and Robinson (2001) which are found in their Table 4 . These results correspond to a simple linear IV model of the form given by
which can be put into the form given by equations (1) and (2) above by partialing out W . In this example, Y is the log of PPP adjusted GDP per capita in 1995, X is average protection against expropriation risk from 1985 to 1995 which provides a measure of institutions and well-enforced property rights, and W is a set of additional covariates which varies across specifications and may include a normalized measure of distance from the equator (latitude)
as well as dummy variables for a country's continent. Detailed descriptive statistics and data descriptions are found in Acemoglu, Johnson, and Robinson (2001) , and for brevity we do not discuss them here.
18 Table 5 Table A2 and data on latitude from La Porta, Lopez-de Silanes, Shleifer, and Vishny (1999) Appendix B. Detailed data descriptions are given in Acemoglu, Johnson, and Robinson (2001) Appendix Table A1 .
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used varies across the columns of Table 5 . All even numbered columns control for latitude which has been argued to have a direct effect on economic performance, e.g. in Gallup, Mellinger, and Sachs (1999) , and is plausibly correlated to settler mortality which implies that its exclusion may render the instrument invalid. Columns (3)- (8) vary from Columns
(1) and (2) by considering alternate samples or including continent specific dummy variables to assess the sensitivity of the basic results and control for other potential geographic factors.
Considering first the Wald statistic (W ), we see that there is substantial variation in the strength of the instruments across specifications. W ranges from 3.65 to 36.24. For low values of W , we would expect that the usual asymptotic confidence intervals and the weakinstrument robust confidence intervals to be different, while for values of W in the 30's, we would expect that the usual intervals and the weak-instrument robust intervals to be quite close. For IVQR, the first stage F-statistic is not the appropriate measure of the strength of the relationship which depends on a density weighted correlation between the endogenous variable and instrument, except in the homoskedastic case. However, we would expect the W to be informative about this value and anticipate a similar pattern of results for IVQR.
Considering first the 2SLS results (Panel A), we observe the expected pattern in the actual results. In columns (5) and (6) of Table 7 , where the relationship between the instrument and endogenous variable is the strongest (W above 30), the usual 95% confidence intervals and the weak-instrument intervals are quite similar. The weak-instrument intervals are somewhat wider, but the difference is not pronounced. As W decreases, the differences become much larger. In particular, in the four cases with W < 10, the upper limit of the confidence interval is equal to the upper limit of the set we consider for β 0 and is much larger than the upper limit of the usual confidence intervals. In the two remaining cases with W ≈ 12, the upper bounds of the intervals are much larger than those of the usual intervals, but remain within the interval considered for β 0 .
It is extremely interesting to note that in all cases the weak-instrument intervals provide a sharp lower bound on the value of β. Even when W is low and the 95% weak-instrument robust intervals appear to be unbounded on one side, the weak-instrument intervals have a positive lower bound that is removed from zero. In other words, in this example even when the data are not informative about an upper bound on β, they seem to have power to rule out small positive and negative values for β. This finding is quite useful as it provides strong evidence that institutions do matter for GDP and that the lower bound on the effect is still substantial. In addition, we should be able to rule out large positive values for β as they would imply implausibly large effects of institutions on per capita GDP. For example, the difference in expropriation risk between Nigeria and Chile is 2.24. If β were 3, then this difference would imply a 6.72 log-point (roughly 800-fold) difference in per capita GDP.
This number is ridiculously large. Thus, we see that even in cases where the instruments are weak, the data may still inform us about the actual parameter values and allow us to make economically useful inferences. However, this example also illustrates that there may be large differences in the confidence intervals which could dramatically alter the inference.
Turning to the IVQR estimates of the effect at the median (Panel B), we see that the 2SLS
and IVQR point estimates are quite similar in all cases. However, the IVQR estimates are considerably less precise than the corresponding 2SLS estimates, and it is difficult to draw any firm conclusion from them. In terms of the confidence intervals, we see that, as with the 2SLS intervals, the weak-instrument robust intervals are always considerably wider than the asymptotic intervals. In addition, the differences between the intervals follow the same patterns as in the 2SLS case, with relatively small differences in the cases where W is large and substantially bigger differences as W decreases.
As a final illustration of the weak-instrument robust confidence intervals. We plot 1 minus the p-value for testing β = β 0 in two representative cases from Table 5 in Figure 5 . The first panel of Figure 5 corresponds to column (1) of Table 5 Panel A in which the weak-instrument confidence interval is contained in the interval for β 0 that we consider. The second panel corresponds to column (7) of Table 5 Panel A in which the upper limit of the weak instrument interval is equal to the upper limit of the interval we consider for β 0 . In both panels, the horizontal line is drawn at 1 -p-value = .95, so the 95% confidence interval is given by the values of β 0 for which the 1 -p-value lies below this line. In the first case, the 1 -p-value rises above .95 and stays well above it as β 0 approaches the endpoints of the plotted region.
In the second case, the 1 -p-value is considerably below .95 as β 0 approaches 4, the upper limit of the region. That is, the confidence interval for β in this case may be substantially wider than the interval given in Table 5 . However, since large values for β imply implausibly large effects, we ignore values for β 0 greater than 4.
Conclusion
In this paper, we have considered practical implementation of weak-instrument robust testing procedures in the linear IV model with possible heteroskedasticity or autocorrelation.
We show that weak-instrument robust procedures that are also robust to heteroskedasticity or autocorrelation for testing the hypothesis that β = β 0 may easily be constructed through linear regression of a transformed dependent variable, Y − Xβ 0 , on the set of instruments, Z, where X is the set of endogenous variables. This approach provides a practical and easy to implement procedure for testing in the presence of weak instruments and may easily be adapted to construct confidence intervals for β. We illustrate how the basic approach may be adapted to improve power in cases where the model is overidentified, and we also discuss how the procedure may be adapted to obtain valid confidence intervals under weak-identification for parameters of an instrumental variables quantile regression model. Columns (5) and (6) omit all African countries.
W is the the first-stage Wald statistic for testing instrument irrelevance, and N is the the sample size. Even numbered columns include latitude as an explanatory variable, and columns (7) and (8) include continent dummy variables. Columns (3) and (4) omit Australia, Canada, New Zealand, and the USA. .50)). Asymptotic Interval reports the 95% confidence interval constructed using the usual asymptotic approximation, and Weak-Instrument Interval reports the 95% confidence interval constructed using the weak-instrument robust statistic. Both intervals account for possible heteroskedasticity.
A. 2SLS Results (1) corresponds to column (1) in Table 5 Panel A, and Panel (2) corresponds to column (7) in Table 5 Panel A. The vertical axis is 1 minus the p-value for a test of the hypothesis that β = β 0 performed using the heteroskedasticity and weak-instrument robust statistic W S . The horizontal axis corresponds to β 0 . The 95% confidence interval is given by the region of the plot where 1 -p-value lies below .95. A horizontal line has been drawn in at 1 -p-value = .95 for clarity. β is a measure of the impact of institutions on economic performance as discussed in the text.
B. IVQR Results
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