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Abstract. This chapter presents key concepts and theoretical results for analyzing estima-
tion and inference in high-dimensional models. High-dimensional models are character-
ized by having a number of unknown parameters that is not vanishingly small relative to
the sample size. We first present results in a framework where estimators of parameters of
interest may be represented directly as approximate means. Within this context, we review
fundamental results including high-dimensional central limit theorems, bootstrap approx-
imation of high-dimensional limit distributions, and moderate deviation theory. We also
review key concepts underlying inference when many parameters are of interest such as
multiple testing with family-wise error rate or false discovery rate control. We then turn to
a general high-dimensional minimum distance framework with a special focus on general-
ized method of moments problems where we present results for estimation and inference
about model parameters. The presented results cover a wide array of econometric appli-
cations, and we discuss several leading special cases including high-dimensional linear re-
gression and linear instrumental variables models to illustrate the general results.
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1. Introduction
In this chapter, we review some of the main ideas and concepts from the literature on
estimation and inference in high dimensions. High-dimensional models naturally arise in
many contexts. First, empirical researchers may want to build more flexible models in an
effort to approximate real phenomena better. Second, they may want to use more “flexible”
controls to make conditional exogeneity more plausible in an effort to (more plausibly)
identify causal/structural effects. Third, researchers may want to analyze policy effects
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on very high-dimensional outcomes and/or across many groups. Fourth, researchers may
wish to leverage high-dimensional exclusion restrictions (“many instruments”) in an effort
to pin down structural parameters better. These and other contexts motivate the set of
methods and results we overview in this chapter. In addition to providing an overview of
useful tools, we develop some new results in order to make existing results more useful
for applications in econometrics. We note that, since the literature on high-dimensional
estimation and inference is large, we have opted to review only some of the main results
from this literature. In this regard, our exposition complements other reviews, e.g. [9],
[64], [33], [54]. For a textbook-level treatment, we refer an interested reader, for example,
to [32], [69], [74], and [108].
High-dimensionality typically refers to a setting where the number of parameters in a
model is non-negligible compared to the sample size available. The presence of a large
number of parameters often necessitates us to design estimation and inference methods
that are different from those used in classical, low-dimensional, settings. High-dimensional
models have always been of interest in econometrics and have recently been gaining in
popularity. The recent interest in these models is due to both the availability of rich,
modern data sets and to advances in the analysis of high-dimensional settings, such as
the emergence of high-dimensional central limit theorems and regularization and post-
regularization methods for estimation and inference.
1.1. Inference with Many Approximate Means. We split the chapter into two parts. In
the first part, we consider inference using the Many Approximate Means (MAM) framework.
In particular, we assume that we have a potentially high-dimensional vector of parameters
θ0 := (θ01, . . . , θ0p)
′ ∈ Rp
and its estimator
θˆ := (θˆ1, . . . , θˆp)
′ ∈ Rp,
having an approximately linear form,
√
n(θˆ − θ0) = 1√
n
n∑
i=1
Zi + rn, (1.1)
where Z1, . . . , Zn are independent zero-mean random vectors in Rp, sometimes referred
to as “influence functions”, and rn ∈ Rp is a vector of linearization errors that are asymp-
totically negligible; see the next section for the formal requirement. The vectors Z1, . . . , Zn
are either directly observable or can be consistently estimated. Here, we allow for the case
p n.
This framework is rather general and covers, in particular, the case of testing multiple
means with rn = 0. More generally, this framework covers multiple linear and non-linear
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M -estimators and also accommodates many de-biased estimators; see, e.g., [75] for ex-
plicit conditions giving rise to linearization (1.1) in low-dimensional settings and [19] for
conditions in the high-dimensional settings with p n.
While conceptually easy-to-understand, the MAM framework allows us to present fun-
damental concepts in high-dimensional settings:
1. Simultaneous inference.
2. Inference with False Discovery Rate control.
3. Estimation based on `1-regularization.
The first concept here includes simultaneous confidence interval construction for all (or
some) components of the vector θ0 = (θ01, . . . , θ0p)′. As we explain in the next section, con-
structing simultaneous confidence intervals is especially important in the high-dimensional
settings and we explain how to construct such intervals. This concept also includes mul-
tiple testing with family-wise error rate (FWER) control, where we simultaneously test
hypotheses about different components of the vector θ0 and we want to make sure that
the probability of at least one false null rejection does not exceed the pre-specified level
α. The second concept includes multiple testing with false discovery rate (FDR) control,
where we simultaneously test hypotheses about different components of θ0 and we want
to make sure that the fraction of falsely rejected null hypotheses among all rejected null
hypotheses does not exceed the pre-specified level α, at least in expectation. FDR control
is more liberal than FWER control, so procedures with FDR control typically have larger
power than those with FWER control. This higher power may be particularly important,
for example, in genoeconomics, where procedures with FWER control often fail to find
any association between the outcome variables and genes; see Example 3 below for the de-
tails. The third concept includes estimation of linear functionals of the vector θ0. We will
show that estimating such functionals sometimes requires forms of regularization, and we
will explain the details of `1-regularization. This discussion will prepare us for the more
ambitious problems arising in the second part of the chapter.
To perform the tasks described above, we will use some fundamental tools:
I. High-Dimensional Central Limit Theorem (with p n)
II. Moderate Deviation Theorem (Central Limit Theorem over Tail Areas)
III. Regularization (focusing on `1-type regularization)
One of the main goals of the first part of this chapter will therefore be to provide statements
and discussion of these key tools in a simple but interesting framework. Outside of being
useful in the MAM framework, these tools play an important role in the theory of high-
dimensional estimation and inference more generally.
We next review some simple motivating examples that fall into the MAM framework.
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Example 1 (Randomized Control Trials with Many Outcome Variables). Consider a ran-
domized control trial with n participants, where each participant i = 1, . . . , n is randomly
assigned to either the treatment group (Di = 1) or the control group (Di = 0). Let γ de-
note the probability of being assigned to the treatment group and suppose that for each
participant i, we observe a large number of outcome variables represented by a vector
Yi = (Yi1, . . . , Yip)
′ ∈ Rp, which is often the case in practice. For each outcome variable
j = 1, . . . , p, we then can estimate the average treatment effect
θ0j = E[Yij | Di = 1]− E[Yij | Di = 0]
by
θˆj =
1
n
n∑
i=1
(
DiYij
γ
− (1−Di)Yij
1− γ
)
.
Clearly, this setting falls into the MAM framework with
Zij =
(
DiYij
γ
− E[Yij | Di = 1]
)
−
(
(1−Di)Yij
1− γ − E[Yij | Di = 0]
)
for all i = 1, . . . , n and j = 1, . . . , p. We note also that the MAM framework covers many
other, more complicated, treatment effect settings, beyond randomized control trials, since
treatment effect estimators are often asymptotically linear; e.g. see [78], [76], [1], and [44],
among many others. 
Example 2 (Randomized Control Trials with Many Groups). Consider the same random-
ized control trial as in the previous example and suppose that for each participant i =
1, . . . , n, we have only one outcome variable Yi ∈ R but we observe several discrete covari-
ates, represented by a vectorXi = (Xi1, . . . , Xid)′ ∈ Rd. For simplicity, we can assume that
each covariate is binary, so that Xik ∈ {0, 1} for all k = 1, . . . , d. In this case, the vector Xi
can take p = 2d different values, denoted by x1, . . . , xp, and we can split all participants into
p groups depending on their values of Xi. Suppose, also for simplicity, that each group
consists of n¯ = n/p participants, i.e. all groups are equal in size. We then can estimate
group-specific average treatment effects
θ0j = E[Yi | Xi = xj , Di = 1]− E[Yi | Xi = xj , Di = 0]
by
θˆj =
1
n¯
∑
i : Xi=xj
(
DiYi
γ
− (1−Di)Yi
1− γ
)
,
and this setting again falls into the MAM framework, with n replaced by n¯. Note also that
since the number of groups, p = 2d, is exponential in the number of covariates, d, it is likely
that p n¯ or at least p ∼ n, making our analysis in this chapter particularly relevant.
To give a specific example of an experiment with many groups, consider the Tennessee
Student Teacher Achievement Ratio (STAR) project conducted from 1985-89 and studied,
e.g. in [83] among many others. In this project, over 11000 students from kindergarten to
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third grade in 79 schools were randomly assigned into small (13 to 17 students) or regu-
lar (22 to 25 students) classes. Classroom teachers were also randomly assigned to classes.
Different student achievements were subsequently measured over many years. The project
also collected many demographic variables characterizing students, teachers, and schools.
For example, available data include gender (male or female) and race (white, black, asian,
hispanic, native american, or other) for both students and teachers, month of birth (from
Jan to Dec) for students, and educational achievement (associate, bachelor, master, mas-
ter+, specialist, or doctoral) and years of teaching (from 0-42) for teachers. All these char-
acteristics can be used to form a large number of groups of student-teacher pairs. 
Example 3 (Genoeconomics). In genoeconomics, a field that combines genetics and eco-
nomics, researchers are interested in studying how genes affect economic behavior. This
field is of interest because genetic information, for example, can provide direct measures of
preferences of economic agents and can serve as a source of exogenous variation. The vast
majority of the humane genome is the same among all humans, and the differences occur
“only” in around 52 million SNPs (single-nucleotide polymorphisms). Most SNPs take
only three values, (0, 1, 2), and modern technologies allow measuring the values of many,
if not all, of these SNPs with minimal costs. The datasets in genoeconomics, therefore,
often take the following form: We have a random sample of n humans, where n is of order
of hundreds or thousands, and for each human i = 1, . . . , n, we have an outcome variable
Yi ∈ R and the vector of SNP values, Xi = (Xi1, . . . , Xip)′ ∈ Rp, where p can be of order
of thousands or even millions. To measure the association between the outcome variable
and the SNP j = 1, . . . , p, we can use the slope coefficient θj in the linear regression
Yi = αj + θ0jXij + ij , E[ij | Xij ] = 0,
which can be estimated by
θˆj =
∑n
i=1(Xij − X¯j)(Yi − Y¯ )∑n
i=1(Xij − X¯j)2
,
where X¯j =
∑n
i=1Xij/n and Y¯ =
∑n
i=1 Yi. Clearly, this setting falls into the MAM frame-
work with
Zij =
(Xij − E[Xij ])(Yi − E[Yi])
Var(Xij)
for all i = 1, . . . , n and j = 1, . . . , p. We refer the reader to [25] for more detailed discussion
of genoeconomics. 
Example 4 (Structural Models with Many Parameters). The examples above outline sim-
ple cases where parameters are estimated either by sample means (Examples 1 and 2) or
by quantities that can be easily approximated by sample means (Example 3). In struc-
tural econometrics, we often use more sophisticated estimators of structural parameters,
such as GMM. In the second part of the chapter, we therefore develop a high-dimensional
regularized GMM estimator. This could be of interest, for example, in demand elastic-
ity estimation, where the elasticity parameter θ0j varies across product groups (or prod-
uct characteristics) j = 1, . . . , p. We show that it is possible to construct asymptotically
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unbiased estimators of these parameters using the double/de-biased regularized GMM
approach. These estimators are asymptotically linear and fall into the MAM framework.
We therefore can use inferential tools developed for the MAM framework to construct si-
multaneous confidence intervals and conduct multiple hypothesis testing using various
approaches we discuss in the first part of the chapter. 
1.2. Inference with Many Parameters and Moments. In the second part of the chapter,
we study estimation and inference in the high-dimensional GMM setting, where both the
number of moment equations and the dimensionality of the parameter of interest may be
large. Specifically, we consider a random vector X ∈ Rdx , a vector of parameters θ ∈ Rp,
and a vector-valued score function g(X, θ) mapping Rdx × Rp into Rm, for some m ≥ p.
For the moment function
g(θ) := E[g(X, θ)], (1.2)
we assume that the true parameter value θ0 satisfies
g(θ0) = 0. (1.3)
We are then interested in estimating θ0 and carrying out inference on θ0 using a random
sample X1, . . . , Xn from the distribution of X . We allow for the case m n and p n.
We develop a Regularized GMM estimator (RGMM) of θ0 and study its properties un-
der various structural assumptions, such as sparsity or approximate sparsity of θ0. This
novel estimator extends the Dantzig selector of Cande`s and Tao in [36] that was developed
specifically for estimating linear mean regression models.
To gain intuition behind the RGMM estimator, we also consider a general minimum dis-
tance estimation problem, where the parameter θ0 is known to satisfy (1.3) but the function
g(θ) does not necessarily take the form (1.2). Assuming that an estimator of g(θ) is avail-
able, we formulate a Regularized Minimum Distance (RMD) estimator of θ0 and develop
its properties under easily-interpretable high-level conditions. Specializing these condi-
tions for the GMM setting then allows us to derive properties of the RGMM estimator
under relatively low-level conditions.
Like other estimators developed for high-dimensional models, such as Lasso, the RGMM
estimator is suitable for coping high-dimensionality of the problem but has a complicated
asymptotic distribution, making inference based on this estimator problematic. We there-
fore also develop a Double/Debiased RGMM estimator (DRGMM) that is asymptotically
linear, and thus fits into the MAM framework, reemphasizing the role of the MAM frame-
work, and reducing the problem of inference on θ0 to our analysis in the first part of the
paper. Importantly, for our DRGMM estimator, we also consider a version with the optimal
weighting matrix.
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Example 5 (Linear Mean Regression Model). One of the simplest examples falling into the
GMM framework is the linear mean regression model,
Y = W ′θ0 + , E[ |W ] = 0, (1.4)
where Y ∈ R is an outcome variable, W ∈ Rp a vector of covariates,  ∈ R noise, and
θ0 ∈ Rp a parameter of interest. This model fits into the GMM framework with
g(X, θ) = (Y −W ′θ)W, X = (W,Y ),
which corresponds to the most widely studied case in the literature on high-dimensional
models, e.g. the Lasso estimator of Tibshirani [107] and the Dantzig Selector of Cande`s and
Tao [36]. More generally, we can take a vector-valued function t : Rp → Rm with m ≥ p,
consider a vector t(W ) of transformations of W , and set
g(X, θ) = (Y −W ′θ)t(W ), X = (W,Y ).
By considering a sufficiently rich vector of functions t and using optimally-weighted GMM,
we can construct an estimator that achieves the semiparametric efficiency bound.
In this example, as well as in Examples 6 and 7 below, we are often interested in a low-
dimensional sub-vector of θ0 corresponding to the covariates of interest in the vectorW but
sometimes the whole vector θ0 or some high-dimensional sub-vector of θ0 is of interest as
well. For example, suppose that W = (P ′, D · P ′)′, where D ∈ {0, 1} is a binary treatment
variable and P ∈ Rp/2 is a high-dimensional vector of controls, so that the model (1.4)
becomes
Y = P ′α0 +D · P ′β0 + , E[ | P,D] = 0
with θ0 = (α′0, β′0)′, where both α0 and β0 are (p/2)-dimensional vectors of parameters.
Assuming that D is randomly assigned conditional on P then implies that P ′β0 is the
Conditional Average Treatment Effect (CATE) for the outcome variable Y and that β0 is
the vector of derivatives of the CATE with respect to the vector of controls P . Thus, the
whole vector β0 may be of interest. 
Example 6 (Linear IV Regression Model). Consider the linear IV regression model
Y = W ′θ0 + , E[ | Z] = 0,
where we use the same notation as above and, in addition, Z ∈ RdZ is a vector of instru-
ments. This model fits into the GMM framework with
g(X, θ) = (Y −W ′θ)Z, X = (W,Z, Y ),
or, more generally,
g(X, θ) = (Y −W ′θ)t(Z), X = (W,Z, Y ),
where t : RdZ → Rm is a vector-valued function. The case where p is small and m is large
(larger than the sample size n) was originally studied in [7] and the case where both p and
m are large is considered in [54], [68], [17], and [70]. One of the novel parts of our analysis
is that we can allow for the optimal weighting of the moment conditions. 
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Example 7 (Nonlinear IV Regression Model). More generally, consider a non-linear IV
regression model
E[f(Y,W ′θ0) | Z] = 0,
where we use the same notation as in Example 6 and, in addition, f : R2 → R is some
function. This can be of interest, for example, in the analysis of discrete choice models
where Y is binary (or, more generally, discrete). In the same fashion as above, this model
fits into the GMM framework with
g(X, θ) = f(Y,W ′θ)Z, X = (W,Z, Y )
or, more generally,
g(X, θ) = f(Y,W ′θ)t(Z),
where t : RdZ → Rm is a vector-valued function. 
Notation. In what follows, all models and probability measures P can be indexed by the
sample size n, so that models and their dimensions can change with n, allowing dimen-
sionality to increase with n. We use “wp→ 1” to abbreviate the phrase “with probability
that converges to 1”, and we use arrows→P and P to denote convergence in probability
and in distribution, respectively. The symbol∼means “distributed as”. The notation a . b
means a = O(b) and a .P b means a = OP(b). We also use the notation a ∨ b = max{a, b}
and a ∧ b = min{a, b}. For any a ∈ R, bac denotes the largest integer that is smaller than
or equal to a, and dae denotes the smallest integer that is larger than or equal to a. For a
positive integer m, [m] = {1, . . . ,m}.
Next, for any vector x = (x1, . . . , xp)′, we denote the `1 and `2 norms of x by ‖x‖1 =∑p
j=1 |xj | and ‖x‖2 = (
∑p
j=1 x
2
j )
1/2, respectively. The `0-“norm” of x, ‖x‖0, denotes the
number of non-zero components of the vector x. Moreover, for any vector x = (x1, . . . , xp)′
inRp and any set of indices T ⊂ {1, . . . , p}, we use xT = (xT1, . . . , xTp)′ to denote the vector
in Rp such that xTj = xj for j ∈ T and xTj = 0 for j ∈ T c, where T c = {1, . . . , p} \ T .
For any matrix A of p columns, we use ‖A‖ to denote the operator norm of A: ‖A‖ =
supx∈Rp,‖x‖2=1 ‖Ax‖2.
The transpose of a column vector x is denoted by x′. For a differentiable map Rd 3 x 7→
f(x) ∈ Rk, we use ∂x′f to denote the k×d Jacobian matrix ∂f/∂x′ = (∂fi/∂xj)1≤i≤k,1≤j≤d,
and we correspondingly use the expression ∂x′f(x0) to denote ∂x′f(x) |x=x0 , etc. When
we have an event A whose occurrence depends on two independent random vectors, X
and Y , we use PX(A) to denote the probability of A with respect to the distribution of X ,
holding Y fixed. For given Z1, . . . , Zn, we use the notation Zn1 = (Z1, . . . , Zn). We use Φ
and φ to denote the cdf and pdf of the standard normal distribution.
Finally, we use standard empirical process theory notation. In particular, En[·] abbrevi-
ates the average n−1
∑n
i=1[·] over index i = 1, . . . , n, e.g. En[f(zi)] denotes n−1
∑n
i=1 f(zi).
Also, if Z is a random vector with law P and support Z , (Zi)i∈[n] is a random sample from
10 HD ECONOMETRICS AND REGULARIZED GMM
the distribution of Z, and F is a class of functions f : Z → R, then Gnf := Gnf(Z) :=
n−1/2
∑n
i=1(f(Zi)− E[f(Z)]) for all f ∈ F .
2. Inference with Many Approximate Means
2.1. Setting. Suppose that we have a parameter θ0 = (θ01, . . . , θ0p)′ ∈ Rp and an estimator
θˆ = (θˆ1, . . . , θˆp)
′ ∈ Rp of this parameter that has an approximately linear form:
√
n(θˆ − θ0) = 1√
n
n∑
i=1
Zi + rn, (2.1)
where Z1, . . . , Zn are independent zero-mean random vectors in Rp, sometimes called the
“influence functions,” and rn = (rn1, . . . , rnp)′ ∈ Rp is a vector of linearization errors that
are small in the sense that
‖rn‖∞ = oP
(
1/
√
log(pn)
)
, (2.2)
with a more precise requirement provided in Condition A. The vectors Z1, . . . , Zn may
not be directly observable, and we assume some estimators Zˆ1, . . . , Zˆn of these vectors are
available in this case. In this section, we are interested in carrying out different types of
inference on θ0. We are primarily interested in the case where p is larger or much larger
than n, but the results below apply when p is smaller than n as well. Throughout the
chapter, we refer to this setting as the Many Approximate Means (MAM) framework.
In this section, we review results from the literature on the high-dimensional Central
Limit Theorem (CLT), high-dimensional bootstrap theorems, moderate deviations for self-
normalized sums, simultaneous confidence intervals, multiple testing with the Family-
Wise Error Rate (FWER) control, and multiple testing with the False Discovery Rate (FDR)
control. All results to be reviewed below exist in the literature for the case of many exact
means, where the approximation errors are not present, rn = 0, and the vectors Zi are
observed. We extend these results to allow for many approximate means and also for unob-
servable but estimable vectors Zi, i.e. we extend the results to cover the MAM framework.
This extension is important because many estimators we work with are asymptotically linear
but do not have to be linear in finite samples.
At the end of this section, we also consider the problem of estimating linear functionals
of θ0, which motivates such concepts as sparsity and `1-regularization and prepares us for
the discussion in the second part of the chapter.
2.2. CLT, Bootstrap, and Moderate Deviations. To perform inference on θ0, we first need
to develop a distributional approximation for
√
n(θˆ − θ0).
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When p is fixed and n gets large,
√
n(θˆ − θ0) converges in distribution to a zero-mean
Gaussian random vector by a classical CLT but here we are interested in the case with p→
∞ or even p/n → ∞ as n → ∞ making classical CLTs inapplicable. We therefore rely on
the high-dimensional CLT developed in [45, 49, 50]. To state the result, and also to extend
it to allow for the MAM framework, we will use the following regularity conditions. Let
(Bn)n≥1, (δn)n≥1, and (βn)n≥1 be given sequences of constants satisfying Bn ≥ 1, δn ↘ 0,
and βn ↘ 0. Here, Bn is allowed to grow to infinity as n gets large.
Condition M. (i) n−1
∑n
i=1 E[Z
2
ij ] ≥ 1 for all j ∈ [p] and (ii) n−1
∑n
i=1 E[|Zij |2+k] ≤ Bkn for
all j ∈ [p] and k = 1, 2.
Since rn is asymptotically negligible, in the sense that (2.2) holds, it follows from (2.1)
that, for all j ∈ [p], the asymptotic variance of√n(θˆj − θ0j) is equal to n−1
∑n
i=1 E[Z
2
ij ] ≥ 1.
Thus, the first part of Condition M requires that this variance is bounded away from zero.
Such a condition precludes existence of super-efficient estimators and is typically imposed
even in classical settings, where p is small relative to n. The second part of Condition M im-
poses the mild requirement that n−1
∑n
i=1 E[|Zij |3] and n−1
∑n
i=1 E[|Zij |4] do not increase
too quickly with n.
Condition E. Either of the following moment bounds holds:
E.1 E[exp(|Zij |/Bn)] ≤ 2 for all i ∈ [n] and j ∈ [p], and
(
B2n log
7(pn)
n
)1/6 ≤ δn, or
E.2 E
[
maxj∈[p](|Zij |/Bn)4
] ≤ 1 for all i ∈ [n], and (B4n log7(pn)n )1/6 ≤ δn.
The first part of Condition E.1 requires that Zij ’s have light tails. In particular, under
Condition E.1, the tails have to be sub-exponential:
P(|Zij | > x) = P(exp(|Zij |/Bn) > exp(x/Bn)) ≤ 2 exp(−x/Bn), for all x > 0,
by Markov’s inequality. In fact, Lemma 2.2.1 in [113] shows that if
P(|Zij | > x) ≤ 2 exp(−x/Cn), for all x > 0,
for some Cn > 0, then E[exp(|Zij |/Bn)] ≤ 2 holds with Bn = 3Cn. Thus, the first part of
Condition E.1 is equivalent to all Zij ’s having sub-exponential tails. The first part of Con-
dition E.2, on the other hand, allows for heavy-tails but imposes some moment conditions
on maxj∈[p] |Zij |. Conditions E.1 and E.2 are therefore non-nested. The second parts of
Conditions E.1 and E.2 impose restrictions on how fast Bn and p can grow. Note that we
never impose E.1 and E.2 simultaneously.
Condition A. (i) The linearization errors obey P(maxj∈[p] |rnj | > δn/ log1/2(pn)) ≤ βn, and (ii)
the estimates of the influence functions obey P(maxj∈[p] En[(Zˆij − Zij)2] > δ2n/ log2(pn)) ≤ βn.
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The first part of Condition A requires that the approximation errors in the vector rn
are asymptotically negligible, and clarifies (2.2). Note that if (2.2) holds, then it is rather
standard to show that there exist some sequences of positive constants (δn)n≥1 and (βn)n≥1
satisfying δn ↘ 0 and βn ↘ 0 such that the first part of Condition A holds. The second
part of Condition A requires the estimators Zˆij of Zij to be sufficiently precise. Again, if
Zˆij ’s satisfy
max
j∈[p]
√
En[(Zˆij − Zij)2] = oP (1/ log(pn)), (2.3)
then there exist some (δn)n≥1 and (βn)n≥1 satisfying δn ↘ 0 and βn ↘ 0 such that the
second part of Condition A holds.
In order to state a key CLT result, let A be the class of all (closed) rectangles in Rp, i.e.
sets A of the form
A =
{
w = (w1, . . . , wp)
′ ∈ Rp : wlj ≤ wj ≤ wrj for all j ∈ [p]
}
,
where wl = (wl1, . . . , wlp)′ and wr = (wr1, . . . , wrp)′ are two vectors such that wlj ≤ wrj
for all j ∈ [p]. (Here, both wlj and wrj can take values of −∞ or +∞.) Denote V :=
n−1
∑n
i=1 E[ZiZ
′
i], and let N(0, V ) be a zero-mean Gaussian random vector in Rp with co-
variance matrix V . The following theorem establishes the Gaussian approximation for the
distribution of
√
n(θˆ− θ0), which extends Proposition 2.1 in [50] to allow for many approx-
imate means.
Theorem 2.1 (CLT for Many Approximate Means). Under Conditions M, E, and A, the distri-
bution of
√
n(θˆ − θ0) over rectangles is approximately Gaussian:
sup
A∈A
∣∣∣P(√n(θˆ − θ0) ∈ A)− P(N(0, V ) ∈ A)∣∣∣ ≤ C(δn + βn), (2.4)
where C is a universal constant.
It is useful to note that Theorem 2.1 allows p to be larger or much larger than n. For ex-
ample, the theorem implies that if Zi’s are i.i.d zero-mean random vectors with each com-
ponent bounded in absolute value by some constant C (independent of n) almost surely
and the variance of each component bounded from below by one, then
sup
A∈A
∣∣∣P(√n(θˆ − θ0) ∈ A)− P(N(0, V ) ∈ A)∣∣∣→ 0 as n→∞ (2.5)
as long as log7 p = o(n) and (2.2) and (2.3) hold. Thus, Theorem 2.1 shows that Gaussian
approximation over rectangles is possible even if p is exponentially large in n.
Note, however, that the Gaussian approximation here is stated only for the probability
of
√
n(θˆ − θ0) hitting rectangles A ∈ A. The same Gaussian approximation may not hold
if we look at more general classes of sets, e.g. all (Borel measurable) convex sets. In fact,
it is known that if we replace the class of all rectangles A in (2.5) by the class of all Borel
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measurable convex sets, then we must assume that p = o(n1/3), meaning p n, in order to
satisfy (2.5); see discussion on p. 2310 of [50]. On the other hand, as we will see below, the
class of all rectangles is large enough to make Theorem 2.1 useful in many applications.
See also Remark 2.2 below on how we can extend the class of rectangles and still allow for
p n.
The Gaussian approximation result of Theorem 2.1 is useful as applications below in-
dicate, but does not immediately give a practical distributional approximation since the
covariance matrix V is typically unknown. We therefore also consider bootstrap approx-
imations. In particular, we consider the Gaussian (or multiplier) and empirical (or non-
parametric) types of bootstrap. For the Gaussian bootstrap, let e = (e1, . . . , en)′ be a vector
consisting of i.i.d. N(0, 1) random variables independent of the data yielding the estimator
θˆ. A Gaussian bootstrap draw of the estimator θˆ is then defined as
√
n(θˆ∗ − θˆ) := 1√
n
n∑
i=1
eiZˆi or θˆ∗ = θˆ +
1
n
n∑
i=1
eiZˆi. (2.6)
Alternatively, letting e = (e1, . . . , en)′ be a vector following the multinomial distribution
with parameters n and success probabilities 1/n, . . . , 1/n independent of the data, we can
define an empirical bootstrap draw of the estimator θˆ as
√
n(θˆ∗ − θˆ) := 1√
n
n∑
i=1
(ei − 1)Zˆi or θˆ∗ = θˆ + 1
n
n∑
i=1
(ei − 1)Zˆi. (2.7)
Equivalently, the empirical bootstrap draw of θˆ can be constructed as
√
n(θˆ∗ − θˆ) = 1√
n
n∑
i=1
(Zˆ∗i − Zˆ) or θˆ∗ = θˆ +
1
n
n∑
i=1
(Zˆ∗i − Zˆ), (2.8)
where Zˆ∗1 , . . . , Zˆ∗n are an i.i.d. sample from the empirical distribution of Zˆ1, . . . , Zˆn, and
Zˆ = n−1
∑n
i=1 Zˆi. Indeed, the latter expression (2.8) reduces to the former expression (2.7)
by setting each ei as the number of times that Zˆi is “redrawn” in the bootstrap sample, and
the vector e = (e1, . . . , en)′ then follows the multinomial distribution with parameters n
and success probabilities 1/n, . . . , 1/n independent of the data.
The following theorems show that the distribution of the bootstrap draw with respect
to e approximates the Gaussian distribution given in Theorem 2.1.
Theorem 2.2 (Gaussian Bootstrap for Many Approximate Means). Under Conditions M, E,
and A, the distribution of a N(0, V ) vector over rectangles can be approximated by the Gaussian
bootstrap: there exists a universal constant C such that for the Gaussian bootstrap draw θˆ∗ given
in (2.6),
sup
A∈A
∣∣∣Pe(√n(θˆ∗ − θˆ) ∈ A)− P(N(0, V ) ∈ A)∣∣∣ ≤ Cδn
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holds with probability at least 1− βn − n−1 in the case of E.1 and 1− βn − (log n)−2 in the case
of E.2.
Theorem 2.3 (Empirical Bootstrap for Many Approximate Means). Assume that Conditions
M, E, and A are satisfied. In addition, assume that P(maxi∈[n] maxj∈[p] |Zˆij − Zij | > 1) ≤ βn.
Then the distribution of a N(0, V ) vector over rectangles can be approximated by the empirical
bootstrap: there exists a universal constant C such that for the empirical bootstrap draw θˆ∗ given
in (2.7),
sup
A∈A
∣∣∣Pe(√n(θˆ∗ − θˆ) ∈ A)− P(N(0, V ) ∈ A)∣∣∣ ≤ Cδn
holds with probability at least 1− 2βn − n−1 in the case of E.1 and
sup
A∈A
∣∣∣Pe(√n(θˆ∗ − θˆ) ∈ A)− P(N(0, V ) ∈ A)∣∣∣ ≤ Cδn log1/3 n (2.9)
holds with probability at least 1− 2βn − (log n)−2 in the case of E.2.
Remark 2.1 (Comparison of Gaussian and Empirical Bootstraps). Comparing Theorems
2.2 and 2.3 suggests that the Gaussian bootstrap may be more accurate than the empiri-
cal bootstrap. However, it is important to remember that both theorems only give upper
bounds on the distributional approximation errors, and so such a conjecture may or may
not be valid. In fact, there is some evidence that the empirical bootstrap may be more ac-
curate than the Gaussian bootstrap because the former is able to better match higher-order
moments of Zi’s; see [58]. 
Remark 2.2 (Sparsely Convex Sets). We note that Theorems 2.1-2.3 can be extended to al-
low for somewhat more general classes of sets, beyond the class of rectangles. In particular,
these theorems can be extended to allow for classes of sparsely convex sets. For an integer
s > 0, we say that A ⊂ Rp is an s-sparsely convex set if there exists an integer Q > 0 and
convex sets Aq ⊂ Rp, q ∈ [Q], such that A = ∩q∈[Q]Aq and the indicator function of each
Aq, w 7→ 1{w ∈ Aq}, depends on at most s components of its argument w = (w1, . . . , wp)′.
Each rectangle, for example, is clearly a 1-sparsely convex set. An example of 2-sparsely
convex set is
A =
{
w = (w1, . . . , wp)
′ ∈ Rp : max
j,k∈[p]; j 6=k
(w2j + w
2
k) ≤ x
}
, x ≥ 0.
Theorems 2.1-2.3 can be extended to allowA to be the class of all s-sparsely convex sets as
long as s is not too large; we refer to [50] for details in the case of many exact means and
leave the case of many approximate means to future work. 
Remark 2.3 (Weakening Condition E.2). We also note that the second part of Condition E
above can be slightly weakened and generalized. In particular, it can be replaced by the
following condition:
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E.2’ For some q ∈ [4,∞), E [maxj∈[p](|Zij |/Bn)q] ≤ 1 for all i ∈ [n], and(B2n log7(pn)n )1/6+(
B2n log
3(pn)
n1−2/q
)1/3 ≤ δn.
If we use this alternative version of Condition E, Theorems 2.1-2.3 still hold but the con-
stant C in these theorems then depend on q, whenever E.2’ is used. The same remark also
applies to all theorems below where Condition E is used. 
Figure 1 illustrates Theorems 2.1, 2.2, and 2.3 for rectangles A of a particular type:
A =
{
w = (w1, . . . , wp)
′ ∈ Rp : − x ≤ wj ≤ x for all j ∈ [p]
}
, x ≥ 0.
Specifically, Figure 1 plots
P(
√
n‖θˆ − θ0‖∞ ≤ x) against P(‖N(0, V )‖∞ ≤ x)
and
P(
√
n‖θˆ − θ0‖∞ ≤ x) against Pe(
√
n‖θˆ∗ − θˆ‖∞ ≤ x)
as x varies from 0 to∞ for different values of n and p and a distribution of Zi’s motivated
by the problem of selecting the regularization parameter of the RMD estimator in Section
3, where θˆ∗ is either the Gaussian or the empirical bootstrap draw. The figure indicates
that both Gaussian and bootstrap approximations in Theorems 2.1, 2.2, and 2.3 are rather
precise.
Another useful result for inference in high-dimensional settings is a moderate deviation
theorem for self-normalized sums, which we present below. This result typically leads to
conservative inference but requires very weak moment conditions. In particular, it does
not require Condition E.
Theorem 2.4 (Moderate Deviations for Many Approximate Means). Assume that Conditions
M and A are satisfied. Also, let C¯ > 0 be some constant and assume that (2C¯)3Bn log3/2(pn)/
√
n ≤
δn ≤ 1. Then there exist constants n0 and C depending only on C¯ such that∣∣∣∣∣P
(√
n(θˆj − θ0j)
(En[Zˆ2ij ])1/2
> x
)
− (1− Φ(x))
∣∣∣∣∣ ≤ C((1− Φ(x))δn + βn + (pn)−1) (2.10)
for all n ≥ n0 and 1 ≤ x ≤ C¯ log1/2(pn). In addition,
P
(
max
j∈[p]
√
n(θˆj − θ0j)
(En[Zˆ2ij ])1/2
> Φ−1(1− α/p)
)
≤ α+ C
(
αδn + βn + (pn)
−1
)
(2.11)
for all n ≥ n0 and α such that 1 ≤ Φ−1(1− α/p) ≤ C¯ log1/2(pn).
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Figure 1. P-P plots comparing the distribution of maxj∈[p]
√
n|θˆj−θ0j |with
its Gaussian, Gaussian bootstrap, and empirical bootstrap approximations
in the example motivated by the problem of selecting the regularization
parameter of the RMD estimator in Section 3. Here, Zij ’s are generated as
Zij = Wijεi with εi ∼ t(4), (the t-distribution with four degrees of free-
dom), and Wij ’s are non-stochastic (simulated once using U [0, 1] distribu-
tion independently across i and j). We assume that Zij ’s are observed and
set Zˆij = Zij for all i and j. The dashed line is 45◦. To generate bootstrap
approximations, we use randomly selected sample ofZij ’s. The figure indi-
cate that all three approximations are good, and the quality of the approxi-
mation is particularly good for the tail probabilities, which is most relevant
for practical applications.
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Since for any x > 0, we have 1−Φ(x) ≤ exp(−x2/2) by Proposition 2.5 in [60], it follows
that Φ−1(1 − 1/pn) ≤ √2 log(pn), and so setting α = 1/n in (2.11) gives the following
corollary of Theorem 2.4:
Corollary 2.1 (Maximal Inequality for Many Approximate Means). Assume that Conditions
M and A are satisfied. Also, assume that (2
√
2)3Bn log
3/2(pn)/
√
n ≤ δn ≤ 1. Then there exist
universal constants n0 and C such that for all n ≥ n0,
P
(
max
j∈[p]
√
n(θˆj − θ0j)
(En[Zˆ2ij ])1/2
>
√
2 log(pn)
)
≤ C
(
βn + n
−1
)
.
In particular,
|√n(θˆj − θ0j)|
(En[Zˆ2ij ])1/2
= OP (
√
log(pn)) (2.12)
uniformly over j ∈ [p].
IfZij ’s are all bounded, or at least sub-Gaussian, it is straightforward to show by combin-
ing the union bound and exponential inequalities, such as those of Hoeffding or Bernstein,
that
|√n(θˆj − θ0j)|
(Vjj)1/2
= OP (
√
log(pn)) (2.13)
uniformly over j ∈ [p]. Comparing (2.12) and (2.13) now reveals an interesting feature of
Theorem 2.4 and Corollary 2.1: replacing the true value Vjj of the asymptotic variance of√
n(θˆj − θ0j) by an estimator En[Zˆ2ij ] allows us to obtain the same bound, OP (
√
log(pn)),
for the normalized version of
√
n(θˆj − θ0j) without imposing strong moment conditions
on the data, such as boundedness, since Corollary 2.1 only assumes four finite moments of
the Zij ’s (via Condition M). Results of this form were used previously by [7] in the theory
of high-dimensional estimation via Lasso to allow for noise with heavy tails. Also, [46]
used such results to develop computationally efficient tests of many moment inequalities
for heavy-tailed data.
2.3. Simultaneous Confidence Intervals. When only one θ0j is of interest, it follows from
standard arguments that √
n(θˆj − θ0j)
(En[Zˆ2ij ])1/2
 P N(0, 1)
as long as rnj = oP (1) andEn[(Zˆij−Zij)2] = oP (1). We can thus, e.g., construct a two-sided
confidence interval for θ0j with asymptotic coverage 1− α for some α ∈ (0, 1) as
CSj(1− α) =
[
θˆj − (En[Zˆ2ij ])1/2
zα/2√
n
; θˆj + (En[Zˆ2ij ])1/2
zα/2√
n
]
,
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where zα/2 denotes the (1−α/2)-quantile ofN(0, 1), i.e., 1−Φ(zα/2) = α/2. However, the
confidence intervals above are too optimistic when many components θ0j of the param-
eter vector θ0 are of interest, and it is likely that one or several θ0j ’s will fall out of their
respective confidence intervals. Therefore, to obtain valid inferential statements, we need
to carry out a multiplicity adjustment to explicitly take into account that many θ0j are of
interest. In this subsection, we demonstrate how to perform this adjustment and construct
simultaneous confidence intervals for multiple components of θ0 using Theorems 2.1–2.4.
The following quantity will play an important role in our analysis:
λ(1− α) := (1− α) quantile of ‖√nW (θˆ − θ0)‖∞,
where W := diag(w1, . . . , wp) is a diagonal, potentially unknown, weighting matrix. For
concreteness, for all j ∈ [p], we often setwj = V −1/2jj , which normalizes each
√
nwj(θˆj−θ0j)
to have asymptotic variance one, or wj = 1, which simplifies the analysis.
If we knew λ(1− α) and W , we would be able to use confidence intervals
CS =
∏
j∈[p]
CSj , CSj :=
[
θˆj − λ(1− α)
wj
√
n
; θˆj +
λ(1− α)
wj
√
n
]
,
since they clearly satisfy the desired coverage condition,
P
(
θ0j ∈ CSj for all j ∈ [p]
)
= 1− α+ o(1). (2.14)
In practice, however, λ(1−α) is typically unknown and has to be estimated from the data.
To this end, let Wˆ := diag(wˆ1, . . . , wˆp) be an estimator of W and let
λˆ(1− α) := (1− α) quantile of ‖√nWˆ (θˆ∗ − θˆ)‖∞ | Wˆ , (Zˆi)ni=1,
where θˆ∗ is obtained via the Gaussian bootstrap, (2.6). The case where θˆ∗ is obtained via
the empirical bootstrap, (2.7), can be analyzed similarly. We then can define feasible con-
fidence intervals as
CS =
∏
j∈[p]
CSj , CSj :=
[
θˆj − λˆ(1− α)
wˆj
√
n
; θˆj +
λˆ(1− α)
wˆj
√
n
]
. (2.15)
Below, we will show that these feasible confidence intervals still satisfy (2.14), under certain
regularity conditions. To prove this claim, we impose the following condition:
Condition W. (i) For some CW ≥ 1, the diagonal elements of the matrix W = diag(w1, . . . , wp)
satisfy C−1W V
−1/2
jj ≤ wj ≤ CW for all j ∈ [p], and (ii) the estimator Wˆ = diag(wˆ1, . . . , wˆp) of the
matrix W = diag(w1, . . . , wp) satisfies P(maxj∈[p] |wˆj − wj |2(1 + En[Zˆ2ij ]) > δ2n/ log2(pn)) ≤
βn.
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This condition holds trivially with CW = 1 if we set wˆj = wj = 1 for all j ∈ [p] (recall
that by Condition M, we have Vjj ≥ 1 for all j ∈ [p]). Also, we show that Conditions M,
E, and A imply Condition W, with possibly different δn and βn, if we set wj = V −1/2jj and
wˆj = (En[Zˆ2ij ])−1/2 for all j ∈ [p] as a part of the proof of Theorem 2.8 below.
The key observation that allows us to show that the confidence intervals (2.15) satisfy
the desired coverage condition (2.14) will be to show that the bootstrap quantile function
λˆ(1 − α), as well as the original quantile function λ(1 − α), can be approximated by the
Gaussian quantile function,
λg(1− α) := (1− α) quantile of ‖WN(0, V )‖∞.
It is this place, where Theorems 2.1-2.3 play a key role. Formally, we have the following
results.
Theorem 2.5 (Quantile Comparison). Assume that Conditions M, E, A, and W are satisfied.
Then there exists a constant C depending only on CW such that for n := C(δn + βn),
λg(1− α− n) ≤ λ(1− α) ≤ λg(1− α+ n). (2.16)
In addition,
λg(1− α− n) ≤ λˆ(1− α) ≤ λg(1− α+ n), (2.17)
holds with probability at least 1− 2βn−n−1 in the case of E.1 and 1− 2βn− (log n)−2 in the case
of E.2. Moreover, for any a ∈ (0, 1),
λg(1− a) ≤ σ¯Φ−1(1− a/(2p)) ≤ σ¯
√
2 log(2p/a), (2.18)
where σ¯ := maxj∈[p](wjV
1/2
jj ).
Theorem 2.6 (Simultaneous Confidence Intervals). Assume that Conditions M, E, A, and W
are satisfied. Then the confidence intervals (2.15) satisfy the desired coverage condition (2.14).
Moreover, with probability 1 − o(1), uniformly over j ∈ [p], the maximum of weighted radii of
these confidence intervals is bounded from above by
sup{‖W (θˆ − θ)‖∞ : θ ∈ CS} ≤ (1 + o(1))λg(1− α+ n)/
√
n,
where CS is defined in (2.15).
Remark 2.4 (Simultaneous Confidence Intervals via Moderate Deviations). The construc-
tion of the simultaneous confidence intervals above relies upon the bootstrap approxima-
tion λˆ(1 − α) of the quantile function λ(1 − α). Alternatively, we can use the moderate
deviation theorem for this purpose. Specifically, set wj = V −1/2jj and wˆj = (En[Zˆ2ij ])−1/2
for all j ∈ [p]. Then it follows from Theorem 2.4 that Φ−1(1− α/2p) can be used as a good
upper bound for λ(1 − α). Therefore, using the same arguments as those in the proof of
Theorem 2.6, we can show that, under certain regularity conditions allowing for p  n,
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the confidence intervals
CS =
∏
j∈[p]
CSj , CSj :=
[
θˆj − Φ
−1(1− α/2p)
(En[Zˆ2ij ])−1/2
√
n
; θˆj +
Φ−1(1− α/2p)
(En[Zˆ2ij ])−1/2
√
n
]
.
satisfies the desired coverage condition (2.14). 
2.4. Multiple Testing with FWER Control. In this subsection, we are interested in simul-
taneously testing hypotheses about different components of θ0. For concreteness, for each
j ∈ [p], we consider testing
Hj : θ0j ≤ θ¯0j against H ′j : θ0j > θ¯0j
for some given value θ¯0j , where Hj is the null and H ′j is the alternative. The results below
also apply for testing Hj : θ0j = θ¯0j against H ′j : θ0j 6= θ¯0j with obvious modifications of
test statistics and critical values.
Since we are interested in testing these hypotheses simultaneously for all j ∈ [p], we
seek a procedure that would reject at least one true null hypothesis with probability not
larger than α + o(1), uniformly over a large class of data-generating processes and, in
particular, uniformly over the set of true null hypotheses. In the literature, procedures
with this property are said to have strong control of the Family-Wise Error Rate (FWER).
More formally, let P be a set of probability measures for the distribution of the data
corresponding to different data generating processes, and let P ∈ P be the true probability
measure. Each null hypothesis Hj is equivalent to P ∈ Pj for some subset Pj of P . Let
W := {1, . . . , p} and for w ⊂ W denote Pw := (∩j∈wPj)∩ (∩j /∈wPcj ) where Pcj := P\Pj . In
words, Pj is the set of probability measures corresponding to the jth null hypothesis Hj
being true and Pw is the set of probability measures such that all null hypothesesHj with
j ∈ w are true and all null hypotheses Hj with j /∈ w are false.
Corresponding to this notation, strong FWER control means
sup
w⊂W
sup
P∈Pw
PP {reject at least one Hj for j ∈ w} ≤ α+ o(1) (2.19)
where PP denotes the probability distribution generated by the probability measure of the
data P . We seek a procedure that satisfies (2.19).
We consider three different (but related) procedures: the Bonferroni, Bonferroni-Holm,
and Romano-Wolf procedures. All three procedures will be based on the t-statistics,
tj :=
√
n(θˆj − θ¯0j)
(En[Zˆ2ij ])1/2
, j ∈ [p]. (2.20)
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For each j ∈ [p], the Bonferroni procedure rejects Hj if tj > Φ−1(1 − α/p). It is clear why
this procedure satisfies (2.19): For any w ⊂ W and any P ∈ Pw,
max
j∈w
tj ≤ max
j∈w
√
n(θˆj − θ0j)
(En[Zˆ2ij ])1/2
≤ max
j∈[p]
√
n(θˆj − θ0j)
(En[Zˆ2ij ])1/2
,
and under the conditions of Theorem 2.4,
PP
(
max
j∈[p]
√
n(θˆj − θ0j)
(En[Zˆ2ij ])1/2
> Φ−1(1− α/p)
)
≤ α+ o(1),
where o(1) does not depend on (w,P ). This result is formally stated in Theorem 2.7.
The Bonferroni procedure is a one-step method, which determines the hypotheses Hj
to be rejected in just one step. This procedure can be improved by employing multi-step
methods. In particular, so-called stepdown methods also have strong FWER control but may
reject someHj ’s that are not rejected by the Bonferroni procedure, thus yielding important
power improvements. We will consider the following form of the stepdown methods:
(1) For a subsetw ⊂ W , let c1−α,w be a (potentially conservative) estimator of the (1−α)
quantile of maxj∈w tj . On the first step, let w(1) = W and reject all hypotheses Hj
satisfying tj > c1−α,w(1). If no null hypothesis is rejected, then stop. If some Hj ’s
are rejected, let w(2) be the set of all null hypotheses that were not rejected on the
first step and move to (2).
(2) On step l ≥ 2, reject all hypotheses Hj for j ∈ w(l) satisfying tj > c1−α,w(l). If no
null hypothesis is rejected, then stop. If some Hj ’s are rejected, let w(l + 1) be the
subset of all null hypotheses j among w(l) that were not rejected and proceed to
the next step.
Here, we obtain the Bonferroni-Holm procedure, suggested in [77], by setting
(BH) c1−α,w = Φ−1(1− α/|w|)
for all w ⊂ W = {1, . . . , p}, where |w| denotes the number of elements in w, and we obtain
the Romano-Wolf procedure, suggested in [103], by setting
(RW ) c1−α,w = (1− α) quantile of max
j∈w
√
n(θˆ∗ − θˆ)
(En[Zˆ2ij ])1/2
| (Zˆi)ni=1,
where θˆ∗ is a bootstrap version of θˆ. In what follows, we maintain that θˆ∗ is obtained
with the Gaussian bootstrap, (2.6), though the case of the empirical bootstrap can also be
considered. To show that the Bonferroni-Holm and Romano-Wolf procedures have the
strong FWER control (2.19), we will use the moderate deviation result in Theorem 2.4 and
the high-dimensional CLT and bootstrap results in Theorems 2.1 and 2.2, respectively.
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In [103], Romano and Wolf proved the following general result regarding the strong
FWER control of the stepdown methods: If the critical values c1−α,w satisfy
c1−α,w′ ≤ c1−α,w′′ whenever w′ ⊂ w′′ and (2.21)
sup
w⊂W
sup
P∈Pw
PP
(
max
j∈w
tj > c1−α,w
)
≤ α+ o(1), (2.22)
then the stepdown method described above satisfies (2.19). Indeed, let w be the set of true
null hypotheses and suppose that the method rejects at least one of these hypotheses. Let
l be the step when the method rejects a true null hypothesis for the first time, and let Hj0
be this hypothesis. Clearly, we have w(l) ⊃ w. It then follows from (2.21) that
max
j∈w
tj ≥ tj0 > c1−α,w(l) ≥ c1−α,w.
Combining these inequalities with (2.22) yields (2.19).
We now formally establish strong FWER control of the three procedures described above.
Theorem 2.7 (Strong FWER Control by Bonferroni and Bonferroni-Holm Procedures). Let
P be a class of probability measures for the distribution of the data such that Conditions M and A are
satisfied with the sameBn, δn, and βn for all P ∈ P and assume that (2
√
2)3Bn log
3/2(pn)/
√
n ≤
δn for all n ≥ 1. Then both Bonferroni and Bonferroni-Holm procedures have the strong FWER
control property (2.19).
Theorem 2.8 (Strong FWER Control by Romano-Wolf Procedure). Let P be a class of proba-
bility measures for the distribution of the data such that Conditions M, E, and A are satisfied with
the same Bn, δn, and βn for all P ∈ P . Then the Romano-Wolf procedure with the Gaussian
bootstrap critical values c1−α,w described above has the strong FWER control property (2.19).
Remark 2.5 (Comparison of Procedures with Strong FWER Control). Clearly, the Bonfer-
roni procedure is the first step of the Bonferroni-Holm procedure. Thus, the set of hy-
potheses rejected by the Bonferroni-Holm procedure always contains all the hypotheses
rejected by the Bonferroni procedure, which implies that the Bonferroni-Holm procedure
is a more powerful version of the Bonferroni procedure. Since both procedures have strong
FWER control, it follows that the former is preferable among two procedures. Regarding
the comparison between the Bonferroni-Holm and Romano-Wolf procedures, both proce-
dures have their own advantages. In particular, the Bonferroni-Holm procedure requires
weaker conditions, as it does not require Condition E; but the Romano-Wolf procedure is
typically more powerful because it uses non-conservative bootstrap critical values c1−α,w.

2.5. Multiple Testing with FDR Control. As in the previous subsection, here we are again
interested in testing
Hj : θj ≤ θ¯0j against H ′j : θj > θ¯0j (2.23)
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simultaneously for all j = 1, . . . , p. In this subsection, however, we seek a procedure with
a different type of control. In particular, we look for procedures controlling the the False
Discovery Rate (FDR).
When p is large or very large, the requirement of controlling the FWER, which we had
in the previous subsection, is often considered too stringent. This is because large values
of p lead to large critical values c1−α,W used by the Bonferroni-Holm and Romano-Wolf
procedures in the first step; and, when p is very large, it often turns out that these proce-
dures simply fail to reject any null hypothesis. In [26], Benjamini and Hochberg offer an
alternative, weaker, requirement: Instead of controlling the FWER, they suggest to con-
trol the False Discovery Rate (FDR), which is defined as the expected proportion of falsely
rejected null hypotheses among all rejected null hypotheses.
To define the FDR formally, let H0 ⊂ {1, . . . , p} be the set of indices j corresponding
to the true null hypotheses Hj , and suppose that we have a procedure for testing (2.23)
simultaneously for all j ∈ [p] that rejects null hypotheses Hj with j ∈ HR ⊂ {1, . . . , p}.
Thus, the total number of rejected null hypotheses is |HR|, and the total number of falsely
rejected null hypotheses is |H0 ∩ HR|. We then can define the False Discovery Proportion
(FDP) by
FDP :=
|H0 ∩HR|
|HR| ∨ 1 .
Here, we put |HR ∨ 1 instead of |HR| in the denominator to avoid division by zero since it
may happen that all null hypotheses are accepted, so that |HR| = 0, and we want to define
FDP = 0 when |HR| = 0. The FDR is then defined as the expected value of the FDP:
FDR = E[FDP ].
We would like to have a procedure with the FDR being as small as possible and with large
power in terms of rejecting false null hypotheses; so, for α ∈ (0, 1), we seek a procedure
controlling the FDR in the sense that
FDR ≤ α+ o(1).
Like in the previous subsection, we can also say that we have a strong control of FDR over
a set P of probability measures for the distribution of the data corresponding to different
data generating processes if
sup
P∈P
FDRP ≤ α+ o(1), (2.24)
where we use index P to emphasize that the FDR depends on the distribution of the data
represented by the probability measure P .
Next, we describe the Benjamini-Hochberg procedure, suggested in [26], for testing (2.23)
simultaneously for all j ∈ [p] with the FDR control. Recall the t-statistics tj defined in
(2.20), and let t(1) ≥ · · · ≥ t(p) be the ordered sequence of tj ’s. Also, define t(0) := +∞.
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Then let
kˆ := max
{
j = 0, 1, . . . , p : 1− Φ(t(j)) ≤ αj/p
}
.
The Benjamini-Hochberg procedure rejects all Hj with tj ≥ t(kˆ). For simplicity, to prove
that this procedure controls the FDR, we will assume in this subsection that the random
vectors Zi, i ∈ [n], are i.i.d., all having the same distribution as that of some random vector
Z0 = (Z01 , . . . , Z
0
p). In addition, we will impose the following conditions:
Condition C. For some 0 < r < 1 and 0 < ρ < (1− r)/(1 + r), (i) the correlation between any
two components of Z0 is bounded in absolute value by r: max1≤j<k≤p |E[Z0jZ0k ]| ≤ r, and (ii) for
all j ∈ [p], we have |E[Z0jZ0k ]| ≥ (log p)−3 for at most pρ different values of k ∈ [p].
Condition F. (i) There exists H = Hn ⊂ {1, . . . , p} such that |H| ≥ log log p and
√
n(θ0j −
θ¯0j)/V
1/2
jj ≥ 2
√
log p for all j ∈ H; (ii) for some γ ∈ (0, 1), the number of false null hypotheses
Hj , say p1, satisfied p1 ≤ γp.
Conditions C and F are adapted from [89]. Condition C restricts dependence between
Z01 , . . . , Z
0
p and essentially corresponds to Condition (C1) in [89]. Condition C implies that
each t-statistic tj is highly correlated with at most pρ other t-statistics and is only weakly
correlated with all other t-statistics. Condition F is a technical condition that restricts the
number of false null hypotheses to be not too small and not too large.
Theorem 2.9 (Control of False Discovery Rate). Let P be a class of probability measures for the
distribution of the data such that Conditions M, A, C, and F are satisfied with the same Bn, δn,
βn, r, ρ, and γ for all P ∈ P . Also, assume that Bn = B for some constant B (independent of n)
and all n ≥ 1 and that uniformly over P ∈ P , p → ∞ and log p = o(nζ) for some ζ < 3/23 as
n→∞. Then the Benjamini-Hochberg procedure has the FDR control property (2.24).
Theorem 2.9 extends Theorem 4.1 in [89] to allow for many approximate means. The
proof of this theorem relies critically on the moderate deviation result in Theorem 2.4. It
is worth mentioning that [89] finds a phase transition phenomenon that the Benjamini-
Hochberg method can not control the FDR when log p ≥ c0n1/3 for some constant c0 > 0;
see Corollary 2.1 in [89].
2.6. Inference on Functionals of Many Approximate Means. We next consider the prob-
lem of estimating linear functionals of the vector θ0, say a′θ0, where a ∈ Rp is a vector of
loadings. These functionals are of interest in many settings. For instance, as we discussed
in Example 5 in the Introduction, the conditional average treatment effects may take the
form of such functionals. We consider two cases separately: ‖a‖1 = 1 and ‖a‖2 = 1. As
we will see, the analysis of the first case is straightforward and the results discussed so
far immediately apply in this case. On the other hand, we will see that the second case
is substantially more complicated, and treating it will require introducing some form of
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regularization. It is this second case which will help us to develop intuition for the results
to be discussed in the second part of the chapter.
2.6.1. Inference on Functionals of Many Means without Regularization. Inference using the
MAM framework extends to the case where we are interested in linear functionals of θ0 of
the form
a′θ0, with ‖a‖1 = 1.
Indeed, by Ho¨lder’s inequality,
sup
‖a‖1=1
|a′(θˆ − θ0)| = ‖θˆ − θ0‖∞,
which can be small even if p is much larger than n. For instance, in the “ideal noise model”
where
θˆ − θ0 ∼ N(0, Ip/n), (2.25)
with Ip denoting the p× p identity matrix, we have that
‖θˆ − θ0‖∞ .P
√
log p/n,
so the error ‖θˆ − θ0‖∞ is small if log p is much smaller than n.
Moreover, we have for a large collection of functionals a′kθ0, indexed by ak with ‖ak‖1 =
1 and k ∈ [p] that under (2.2),
√
na′k(θˆ − θ0) =
1√
n
n∑
i=1
a′kZi + oP (1/
√
log(pn)) uniformly in k ∈ [p].
It follows that (a′kθˆ0)
p
k=1 are approximate means themselves, so we can use the “many
approximate means approach” for the inference on these functionals as well.
2.6.2. Inference on Functionals of Many Means with Regularization. Here we again consider
inference on linear functionals a′θ0. However, in contrast to the discussion above, we as-
sume that ‖a‖2 = 1 instead of ‖a‖1 = 1. Using only the condition that ‖a‖2 = 1, the
previous “reduction back to many means” is not possible. Indeed,
sup
‖a‖2=1
|a′(θˆ − θ0)| = ‖θˆ − θ0‖2,
so estimating all such functionals uniformly well will require having ‖θˆ−θ0‖2 small, which
is typically not possible. For example, even in the ideal noise model (2.25), we have
‖θˆ − θ0‖22 = χ2(p)/n = (p/n)(1 +OP (1/
√
p)),
which diverges to infinity if p increases more rapidly than n.
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We therefore need to replace the estimator θˆ by another estimator, say θ˜, which performs
favorably even when p is large relative to n in the sense that
‖θ˜ − θ0‖22 is small.
In order to achieve this goal, we will need two key ingredients. First, we will need to
assume that θ0 has some structure which can help to reduce the complexity of the estima-
tion. Second, we will need to construct an estimator θ˜ that is employing this structure to
reduce the estimation error. In what follows, we shall rely on approximate sparsity as the
structure on θ0 and make use of `1-norm regularization to obtain the estimator θ˜.
A simple structure that provides useful intuition is the exact sparsity structure with sep-
aration from zero. Under this structure, θ0 has s large components of size bigger than the
maximal estimation error ρ = ‖θˆ − θ0‖∞ and all remaining components exactly equal to
zero. If θ0 has this structure and the maximal estimation error r is known, we can use a
simple estimator θ˜ = (θ˜1, . . . , θ˜p)′ with
θ˜j =
{
θˆj , if |θˆj | > ρ,
0, if |θˆj | ≤ ρ,
for all j ∈ [p]. This estimator might be referred to as a “selection-based estimator.” In
practice, ρwill typically be unknown, but its distribution can be estimated by the bootstrap,
as discussed in Section 2.2. We can then replace ρ in the definition of θ˜ by an estimate of
the (1 − α)-quantile of its distribution for some α = αn → 0. Figure 2 illustrates this
selection-based estimator.
Assuming exact sparsity with separation structure provides a substantial dimension
reduction that greatly eases the task of learning θ0 as long as s is small. For example, in the
ideal noise model, letting T ⊂ {1, . . . , p} denote the set of indices of non-zero components
of the vector θ0, the use of θ˜ defined in the previous paragraph under this structure leads
to the following bound:
‖θ˜ − θ0‖2 ≤
√∑
j∈T
|θˆj − θ0j |2 ≤
√
‖N(0, Is/n)‖2 =
√
χ2(s)/n .P
√
s/n, (2.26)
which can be small provided that s is much smaller than n. However, the exact sparsity
with separation structure seems unrealistic as a model for real econometric applications.
A structure in which all parameters are either exactly zero or magically align themselves
to be larger in magnitude than ρ seems extremely unintuitive and unlikely to correspond
to most sensible economic models. We will not work with this structure further, though
we will consider an exact sparsity structure with no separation since it helps to convey some
of the main ideas of the theory of high-dimensional estimation.
More generally, we will consider an approximately sparse structure where the coefficients,
sorted in non-increasing order in terms of absolute size, smoothly decline in magnitude
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Figure 2. Illustration of the Selection-Based Estimator in Exactly Sparse
Models. The true values θj are shown as blue points. The approximate
mean estimators θˆj are shown as red circles. The selection-based mean es-
timators θ˜j are shown in blue circles. Here θj = 50/j3/2 for j = 1, ..., 8
and θj = 0 for j > 8, θˆj = θj + N(0, 1), and θ˜j = 1(|θˆj | > λ)θˆj with
λ = Φ−1(1 − α/2p) with α = .1. Note that the θj ’s do not magically stay
sufficiently far from zero for model selection to work perfectly, invalidating
the (rather incredible) perfect model selection story very frequently used in
the classical and modern literature. Note that the resulting selection-based
estimator still performs well from the estimation point of view. Selection-
based estimators of this kind have been known as post-model selection es-
timators. These selection-based estimators indeed perform well in exactly
and approximately sparse models as shown by Belloni and Chernozhukov
[10] who study the properties of the post-Lasso estimators in more general
models.
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towards zero. For this structure, we expect to achieve a rate of convergence similar to that
in (2.26). Intuitively, under an approximately sparse structure, the unregularized estimator
θˆ still informs us about the components θ0j that can not be distinguished from zero. We
can thus use this information to set the regularized estimator θ˜j for such components to
zero. In such cases, we will be making an error by rounding those coefficients to zero, but
the error will be negligible as long as the coefficients decrease to zero sufficiently quickly.
We develop these results formally below.
For a given estimator θˆ, we consider the following `1-regularization procedure:
θ˜ = arg min
θ∈Rp
‖θ‖1 : ‖θˆ − θ‖∞ ≤ λ, (2.27)
where we minimize the `1 norm of the coefficients subject to them deviating from the
initial estimates, θˆ, in the `∞ norm by at most λ. In (2.27), λ is the regularization parameter
which controls the shrinkage in the estimator θ˜. At one extreme, setting λ = 0 results in no
regularization and yields θ˜ = θˆ. At the other extreme, setting λ = ∞ produces maximal
regularization and results in θ˜ = 0. In general, we aim to set λ to be of the order of the
estimation error ‖θˆ− θ0‖∞ as in (2.29) below. Figure 3 illustrates the regularized estimator
θ˜.
To establish properties of the estimator θ˜ in (2.27), observe that the optimization problem
in (2.27) separates into p independent problems: For each j ∈ [p],
θ˜j = min
θj∈R
|θj | : |θˆj − θj | ≤ λ. (2.28)
It follows that the explicit solution θ˜ of the optimization problem in (2.27) is given by
θ˜j = (|θˆj | − λ)+sign(θˆj), j ∈ [p],
where for any a ∈ R, we use (a)+ to denote a1{a > 0}. This solution is known as the
soft-thresholded estimator. In this simple setting, it also coincides with the well-known
Lasso and Dantzig selector estimators.
To carry out (2.27), we need to choose the regularization parameter λ. We will assume
that λ is chosen so that
λ ≥ (1− α)-quantile of ‖θˆ − θ0‖∞. (2.29)
As follows from the discussion above, we can approximate such aλ either via self-normalized
moderate deviations,
λ = n−1/2Φ−1(1− α/2p) max
j∈[p]
(En[Zˆ2ij ])1/2, (2.30)
or via the bootstrap as outlined in Section 2.2. In the ideal noise model (2.25), we can also
choose λ as
λ = n−1/2Φ−1(1− α/2p) ≤
√
2 log(2p/α)/n. (2.31)
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Figure 3. Illustration of the Regularized Estimator in an Approximately
Sparse Models. The true values θj are shown as black points. The approxi-
mate mean estimators θˆj are shown as red circles. The `1-regularized mean
estimators θ˜j are shown in blue circles. Here θj = 50/j3/2, θˆj = θj+N(0, 1),
and θ˜j = (|θˆj | − λ)+sign(θˆj) with λ = Φ−1(1− α/2p) with α = .1.
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We analyze the estimator θ˜ in (2.27) under three different conditions.
Condition ES. The parameter θ0 is exactly sparse: There exists T ⊂ {1, ..., p} with cardinality s
such that θ0j 6= 0 only for j ∈ T .
Condition AS. The parameter θ0 is approximately sparse: For some A > 0 and a > 1/2, the
non-increasing rearrangement (|θ0|∗j )j∈[p] of absolute values of coefficients (|θ0j |)j∈[p] obeys
|θ0|∗j ≤ Aj−a, j ∈ [p].
Condition DM. The parameter θ0 has bounded `1 norm: ‖θ0‖1 ≤ K for some K > 0.
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Figure 4. A visual illustration of the ES, AS, and DM Models. The true
values θj are shown as blue points. In the Exactly Sparse (ES) Model,
θj = 50/j
3/2 for j = 1, ..., 8 and θj = 0 for j > 8. In the Approx-
imately Sparse (AS) Model, θj = 10/j3/2. In the Dense Model (DM),
θj = 10/(2p) + [10/(2p)]vj , where {vj}pj=1 is a non-decreasing rearrange-
ment of p i.i.d. draws of standard exponential variables and ‖θ‖1 ≤ 10.
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Figure 4 illustrates these conditions. Speaking informally, ES can be thought of as a
special case of AS, and AS can be thought of a special case of DM when a > 1. More
formally, Condition ES implies Condition AS with any (a,A) such that A ≥ ‖θ0‖∞sa; and,
as long as a > 1, Condition AS implies Condition DM with any K ≥ Aa/(a − 1). While
Conditions ES and AS require θ0 to be either sparse or approximately sparse, Condition
DM allows θ0 to be “dense” – to have many elements that are all of similar, small size – such
that neither sparsity nor approximate sparsity holds. When working with Condition AS,
it will be convenient to denote s = d(A/λ)1/ae, which can be thought of as the ”effective”
dimension of the approximately sparse θ0.
Condition AS on approximate sparsity can also be compared with conditions typically
imposed in the literature on nonparametric series estimation, e.g. [95], where the unordered
sequence of coefficients (θ0j)j∈[p] is often required to obey |θ0j | ≤ Aj−a, which is referred
to as a smoothness condition. The approximate sparsity condition thus can be considered
as a relaxation of the smoothness condition.
We now establish a bound on the estimation error θ˜ − θ0 in the `q norm, where q ≥ 1.
Theorem 2.10 (Estimation Bounds for `1-Regularized Many Means). Suppose that (2.29)
holds. Then with probability at least 1− α, we have |θ˜j | ≤ |θ0j | and |θ˜j − θ0j | ≤ 2λ for all j ∈ [p]
and
(i) under Condition DM: ‖θ˜ − θ0‖q ≤ 2K1/qλ1−1/q if q ≥ 1;
(ii) under Condition ES: ‖θ˜ − θ0‖q ≤ 2s1/qλ if q ≥ 1, and θ˜j = 0 for all j 6∈ T ;
(iii) under Condition AS: ‖θ˜ − θ0‖q ≤ Ca,qs1/qλ if q > a−1, where s = d(A/λ)1/ae,
where Ca,q is a constant depending only on a and q.
Corollary 2.2 (Estimation Bounds for `1-Regularized Many Means). Suppose that (2.29)
holds with α→ 0 and that λ .√log p/n. Then
(i) under Condition DM: ‖θ˜ − θ0‖q .P K1/q(log p/n)(q−1)/(2q) if q ≥ 1;
(ii) under Condition ES: ‖θ˜ − θ0‖q .P s1/q
√
log p/n if q ≥ 1, and θ˜j = 0 for all j /∈ T ;
(iii) under Condition AS: ‖θ˜−θ0‖q .P Ca,qs1/q
√
log p/n if q > a−1, where s = d(A/λ)1/ae,
where Ca,q is a constant depending only on a and q.
Note that the condition λ .
√
log p/n in Corollary 2.2 can easily be satisfied in the ideal
noise model and in many other models, as long as maxj∈[p] En[Zˆ2ij ] . 1; see (2.30) and
(2.31).
Corollary 2.2 illustrates the power of regularization in high-dimensional settings when
θ0 has some structure. In particular, Conditions ES and AS both imply that the estimation
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error of θ˜ in the `2 norm satisfies
‖θ˜ − θ0‖2 .P
√
s log p/n,
where s is the effective dimension in the case of Condition AS as long as λ is chosen ap-
propriately. Hence, the ambient dimension p affects the rate only through a log factor, and
the effective dimension appears in a very natural form through the ratio
√
s/n. Thus, un-
der either of these two conditions, we have consistency in the `2 norm as long as s log p/n
tends to zero. Under Condition DM, the estimation error satisfies
‖θ˜ − θ0‖2 .P
√
K(log p/n)1/4,
which tends to zero as long as K2 log p/n→ 0.
Proof of Theorem 2.10. It follows from (2.29) that with probability at least 1− α, we have
‖θˆ − θ0‖∞ ≤ λ, in which case
|θ˜j | ≤ |θ0j | and |θ˜j − θ0j | ≤ |θ˜j − θˆj |+ |θˆj − θ0j | ≤ 2λ, for all j ∈ [p] (2.32)
by (2.28). This gives the first asserted claim.
To prove the second claim, we assume that (2.32) holds. Then, under Condition DM,
‖θ0‖1 ≤ K, and so
‖θ˜ − θ0‖qq ≤ ‖θ˜ − θ0‖1‖θ˜ − θ0‖q−1∞ ≤ (2K)(2λ)q−1 ≤ 2qKλq−1
by (2.32), which gives (i).
Further, under Condition ES, (2.32) implies that |θ˜j | ≤ |θ0j | = 0 for all j ∈ T c, and so
‖θ˜ − θ0‖qq = ‖(θ˜ − θ0)T ‖qq ≤ s‖θ˜ − θ0‖q∞ ≤ s(2λ)q,
which gives (ii).
Finally, consider the case of AS and assume, without loss of generality, that components
of θ0 are decreasing in absolute values, |θ01| ≥ · · · ≥ |θ0p|, so that |θ0j | ≤ Aj−a for all
j ∈ [p]. Then, denoting T¯ := {j ∈ [p] : Aj−a > λ}, it follows from the triangle inequality
and (2.32) that
‖θ˜ − θ0‖q ≤ ‖(θ˜ − θ0)T¯ ‖q + ‖(θ˜ − θ0)T¯ c‖q ≤ ‖(θ˜ − θ0)T¯ ‖q + 2‖(θ0)T¯ c‖q. (2.33)
Here, |T¯ | = s− 1, and so
‖(θ˜ − θ0)T¯ ‖q < s1/q‖θ˜ − θ0‖∞ ≤ 2s1/qλ. (2.34)
Also,
‖(θ0)T¯ c‖qq ≤
p∑
j=1
(Aj−a1{Aj−a ≤ λ})q = Aq
p∑
j=1
j−aq1{j ≥ (A/λ)1/a} ≤ 2
aqsλq
aq − 1 , (2.35)
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where the last inequality is established by replacing the sum by an integral, as formally
shown in Lemma D.1 in Appendix D. Combining (2.33), (2.34), and (2.35) gives (iii) and
completes the proof of the theorem. 
3. Estimation with Many Parameters and Moments
3.1. Regularized Minimum Distance Estimation Problem. In this section, we consider
the minimum distance estimation problem. We develop a Regularized Minimum Distance
(RMD) estimator and study its properties.
Suppose that we have a target moment function θ 7→ g(θ), mapping Θ ⊂ Rp to Rm, and
its empirical version θ 7→ gˆ(θ), also mapping Θ ⊂ Rp to Rm, where both p and m may be
large. Assume that θ0 is the unique solution of the following equation:
g(θ0) = 0.
We are interested in estimating θ0 using the empirical version θ 7→ gˆ(θ) of the function
θ 7→ g(θ).
We define the RMD estimator θˆ as a solution of the optimization problem
min
θ∈Θ
‖θ‖1 : ‖gˆ(θ)‖∞ ≤ λ. (3.1)
where λ is a regularization parameter. We will choose λ so that a solution of (3.1) exists
with large probability; and in the event that ‖gˆ(θ)‖∞ > λ for all θ ∈ Θ so that the optimiza-
tion problem (3.1) has no solution, we can set θˆ to be equal to any particular element of Θ.
In the linear mean regression model, the RMD estimator reduces to the Dantzig Selector
proposed by Cande`s and Tao in [36].
Let α ∈ (0, 1) be a constant, which should be thought of as some small number. We will
assume that the regularization parameter λ satisfies the following condition:
Condition L. The regularization parameter λ is such that
‖gˆ(θ0)‖∞ ≤ λ, with probability at least 1− α. (3.2)
When gˆj(θ0) ∼ N(0, σ2/n) for all j ∈ [m], setting λ = n−1/2σΦ−1(1 − α/(2m)) is suffi-
cient to satisfy Condition L. This Gaussianity of the moment conditions occurs, for exam-
ple, in the high-dimensional linear regression model with homoscedastic Gaussian noise
under appropriate normalization of the covariates; e.g. see [9]. More generally, we can use
the self-normalization method or the bootstrap to approximate λ as discussed in Section
2, provided that a preliminary estimator of θ0 is available.
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The key consequence of Condition L is that θ0 is feasible in the optimization problem
(3.1) with probability at least 1−α, in which case a solution θˆ of this optimization problem
exists and, by optimality, satisfies ‖θˆ‖1 ≤ ‖θ0‖1. As we discuss below, this property is
crucial to handle high-dimensional models.
Denote
R(θ0) := {θ ∈ Θ : ‖θ‖1 ≤ ‖θ0‖1},
which we sometimes refer to as the restricted set. Also, let there be some sequences of pos-
itive constants (n)n≥1 and (δn)n≥1 satisfying n ↘ 0 and δn ↘ 0. To establish properties
of the RMD estimator θˆ, we will use the following high-level conditions:
Condition EMC. The empirical moment function concentrates around the target moment func-
tion:
sup
θ∈R(θ0)
‖gˆ(θ)− g(θ)‖∞ ≤ n with probability at least 1− δn.
Condition MID. The target moment function obeys the following identifiability condition:
{‖g(θ)− g(θ0)‖∞ ≤ , θ ∈ R(θ0)} implies ‖θ − θ0‖` ≤ r(; θ0, `),
for all  > 0, where  7→ r(; θ0, `) is a weakly increasing rate function, mapping [0,∞) to [0,∞)
and depending on the true value θ0 and the semi-norm of interest `.
Conditions EMC and MID encode the key blocks we need for the results. A large part
of this section will be devoted to the verification of these conditions in particular exam-
ples. Condition EMC will be verified using empirical process methods, where contraction
inequalities play a big role. Condition MID encodes both local and global identification
of θ0. It states that if g(θ) is close to g(θ0) in the `∞ norm and θ is weakly smaller than θ0
in terms of the `1 norm, then θ is close to θ0 in the semi-norm of interest `. As we explain
below, the validity of this condition depends on the interplay between the structure of g,
the semi-norm `, and the structure of θ0. To appreciate the latter point, we note that if
θ0 = 0, then Condition MID always holds with r(; 0, `) = 0 for all semi-norms `. This
means that θ0 = 0 is identified in the restricted setR(θ0) under no other assumptions on g.
The structure of g and θ0 will begin to play an important role when θ0 6= 0, as we discuss
below.
Using these conditions, we can immediately obtain the following elementary but im-
portant result on the properties of the RMD estimator:
Proposition 3.1 (Bounds on Estimation Error of RMD Estimator). Assume that Conditions
L, EMC, and MID are satisfied for some semi-norm `. Then with probability at least 1 − α − δn,
the RMD estimator θˆ obeys
‖θˆ − θ0‖` ≤ r(λ+ n; θ0, `). (3.3)
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Proof of Proposition 3.1. Consider the event that λ ≥ ‖gˆ(θ0)‖∞, θˆ ∈ R(θ0), and ‖gˆ(θˆ) −
g(θˆ)‖∞ ≤ n. By the union bound and Condition EMC, this event occurs with probability
at least 1−α−δn since Condition L implies that with probability at least 1−α, we have λ ≥
‖gˆ(θ0)‖∞ and θˆ ∈ R(θ0). On this event, we have, by the definition of the RMD estimator,
‖gˆ(θˆ)‖∞ ≤ λ, and so
‖g(θˆ)‖∞ ≤ ‖g(θˆ)− gˆ(θˆ)‖∞ + ‖gˆ(θˆ)‖∞ ≤ n + λ (3.4)
by the triangle inequality. In turn, (3.4) implies (3.3) via Condition MID since g(θ0) = 0,
which gives the asserted claim. 
Example 8 (Regularized GMM). An important special case of the minimum distance es-
timation problem is the Generalized Method of Moments (GMM) estimation problem,
which corresponds to
g(θ) = AEg(X, θ), gˆ(θ) = AˆEng(X, θ),
where (x, θ) 7→ g(x, θ) is a measurable score function, mapping Rdx × Θ to Rm, A is a
positive definite weighting matrix, and Aˆ is an estimator of this matrix. In practice, a
simple choice of A is the diagonal weighting matrix,
A2 = diag(Var(Eng(X, θ˜)))−1,
where θ˜ is a guess or a preliminary estimator of θ0. The analysis in this section will be
suitable for the case where the weighting matrix is known, i.e. Aˆ = A, and so, without
much loss of generality, we set A = I to simplify the exposition. We turn to other choices
and estimation of A in Section 3.2, where we consider optimal inference for individual
components of θ0. 
In what follows, let
G := (∂/∂θ′)g(θ)|θ=θ0
be the Jacobian matrix. This matrix plays an important role in encoding the local informa-
tion about θ0. For convenience, for all j ∈ [m], we will use Gj(θ) to denote the jth row of
the matrix G(θ). Regarding the semi-norm `, we shall be focusing mainly on the `1 norm
‖ · ‖1, `2 norm ‖ · ‖2, and the Fisher norm ‖ · ‖F , i.e. ` ∈ {`1, `2, F}, where we define the
Fisher norm by
‖δ‖F := |δ′(G′G)1/2δ|1/2, δ ∈ Rp.
To make Proposition 3.1 operational, we need to verify Conditions EMC and MID and
provide suitable choices of n, δn, and the rate function r. We will do so separately in linear
and non-linear models.
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3.1.1. Linear Case. Here we consider the case where θ 7→ g(θ) is linear:
g(θ) = Gθ + g(0). (3.5)
Two lead examples of this case are the linear mean regression model and the linear instru-
mental variables (IV) model:
Example 9 (Linear regression models). The linear mean regression model,
Y = W ′θ0 + , EW = 0, (3.6)
corresponds to (3.5) with g(θ) = E[(Y −W ′θ)W ], G = −EWW ′, and g(0) = EYW . The
linear IV regression model,
Y = W ′θ0 + , EZ = 0, (3.7)
corresponds to (3.5) with g(θ) = E[(Y − W ′θ)Z], G = −EZW ′, and g(0) = EY Z. For
both models, we will be able to show that the RMD estimator θˆ has a fast rate of conver-
gence as long as θ0 is either exactly sparse or approximately sparse under simple, intuitive
conditions on the matrix G. 
We first discuss Condition MID. We consider three cases as in Section 2:
• exactly sparse model: θ0 obeys Condition ES;
• approximately sparse model: θ0 obeys Condition AS;
• dense model: θ0 obeys Condition DM.
In the dense model, where ‖θ0‖1 ≤ K, we can immediately deduce that whenever G is
symmetric and non-negative definite, Condition MID holds with ` = F and
r(; θ0, F ) ≤
√
2K.
Indeed, to prove this inequality, observe that for any θ ∈ R(θ0) satisfying ‖g(θ)−g(θ0)‖∞ ≤
, we have
‖θ − θ0‖2F = |(θ − θ0)′G(θ − θ0)| ≤ ‖θ − θ0‖1‖G(θ − θ0)‖∞
= ‖θ − θ0‖1‖g(θ)− g(θ0)‖∞ ≤ 2K,
since θ ∈ R(θ0) implies that ‖θ − θ0‖1 ≤ ‖θ‖1 + ‖θ0‖1 ≤ 2‖θ0‖1 ≤ 2K via the triangle
inequality. This result will imply “slow” rates of convergence of the estimator θˆ, though
these slow rates will be sufficient in some applications.
In the exactly sparse or approximately sparse models, we proceed as follows. Define a
modulus of continuity
k(θ0, `) := inf
θ∈R(θ0):‖θ−θ0‖`>0
‖G(θ − θ0)‖∞/‖θ − θ0‖`,
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which we can also call an identifiability factor. Whenever k(θ0, `) 6= 0, we immediately
obtain that Condition MID holds with
r(; θ0, `) ≤ k(θ0, `)−1.
There exist methods in the literature to show that k(θ0, `) 6= 0 and to bound k(θ0, `) from
below in the exactly sparse model. When we consider the approximately sparse model,
we will first sparsify θ0 to θ0() = (θ01(), . . . , θ0p())′ with
θ0j() :=
{
θ0j + sign(θ0j)∆/(s− 1), if Aj−a > ,
0, if Aj−a ≤ ,
where s := d(A/)1/ae and ∆ := ∑pj=1 |θ0j |1{Aj−a ≤ }. We will then provide a bound
on k−1(θ0, `) in terms of k−1(θ0(), `) and the approximation error ‖θ0 − θ0()‖`. Note
that we assume that the components of θ0 are decreasing in absolute values, |θ01| ≥ · · · ≥
|θ0p| in this construction, which is without loss of generality because we do not use this
information in the estimation. We also inflate components of θ0j() withAj−a >  by using
θ0j + sign(θ0j)∆/(s − 1) instead of θ0j to make sure that θ ∈ R(θ0) implies θ ∈ R(θ0()),
which will be important in the verification of Condition MID. Finally, we assume thatA > 
to make sure that s− 1 ≥ 1.
To present one possible lower bound for k(θ0, `) in the exactly sparse model, we in-
troduce some further notation. For J ⊂ {1, . . . ,m} and H ⊂ {1, . . . , p}, let GJ,H =
(Gj,h)j∈J,h∈H be the submatrix of G consisting of all rows j ∈ J and all columns h ∈ H
of G. Also, for an integer l ≥ s, define the l-sparse smallest and l-sparse largest singular
values of G by
σmin(l) := min|H|≤l
max
|J |≤l
σmin(GJ,H), σmax(l) := max|H|≤l
max
|J |≤l
σmax(GJ,H), (3.8)
respectively, where σmin(GJ,H) and σmax(GJ,H) are the smallest and the largest singular
values of the matrix GJ,H . We then have the following lower bound on k(θ0, `), which is
an immediate consequence of Theorem 1 in [17]:
Lemma 3.1 (Lower Bound for k(θ0, `) in Exactly Sparse Model). Under Condition ES, there
exists a universal constant c ≥ 1 such that if σ2min(l)/σ2max(l) ≥ cµn and σ2max(l) ≥ 1 for l =
ds/µne and some µn ∈ (0, 1/c), then
k(θ0, `q) ≥ s−1/qµn, q ∈ {1, 2}. (3.9)
In Lemma 3.1, the quantity µn appears as a key factor determining the modulus of con-
tinuity k(θ0, `). When µn is bounded away from zero, we say that we have a strongly
identified model. Otherwise, i.e. when µn > 0 is drifting towards zero, we say that we
have a non-strongly identified model. The quantity µn in turn can be easily bounded in
linear regression models:
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Example 9 (Linear Regression Models, Continued). In the linear mean regression model
(3.6), assume that all eigenvalues of G = −EWW ′ are bounded in absolute values from
above and away from zero uniformly over n. Then for any integer l ≥ s, we have
σmin(l) = min|H|≤l
max
|J |≤l
σmin(GJ,H) ≥ min|H|≤l σmin(GH,H) ≥ σmin(G)
and, similarly,
σmax(l) = max|H|≤l
max
|J |≤l
σmax(GJ,H) ≤ σmax(G)
by the standard properties of eigenvalues of symmetric matrices. Hence, we can choose µn
in Lemma 3.1 to be bounded away from zero, which means that the linear mean regression
model is strongly identified with k(θ0, `q) satisfying k(θ0, `q)−1 ≤ Cs1/q for some constant
C > 0.
In the linear IV regression model (3.7), assume first that there exist constants σ¯ ≥ σ > 0
such that for all s/ log n ≤ l ≤ s log n and any combination of l covariates WH1 , . . . ,WHl
from the vectorW = (W1, . . . ,Wp)′, there exists a combination of l instrumentsZJ1 , . . . , ZJl
from the vector Z = (Z1, . . . , Zm)′ such that the matrix E[(ZJ1 , . . . , ZJl)′(WH1 , . . . ,WHl)]
has singular values bounded from above by σ¯ and from below by σ, which means that
ZJ1 , . . . , ZJl are strong instruments for the covariates WH1 , . . . ,WHl . Then again we can
choose µn in Lemma 3.1 to be bounded away from zero, which again implies that we have
a strongly identified model with k(θ0, `q) satisfying k(θ0, `q)−1 ≤ Cs1/q. On the other
hand, if for some covariateWj , we only have weak instruments, µn will drift towards zero,
and we obtain a non-strongly identified model. 
In the analysis below, we use the bound (3.9) as a starting point. In particular, letting
there be a sequence of constants (Ln)n≥1 satisfying Ln ≥ 1 for all n ≥ 1, we impose the
following assumption:
Condition LID. For q ∈ {1, 2}, either of the following conditions hold: (a) θ0 obeys Condition ES
and the bound k(θ0, `q) ≥ s−1/qµn holds, or (b) θ0 obeys Condition AS, the bound k(θ0(), `q) ≥
s−1/qµn holds for s = d(A/)1/ae, and ‖Gj‖1 ≤ Ln for each j ∈ [m], where Gj denotes the jth
row of G.
We use the notation LID as a shorthand for LID(θ0, G) since the condition is indexed by
both the parameter of interest θ0 and the matrix G. We will make the dependence explicit
when we invoke the condition to other parameters.
We can now verify Condition MID:
Lemma 3.2 (Bounds on Rate Function in Linear Models). (i) Under Condition LID(a), Con-
dition MID holds with
r(; θ0, `q) ≤ s1/qµ−1n , q ∈ {1, 2}.
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(ii) Under Condition LID(b), Condition MID holds with
r(; θ0, `q) ≤ Ca,q
(
Lns
1/qµ−1n + s
1/q
)
, q ∈ {1, 2},
as long as a > 1 and A > , where Ca,q is a constant depending only on a and q.
Proof of Lemma 3.2. The first claim is immediate from the definition of the identifiability
factor k(θ0, `q). To show the second claim, assume that Condition AS holds, fix q ∈ {1, 2},
and take any θ ∈ R(θ0) such that ‖g(θ) − g(θ0)‖∞ = ‖G(θ − θ0)‖∞ ≤ . By the triangle
inequality,
‖θ − θ0‖q ≤ ‖θ − θ0()‖q + ‖θ0()− θ0‖q. (3.10)
Below, we bound the two terms on the right-hand side of this inequality.
To bound ‖θ0()− θ0‖q, we have
∆ =
p∑
j=1
|θ0j |1{Aj−a ≤ } ≤
p∑
j=1
Aj−a1{Aj−a ≤ } ≤ 2
as
a− 1 (3.11)
by Condition AS and Lemma D.1 in Appendix D. Thus,
‖θ0()− θ0‖qq ≤
p∑
j=1
(∆/(s− 1))q1{j < (A/)1/a}+
p∑
j=1
(Aj−a)q1{j ≥ (A/)1/a}
≤ (s− 1)(∆/(s− 1))q + 2
aqqs
aq − 1 ≤ C
q
a,q
qs.
To bound ‖θ − θ0()‖q, we have
‖G(θ − θ0())‖∞ ≤ ‖G(θ − θ0)‖∞ + ‖G(θ0 − θ0())‖∞
≤ + ‖G(θ0 − θ0())‖∞ ≤ + max
j∈[m]
‖Gj‖1‖θ0 − θ0()‖∞ ≤ Ca,qLn,
where the last inequality follows from (3.11) and Condition AS. Therefore, since θ ∈ R(θ0)
implies θ ∈ R(θ0()), we have by Condition LID that
‖θ − θ0()‖q ≤ Ca,qLns1/qµ−1n .
Combining the bounds on ‖θ0()−θ0‖q and ‖θ−θ0()‖q above with (3.10) gives the second
asserted claim. 
Remark 3.1 (Bounding k(θ0, F ) via k(θ0, `1)). Note that once we have a lower bound on
k(θ0, `1), we can always use it to obtain a lower bound on k(θ0, F ), wheneverG is symmet-
ric. Indeed, for any θ ∈ Rp such that θ 6= θ0, we have
(θ − θ0)′G(θ − θ0) ≤ ‖θ − θ0‖1‖G(θ − θ0)‖∞.
Rearranging this expression gives
‖G(θ − θ0)‖∞√
(θ − θ0)′G(θ − θ0)
≥
√
‖G(θ − θ0)‖∞
‖θ − θ0‖1 ,
40 HD ECONOMETRICS AND REGULARIZED GMM
which implies that k(θ0, F ) ≥ k1/2(θ0, `1). 
We next verify Condition EMC. Let there be a sequence of constants (`n)n≥1 satisfying
`n ≥ 1 for all n ≥ 1. Consider the following condition:
Condition ELM. The empirical moment function is linear,
gˆ(θ) = Gˆθ + gˆ(0),
and with probability at least 1− δn, we have
max
j∈[m]
‖Gˆj −Gj‖∞ ∨ ‖gˆ(0)− g(0)‖∞ ≤ `n/
√
n.
Example 8 (Regularized GMM, Continued). When specialized to GMM problems, Condi-
tion ELM means that the score function is linear,
g(X, θ) = G(X)θ + g(X, 0),
where G(X) := (∂/∂θ′)g(X, θ)|θ=θ0 , and with probability at least 1− δn, we have
max
j∈[m]
‖GnGj(X)‖∞ ∨ ‖Gng(X, 0)‖∞ ≤ `n.
This form will be useful below to verify Condition ELM in the linear regression models. 
Condition ELM is plausible. It is implied by many sufficient conditions based on self-
normalized moderate deviations and high-dimensional central limit theorems, as reviewed
in Section 2. In particular, it is possible to choose
`n ∝
√
log(p ∨m ∨ n). (3.12)
in many cases, as illustrated in the case of linear regression models below. We highlight
the slow growth of `n with respect to the number of parameters p and the number moment
functions m, which is critical to allow the analysis to handle high-dimensional models.
Lemma 3.3 (Empirical Moment Concentration). If Conditions DM and ELM are satisfied, then
Condition EMC holds with
n = n
−1/2`n(K + 1).
Proof of Lemma 3.3. Conditions DM and ELM imply that with probability at least 1− δn,
sup
θ∈R(θ0)
‖gˆ(θ)− g(θ)‖∞ ≤ sup
θ∈R(θ0)
‖(Gˆ−G)θ + gˆ(0)− g(0)‖∞
≤ max
j∈[m]
‖Gˆj −Gj‖∞‖θ0‖1 + ‖gˆ(0)− g(0)‖∞ ≤ n−1/2`n(K + 1),
which gives the asserted claim. 
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Example 9 (Linear Regression Models, Continued). Here, we verify Condition ELM for
linear regression models under primitive conditions. Since the mean regression model
is a special case of the IV regression model, we only consider the latter. In the linear IV
model, we have g(0) = E[Y Z] and G = −E[ZW ′]. Suppose that Z ∈ Rm and W ∈ Rp are
such that the following moment condition holds for some σ > 0:
max
j∈[m],k∈[p]
(
E[Y 4] + E[Z4j ] + E[W
4
k ]
)
≤ σ2.
Also, suppose that
E
[‖(Y,Z ′,W ′)′‖8∞] ≤M4n
for some Mn, possibly growing to infinity, but such that n−1/2M2n log(p∨m∨ n) ≤ σ2. Let
(Yi, Zi,Wi)
n
i=1 be a random sample from the distribution of (Y,Z,W ). Then by Ho¨lder’s
inequality,
n∑
i=1
E[(YiZij)
2] ≤
n∑
i=1
(E[Y 4i ]E[Z
4
ij ])
1/2 ≤ nσ2
for all j ∈ [m]. Hence, by Lemma A.3,
E
[
max
j∈[p]
∣∣∣ n∑
i=1
(YiZij − E[YiZij ])
∣∣∣] ≤ A(σ√n log p+√E [max
i∈[n]
‖YiZi‖2∞
]
log p
)
≤ A
(
σ
√
n log p+ n1/4Mn log p
)
≤ 2Aσ
√
n log p
for some universal constant A > 0. Therefore, applying Lemma A.2 with s = 4, t =
σ
√
3n log n, and σ2 replaced by nσ2 shows that there exist universal constants c, C > 0
such that with probability at least 1− c/ log2 n,
‖Gng(X, 0)‖∞ ≤ Cσ
√
log(p ∨ n),
By the same argument, again with probability at least 1− c/ log2 n, we also have
max
j∈[m]
‖GnGj(X)‖∞ ≤ Cσ
√
log(p ∨m ∨ n).
Condition ELM thus holds with δn = 2c/ log2 n and
`n = Cσ
√
log(p ∨m ∨ n),
which is in accord with (3.12). 
Summarizing the results in Proposition 3.1, Lemma 3.2, and Lemma 3.3, we obtain the
following theorem:
Theorem 3.1 (Bounds on Estimation Error of RMD Estimator, Linear Case). In the linear
case (3.5), assume that Conditions L, DM, LID, and ELM are satisfied and λ ≤ `n/
√
n. Then with
probability at least 1− α− δn,
‖θˆ − θ0‖q ≤ `n(K + 2)s
1/q
µn
√
n
, q ∈ {1, 2} (3.13)
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in the case of LID(a) (exactly sparse model). Similarly, as long as a > 1 and A > n−1/2`n(K + 1),
‖θˆ − θ0‖q ≤ Ca,q(Ln + µn)`n(K + 2)s
1/q
µn
√
n
, q ∈ {1, 2} (3.14)
in the case of LID(b) (approximately sparse model), where Ca,q is a constant depending only on a
and q.
Theorem 3.1 implies `q-rates of convergence of the RMD estimator and characterizes
how the sparsity of θ0 impacts these rates. The impact of the overall number of coefficients
is bounded by the factor `n which typically grows logarithmically with the number of
coefficients p and the number of moment conditions m. This is effectively the impact of
not knowing the support of θ0. This implies that we can achieve consistent estimators even
if (p ∨m) n since `n can grow much slower than root-n.
Remark 3.2 (Improving Theorem 3.1). The right-hand sides of the bounds in Theorem 3.1
depend linearly on K, which may be suboptimal if K is increasing with n. This depen-
dence can be improved by reiterating the argument in Proposition 3.1 one more time. In
particular, we can introduce a doubly restricted set
R¯(θ0) := {θ ∈ Θ: ‖θ‖1 ≤ ‖θ0‖1 and ‖θ − θ0‖1 ≤ γn},
where γn denotes the right-hand side of either (3.13) or (3.14), depending on which part
of Condition LID is imposed. Then by Theorem 3.1 and Condition L, θˆ ∈ R¯(θ0) with
probability at least 1−α− δn, and we can replace the setR(θ0) in the proof of Proposition
3.1 by R¯(θ0). In turn, modifying slightly the proof of Lemma 3.3, which provides the value
of n to be used in the proof of Proposition 3.1, we can write
n = sup
θ∈R¯(θ0)
‖gˆ(θ)− g(θ)‖∞ ≤ sup
θ∈R¯(θ0)
‖(Gˆ−G)θ0 + (Gˆ−G)(θ − θ0) + gˆ(0)− g(0)‖∞
≤ ‖(Gˆ−G)θ0‖∞ + max
j∈[m]
‖Gˆj −Gj‖∞γn + ‖gˆ(0)− g(0)‖∞,
which is typically of order n−1/2`n (as long as γn → 0 and ‖(Gˆ−G)θ0‖∞ is of order n−1/2`n)
and thus can be substantially smaller than n = n−1/2`n(K + 1) derived in the proof of
Lemma 3.3. Using these arguments in the proof of Proposition 3.1 may lead to improved
bounds in Theorem 3.1 but we omit the formal statements for brevity of the chapter. 
3.1.2. Restricted Non-Linear Case. We would like to find some useful conditions for nonlin-
ear models, where the rates of convergence of the RMD estimator will be similar to what
we have in the linear case.
Condition NLID. Assume that Condition LID holds and that the target moment function g sat-
isfies a restricted non-linearity condition around θ = θ0; namely
{‖g(θ)− g(θ0)‖∞ ≤ , θ ∈ R(θ0)} implies ‖G(θ − θ0)‖∞/2 ≤ 
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for all  ≤ ∗, where ∗ is a tolerance parameter, measuring the degree of the linearity of the problem,
with ∗ =∞ in the linear case.
This condition is the gradient version of restricted convexity for `1-penalized M-estimators
in [8] and [93].
Example 10. As a reference case, we can take nonlinear models with
∗ = cµ2n/(s
2)
for some constant c > 0. This case arises, for example, in nonlinear moment condition
models of the sort Eρ(Y,W ′θ0)Z = 0, where ρ : R2 → R is a well-behaved residual function
(e.g. as would arise in nonlinear regression and nonlinear IV regression). This nonlinearity
creates an additional requirement on the effective sparsity of θ0, namely
s2  n/µn,
which arises when we analyze estimation. 
Lemma 3.4 (Bounds on Rate Function in Non-Linear Models). (i) Under Conditions LID(a)
and NLID, Condition MID holds for all  ≤ ∗ with
r(; θ0, `q) ≤ 2s1/qµ−1n , q ∈ {1, 2}.
(ii) Under Conditions LID(b) and NLID, Condition MID holds for all  ≤ ∗ with
r(; θ0, `q) ≤ Ca,q
(
Lns
1/qµ−1n + s
1/q
)
, q ∈ {1, 2}
as long as a > 1 and A > , where Ca,q is a constant depending only on a and q.
This lemma can be proven using the same argument as that leading to Lemma 3.2, so
we omit the proof.
Next, let there be sequences of positive constants (B1n)n≥1 and (B2n)n≥1. We consider
an example of a sufficient condition that allows us to bound the empirical error in estimat-
ing θ0.
Condition ENM. (i) The target and empirical moment functions have the form g(θ) = E[g(X, θ)]
and gˆ(θ) = En[g(X, θ)], respectively, where g(X, θ) = (g1(X, θ), . . . , gm(X, θ))′ is a vector of
score functions, corresponding to the RGMM example. (ii) The score functions have the index
form:
gj(X, θ) = g˜j(X,Zu(j)(X)
′ϑu(j)), j ∈ [m], θ = (ϑ′1, . . . , ϑ′u¯)′ ∈ Rp, (3.15)
where g˜j is a measurable map from Rdx ×R to R for all j ∈ [m], Zu is a measurable map from Rdx
to Rpu for all u ∈ [u¯], u(j) ∈ [u¯] for all j ∈ [m], ϑu is pu-dimensional subvector of θ for all u ∈ [u¯],
and p = p1 + · · ·+ pu¯. (iii) The score functions are Lipschitz in the second argument, namely
|g˜j(X, v)− g˜j(X, v˜)| ≤ Lj(X)|v − v˜|, for all (v, v˜) ∈ R2, (3.16)
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with probability one, where Lj is a measurable map from Rdx to R+ for all j ∈ [m]. (iv) Finally,
we have
Var(gj(X, θ)− gj(X, θ0)) ≤ B21n (3.17)
for all θ ∈ R(θ0) and j ∈ [m] and with probability at least 1− δn/6,
max
j∈[m],k∈[pu(j)]
En[L2j (X)Z2u(j)k(X)] ≤ B22n, ‖n−1/2Gn(g(X, θ0))‖∞ ≤ n−1/2`n. (3.18)
In many applications, the number of indices Zu(X)′ϑu is small. As examples, the com-
mon class of single-index models clearly use just one index, Zu(X)′ϑu = Z(X)′θ; and we
would have two indexes - the supply index Z1(X)′ϑ1 and the demand index Z2(X)′ϑ2 - if
we estimate linear supply and demand equations. The Lipschitz condition allows us to use
Ledoux-Talagrand type contraction inequalities for bounding the error. Condition ENM,
though plausible in a number of applications, is strong. Its chief appeal is in immediately
providing useful bounds on the empirical error. One could also obtain bounds on the em-
pirical error through the use of maximal inequalities that carefully exploit the geometry
and entropy properties of the set of functions {g(X, θ) : θ ∈ R(θ0)}.
Lemma 3.5 (Empirical Moment Concentration). Assume that Conditions DM and ENM are
satisfied. Then Condition EMC holds with
n = n
−1/2(˜`n + `n),
where ˜`n = C(B1n +B2nK log1/2(pm/δn)) and C is a universal constant.
Next, we demonstrate how Condition ENM can be verified in particular examples. Specif-
ically, we consider logistic regression and nonlinear IV regression models.
Example 11 (Logistic Regression Model). Let Y ∈ {0, 1} be a binary outcome of interest
and W = (W1, . . . ,Wp)′ ∈ Rp a vector of covariates linked by a logistic model, namely
E[Y |W ] = Λ(W ′θ0), Λ(t) = exp(t)/{1 + exp(t)}, t ∈ R.
The vector of score functions associated with this model is
g(X, θ) = W (Y − Λ(W ′θ)), X = (Y,W ′)′,
and so gj(X, θ) = g˜j(X,W ′θ), where
g˜j(X, t) = Wj(Y − Λ(t)), t ∈ R, j ∈ [p].
Suppose that for some σ > 0,
max
j∈[p]
E[W 4j ] ≤ σ4,
log(pn)√
n
(E[‖W‖4∞])1/2 ≤ σ2,
log(pn)√
n
(E[‖W‖8∞])1/2 ≤ σ4. (3.19)
Then (3.16) holds withLj(X) = |Wj | since Λ is 1-Lipschitz. Moreover, since |Λ(t)−Λ(t˜)| ≤
1 for any (t, t˜) ∈ [0, 1]2,
Var(gj(X, θ)− gj(X, θ0)) ≤ E[W 2j ] ≤ σ2
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for any θ ∈ Rp by the first inequality in (3.19). Therefore, (3.17) holds with any B21n ≥ σ2.
Also, by the first and third inequalities in (3.19), it follows from Lemmas A.4 and A.5,
where the latter is applied with s = 2 and t = nσ4, that
max
j∈[p], k∈[p]
En[W 2jW 2k ] ≤ max
j∈[p]
En[W 4j ] ≤ C1σ4
with probability at least 1−c1/ log2 n, where c1, C1 are some universal constants. Finally, by
the same arguments as those in Example 9, it follows from the first and second inequalities
in (3.19) that
‖Gn(g(X, θ0))‖∞ ≤ C2σ
√
log(pn)
with probability at least 1−c2/ log2 n, where c2, C2 are some universal constants. Conclude,
by the union bound, that (3.18) holds probability at least 1− δn/6 as long as we set
B22n ≥ C1σ4, δn = 6(c1 + c2)/ log2 n, `n = C2σ
√
log(pn).
We can thus establish all requirements of Condition ENM. 
Example 7 (Nonlinear IV Regression Model, Continued). Consider the model
E[f(Y,W ′θ0) | Z] = 0,
where Y ∈ R is an outcome variable,W ∈ Rp is a vector of endogenous covariates, Z ∈ Rm
is a vector of instruments, f : R2 → R is some known function, and θ0 ∈ Rp is a vector of
parameters of interest. A vector of score functions associated with this model is
g(X, θ) = Zf(Y,W ′θ), X = (Y,W ′, Z ′)′,
and so gj(X, θ) = g˜j(X, θ), where
g˜j(X, t) = Zjf(Y, t), t ∈ R, j ∈ [m].
Suppose that the function f : R2 → R is Lipschitz in its second argument:
|f(Y, t)− f(Y, t˜)| ≤ γ(Y )|t− t˜|, for all t, t˜ ∈ R,
with probability one. Suppose also that for some σ > 0,
max
j∈[m]
E[Z2j f
2(Y,W ′θ0)] ≤ σ2, log(mn)√
n
(E[‖Z‖4∞f4(Y,W ′θ0)])1/2 ≤ σ2, (3.20)
max
j∈[m], k∈[p]
E[γ2(Y )Z2jW
2
k ] ≤ σ4,
log(pmn)√
n
(E[γ4(Y )‖Z‖4∞‖W‖4∞])1/2 ≤ σ4. (3.21)
Then (3.16) holds withLj(X) = Zjγ(Y ) for all j ∈ [m]. Also, for any j ∈ [m] and θ ∈ R(θ0),
|gj(X, θ)− gj(X, θ0)| ≤ γ(Y )|ZjW ′(θ − θ0)|
≤ γ(Y )|Zj |‖W‖∞‖θ − θ0‖1 ≤ 2γ(Y )|Zj |‖W‖∞‖θ0‖1,
and so (3.17) holds for all
B21n ≥ 4‖θ0‖21 max
j∈[m]
E[γ2(Y )|Zj |2‖W‖2∞]. (3.22)
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Further, like in Example 11, by (3.21), it follows from Lemmas A.4 and A.5 that
max
j∈[m], k∈[p]
En[γ2(Y )Z2jW 2k ] ≤ C1σ4
with probability at least 1− c1/ log2(n), and by (3.20), it follows from Lemmas A.2 and A.3
that
‖Gn(g(X, θ0))‖∞ ≤ C2σ
√
log(mn)
with probability at least 1 − c2/ log2(n), where c1, C1, c2 and C2 are universal constants.
Conclude, by the union bound, that (3.18) holds with probability at least 1− δn/6 as long
as we set
B22n ≥ C1σ4, δn = 6(c1 + c2)/ log2 n, `n = C2σ
√
log(mn).
We have thus verified all assumptions of Condition ENM. Note also that the conditions we
give here are sufficient but sometimes are not necessary. For example, if we assume that
the function f : R2 → R is bounded in absolute value by a constant C, then (3.17) holds for
all
B2n ≥ 4C max
j∈[m]
E[Z2j ].
Depending on the setting, this bound can be better than (3.22). 
The following result is an immediate corollary of Proposition 3.1 and Lemmas 3.4 and
3.5.
Theorem 3.2 (Bounds on Empirical Error for Non-Linear RGMM). Consider the non-linear
case and assume that Conditions L, DM, LID, NLID, and ENM are satisfied. Also, assume that
λ is chosen so that λ ≤ n−1/2(˜`n + `n) and that the side condition n−1/2(˜`n + `n) ≤ ∗/2 holds.
Then with probability at least 1− α− δn,
‖θˆ − θ0‖q ≤ 2(
˜`
n + `n)s
1/q
µn
√
n
, q ∈ {1, 2},
in the case of LID(a) (exactly sparse model); and, as long as a > 1, and A > n−1/2`n(K + 1),
‖θˆ − θ0‖q ≤ Ca,q(Ln + µn)(
˜`
n + `n)s
1/q
µn
√
n
, q ∈ {1, 2}
in the case of LID(b) (approximately sparse model), where Ca,q is a constant depending only on a
and q.
Theorem 3.2 shows that, under sparsity conditions, the RGMM estimator can be consis-
tent for θ0 in the `q-norm in nonlinear models. Importantly, the dependence of the conver-
gence rates on the total number of parameters and moment conditions is controlled by `n
and ˜`n, which typically grow logarithmically with p and m as shown in Examples 11 and
7. Thus consistency is possible even for high-dimensional models when the number of
parameters exceeds the sample size. These results also highlight the different rates of con-
vergence for different norms of interest. In particular, the RGMM estimator has good rates
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of convergence in the `1 and `2 norms. However, the rate of convergence of the RGMM
estimator in the max-norm is not optimal in many cases of interest; and additional tools,
and estimators, are needed to obtain good estimators for that case.
3.2. Double/De-Biased RGMM. Section 3.1 focused on rates of convergence of regular-
ized minimum distance estimators. We now turn to providing inferential statements for
parameters of interest where we will leverage the obtained rates of convergence of the
RGMM estimator. Our development will emphasize inference via the Neyman orthogo-
nality principle. Specifically, we aim to construct moment equations M(α; η) = 0 for the
target parameters α ∈ Rp1 given the nuisance parameter η ∈ Rp such that the true value
α0 of the parameter α obeys
M(α0; η0) = 0, (3.23)
where η0 is the true value of the nuisance parameter and such that the equations are first-
order insensitive to local perturbations of the nuisance parameter η around the true value:
∂η′M(α0, η)
∣∣∣
η=η0
= 0. (3.24)
We refer to the latter property as the Neyman orthogonality condition.
GivenM , estimation of or inference about α0 will then be based on some estimator Mˆ of
M , where we plug-in a potentially biased, regularized estimator ηˆ in place of the unknown
η0. The role of the Neyman orthogonality condition, (3.24), is precisely to mitigate the
impact of the use of such biased estimators (or other non-regular estimators) of η0 on the
estimation of α0. In many settings, basing estimation and inference for α0 on estimating
equations with the Neyman orthogonality property will allow us
• to construct a high-quality estimator of α0 with an approximately Gaussian distri-
bution or
• to carry out high-quality inference on α0 via hypothesis testing (in cases where α0
is weakly identified).
3.3. Construction of Approximate Mean Estimators for θ via Orthogonal Moments. Here
we take the target parameter and the nuisance parameter to be the same, namely
α = θ, η = θ.
The estimator for the nuisance parameter will be ηˆ = θˆ, the RGMM estimator from the
previous subsections.
We can construct the Neyman orthogonal equations M(α; η) for the pair (α, η) as fol-
lows. First we define an optimal moment selection matrix:
γ0 = G
′Ω−1,
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where Ω = Eg(X, θ0)g(X, θ0)′ andG = (∂/∂θ′)g(θ)|θ=θ0 . This p×mmoment selection ma-
trix can be used to collapse m-dimensional moment equations g(θ0) = 0 to p-dimensional
moment equations γ0g(θ0) = 0. We will focus on the optimal moment selection matrix,
although, in principle, sub-optimal moment selection matrices could be used in practice
as well. For example, estimation of the m by m matrix Ω and its inverse might be a limit-
ing factor in some settings, and one might consider using diag(Ω) instead as its inverse is
trivial to compute.
Given the moment selection matrix, we define
M(α; η) = γ0G(α− η) + γ0g(η). (3.25)
We then have that at the true parameter values
M(θ0; θ0) = 0,
and the Neyman orthogonality condition holds:
∂η′M(θ0; η)
∣∣∣
η=θ0
= −γ0G+ γ0G = 0.
Heuristically, if we somehow knew γ0,G, and η = θ0,we could define an ”oracle” linear
estimator of α0, θ¯, as the root of
M¯(θ¯; θ0) = γ0G(θ¯ − θ0) + γ0gˆ(θ0) = 0;
that is √
n(θ¯ − θ0) = −(γ0G)−1γ0
√
ngˆ(θ0).
This estimator is linear, so it obeys
√
n(θ¯ − θ0) ≈d N(0, V ), V = (G′Ω−1G)−1,
over the sets in A, the class of all rectangles in Rp, under the CLT conditions of Section 2.
The variance matrix V here is the optimal variance matrix for GMM.
The above construction is infeasible because of the many unknowns, including the true
value of the target parameter, appearing in it. To make construction feasible, we can plug-
in estimators corresponding to the unknowns: instead:
(1) plug-in the RGMM estimator θˆ in place of θ0,
(2) plug-in an estimator Gˆ = ∂θ′ gˆ(θˆ) for G (or a regularized version);
(3) plug-in an estimator Ωˆ = Eng(X, θˆ)g(X, θˆ)′ for Ω (or a regularized version);
(4) plug-in a regularized estimator γˆ for γ0 := G′Ω−1, such that γˆ is well-behaved;
(5) plug-in a regularized estimator µˆ for µ0 := (γ0G)−1, such that µˆ is well-behaved.
Specific choices of estimators µˆ and γˆ will be discussed later. Given estimators of all
unknown quantities, we define a “two-step” estimator of the target parameter by solving
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the estimated Neyman-orthogonal equation:
Mˆ(θ; θˆ) = µˆ−1(θ − θˆ) + γˆgˆ(θˆ) = 0.
The resulting solution to this equation, θˇ, provides an estimator of the target parameter
which we refer to as the double/debiased regularized GMM (DRGMM) estimator:
√
n(θˇ − θˆ) = −µˆγˆ√ngˆ(θˆ) or equivalently θˇ = θˆ − µˆγˆgˆ(θˆ) (3.26)
By exploiting the Neyman orthogonality property and further assumptions on the prob-
lem, we can show that this estimator approximates the infeasible “oracle” estimator de-
fined above in the sense that
√
n(θˇ − θ0) =
√
n(θ¯ − θ0) + oP (1/
√
log p).
Hence, the DRGMM estimator is also approximately linear and is therefore an approximate
mean, so we have √
n(θˇ − θ0) ≈d N(0, V ), V = (G′Ω−1G)−1, (3.27)
over the class of all rectangles in Rp under the conditions of Theorem 2.1 in Section 2.
Indeed, given this construction, we are back to the MAM framework. We can thus use the
inferential tools from Section 2 for immediate construction of simultaneous confidence
bands and hypothesis testing with control of FWER or FDR. Inference done in this way
will be optimal in the sense that the variance matrix V can not be generally improved by
using any other moment selection matrix γ¯ in place of γ0. Optimality may also be attained
in other semi-parametric senses, which we do not discuss.
3.4. Testing Parameters α with Nuisance Parameters η = θ via Neyman-Orthogonal
Scores. Here we take the target parameter, α, and the nuisance parameter, η, to be the
different:
α = α, η = θ.
The true value of the parameter is given by (α′0, η′0)′ and solves
g(α0, θ0) = 0.
Here, we are thinking of a situation where η0 is strongly identified and can be well-estimated
by RGMM while α0 is only weakly or partially identified. We would thus like to use a ro-
bust testing approach to test values of α0 and then invert to construct a confidence set for
α0.
The estimator for the nuisance parameter will be ηˆ = θˆ, the RGMM estimator from
Section 3.1. We can construct the Neyman orthogonal equationsM(α; η) for the pair (α, η)
as follows. First, we define a p′ ×m moment selection matrix for α0,
ξ0, e.g. ξ0 = I or ξ0 = GαΩ−1, Gα = ∂α′g(α0, θ0),
where p′ ≥ dim(α). The latter matrix will be optimal when α0 is strongly identified.
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Given the moment selection matrix, we define
M(α; θ) = (ξ0 − ξ0G(G′Ω−1G)−1GΩ−1)g(α, θ) = (ξ0 − ξ0Gµ0γ0)g(α, θ0) (3.28)
as in [54]. Using this estimating equation, we have that, at the true values of the parame-
ters,
M(α0; θ0) = 0
using g(α0, θ0) = 0 and that the Neyman orthogonality condition holds:
∂η′M(θ0; θ)
∣∣∣
θ=θ0
= (ξ0 − ξ0G(G′Ω−1G)−1GΩ−1)G = 0.
Heuristically, if we knew θ0 and all the extra parameters used in forming M , we could
use the oracle Neyman-orthogonal score for testing α0:√
nM¯(α0; θ0) = (ξ0 − ξ0Gµ0γ0)
√
ngˆ(α0, θ0).
This quantity is clearly linear in
√
ngˆ(α0, θ0), so it obeys√
nM¯(α0; θ0) ≈d N(0, VM ), VM = (ξ0 − ξ0Gµ0γ0)Ω(ξ0 − ξ0Gµ0γ0)′,
over the sets in A, the class of all rectangles in Rp, under the CLT conditions of Section 2.
The above construction is again clearly infeasible. As outlined in Section 3.3, we can
make the construction feasible by plugging in estimators for the various missing unknowns.
Specifically, we will
(1) plug-in the RGMM estimator θˆ in place of θ0,
(2) plug-in an estimator Gˆ = ∂θ′ gˆ(θˆ) for G (or a regularized version);
(3) plug-in an estimator Ωˆ = Eng(X, θˆ)g(X, θˆ)′ for Ω (or a regularized version);
(4) plug-in a regularized estimator γˆ for γ0 := G′Ω−1, such that γˆ is well-behaved;
(5) plug-in a regularized estimator µˆ for µ0 := (γ0G)−1, such that µˆ is well-behaved;
(6) plug-in a regularized estimator ξˆ for ξ0.
We discuss estimation of µˆ, γˆ, and ξˆ further in Section 3.5.
Given plug-in estimates of the unknown quantities, we define the Neyman-orthogonal
score function for testing α0:√
nMˆ(α0; θˆ) =
√
n(ξˆ0 − ξˆ0Gˆµˆ0γˆ0)gˆ(α0, θˆ).
By exploiting Neyman orthogonality property and further assumptions on the problem,
we can show that this feasible score approximates the infeasible “oracle” score,
√
nMˆ(α0; θˆ) =
√
nM¯(α0; θˆ) + oP (1/
√
log p).
Hence, the feasible score is approximately linear and is therefore an approximate mean.
We then have √
nM¯(α0; θˆ) ≈d N(0, VM ), (3.29)
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over the class of all rectangles in Rp under the conditions of Theorem 2.1 in Section 2. We
are thus back within the setting outlined in Section 2 and may use the inferential tools from
Section 2 for construction of simultaneous confidence bands and hypothesis testing with
control of FWER or FDR. Given that we can provide valid inferential statements based on
(3.29) for any α0, we can invert to obtain confidence regions.
3.5. Analysis of DRGMM. In order to analyze the estimator (3.26), we can write, using
elementary expansions and some algebra,
√
n(θˇ − θ0) = −µ0γ0
√
ngˆ(θ0) + r, (3.30)
where
r = r1 + r2 + r3
∣∣∣∣∣∣
r1 =
√
n(I − µˆγˆGˆ)(θˆ − θ0)
r2 =
√
n(µˆγˆ(Gˆ− G˜))(θˆ − θ0).
r3 =
√
n(µˆγˆ − µ0γ0)gˆ(θ0)
(3.31)
In (3.31), G˜ = {−∂θ′ gˆk(θˆ∗k)}mk=1 denotes a m × p matrix with rows −∂θ′ gˆk(θˆ∗k), k ∈ [m],
where each row is evaluated at a point θˆ∗k on the line between θˆ and θ0.
Note that because of Neyman orthogonality property we expect the term r1 to be small,
in fact if we knew (µ0, γ0, G) the term would vanish. In linear moment models, Gˆ = G˜, so
that the second term vanishes, r2 = 0. The last term can also vanish under mild conditions.
We analyze the structure of these remainder terms in the lemma given below.
To fix ideas, we record a trivial proposition.
Proposition 3.2 (Approximate Linearity and Normality of DRGMM). If the remainder term
r obeys the conditions of Section 2, then DRGMM is an approximate mean estimator:
√
n(θˇ − θ0) = 1√
n
n∑
i=1
Zi + r, Zi = −µ0γ0g(Xi, θ0).
Each component of the estimator is approximately normally distributed and satisfies self-normalized
moderate deviations results of Section 2, provided the Zi’s obey the regularity conditions of Section
2. The distribution of
√
n(θˇ − θ0) over rectangles can be approximated by bootstrapping the scores
Zˆi = µˆγˆg(Xi, θˆ),
provided these obey the regularity conditions of Section 2. Consequently, the results on simultane-
ous inference with FWER control or pointwise testing with FDR control apply.
A crucial step to using Proposition 3.2 is to ensure the approximation error r is small.
The following lemma is useful for thinking about estimators of γ0 andµ0 which are suitably
well-behaved to obtain small approximation errors. Of course, the lemma only suggests
one possible direction, and there are other strategies for estimating γ0 and µ0 to explore.
In what follows, we use vj to denote the jth row of some matrix v.
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Lemma 3.6. We have that the approximation errors r1, r2 and r3 as defined in (3.31) satisfy
‖r1‖∞ ≤ r¯1 =
√
n‖I − µˆγˆGˆ‖∞‖θˆ − θ0‖1
‖r2‖∞ ≤ r¯2 =
√
nmaxj∈[p] ‖µˆj‖1 maxj∈[p] ‖γˆj‖1‖Gˆ− G˜‖∞‖θˆ − θ0‖1
‖r3‖∞ ≤ r¯3 = maxj∈[p] ‖µˆj‖1 maxj∈[p] ‖γˆj − γ0j‖1‖
√
ngˆ(θ0)‖∞
+ maxj∈[p] ‖µˆj − µ0j‖1 maxj∈[p] ‖γ0j‖1‖
√
ngˆ(θ0)‖∞
with simplifications occurring in the linear case, when G˜ = Gˆ, and in the case where the moment
selection matrix is known, γˆ = γ0.
Proof of Lemma 3.6. In what follows we denote by ej the coordinate vector, with 1 in the j-th
position and 0 in the other positions. To obtain the first bound, we have that by Ho¨lder’s
inequality
‖r1‖∞ ≤
√
nmax
j∈[p]
‖e′j − µˆj γˆGˆ‖∞‖θˆ − θ0‖1 ≤ r¯1.
The second bound follows from multiple applications of the Ho¨lder’s inequality
‖r2‖∞ ≤ ‖µˆγˆ(Gˆ− G˜)‖∞
√
n‖θˆ − θ0‖1
≤ maxj,k∈[p] ‖µˆj·‖1‖[γˆ(Gˆ− G˜)]·,k‖∞
√
n‖θˆ − θ0‖1
= maxj,k∈[p] ‖µˆj·‖1 maxl∈[p] ‖γˆl·(Gˆ− G˜)·,k|
√
n‖θˆ − θ0‖1
≤ maxj∈[p] ‖µˆj·‖1 maxl∈[p] ‖γˆl·‖1‖Gˆ− G˜‖∞
√
n‖θˆ − θ0‖1.
Finally, we bound r3. It follows from Ho¨lder’s inequality and the triangle inequality that
‖r3‖∞ ≤ maxj∈[p] |(µˆj γˆ − µ0jγ0)
√
ngˆ(θ0)|
≤ maxj∈[p] |µˆj(γˆ − γ0)
√
ngˆ(θ0)|+ maxj∈[p] |(µˆj − µ0j)γ0
√
ngˆ(θ0)|
≤ maxj∈[p] ‖µˆj‖1‖(γˆ − γ0)
√
ngˆ(θ0)‖∞ + maxj∈[p] ‖µˆj − µ0j‖1‖γ0
√
ngˆ(θ0)‖∞
≤ maxj∈[p] ‖µˆj‖1 maxj∈[p] |(γˆ − γ0)j·
√
ngˆ(θ0)|
+ maxj∈[p] ‖µˆj − µ0j‖1 maxj∈[p] |(γ0)j,·
√
ngˆ(θ0)|
≤ maxj∈[p] ‖µˆj‖1 maxj∈[p] ‖(γˆ − γ0)j·‖1‖
√
ngˆ(θ0)‖∞
+ maxj∈[p] ‖µˆj − µ0j‖1 maxj∈[p] ‖(γ0)j,·‖1‖
√
ngˆ(θ0)‖∞.

A plausible approach is then to construct estimators γˆ, µˆ, and θˆ such that the upper
bounds r¯1, r¯2, and r¯3 given in Lemma 3.6 approach zero sufficiently fast. A natural choice
of θˆ is given by the RGMM estimator discussed in Section 3.1. We can also obtain estimators
Gˆ and Ωˆ by plug-in expressions. We now turn to estimating γ0 and µ0.
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First, we consider one potential estimator for γ0. We do not attempt to use a standard
plug-in estimate since Ωˆ will not be full rank in high-dimensional settings, so its inverse
will be ill-posed even if Ω−1 is well-behaved. Instead, we define the estimator γˆ as the
solution to the program:
min
γ∈Rp×m
∑
j∈[p]
‖γj‖1 : ‖γjΩˆ− (Gˆ′)j‖∞ ≤ λγj , j ∈ [p], (3.32)
where λγ is a vector of regularization parameters. By allowing λγ > 0, the constraint in
(3.32) requires solving the inverse problem only approximately, which is needed to handle
the rank deficiency of Ωˆ.
We proceed similarly in our proposed estimator for µ0. We define the estimator µˆ as the
solution to the following program:
min
µ∈Rp×m
∑
j∈[p]
‖µj‖1 : ‖µj γˆGˆ− e′j‖∞ ≤ λµj , j ∈ [p] (3.33)
where ej is a coordinate vector with 1 in the j-th position and 0 elsewhere and λµ is a
vector of regularization parameters. Again, the use of positive regularization parameters
λµ > 0 allows us to work with approximate solutions which are needed to cope with the
high-dimensionality.
We now summarize an algorithm for constructing the estimator θˇ.
Algorithm for DRGMM.
Step 1. Compute the RGMM estimator θˆ.
Step 2. Use the plug-in rules Gˆ = ∂θ′ gˆ(θˆ) and Ωˆ = Eng(X, θˆ)g(X, θˆ)′.
Step 3. Obtain the estimator γˆ as defined in (3.32).
Step 4. Obtain the estimator µˆ as defined in (3.33).
Step 5. Update the initial RGMM estimator θˇ = θˆ − µˆγˆgˆ(θˆ).
We note that the regularized problems (3.32) and (3.33) can be cast as linear program-
ming problems and can be solved separately by row j ∈ [p]. Both features are convenient
from a computational perspective.
Next we proceed to analyze the properties of the estimators. The following lemma pro-
vides high-level conditions on the estimators of G and Ω and on the penalty choices to
derive the needed `1-rates of convergence for the rows of γˆ and µˆ.
Lemma 3.7. Let n1/2‖Ωˆ − Ω‖∞ ≤ `Ωn and n1/2‖Gˆ − G‖∞ ≤ `Gn with probability 1 − δn and
suppose that maxj∈[p] ‖γ0j‖1 ≤ K. Let the penalty parameters satisfy n1/2λγj ≥ K`Ωn + `Gn and
λγj ≤ n−1/2`n for j ∈ [p]. Suppose that Condition LID(γ0j ,Ω) holds for each j ∈ [p]. Then, with
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probability 1− 3δn we have
max
j∈[p]
‖γˆj − γ0j‖1 ≤ Ca,1s`n(2 +K)(Ln + µn)
µn
√
n
.
Suppose that maxj∈[p] ‖µ0j‖1 ≤ K. Let the penalty parameters in (3.33) satisfyn1/2λµj ≥ 2K2`Gn+
K3`Ωn+K
2 maxj∈[m] n1/2λ
γ
j andλ
µ
j ≤ n−1/2`′n for j ∈ [p]. Suppose Condition LID(µ0j , G′Ω−1G)
holds for each j ∈ [p]. Then with probability 1− δn we have
max
j∈[p]
‖µˆj − µ0j‖1 ≤ Ca,1s`
′
n(2 +K)(Ln + µn)
µn
√
n
Lemma 3.7 builds upon the theory of RGMM with linear score functions established
in Section 3.1. As expected, condition LID is assumed to hold for the different Jacobian
matrices. Lemma 3.7 also highlights sufficient conditions on how the penalty parameters
should be chosen. Moreover, it assumes that the estimators Ωˆ and Gˆ have good rates of
convergence in the `∞-norm.
The following lemmas complement the result of Lemma 3.7 by providing conditions
and explicit bounds on the rates of convergence for the estimators of Ω andG in the linear
and non-linear case.
Lemma 3.8 (Linear Score). Consider the case of linear score, g(θ) = Gθ + g(0) where Gkj =
E[Gkj(X)], gk(0) = E[gk(X, 0)]. Let Ω = E[g(X, θ0)g(X, θ0)′] and Ωˆ = En[g(X, θˆ)g(X, θˆ)′].
Suppose that:
(i) maxk∈[m],j∈[p] E[G2kj(X)] ≤ σ2, maxk∈[m] E[g2k(0)] ≤ σ2;
(ii) n−1/2E[maxi∈[n] ‖G(Xi)‖2∞] ≤ δn log−1/2(2m);
(iii) with probability 1− δn we have maxk∈[m] En[{Gk(X)′(θˆ − θ0)}2] ≤ ∆22n;
(iv) c ≤ maxk∈[m] E[g4k(X, θ0)] ≤ C, n−1/2E[maxi∈[n] ‖g(X, θ0)‖4∞] ≤ δn log−1/2(2m).
Then, with probability 1− Cδn we have
‖Gˆ−G‖∞ ≤ Cσ
√
n−1 log(2m)
‖Ωˆ− Ω‖∞ ≤ C ′
√
n−1 log(2m) + C∆2n + ∆22n
The moment assumptions in Lemma 3.8 are quite standard and allow for m  n. Re-
quirement (iii) relies on the rate of convergence of θˆ which impacts the estimation of Ω
only. We note that there are examples in which we can bypass this term such as the ho-
moskedastic linear instrumental variable case discussed in Theorem 3.3.
Next we provide conditions to derive bounds on the estimation error of G and Ω for
the non-linear case. The conditions will assume a Lipschitz condition on the score and its
derivative as stated in (3.15) and (3.16) of condition ENM.
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Lemma 3.9 (Non-Linear Score). Let the score (gk, k ∈ [m]) and (∂jgk, j ∈ [p], k ∈ [m]),m ≥ p,
satisfy conditions (3.15)) and (3.16), with (Lk(X), Zk(X))mk=1 and (L˜kj(X), Z˜kj(X))k∈[m],j∈[p]
respectively. Suppose further that:
(i) for all j ∈ [m], l ∈ [p], E[L2j (X)Z2jl(X)] ≤ B2n, E[|Lj(X)Z ′jv|2{1 + g2k(X, θ0)}] ≤ C‖v‖2;
and for each k, j ∈ [m], l ∈ [p], E[L˜2kj(X)Z˜2kjl(X)] ≤ B2n, and E[|L˜kj(X)Z˜ ′kjv|2] ≤ C‖v‖2;
(ii) with probability 1− δn we have maxk,j∈[m],l∈[p] En[L2j (X)Z2kl{1 + g2k(X, θ0)}] ≤ B2n;
(iii) with probability 1− δn we have ‖θˆ − θ0‖` ≤ ∆`n for ` ∈ {1, 2};
(iv) E[g4k(X, θ0)] ≤ C, k ∈ [m], n−1/2E[maxi∈[n] ‖g(Xi, θ0)‖4∞] ≤ δn ∧ log−1/2m;
(v) E[G2kj(X, θ0)] ≤ C, k ∈ [m], j ∈ [p]; n−1/2E[maxi∈[n] ‖G(Xi, θ0)‖2∞] ≤ δn ∧ log−1/2m.
Then, with probability 1− C ′δn we have
‖Gˆ−G‖∞ ≤ C ′
√
n−1 log(2m) + C ′Bn∆1n
√
n−1 log(m/δn) + C ′∆2n
‖Gˆ− G˜‖∞ ≤ C ′
√
n−1 log(2m) + C ′Bn∆1n
√
n−1 log(m/δn) + C ′∆2n
‖Ωˆ− Ω‖∞ ≤ C ′
√
n−1 log(2m) + C ′Bn∆1n
√
n−1 log(mp/δn) + 2B2n∆21n + 2C∆2n.
The moment conditions are quite standard. The bounds depend on the `1 and `2-rates
of convergence of the initial RGMM estimator θˆ.
The following theorems provide results that builds upon the RGMM estimator dis-
cussed in Section 3.1 and builds upon the previous lemmas to deliver the approximate
linear expansion (3.30).
We begin with a result for the homoskedastic linear instrumental variables model. Let
Y = W ′θ0 +  with EZ = 0, E2ZZ ′ = σ2EZZ ′. Then, using the moment function
g(θ) = E[(Y − W ′θ)Z], we have G = −EZW ′, g(0) = EY Z, and Ω = σ2EZZ ′. In this
homoskedastic setting, we will compute γˆ in (3.32) with Ωˆ = EnZZ ′.
Theorem 3.3 (Homoskedastic Linear IV Model). Consider the homoskedastic high-dimensional
linear instrumental variable model. Suppose:
(1) ‖θ0‖1 ≤ K, maxj∈[p] ‖γ0j‖1 ≤ K and maxj∈[p] ‖µ0j‖1 ≤ K;
(2) Conditions LID(θ0, G), LID(γ0j ,Ω) and LID(µ0j , G′Ω−1G) hold for j ∈ [p];
(3) maxk∈[m],j∈[p] E[Z2kW 2j ] + E[Y 2Z2k ] ≤ C, c ≤ maxk∈[m] E[4Z4k ] ≤ C;
(4) n−1/2{E[maxi∈[n] ‖ZiW ′i‖2∞] + E[maxi∈[n] ‖iZi‖4∞]} ≤ δn log−1/2(2m);
(5) K + Ln + σ2 + µ−1n ≤ C.
Then for λ¯ = C ′(1+σ)
√
n−1 log(2mn) for some fixedC ′ sufficiently large, setting λγj =
1
2λ
µ
j = λ¯,
with probability 1− Cδn we have
√
n(θˇ − θ0) = (G
′Ω−1G)−1G′Ω−1√
n
∑n
i=1 iZi + r, with ‖r‖∞ ≤ Cun
provided that n−1s2 log2(pmn) ≤ u2n.
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Theorem 3.3 derives an approximate linear representation for the estimator that imme-
diately allows us to construct simultaneous confidence regions for all parameters under
the conditions of Section 2. The result exploits the homoskedasticity and bypasses the
need to estimate σ2. In turn this allows the representation to hold under the mild sparsity
requirement of n−1s2 log2(pmn) ≤ u2n.
Under more stringent requirements, the next result considers the non-linear case where
the functions gk satisfies a Lipschitz condition; see condition ENM in Section 3.1.2.
Theorem 3.4 (Non-Linear Case). Suppose the following conditions hold:
(1) ‖θ0‖1 ≤ K, maxj∈[p] ‖γ0j‖1 ≤ K and maxj∈[p] ‖µ0j‖1 ≤ K;
(2) Conditions LID(θ0, G), LID(γ0j ,Ω) and LID(µ0j , G′Ω−1G) hold for j ∈ [p];
(3) Condition ENM holds for the score (gk, k ∈ [m]) with (Lk(X), Zk(X))mk=1;
(4) Condition ENM holds for (∂jgk, j ∈ [p], k ∈ [m]), m ≥ p, with (L˜kj(X), Z˜kj(X))k∈[m],j∈[p];
(5) for all j ∈ [m], l ∈ [p], E[L2j (X)Z2jl(X)] ≤ B2n, E[|Lj(X)Z ′jv|2{1 + g2k(X, θ0)}] ≤ C‖v‖2;
and for each k, j ∈ [m], l ∈ [p], E[L˜2kj(X)Z˜2kjl(X)] ≤ B2n, and E[|L˜kj(X)Z˜ ′kjv|2] ≤ C‖v‖2;
(6) with probability 1− δn we have maxk,j∈[m],l∈[p] En[L2j (X)Z2kl{1 + g2k(X, θ0)}] ≤ B2n;
(7) E[g4k(X, θ0)] ≤ C, k ∈ [m], n−1/2E[maxi∈[n] ‖g(Xi, θ0)‖4∞] ≤ δn ∧ log−1/2m;
(8) E[G2kj(X, θ0)] ≤ C, k ∈ [m], j ∈ [p]; n−1/2E[maxi∈[n] ‖G(Xi, θ0)‖2∞] ≤ δn ∧ log−1/2m.
(9) Bn +K + Ln + µ−1n ≤ C.
For a¯ ≥ 0 and C ′ ≥ 1, let λ¯ = C ′n− 12+a¯Φ−1(1− (pmn)−1). Then, setting λγj = 12λµj = λ¯, with
probability 1− Cδn we have√
n(θˇ − θ0) = −µ0γ0gˆ(θ0) + r, with ‖r‖∞ ≤ Cun
provided that n−1+2a¯s2 log2(pmn) ≤ u2n and λ¯ ≥ Cn−1/2s1/2 log1/2(2m) for some large C > 0.
Theorem 3.4 provides one approach to constructing estimators with suitable lineariza-
tion based on the RGMM estimator and the estimators (3.32) and (3.33) for the nuisance pa-
rameters. Under suitable choice of penalty parameters, the requirementn−1s3 log2(pmn) ≤
un where un = o(log−1/2(p)) suffices to ensure that approximation errors do not distort the
asymptotic coverage of (rectangular) confidence regions. We note that the derivation of
practical choices of penalty parameters has drawn considerable attention in the literature.
Although Theorem 3.4 allows us to postulate a choice λ¯ that allows us to cover a class of
s-sparse models, it would be of interest to obtain adaptive rules that are theoretically valid
and practical. See Remark 3.3 below for some initial discussion.
Remark 3.3 (Practical Considerations for the DRGMM Estimator). We note that the penalty
choices discussed in Lemma 3.7 rely on using upper bounds of some unknown quantities.
Relying on upper bounds is common in deriving theoretical results, though using up-
per bounds in finite-samples may result in overpenalization and a deterioration in perfor-
mance. An alternative approach attempts to make the estimators adaptive to the relevant
unknown quantities. For example, we can define an alternative estimator for γ0 as the
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solution to the following optimization problem
min
γ∈Rp×m
∑
j∈[p]
‖γj‖1 : ‖γjΩˆ− (Gˆ′)j‖∞ ≤ ‖γj‖1n−1/2`Ωn + n−1/2`Gn , j ∈ [p]. (3.34)
The optimization problem in (3.34) can still be written as a linear programming problem
after adding additional variables, [23], [20], and [18]. The benefit of using (3.34) is that it
avoids trying to guess K. Similarly, we can have
min
µ∈Rp×m
∑
j∈[p]
‖µj‖1 : ‖µj γˆGˆ− e′j‖∞ ≤ ‖µj‖1λµj , j ∈ [p] (3.35)
where λµj = 2 maxj∈[p] ‖γˆj‖1n−1/2`Gn + maxj∈[p] ‖γˆj‖21n−1/2`Ωn + maxj∈[p] ‖γˆj‖1‖λγ‖∞. This
approach is justified by Ho¨lder’s inequality. Other approaches motivated by self-norma-
lization moderate deviation theory leads to non-linear problems that can be handled via
conic programming in special cases; see [24] and [17].
4. Bibliographical Notes and Open Problems
The literature on CLT with increasing dimensions is quite broad, and we refer the reader
to Appendix I in [45] for an extensive review on this topic prior to the publication of [45].
In the following discussion, we mainly focus on the development after [45]. The high-
dimensional CLT and bootstrap results in this chapter, namely Theorems 2.1–2.3, build
upon Proposition 2.1, Corollary 4.2, and Proposition 4.3, respectively, in [50], which, in
turn, improves on the results of their earlier paper [45]. Both papers use some impor-
tant technical tools, such as anti-concentration inequalities and Gaussian comparison the-
orems, obtained in [49]. [116] provides a helpful exposition of these results targeting math-
ematically oriented graduate students. [45] also provides several useful applications of
these results, including the choice of the regularization parameter for the Dantzig selector,
specification testing with a parametric model under the null and a nonparametric one un-
der the alternative, and multiple testing with FWER control. Another useful application
is testing many moment inequalities, where the number of moment inequalities is larger
than the sample size, which is studied in [46] in detail.
There are several extensions of high-dimensional CLT and bootstrap results of [45, 50].
[58] show that Condition E, which is imposed in Theorems 2.1–2.3, can be slightly im-
proved if we are only concerned with inference based on the empirical bootstrap or if we
use the multiplier bootstrap with Gaussian weights ei replaced by weights satisfying
E[ei] = 0, E[e
2
i ] = 1, E[e
3
i ] = 1, i ∈ [n]. (4.1)
In particular, they show that the term log7(pn)/n in Condition E can be replaced by the
term log5(pn)/n. To obtain their results, they circumvent the Gaussian approximation and
work directly with the bootstrap approximation. [123, 46, 122] develop time series exten-
sions of the high-dimensional CLT. [42, 43] develop extensions of the high-dimensional
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CLT and bootstrap theorems to U -statistics and randomized incomplete U -statistics, re-
spectively ([42] focuses on the second order case). [81] studies Gaussian approximation
to a high-dimensional vector of smooth Wiener functionals by combining the techniques
developed in [45, 49, 50] and Malliavin calculus.
An important feature of Theorems 2.1–2.3 is that they provide distributional approxi-
mation results for the class of rectangles. There are also many related results in the liter-
ature if we are interested in other classes of sets. For example, [28, 29] show that a re-
sult like (2.5) with A being the class of all convex sets is possible under certain moment
conditions if p = o(n2/7). More formally, [29] proves the following: Let Z1, . . . , Zn be
zero-mean independent random vectors in Rp and suppose that the covariance matrix of
SZn = n
−1/2∑n
i=1 Zi, V = n−1
∑n
i=1 E[ZiZ
′
i], is invertible; then
sup
A⊂Rp:convex
|P(SZn ∈ A)− P(N(0, V ) ∈ A)| ≤
Kp1/4
n3/2
n∑
i=1
E[‖V −1/2Zi‖32], (4.2)
whereK is a universal constant. In the simplest case where V = I and ‖Zi‖2 ≤ C√p for all
i ∈ [n] and some constant (independent of n), the right-hand side on (4.2) is O(p7/4n−1/2),
which is o(1) if p = o(n2/7). This result is straightforward to use for inference since the
covariance matrix V can be accurately estimated as long as p n. Recently, [120] improves
on the Bentskus condition in the case where Z1, . . . , Zn are i.i.d. with identity covariance
matrix, and such that ‖Zi‖2 ≤ C√p for all i ∈ [n] and some constant C; under these
conditions [120] shows that the left-hand side of (4.2) is approaching zero provided that
p = o(n2/5) up to log factors. [126] shows that the multiplier bootstrap inference over all
centered balls with weights ei satisfying (4.1) is possible if p = o(n1/2). See also [91] for some
early results regarding the multiplier bootstrap with weights ei satisfying (4.1).
Theorem 2.4 on moderate deviations of self-normalized sums extends the results of [80]
to show that the moderate deviation inequality holds, up to some corrections, even if the
original random variables in the denominator of the self-normalized sum are replaced
by suitable estimators. This is particularly helpful when we allow for many approximate
means as opposed to many exact means; see [7] for an application. Textbook-level treat-
ment of the theory of self-normalized sums can be found in [57].
Theorem 2.6 on simultaneous confidence intervals is a rather simple application of The-
orems 2.1–2.3. Similar results formulated in terms of particular applications can be found
for example in [19], [11], and [17]. Simultaneous confidence intervals also constitute an im-
portant research topic in the literature on nonparametric estimation and inference. Useful
references on this literature are provided in [48].
Theorems 2.7 and 2.8 on multiple testing with FWER control build upon [103] with
the key difference that we allow for p → ∞, and in particular p/n → ∞, as n → ∞.
A closely related analog of these theorems can be found in [45] but our conditions here
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are somewhat weaker than those in [45]. [118] explains importance of FWER control in
multiple testing. A clean textbook-level treatment of multiple testing with FWER control
can be found in [87]. A useful discussion of multiple testing in experimental economics can
be found in [88]. [104] draws a connection between multiple testing with the FWER control
and constructing sets covering the identified sets with a prescribed probability in partially
identified models and provide a stepdown procedure for constructing such sets. Note also
that our formulation of the Bonferroni-Holm procedure is slightly different but equivalent
to the commonly used formulation, e.g. in [87]. We have changed the formulation to
facilitate the comparison between the Bonferroni-Holm and Romano-Wolf procedures.
Theorem 2.9 on multiple testing with FDR control generalizes the results of [89] to al-
low for many approximate means. In turn, [89] generalizes the original results of [26] on
the Benjamini-Hochberg procedure to allow for the unknown distribution of the data and
also to allow for some dependence between the t-statistics. Moreover, [89] uses moderate
deviation for self-normalized sums theory to allow for testing in ultra-high dimensions.
Theorem 2.9 is also closely related to the results in [90], who considers multiple testing
with FDR control for a specific setting: variable selection in a high-dimensional regression
model. A useful discussion of multiple testing with FDR control and other types of control
can be found in [101]. A textbook-level treatment is provided in [69].
Our Condition C for the analysis of the Benjamini-Hochberg procedure requires that
each t-statistic is correlated with a relatively small set of other t-statistics. The procedure,
however, remains valid under the so-called positive regression dependency condition; see
[27] for details. There also has been a lot of research about related procedures; see e.g.
[102]. A radically different procedure, which also allows for FDR control but which we
did not consider in this chapter, is the knockoff filter of [5]. This alternative procedure
is designed specifically for the variable selection problem in the linear mean regression
model and requires the number of covariates to be smaller than the sample size but does
not restrict dependence between covariates in any way. See also [35] where the knockoff
filter is modified to allow for the high-dimensional regression model, with the number of
covariates exceeding the sample size, in exchange for some other conditions.
We present our high-dimensional estimation results within the context of `1-regularized
minimum distance estimation focusing on the case where the parameter vector exhibits an
approximately sparse structure. The estimation results clearly build upon fundamental
work for `1-penalized regression of [66] and [107]. This initial work has been expanded in
many directions; see, for example, the textbook treatment of [32] as well as [36], [30], [8],
[21], [7], [14], and [12] for results most closely related to the approach taken in this review.
More generally, providing methods for estimating high-dimensional models has been
an active area of research for quite some time, and there is a large collection of methods
available within the literature. [73] and [61] provide useful textbook introductions to a
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wide array of methods that are useful in high-dimensional contexts. Developing new tech-
niques for estimation in high-dimensional settings is also still an active area of research,
so the list of methods available to researchers continues to expand. Further exploring the
use of these procedures in economic applications and the impact of their use on inference
about structural parameters seems like a useful avenue to pursue.
Methods for obtaining valid inferential statements following regularization in high-
dimensional settings has been an active area of research in the recent statistics and econo-
metrics literature. Early work on inference in high-dimensional settings focused on the
exact sparsity structure with separation (from zero) discussed in Section 2.6.2; see, e.g.,
[62] for an early paper or [63] for a more recent review. A consequence of sparsity with
strong separation from zero is that model selection does not impact the asymptotic dis-
tribution of the parameters estimated in the selected model, under regularity conditions.
This property allows one to do inference using standard approximate distributions for the
parameters of the selected model ignoring that model selection was done. While conve-
nient, inferential results obtained relying on this structure may perform very poorly in
more realistic approximately sparse structures as was noted in a series of papers; see, for
example, [85] and [86].
The more recent work on inference about model parameters following the use of regu-
larization, including the procedure outlined in this chapter, has focused on providing pro-
cedures that remain valid without maintaining exact sparsity with separation. As noted in
Section 3.2, a key element in obtaining valid inferential statements is the use of estimating
equations that satisfy the Neyman orthogonality condition. This idea dates at least to [96]
who used the idea of projecting the score that identifies the parameter of interest onto the
ortho-complement of the tangent space for nuisance parameters in the construction of the
C(α), or orthogonal score, statistic. This idea also plays a key role in semiparametric and
targeted learning theory; see, for example, [2], [94], [112], [105], and [111].
Within the high-dimensional context, much of the work on inference focuses on infer-
ence for prespecified low-dimensional parameters in the presence of high-dimensional
nuisance parameters when `1 regularization or variable selection methods are used to
estimate the nuisance parameters. [15] considers inference about parameters on a low-
dimensional set of endogenous variables following selection of instruments from a high-
dimensional set using lasso in a homoscedastic, Gaussian IV model. Their approach relies
on the fact that the moment condition underlying IV estimation is Neyman orthogonal.
These ideas were further developed in the context of providing uniformly valid inference
about the parameters on endogenous variables in the IV context with many instruments
to allow non-Gaussian heteroscedastic disturbances in [7]. [14], which to our knowledge
provides the first formal statement of the Neyman orthogonality condition in the high-
dimensional setting, covers inference on the parametric components of the partially linear
model and average treatment effects. See also [13], [65], [82], [16], and [12], among others,
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for further applications and generalizations explicitly making use of Neyman orthogo-
nal estimating equations. As noted above, Neyman orthogonal estimating equations are
closely related to Neyman’s C(α)-statistic. The use of C(α) statistics for testing and es-
timation with high-dimensional approximately sparse models was first explored in the
context of quantile regression in [19] and in the context of high-dimensional generalized
linear models by [22]. Other uses of C(α)-statistics or close variants include those in [114],
[99], [119], and [98]. Finally, a different strand of the literature has focused on ex-post
“de-biasing” of estimators to enable valid inference as opposed to directly basing esti-
mation and inference on orthogonal estimating equations. While seemingly distinct, the
de-biasing approach is the same as approximately solving orthogonal estimating equa-
tions; see, for example, discussion in [54]. Important seminal contributions following the
de-biasing approach are [124], [109], and [79].
Rather than focus on a pre-specified low-dimensional parameter, one may also do in-
ference for high-dimensional parameters. [117] and [92] use sample splitting to provide
procedures for multiple inference in high-dimensional settings that can control FWER and
FDR under strong conditions. [97] also consider the construction of confidence sets for the
entire parameter vector in a sparse high-dimensional regression using sample splitting
ideas. [109] suggest using Bonferroni-Holm in conjunction with the de-sparsified lasso
using a limiting distribution derived under homoscedastic Gaussian errors. As discussed
in this chapter, the high-dimensional CLT and bootstrap results of [45] are broadly ap-
plicable for inference about high-dimensional parameters. [19] provides an early use of
these results for construction of a simultaneous confidence rectangle for many target pa-
rameters within a rich class of models estimated using orthogonal estimating equations;
see also [55] which implements inference for high-dimensional treatment or structural ef-
fects following [19]. [59] and [121] also consider bootstrap inference for many parameters
estimated with debiased estimators in high-dimensional models building on [45]. More
recently, [11] extends [19] to provide valid inference for many functional parameters, and
[18] consider inference for many parameters in a high-dimensional linear model with er-
rors in variables. Finally, [34], [127], [128], and [72] consider different approaches which
allow testing hypotheses about functionals that may involve the entire high-dimensional
parameter vector within different high-dimensional contexts.
There is also a rapidly growing body of research focused on learning economically inter-
esting parameters that uses different high-dimensional methods and/or aims to provide
reliable inferential statement under relatively weaker conditions. Data-adaptive estima-
tion of nuisance functions, with an emphasis on using high-dimensional methods, is ad-
vocated in the targeted learning literature under the nomenclature “super learner” though
many formal results in this literature are obtained in low-dimensional settings; see, e.g.,
[110], [111], and [125]. [3] is an important example that uses tree-based methods and sam-
ple splitting for estimating and performing inference about heterogeneous treatment ef-
fects. [115] considers estimation and inference for heterogeneous treatment effects using a
variant of random forests with formal results established in a low-dimensional context. In
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a high-dimensional setting, [44] use Neyman orthogonal estimating equations and sample
splitting to provide a generic procedure for inference about low-dimensional parameters
under weak conditions that allow for the use of wide variety of high-dimensional, ma-
chine learning methods. Sample splitting and orthogonal estimating equations are also
employed in [53], which considers inference for high-dimensional conditional heteroge-
neous treatment effects. These ideas are also extended in [52] which provides inference for
a variety of useful functionals of heterogeneous treatment effects, such as the best linear
predictor of the conditional average treatment effect function, estimated via generic high-
dimensional methods using sample splitting while accounting for uncertainty introduced
from the sample splits under very mild conditions. [17] provides multipurpose inference
methods for high-dimensional causal effects which cover endogenous treatments. [4] use
a reweighting after regression adjustment via lasso which allows valid inference for the
average treatment effect to be performed under very weak conditions on the propensity
score as long as treatment and control conditional mean functions are linear. [56] considers
inference for linear functionals of conditional expectations with estimated Riesz represen-
ters under very weak conditions. Note that among applications of [56] is estimation of
average treatment effects, and that the conditions of [56] also impose weak assumptions
on the propensity score. The advantage of [56]’s approach over that in [4] is that the former
explicitly allows the tradeoff in the rate of estimating the inverse propensity score with the
rate of estimating the regression function, allowing misspecification of both functions. The
regularity conditions are also substantively weaker, for example allowing regressions func-
tions be completely non-sparse when the inverse propensity score is well-approximated.
Most of the work in the recent literature on high-dimensional estimation and inference
relies on approximate sparsity to provide dimension reduction and the corresponding use
of sparsity-based estimators. Dense models are appealing in many settings and may be
usefully employed in more moderate-dimensional settings. The many weak-instrument
regime, popular in econometrics since at least [6], provides one such example. Approaches
which provide valid inference for structural parameters within this setting can all be viewed
as making use of regularization to avoid dramatic overfitting in the relationship between
endogenous variables and the many available instruments. See, for example, [41], [100],
[37], and [71] for approaches that explicitly use regularized first-stage estimation within
a dense model framework. [39] and [40] consider inference for a low-dimensional set of
coefficients in a linear model with number of variables proportional to but smaller than
the sample size in a framework allowing for the coefficients on the nuisance variables to
be dense. Within the same framework, [38] extend this work to address inference about
parameters estimated using two-step procedures where the first step is a linear regression
with many variables.
We conclude these bibliographic notes by noting that the references to the high-dimensional
literature provided above are necessarily selective. The literature on high-dimensional es-
timation and inference is large and rapidly expanding, and it is impractical to give more
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than a cursory overview highlighting a few examples. The goal of this review is to provide
readers with a few key papers in several areas and a taste of existing results.
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Appendix A. Fundamental Tools
A.1. Tool Set 1: Moderate Deviation Inequality for Self-normalized Sums.
Lemma A.1. Let ξ1, . . . , ξn be independent mean-zero random variables with n−1
∑n
i=1 E[ξ
2
i ] ≥ 1
and E[|ξi|2+ν ] < ∞ for all i ∈ [n] where 0 < ν ≤ 1. Let Sn :=
∑n
i=1 ξi, V
2
n :=
∑n
i=1 ξ
2
i , and
Dn,ν := (n
−1∑n
i=1 E[|ξi|2+ν ])1/(2+ν). Then uniformly in 0 ≤ x ≤ n
ν
2(2+ν) /Dn,ν ,∣∣∣∣P(Sn/Vn ≥ x)1− Φ(x) − 1
∣∣∣∣ ≤ Kn−ν/2D2+νn,ν (1 + x)2+ν ,
where K is a universal constant.
Proof. See Theorem 7.4 in [57] or the original paper, [80]. Note that the formulation in these
sources requires that n−1
∑n
i=1 E[ξ
2
i ] = 1 but it it is trivial to show that we can instead
assume that n−1
∑n
i=1 E[ξ
2
i ] ≥ 1. 
A.2. Tool Set 2: Maximal and Deviation Inequalities.
Lemma A.2. Let X1, . . . , Xn be independent random vectors in Rp. In addition, define σ2 :=
maxj∈[p]
∑n
i=1 E[X
2
ij ]. Then for every s > 1 and t > 0,
P
(
max
j∈[p]
∣∣∣ n∑
i=1
(Xij − E[Xij ])
∣∣∣ ≥ 2E[max
j∈[p]
∣∣∣ n∑
i=1
(Xij − E[Xij ])
∣∣∣]+ t)
≤ e−t2/(3σ2) + Ks
ts
n∑
i=1
E
[
max
j∈[p]
|Xij − E[Xij ]|s
]
,
where Ks is a constant depending only on s.
Proof. See Lemma E.2 in [50]. 
Lemma A.3. Let X1, . . . , Xn be independent random vectors in Rp with p ≥ 2. Define M :=
maxi∈[n] maxj∈[p] |Xij | and σ2 := maxj∈[p]
∑n
i=1 E[X
2
ij ]. Then
E
[
max
j∈[p]
∣∣∣ n∑
i=1
(Xij − E[Xij ])
∣∣∣] ≤ K(σ√log p+√E[M2] log p),
where K is a universal constant.
Proof. See Lemma 8 in [49]. 
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Lemma A.4. LetX1, . . . , Xn be independent random vectors in Rp with p ≥ 2 such thatXij ≥ 0
for all i ∈ [n] and j ∈ [p]. Define M := maxi∈[n] maxj∈[p]Xij . Then for any s ≥ 1 and t > 0,
P
(
max
j∈[p]
n∑
i=1
Xij ≥ 2E
[
max
j∈[p]
n∑
i=1
Xij
]
+ t
)
≤ KE[M s]/ts.
where K is a constant depending only on s.
Proof. See Lemma E.4 in [50]. 
Lemma A.5. LetX1, . . . , Xn be independent random vectors in Rp with p ≥ 2 such thatXij ≥ 0
for all i ∈ [n] and j ∈ [p]. Define M := maxi∈[n] maxj∈[p]Xij . Then
E
[
max
j∈[p]
n∑
i=1
Xij
]
≤ K
(
max
j∈[p]
E
[
n∑
i=1
Xij
]
+ E[M ] log p
)
,
where K is a universal constant.
Proof. See Lemma 9 in [49]. 
Lemma A.6. Let (Y1, . . . , Yp)T be a Gaussian random vector with E[Yj ] = 0 and E[Y 2j ] ≤ 1 for
all j ∈ [p]. For α ∈ (0, 1), let c(α) denote the (1 − α) quantile of the distribution of maxj∈[p] Yj .
Then c(α) ≤ √2 log p+√2 log(1/α).
Proof. By the Borell-Sudakov-Tsirel’son inequality (Theorem A.2.1 in [113]), for every r >
0,
P
(
max
j∈[p]
Yj ≥ E
[
max
j∈[p]
Yj
]
+ r
)
≤ e−r2/2,
which implies that
c(α) ≤ E
[
max
j∈[p]
Yj
]
+
√
2 log(1/α). (A.1)
In addition, by Proposition A.3.1 in [106],
E
[
max
j∈[p]
Yj
]
≤
√
2 log p (A.2)
Combining (A.1) and (A.2) leads to the desired result. 
A.3. Tool Set 3: High-dimensional Central Limit and Bootstrap Theorem, Gaussian
Comparison and Anti-Concentration Inequalities. In Theorems A.1–A.3 below, we will
follow the following setting: Let X1, . . . , Xn be independent zero-mean random vectors
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in Rp , and consider SXn = n−1/2
∑n
i=1Xi. Denote by V = n−1
∑n
i=1 E[XiX
′
i] the covari-
ance matrix of SXn (which we assume to exist). In addition, let A denote the class of all
rectangles in Rp, i.e. sets of the form
A =
{
w = (w1, . . . , wp)
′ ∈ Rp : wlj ≤ wj ≤ wrj for all j ∈ [p]
}
,
where wl = (wl1, . . . , wlp)′ and wr = (wr1, . . . , wrp)′ are p-dimensional vectors with com-
ponents in (R ∪ {−∞} ∪ {+∞})p.
Theorem A.1 (High-dimensional CLT). Assume that for some constants b > 0 and B ≥ 1,
1
n
n∑
i=1
E[X2ij ] ≥ b and
1
n
n∑
i=1
E[|Xij |2+k] ≤ B for all j ∈ [p] and k = 1, 2. (A.3)
Then the following claims hold: (i) if
E[exp(|Xij |/B)] ≤ 2 for all i ∈ [n] and j ∈ [p], (A.4)
then
sup
A∈A
|P(SXn ∈ A)− P(N(0, V ) ∈ A)| ≤ K1
(
B2 log7(pn)
n
)1/6
, (A.5)
where K1 is a constant depending only on b; (ii) if for some constant q ∈ [3,∞),
E
[
max
j∈[p]
(|Xij |/B)q
]
≤ 1 for all i ∈ [n], (A.6)
then
sup
A∈A
|P(SXn ∈ A)− P(N(0, V ) ∈ A)| ≤ K2
((
B2 log7(pn)
n
)1/6
+
(
B2 log3(pn)
n1−2/q
)1/3)
,
(A.7)
where K2 is a constant depending only on b and q.
Proof. See Proposition 2.1 in [50]. 
Theorem A.2 (Multiplier Bootstrap). Let e1, . . . , en be i.i.d. N(0, 1) random variables that are
independent of X1, . . . , Xn and consider SeXn = n−1/2
∑n
i=1 eiXi. Assume that (A.3) holds for
some constants b > 0 and B ≥ 1. Recall Xn1 = (X1, . . . , Xn). Then the following claims hold: (i)
if (A.4) is satisfied, then for any constant β ∈ (0, e−1) with probability at least 1− β,
sup
A∈A
|P(SeXn ∈ A | Xn1 )− P(N(0, V ) ∈ A)| ≤ K1
(
B2 log5(pn) log2(1/β)
n
)1/6
,
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where K1 is a constant depending only on b; (ii) if (A.6) is satisfied for some constant q ∈ [4,∞),
then for any constant β ∈ (0, e−1) with probability at least 1− β,
sup
A∈A
|P(SeXn ∈ A | Xn1 )− P(N(0, V ) ∈ A)|
≤ K2
(B2(log p+ log(1/β)) log4 p
n
)1/6
+
(
B2(log p+ β−2/q) log2 p
n1−2/q
)1/3 ,
where K2 is a constant depending only on b and q.
Proof. The claim under (A.4) is proven in Corollary 4.2 of [50]. (Note that there, SeXn =
n−1/2
∑n
i=1 eiXi is replaced by n−1/2
∑n
i=1 ei(Xi − X¯n), where X¯n := n−1
∑n
i=1Xi is the
sample mean, but since Xi’s have mean zero, this change is not essential).
The claim under (A.6) improves upon Corollary 4.2 of [50]. To prove the asserted claim,
note that, by Remark 4.1 in [50], there exists a constant K > 0 depending only on b such
that on the event ∆n ≤ ∆¯n,
sup
A∈A
|P(SeXn ∈ A | Xn1 )− P(N(0, V ) ∈ A)| ≤ K∆¯1/3n log2/3 p, (A.8)
where
∆n := max
1≤j,k≤p
∣∣∣∣∣ 1n
n∑
i=1
(XijXik − E[XijXik])
∣∣∣∣∣ .
Also, as in the proof of Proposition 4.1 in [50], case (E.2), for all t > 0,
P
(
∆n > C
((
B2 log p
n
)1/2
+
B2 log p
n1−2/q
)
+ t
)
≤ exp
(
− nt
2
3B2
)
+
cBq
tq/2nq/2−1
,
where c, C > 0 are constants depending only on b and q. Thus, setting
t = C¯
((
B2 log(1/β)
n
)1/2
+
B2
β2/qn1−2/q
)
for sufficiently large C¯, which can be chosen to depend only on b and q, shows that with
probability at least 1− β,
∆n ≤ (C + C¯)
((
B2(log p+ log(1/β))
n
)1/2
+
B2(log p+ β−2/q)
n1−q/2
)
.
The asserted claim follows by combining this bound with (A.8). 
Theorem A.3 (Empirical Bootstrap). Let X∗1 , . . . , X∗n be i.i.d. random vectors from the em-
pirical distribution of X1, . . . , Xn and consider SX
∗
n = n
−1/2∑n
i=1(X
∗
i − X¯n), where X¯n =
n−1
∑n
i=1Xi is the sample mean. Assume that (A.3) holds for some constants b > 0 and B ≥ 1.
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Then the following claims hold: (i) if (A.4) is satisfied, then for any constant β ∈ (n−2, e−1) with
probability at least 1− β,
sup
A∈A
|P(SX∗n ∈ A | Xn1 )− P(N(0, V ) ∈ A)| ≤ K1
(
B2 log7(pn)
n
)1/6
,
where K1 is a constant depending only on b; (ii) if (A.6) is satisfied for some constant q ∈ [4,∞),
then for any constant β ∈ (n−2, e−1) with probability at least 1− β,
sup
A∈A
|P(SX∗n ∈ A | Xn1 )− P(N(0, V ) ∈ A)|
≤ K2
((
B2 log7(pn)
n
)1/6
+
(
B2 log3(pn)
β2/qn1−2/q
)1/3)
,
where K2 is a constant depending only on b and q.
Proof. This is Proposition 4.3 in [50]. 
Lemma A.7 (Gaussian Comparison). Let Y = (Y1, . . . , Yp)′ and Z = (Z1, . . . , Zp)′ be mean-
zero Gaussian random vectors in Rp with covariance matrices ΣY = (ΣYjk)1≤j,k≤p and ΣZ =
(ΣZjk)1≤j,k≤p, respectively. Let ∆ := maxj,k∈[p] |ΣYjk −ΣZjk| and letA be the class of all rectangles
in Rp. Suppose that minj∈[p] ΣYjj
∨
minj∈[p] ΣZjj ≥ σ2 for some constant σ > 0. Then
sup
A∈A
|P (Y ∈ A)− P (Z ∈ A)| ≤ C∆1/3 log2/3 p,
where C is a constant that depends only on σ.
Proof. The proof is implicit in the proof of Theorem 4.1 in [50]. This Gaussian comparison
inequality here improves slightly on the original Gaussian comparison inequality in [49].

Lemma A.8 (Anti-concentration Inequality). Let Z = (Z1, . . . , Zp)′ be a mean-zero Gaussian
random vector in Rp with σ2j := E[Z2j ] > 0 for j ∈ [p]. Denote σ := minj∈[p] σj . Then for all
 > 0 and x = (x1, . . . , xp)′ ∈ Rp, we have
P(Z ≤ x+ )− P(Z ≤ x) ≤ 
σ
(
√
2 log p+ 2), (A.9)
where x+  = (x1 + , . . . , xp + )′.
Proof. This is Nazarov’s inequality stated in Lemma A.1 in [50]. For a detailed proof of
Lemma A.8, see [51]. 
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Appendix B. Proofs for Section 2
Proof of Theorem 2.1. Take any rectangleA ∈ A. Then there exist vectorswl = (wl1, . . . , wlp)′
and wr = (wr1, . . . , wrp)′ in Rp such that
A =
{
w = (w1, . . . , wp)
′ ∈ Rp : wlj ≤ wj ≤ wrj for all j ∈ [p]
}
.
Also, denote ∆n := δn/
√
log p and let
A+ :=
{
w = (w1, . . . , wp)
′ ∈ Rp : wjl −∆n ≤ wj ≤ wjr + ∆n for all j ∈ [p]
}
,
so that A+ ∈ A is also a rectangle and A ⊂ A+. Then, by Condition A and linearization
(2.1),
P(
√
n(θˆ − θ0) ∈ A) ≤
(
1√
n
n∑
i=1
Zi ∈ A+
)
+ βn. (B.1)
In addition, under Conditions M and E, it follows from Theorem A.1 that
P
(
1√
n
n∑
i=1
Zi ∈ A+
)
≤ P(N(0, V ) ∈ A+) +K1δn, (B.2)
where K1 is a constant that depends only on q.
Further, for any vector a = (a1, . . . , ap)′ ∈ Rp and any number b ∈ R, let a + b and
a − b be vectors in Rp defined by (a + b)j = aj + b and (a − b)j = aj − b for all j ∈ [p],
respectively. Note that w = (w1, . . . , wp)′ ∈ A+\A implies that either wj ≤ wjr + ∆n for all
j but wj > wjr for some j or wj ≥ wjl−∆n for all j but wj < wjl for some j. Hence, by the
union bound,
P
(
N(0, V ) ∈ A+\A) ≤ P (N(0, V ) ≤ wr + ∆n)− P (N(0, V ) ≤ wr)
+ P (N(0, V ) ≥ wl −∆n)− P (N(0, V ) ≥ wl) .
In turn, by the anti-concentration inequality, Lemma A.8,
P (N(0, V ) ≤ wr + ∆n)− P (N(0, V ) ≤ wr) ≤ K2∆n
√
log p ≤ K2δn
and
P (N(0, V ) ≥ wl −∆n)− P (N(0, V ) ≥ wl)
= P (−N(0, V ) ≤ −wl + ∆n)− P (−N(0, V ) ≤ −wl) ≤ K2δn
for some universal constant K2. Therefore,
P
(
N(0, V ) ∈ A+) ≤ P (N(0, V ) ∈ A) + 2K2δn.
Combining this inequality with (B.1) and (B.2) gives
P(
√
n(θˆ − θ0) ∈ A) ≤ P (N(0, V ) ∈ A) + βn + (K1 + 2K2)δn, (B.3)
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which is the upper bound for P(
√
n(θˆ − θ0) ∈ A). To establish the lower bound, one can
use the same argument with the rectangle
A− :=
{
w = (w1, . . . , wp)
′ ∈ Rp : wlj + ∆n ≤ wj ≤ wrj −∆n for all j ∈ [p]
}
,
and obtain
P(
√
n(θˆ − θ0) ∈ A) ≥ P (N(0, V ) ∈ A)− βn − (K1 + 2K2)δn. (B.4)
Combining (B.3) and (B.4) gives the asserted claim with C := 1 +K1 + 2K2. 
Proof of Theorem 2.2. First, we consider the case of E.1. Take any rectangle A ∈ A. Then
there exist vectors in Rp, wl = (wl1, . . . , wlp)′ and wr = (wr1, . . . , wrp)′, such that
A =
{
w = (w1, . . . , wp)
′ ∈ Rp : wlj ≤ wj ≤ wrj for all j ∈ [p]
}
.
Also, denote ∆n := δn/
√
log(pn). Now, observe that conditional on (Zi, Zˆi)ni=1, for all
j ∈ [p], the random variable n−1/2∑ni=1 ei(Zˆij −Zij) is zero-mean Gaussian with variance
n−1
∑n
i=1(Zˆij−Zij)2. Hence, by the Borell-Sudakov-Tsirel’son inequality, for anyα ∈ (0, 1),
Pe
(
max
j∈[p]
∣∣∣∣∣ 1√n
n∑
i=1
ei(Zˆij − Zij)
∣∣∣∣∣ > maxj∈[p]
√
En[(Zˆij − Zij ])2
(√
2 log p+
√
2 log(1/α)
))
is bounded from above by 2α. Therefore, setting α = δn/2 ≥ 1/(2n) and using Condition
A shows that there exists a universal constantK1 such that with probability at least 1−βn,
Pe
(
max
j∈[p]
∣∣∣∣∣ 1√n
n∑
i=1
ei(Zˆij − Zij)
∣∣∣∣∣ > K1∆n
)
≤ δn. (B.5)
Hence, letting
A+ :=
{
w = (w1, . . . , wp)
′ ∈ Rp : wlj −K1∆n ≤ wj ≤ wrj +K1∆n for all j ∈ [p]
}
,
so thatA+ ∈ A is also a rectangle andA ⊂ A+, implies that with probability at least 1−βn,
Pe
(
1√
n
n∑
i=1
eiZˆi ∈ A
)
≤ Pe
(
1√
n
n∑
i=1
eiZi ∈ A+
)
+ δn. (B.6)
Further, by Theorem A.2, there exists a universal constant K2 such that
Pe
(
1√
n
n∑
i=1
eiZi ∈ A+
)
≤ P(N(0, V ) ∈ A+) +K2δn (B.7)
holds with probability at least 1− (2n)−1. Also, like in the proof of Theorem 2.1,
P(N(0, V ) ∈ A+) ≤ P(N(0, V ) ∈ A) +K1K3∆n
√
log p ≤ P(N(0, V ) ∈ A) +K1K3δn,
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where K3 is a universal constant. Combining this inequality with (B.6) and (B.7) and not-
ing that
√
n(θˆ∗− θˆ) = n−1/2∑ni=1 eiZˆi shows that with probability at least 1−βn− (2n)−1,
Pe(
√
n(θˆ∗ − θˆ) ∈ A) ≤ P(N(0, V ) ∈ A) + Cδn, (B.8)
where C = 1+K2 +K1K3, which is the upper bound for Pe(
√
n(θˆ∗− θˆ) ∈ A). To establish
the lower bound, one can use the same argument with the rectangle
A− :=
{
w = (w1, . . . , wp)
′ ∈ Rp : wlj +K1∆n ≤ wj ≤ wrj −K1∆n for all j ∈ [p]
}
,
and obtain that with probability at least 1− βn − (2n)−1,
Pe(
√
n(θˆ∗ − θˆ) ∈ A) ≥ P (N(0, V ) ∈ A)− Cδn. (B.9)
Combining (B.8) and (B.9) and noting that the same event (B.5) is used to establish both
(B.8) and (B.9) gives the asserted claim for the Gaussian bootstrap in the case of E.1.
In the case of E.2, we proceed through the same steps but we note that (B.7) only holds
with probability at least 1− (log n)−2/2. This completes the proof of the theorem. 
Proof of Theorem 2.3. Note that we can assume without loss of generality that δn ≤ 1 since
otherwise the claims of the theorem are trivial. Therefore, since (B2n log7(pn)/n)1/6 ≤ δn
by Condition E and Bn ≥ 1, it follows that log7(pn)/n ≤ 1, and so δn ≥ log3(pn)/
√
n. This
bound will be useful later in the proof.
Now, conditional on (Zi, Zˆi)ni=1, the random vector
1√
n
n∑
i=1
(ei − 1)(Zˆi − Zi)
is equal in distribution to
1√
n
n∑
i=1
(
(Zˆi − Zi)∗ − 1
n
n∑
l=1
(Zˆl − Zl)
)
,
where (Zˆi − Zi)∗, i ∈ [n], are i.i.d. random vectors from the empirical distribution of
Zˆ1 − Z1, . . . , Zˆn − Zn. Also, by Condition A,
max
j∈[p]
(En[(Zˆij − Zij)2])1/2 ≤ δn/ log(pn) (B.10)
holds with probability at least 1− βn. In addition, by the assumption of the theorem,
max
i∈[n]
max
j∈[p]
∣∣∣∣∣Zˆij − Zij − 1n
n∑
l=1
(Zˆlj − Zlj)
∣∣∣∣∣ ≤ 2 (B.11)
holds with probability at least 1−βn. Therefore, applying the union bound and Bernstein’s
inequality (cf. [113], Lemma 2.2.9 or [31], p.36) on the intersection of events (B.10) and
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(B.11) shows that with probability at least 1− 2βn, for any t > 0,
Pe
(
max
j∈[p]
∣∣∣∣∣ 1√n
n∑
i=1
(ei − 1)(Zˆi − Zi)
∣∣∣∣∣ > t
)
≤ 2p exp
(
− nt
2/2
nδ2n/ log
2(pn) + 2
√
nt/3
)
.
Hence, since δn ≥ log3(pn)/
√
n, there exists a universal constant K1 > 0 such that for
∆n := δn/
√
log(pn), with probability at least 1− 2βn,
Pe
(
max
j∈[p]
∣∣∣∣∣ 1√n
n∑
i=1
(ei − 1)(Zˆi − Zi)
∣∣∣∣∣ > K1∆n
)
≤ δn. (B.12)
The rest of the proof proceeds through the same steps as those in the proof of Theorem
2.2 with (B.12) replacing (B.5) and applying Theorem A.3 instead of A.2. Note that in the
case of E.2, we obtain δn log1/3 n on the right-hand side of the bound (2.9) instead of δn, as
we had for the Gaussian bootstrap in Theorem 2.2, because the bound in Theorem A.3 is
slightly worse than that in Theorem A.2. 
Proof of Theorem 2.4. We split the proof into three steps.
Step 1. Here we show that there exists n1 depending only on C¯ such that for all n ≥ n1,
P
(
1
n
n∑
i=1
Z2ij ≤
1
2
for some j ∈ [p]
)
≤ 1
pn
. (B.13)
To prove (B.13), we will use the following inequality: If X1, . . . , Xn are independent non-
negative random variables, then for any t > 0,
P
(
n∑
i=1
(Xi − E[Xi]) ≤ −t
)
≤ exp
(
− t
2
2
∑n
i=1 E[X
2
i ]
)
, (B.14)
which can be found in Exercise 2.9 of [31]. Specifically, since
(2C¯)3Bn log
3/2(pn)√
n
≤ δn ≤ 1,
it follows that there exists n1 depending only on C¯ such that for all n ≥ n1,
16B2n log(pn)
n
=
16B2n log
3(pn)
n log2(pn)
≤ 16
(2C¯)6 log2(pn)
≤ 1. (B.15)
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Then for all n ≥ n1 and j = 1, . . . , p,
P
(
1
n
n∑
i=1
Z2ij ≤
1
2
)
≤ P
(
1
n
n∑
i=1
Z2ij ≤
1
2n
n∑
i=1
E[Z2ij ]
)
= P
(
n∑
i=1
Z2ij ≤
1
2
n∑
i=1
E[Z2ij ]
)
= P
(
n∑
i=1
(Z2ij − E[Z2ij ]) ≤ −
1
2
n∑
i=1
E[Z2ij ]
)
≤ exp
(
−(
∑n
i=1 E[Z
2
ij ])
2
8
∑n
i=1 E[Z
4
ij ]
)
≤ exp
(
− n
2
8nB2n
)
≤ exp(−2 log(pn)) = (pn)−2, (B.16)
where the inequality in the first line follows from Condition M, the inequality in the second
line from (B.14) withXi = Z2ij and t = 2−1
∑n
i=1 E[Z
2
ij ], the first inequality in the third line
from Condition M, and the second inequality in the third line from (B.15). Combining
(B.16) with the union bound gives (B.13).
Step 2. Here we show that for all n ≥ n1,
P
(
max
j∈[p]
∣∣∣∣∣(
∑n
i=1 Zˆ
2
ij)
1/2
(
∑n
i=1 Z
2
ij)
1/2
− 1
∣∣∣∣∣ > δn
√
2
log(pn)
)
≤ βn + (pn)−1. (B.17)
To show (B.17), note that for all n ≥ n1, the left-hand side of (B.17) is equal to
P
(
max
j∈[p]
|(∑ni=1 Zˆ2ij)1/2 − (∑ni=1 Z2ij)1/2|
(
∑n
i=1 Z
2
ij)
1/2
>
δn
√
2
log(pn)
)
≤ P
(
max
j∈[p]
(
∑n
i=1(Zˆij − Zij)2)1/2
(
∑n
i=1 Z
2
ij)
1/2
>
δn
√
2
log(pn)
)
≤ P
max
j∈[p]
(
1
n
n∑
i=1
(Zˆij − Zij)2
)1/2
>
δn
log(pn)
+ (pn)−1 ≤ βn + (pn)−1,
where the second line follows from the triangle inequality, and the third one from Step 1
and Condition A. This gives (B.17).
Step 3. Here we complete the proof. Fix 1 ≤ x ≤ C¯ log1/2(pn) and denote
∆n(x) := KBn(1 + x)
3/
√
n ≤ K(2C¯)3Bn log3/2(pn)/
√
n ≤ Kδn, (B.18)
where K is a universal constant from Lemma A.1. Now, fix j ∈ [p] and observe that for all
n ≥ n1,
P
(
n(θˆj − θ0j)
(
∑n
i=1 Zˆ
2
ij)
1/2
> x
)
≤ P
(
n(θˆj − θ0j)
(
∑n
i=1 Z
2
ij)
1/2
> x− x
∣∣∣∣∣(
∑n
i=1 Zˆ
2
ij)
1/2
(
∑n
i=1 Z
2
ij)
1/2
− 1
∣∣∣∣∣
)
≤ P
(
n(θˆj − θ0j)
(
∑n
i=1 Z
2
ij)
1/2
> x−
√
2xδn
log(pn)
)
+ βn + (pn)
−1, (B.19)
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where the second inequality follows from Step 2. Further, by linearization (2.1),
n(θˆj − θ0j) =
n∑
i=1
Zij +
√
nrnj ,
and by Condition A,
P
(
max
j∈[p]
|rnj | > δn/
√
log(pn)
)
≤ βn.
Hence, for all n ≥ n1, the probability in (B.19) is bounded from above by
P
( ∑n
i=1 Zij
(
∑n
i=1 Z
2
ij)
1/2
> x−
√
2xδn
log(pn)
−
√
2δn√
log(pn)
)
+ βn + (pn)
−1, (B.20)
where we used Step 1 to bound
∑n
i=1 Z
2
ij . Next, since δn ≤ 1 and x ≥ 1, there exists
universal n2 such that for all n ≥ n2, we have 2
√
2δn ≤ log(pn) and x ≥ 2
√
2δn/
√
log(pn).
Then for all n ≥ n2,
0 ≤ x−
√
2xδn
log(pn)
−
√
2δn√
log(pn)
≤ x ≤ C¯ log1/2(pn) ≤ n1/6/B1/3n ,
and so by Lemma A.1, for all n ≥ n2, the probability in (B.20) is bounded from above by(
1− Φ
(
x−
√
2xδn
log(pn)
−
√
2δn√
log p
))
(1 + ∆n(x)). (B.21)
Further, for any y, z ≥ 0, we have Φ(y + z) − Φ(y) ≤ zφ(y), where φ is the pdf of the
standard normal distribution, and for any y ≥ 1, φ(y) ≤ 2y(1− Φ(y)); see Proposition 2.5
in [60]. Hence, denoting γn :=
√
2xδn/ log(pn) +
√
2δn/
√
log(pn), we have for all n ≥ n2
that
−Φ
(
x−
√
2xδn
log(pn)
−
√
2δn√
log(pn)
)
= −Φ(x− γn) ≤ −Φ(x) + γnφ(x− γn)
≤ −Φ(x) + γnφ(x)exγn ≤ −Φ(x) + 2xγnexγn(1− Φ(x)).
Therefore, for all n ≥ n2, the expression in (B.21) is bounded from above by
(1− Φ(x))(1 + 2xγnexγn)(1 + ∆n(x)).
Thus, using
xγn =
√
2x2δn
log(pn)
+
√
2xδn√
log(pn)
≤
√
2(C¯2 + C¯)δn ≤
√
2(C¯2 + C¯),
and (B.18) shows that there exists a constant C depending only on C¯ such that for all n ≥
n0 := n1 ∨ n2,
P
(
n(θˆj − θ0j)
(
∑n
i=1 Zˆ
2
ij)
1/2
> x
)
− (1− Φ(x)) ≤ C
(
δn(1− Φ(x)) + βn + (pn)−1
)
.
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This provides the upper bound in (2.10). To establish the lower bound, we use the same
argument and note that for all n ≥ n2, we have
0 ≤ x+
√
2xδn
log(pn)
+
√
2δn√
log(pn)
≤ 2x ≤ 2C¯ log1/2(pn) ≤ n1/6/B1/3n ,
which ensures that we can use Lemma A.1. This completes the proof of (2.10).
To prove (2.11), we proceed like in the beginning of this step to show that for all n ≥ n0
and all 1 ≤ x ≤ C¯ log1/2(pn),
P
(
max
j∈[p]
n(θˆj − θ0j)
(
∑n
i=1 Zˆ
2
ij)
1/2
> x
)
≤ P
(
max
j∈[p]
∑n
i=1 Zij
(
∑n
i=1 Z
2
ij)
1/2
> x
)
+ C(βn + (pn)
−1).
In addition, by the union bound,
P
(
max
j∈[p]
∑n
i=1 Zij
(
∑n
i=1 Z
2
ij)
1/2
> x
)
≤ pmax
j∈[p]
P
( ∑n
i=1 Zij
(
∑n
i=1 Z
2
ij)
1/2
> x
)
,
and, by the arguments above, for all n ≥ n0, j ∈ [p], and 1 ≤ x ≤ C¯ log1/2(pn),
P
( ∑n
i=1 Zij
(
∑n
i=1 Z
2
ij)
1/2
> x
)
≤ (1−Φ(x))(1+2xγnexγn)(1+∆n(x)) ≤ 1−Φ(x)+Cδn(1−Φ(x)),
so that
P
(
max
j∈[p]
n(θˆj − θ0j)
(
∑n
i=1 Zˆ
2
ij)
1/2
> x
)
≤ p(1− Φ(x)) + C
(
pδn(1− Φ(x)) + βn + (pn)−1
)
.
Setting x = Φ(1− α/p) here gives (2.11) and completes the proof of the theorem. 
Proof of Theorem 2.5. Without loss of generality, we can assume that δn ≤ 1 since oth-
erwise the result is trivial (by choosing C large enough). Also, there exists a universal
constant n1 such that log4(pn) ≥ (2
√
2)6 for all n ≥ n1, and so under Condition E, for all
n ≥ n1,
(2
√
2)6B2n log
3(pn)
n
≤ (2
√
2)6δ6n
log4(pn)
≤ (2
√
2)6δ2n
log4(pn)
≤ δ2n.
In addition, let n0 be a universal constant from Corollary 2.1. Clearly, it suffices to prove
the result for n ≥ n0 ∨ n1 since the result for n < n0 ∨ n1 is trivial. Then, by Corollary 2.1,
P
(
max
j∈[p]
|√n(θˆj − θ0j)|
(En[Zˆ2ij ])1/2
>
√
2 log(pn)
)
≤ 2C(βn + n−1),
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where C is a universal constant, and so with probability at least 1 − βn − 2C(βn + n−1),
for all j ∈ [p],
|√n(wˆj − wj)(θˆj − θ0j)| = |
√
n(θˆj − θ0j)|
(En[(Zˆij)2])1/2
× |wˆj − wj |(En[(Zˆij)2])1/2
≤
√
2 log(pn)× (δn/ log(pn)) =
√
2δn/
√
log(pn),
where we used Condition W. Also, by Conditions A and W, with probability at least 1−βn,
for all j ∈ [p],∣∣∣∣∣√nwj(θˆj − θ0j)− 1√n
n∑
i=1
wjZij
∣∣∣∣∣ = wj |rnj | ≤ CW |rnj | ≤ CW δn/√log(pn).
Conclude that
√
nWˆ (θˆ − θ0) = 1√
n
n∑
i=1
WZi + r¯n, (B.22)
where r¯n = (r¯n1, . . . r¯np)′ is such that
P(‖r¯n‖∞ > (CW +
√
2)δn/
√
log(pn)) ≤ 2βn + 2C(βn + n−1). (B.23)
Next, by the triangle inequality,
(En[(wˆjZˆij − wjZij)2])1/2 ≤ |wˆj − wj |(En[(Zˆij)2])1/2 + wj(En[(Zˆij − Zij)2])1/2,
and so by Conditions A and W,
P
(
max
j∈[p]
En[(wˆjZˆij − wjZij)2] > (CW + 1)2δ2n/ log2(pn)
)
≤ 2βn. (B.24)
Thus, applying Theorem 2.1 for linearization (B.22), with (B.23) and (B.24) playing the role
of Condition A, shows that
sup
A∈A
∣∣∣P(√nWˆ (θˆ − θ0) ∈ A)− P(WN(0, V ) ∈ A)∣∣∣ ≤ (C/2)(δn + βn + n−1) ≤ C(δn + βn)
(B.25)
for some constant C depending only on CW , and applying Theorem 2.2 shows that
sup
A∈A
∣∣∣Pe(√nWˆ (θˆ∗ − θˆ) ∈ A)− P(WN(0, V ) ∈ A)∣∣∣ ≤ Cδn (B.26)
holds with probability at least 1 − 2βn − n−1 in the case of E.1 and 1 − 2βn − (log n)−2 in
the case of E.2 since the proof of Theorem 2.2 only requires the second part of Condition
A.
We are now able to prove (2.16) and (2.17). To prove (2.16), denoting n := C(δn + βn),
we have by (B.25) that
P(‖√nWˆ (θˆ − θ0)‖∞ ≤ λg(1− α− n)) ≤ P(‖N(0, V )‖∞ ≤ λg(1− α− n)) + n
≤ 1− α− n + n = 1− α,
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and, similarly,
P(‖√nWˆ (θˆ − θ0)‖∞ ≤ λg(1− α+ n)) ≥ 1− α.
Thus,
λg(1− α− n) ≤ λ(1− α) ≤ λg(1− α+ n),
which gives (2.16). To prove (2.17), we use the same argument but apply (B.26) instead of
(B.25).
Finally, we prove (2.18). Let ξ be a N(0, 1) random variable. Then for any a ∈ (0, 1),
P(‖WN(0, V )‖∞ > σ¯Φ−1(1− a/(2p))) ≤
p∑
j=1
P(|wjV 1/2jj ξ| > σ¯Φ−1(1− a/(2p)))
≤
p∑
j=1
P(|ξ| > Φ−1(1− a/(2p))) = a,
which implies that λg(1 − a) ≤ σ¯Φ−1(1 − a/(2p)). To prove that Φ−1(1 − a/(2p)) ≤
(2 log(2p/a))1/2, we apply the inequality 1−Φ(x) ≤ exp(−x2/2), which holds for all x > 0
as discussed in Proposition 2.5 of [60], with x = (2 log(2p/a))1/2. This completes the proof
of the lemma. 
Proof of Theorem 2.6. By Theorem 2.5 and its proof,
P(‖√nWˆ (θˆ − θ0)‖∞ ≤ λˆ(1− α)) ≤ P(‖
√
nWˆ (θˆ − θ0)‖∞ ≤ λg(1− α+ n)) + o(1)
= P(‖WN(0, V )‖∞ ≤ λg(1− α+ n)) + o(1) = 1− α+ n + o(1) = 1− α+ o(1),
and, similarly,
P(‖√nWˆ (θˆ − θ0)‖∞ ≤ λˆ(1− α)) ≥ P(‖
√
nWˆ (θˆ − θ0)‖∞ ≤ λg(1− α− n)) + o(1)
= P(‖WN(0, V )‖∞ ≤ λg(1− α− n)) + o(1) = 1− α− n + o(1) = 1− α+ o(1).
Hence,
P(‖√nWˆ (θˆ − θ)‖∞ ≤ λˆ(1− α)) = 1− α+ o(1),
which implies that the confidence intervals in (2.15) satisfy (2.14), which is the first as-
serted claim. To prove the second asserted claim, simply note that by Theorem 2.5, with
probability 1− o(1), λˆ(1−α) ≤ λg(1−α+ n). This completes the proof of the theorem. 
Proof of Theorem 2.7. Since the set of null hypothesesHj rejected by the Bonferroni-Holm
procedure always contains the set of null hypotheses rejected by the Bonferroni procedure,
it suffices to prove the result for the Bonferroni-Holm procedure. To do so, note that when-
ever w′ ⊂ w′′, it follows that |w′| ≤ |w′′|, and so
c1−α,w′ = Φ−1(1− α/|w′|) ≤ Φ−1(1− α/|w′′|) = c1−α,w′′ .
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Thus, (2.21) is satisfied, and we only need to verify (2.22). To this end, take any w ⊂ W
and P ∈ Pw. Denote p¯ := |w|. By discussion immediately after Theorem 2.4,
Φ−1(1− α/p¯) ≤ (2 log(p¯/α))1/2 ≤ (2 log(p¯n))1/2
for all n ≥ 1/α. Together with (2√2)3Bn log3/2(p¯n)/
√
n ≤ δn, this makes it possible to
apply Theorem 2.4, (2.11), with C¯ =
√
2, to show that
PP
(
max
j∈w
√
n(θˆj − θ¯0j)
( 1n
∑n
i=1 Zˆ
2
ij)
1/2
> Φ−1(1− α/p¯)
)
≤ PP
(
max
j∈w
√
n(θˆj − θ0j)
( 1n
∑n
i=1 Zˆ
2
ij)
1/2
> Φ−1(1− α/p¯)
)
≤ α+ C
(
αδn + βn + n
−1
)
(B.27)
for some universal constant C and all n ≥ n0 ∨ n1, where n0 is a universal constant ap-
pearing in Theorem 2.4 and n1 is such that for all n ≥ n1, we have δn ≤ 1 (recall that
δn ↘ 0). Since the right-hand side of (B.27) and n0 ∨ n1 do not depend on (w,P ) and
C(αδn + βn + n
−1) = o(1), (2.22) holds, and the asserted claim follows. 
Proof of Theorem 2.8. Since (2.21) holds trivially, it suffices to prove (2.22). To do so, we
will use the following lemma.
Lemma B.1. For j ∈ [p], denote wˆj := (n−1
∑n
i=1 Zˆ
2
ij)
−1/2 and wj := V −1/2jj . Then Conditions
M, E, and A imply that there exists universal constants n0 ∈ N andC ≥ 1 such that for all n ≥ n0,
Condition W holds with CW = 1 and with δn and βn replaced by Cδn and βn + δn + (pn)−1,
respectively.
Proof. The first part of Condition W holds trivially with CW = 1. To prove the second
part, we will assume, without loss of generality, that δn ≤ 1. Observe that by the triangle
inequality and Condition M, for all j ∈ [p],
|wˆj − wj |(En[Zˆ2ij ])1/2 =
|( 1n
∑n
i=1 Zˆ
2
ij)
1/2 − ( 1n
∑n
i=1 E[Z
2
ij ])
1/2|
( 1n
∑n
i=1 E[Z
2
ij ])
1/2
≤ |(
1
n
∑n
i=1 Zˆ
2
ij)
1/2 − ( 1n
∑n
i=1 Z
2
ij)
1/2|
( 1n
∑n
i=1 E[Z
2
ij ])
1/2
+
|( 1n
∑n
i=1 Z
2
ij)
1/2 − ( 1n
∑n
i=1 E[Z
2
ij ])
1/2|
( 1n
∑n
i=1 E[Z
2
ij ])
1/2
≤
(
1
n
n∑
i=1
(Zˆij − Zij)2
)1/2
+
∣∣∣∣∣ 1n
n∑
i=1
Z2ij −
1
n
n∑
i=1
E[Z2ij ]
∣∣∣∣∣ . (B.28)
The first term in (B.28) is bounded from above by δn/ log(pn) with probability at least 1−βn
uniformly over all j ∈ [p] by Condition A. Also, by Condition E and Lemma A.3,
E
[
max
j∈[p]
∣∣∣∣∣ 1n
n∑
i=1
Z2ij −
1
n
n∑
i=1
E[Z2ij ]
∣∣∣∣∣
]
≤ K1
(√
B2n log p
n
+
(
E
[
max
i∈[n]
max
j∈[p]
Z4ij
])1/2 log p
n
)
,
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whereK1 is a universal constant. In addition, in the case of E.1, for some universal constant
K2, (
E
[
max
i∈[n]
max
j∈[p]
Z4ij
])1/2
≤ K2B2n log2(pn),
and in the case of E.2, (
E
[
max
i∈[n]
max
j∈[p]
Z4ij
])1/2
≤ B2n
√
n.
Thus, in both cases, since δn ≤ 1, by Condition E,
E
[
max
j∈[p]
∣∣∣∣∣ 1n
n∑
i=1
Z2ij −
1
n
n∑
i=1
E[Z2ij ]
∣∣∣∣∣
]
≤ Cδ2n/ log(pn),
for some universal constant C, so that by Markov’s inequality, with probability at least
1− δn,
max
j∈[p]
∣∣∣∣∣ 1n
n∑
i=1
Z2ij −
1
n
n∑
i=1
E[Z2ij ]
∣∣∣∣∣ ≤ Cδn/ log(pn).
Hence,
P
(
max
j∈[p]
|wˆj − wj |2En[Zˆ2ij ] > (1 + C)2δ2n/ log2(pn)
)
≤ βn + δn.
Moreover, by Conditions E and A, as in Step 1 of the proof of Theorem 2.4, there exists a
universal constant n0 such that for all n ≥ n0,(
1
n
n∑
i=1
Zˆ2ij
)1/2
≥
(
1
n
n∑
i=1
Z2ij
)1/2
−
(
1
n
n∑
i=1
(Zˆij − Zij)2
)1/2
≥ 1√
2
− δn
log(pn)
≥ 1
2
for all j ∈ [p] with probability at least 1− βn − (pn)−1. Thus, for all n ≥ n0,
max
j∈[p]
|wˆj − wj |2(1 + En[Zˆ2ij ]) ≤ 5 max
j∈[p]
|wˆj − wj |2En[Zˆ2ij ] ≤ 5(1 + C)2δ2n/ log2(pn)
with probability at least 1 − βn − δn − (pn)−1, where we have βn instead of 2βn since the
same event maxj∈[p](En[(Zˆij−Zij)2])1/2 ≤ δn/ log(pn) is used twice. This gives the asserted
claim. 
Getting back to the proof of Theorem 2.8, take anyw ⊂ W and P ∈ Pw. Also, for j ∈ [p],
denote wˆj := (n−1
∑n
i=1 Zˆ
2
ij)
−1/2, wj := V −1/2jj , and
t¯j :=
√
n(θˆj − θ0j)
( 1n
∑n
i=1 Zˆij)
1/2
=
√
nwˆj(θˆj − θ0j).
Then
max
j∈w
tj ≤ max
j∈w
t¯j ,
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and Condition W holds by Lemma B.1. Now, under conditions M, E, A, and W, we can
proceed like in the proof of Theorems 2.5 and 2.6, with probabilities like PP (maxj∈w t¯j ≤
c1−α,w) replacing probabilities like PP (max1≤j≤p |t¯j | ≤ c1−α,w), to obtain
PP
(
max
j∈w
t¯j ≤ c1−α,w
)
≥ 1− α+ o(1),
where the term o(1) depends only on (δn, βn) and on whether E.1 or E.2 is used. In partic-
ular, the term o(1) does not depend on (w,P ). This gives (2.22) and completes the proof
of the theorem. 
Proof of Theorem 2.9. In this proof, all convergence results hold uniformly over P ∈ P ,
and so we fix P ∈ P , and drop the index P , i.e. we write, for example, P instead of PP .
Also, without loss of generality, we assume that |H| ≤ √log p (if |H| > √log p, we can
redefine H by keeping only the first √log p elements of it). We split the proof into six
steps.
Step 1. Here we show that
P
 p∑
j=1
1{tj >
√
2 log p} ≥ |H|
→ 1. (B.29)
To show (B.29), note that by Chebyshev’s inequality, for all j ∈ H and  > 0,
P
(∣∣∣∣∣ 1n
n∑
i=1
Z2ij − Vjj
∣∣∣∣∣ > 
)
≤
∑n
i=1 E[Z
4
ij ]
2n2
≤ B
2
2n
.
Setting  = Vjjδn and recalling that by Condition M , Vjj ≥ 1 for all j ∈ H gives
P
(∣∣∣∣∣
∑n
i=1 Z
2
ij
nVjj
− 1
∣∣∣∣∣ > δn
)
≤ B
2
V 2jjδ
2
nn
≤ B
2
δ2nn
,
and so by the union bound,
P
(
max
j∈H
∣∣∣∣∣
∑n
i=1 Z
2
ij
nVjj
− 1
∣∣∣∣∣ > δn
)
≤ B
2
√
log p
δ2nn
= o(1).
Thus, since |x/y − 1| ≤ |(x/y)2 − 1| for all x, y > 0, it follows that
P
(
max
j∈H
∣∣∣∣∣(
∑n
i=1 Z
2
ij)
1/2
(nVjj)1/2
− 1
∣∣∣∣∣ > δn
)
≤ P
(
max
j∈H
∣∣∣∣∣
∑n
i=1 Z
2
ij
nVjj
− 1
∣∣∣∣∣ > δn
)
≤ B
2
√
log p
δ2nn
= o(1).
Also, by Step 2 of the proof of Theorem 2.4,
P
(
max
j∈H
∣∣∣∣∣(
∑n
i=1 Zˆ
2
ij)
1/2
(
∑n
i=1 Z
2
ij)
1/2
− 1
∣∣∣∣∣ > δn
)
= o(1).
HD ECONOMETRICS AND REGULARIZED GMM 81
Therefore, recalling that Tˆj = n|θˆj |/(
∑n
i=1 Zˆ
2
ij)
1/2,
P
(∑p
j=1 1{tj >
√
2 log p} ≥ |H|
)
≥ P
(∑
j∈H 1{tj >
√
2 log p} ≥ |H|
)
= P
(
tj >
√
2 log p for all j ∈ H
)
≥ P
(√
n(θˆj − θ¯0j)/V 1/2jj >
√
2 log p(1 + δn)
2 for all j ∈ H
)
− o(1). (B.30)
Next, since δn → 0 and
√
n(θ0j − θ¯0j)/V 1/2jj >
√
4 log p for all j ∈ H by Condition L, it
follows that the probability in (B.30) is bounded from below by
P
(√
n|θˆj − θ0j |/V 1/2jj ≤ (1/2)
√
log p for all j ∈ H
)
≥ P
(∣∣∣(nVjj)−1/2∑ni=1 Zij∣∣∣ ≤ (1/2)√log p− δn/√log p for all j ∈ H)− o(1)
≥ P
(∣∣∣(nVjj)−1/2∑ni=1 Zij∣∣∣ ≤ (1/3)√log p for all j ∈ H)− o(1)
≥ 1−
√
log p/((1/3)
√
log p)2 − o(1) = 1− 9/
√
log p = 1− o(1),
where the second line follows from Conditions A and M, the third from δn → 0, and the
fourth from Chebyshev’s inequality, the union bound, and the fact that p→∞. This gives
(B.29) and completes the first step.
Step 2. Here we show that for any j = 1, . . . , p, the inequality tj ≥ t(kˆ) holds if and only
if Tˆj ≥ tˆ, where
tˆ := inf
{
t ∈ R : 1− Φ(t) ≤ αmax{
∑p
j=1 1{tj ≥ t}, 1}
p
}
. (B.31)
To prove this equivalence, we consider two cases separately: kˆ = 0 and kˆ ≥ 1. First,
suppose that kˆ = 0. Then for all l ∈ [p],
1− Φ(t(l)) >
αl
p
=
αmax{∑pj=1 1{tj ≥ t(l)}, 1}
p
.
Therefore, denoting t(p+1) := −∞, it follows that for all t ≤ t(1), there exists l ∈ [p] such
that t(l+1) < t ≤ t(l) and
1− Φ(t) ≥ 1− Φ(t(l)) >
αmax{∑pj=1 1{tj ≥ t(l)}, 1}
p
=
αmax{∑pj=1 1{tj ≥ t}, 1}
p
.
Hence, tˆ > t(1); so for all j ∈ [p], we have tj < t(kˆ) and tj < tˆ, so that equivalence holds.
Next, suppose that kˆ ≥ 1. Then, by the same argument as above, tˆ > t(kˆ+1). Also,
1− Φ(t(kˆ)) ≤
αkˆ
p
=
αmax{∑pj=1 1{tj ≥ t(kˆ)}, 1}
p
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by definition of kˆ, and so tˆ ≤ t(kˆ). Therefore, t(kˆ+1) < tˆ ≤ t(kˆ). Thus, for all j ∈ [p],
the inequality tj ≥ t(kˆ) holds if and only if tj ≥ tˆ, so that equivalence holds again. This
completes the second step.
Step 3. Here we show that tˆ satisfies
pG(tˆ)
max{∑pj=1 1{tj ≥ tˆ}, 1} = α (B.32)
and
P(tˆ ≤ G−1(α|H|/p)→ 1, (B.33)
whereG(t) := 1−Φ(t) for all t ≥ 0. Indeed, (B.32) follows immediately from (B.31) since Φ
is continuous. To prove (B.33), note that for all all x > 0, 1−Φ(x) ≤ e−x2/2 by Proposition
2.5 in [60]. Therefore, as long as |H| ≥ 1/α, which holds for all n large enough,
α|H|/p ≥ 1/p = exp
(
−(
√
2 log p)2
2
)
≥
(
1− Φ(
√
2 log p)
)
= G(
√
2 log p). (B.34)
Hence, since G is strictly decreasing,
G−1(α|H|/p) ≤
√
2 log p. (B.35)
Therefore, setting t = G−1(α|H|/p), it follows from Step 1 that wp→ 1,
1− Φ(t) = G(t) = α|H|
p
≤ αmax{
∑p
j=1 1{tj ≥ t}, 1}
p
,
and so by definition of tˆ, wp→ 1, tˆ ≤ t = G−1(α|H|/p). This gives (B.33) and completes
the third step.
Step 4. Here we show that for any sequence of constants (γn)n≥1 such that γn → 0,
sup
0≤t≤(2 log p)1/2
∣∣∣∣1− G(t+ γn/√log p)G(t)
∣∣∣∣ = o(1). (B.36)
To prove (B.36), note that it is immediate that
sup
0≤t≤1
∣∣∣∣1− G(t+ γn/√log p)G(t)
∣∣∣∣ = o(1).
Also, as long as |γn|/
√
log p ≤ 1, which holds for all n large enough, uniformly over 1 <
t ≤ (2 log p)1/2,
|G(t)−G(t+ γn/
√
log p)| = |Φ(t+ γn/
√
log p)− Φ(t)| = |γn|(φ(t) ∨ φ(t+ γn/
√
log p))√
log p
=
(1 + o(1))|γn|φ(t)√
log p
≤ 2(1 + o(1))t|γn|G(t)√
log p
= o(1)G(t),
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where the last inequality follows from the fact that for all x ≥ 1, φ(x) ≤ 2x(1 − Φ(x)) =
2xG(x); see Proposition 2.5 in [60]. This gives (B.36).
Step 5. Here we show that
sup
0≤t≤G−1(α|H|/p)
∑
j∈H0 1{tj ≥ t}
p0G(t)
≤ 1 + op(1), (B.37)
where p0 := p − p1 is the number of true null hypotheses. To prove (B.37), for j ∈ [p], let
t¯j :=
√
n(θˆj − θ0j)/(En[Zˆ2ij ])1/2, so that t¯j ≥ tj for all j ∈ H0. We will show below that
sup
0≤t≤G−1(α|H|/p)
∣∣∣∣
∑
j∈H0 1{t¯j ≥ t}
p0G(t)
− 1
∣∣∣∣ = op(1), (B.38)
which implies (B.37). To prove (B.38), for all j ∈ [p], denote
Tj :=
∑n
i=1 Zij
(
∑n
i=1 Z
2
ij)
1/2
and T¯j :=
1√
n
∑n
i=1 Zij(
1
n
∑n
i=1 Z
2
ij −
(
1
n
∑n
i=1 Zij
)2)1/2 ,
so that
T¯j =
Tj√
1− T 2j /n
.
Equation (13) on page 2016 of [89] shows that for any sequence of positive constants (dn)n≥1
such that dn →∞ and dn = o(p) as n→∞,
sup
0≤t≤G−1κ (dn/p)
∣∣∣∣∣
∑
j∈H0 1{T¯j ≥ t}
p0Gκ(t)
− 1
∣∣∣∣∣ = op(1), (B.39)
where Gκ is some function such that Gκ(t) ≥ G(t) for all t ∈ R and, given that log3 p/n =
o(1), Gκ(t) = G(t)(1 + o(1)) uniformly over 0 ≤ t ≤
√
2 log p (in fact, [89] studied the
case with absolute values, |T¯j |, but their argument works for T¯j instead of |T¯j | as well).
Therefore, since we have G−1(α|H|/(2p)) ≤ √2 log p for all n large enough, which can be
established by the same arguments as those leading to (B.35),
sup
0≤t≤G−1(α|H|/(2p))
∣∣∣∣∣
∑
j∈H0 1{T¯j ≥ t}
p0G(t)
− 1
∣∣∣∣∣ = op(1). (B.40)
Next, using the inequality 1 − Φ(x) ≤ exp(−x2/2) with x = (4 log p)1/2 gives Φ−1(1 −
1/p2) ≤ (4 log p)1/2. Therefore, using Theorem 2.4, (2.11), with α = 1/p = o(1) shows that
max
j∈[p]
|t¯j | = Op(
√
log p) and max
1≤j≤p
|Tj | = Op(
√
log p).
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Thus, ∣∣∣t¯j − Tj∣∣∣ =
∣∣∣∣∣ n(θˆj − θ0j)(∑ni=1 Zˆ2ij)12 −
∑n
i=1 Zij
(
∑n
i=1 Z
2
ij)
1/2
∣∣∣∣∣
≤ |t¯j | ×
∣∣∣∣∣1− (
∑n
i=1 Zˆ
2
ij)
1/2
(
∑n
i=1 Z
2
ij)
1/2
∣∣∣∣∣+ |
√
nrnj |
(
∑n
i=1 Z
2
ij)
1/2
= op(1/
√
log p)
uniformly over j ∈ [p] by Steps 1 and 2 in the proof of Theorem 2.4 and Condition A. Also,
|T¯j − Tj | = |Tj | ×
∣∣∣∣∣∣ 1√1− T 2j /n − 1
∣∣∣∣∣∣ ≤ |Tj | ×
∣∣∣∣∣ 11− T 2j /n − 1
∣∣∣∣∣ = |Tj |3/n1− T 2j /n = op(1/
√
log p)
uniformly over j ∈ [p] since log4 p/n = o(1). Hence, there exists a sequence of positive
constants (γn)n≥1 such that wp→ 1,
max
j∈[p]
|t¯j − T¯j | ≤ γn/
√
log p.
Further, by Step 4 and (B.35), for all 0 ≤ t ≤ G−1(α|H|/p) and all n large enough,
G(t+ γn/
√
log p) = G(t)(1 + o(1)) ≥ α|H|/(2p),
and so
t+ γn/
√
log p ≤ G−1(α|H|/(2p)).
Hence, uniformly over 0 ≤ t ≤ G−1(α|H|/p), wp→ 1,∑
j∈H0 1{t¯j ≥ t}
p0G(t)
≥
∑
j∈H0 1{T¯j ≥ t+ γn/
√
log p}
p0G(t)
=
∑
j∈H0 1{T¯j ≥ t+ γn/
√
log p}
p0G(t+ γn/
√
log p)(1 + o(1))
and∑
j∈H0 1{t¯j ≥ t}
p0G(t)
≤
∑
j∈H0 1{T¯j ≥ t− γn/
√
log p}
p0G(t)
=
∑
j∈H0 1{T¯j ≥ t− γn/
√
log p}
p0G(t− γn/
√
log p)(1 + o(1))
.
Therefore, wp→ 1,
sup
0≤t≤G−1(α|H|/p)
∣∣∣∣
∑
j∈H0 1{t¯j ≥ t}
p0G(t)
− 1
∣∣∣∣ ≤ sup
0≤t≤G−1(α|H|/(2p))
2×
∣∣∣∣∣
∑
j∈H0 1{T¯j ≥ t}
p0G(t)
− 1
∣∣∣∣∣ .
Combining this bound with (B.40) gives (B.38) and so (B.37).
Step 6. Here we complete the proof. By (B.33) in Step 3 and Step 5,∑
j∈H0 1{tj ≥ tˆ}
p0G(tˆ)
≤ 1 + op(1),
and so ∑
j∈H0
1{tj ≥ tˆ} ≤ p0G(tˆ)(1 + op(1)). (B.41)
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Therefore,
FDP =
∑
j∈H0 1{tj ≥ tˆ}
max{∑pj=1 1{tj ≥ tˆ}, 1} ≤ p0G(tˆ)(1 + op(1))pG(tˆ)/α = αp0p + op(1),
where the first equality follows from Step 2 and the second from (B.41) above and (B.32)
in Step 3. Finally, since FDP is bounded between 0 and 1, it follows that
FDR = E[FDP ] ≤ αp0/p+ o(1) ≤ α+ o(1).
The asserted claim follows. 
Appendix C. Proofs for Section 3
Proof of Lemma 3.1. The proof follows immediately from Lemma D.2 in Appendix D. 
Proof of Lemma 3.5. By the triangle inequality,
sup
θ∈R(θ0)
‖gˆ(θ)− g(θ)‖∞ ≤ sup
θ∈R(θ0)
‖gˆ(θ)− g(θ)− gˆ(θ0)‖∞ + ‖gˆ(θ0)‖∞,
where the second term on the right-hand side satisfies
‖gˆ(θ0)‖∞ = ‖n−1/2Gn(g(X, θ0))‖∞ ≤ n−1/2`n (C.1)
with probability 1− δn/6 by Condition ENM. Thus, it remains to bound
sup
θ∈R(θ0)
‖gˆ(θ)− g(θ)− gˆ(θ0)‖∞.
To do so, we apply Lemma D.3 in Appendix D.Denote
hj(X, t) = g˜j(X,Zu(j)(X)
′ϑ0u(j) + t)− g˜j(X,Zu(j)(X)′ϑ0u(j)), j ∈ [m],
η = θ − θ0 = ((ϑ1 − ϑ01)′, . . . , (ϑu¯ − ϑ0u¯)′)′,
and ∆ = {θ − θ0 : θ ∈ R(θ0)}. Then ‖∆‖1 = supη∈∆ ‖η‖1 ≤ 2K by Condition DM and
sup
θ∈R(θ0)
‖gˆ(θ)− g(θ)− gˆ(θ0)‖∞ = n−1/2 max
j∈[m]
sup
η∈∆
|Gn(hj(X,Zu(j)(X)′(ϑu(j) − ϑ0u(j))))|.
Also, by Condition ENM, the functions hj(X, t) have the contractive structure as required
in Lemma D.3 and
sup
η∈∆,j∈[m]
Var(hj(X,Zu(j)(X)
′(ϑu(j) − ϑ0u(j)))) ≤ B21n.
Finally, with probability at least 1− δn/6,
max
j∈[m],k∈[pz ]
En[L2j (X)Z2u(j)k(X)] ≤ B22n,
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again by Condition ENM. Therefore, applying Lemma D.3 shows that
P
(
max
j∈[m]
sup
η∈∆
|Gn(hj(X,Zu(j)(X)′(ϑu(j) − ϑ0u(j))))| > t
)
≤ 5δn/6
for all t ≥ {4B1n}∨{16
√
2B2nK log
1/2(48pm/δn)} = ˜`n. Combining this bound with (C.1)
gives the asserted claim. 
Proof of Lemma 3.7. We will verify conditions L and ELM to invoke Theorem 3.1 since
Conditions LID(γ0j ,Ω) and DM (‖γ0j‖1 ≤ K) are assumed. By definition of the estimator
γˆj in (3.32), it follows that γˆj is an RGMM estimator with a linear score function since
g(γj) = γjΩ + (G
′)j and gˆ(γj) = γjΩˆ + (Gˆ′)j .
In this case we have that ELM holds by considering Gˆ := Ωˆ, gˆ(0) := (Gˆ′)j , and `n = `Ωn ∨`Gn
by assumption.
Next we verify that the choice of penalty satisfies Condition L for some α = δn. Note
that with probability 1− δn
‖γ0jΩˆ− (Gˆ′)j‖∞ ≤ ‖γ0jΩˆ− (G′)j‖∞ + n−1/2`Gn
≤ ‖γ0jΩ− (G′)j‖∞ + ‖γ0j‖1‖Ωˆ− Ω‖∞ + n−1/2`Gn
≤ 0 +Kn−1/2`Ωn + n−1/2`Gn
so that γ0j is feasible for all j ∈ [p] if λγj ≥ Kn−1/2`Ωn + n−1/2`Gn . Thus the result follows
from Theorem 3.1.
For the second result, we will verify conditions L, DM, LID(µ0j , G′Ω−1G) and ELM to
invoke Theorem 3.1. Conditions DM and LID(µ0j , G′Ω−1G) are assumed. By the definition
of the estimator µˆj , given in (3.33), we have that µˆj is a RGMM estimator associated with
a linear score as we can write
g(µj) = µjγ0G− e′j and gˆ(µj) = µj γˆGˆ− e′j .
To verify Condition ELM, note that g(0) = gˆ(0) = −ej and by assumption ‖µ0j‖1 ≤ K
so we need to bound ‖γˆGˆ − γ0G‖∞. Using that γ0G = G′γ′0 since γ0 = G′Ω−1, we have
with probability 1− 2δn that
‖γˆGˆ− γ0G‖∞ ≤ ‖γˆ(Gˆ−G)‖∞ + ‖γˆG−G′γ′0‖∞
≤ maxj∈[p] ‖γˆj‖1‖Gˆ−G‖∞ + ‖γˆΩΩ−1G−G′Ω−1G‖∞
≤ maxj∈[p] ‖γ0j‖1‖Gˆ−G‖∞ + ‖γˆ(Ω− Ωˆ)γ′0‖∞ + ‖γˆΩˆγ′0 −G′γ′0‖∞
≤ K‖Gˆ−G‖∞ + ‖γˆ(Ω− Ωˆ)‖∞maxj∈[p] ‖γ0j‖1 + ‖γˆΩˆγ′0 −G′γ′0‖∞
≤ K‖Gˆ−G‖∞ +K2‖Ω− Ωˆ‖∞ + ‖(Gˆ′ −G′)γ′0‖∞ + ‖γˆΩˆγ′0 − Gˆ′γ′0‖∞
≤ K‖Gˆ−G‖∞ +K2‖Ω− Ωˆ‖∞ +K‖Gˆ′ −G′‖∞ +K‖γˆΩˆ− Gˆ′‖∞
≤ Kn−1/2`Gn +K2n−1/2`Ωn +Kn−1/2`Gn +K maxj∈[p] λγj =: r∗
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where we used that ‖γˆj‖1 ≤ ‖γ0j‖1 for all j ∈ [p] with probability 1 − δn and that {‖Gˆ −
G‖∞ ≤ n−1/2`Gn and ‖Ωˆ−Ω‖∞ ≤ n−1/2`Ωn} occurs with probability 1−δn. Thus Condition
ELM holds with `n = n1/2r∗.
Next we verify Condition L. We have that with probability at least 1− 2δn
‖µ0γˆGˆ− I‖∞ ≤ ‖µ0γ0G− I‖∞+‖µ0(γˆGˆ−γ0G)‖∞ ≤ 0+max
j∈[p]
‖µ0j‖1‖γˆGˆ−γ0G‖∞ ≤ Kr∗.
Therefore, if λµj ≥ Kr∗ we have that (µ0j)j∈[p] is feasible for the optimization problem
(3.33) with probability at least 1 − 2δn (i.e., Condition L holds with α = 2δn). Then the
result follows by Theorem 3.1. 
Proof of Lemma 3.8. Let Mn = E[maxi∈[n] ‖G(Xi, θ0)‖2∞] ∨ E[maxi∈[n] ‖g(Xi, θ0)‖4∞].
To bound ‖Gˆ − G‖∞ we apply Lemma C.1(4) with t = δ−1n , q¯ = 2. Indeed, under the
assumed condition n−1/2Mn{δ−1n + log(2m)} ≤ c, with probability 1− 2δn we have
max
j∈[m],k∈[p]
|GnGjk(X)| ≤ C
√
σ2 log(2m) and max
k∈[m]
|Gngk(X, 0)| ≤ C
√
σ2 log(2m).
Next we establish the bound on ‖Ωˆ− Ω‖∞. Using the triangle inequality we have
n1/2‖Ωˆ− Ω‖∞ = max
j∈[m],k∈[m]
n1/2|En[gj(X, θˆ)gk(X, θˆ)]− E[gj(X, θ0)gk(X, θ0)]|
≤ max
j∈[m],k∈[m]
n1/2|En[{gj(X, θˆ)− gj(X, θ0)}{gk(X, θˆ)− gk(X, θ0)}]|
+2 max
j∈[m],k∈[m]
n1/2|En[gj(X, θ0){gk(X, θˆ)− gk(X, θ0)}]|
+ max
j∈[m],k∈[m]
|Gn(gj(X, θ0)gk(X, θ0))|
(C.2)
To bound the last term of the right-hand-side (RHS) in (C.2) we apply Lemma C.1(4)
with q = 2 and t = δn, so that with probability 1− δn
maxk,j∈[m] |Gn(gk(X, θ0)gj(X, θ0))| ≤ C maxk∈[m] E[g4k(X, θ0)]1/2
√
log(2m)
+Cn−1/2E[maxi∈[n] ‖g(X, θ0)‖4∞]{δ−1n + log(m)}
≤ C ′√log(2m)
under the growth condition (iv).
To bound the first term of the RHS in (C.2) we note that by linearity of the score, g(X, θˆ)−
g(X, θ0) = G(X)
′(θˆ − θ0), and applying the Cauchy-Schwarz inequality we have
n1/2En[{gj(X, θˆ)− gj(X, θ0)}{gk(X, θˆ)− gk(X, θ0)}]| ≤ n1/2 max
k∈[m]
En[{Gk(X)(θˆ − θ0)}2]
≤ n1/2∆22n
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where the last inequality holds with probability 1− δn by condition (iii).
To bound the remaining term in the RHS in (C.2), again using linearity, the Cauchy-
Schwarz inequality, and condition (iii), with probability 1− δn
|En[gj(X, θ0){gk(X, θˆ)− gk(X, θ0)}]| = |En[gj(X, θ0)Gk(X)](θˆ − θ0)|
≤ maxj∈[m]{En[g2j (X, θ0)]}1/2 maxk∈[m] En[{Gk(X)(θˆ − θ0)}2]1/2
≤ maxj∈[m]{En[g2j (X, θ0)]}1/2∆2n
To bound maxj∈[m]{En[g2j (X, θ0)]}1/2, we will apply Lemma C.1(3). We have
E[maxj∈[m] |En[g2j (X, θ0)]− E[g2j (X, θ0)]|] ≤ n−1E[maxi∈[n] ‖g(X, θ0)‖2∞] log(2m)
+n−1/2E[maxi∈[n] ‖g(X, θ0)‖2∞]1/2 log1/2(2m)
≤ Cδn
under n−1/2E[maxi∈[n] ‖g(X, θ0)‖2∞]1/2 ≤ δn log−1/2(2m) assumed in condition (iv). Thus,
by Markov’s inequality we have that with probability 1− δn
max
j∈[m]
En[g2j (X, θ0)] ≤ max
j∈[m]
E[g2j (X, θ0)] + C.

Proof of Lemma 3.9. Recall that ∂jgk(X, θ) = G(X, θ).
We first bound ‖Gˆ−G‖∞. We have that
max
j∈[p],k∈[m]
n1/2|Gˆkj −Gkj | = max
j∈[p],k∈[m]
n1/2|En[∂jgk(X, θˆ)]− E[∂jgk(X, θ0)]|
≤ max
j∈[p],k∈[m]
|Gn(∂jgk(X, θˆ)− ∂jgk(X, θ0))|
+ maxj∈[p],k∈[m] |Gn(∂jgk(X, θ0))|
+ maxj∈[p],k∈[m] n1/2|E[∂jgk(X, θˆ)− ∂jgk(X, θ0)]|
(C.3)
To control the second term in the RHS of (C.3) we apply Lemma C.1(4) with q = 2 and
t = δn, so that with probability 1− δn
max
j∈[p],k∈[m]
|Gn(∂jgk(X, θ0))| = max
j∈[p],k∈[m]
|Gn(Gkj(X, θ0))| ≤ C
√
log(2m)
under condition (v).
HD ECONOMETRICS AND REGULARIZED GMM 89
To bound the last term in the RHS of (C.3), we have
maxj∈[p],k∈[m] n1/2|E[∂jgk(X, θˆ)− ∂jgk(X, θ0)]|
≤(1) maxj∈[p],k∈[m] n1/2E[|L˜kj(X)Z˜jk(X)′(θˆ − θ0)|]
≤(2) maxj∈[p],k∈[m] n1/2E[|L˜kj(X)Z˜jk(X)′(θˆ − θ0)|2]1/2
≤(3) Cn1/2‖θˆ − θ0‖2
≤(4) Cn1/2∆2n
where (1) holds by the ENM condition |Gkj(X, θ˜) − Gkj(X, θ)| ≤ Lkj(X)|Z˜ ′kj(θ˜ − θ)|, (2)
holds by monotonicity of Lq norms, (3) holds by condition (i), and (4) holds with proba-
bility 1− δn under condition (iii).
Finally, to control the first term in the RHS of (C.3), we have by Lemma D.3 in Appendix
D with B1n = Bn∆1n and B2n = Bn so that
max
j∈[p],k∈[m]
|Gn(∂jgk(X, θˆ)− ∂jgk(X, θ0))| ≤ CBn∆1n log1/2(m/δn)
with probability 1−7δn where we used that ‖θˆ−θ0‖1 ≤ ∆1n with probability at least 1−δn
by condition (iii).
To bound ‖Gˆ− G˜‖∞ we note that
‖Gˆ− G˜‖∞ ≤ ‖Gˆ−G‖∞ + ‖G˜−G‖∞
and that Lemma D.3 in Appendix D allows for m¯ = m and different θ˜∗j , j ∈ [m]. Since for
every j ∈ [m] we have ‖θ˜∗j − θ0‖1 ≤ ‖θˆ − θ0‖1 and ‖θ˜∗j − θ0‖2 ≤ ‖θˆ − θ0‖2, the bound we
derived on ‖Gˆ−G‖∞ applies to ‖G˜−G‖∞ as well.
Next we establish the bound on ‖Ωˆ− Ω‖∞. By the triangle inequality, we have
n1/2‖Ωˆ− Ω‖∞ = max
j∈[m],k∈[m]
n1/2|En[gj(X, θˆ)gk(X, θˆ)]− E[gj(X, θ0)gk(X, θ0)]|
≤ max
j∈[m],k∈[m]
|Gn(gj(X, θˆ)gk(X, θˆ)− gj(X, θ0)gk(X, θ0))|
+ max
j∈[m],k∈[m]
|Gn(gj(X, θ0)gk(X, θ0))|
+ max
j∈[m],k∈[m]
n1/2|E[gj(X, θˆ)gk(X, θˆ)− gj(X, θ0)gk(X, θ0)]|
(C.4)
To control the first term of the RHS in (C.4), further apply the triangle inequality to
obtain
maxj∈[m],k∈[m] |Gn(gj(X, θˆ)gk(X, θˆ)− gj(X, θ0)gk(X, θ0))|
= maxj∈[m],k∈[m] |Gn({gj(X, θˆ)− gj(X, θ0)}gk(X, θˆ)− gj(X, θ0){gk(X, θ0)− gk(X, θˆ)})|
≤ maxj∈[m],k∈[m] |Gn({gj(X, θˆ)− gj(X, θ0)}{gk(X, θˆ)− gk(X, θ0)})|
+2 maxj∈[m],k∈[m] |Gn({gj(X, θˆ)− gj(X, θ0)}gk(X, θ0))|
= (I) + 2(II)
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Therefore, we obtain with probability 1− Cδn
(I) ≤(1) maxj∈[m],k∈[m] n1/2En[{gj(X, θˆ)− gj(X, θ0)}2]1/2En[{gk(X, θˆ)− gk(X, θ0)}2]1/2
+ maxj∈[m],k∈[m] n1/2E[{gj(X, θˆ)− gj(X, θ0)}2]1/2E[{gk(X, θˆ)− gk(X, θ0)}2]1/2
≤(2) maxj∈[m],k∈[m] n1/2En[{Lj(X)Z ′j(θˆ − θ0)}2]1/2En[{Lk(X)Z ′k(θˆ − θ0)}2]1/2
+ maxj∈[m],k∈[m] n1/2E[{Lj(X)Z ′j(θˆ − θ0)}2]1/2E[{Lk(X)Z ′k(θˆ − θ0)}2]1/2
≤(3) maxj∈[m] n1/2{‖En[L2j (X)ZjZ ′j ]‖∞ + ‖E[L2j (X)ZjZ ′j ]‖∞}‖θˆ − θ0‖21
≤(4) 2n1/2B2n∆21n
where (1) follows from triangle inequality and Cauchy-Schwarz inequality, (2) follows
from the ENM condition |gj(X, θ˜)−gj(X, θ)| ≤ Lj(X)|Z ′j(θ˜−θ)|, (3) follows from |v′Mv| ≤
‖v‖1‖M‖∞, and (4) follows from ‖θˆ−θ0‖1 ≤ ∆1n with probability 1− δn by condition (iii),
‖E[L2j (X)ZjZ ′j ]‖∞ ≤ maxk∈[p] E[L2j (X)Z2jl] ≤ B2n by condition (i) and ‖En[L2j (X)ZjZ ′j ]‖∞ ≤
maxk∈[p] En[L2j (X)Z2jl] ≤ B2n by condition (ii) with probability 1− δn.1
Next we will apply the contraction principle in Lemma D.3 in Appendix D to control
(II) with L˜jk(X) := |Lj(X)gk(X, θ0)|. By condition (ii) and because for any θ such that
‖θ − θ0‖` ≤ ∆`n, ` ∈ {`1, `2},
Var(Gn({gj(X, θ)− gj(X, θ0)}gk(X, θ0))) ≤ Var(Gn({Lj(X)Z ′j(θ − θ0)}gk(X, θ0)))
≤ C‖θ − θ0‖2 ∧B2n‖θ − θ0‖21
≤ C∆22n ∧B2n∆21n
by condition (i), we have that the condition of Lemma D.3 hold. Therefore, by Lemma D.3
we have with probability 1− 7δn
(II) ≤ C ′{Bn∆1n ∨Bn∆1n log1/2(mp/δn)}
where we used that ‖θˆ − θ0‖1 ≤ ∆1n with probability 1− δn by condition (iii).
To control the last term of the RHS in (C.4), we use that
|E[gj(X, θˆ)gk(X, θˆ)− gj(X, θ0)gk(X, θ0)]|
≤ |E[gj(X, θˆ){gk(X, θˆ)− gk(X, θ0)}]|+ |E[{gj(X, θˆ)− gj(X, θ0)}gk(X, θ0)]|
≤ B2n‖θˆ − θ0‖21 + 2 maxj,k∈[m] |E[{gj(X, θˆ)− gj(X, θ0)}gk(X, θ0)]|
≤ B2n∆21n + 2C∆2n.
To bound the second term of the RHS in (C.4) we use Lemma C.1(4) so that with prob-
ability 1− δn
maxk,j∈[m] |Gn(gk(X, θ0)gj(X, θ0))| ≤ C maxk∈[m] E[g4k(X, θ0)]1/2
√
log(2m)
+Cn−1/2E[maxi∈[n] ‖g(Xi, θ0)‖4∞]{δ−1n + log(m)}
≤ C ′√log(2m)
1An alternative bound can be obtained by {maxeig(En[L2j (X)ZZ′])∨maxeig(E[L2j (X)ZZ′])}n1/2‖θˆ−θ0‖22.
HD ECONOMETRICS AND REGULARIZED GMM 91
under the growth condition (iv). 
Proof of Theorem 3.3. We will establish that r¯1 + r¯2 + r¯3 = oP (log−1/2 p). Throughout the
proof we assume s ≥ 1.
Because we are considering a special case, a few simplifications occur. Because this is a
linear case, we can take G˜ = Gˆ so that r¯2 = 0. Moreover, due to the homoskedastic setting,
we note that µ0γ0 is independent of σ2 so we do not need to estimate σ2 in the construction
of µˆ and γˆ.
By Lemma C.1(4) with probability 1− δn we have
‖√ngˆ(θ0)‖∞ = maxk∈[m] |Gn(gk(X, θ0))|
≤ C maxk∈[m] E[g2k(X, θ0)]1/2
√
log(2m)
+Cn−1/2E[maxi∈[n] ‖g(Xi, θ0)‖2∞]{δ−1n + log(2m)}
≤ C ′√log(2m)
under the growth condition n−1/2E[maxi∈[n] ‖g(X, θ0)‖2∞]{δ−1n + log(2m)} ≤ c log1/2(2m).
Thus Condition L holds for Step 1 under the proposed choice of penalty parameter. More-
over, since the score is linear, we have that Condition ELM holds since Gˆ = −EnZW ′ and
gˆ(0) = EnYW ; and we have by Lemma 3.8 that with probability 1− Cδn
‖Gˆ−G‖∞ ≤ C
√
log(2m), and ‖gˆ(0)− g(0)‖∞ ≤ C
√
log(2m)
under Conditions (3) and (4).
Since Conditions DM (‖θ0‖1 ≤ K) and LID(θ0, G) hold by assumption, and by Theorem
3.1 with `n = C ′
√
log(2m), we have for q ∈ {1, 2} that
‖θˆ − θ0‖q ≤ ∆qn := Cn−1/2s1/q`n{(1 + L)µ−1n + C} ≤ C ′n−1/2s1/q log1/2(2m) (C.5)
where we used that µn ≥ c and L ≤ C.
Moreover by Lemma 3.8 we have that with probability 1− Cδn
‖Gˆ−G‖∞ ≤ C
√
log(2m), and ‖EnZZ ′ − EZZ ′‖∞ ≤ C
√
log(2m)
under where we used that we do not need to estimate σ.
In order to apply Lemma 3.7, recall the choices of penalty
λ¯ = λγj =
1
2
λµj = n
−1/2C(1 ∨K2)(1 +K)Φ−1(1− (mpn)−1), (C.6)
so that we consider `n = n1/2λ¯ ≥ C(1 ∨ K2)(1 + K)
√
log(2m) for some constant C > 0
chosen sufficiently large so they satisfy the requirements on the penalty choices of Lemma
3.7. Therefore, Lemma 3.7 yields with probability 1− Cδn that
max
j∈[p]
‖γˆj − σ2γ0j‖1 ≤ Cλ¯s{1 + µ−1n } and ‖γˆj‖1 ≤ ‖σ2γ0j‖1 ≤ CK for all j ∈ [p]
92 HD ECONOMETRICS AND REGULARIZED GMM
max
j∈[p]
‖µˆj − σ−2µ0j‖1 ≤ C ′λ¯s{1 + µ−1n } and ‖µˆj‖1 ≤ ‖σ−2µ0j‖1 ≤ CK for all j ∈ [p]
Now we are in position to bound r¯1, r¯2 and r¯3. By Lemma 3.6 and using the definition
of the estimators (3.33) we have
r¯1 =
√
n‖I − µˆγˆGˆ‖∞‖θˆ − θ0‖1 ≤
√
nλ¯∆1n
≤ C(1 ∨K2)(1 +K)Φ−1(1− (pmn)−1)∆1n
r¯2 = 0
r¯3 ≤ KCλ¯s{1 + µ−1n }‖
√
ngˆ(θ0)‖∞
≤ KC(1 ∨K2)(1 +K)n−1/2Φ−1(1− (pmn)−1)s log1/2(2m)
Under K ≤ C, µn ≥ c, and n−1/2s log(2pmn) ≤ un, with probability 1− Cδn we have
r¯1 + r¯2 + r¯3 ≤ Cun.

Proof of Theorem 3.4. We will establish that r¯1 + r¯2 + r¯3 = oP (log−1/2 p). Throughout the
proof we assume s ≥ 1.
By Lemma C.1(4) with probability 1− δn we have
‖√ngˆ(θ0)‖∞ = maxk∈[m] |Gn(gk(X, θ0))|
≤ C maxk∈[m] E[g2k(X, θ0)]1/2
√
log(2m)
+Cn−1/2E[maxi∈[n] ‖g(X, θ0)‖2∞]{δ−1n + log(2m)}
≤ C ′√log(2m)
under the growth condition n−1/2E[maxi∈[n] ‖g(X, θ0)‖2∞]{δ−1n + log(2m)} ≤ c log1/2(2m).
By Theorem 3.2 with `n = C ′
√
log(2m), we have for q ∈ {1, 2} that
‖θˆ − θ0‖q ≤ ∆qn := Cn−1/2s1/q`n{(1 + L)µ−1n + C} ≤ C ′n−1/2s1/q log1/2(2m) (C.7)
where we used that µn ≥ c and L ≤ C.
Moreover by Lemma 3.9 we have that
‖Gˆ−G‖∞ ≤ C∆2n, ‖Gˆ− G˜‖∞ ≤ C∆2n and ‖Ωˆ− Ω‖∞ ≤ C∆2n
under Bn∆1n log1/2(m/δn) ≤ Cn1/2∆2n (implied by Bns1/2 log(mn) ≤ Cn1/2 log(2m)),
and s ≥ 1.
In order to apply Lemma 3.7, recall the choices of penalty
λ¯ = λγj =
1
2
λµj = n
−1/2+a¯Φ−1(1− (mpn)−1) (C.8)
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so that we consider `n = n1/2λ¯ ≥ C(1 ∨ K2)(1 + K)n1/2∆2n for some constant C > 0
chosen sufficiently large so they satisfy the requirements on the penalty choices of Lemma
3.7. Therefore, Lemma 3.7 yields with probability 1− Cδn that
max
j∈[p]
‖γˆj − γ0j‖1 ≤ Cλ¯s{1 + µ−1n } and ‖γˆj‖1 ≤ ‖γ0j‖1 ≤ K for all j ∈ [p]
max
j∈[p]
‖µˆj − µ0j‖1 ≤ C ′λ¯s{1 + µ−1n } and ‖µˆj‖1 ≤ ‖µ0j‖1 ≤ K for all j ∈ [p]
Now we are in position to bound r¯1, r¯2 and r¯3. By Lemma 3.6 and using the definition
of the estimators (3.33) we have
r¯1 =
√
n‖I − µˆγˆGˆ‖∞‖θˆ − θ0‖1 ≤
√
nλ¯∆1n
≤ na¯Φ−1(1− (pmn)−1)∆1n
r¯2 =
√
nmaxj∈[p] ‖µˆj‖1 maxj∈[p] ‖γˆj‖1‖Gˆ− G˜‖∞‖θˆ − θ0‖1
≤ CK2n1/2∆2n∆1n
r¯3 ≤ KCλ¯s{1 + µ−1n }‖
√
ngˆ(θ0)‖∞
≤ KCn¯−1/2+a¯Φ−1(1− (pmn)−1)s log1/2(2m)
Under K + µ−1n ≤ C, and n−1/2+a¯s log(2pmn) ≤ un, with probability 1− Cδn we have
r¯1 + r¯2 + r¯3 ≤ Cun.

Lemma C.1. Let Xi, i = 1, . . . , n, be independent random vectors in Rp, p ≥ 3. Define m¯kk :=
maxj∈[p] 1n
∑n
i=1 E[|Xij |k] and Mkk ≥ E[maxi≤n ‖Xi‖
k∞]. Then we have the following bounds:
(1) E
[
max
j∈[p]
1
n
n∑
i=1
|Xij |
]
≤ CM1n−1 log p+ Cm¯1
(2) E
[
max
j∈[p]
1
n
∣∣∣∣∣
n∑
i=1
Xij − E[Xij ]
∣∣∣∣∣
]
≤ Cm¯2
√
n−1 log p+ CM2n−1 log p
(3) E
[
max
j∈[p]
1
n
∣∣∣∣∣
n∑
i=1
|Xij |k − E[|Xij |k]
∣∣∣∣∣
]
≤ CM
k
k log p
n
+ C
√
Mkk m¯
k
k log p
n
for some universal constant C. Moreover, for q¯ ≥ 2, we have with probability 1− t−q¯/2
(4) max
j∈[p]
|Gn(Xj)| ≤ Cm¯2
√
log p+ n−1/2Cq¯{Mq¯t1/2 +M2(t+ log p)}.
Proof. The proofs of the first inequalities are given in Lemmas 8 and 9 of [49]. The proof
of the last inequality can be found in [24].
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The last result follows from the second inequality and Theorem 5.1 in[47] with α = 1.
Indeed we have with probability 1− tq¯/2
max
j∈[p]
|Gn(Xj)| ≤ 2
{
m¯2
√
log p+ n−1/2M2 log p
}
+K(q¯)
[
(m¯2 + n
−1/2Mq¯)
√
t+ n−1/2M2t
]
The result follows by collecting the terms. 
Appendix D. Technical Lemmas
Lemma D.1. For any q > 1/a,
Aq
p∑
j=1
j−aq1{j ≥ (A/λ)1/a} ≤ 2
aqsλq
aq − 1 ,
where s := d(A/λ)1/ae.
Proof of Lemma D.1. We consider two cases separately: A ≤ λ and A > λ. When A ≤ λ,
we have
p∑
j=1
j−aq1{j ≥ (A/λ)1/a} ≤
p∑
j=1
j−aq = 1 +
p∑
j=2
j−aq ≤ 1 +
∫ ∞
1
x−aqdx = 1 +
1
aq − 1 ,
so that
Aq
p∑
j=1
j−aq1{j ≥ (A/λ)1/a} ≤
(
1 +
1
aq − 1
)
λq =
(
1 +
1
aq − 1
)
sλq ≤ 2
aqsλq
aq − 1 .
When A > λ, we have s = d(A/λ)1/ae ≥ 2, and
p∑
j=1
j−aq1{j ≥ (A/λ)1/a} =
p∑
j=s
j−aq ≤
∫ ∞
s−1
x−aqdx =
(s− 1)1−aq
aq − 1 ,
so that
Aq
p∑
j=1
j−aq1{j ≥ (A/λ)1/a} ≤ s
aq − 1
(
A
(s− 1)a
)q
≤ 2
aqsλq
aq − 1
since 2(s− 1) ≥ (A/λ)1/a. Conclude that the asserted claim holds in both cases. 
Lemma D.2 (General Lower Bound for k(θ0, `) in Exactly Sparse Models). Recall the def-
inition of l-sparse smallest and l-sparse largest singular values σmin(l) and σmax(l) in (3.8) and
assume that Condition ES is satisfied. Then
k(θ0, `q) ≥ max
l≥s
σmin(l)√
l
(
1− σmax(l)
σmin(l)
√
4s
l
)
s1/2−1/q
2 + 4
√
s/l
, q ∈ {1, 2}. (D.1)
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Proof of Lemma D.2 By Condition ES, there exists T ⊂ {1, . . . , p} such that |T | = s and
θ0j = 0 for all j ∈ T c. Also, for any θ ∈ R(θ0), we have ‖θT ‖1 +‖θT c‖1 = ‖θ‖1 ≤ ‖θ0‖1, and
so ‖θT c‖1 ≤ ‖θ0‖1 − ‖θT ‖1 ≤ ‖(θ − θ0)T ‖1 by the triangle inequality. Hence, k(θ0, `q) ≥
κGq (s, 1) for κGq (s, 1) defined in front of Theorem 1 in [17]. Thus, given that by Theorem 1
in [17], κGq (s, 1) is bounded from above by the right-hand side of (D.1), the asserted claim
follows. 
Lemma D.3 (Maximal Inequality Based on Contraction Principle). Let (Xi)ni=1 be indepen-
dent random vectors with common support X , and let Gn be the corresponding empirical process.
Consider the maximum over suprema of empirical processes with contractive structure:
max
j∈[m]
sup
η∈∆
|Gn(hj(X,Zu(j)(X)′vu(j)))|,
where (1) u(j) ∈ [u¯] for all j ∈ [m]; (2) vu is a parameter vector in Rpu for all u ∈ [u¯]; (3) ∆ is a
set in Rp with p = p1 + · · ·+ pu¯; (4) η = (v′1, . . . , v ′¯u)′; (5) for all j ∈ [m], the link function hj is
a measurable map from X × R to R, is pointwise Lipschitz: |hj(x, t) − hj(x, s)| ≤ Lj(x)|t − s|
for all x ∈ X and t, s ∈ R, and is passing through the origin hj(x, 0) = 0, for all x ∈ X ; (6) for
all j ∈ [m], the function Lj is a measurable map from X to R; and (7) for all u ∈ [u¯], the function
Zu is a measurable map from X to Rpu .
Suppose that
sup
η∈∆,j∈[m]
EnVar(hj(X,Zu(j)(X)′vu(j))) ≤ B21n, max
j∈[m],k∈[pu(j)]
En[L2j (X)Z2u(j)k(X)] ≤ B22n
with probability at least 1− δn. Then for all t ≥ 4B1n,
P
(
sup
η∈∆,j∈[m]
|Gn(hj(X,Zu(j)(X)′vu(j)))| > t
)
≤ 4δn + 8pm exp
(
− t
2
128B22n‖∆‖21,v
)
,
where ‖∆‖1,v := maxu∈[u¯] supη∈∆ ‖vu‖1. Thus,
P
(
sup
η∈∆,j∈[m]
|Gn(hj(X,Zu(j)(X)′vu(j)))| > t
)
≤ 5δn
as long as t ≥ {4B1n} ∨ {8
√
2B2n‖∆‖1,v log1/2(8pm/δn)}.
Proof of Lemma D.3. The proof is a variant of the argument given by [8]. Since the second
asserted claim follows immediately from the first one, it suffices to prove the first one. To
do so, we split the proof into two steps.
Step 1. We first invoke a symmetrization lemma for probabilities. Let (σi)ni=1 be i.i.d.
copies of the Rademacher random variable σ, which takes on values {−1, 1} with equal
probabilities. Fix any t such that
t2 ≥ 16B21n ≥ 16 sup
η∈∆,j∈[m]
EnVar(hj(X,Zu(j)(X)′vu(j))).
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Then by Lemma 2.3.7 in [113] and Chebyshev’s inequality,
(?) : = P
(
sup
η∈∆,j∈[m]
|Gn(hj(X,Zu(j)(X)′vu(j)))| > t
)
≤ 4P
(
sup
η∈∆,j∈[m]
∣∣Gn(σhj(X,Zu(j)(Xi)′vu(j)))∣∣ > t/4
)
.
Next, let
A := sup
η∈∆,j∈[m]
∣∣Gn(σhj(X,Zu(j)(X)′vu(j)))∣∣
and define the event Ω := {maxj∈[m],k∈[pu(j)] En[L2j (X)Z2u(j)k(X)] ≤ B22n}. Then
P(A > t/4) ≤ P(A > t/4 | Ω) + P(Ωc) ≤ E[P(A > t/4 | (Xi)ni=1,Ω)] + δn,
where we used that P (Ωc) ≤ δn by assumption.
Now, by Markov’s inequality, for ψ := t/(16B22n‖∆‖21,v),
P(A > t/4 | (Xi)ni=1,Ω) ≤ exp(−ψt/4)E[exp(ψA) | (Xi)ni=1,Ω]
≤ 2pm exp(−ψt/4) exp (2ψ2B22n‖∆‖21,v) (D.2)
= 2pm exp(−t2/{128B22n‖∆‖21,v}),
where (D.2) is established in Step 2 below. Therefore,
(?) ≤ 4δn + 8pm exp
(
− t
2
128B22n‖∆‖21,v
)
,
which is the first asserted claim. It remains to establish (D.2).
Step 2. Here, we bound E[exp(ψA) | (Xi)ni=1,Ω] and establish (D.2). In this step, we
will condition throughout on {(Xi)ni=1,Ω} but omit explicit notation for this conditioning
to keep the notation lighter.
We have
E
[
exp
(
ψ sup
η∈∆,j∈[m]
∣∣Gn(σhj(X,Zu(j)(X)′vu(j)))∣∣
)]
= E
[
exp
(
ψ√
n
sup
η∈∆,j∈[m]
∣∣∣∣∣
n∑
i=1
σihj(Xi, Zu(j)(Xi)
′vu(j))
∣∣∣∣∣
)]
≤ mmax
j∈[m]
E
[
exp
(
2ψ√
n
sup
η∈∆
∣∣∣∣∣
n∑
i=1
σiLj(Xi)Zu(j)(Xi)
′vu(j)
∣∣∣∣∣
)]
= mmax
j∈[m]
E
[
exp
(
2ψ sup
η∈∆
∣∣Gn(σLj(X)Zu(j)(X)′vu(j))∣∣
)]
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by Lemma D.4 in this appendix with
hij(t) = hj(Xi, t), γij = Lj(Xi), G(t) = exp(ψt/
√
n), i ∈ [n], j ∈ [m], t ∈ R
and
Tj = {t = (t1, . . . , tn)′ ∈ Rn : ti = Zu(j)(Xi)′vu(j) for all i ∈ [n] and some η ∈ ∆}, j ∈ [m].
Further, for all j ∈ [m],
E
[
exp
(
2ψ sup
η∈∆
∣∣Gn(σLj(X)Zu(j)(X)′vu(j))∣∣
)]
≤ E
[
exp
(
2ψ max
k∈[pu(j)]
|Gn(σLj(X)Zu(j)k(X))|‖∆‖1,v
)]
≤ p max
k∈[pu(j)]
E
[
exp
(
2ψ|Gn(σLj(X)Zu(j)k(X))|‖∆‖1,v
) ]
by Ho¨lder’s inequality and the observation that exp(t) > 0 for all t ∈ R. Moreover, for all
j ∈ [m] and k ∈ [pu(j)],
E
[
exp
(
2ψ|Gn(σLj(X)Zu(j)k(X))|‖∆‖1,v
)]
≤ 2E [exp (2ψGn(σLj(X)Zu(j)k(X))‖∆‖1,v)]
≤ 2 exp (2ψ2En[Lj(X)2Zu(j)k(X)2]‖∆‖21) ≤ 2 exp(2ψ2B22n‖∆‖21,v),
where the first inequality follows from observing that Gn(σLj(X)Zu(j)k(X))’s are sym-
metrically distributed, the second from sub-Gaussianity of Gn(σLj(X)Zu(j)k(X)) (see the
proof of Lemma 2.2.7 in [113], for example), and the third from the definition of Ω (re-
call that we implicitly condition on Ω). Combining the inequalities above gives (D.2) and
completes the proof of the lemma. 
Lemma D.4 (Contraction Principle for Maxima). For i ∈ [n] and j ∈ [m], let the functions
hij : R→ R be such that
|hij(t)− hij(s)| ≤ γij |t− s|, for all (t, s) ∈ R2 and hij(0) = 0.
Also, let G : R+ → R+ be a non-decreasing convex function and for each j ∈ [m], let Tj be a
bounded set in Rn. Then
E
[
G
(
sup
j∈[m],t∈Tj
∣∣∣∣∣
n∑
i=1
σihij(ti)
∣∣∣∣∣
)]
≤ mmax
j∈[m]
E
[
G
(
2 sup
t∈Tj
∣∣∣∣∣
n∑
i=1
σiγijti
∣∣∣∣∣
)]
,
where (σi)ni=1 are i.i.d. Rademacher random variables, i.e. random variables taking values −1 and
+1 with probability 1/2 each.
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Proof of Lemma D.4. Since G(x) ≥ 0 for all x ∈ R+, we have
E
[
G
(
sup
j∈[m],t∈Tj
∣∣∣∣∣
n∑
i=1
σihij(ti)
∣∣∣∣∣
)]
≤ E
 m∑
j=1
G
(
sup
t∈Tj
∣∣∣∣∣
n∑
i=1
σihij(ti)
∣∣∣∣∣
)
≤ mmax
j∈[m]
E
[
G
(
sup
t∈Tj
∣∣∣∣∣
n∑
i=1
σihij(ti)
∣∣∣∣∣
)]
.
Also, by Theorem 4.12 in [84], for each j ∈ [m],
E
[
G
(
sup
t∈Tj
∣∣∣∣∣
n∑
i=1
σihij(ti)
∣∣∣∣∣
)]
≤ E
[
G
(
2 sup
t∈Tj
∣∣∣∣∣
n∑
i=1
σiγijti
∣∣∣∣∣
)]
.
Combining these inequalities gives the asserted claim. 
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