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Abstract
For Baskakov–Be´zier operators we give the direct, inverse and equivalence approximation theorems with
uniﬁed Ditzian–Totik modulus (f, t) (01).
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1. Introduction
Recently, theBe´zier type operators of somewell-knownoperatorswere introduced (cf. [1,6–8]).
For example, Bernstein–Be´zier operator (cf. [1,6]), Szasz–Be´zier operator (cf. [8]) andBaskakov–
Be´zier operator (cf. [7]), their rates of convergence for bounded variation functions have been
investigated (cf. [6–8]). In this paper wewill consider the approximation properties for Baskakov–
Be´zier operator. The well-known Baskakov operator is deﬁned by
Vn(f, x) =
∞∑
k=0
f
(
k
n
)
vn,k(x), (1.1)
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where vn,k(x) =
(
n+k−1
k
)
xk(1 + x)−n−k and f ∈ C[0,∞) (the set of bounded continuous
functions on [0,∞)). Let Jn,k(x) = ∑∞j=k vn,j (x) be the Baskakov–Be´zier basis functions. For
1, the Baskakov–Be´zier operator is deﬁned by
Vn,(f, x) =
∞∑
k=0
f
(
k
n
)
[J n,k(x) − J n,k+1(x)]. (1.2)
It is easy to verify that Vn, is a positive linear operator and Vn,(1, x) = 1, ‖Vn,‖ = 1, and
when  = 1, Vn,1(f, x) = Vn(f, x).
The aim of this note is to get the central approximation theorems for Vn,(x) (direct, inverse
and equivalent theorems) with uniﬁed ﬁrst order Ditzian–Totik modulus(f, t) (01) (cf.
[2–4]). In Section 4 we will explain that the second order modulus cannot be used.
To state our results we recall that uniﬁed K-functional and Ditzian–Totik modulus (cf. [2–4]).
Let (x) = √x(1 + x), 01, then
(f, t) = sup
0<h t
sup
x−(h(x)/2)0
∣∣∣∣∣f
(
x + h
(x)
2
)
− f
(
x − h
(x)
2
)∣∣∣∣∣ , (1.3)
K(f, t) = inf
g∈W
{‖f − g‖ + t‖g′‖}, (1.4)
where W = {g : g ∈ A.C.loc, ‖g′‖ < ∞}. It is known that (cf. [2, Theorem 2.1.1]) there exits
C > 0 such that
C−1(f, t)K(f, t)C(f, t). (1.5)
Our result is as follows.
Theorem 1.1. For f ∈ C[0,∞), (x) = √x(1 + x), 01, 0 <  < 1, the following two
statements are equivalent:
(1) |Vn,(f, x) − f (x)| = O((1−(x)√n )), and
(2) (f, t) = O(t).
In Section 2wewill prove the direct theorem and in Section 3wewill prove the inverse theorem.
Throughout this paper, C denotes a positive constant independent of n and x and not necessarily
the same at each occurrence.
2. Direct theorem
First we list some basic properties which can be found in [7] or [2] and will be used in this or
next sections.
1 = Jn,0(x) > Jn,1(x) > · · · > Jn,k(x) > Jn,k+1(x) > · · · , (2.1)
0 < J n,k(x) − J n,k+1(x) < vn,k(x), 1, (2.2)
v′n,k(x) =
n
2(x)
vn,k(x)
(
k
n
− x
)
, (2.3)
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v′n,k(x) = n(vn+1,k−1(x) − vn+1,k(x)) (vn,−1(x) = 0), (2.4)
J ′n,0(x) = 0, J ′n,k(x) = nvn+1,k−1(x) > 0 (k = 1, 2, . . .), (2.5)
Vn((t − x)2, x) = 
2(x)
n
, Vn((t − x)2r , x)Cn−r
(
(x) + 1√
n
)2r
. (2.6)
To prove the direct theorem we need the following lemmas.
Lemma 2.1. For f ∈ W, (x) =
√
x(1 + x), 01, t, x > 0, we have∣∣∣∣
∫ t
x
f ′(u) du
∣∣∣∣ 4 (x−/2(1 + t)−/2 + −(x)) |t − x|‖f ′‖. (2.7)
Proof. Using Hölder inequality, one has∣∣∣∣
∫ t
x
f ′(u) du
∣∣∣∣  ‖f ′‖
∣∣∣∣
∫ t
x
(u(1 + u))−/2 du
∣∣∣∣
 ‖f ′‖|t − x|1−
∣∣∣∣
∫ t
x
du
(u)
∣∣∣∣

. (2.8)
Since ∣∣∣∣
∫ t
x
du√
u(1 + u)
∣∣∣∣ 
∣∣∣∣
∫ t
x
du√
u
∣∣∣∣
(
1√
1 + x +
1√
1 + t
)
and ∣∣∣∣
∫ t
x
du√
u
∣∣∣∣ = ∣∣∣2(√t − √x)
∣∣∣ = 2|t − x|√
t + √x 
2|t − x|√
x
,
with (2.8) we get∣∣∣∣
∫ t
x
f ′(u) du
∣∣∣∣  ‖f ′‖|t − x|1− 2|t − x|x/2
(
1√
1 + x +
1√
1 + t
)
 4
(
x−/2(1 + t)−/2 + −(x)
)
|t − x|‖f ′‖.
This is (2.7). 
Lemma 2.2 (Ditzian and Totik [2, (9.6.3), p. 141]). For any integer m, we have
Vn((1 + t)−m, x)C(m)(1 + x)−m. (2.9)
Theorem 2.3. For f ∈ C[0,∞), we have
|Vn,(f, x) − f (x)|C
(
f,
1−(x)√
n
)
. (2.10)
Proof. By the deﬁnition of K(f, t) for ﬁxed n, x, , we can choose g = gn,x, such that
‖f − g‖ + 
1−(x)√
n
‖g′‖2K
(
f,
1−(x)√
n
)
. (2.11)
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As |Vn,(f, x)|‖f ‖, we have
|Vn,(f, x) − f (x)|  |Vn,(f − g, x)| + |Vn,(g, x) − g(x)| + |f (x) − g(x)|
 2‖f − g‖ + |Vn,(g, x) − g(x)|. (2.12)
Applying g(t) = g(x) + ∫ t
x
g′(u) du, we have by (2.7)∣∣Vn,(g, x) − g(x)∣∣ =
∣∣∣∣Vn,
(∫ t
x
g′(u) du, x
)∣∣∣∣
 4‖g′‖
[
−(x)Vn,(|t − x|, x) + x−/2Vn,
( |t − x|
(1 + t)/2 , x
)]
=: 4‖g′‖[J1 + J2]. (2.13)
We now estimate J1 and J2. Using (2.2) and (2.6) we have
J1 = −(x)
∞∑
k=0
∣∣∣∣ kn − x
∣∣∣∣ (J n,k(x) − J n,k+1(x))
 −(x)
∞∑
k=0
∣∣∣∣ kn − x
∣∣∣∣ vn,k(x)−(x)
( ∞∑
k=0
(
k
n
− x
)2
vn,k(x)
)1/2
= 
1−(x)√
n
. (2.14)
By (2.9) we can deduce that
J2 = x−/2
∞∑
k=0
∣∣∣∣ kn − x
∣∣∣∣
(
1 + k
n
)−/2 (
J n,k(x) − J n,k+1(x)
)
 x−/2
∞∑
k=0
∣∣∣∣ kn − x
∣∣∣∣
(
1 + k
n
)−/2
vn,k(x)
 x−/2
( ∞∑
k=0
(
k
n
− x
)2
vn,k(x)
)1/2 ( ∞∑
k=0
(
1 + k
n
)−1
vn,k(x)
)/2
 Cx−/2(x)√
n
(1 + x)−/2 = C
1−(x)√
n
. (2.15)
From (2.13)–(2.15), we obtain
|Vn,(g, x) − g(x)|C
1−(x)√
n
‖g′‖. (2.16)
By (1.5), (2.11) and (2.16), we have
|Vn,k(f, x) − f (x)|  C
(
‖f − g‖ + 
1−(x)√
n
‖g′‖
)
 C
(
f,
1−(x)√
n
)
.
The proof of the theorem is completed. 
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3. Inverse theorem
To obtain the inverse theorem we ﬁrst prove some lemmas.
Lemma 3.1. For V ′n,(f, x) the following inequalities hold:
(1)
|V ′n,(f, x)|  
∞∑
k=0
∣∣∣∣f
(
k
n
)∣∣∣∣ [J −1n,k (x) − J −1n,k+1(x)]J ′n,k+1(x)
+ 
∞∑
k=0
∣∣∣∣f
(
k
n
)
v′n,k(x)
∣∣∣∣ , (3.1)
(2) |V ′n,(f, x)|
∞∑
k=1
∣∣∣∣f
(
k
n
)
− f
(
k − 1
n
)∣∣∣∣ J ′n,k(x) + 2
∞∑
k=0
∣∣∣∣f
(
k
n
)
v′n,k(x)
∣∣∣∣ . (3.2)
Proof. Note that 1, 1Jn,k(x) > Jn,k+1(x), J ′n,k(x)0, we can deduce
|V ′n,(f, x)| = 
∣∣∣∣∣
∞∑
k=0
f
(
k
n
)
[J −1n,k (x)J ′n,k(x) − J −1n,k+1(x)J ′n,k+1(x)]
∣∣∣∣∣
= 
∣∣∣∣∣
∞∑
k=0
f
(
k
n
)
{[J −1n,k (x) − J −1n,k+1(x)]J ′n,k+1(x) + J −1n,k (x)v′n,k(x)}
∣∣∣∣∣
 
∞∑
k=0
∣∣∣∣f
(
k
n
)∣∣∣∣ [J −1n,k (x) − J −1n,k+1(x)]J ′n,k+1(x) + 
∞∑
k=0
∣∣∣∣f
(
k
n
)
v′n,k(x)
∣∣∣∣ .
This is (3.1). We continue the above inequality by J ′n,0(x) = 0,
|V ′n,(f, x)|  
∞∑
k=0
∣∣∣∣f
(
k
n
)∣∣∣∣ [J −1n,k (x)J ′n,k(x) − J −1n,k+1(x)J ′n,k+1(x)]
+ 2
∞∑
k=0
∣∣∣∣f
(
k
n
)
v′n,k(x)
∣∣∣∣
 
∞∑
k=1
∣∣∣∣f
(
k
n
)∣∣∣∣ J −1n,k (x)J ′n,k(x)
− 
∞∑
k=1
∣∣∣∣f
(
k − 1
n
)∣∣∣∣ J −1n,k (x)J ′n,k(x) + 2
∞∑
k=0
∣∣∣∣f
(
k
n
)
v′n,k(x)
∣∣∣∣
 
∞∑
k=1
∣∣∣∣f
(
k
n
)
− f
(
k − 1
n
)∣∣∣∣ J ′n,k(x) + 2
∞∑
k=0
∣∣∣∣f
(
k
n
)
v′n,k(x)
∣∣∣∣ .
This is (3.2). Lemma 3.1 is proved. 
Lemma 3.2. For 01, (x) = √x(1 + x), we have
(1)
|(x)V ′n,(f, x)|C
√
n−1(x)‖f ‖ (f ∈ C[0,∞)). (3.3)
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(2)
|(x)V ′n,(f, x)|C‖f ′‖ (f ∈ W). (3.4)
Proof. First we prove (3.3). Using (3.1) we have
|V ′n,(f, x)|  ‖f ‖
( ∞∑
k=0
[J −1n,k (x) − J −1n,k+1(x)]J ′n,k+1(x) +
∞∑
k=0
|v′n,k(x)|
)
=: ‖f ‖(I1 + I2). (3.5)
We estimate I1 and I2, respectively. Note J ′n,0(x) = 0, we have
I1 =
∞∑
k=0
[J −1n,k (x)(J ′n,k(x) − v′n,k(x)) − J −1n,k+1(x)J ′n,k+1(x)]
=
∞∑
k=1
J −1n,k (x)J
′
n,k(x) −
∞∑
k=0
J −1n,k+1(x)J
′
n,k+1(x) −
∞∑
k=0
J −1n,k (x)v
′
n,k(x)
= −
∞∑
k=0
J −1n,k (x)v
′
n,k(x)
∞∑
k=0
|v′n,k(x)| = I2. (3.6)
Using (2.3) one has
I2
n
2(x)
∞∑
k=0
∣∣∣∣ kn − x
∣∣∣∣ vn,k(x)
√
n
(x)
. (3.7)
From (3.5)–(3.7) we obtain
|(x)V ′n,(f, x)|2(x)‖f ‖
√
n
(x)
C
√
n−1(x)‖f ‖. (3.8)
Now we prove (3.4). Since V ′n,(1, x) = 0, we have
V ′n,(f, x) = V ′n,(f, x) − f (x)V ′n,(1, x)
=
∞∑
k=0
(
f
(
k
n
)
− f (x)
)
[J n,k(x) − J n,k+1(x)]′
=
∞∑
k=0
∫ k/n
x
f ′(u) du[J n,k(x) − J n,k+1(x)]′.
By (3.2) we get
(x)|V ′n,(f, x)|  (x)
∞∑
k=1
∣∣∣∣
∫ k/n
(k−1)/n
f ′(u) du
∣∣∣∣ J ′n,k(x)
+ 2(x)
∞∑
k=0
∣∣∣∣
∫ k/n
x
f ′(u) du v′n,k(x)
∣∣∣∣
=: L1 + L2. (3.9)
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First we estimate L1. Using (2.5) we have
L1 = n(x)
[∣∣∣∣∣
∫ 1/n
0
f ′(u) du|vn+1,0(x) +
∞∑
k=2
∣∣∣∣∣
∫ k/n
(k−1)/n
f ′(u) du|vn+1,k−1(x)
]
=: L11 + L12. (3.10)
Since vn+1,0(x) = (1 + x)−n−1 and∣∣∣∣∣
∫ 1/n
0
f ′(u) du
∣∣∣∣∣  ‖f ′‖
∫ 1/n
0
−(u) du
 ‖f ′‖n−(1−)
(∫ 1/n
0
−1(u) du
)
 ‖f ′‖n−(1−)
(∫ 1/n
0
1√
u
du
)
= 2n−1n/2‖f ′‖,
so we can deduce
L112‖f ′‖x/2n/2(1 + x)−n.
For  = 0 or  > 0 and x = 0, then L112‖f ′‖. For  > 0, x > 0, by simple computation
we know that the maximum value of x/2n/2(1 + x)−n is(

2n − 
)/2
n/2
(
1 + 
2n − 
)−n
1,
which is taken at x = /(2n − ). So we obtain
L112‖f ′‖. (3.11)
Using (2.7) for k2, we have
L12  n(x)
∞∑
k=2
4
n
((
k − 1
n
)−/2 (
1 + k
n
)−/2
+
(
k − 1
n
(
1 + k − 1
n
))−/2)
×‖f ′‖vn+1,k−1(x)
 8(x)‖f ′‖
∞∑
k=2
(
k − 1
n
)−/2 (
1 + k − 1
n
)−/2
vn+1,k−1(x)
 8(x)‖f ′‖
( ∞∑
k=1
−2
(
k
n
)
vn+1,k(x)
)/2
.
It is easy to verify that by Lemma 2.2
∞∑
k=1
−2
(
k
n
)
vn+1,k(x) = 1
x
∞∑
k=1
k + 1
k
(
1 + k
n
)−1
vn,k+1(x)
 4
x
∞∑
k=1
(
1 + k + 1
n
)−1
vn,k+1(x)C−2(x).
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Hence
L12C‖f ′‖. (3.12)
From (3.10)–(3.12) we get
L1C‖f ′‖. (3.13)
Now we estimate L2. Using (2.7) we have
L2  C(x)‖f ′‖
∞∑
k=0
(
x−/2
(
1 + k
n
)−/2
+ −(x)
) ∣∣∣∣ kn − x
∣∣∣∣ |v′n,k(x)|
= C(x)‖f ′‖x−/2
∞∑
k=0
∣∣∣∣ kn − x
∣∣∣∣
(
1 + k
n
)−/2
|v′n,k(x)|
+C‖f ′‖
∞∑
k=0
∣∣∣∣ kn − x
∣∣∣∣ |v′n,k(x)|
=: Q1 + Q2. (3.14)
By (2.3) we have
∞∑
k=0
∣∣∣∣ kn − x
∣∣∣∣ |v′n,k(x)| n2(x)
∞∑
k=0
(
k
n
− x
)2
vn,k(x) = 1.
Hence
Q2C‖f ′‖. (3.15)
To estimate Q1 we will consider two cases, one is x ∈ En = ( 1n ,∞), the other is x ∈ ECn =
[0, 1
n
]. For x ∈ En by (2.3) we have
∞∑
k=0
∣∣∣∣ kn − x
∣∣∣∣
(
1 + k
n
)−/2
|v′n,k(x)|
 n
2(x)
∞∑
k=0
(
k
n
− x
)2 (
1 + k
n
)−/2
vn,k(x)
 n
2(x)
( ∞∑
k=0
(
k
n
− x
)4
vn,k(x)
)1/2 ( ∞∑
k=0
(
1 + k
n
)−1
vn,k(x)
)/2
.
By (2.6) and (2.9) we can deduce for x ∈ En( ∞∑
k=0
(
k
n
− x
)4
vn,k(x)
)1/2
C
2(x)
n
and ( ∞∑
k=0
(
1 + k
n
)−1
vn,k(x)
)/2
C(1 + x)−/2.
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Therefore, for x ∈ En
Q1C‖f ′‖. (3.16)
For x ∈ ECn we use (2.4) and obtain
∞∑
k=0
∣∣∣∣ kn − x
∣∣∣∣
(
1 + k
n
)−/2
|v′n,k(x)|
n
∞∑
k=1
∣∣∣∣ kn − x
∣∣∣∣
(
1 + k
n
)−/2
vn+1,k−1(x) + n
∞∑
k=0
∣∣∣∣ kn − x
∣∣∣∣
(
1 + k
n
)−/2
vn+1,k(x)
=: P1 + P2. (3.17)
Because the method is similar, we estimate only P1.
P1n
( ∞∑
k=1
(
k
n
− x
)2
vn+1,k−1(x)
)1/2 ( ∞∑
k=1
(
1 + k − 1
n + 1
)−1
vn+1,k−1(x)
)/2
.
Since for k2
k
n
− x =
(
k − 1
n + 1 − x
)
k(n + 1)
n(k − 1) −
(
1 − k(n + 1)
n(k − 1)
)
x,
we deduce that
∞∑
k=1
(
k
n
− x
)2
vn+1,k−1(x) 
(
1
n
− x
)2
vn+1,0(x)
+ 16
∞∑
k=2
(
k − 1
n + 1 − x
)2
vn+1,k−1(x)
+9x2
∞∑
k=2
vn+1,k−1(x).
Note that x 1
n
, then we have
∞∑
k=1
(
k
n
− x
)2
vn+1,k−1(x)Cn−2.
Hence we get with (2.9)
P1C(1 + x)−/2. (3.18)
Similarly
P2C(1 + x)−/2. (3.19)
From (3.17)–(3.19) and (3.14) we obtain for x ∈ ECn
Q1C‖f ′‖. (3.20)
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By (3.14)–(3.16) and (3.20) we know
L2C‖f ′‖. (3.21)
Combining (3.9) (3.13) and (3.21) we have
|(x)V ′n,(f, x)|C‖f ′‖.
This is (3.4). Lemma 3.2 is proved. 
Lemma 3.3. For 0 < t < 12 , x >
t
2 , 01, we have∫ t/2
−t/2
−(x + u) duCt−(x). (3.22)
Proof. By Hölder inequality we only need to prove
∫ t/2
−t/2
−1(x + u) duCt−1(x). (3.23)
For x1, it is easy to know that (3.23) holds. For t2 < x1, as
√
x + t2 +
√
x − t2
√
x(1 + x),
we have∫ t/2
−t/2
du√
(x + u)(1 + x + u) 
2(
√
x + (t/2) − √x − (t/2))√
1 + x − (t/2)
 1√
3
4 + x
2t√
x + (t/2) + √x − (t/2)

√
4
3
2t√
x(1 + x) . 
Now we give the inverse theorem.
Theorem 3.4. For 01, (x) = √x(1 + x), f ∈ C[0,∞), 0 <  < 1, we have
|Vn,(f, x) − f (x)| = O
⎛
⎝(1−(x)√
n
)⎞⎠
implies
(f, t) = O(t).
Proof. By Lemmas 3.2 and 3.3 and using the similar method in [6, “⇐	”, p. 145], it is easy to
prove Theorem 3.4. Here we omit the details. 
Remark. From Theorems 2.3 and 3.4, we can obtain Theorem 1.1.
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4. A note on the second order modulus
The ﬁrst order modulus of smoothness is used in the above results, and it would be important to
know if this is natural in this setting. In this section we will show that the second order modulus
cannot be used.
Let
f (x) =
{
(1 − x)| log |1 − x||, x ∈ [0, 2], x 
= 1,
0, x = 1, x > 2. (4.1)
Then f (x) is odd with respect to 1 on [0, 2] and f (1 − x) = x| log |x||, x ∈ [−1, 1].
It is easy to know that (cf. [2, Chapter 3, Section 7])
2(f, t) = O(t). (4.2)
We will show that
Vn,(f, 1)C
log n√
n
. (4.3)
Then from (4.2) and (4.3) we can see that the second modulus cannot be used.
First we write
Vn,(f, 1) =
∞∑
k=0
f
(
k
n
)
[J n,k(1) − J n,k+1(1)]
=
⎛
⎝ ∑
|k−n|n5/9
+
∑
M
√
n |k−n|<n5/9
+
∑
|k−n|<M√n
⎞
⎠ f ( k
n
)
[J n,k(1) − J n,k+1(1)]
=: I1 + I2 + I3, (4.4)
where M is a constant.
Since J n,k(1) − J n,k+1(1) = −1k vn,k(1), where Jn,k+1(1) < k < Jn,k(1) and if M is given
for n − M√nkn + M√n, we have
J n,k(1) − J n,k+1(1)  J −1n,k+1(1)vn,k(1)
 
⎛
⎝1 − n−M
√
n∑
j=0
vn,j (1)
⎞
⎠
−1
vn,k(1) = (1 − )−1vn,k(1),
where  = ∑n−M√nj=0 vn,j (1) > 0 which is depending on M, then for ε > 0, when  is large
enough (depending on ε and ), we have
J n,k(1) − J n,k+1(1) < εvn,k(1). (4.5)
Therefore, we have for n large enough
|I3| 
∑
|k−n|M√n
∣∣∣∣f
(
k
n
)∣∣∣∣ [J n,k(1) − J n,k+1(1)]
 M log n√
n
∑
|k−n|M√n
εvn,k(1)ε
M log n√
n
. (4.6)
S. Guo et al. / Journal of Approximation Theory 147 (2007) 112–124 123
Furthermore, vn,n−j (1)/vn,n+j (1) → 1 as n → ∞ uniformly for 0jn5/9, but Jn,n−j (1) is
close to 1 while Jn,n+j (1) is close to 0 for jM
√
n (and M is large), hence
[J n,n−j (1) − J n,n−j+1(1)] − [J n,n+j (1) − J n,n+j+1(1)]
= [−1n−j vn,n−j (1) − −1n+j vn,n+j (1)]

2
−1n−j vn,n−j (1)
= 1
2
(J n,n−j (1) − J n,n−j+1(1)), (4.7)
where n−j ∈ (Jn,n−j+1(1), Jn,n−j (1)) and n+j ∈ (Jn,n+j+1(1), Jn,n+j (1)).
Since the function is odd and with (4.7) we have
I2 =
⎛
⎝ ∑
n−n5/9<kn−M√n
+
∑
n+M√nk<n+n5/9
⎞
⎠(1 − k
n
)
×
∣∣∣∣log
∣∣∣∣1 − kn
∣∣∣∣
∣∣∣∣ [J n,k(1) − J n,k+1(1)]
 1
2
∑
n−n5/9<kn−M√n
(
1 − k
n
) ∣∣∣∣log
∣∣∣∣1 − kn
∣∣∣∣
∣∣∣∣ [J n,k(1) − J n,k+1(1)]
 C
2
log n√
n
∑
n−n5/9<kn−M√n
[J n,k(1) − J n,k+1(1)]
= C
2
log n√
n
⎛
⎝1 − ∑
n−M√nkn+M√n
[J n,k(1) − J n,k+1(1)]
−
∑
|k−n|n5/9
[J n,k(1) − J n,k+1(1)] −
∑
n+M√nk<n+n5/9
[J n,k(1) − J n,k+1(1)]
⎞
⎠
:= C
2
log n√
n
(1 − J1 − J2 − J3). (4.8)
From (4.5) we get
J1ε. (4.9)
Since Jn,n+j (1) is close to 0 for jM
√
n (here M is large) we have
J3 =
∑
M
√
n j<n5/9
[J n,n+j (1) − J n,n+j+1(1)]
= 
∑
M
√
n j<n5/9
−1n+j vn,n+j (1) < ε, (4.10)
where n+j ∈ (Jn,n+j+1(1), Jn,n+j (1)).
Finally for any r ∈ N , one has
∑
|k−n|n5/9
[J n,k(1) − J n,k+1(1)]
∞∑
k=0
∣∣∣∣ kn − 1
∣∣∣∣
2r
vn,k(1)C
2r
nr
n8/9r = O(n−r/9).
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So
J2ε, (4.11)
and
|I1| = o(1) log n√
n
. (4.12)
Therefore, from (4.8)–(4.11) we get
|I2|C log n√
n
. (4.13)
With (4.4), (4.6), (4.12) and (4.13) we have
Vn,(f, 1)C
log n√
n
.
This is (4.3).
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