In this paper, we consider the estimation problem of a correlation coefficient between unobserved variables of interest. These unobservable variables are distorted in a multiplicative fashion by an observed confounding variable. Two estimators, the moment-based estimator and the direct plug-in estimator, are proposed, and we show their asymptotic normality. Moreover, the direct plug-in estimator is shown asymptotically efficient. Furthermore, we suggest a bootstrap procedure and an empirical likelihood-based statistic to construct the confidence interval. The empirical likelihood statistic is shown to be asymptotically chi-squared. Simulation studies are conducted to examine the performance of the proposed estimators. These methods are applied to analyze the Boston housing price data as an illustration.
Introduction
Measurement error is common in many disciplines, such as economics, health science and medical research, due to improper instrument calibration or many other reasons. Generally, an estimation procedure which ignores measurement error may cause large bias, sometimes seriously large bias. The classical statistical estimation and inference become very challenging. Therefore, it requires particular care to eliminate such bias when estimating target parameters. Research on classical errors-in-variables have been widely studied in the last two decades, for example by Li and Hsiao [12] and Schennach [26] using replicate data, and Carroll et al. [37] , Schennach [27] and Wang and Hsiao [3] , using instrumental variable methods. Others considered nonparametric or semi-parametric approaches (Carroll et al. [25] ; Delaigle et al. [36] ; Liang et al. [46] ; Liang and Li [17] ; Liang and Ren [19] ; Liang and Wang [20] ; Schafer [16] , Taupin [1] ; Zhou and Liang [6] ). In addition, Fuller [9] and Carroll et al. [4] give comprehensive reviews containing many parametric and semi-parametric measurement error models.
In this paper, we consider multiplicative effect type errors, namely, distorting measurement errors. Both the response and predictors are unobservable and distorted by general multiplicative effects of some observable confounding variable as Ỹ = φ(U)Y , X = ψ(U)X, (1.1) where (Y , X ) τ are the unobservable continuous variables of interest, (the superscript τ denotes the transpose operator throughout this paper), while (Ỹ ,X) τ are available distorted variables. φ(·) and ψ(·) are unknown contaminating functions of an observed confounding variable U, and U is independent of (X, Y ) τ .
The distortion measurement errors model (1.1) usually occurs in biomedical and health-related studies. The confounding variable (for example, it can be the body mass index (BMI), height or weight) usually has some kind of multiplicative effect on the primary variables of interest. Kaysen et al. [11] analyzed the relationship between fibrinogen level and serum transferrin level among hemodialysis patients, and realized that BMI plays the role of confounding variable that may contaminate the fibrinogen level and the serum transferrin level simultaneously. To eliminate the potential bias, Kaysen et al. [11] simply divided the observed fibrinogen level-Ỹ and observed serum transferrin level-X by BMI-U. Şentürk and Müller [30] noticed that the exact relationship between the confounding variable (BMI) and primary variables is hardly known in practice. Such a simple way of dividing confounding variable BMI may not be appropriate and may lead to an inconsistent estimator of the target parameters. So Şentürk and Müller [30] proposed model (1.1) as a flexible multiplicative adjustment by involving unknown smooth distorting functions φ(·), ψ(·) for the confounding variable U.
To estimate the correlation coefficient between Y and X , denoted as ρ (Y ,X) , Şentürk and Müller [28] observed that the direct calculation of correlation coefficient betweenỸ andX will result in an arbitrarily large biased estimator of ρ (Y ,X) . Therefore, a proper adjustment method for estimating ρ (Y ,X) needs to be addressed. To solve this problem, Şentürk and Müller [28] established the relationship betweenỸ andX through a varying coefficient model, and then employed the binning technique to estimate ρ (Y ,X) . Such a transformation procedure can be generalized to regression models with linear structure-for example, linear models [28, 30, 22, 21] , generalized linear models [31] and partial linear single index models [43] .
The goal of this paper is to construct consistent estimation and do inference for correlation coefficient ρ (Y ,X) . Two estimators for ρ (Y ,X) are proposed. One is the moment-based estimator, and the other is the direct plug-in estimator. The basic ideas and motivations of these two methods are summarized as follows.
• Our first estimator is based on ρ (Y ,X) = ρ (eỸ U ,eX U ) /∆ for some unknown constant ∆, where
in the population level.
This relationship ρ (Y ,X) = ρ (eỸ U ,eX U ) /∆ was first revealed in Appendix D of Şentürk and Müller [28] , but they did not study the statistical properties and simulations further. However, ρ (Y ,X) = ρ (eỸ U ,eX U ) /∆ implies thatρ (eỸ U ,eX U ) /∆ is also an estimator of ρ (Y ,X) , whereρ (eỸ U ,eX U ) and∆ are some estimators of ρ (eỸ U ,eX U ) and ∆, respectively. So it is worth studying the estimation procedure forρ (eỸ U ,eX U ) /∆ and its associated sample properties. We propose moment-based estimators for ρ (eỸ U ,eX U ) , ∆ and further establish their asymptotic normality properties. Moreover, some simulations are also evaluated.
To construct a confidence interval for ρ (Y ,X) , a wild bootstrap procedure is proposed.
• The second estimator is based on the recent methodology direct plug-in, proposed by Cui et al. [5] . The direct plug-in method is a convenient tool for distorting measurement error data. The basic idea is to obtain estimators of the distortion functions, sayφ,ψ and then calibrate Y and X byỸ /φ,X/ψ, and finally construct estimation by using these calibrated quantities. The direct plug-in method can be easily adopted in parametric and semi-parametric models, see for instance [5, 45, 44, 13, 42] . In this paper, an estimator of ρ (Y ,X) based on the direct plug-in method is also investigated. An interesting result is that the direct plug-in estimator for ρ (Y ,X) is efficient, i.e., the asymptotic variance of the direct plug-in estimator is the same as the classical asymptotic variance of the sample correlation coefficient (see for example [8] , Section 8) when data has no distortion effect (φ(·) ≡ 1, ψ(·) ≡ 1). In other words, this direct plug-in estimation procedure for ρ (Y ,X) eliminates the effect caused by the multiplying distorting measurement error φ(U), and ψ(U). Moreover, an empirical likelihood-based statistic is proposed to construct a confidence interval.
Further, we use our proposed estimators to re-analyze Boston housing price data. In [28] , the authors used the education level 'Lstat' as the confounding variable to investigate the correlation between 'Crime' and 'price'. Zhang et al. [45] indicated that another choice of confounding variable is 'Ptratio', pupil-teacher ratio by town. We will make a comparison for those estimators of ρ (Y ,X) under these two different choices of confounding variables to see which estimator is more informative and reasonable.
The paper is organized as follows. In Section 2, we propose the moment-based estimator and derive related asymptotic results. A wild bootstrap procedure to construct a confidence interval is also investigated. In Section 3, we give the direct plug-in estimator and present some asymptotic results. We develop a calibrated empirical log-likelihood ratio statistic and show that the statistic has an asymptotic chi-squared distribution. In Section 4, simulation studies are conducted to examine the performance of the proposed methods. In Section 5, the analysis of Boston housing price data is presented. All technical proofs of the asymptotic results are given in the Supplementary material.
Estimation procedure and asymptotic results
To ensure identifiability for model (1.1), Şentürk and Müller [28] introduced that
This assumption is similar to that of classical measurement error, for instance, the common assumption E(e) = 0 for W = X + e, where W is error-prone and X is error-free. Together with (1.1) and (2.2), we have 
, and K (·) denotes a kernel density, h is a positive-valued bandwidth. Using (2.5)-(2.7), the estimator of ρ (eỸ U ,eX U ) can be defined aŝ
We have the following asymptotic result. 
where the explicit form of σ 2 0 is given in the Supplementary material. Remark 1. If ∆ = 1, i.e., the Cauchy-Schwarz inequality entails that P(φ(U) = cψ (U)) = 1 for some nonzero constant c, it is easy to see that c = 1, due to the identifiability condition (2.2). When ∆ = 1, we have ρ (eỸ U ,eX U ) = ρ (Y ,X) , which means thatρ (eỸ U ,eX U ) is also a root-n consistent estimator of ρ (Y ,X) when φ(u) = ψ(u). Moreover, the asymptotic variance σ 2 0 can then be reduced to a simple form
ρ is the classical asymptotic variance of the sample correlation coefficient (see, for example, [8, Section 8] ) when the data are observed without distortion. The distorting factor
is usually greater than one if φ(u) ̸ ≡ 1, which means that the distorting functions φ, ψ increase the asymptotic variance.
Remark 2.
The condition (A5)(i) shows an under-smoothing approach that is unnecessary to achieve the root-n consistency of ρ (eỸ U ,eX U ) . Technically speaking, the bandwidth h in Assumption (A5)(i) contains the rate n −1/5 of the 'optimal' bandwidth. Thus, most bandwidth selection methods can be employed here, such as the cross-validation method and the plug-in method.
Estimating procedures and asymptotic results for ∆ and ρ (Y ,X)
We first propose the estimator for ∆. Note that
Moreover, (2.3) and the identifiability condition (2.2) entail that φ(U) =
. Directly using (2.8), it is easily seen that
, we choose another bandwidth h 1 , a different bandwidth from h used in (2.8). This is because, in Theorem 2, under-smoothing for h 1 is needed such that the bias of∆ is small and the asymptotic normality of∆ can be obtained. Together with (2.10)-(2.12), we have
(2.14)
Thus, from (2.12)-(2.14), the estimator of ∆ can be defined aŝ
Together with (2.9) and (2.15), our target estimator for ρ (Y ,X) can be constructed aŝ
We have the following asymptotic results.
Theorem 2. Under Conditions (A1)-(A4), and (A5)(ii) in Appendix
where 
Remark 3.
As noted in Remark 1, if ∆ = 1, we can useρ (eỸ U ,eX U ) as an estimator of ρ (Y ,X) . In this context, the asymptotic variance of∆ can be reduced to
, and (2.14) can be directly used as a moment-based estimator of E[φ
As a result, a test statistic can be constructed as
to test whether ∆ = 1 or not. In (2.4), we may need to check whether ∆ is zero or not in some cases. If ∆ ≈ 0 to some extent, the estimator (2.16) cannot be used to estimate ρ (Y ,X) as the denominator∆ in (2.16) is close to zero. Generally, we can use Theorem 2 to construct a test 
Corollary 1. Under Conditions (A1)-(A4), and (A5)(ii) in Appendix
, where the explicit form of σ 2 2 is given in the Supplementary material. Next, we present the asymptotic normality of the moment-based estimatorρ (Y ,X) in (2.16). 
Theorem 3. Under Conditions
(A1)-(A5) in Appendix A, we have that √ n ρ (Y ,X) − ρ (Y ,X)  L −→ N  0, σ 2 1  , where σ 2 1 = ∆ −2 σ 2 0 +∆ −2 ρ 2 (Y ,X) σ 2 ∆ −Γ ρ (Y ,X) ,√ n ρ (Y ,X) − ρ (Y ,X)  = ∆ −1 √ n ρ (eỸ U ,eX U ) − ρ (eỸ U ,eX U )  − ∆ −1 ρ (Y ,X) √ n ∆ − ∆  + o P (1
Constructing bootstrap confidence intervals
In this section, a simple procedure is designed to construct confidence intervals-although we could useρ (Y ,X) ± z α/2σ To overcome these problems,
we propose a wild bootstrap [40, 33, 7] technique to mimic the distribution of the statisticρ (Y ,X) .
Step 1: . For each b, calculate these argumentsê
Step 3: For each b, from (2.17) and (2.18), we calculate the bootstrap argumentρ
and calculate the κ/2 and 1 − κ/2 quantiles of the bootstrapρ A confidence interval built by this wild bootstrap method performs well and the performance is further confirmed numerically in the simulation studies in Section 4.
3. An efficient estimation procedure for ρ (Y ,X)
Direct plug-in estimation procedure
In (2.4), if ∆ ≈ 0, the estimation procedure proposed in Section 2 cannot be implemented directly. Another alternative estimation method for ρ (Y ,X) is the direct plug-in method proposed by Cui et al. [5] . Firstly, the kernel smoothing method is used to estimate the unknown distortion functions, namely,φ(·) andψ (·). Secondly, unobserved Y and X are calibrated byŶ =Ỹ /φ(U) andX =X/ψ(U). Finally, these calibrated (Ŷ ,X) τ can be employed to estimate target parameters. It is worth mentioning that the direct plug-in method can be easily adopted in linear, nonlinear, generalized linear, and semiparametric models, see for example [44, 43, 13, 45, 42] .
. Following the calibrated procedure proposed by Cui et al. [5] , using (2.12), the unobserved (X, Y ) can be estimated aŝ
and Pearson's correlation coefficient ρ (Y ,X) can be estimated directly bŷ
2)
We have the following asymptotic results. , the direct plug-in estimation eliminates the effect caused by the multiplying distorting measurement error φ(U), ψ(U). This is different from all the existing results in the distorting measurement error literature. Usually, the distorting measurement errors affect the asymptotic variance of those proposed estimators, see for example, the binning techniques proposed by Şentürk and Müller [31, 28, 30, 29] , and the direct plug-in estimation procedures proposed by Cui et al. [5] , Li et al. [44, 43] and Zhang et al. [13, 45, 42] . However, for correlation coefficient ρ (Y ,X) , our direct plug-in estimation procedure performs ideally, and there is no loss when we use estimators (Ŷ i ,X i ) to substitute unobserved (Y i , X i ), i.e., the effect of distorting errors vanishes.
Theorem 4. Under Conditions
(A1)-(A4), (A5)(ii) in Appendix A, we have √ n ρ * (Y ,X) − ρ (Y ,X)  D −→ N(0, σ 2 ρ ),
Empirical likelihood methodology
The confidence intervals for ρ (Y ,X) based on the normal approximation can be constructed as I α,NOR = {ρ
in analogy to (3.2) . However, such a direct plug-in estimation procedure always has poor finite-sample behavior, resulting in poor performances of coverage probabilities.
Another popular method to construct confidence intervals is the empirical likelihood (EL) method proposed by Owen [24] and Qin and Lawless [23] . Empirical likelihood has some attractive advantages, such as that it can avoid estimating asymptotic covariances and improve the accuracy of coverage; it can also be easily implemented, automatically studentized, and widely applied-see, for example, [39, 15, 14, 41, 38, 47, 18, 34, 35] . Moreover, for the distortion measurement error setting, the existing literature shows that the EL method can improve coverage probabilities of parameters without estimating complicated asymptotic variances of their estimates-see for example, [44, 5] . In the following, we make statistical inference based on the EL principle.
Note that the correlation coefficient ρ (Y ,X) can be estimated through the estimating equation 
As we know, the true variables (Y , X ) are distorted and unobservable. The empirical log-likelihood ratio function l n (ρ)
cannot be used directly. So here we consider the EL principle in the distorting measurement error setting. Following the direct plug-in idea proposed by Cui et al. [5] , we define an auxiliary random variableς n,i (ρ) aŝ 
, and a calibrated log-likelihood ratio can be defined aŝ
By the Lagrange multiplier method, we can havel
Theorem 5. Under Conditions (A1)-(A4), and (A5)(ii) given in Appendix A, thenl n (ρ (Y ,X) ) converges to a chi-squared distribution with degree of freedom one.
From Theorem 5, we can construct a confidence interval for ρ (Y ,X) as I ρ (Y ,X) ,EL = {ρ
where c κ denotes the κ quantile of the chi-squared distribution with degree of freedom one.
Simulation studies
In this section, we present numerical results to evaluate the performance of the proposed procedures. In the following simulations, the Epanechnikov kernel K (t) = 0.75(1 − t 2 )
+ is used. Note that the 'optimal' bandwidth or order n
is satisfied by Condition (A5)(i) of Theorem 1 for estimating ρ (eỸ U ,eX U ) , and we can use the popular leave-one-out crossvalidation to select bandwidth h. To select bandwidth h 1 in the process of estimating ∆ and direct plug-in estimation, an under-smoothing bandwidth for h 1 is needed due to Condition (C7) in Appendix A. Thus, we use the rule of thumb suggested by Silverman [32] . h 1 was chosen asσ U n −1/3 , whereσ U is the sample deviation of U. As suggested by Carroll et al. [2] , an ad-hoc but reasonable choice is O(n
Example. In this simulation, the confounding covariate U is generated from Uniform (0, 1) and the true unobserved variables (X, Y ) τ are generated from a bivariate normal distribution with mean vector (4, 4) τ , σ [28] . The binning number is chosen as 6 in this example. The means and standard errors for each estimate are reported in Table 1 .
From Table 1 , it is seen that the performance of all four estimators (moment-based estimatorsρ (eỸ U ,eX U ) ,ρ (Y ,X) , direct plug-in estimatorρ * (Y ,X) and binning estimatorρ bin ) are close to the true value ρ (Y ,X) . In Table 2 , we further report the mean of squared errors (MSE)
2 /500 for an estimateρ s , s = 1, . . . , 500 in each sample, and the mean of absolute Table 3 Simulation study for Case 2. The means and standard errors (SE) for binning estimatorρ bin , moment-based estimatorρ (eỸ U ,eX U ) ,ρ (Y ,X) ,∆ and direct plug-in Table 2 , the direct plug-in estimatê
are the second best, while the binning method estimatorρ bin is the second best when ρ (Y ,X) = 0.
In Case 2, ∆ = 0.8790,ρ (eỸ U ,eX U ) is not a consistent estimator of ρ (Y ,X) unless ρ (Y ,X) = 0, and this is because ρ (eỸ U ,eX U ) = 0 holds when ρ (Y ,X) = 0. From Table 3 , it is easily seen that the mean values ofρ (eỸ U ,eX U ) have large bias when ρ (Y ,X) ̸ = 0, while after adjustment by∆,ρ (Y ,X) performs well and can be close to the true value ρ (Y ,X) . The value of direct plug-in estimator ρ * (Y ,X) and binning estimatorρ bin are also close to the true value ρ (Y ,X) . In Table 4 , the direct plug-in estimatorρ * (Y ,X) is the best. When |ρ (Y ,X) | = 0.9,ρ bin is the second best, andρ (Y ,X) is the second best in other cases. Moreover, in Tables 1 and 3 , we also report the performance for the estimator of ∆ under two cases. The estimator∆ performs well, especially when ∆ = 1.
In Table 5 , the performance of the 95% confidence interval for ρ (Y ,X) constructed by bootstrap procedure (BP) and EL method are reported. The sample size is n = 600 here. The coverage probabilities based on the BP approach and EL approach are closer to nominal coverage probability 95%. The lengths of the confidence intervals based on the EL procedure are shorter than those based on the BP method. Moreover, the estimator ρ (eỸ U ,eX U ) performs well when ∆ = 1 or ρ (Y ,X) = 0, while the Table 4 Simulation study for Case 2 with sample size n = 400. The mean squared errors (MSE) and mean of absolute value (MAE), associated with standard errors (SE), for binning estimatorρ bin , moment-based estimatorρ (Y ,X) and direct plug-in estimatorρ * (Y ,X) . Table 5 Coverage probability and average length for the 95% confidence interval based on sample size n = 600. 'Lower' stands for the lower bound, 'Upper' stands for upper bound, 'AL' stands for average length, 'CP' stands for the coverage probability. We also conduct some simulations to investigate the performance of 95% coverage probability based on normal approx-
, whereσ 0 ,σ 1 andσ ρ are plug-in estimators by directly
obtained from (3.1) and (2.12). Here z α/2 stands for the (1 − α/2)th quantile of the standard Gaussian distribution. When ∆ = 1, the coverage probabilities for |ρ (Y ,X) | = 0.9 are always 100%. The upper bounds for ρ (Y ,X) = 0.9 are all more than 1. Similarly, the lower bounds for ρ (Y ,X) = −0.9 are all less than −1, which indicates that the finite-sample estimatesσ 0 ,σ 1 andσ ρ are over-estimated for |ρ (Y ,X) | = 0.9. When |ρ (Y ,X) | = 0.5, the coverage probabilities are all around 93%, which is less than the nominal coverage probability 95%. When ρ (Y ,X) = 0, the coverage probabilities become less than 40%, and all asymptotic variancesσ 0 ,σ 1 andσ ρ are under-estimated. In the case 
n cannot be used, as it is a biased confidence interval. For the other two, the performances are similar to those in the case ∆ = 1. These simulation results show that the finite-sample estimatorsσ 0 ,σ 1 andσ ρ are unstable, which are not recommended for the construction of confidence intervals for correlation coefficient ρ (Y ,X) .
Real data analysis
In this section, we analyze the Boston housing price data from [10] . There are 14 variables in this dataset, which are size, location, environment, and other factors that may affect house price. We are interested in the correlation relation between crime rate (CR) and house prices (HP). There are two potential confounding variables: 'education level' -Lstat used by Şentürk and Müller [28] and 'pupil-teacher ratio by town' -Ptratio suggested by Zhang et al. [45] . Therefore, to make the analysis more interpretable, it is interesting to see how these estimatorsρ bin ,ρ (Y ,X) andρ * (Y ,X) work for this data. We first present the patterns ofφ(u) andψ (u) in Fig. 1 under these two different confounding variables. Four plots indicate that φ(u) and ψ(u) are not linear, suggesting the distortion effect of the crime rate (CR) and house price (HP). Next, we investigate the estimator of ∆. For comparison, we use the notation∆ L ,∆ P for the estimated ∆ using the two different confounding variables Lstat and Ptratio, respectively. The estimators are obtained as∆ L = 0.4355 and∆ P = 0.6241. The final results are summarized in Table 6 .
When using Lstat as the confounding variable, the binning estimatorρ bin and moment-based estimatorρ (Y ,X) show a significant negative relation between HP and CR, while direct plug-in estimatorρ * (Y ,X) shows an uncorrelated relation between HP and CR. Let (Ŷ ,X) stands for estimated HP and CR. We fit a linear model based on remitted covariate
from (3.1) when confounding variable U is chosen as Lstat. The fitted line isŶ = 22.3079 − 0.0379X , which shows a slightly negative relationship between CR and HP. This straight line is displayed in Fig. 2 . For illustration, we also fit a local linear smoothing curve (thin and solid) and the 95% pointwise confidence bands. From Fig. 2 , the local linear something estimator shows a nonlinear pattern between CR and HP. Moreover, HP increases in the beginning then decreases, and finally increases with CR from zero to 20. It is known that ρ (Y ,X) (Pearson's correlation coefficient) is a measure of the linear correlation (dependence) between the two variables Y and X . The nonlinear pattern in Fig. 2 implies that the linear measureρ * (Y ,X) may not be appropriate. The 95% confidence interval ofρ * (Y ,X) in Table 6 implies that there is no linear correlation between HP and CR, but there may exist a nonlinear correlation as indicated in Fig. 2 . That is the reason why the direct plug-in estimator ρ * (Y ,X) draws a different conclusion from the moment-based estimatorρ (Y ,X) .
Note that the moment-based estimatorρ (Y ,X) is derived by the correlation coefficient estimatorρ (eỸ U ,eX U ) . It is also interesting to check whether or not the linear correlation measurement ρ (eỸ U ,eX U ) is appropriate for the choice of confounding variable Lstat. We fit a local linear smoothing curve (thin and solid) based on {ê iỸ U ,ê iX U } n i=1 , associated with the 95% pointwise confidence band in Fig. 4 . The fitted linear regression ofêỸ U = −0.4303 − 0.1220êX U is also presented in this figure.
The local linear smoothing in Fig. 4 implies that the relationship between unobservable eỸ U , eX U is nonlinear, first decreasing and then increasing around zero, but a downward trend in general. This indicates thatρ (eỸ U ,eX U ) is a reasonable estimator for investigating correlation coefficient of (eỸ U , eX U ) to a certain extent.
When using Ptratio as the confounding variable, both moment-based estimatorρ (Y ,X) and direct plug-in estimatorρ * (Y ,X) draw the same conclusion that HP and CR are significant. In Fig. 3 , a linear modelŶ = 23.4062 − 0.3614X shows a strong negative relationship between CR and HP. Moreover, a local linear smoothing regression shows that HP and CR also have a downward trend. These two observations show that the negative value ofρ * (Y ,X) is proper. Next, we check whether the estimatorρ (eỸ U ,eX U ) is appropriate or not. Again, using {ê iỸ U ,ê iX U } n i=1 , a local linear smoothing curve ofêỸ U againstêX U associated with its 95% pointwise confidence band is fitted and presented in Fig. 5 . A fitted linear regressionêỸ U = −0.0011−0.2484êX U is also presented. Both the linear regression and the local linear smoothing estimator imply that the relationship between unobservable eỸ U , eX U is monotonic non-increasing, which indicates that the negative value ofρ (eỸ U ,eX U ) is also appropriate, and so isρ (Y ,X) .
For binning estimatorρ bin , the choice of confounding variable Ptratio leads to the unreasonable estimator that |ρ bin | > 1 when the binning number is from 2 to 40. This may be because the binning estimator is a weighted-average of the estimated varying coefficient functions and the binning estimation is a less sophisticated nonparametric estimation. Generally, |ρ bin | ≤ 1 can be guaranteed, however, if the varying coefficient functions are not well estimated by binning estimation, the binning estimatorρ bin fails to draw a meaningful conclusion, as indicated in this analysis. We aim to investigate the underlying correlation between HP and CR in this example. Under the circumstances, when the confounding variable is chosen as Lstat,ρ bin works [28] butρ (Y ,X) andρ * (Y ,X) fail as indicated above; If Prtatio is used, ρ bin fails butρ (Y ,X) andρ * (Y ,X) work. Different choices of confounding variables definitely have an impact on the estimations for those estimatorsρ bin ,ρ (Y ,X) andρ * (Y ,X) . Generally, the social environment CR is reasonably highly related to life quality and then house price. Althoughρ * (Y ,X) fails to find the underlying correlation between HP and CR when Lstat is used, it may reveal a complex model structure as implied in Fig. 2 , which cannot be simply reflected by the linear measure ρ (Y ,X) . This deserves further study.
