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2 k (Q) is isomorphic to Q (noncanonically because of a choice one has to make in Step (3)).
Our goal is to find a representation-theoretic extension of quiver mutations at arbitrary vertices. Recall that a representation M of Q is a family of finite-dimensional vector spaces (over some fixed field K) (M(i)) i∈Q 0 and a family of linear maps (M(a) : M(ta) → M(ha)) a∈Q 1 . If a vertex k is a sink (i.e., there are no arrows b with tb = k), or a source (i.e., there are no arrows a with ha = k), then the mutation µ k amounts to Step (2) . In this case, µ k can be extended to an operation on representations, with the help of reflection functors. Namely, the representation M = µ k (M) of Q is defined as follows. We set M (i) = M(i) for i = k, and M (c) = M(c) for any arrow c not incident to k. If k is a sink, we set M in = ha=k M(ta), assemble all maps M(a) for ha = k into one linear map α : M in → M(k), and set M (k) = ker α. For every a ∈ Q 1 with ha = k, we define the map M (a ⋆ ) : M(k) → M(ta) as the embedding M (k) → M in followed by the projection M in → M(ta). If k is a source, we set M out = tb=k M(hb), assemble all maps M(b) for tb = k into one linear map β : M(k) → M out , and set M (k) = coker β. For every b ∈ Q 1 with tb = k, we define the map M (b
Note that µ 2 k is not the identity operation. If k is a sink then M k = im α, so in passing from M to µ 2 k (M) we "lose" coker α. If k is a source then M k = im β, so in passing from M to µ 2 k (M) we "lose" ker β. To remedy this, we define (following [2] ) a decorated representation of Q as a pair M = (M, V ), where M is an ordinary representation of Q, and V = (V (i)) i∈Q 0 is just a collection of finite-dimensional vector spaces attached to the vertices (with no maps attached). We extend the reflection functors to decorated representations by defining µ k (M) = M = (M, V ) (for k a sink or a source) as follows:
To extend this construction to the case of an arbitrary vertex k, we encode Q algebraically by the two vector spaces R = K Q 0 (the vertex span of Q) and
(the arrow span of Q). The space R is a commutative algebra with the K-basis {e i | i ∈ Q 0 } of minimal orthogonal idempotents adding up to 1. The space A is an R-bimodule, with the bimodule structure defined so that A i,j = e i Ae j has the K-basis {a | ha = i, ta = j}. The complete path algebra R A is defined as d≥0 A ⊗ R d (with the convention A ⊗ R 0 = R); thus, the elements of R A are (possibly infinite) Klinear combinations of paths a 1 · · · a d such that all a k are arrows, and t(a k ) = h(a k+1 ) for 1 ≤ k < d. The algebra R A is equipped with the m-adic topology, where 
We call a pair (A, S) with S ∈ Pot(A) a quiver with potential (QP for short). By a right-equivalence between QPs (A, S) and (A ′ , S ′ ) we mean an isomorphism of R-algebras ϕ : R A → R A ′ such that ϕ(S) is cyclically equivalent to S ′ . For any K-linear form ξ ∈ A ⋆ , the cyclic derivative ∂ ξ is the continuous K-linear map Pot(A) → R A acting on cyclic paths by
We define the Jacobian ideal J(A, S) as the closure of the (two-sided) ideal in R A generated by the elements ∂ ξ (S) for all ξ ∈ A ⋆ . We call the quotient R A /J(A, S)
the Jacobian algebra of S, and denote it by P(A, S). We prove that any rightequivalence between (A, S) and (A ′ , S ′ ) sends J(A, S) onto J(A ′ , S ′ ), hence induces an isomorphism of the Jacobian algebras P(A, S) and P(A ′ , S ′ ). We say that a QP (C, T ) is trivial if C is the arrow span of the disjoint union of oriented 2-cycles {a 1 , b 1 }, . . . , {a N , b N }, and T = b 1 a 1 + · · · + b N a N . Then we have J(C, T ) = m(C), hence P(C, T ) = R.
We say that a QP (A, S) is reduced if S ∈ m(A) 3 . Our main tool in dealing with QPs and their mutations is the following Splitting Theorem ([1, Theorem 4.6]. Theorem 1. Every QP (A, S) is right-equivalent to the direct sum of a trivial QP (A, S) triv and a reduced QP (A, S) red . The embedding of (A, S) red into (A, S) induces an isomorphism of Jacobian algebras. Furthermore, the right-equivalence classes of (A, S) triv and (A, S) red are determined by the right-equivalence class of (A, S). Now we are ready to introduce the mutation of QPs at any vertex k. Assume that a QP (A, S) is reduced and such that A has no oriented 2-cycles involving k; replacing S if necessary by a cyclically equivalent potential, we can also assume that no cyclic path occurring in S begins (and ends) at k. We define µ k (A, S) = (A, S) = ( A, S) red , where
• A is the arrow span of the quiver obtained from Q by the first two steps of the above three-step mutation procedure; Theorem 2. The correspondence µ k : (A, S) → (A, S) induces an involution on the set of right-equivalence classes of reduced QPs without oriented 2-cycles through k; that is, the right-equivalence class of (A, S) is determined by that of (A, S), and µ 2 k (A, S) is right-equivalent to (A, S).
Note that even if we assume that (A, S) has no oriented 2-cycles, this may be no longer true for (A, S). We prove however that, for every A without oriented 2-cycles, a generic choice of a potential S guarantees that an arbitrary sequence of mutations can be applied to (A, S) without creating oriented 2-cycles.
A decorated representation of a QP (A, S) is a pair M = (M, V ), where V is a finite-dimensional R-module, and M is a finite-dimensional P(A, S)-module. We extend the mutations of QPs to the level of their decorated representations. If A has no oriented cycles then S = 0, and the decorated representations of (A, 0) are just the decorated quiver representations as defined above; furthermore, in this case, the mutation at every sink or source coincides with the one defined above. A right equivalence for decorated representations is defined in a natural way. We prove that every mutation µ k sending (A, S) to (A, S) establishes a bijection between the rightequivalence classes of indecomposable decorated representations of (A, S) and (A, S); furthermore, µ 2 k (M) is right-equivalent to M. Unfortunately, the construction of µ k (M) is too long to present it here.
