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Abstract
Recently, over-parameterized neural networks have been extensively analyzed in the liter-
ature (Zhang et al., 2016; Mei et al., 2018; Du et al., 2019a). However, the previous studies
cannot satisfactorily explain why fully trained neural networks are successful in practice. In this
paper, we present a new theoretical framework for analyzing over-parameterized neural networks
which we call neural feature repopulation. Our analysis can satisfactorily explain the empirical
success of two level neural networks that are trained by standard learning algorithms. Our key
theoretical result is that in the limit of infinite number of hidden neurons, over-parameterized
two-level neural networks trained via the standard (noisy) gradient descent learns a well-defined
feature distribution (population), and the limiting feature distribution is nearly optimal for the
underlying learning task under certain conditions. Empirical studies confirm that predictions of
our theory are consistent with the results observed in real practice.
1 Introduction
In classical machine learning, features are often created by domain experts who are familiar
with the problem. An example is the sift feature (Lowe et al., 1999), which is a handcrafted feature
specifically engineered by human experts for image recognition. However, the situation has changed
with deep learning. In particular, it is well-known by practitioners that neural networks (NNs) can
learn features from data that are better than what can be constructed by human experts, when a
large amount of data are given to the network (Krizhevsky et al., 2012). Specifically, NNs are com-
posed of (possibly multiple) feature representation layer(s), and a final linear learner. Compared
with other machine learning techniques, the feature engineering process for NN is performed au-
tomatically: features are learned, together with the final linear classifier. The empirical success of
NNs is argued to be largely due to their ability to learn high quality features from the data (LeCun
∗This work was done when Cong Fang was an intern at Shenzhen Research Institute of Big Data. The author is
now with Princeton University.
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et al., 2015) and there are some attempts that visualize the convolutional kernels to understand
the learning process (Zeiler & Fergus, 2014).
However, NNs are difficult to analyze theoretically. Part of the reason is due to the general
perception that they are highly nonconvex learning models, which makes them difficult to analyze.
Recently, significant progress has been made towards better understanding of the so-called overpa-
rameterized NNs. It is observed empirically that overparameterized NNs (that is, wide NNs with
many hidden nodes at each layer) are easy to learn (Zhang et al., 2016). It was noted that when
we consider NNs with an infinite number of neurons, then the network becomes more and more
convex, and thus can be analyzed theoretically in the limit (Lee et al., 1996; Bengio et al., 2006;
Mei et al., 2018; Chizat & Bach, 2018; Du et al., 2019a; Allen-Zhu et al., 2019). However, none
of the existing results have addressed the question of how does NNs learn feature representations,
which is a crucial reason on why they are so successful empirically. In fact, none of the current
theory for NNs can fully explain the empirical success of NNs.
In this paper, we address the open problem by answering the following fundamental questions
for two-level NNs: How does an overparameterized NN learn the features? And why are the learned
features useful for classification?
Traditionally, these questions have not been answered satisfactorily. Some researchers took a
dim view of revealing the truth of this mystery under the belief that the learning procedure of NN is
associated with a highly non-convex optimization objective. Therefore for such problems standard
algorithms such as stochastic gradient descent (SGD) are susceptible to local minima.
This paper solves this problem satisfactorily by developing a new theoretical analysis for over
parameterized NNs. We call our new view neural feature repopulation. Through this new point of
view of overparameterization, we prove that (overparametrized or wide) two level NNs can learn
features that are nearly optimal in terms of efficient representation via a repopulation process.
Specifically, we show that in the limit of infinite number of neurons, two level NNs behave like a
convex model that can learn a near optimal population over features using (noisy) Gradient Descent
(GD). We also demonstrate that the predictions of our theory match with the observed behavior
of NNs in real practice.
Therefore, the main contribution of this work is the following
• We propose a new framework for analyzing overparameterized NN called neural feature re-
population. It shows that NN can learn near optimal population over features under certain
conditions. An important differentiation of our formulation from earlier work is the separa-
tion of linear model and feature learning in our analysis, and the explicit role of regularization
in characterizing feature learning. These can be generalized to analyze deep neural networks.
• Our theory matches empirical findings, and hence this is, to the best of our knowledge, the
first theory that can satisfactory explain the success of two-level NNs.
Sketch. The paper is organized as follows. Section 2 compare our analysis to related work.
Section 3 describes the equations for the continuous limit of infinite neurons. Section 4 describes the
relationship between continuous formulation and the standard discrete NNs. Section 5 presents our
analysis of overparameterized NN, and consequences of the neural feature repopulation framework.
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Section 6 illustrates an empirical consequence of our theory called “Feature Repopulation”, which
we can study via experiments. Section 7 presents our empirical studies to show that the predictions
from our theory can be observed in real practice. Therefore our method can fully explain the real
behavior of two-level NNs. Finally, concluding remarks are given in Section 8. The proofs and
additional experiments is shown in Appendix.
For clarity, our paper mainly focuses on presenting the new framework in the limit of infinite
neurons. Some more elaborate analysis, such as the uniform approximation complexity using finite
number of hidden neurons, have not been fully studied in this work, but can be carefully studied
in the near feature.
Notations. Let ‖ · ‖ denote the Euclidean norm of a vector or spectral norm of a square matrix.
For function f(θ′) : Rd+1 → R and i ∈ [1, · · · , d + 1], we use ∇θ′if(θ′) and ∇2θ′if(θ
′) to denote
the first-order and second-order derivative on the i-th coordinate, respectively. Further, we use
∇f , ∇ · f , and ∇2f to denote the gradient, divergence, and Laplace operator for f , respectively.
Similarity, let θ = [θ′1, · · · , θ′d] and u = θ′d+1, we define ∇θf(θ′) = [∇θ′1f(θ′), · · · ,∇θ′df(θ′)] and
∇2θf(θ′) =
∑d
i=1∇2θ′if(θ
′). Besides, for set S, we let S˙ be the interior point of S and S¯ be the
closure of S, and denote Sc to be the complementary set of S.
2 Related Works
Due to the empirical success of deep NNs, there have been many attempts to theoretically
understand these methods. A major difficult is the nonconvexity of NNs, which means that standard
training algorithms such as SGD can lead to suboptimal solutions.
A number of earlier works (Hardt & Ma, 2016; Freeman & Bruna, 2016; Safran & Shamir, 2018;
Nguyen & Hein, 2017; Zhou & Liang, 2017; Du & Lee, 2018) that studied the theoretical properties
of NN were based on specific models, and these works attempted to characterize the geometric
landscapes of the learning objective functions. The result, in general, shows that for any NN that
satisfies the so-called strict saddle property (Ge et al., 2015), noisy gradient descent (NGD) can
efficiently find a local minimal (Jin et al., 2017; Fang et al., 2018, 2019).
A more modern treatment of NNs is based on the empirical observation that wide NNs with many
neurons are easier to optimize due to their redundancy. Such NNs are called overparameterized,
and a number of recent works showed that in the continuous limit, such networks can behave like
a convex system under appropriate conditions. This allows desirable theoretical properties to be
obtained for such problems.
This work continues along this line of research. Before introducing our own framework, we
review the two existing point of views for dealing with overparameterized NNs that we believe
are most related to this work. In both views, we consider the continuous limit of NNs when the
overparameterization goes to infinity.
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2.1 Neural Tangent Kernel View
With a specialized scaling and random initialization, it was shown that it is sufficient to consider
NN parameters (in the continuous limit) in an infinitesimal region around the initial value. The NN
with parameters restricted in this region can be regarded as a linear model with infinite dimensional
feature (Jacot et al., 2018; Li & Liang, 2018; Du et al., 2019a; Arora et al., 2019; Du et al., 2019b;
Allen-Zhu et al., 2018; Allen-Zhu & Li, 2019; Allen-Zhu et al., 2019; Du et al., 2019a; Zou et al., 2018;
Oymak & Soltanolkotabi, 2018). It induces a kernel referred to as Neural Tangent Kernel (NTK)
(Jacot et al., 2018). Since the system becomes linear, the dynamics of GD with this region can
be tracked via properties of the associated NTK. There are a series of these studies, in which they
remarkably prove polynomial convergence rates to the global optimal (Du et al., 2019a; Allen-Zhu
et al., 2019) and sharper generalization errors with early stopping (Arora et al., 2019; Allen-Zhu &
Li, 2019), so that the parameters are confined to an infinitesimal region. It’s also worth mentioning
that the similar results are available for deep neural nets with complex topological structures, such
as Recurrent NN (Allen-Zhu & Li, 2019), Residual NN (Du et al., 2019a).
While mathematically beautiful, we argue that this point of view is not a correct mathematical
model for NNs. In fact, as we have pointed out in the introduction, it is well known empirically that
the success of NNs is largely due to the ability of such models to learn useful feature representations.
However, the NTK view essentially corresponds to a linear model on the infinite dimensional random
feature that defines the underlying NTK. Such features do not need to be learned from the data,
and thus such a theory for NNs fail to explain the ability of NNs to learn feature representations.
Therefore the consequence of this theory is not supported by empirical findings.
2.2 Mean-Field View
Recently, a different line of papers (Mei et al., 2018; Chizat & Bach, 2018; Sirignano & Spiliopou-
los, 2019; Rotskoff & Vanden-Eijnden, 2018; E, 2019b; Mei et al., 2019; Dou & Liang, 2019; Wei
et al., 2018) applied the mean filed view to study the over-parameterized two level NNs. The
key idea is to describe the evolution of the distribution of overparameterized NN parameters as a
Wasserstein gradient flow. This leads to differential equations that can be analyzed mathematically.
The representative works are from Mei et al. (2018) and Chizat & Bach (2018), which showed the
convergence of (noisy) GD in the continuous limit to the global optimal solution of the equations
when time goes to infinity. Mei et al. (2018) have also considered approximate error with finite
NN. A number of extensions have been proposed later on. For example, Wei et al. (2018) showed
polynomial convergence rate under certain conditions. Mei et al. (2019); E (2019b) build the rela-
tions between the mean-field view and kernel view. E (2019a) studied NNs with skip connection
architecture.
The advantage of the Mean-Field View over the kernel view is that it considers the full solution of
NN until convergence rather than in the tangent space only. This is a more realistic characterization
of the NN training process in practice. However, similar to the kernel view, the Mean-Field View
does not illustrate how NNs learn useful feature representations, and thus cannot be regarded as a
full theory. There are also difficulties in generalizing the analysis to deep NNs.
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2.3 Feature Repopulation View
This paper proposes the Feature Repopulation View of NN learning, which is inspired by the
mean field view. We address its shortcomings as follows. We specifically consider feature learning
to full explain the fact that NN can learn effective feature representations. Our analysis separately
considers the top layer linear model and bottom layer feature learning, and explicitly characterizes
the effect of regularization in feature learning. While this paper focuses on the analysis of two-
level NNs, the theoretical framework of feature repopulation can be directly extended to deep NNs
(which is not directly possible in the mean field view of NN learning). We will leave the analysis
to a subsequent paper.
Our analysis is the first work showing that NN can learn useful features. As we show in our
empirical studies, the predictions from this theory can be verified in practice. Therefore this is the
first analysis that fully explains the empirical effectiveness of NN learning for two-level NNs.
The key idea of our view focuses on the ability of NN to learn effective feature representations.
For two level NNs, the hidden layer is regarded as features, and the top layer is regarded as a linear
classifier using such features. It is known that universal approximation can be achieved by two level
NNs even with random features (Cybenko, 1989), as long as the number of such random features
approach infinity. In fact, random features have been successfully employed in machine learning,
and the resulting method is often referred to as Random Kitchen Sinks (Rahimi & Recht, 2009).
Although random features can be used, in the feature repopulation view, we argue that NNs can
learn a significant better distribution (population) of features which we refer to as “repopulated
features” which is the result of training. Because of the better features, two level NNs, when
fully training, can represent the target function with significantly fewer neurons sampled from the
repopulated features (compared to the initial random features). Therefore the feature repopulation
view directly shows that fully trained NNs are superior to Random Kitchen Sinks in terms of the
feature effectiveness.
More specifically, in our framework, neural networks are equivalent to linear classifiers with
learned features optimized for the learning task. The feature learning process is characterized by
regularization, and the learned features can be represented by distributions over hidden nodes.
Discrete neural networks can be obtained by sampling hidden nodes from the learned feature dis-
tributions. The efficiency of such sampling measures the quality of learned feature representations.
We show that the entire feature learning process is a convex optimization problem with a suitable
change of variables. By incorporating proper regularization terms, the objective function is strictly
convex, and hence guarantees a single global optimal solution. Moreover, (noisy) GD converges
to this solution. Moreover, with weak regularization, two-level NN can learn near optimal feature
representation measured by sample efficiency to achieve a certain function approximation error.
As a side product, our view can also satisfactorily explain the effectiveness of batch normalization
(Ioffe & Szegedy, 2015), which has been regarded as a mysterious trick in the NN literature.
It was worth noting that the neural tangent kernel view of NN learning can be regarded as a
generalization of Random Kitchen Sinks with more sophisticated random features. In particular,
the features are not learned. In comparison, the NN repopulation analysis of this paper shows the
superiority of features learned by NNs over random features. Our view is more consistent with
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empirical findings that NN do learn nonrandom useful features, which will also be illustrated in
our experiments. We believe NTK is not the correct theory of NN because it is inconsistent with
empirical evidents.
3 Continuous NN
Consider the traditional classification task: given input-out data (xi, yi) ∈ Rd × {1,−1}, drawn
i.i.d. from an unknown underlying distribution D, our goal is to find an f : Rd → R that minimizes
the objective function as follows:
min
f
Q(f) = J(f) +R(f), (3.1)
and
J(f) = Ex,yφ(f(x), y),
where φ(y′, y) is a loss function which we assume is convex with respect to y′ and R is a regularizer
that is used to avoid ill-condition and control the complexity of the model. For empirical risk
minimization tasks, (xi, yi) is finite sampled and D follows an uniformly discrete distribution.
Similar to Kernel methods, we consider the two-level architecture given below to represent f :
f(ω, ρ, x) =
∫
h′(θ, x)ω(θ)ρ(θ)dθ, (3.2)
where h′(θ, x) : Rd×Rd → R is a known real-valued function, ω(θ) : Rd → R is a real value function
of θ, and ρ(θ) is a probability density over θ.
For the regularizer, we let:
R(ω, ρ) = λ1R1(ω, ρ) + λ2R2(ρ), (3.3)
where
R1(ω, ρ) =
∫
r1(ω(θ))ρ(θ)dθ
and
R2(ρ) =
∫
r2(θ)ρ(θ)dθ.
For the sake of simplicity, we only consider `2 norm regularizer, i.e. r1(ω) = |ω|2 and r2(θ) = ‖θ‖2
in this paper. Similar analysis for `p norm with p > 1 can also be performed using our technique.
Given an instance x, let h(·, x) be a non-linear mapping which maps the x to the feature space,
and ρ(·) is the sampling distribution for the features. In the Random Kitchen Sinks (Rahimi &
Recht, 2009), commonly we have h′(·, x) = h(·, x) and ρ(·) follows from a random distribution, e.g.
Gaussian distribution. In the NN, ρ(·) is learned jointly with the weight w(·). And typical example
for h(·, ·) in the NN is h(θ, x) = σ(θ · x), where σ(·) is the activation function, e.g. sigmoid, tanh,
relu. We can also use vector valued functions for h(·, ·). We study two cases which guarantees the
NN can learn optimal feature representation:
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Algorithm 1 (Noisy) Gradient Descent for Training a Two-level NN:
Input the data {xi, yi}ni=1 and the step size ∆t.
1: Initialize the weights (u0, θ0)  Usually (u0, θ0) follows from a random distribution
2: for t = 0, 1, . . . , T − 1 do
3: Perform forward propagation to compute Qˆ(ut, θt)
4: Perform backward propagation to compute (∇uQˆ(ut, θt),∇θQˆ(ut, θt))
5: Draw an Gaussian noise ζ ∼ N(0,√2∆tIm)
6: ut+1 ← ut −∆t∇uQˆ(ut, θt)−
√
λ3ζ  (noisy) Gradient Descent
7: Draw an Gaussian noise ξ ∼ N(0,√2∆tImd)
8: θt+1 ← θt −∆t∇θQˆ(ut, θt)−
√
λ3ξ  (noisy) Gradient Descent
9: end
10: Output the weights (uT , θT )
Case 1. Work on the original feature h′(θ, x) = h(θ, x) when h(θ, x) is bounded.
Case 2. Use the normalized feature
h′(θ, x) =
h(θ, x)√
Ex[h(θ, x)]2
. (3.4)
The procedure for normalization can be implemented by adding a normalization layer back
to the hidden layer. Similar technique has been considered by the Batch Normalization
(Ioffe & Szegedy, 2015) which has been regarded as a mysterious engineer trick in the
related literature.
In the following, we show a discrete NN approximates the continuous one when m → ∞ and
then drive the evolution rule of ρ(θ) and ω(θ) from the (noisy) GD algorithm when the step size
∆t→ 0.
4 Discrete NN
Suppose we construct a discrete NN of the form:
fˆ(u, θ, x) =
1
m
m∑
j=1
ujh′(θj , x) (4.1)
that would approximate f(ω, ρ, x), where θj ∈ Rd and uj ∈ R for all j ∈ [m]. And we have the
regular terms as
Rˆ1(u, θ) =
1
m
m∑
j=1
r1(u
j), Rˆ2(θ) =
1
m
m∑
j=1
r2(θ
j). (4.2)
7
Consider training the constructed NN with the objective denoted as
Qˆ(u, θ) = Ex,yφ(fˆ(u, θ, x), y) + λ1Rˆ1(u, θ) + λ2Rˆ2(θ) (4.3)
and solving it by the standard (noisy) GD, which is described as follows:
D 1. Initially, we sample m hidden nodes θj0 with j ∈ [m] from ρ0(θ), and then update θtj for all
t ≥ 0 and j ∈ [m] by the (noisy) GD, i.e.
θjt+1 ← θjt −∆t∇θj [Qˆ(ut, θt)]−
√
λ3ξ
j
t+1, (4.4)
where ∆t is the step size and ξjt+1 ∼ N(0,
√
2∆tId).
D 2. For each node j, with hidden layer h′(θj , x), we sample weight uj0 from p0(u|θj), where p0(u|θ)
is a pre-defined distribution. Then we update ujt for all t ≥ 0 and j ∈ [m] by the (noisy) GD,
i.e.
ujt+1 ← ujt −∆t∇uj [Qˆ(ut, θt)]−
√
λ3ζ
j
t+1, (4.5)
where ζjt+1 ∼ N(0,
√
2∆t).
The whole algorithm is shown in Algorithm 1. We first consider the case when λ3 = 0. Algorithm
1 degenerates to the standard GD Algorithm.We assume that p0(u|θ) = δ(u = ω(θ)), where δ(·)
is the Dirac delta function. We drive the evolutionary dynamics for ρt and ωt and show that the
dynamics is consistent with GD of the aforementioned discrete NN in the limit case when ∆t→ 0
and m→ 0. Concretely, by transferring the change of θt to the change of its distribution, we have
the lemma below.
Lemma 1 (GD dynamics, Informal). Suppose at time t ≥ 0, we have θjt ∼ ρt, and let utj = ωt(θjt )
with j ∈ [m], i.i.d., then for any x, we have
lim
m→∞ fˆ(ut, θt, x) = f(ωt, ρt, x). (4.6)
Furthermore, if θtj and u
t
j is updated as D 1 and D 2, respectively. Let ∆t → 0 and m → ∞, we
have
dρt(θ)
dt
= −∇θ · [ρt(θ)g2(t, θ, ωt(θ))], (4.7)
and
dωt(θ)
dt
= g1(t, θ, ωt(θ))−∇θ[ωt(θ)] · g2(t, θ, ωt(θ)), (4.8)
where g1(t, θ, u) and g2(t, θ, u) satisfy
g1(t, θ, u) = −Ex,y[∇fφ(f(ωt, ρt, x), y)h′(θ, x)]− λ1∇u[r1(u)] (4.9)
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and
g2(t, θ, u) = −Ex,y[∇fφ(f(ωt, ρt, x), y)u∇θh′(θ, x)]− λ2∇θ[r2(θ)]. (4.10)
Remark 1. For simplicity, Lemma 1 and Lemma 2 are not presented under the uniform conver-
gence statement. That is, showing GD with a proper step size approximates the partial differential
equations ( (4.7) and (4.8)) for the whole evolutionary process ( t ≥ 0). And the neurons are i.i.d.
sampled only when t = 0. A rigorous proof of uniform convergence requires additional efforts, such
as using the so called “propagation of chaos” technique. We mention that this careful analysis has
already been proposed by some recent works, e.g. Chizat & Bach (2018) propose a proof for GD
in asymptotic sense (m→∞). Mei et al. (2018, 2019) achieve a non-asymptotic result (m <∞)
under some bounded conditions. Because our work mainly focuses the analysis on the continuous
limit, we only provide a non-rigorous proof in Appendix B, which provides the readers the basic
intuitions for better understanding. One can refer Chizat & Bach (2018); Mei et al. (2018, 2019)
for more details.
Lemma 1 implies that the evolution of ρt and ωt is consistent with GD for discrete NN. Because
ρt is the distribution of the learned features, our goal is to argue that ρt will converge to a certain
distribution useful for the underlying learning task. When m → ∞ and ∆t → 0, Chizat & Bach
(2018) proved that GD converges to the global solution if h(θ, x) is `-homogeneous (` ≥ 1) on
θ1. For general active functions, we can apply noisy Gradient Descent (NGD) (λ3 > 0). In this
scenario, we consider the joint distribution of (θt, ωt) which is denoted as pt(θ, u). When t = 0,
we set p0(θ, u) = p0(θ)p0(u|θ). And when t ≥ 0, the following lemma describes the evolutionary
dynamics for pt:
Lemma 2 (NGD dynamics, Informal). Suppose at time t ≥ 0, we have [θjt , ujt ] ∼ pt(θ, ω)with
j ∈ [m], i.i.d., then for any x, we have
lim
m→∞ fˆ(ut, θt, x) = f(ωt, ρt, x) (4.11)
Furthermore, if θtj and u
t
j is updated as D 1 and D 2, respectively, let ∆t → 0 and m → ∞, we
have
dpt(θ, u)
dt
= −∇θ · [pt(θ, u)g′2(t, θ, u)]−∇u[pt(θ, u)g′1(t, θ, u)] + λ3∇2[pt(θ, u)], (4.12)
where ρt(θ) =
∫
R pt(θ, u)du and ωt(θ) = E[θ,u]∼pt [u|θ] =
∫
R upt(θ,u)du
ρt(θ)
2.
Lemma 2 implies that pt(θ, u) becomes a diffusion process due to the injection of the random
noise. And we will show in Section 5 that the evolution for pt(θ, u) can be regarded as optimizing
the NN loss with additional regularizers. At the same time, we can also write down the evolution
of ρt and ωt as follows.
1f(θ) is said to be `-homogeneous if for any c ≥ 0, we have f(cθ) = c`f(θ).
2(4.12) ensures ρt > 0 for all t ≥ 0. Please refer Lemma 4 in Appendix A.
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Lemma 3 (Evolution of ρt and ωt). Suppose pt(θ, u) evolves according to (4.12), then
dρt(θ)
dt
= −∇θ · [ρt(θ)g2(t, θ, ωt(θ))] + λ3∇2ρt(θ), (4.13)
and
dωt(θ)
dt
= g1(t, θ, ωt(θ))−∇θ(ωt(θ)) · g2(t, θ, ωt(θ)) + λ3∇2θ[ωt(θ)] +
2λ3
ρt(θ)
[∇ρt(θ)] · [∇θωt(θ)]
− 1
ρt(θ)
∇θ ·
(∫
R
p(θ, u)u[g2(t, θ, u)− g2(t, θ, ωt(θ))]du
)
. (4.14)
We can verify that for GD (λ3 = 0), pt(θ, ω) can be represented as pt(θ, ω) = ρt(θ)δ(u = ωt(θ))
when t = 0 it holds. In this case, (4.13) and (4.14) degenerate to (4.7) and (4.8), respectively.
5 Analysis for Continuous NN
In this section, we give our analysis of continuous NN and show that in the continuous limit, the
feature distribution can be nearly optimal in terms of sample efficiency for the hidden units after
training. We directly consider optimizing the NN by NGD since it is more general. Similar result
for GD with activation functions satisfying certain homogeneous properties can also be derived
using the technique of Chizat & Bach (2018). We note that our main claim that NN learns near
optimal feature distribution is independent of the underlying optimization technique. Because the
objective is strictly convex, all algorithms which ensure the global optimality converge to the same
solution, and the final ρ is near optimal for the learning task.
Consider the objective function (3.1) with an extra entropy term3 as a regularizer:
min
p∈Pd+1
Q′(p) = J ′(p) +
∫
Rd+1
(
λ1
2
|u|2 + λ2
2
‖θ‖2
)
pdθdu+ λ3
∫
Rd+1
pln(p)dθdu, (5.1)
where
J ′(p) = Ex,yφ
(∫
h′(θ, x)up(θ, u)dθdu, y
)
= Ex,yφ
(∫
h′(θ, x)ω(θ)ρ(θ)dθ, y
)
= J(ω, ρ).
The road map is described as follows: we establish our criterion for measuring the efficiency of
feature representation in Section 5.1. Section 5.2 proposes our assumptions for theoretical analysis.
In Section 5.3. we show that the optimization problem (5.1) is a strictly convex functional with
respect to p, thus unique minimal solution p∗ (in the sense of a.e) is guaranteed. We then give a more
general proof showing that NGD converges to the optimal solution. Finally, Section 5.3 reveals the
fact that NN learns optimal features under our criterion when imposing proper hyper-parameters
for the regularizers.
3According to the definition,
∫
Rd+1 pln(p)dθdu < +∞ only when p is absolutely continuous with respect to the
Lebesgue measure, which indicates that p has a probability density function by the Radon–Nikodym theorem (Billings-
ley, 2008).
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5.1 Optimal Criterion for Continuous Feature Representation
Motivated by “propagation of chaos” (McKean, 1967; Sznitman, 1991), which suggests that
the hidden nodes of a two-level discrete NN can be regarded as independent samples from the
feature population of the corresponding continuous NN, in the feature repopulation framework, we
explicitly investigate the error caused by discrete sampling. In fact, the smaller the sampling error
is, the more effective the underlying feature representation is because one can use a more compact
discrete NN with fewer nodes to approximate the underlying target function. More specifically,
consider a target function f(x) and feature population ρ(θ) for the continuous NN, where
f(x) =
∫
h′(θ, x)ω(θ)ρ(θ)dθ.
Let fˆ be a discrete NN of (4.1), with m nodes independently sampled from ρ(θ), then the mean
squared sampling error is given by
E{θj}m1 ‖fˆ(x)− f(x)‖
2
2 =
1
m
∫
‖ω(θ)h′(θ, x)− f(x)‖22 ρ(θ)dθ. (5.2)
Since the feature repopulation view focuses on the ability of two level NNs to learn effective feature
representations, we need to compare the effectiveness of different feature populations. It is natural
to use (5.2) as our criterion. Formally, we shall introduce the following definition, which is a
simplification (or upper bound) of (5.2). Consider a feature population ρ(θ). We can measure the
effectiveness of ρ as follows.
Definition 1. Given a target function f(x) and feature population ρ(θ). We assume that the target
function f can be represented by a signed measure µ with
f(x) =
∫
h′(θ, x)µ(θ)dθ.
Let
ω(θ) =
{
µ(θ)
ρ(θ) , ρ(θ) 6= 0,
0, ρ(θ) = 0,
(5.3)
The efficiency is measured by the variance
V (µ, ρ) =
∫
‖ω(θ)‖22ρ(θ)dθ. (5.4)
Assumption 1. Assume that h′(θ, x) satisfies the following condition:
∀θ, Ex[h′(θ, x)]2 ≤ B2v . (5.5)
If the learned target function f with weight ω and feature population ρ can be represented as
(3.2). We consider a discrete function of (4.1) which is obtained by sampling θj from ρ(θ), with
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uj = ω(θj).
E{θj}m1 Ex‖fˆ(x)− f(x)‖
2 ≤ 1
m
V (µ, ρ)B2v .
It follows that if V (µ, ρ) is small, then f can be efficiently represented by a discrete NN with a
small number of neurons drawn from the feature population ρ.
In this paper, we only consider the criterion V (µ, ρ), which measures the quality of feature pop-
ulation ρ given a target representation µ. It is also possible to consider other optimality conditions.
5.2 Assumptions
This section presents several assumptions needed in our theoretical analysis. We first present
the following assumptions for the loss function.
Assumption 2 (Properties of the loss function φ). We assume:
i φ(y′, y) is convex on y′.
ii φ(y′, y) is bounded below, i.e. for all y′ ∈ R and y ∈ {1,−1}, φ(y′, y) ≥ Bl.
iii φ(y′, y) has L1-bounded and L2-Lipschitz continuous gradient on y′, i.e. for all y ∈ {1,−1},
y1 ∈ R and y2 ∈ R, we have |∇y′φ(y1, y)| ≤ L1 and |∇y′φ(y1, y)−∇y′φ(y2, y)| ≤ L2|y1 − y2|.
The assumptions for the loss function φ are standard in the optimization literature (Du et al.,
2019a; Allen-Zhu et al., 2018). We also mention that Assumption 2 (iii) can be further relaxed.
We only require the smoothness of φ(y′, y) on the lower level set {y′|φ(y′, y) ≤ Cl, y = ±1} where
Cl < +∞ depends on the initial value Q′(p0) and some problem-dependent constants. The reason
is that Q(pt) is monotonously non-increasing (refer Lemma 5 in Appendix A) and the regularizers
can be rewritten as a Kullback–Leibler (KL) divergence plus a constant. That is
R′(p) =
∫
Rd+1
(
λ1
2
|u|2 + λ2
2
‖θ‖2 + λ3ln(p(θ, u))
)
pdθdu = λ3
∫
Rd+1
p(θ, u)ln
(
p(θ, u)
pˆ(θ, u)
)
dθdu+ Cpˆ,
where Cpˆ =
λ3d
2 ln(
λ3
2piλ2
) + λ32 ln(
λ3
2piλ1
) is a constant and pˆ(θ, u) = exp(Cpˆ/λ3) exp
[
−λ1|u|22λ3 −
λ2‖θ‖2
2λ3
]
is a Gaussian distribution . It follows that we can set Cl = Q
′(p0) + Cpˆ − Bl by noting that the
KL divergence is non-negative. Secondly, we propose the assumptions for the feature activation
function.
Assumption 3 (Properties of the feature activation function h′). Under Assumption 1, we further
assume:
i for all x, h′(θ, x) is second-order differentiable on θ.
ii for all x and θ, we assume |h′(θ, x)| ≤ C1‖θ‖+ C2, ‖∇θh′(θ, x)‖ ≤ C3, and |∇2θh′(θ, x)| ≤ C3.
Assumption 1 is satisfied with Bv = 1 if h
′(θ, x) is set as (3.4). As for the smoothness conditions
in Assumptions 3, they hold for many feature functions, e.g. tanh, sigmoid, smoothed relu.
12
Assumption 4 (Initial Value). We assume Q′(p0) < +∞.
Assumption 4 holds for common distributions that have bounded second moments and are
absolutely continuous with respect to the Lebesgue measure. A safe setting of p0 might be a
standard Gaussian distribution.
5.3 Convergence of GD
It is not hard to observe from (5.1) that the continuous NN learning is a convex optimization
problem in the infinite dimensional measure space. So by exploiting the convexity, we describe the
properties for the solution of (5.1) below:
Proposition 1 (Global Optimal Solution). Suppose Assumption 2 and 3 hold, Q(p′) is convex with
respect to p and has a unique optimal solution p∗, a.e., which satisfies:
p∗(θ, u) =
exp
(
− λ12λ3 |u|2 − λ22λ3 ‖θ‖2 − 1λ3Ex,y[∇y′φ′(f(ω∗, ρ∗), y)h′(θ, x)]u
)
C5
, (5.6)
where C5 is a finite constant for normalization. Moreover, we have p∗(θ, u) > 0.
In the next section, we study the convergence of pt under the evolutionary process (4.12).
Finding the global minimizer of (5.1) is not necessarily easy as the underlying variable is infinite
dimensional, even though (5.1) is convex. Here, we give a more general result showing that NGD
converges to global minimal solution and state it as follows:
Theorem 1 (Convergence of NGD). Under Assumption 2, 3, and 4, and suppose that pt evolves
according to (4.12), then pt converges weakly to p∗. Moreover,
lim
t→∞Q(pt) = Q(p∗). (5.7)
The proof of Theorem 1 with an additional proof sketch is given in Appendix A.4. Note that
similar convergence result has been proposed by several earlier works. However, we consider a more
general situation that still requires a separate treatment. We list the differences below.
• Our proof is inspired by Mei et al. (2018). The proofs share the same proof outline: prove
the tightness of pt first, and then take a sub-sequence pk, and show that pk converges weakly
to the desired distribution. However, in Mei et al. (2018), they consider a bounded neuron
architecture. That is of the form as 1m
∑m
i=1 σ(uih(θi, x)) where σ is a certain bounded
function. This form is not the standard NN. The boundedness condition for σ is fundamentally
required in their proof, because from (5.6) the tail distribution of p∗ is Gaussian indicating
that even in the optimal solution uh(θ, x) is unbounded. Instead, we study the standard NN
in form of (4.1), which has not been covered in the existing literature. Our proof involves a
non-trivial analysis by carefully studying the tails for the test functions.
• Chizat & Bach (2018) proposed a convergence result for GD when the activation function
satisfies a certain homogeneous property. Wei et al. (2018) further extends it and show that
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the convergence rate could be polynomial when the variables are injected with a certain type
of noise. Our analysis does not rely on the homogeneous property and thus is more general.
The two proof ideas differ from each other.
• In Mei et al. (2019), the authors extended some of the results in Mei et al. (2018) to the
unbounded neuron architecture. They proved the existence and the uniqueness of the (N)GD
dynamics and further provided a sharper bound for uniform approximate complexity using a
finite number of hidden neurons. However, they did not prove any convergence result for the
(N)GD dynamics.
5.4 Near Optimal Feature Representation
This section shows that NN can learn feature populations that are near optimal under our
criterion proposed in Section 5.1. Let
ρ∗(θ) =
∫
R
p∗(θ, u)du,
which is the feature distribution that we have learned. So after training, the features are repopulated
from ρ∗. Define
ω∗(θ) =
∫
R up∗(θ, u)du
ρ∗(θ)
,
which denotes the learned weights in the top layer. Let µ∗(θ) = ρ∗(θ)ω∗(θ) be the learned signed
measure that represents the target function f∗ for the underlying learning task, where we have the
representation
f∗(x) =
∫
Rd
h′(θ, x)µ∗(θ)dθ.
The following theorem establishes the relationship between ρ∗ and µ∗ and thus demonstrates that
the learned feature distribution ρ∗(·) is nearly proportional to the target measure |µ∗(·)| when
λ2  λ1.
Theorem 2 (Target Feature Population). Under Assumption 2 and 3, we have∣∣∣∣µ∗(θ)ρ∗(θ)
∣∣∣∣2 = λ23λ1 ‖θ‖2 +B8, (5.8)
where B8 is a finite constant.
Theorem 2 implies that the final feature distribution ρ∗ is no longer an arbitrary random dis-
tribution but a specific distribution associated with the learned target function of the underlying
learning task. Therefore NN is fundamentally different from Random Kitchen Sinks (Rahimi &
Recht, 2009), in which the features are sampled from a completely random distribution ρ0(θ) un-
related to the underlying learning task.
It is worth noting that the optimal distribution can be decomposed as p∗(θ, u) = p∗(u|θ)ρ∗(θ).
Although it can be shown that p∗(u|θ) is a Gaussian distribution with mean ω∗(θ) (see (A.57) and
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discussions thereafter), the actual form is not important in our theory. In fact, only ω∗(θ) and
ρ∗(θ) are of interests in the neural feature repopulation view, and we are particularly interested in
the feature population ρ∗(θ) learned by a two-level continuous NN.
To explicitly demonstrate that ρ∗(θ) is more efficient in terms of sampling from the features, we
consider the following conditions, where ρ∗ is near optimal under our criterion.
Corollary 3 (Near Optimal Feature Representation). Under the assumptions in Theorem 2, for
any M > 0, for all θ with ‖θ‖ ≤M , we have
|µ∗(θ)|
B8 +
λ2
3λ1
M
≤ ρ∗(θ) ≤ |µ∗(θ)|
B8
. (5.9)
This implies that for any given λ1 > 0 and θ, as λ2 → 0, we have
ρ∗(θ)→ |µ∗(θ)|
C∗
, (5.10)
where C∗ =
∫
Rd |µ∗(θ)|dθ is a finite constant normalization factor.
Corollary 3, and specifically (5.10) says that when λ1  λ2, ρ∗(θ) is a near optimal feature
representation according to our definition of optimality in (5.4). This is because
|µ∗|
C∗
= argmin
ρ
V (µ∗, ρ), (5.11)
and the optimal value is
V (µ∗, |µ∗|/C∗) =
[∫
|µ(θ)| dθ
]2
.
This means that the `2 regularized two-level NN (with λ2  λ1) tries to solve the `1-norm
regularization problem with respect to the target function. We make additional remarks below
based on Corollary 3.
• Corollary 3 shows that learned distribution ρ∗ can achieve near minimal variance V to repre-
sent the target function f∗. So the result of NN training is that features are resampled from
a near-optimal distribution in terms of sample efficiency to approximate f∗.
• With Corollary 3 in hand, we can give a direct comparison between NN and Random Kitchen
Sinks (Rahimi & Recht, 2009). NN outperforms Random Kitchen Sinks with more efficient
features. One can easily construct examples to demonstrate the efficiency. For example, let
d = 1, and consider a ‘hard’ target function f˜∗ as the composition of two narrow boxcar
functions, i.e.
µ˜∗(θ) =

1
2a , |θ − 1| ≤ a,
1
2a , |θ + 1| ≤ a,
0, others,
(5.12)
15
where 0 < a < 1. It is not hard to obtain that for the learned NN, V (µ˜∗, ρ˜∗) = 1, where
ρ˜∗ = argminρ V (µ˜∗, ρ). However, for all ρN that satisfies a Gaussian distribution N(0, σ2),
we have V (µ˜∗, ρN ) ≥
√
2pi exp(1/2)
a (we refer the readers to the proof in Appendix A.7). So
when a is small, f can be efficiently approximated by the NN with much fewer hidden units
compared to Random Kitchen Sinks that uses the universal Gaussian distribution to sample
the features.
• We shall mention that the assumption λ1  λ2 is relatively weak because the magnitudes
of λ1 and λ2 are significantly smaller than that of the loss J(ω, ρ). The assumption is also
reasonable because when λ1  λ2, the complexity of the model concentrates on the top layer,
so that |ω∗| is approximately a constant. On the other hand, when the assumption breaks
down, (5.8) and (5.9) still imply that ρ∗(·) is approximately proportional to µ∗(·), and thus
is more efficient for sampling.
• Our result also provides a new explanation for the batch normalization (BN) tick (Ioffe &
Szegedy, 2015). Before this work, some previous theoretical justification argued that BN
helps the optimization process (Santurkar et al., 2018), while our analysis provides a different
view. In fact, we show that BN can improve the efficiency of feature representation for neural
networks. Since BN normalizes the second moment of the feature function with respect to
the data distribution D for all θ, we have Bv = 1. With this observation, BN reduces the
sampling variance for the learned features, so that it is possible for the underlying NN to
represent the target function fˆ more efficiently, as in (5.5). From this perspective, to achieve
the same effect, we might consider imposing a θ-dependent regularizer as an alternative for
BN, which might lead to a more efficient algorithm.
6 Generative Feature Repopulation
This section considers an empirical consequence of our theory. From Theorem 2, when the
number of hidden units goes to infinity, the distribution of learned features is near optimal after
GD converges. Therefore compared with the random distribution in the initial step, sampling the
hidden units from the learned distribution will be much more efficient. This can be useful when we
want to retrain the network with a different number of hidden units. In such case, one generally
needs to retrain using the random initialization. However, our theory shows that it is better to
initialize with the learned feature population, i.e., the repopulated features. This leads to the
procedure of Figure 1 for two level NN initialization when we vary the number of hidden units.
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Step 1. Consider a two-level NN with a massive m hidden nodes, denoted as
f(u, θ;x) =
1
m
m∑
i=1
ujσ
(〈
θj , x
〉)
, (6.1)
where x ∈ Rd is the data, each wj is a vector of dimension d, and σ is activation
functions.
Step 2. Initialize the NN with Gaussian distribution for weights (u˜, θ˜). Then train the NN by
a standard algorithm, e.g. GD after some iterations and obtain the weights (uˆ, θˆ).
Step 3. Run an efficient generative model such as GAN or VAE to learn a mapping g(·), so
that g(θ˜j , εj) and θˆj have the same distribution. We learn how to map an initial θ˜j
to its trained weight θˆj , and allow some uncertainty characterized by a Gaussian noise
εj .
Step 4. Start a new NN of size m′. We generate repopulated weights as follows: generate
Gaussian random initialization θ˜ as before. For each θ˜j , we compute g(θ˜j , εj). This is
called repopulation.
Step 5. We consider the function: f(u;x) = 1m
∑m
i=1 u
jσ
(〈
θˆj , x
〉)
. We train it with fixed θˆ
and learn the weights uj only.
Figure 1: NN Initialization with Generative Feature Repopulation
We can study the performance of two-level NN when varying m′. We can also compare the results
by fixing θ and learn weights u only in (6.1) with the original initialization when m changes. This is
analogous to what Random Kitchen Sinks does, but with a better random distribution over features
that is optimized for the underlying learning task. Our hope is that we can use a much smaller m′
to achieve a satisfactory accuracy.
7 Empirical Results
In our experiments, we use some practical examples to demonstrate the efficacy of the learned
NN weight distribution, which provides better features than task independent random features.
We design the following experiments to validate our theory: (1) employ the procedure described
in Figure 1 to demonstrate the performance gain with feature repopulation (Section 7.1); (2)
visualize the learned weight distribution, which differs from task independent random distribution
significantly (Section 7.2). Some additional experiments are provided in the appendices: (3) employ
NGD with simulated data, which is similar to SGD (Appendix D.1); (4) validate the efficiency of
learned feature in experiments (Appendix D.2); (5) repopulate inefficient features (large λ2) by
importance sampling (Appendix D.3); (6) compare different initialization strategy when training
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the whole network (Appendix D.4); (7) Visualizations of features (Appendix D.5);
7.1 Performance on Classification Tasks with Repopulated Feature
We employ Step 3 by Conditional Variational Auto-Encoder (Kingma et al., 2014; Sohn et al.,
2015) for learning the mapping g(·). Two classification problems are examined: (1) The MNIST
dataset with 60,000 training examples and 10,000 testing examples. Each example is a 28 × 28
image labeled by 0, · · · , 9. (2) The CIFAR-10 dataset contains 60,000 28× 28× 3 color images in
10 classes. Besides, 50,000 of them are training examples and the others are testing examples. In
both datasets, we set m = 100 and early stopping to avoid the overfitting problem. All instances
are flattened to a 1D tensor as the input of feedforward NN. The activation layer σ(x) = tanh(x).
Binary Cross-Entropy Loss is applied in our trials (practically, it is bounded with a small shift). The
sampling distribution of random weights and the generative model prior are both standard normal
distributions. We employ a two-level feedforward NN and the Adam optimiser in our experiments,
which is the setting used by practitioners.
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Figure 2: Comparisons between Random Feature (Random) and Sampled Feature (Generated) on
MNIST (The 1st row), CIFAR-10 (The 2nd row). The 1st and the 2nd columns plot the training
loss and the testing error rate respectively. The optimization process only considers the last layer
u. The two-level neural net contains 10 hidden nodes (m′ = 10). The error bars represent standard
deviation.
Figure 2 reports the results of aforementioned experiments. To limit the capacity of the two-layer
NN, we only consider m′ = 10, which is an extremely unproductive example that makes random
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feature almost unable to depict the label information. The first column plots the training loss,
indicating the capacity of random and sampled features for the classification problem. The second
column plots the test error rate, which represents the generalization ability. Red lines indicate
random feature – Random Kitchen Sinks. Blue lines indicate features sampled from the learned
weight distribution.
These experiments showed that the sampled weights provide better features that can lead to
superior performance on classification problems. The results are consistent with our theory that
the features can be learned by over population so that the weight distribution can be strengthened
by a generative model, rather than the kernel view that NN only employs random feature.
7.2 Weights Visualization
We compare three types of weights: (a) Random weights: Random Kitchen Sinks with Normal
distribution; (b) Optimized weights: trained NN weights with back-propagation; (c) Generated
weights: weights sampled from the generative model. Figure 3 shows that both optimized and
generated weights have certain patterns and structures, which are able to extract corresponding
attributes of the instances, i.e., learned features. Although the generated weights are relative blur,
it is due to the drawbacks of our generative model. Note that the corners of the learned weight
matrix appear random, which is similar to the corresponding parts of the random initialization,
while edges and target specific patterns can be observed in the center.
(a) Random weights (b) Optimized weights (c) Generated weights
Figure 3: Visualization of weights on MNIST dataset (reshaped as 28× 28 matrix)
Beyond what has been reported here, additional experiments that can be used to validate our
theory are provided in Appendix D.2. These additional empirical results also validate the claim that
the task optimized features from two-level NN are significantly better than the task independent
random features. This means that the target function space can be more reliably estimated with
fewer hidden nodes.
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8 Conclusions
In this paper, we proposed a new framework for analyzing over-parameterized NNs referred to as
neural feature repopulation. It was shown that when the number of neurons approach infinity, the
NN feature learning process becomes convex. With appropriate regularization, the learned features
is nearly optimal in terms of efficient representation of the target function. This is the first theory
that can satisfactorily explain the effectiveness of feature learning process of two-level NNs.
Our framework is closely related to the mean field view, but there are fundamental differences
that allow us to easily generalize the method to deep neural networks. In comparison, direct
generalization of the mean field view will lead to technical difficulties that cannot be overcome
without introducing new ideas such as what we do. Specifically, in our view, neural networks are
equivalent to linear classifiers with learned features optimized for the learning task. The feature
learning process is characterized by regularization, and the learned features can be represented by
distributions over hidden nodes. Discrete neural networks can be obtained by sampling hidden
nodes from the learned feature distributions. The efficiency of such sampling measures the quality
of learned feature representations. With appropriate reparameterization, the overall system can be
posed as a convex problem. The generalization of these ideas to deep neural networks will be left
to a subsequent work.
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A Proofs in Section 5
A.1 Proof of Proposition 1: Global Optimal Solution
Proof of Proposition 1. Since Q(p) < +∞, we have ∫Rd+1 pln(p)dθdu < +∞. This means that p
is absolutely continuous with respect to the Lebesgue measure, thus it is a probability density
function. We consider
minimizep Q
′(p) (A.1)
s.t. p(θ, u) ≥ 0, ∀θ ∈ Rd, u ∈ R,∫
Rd+1
p(θ, u)dθdu = 1,
where
Q′(p) = Ex,yφ
(∫
Rd+1
uh′(θ, x)p(θ, u)dθdu, y
)
︸ ︷︷ ︸
I
(1)
6
+
∫
Rd+1
(
λ1|u|2 + λ2‖θ‖2
2
p(θ, u)
)
dθdu︸ ︷︷ ︸
I
(2)
6
+λ3
∫
Rd+1
p(θ, u)lnp(θ, u)dθdu︸ ︷︷ ︸
I7
. (A.2)
We can check that I
(1)
6 and I
(2)
6 are convex on p and I7 is strictly convex on p. It follows that there is
a unique solution a.e., for p∗(θ, u) of Problem (A.1). Moreover, p∗ satisfies the Karush–Kuhn–Tucker
(KKT) conditions (Burger, 2003), i.e. for any θ ∈ Rd and u ∈ R,
Ex,y[φ′∗(x, y)uh′(θ, x)] +
λ1|u|2
2
+
λ2‖θ‖2
2
+ λ3ln(p∗(θ, u)) + λ3 +B1(θ, u) +B2 = 0, (A.3)
B1(θ, u)p∗(θ, u) = 0,
p∗(θ, u) ≥ 0,
B1(θ, u) ≤ 0,∫
Rd+1
p∗(θ, u)dθdu = 1, (A.4)
where φ′∗(x, y) = ∇y′φ(
∫
Rd+1 uh
′(θ, x)p∗(θ, u)dθdu, y). We first prove p∗(θ, u) > 0.
Because
∫
Rd+1 p∗(θ, u)dθdu = 1, there exists a (θ1, u1) with p∗(θ1, u1) > 0. So B1(θ1, u1) = 0.
From the Assumption 2, |∇y′φ| is bounded by L1. Then from (A.3), we have B2 is bounded.
Suppose there is a point (θ2, u2) with p∗(θ2, u2) = 0. Then ln(p∗(θ2, u2)) = −∞. Because
B1(θ2, u2) ≤ 0, we have B2 = +∞, which is contradiction to the fact that B2 is bounded. This in
turn shows that p∗(θ, u) > 0, B1(θ, u) = 0 holds for all θ and u. Also, ρ∗(θ) =
∫
R p∗(θ, u)du > 0
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holds for all θ. With B1(θ, u) = 0 and B2 is bounded, from (A.3), we have
p∗(θ, u) =
exp
(
− λ12λ3 |u|2 − λ22λ3 ‖θ‖2 − 1λ3Ex,y[φ′∗(x, y)h′(θ, x)]u
)
C5
, (A.5)
where C5 =
∫
Rd+1 exp
(
− λ12λ3 |u|2 − λ22λ3 ‖θ‖2 − 1λ3Ex,y[φ′∗(x, y)h′(θ, x)]u
)
dθdu is a constant for nor-
malization. C5 is finite by noting
|Ex,y[φ′∗(x, y)h′(θ, x)]u| ≤ L1Ex,y|h′(θ, x)|u ≤ L1
√
Ex,y|h′(θ, x)|2u ≤ L1
√
Bvu. (A.6)
A.2 Proof of pt > 0
Lemma 4. Assume pt(θ, u) evolves as (4.12). And λ3 > 0, then pt(θ, u) > 0 for all t > 0.
Proof. In the proof, we use θ′ to denote [θ, u]. With a little abuse of notation, we use p(θ′) to
denote p(θ, u). Let g3(t, θ
′) = [g1(t, θ, u), g2(t, θ, u)], then (4.12) can be rewritten as:
dpt(θ
′)
dt
= λ3∇2θ′pt(θ′)−∇θ′ · [pt(θ′)g3(t, θ′)]. (A.7)
Let pˆt(θ
′) = lnpt(θ′). When t = 0, from Assumption 4, pˆ0(θ′) > −∞ holds for all θ′ ∈ Rd+1. We
want to show that pˆt cannot go to negative infinity. We have
d exp(pˆt(θ
′))
dt
= λ3∇2θ′ [exp(pˆt(θ′))]−∇θ′ · [exp(pˆt(θ′))g3(t, θ′)]. (A.8)
It follows that
exp(pˆt(θ
′))
dpˆt(θ
′)
dt
= λ3
(
exp(pˆt(θ
′))∇2θ′ [pˆt(θ′)] + exp(pˆt(θ′))‖∇θ′ pˆt(θ′)‖2
)
(A.9)
− exp(pˆt(θ′))[∇θ′ pˆt(θ′)] · g3(t, θ′)− exp(pˆt(θ′))∇θ′ · g3(t, θ′).
We obtain
dpˆt(θ
′)
dt
= λ3∇2θ′ pˆt(θ′) + λ3‖∇θ′ pˆt(θ′)‖2 − [∇θ′ pˆt(θ′)] · g3(t, θ′)−∇θ′ · g3(t, θ′). (A.10)
From Assumption 2 that ‖∇y′φ‖ ≤ L1 and Assumption 3 that ‖∇θh′(θ, x)‖ ≤ C3, we have
‖g2(t, θ, u)‖ ≤ L1C3|u|+ λ2‖θ‖. (A.11)
Also from Assumption 3 that ‖h′(θ, x)‖ ≤ C1‖θ‖+ C2, we have
‖g1(t, θ, u)‖ ≤ L1(C1‖θ‖+ C2) + λ1|u|. (A.12)
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So
‖g3‖ ≤ ‖g1‖+ ‖g2‖ ≤ (L1C1 + L1C3 + λ1 + λ2)‖θ′‖+ L1C2,
which indicates that
‖g3‖2 ≤ 2(L1C1 + L1C3 + λ1 + λ2)2‖θ′‖2 + 2L22C22 . (A.13)
Similarly, from |∇2θh(θ, x)| ≤ C3, we can bound
|∇θ · g2(t, θ, u)| ≤ L1C3‖u‖+ λ2
and
|∇u · g1(t, θ, u)| ≤ λ1.
We have
|∇θ′ · g3| ≤ L1C3‖θ′‖+ λ1 + λ2 ≤ L1C3‖θ′‖2 + λ1 + λ2 + L1C3. (A.14)
In the following, we set
A = (L1C1 + L1C3 + λ1 + λ2)
2/(2λ23) + L1C3
and
B = L21C
2
2/(2λ
2
3) + (L1C3 + λ1 + λ2).
Let
g4(t, θ
′) = λ3‖∇θ′ pˆt(θ′)‖2 − [∇θ′ pˆt(θ′)] · g3(t, θ′)−∇θ′ · g3(t, θ′).
We have
g4(t, θ
′) (A.15)
= λ3‖∇θ′ pˆt(θ′)− g3(t, θ′)/(2λ3)‖2 − ‖g3(t, θ′)/(2λ3)‖2 −∇θ′ · g3(t, θ′)
a≥ λ3‖∇θ′ pˆt(θ′)− g3(t, θ′)/(2λ3)‖2 −A‖θ′‖2 −B
≥ −A‖θ′‖2 −B,
where
a≥ uses (A.13) and (A.14). On the other hand, by the green’s function method, the solution
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of (A.10) satisfies
pˆt(θ
′) =
1
(4piλ3t)
d+1
2
∫
Rd+1
pˆ0(θ¯
′) exp
(−‖θ′ − θ¯′‖2
4λ3t
)
dθ¯′ (A.16)
+
∫ t
0
∫
Rd+1
1
(4piλ3(t− s)) d+12
exp
(−‖θ′ − θ¯′‖2
4λ3(t− s)
)
g4(s, θ¯
′)dθ¯′ds
(A.15)
≥ 1
(4piλ3t)
d+1
2
∫
Rd+1
pˆ0(θ¯
′) exp
(−‖θ′ − θ¯′‖2
4λ3t
)
dθ¯′
−
∫ t
0
∫
Rd+1
1
(4piλ3(t− s)) d+12
exp
(−‖θ′ − θ¯′‖2
4λ3(t− s)
)
(A‖θ¯′‖2 +B)dθ¯′ds
=
1
(4piλ3t)
d+1
2
∫
Rd+1
pˆ0(θ¯
′) exp
(−‖θ′ − θ¯′‖2
4λ3t
)
dθ¯′ − (A‖θ′‖2 +B)t−Aλ3t2.
So for all θ′ and t ≥ 0, we have pˆt(θ′) > −∞, which implies that pt(θ′) > 0.
A.3 Proof of Monotonously Non-increasing of Q′(pt)
Lemma 5. Under Assumption 2, 3, and 4, suppose pt evolves as (4.12), we have
∂Q′(pt)
∂t
= −
∫
Rd+1
pt(θ, u)
[∥∥∥∥g2(t, θ, u)− λ3∇θp(θ, u)pt(θ, u)
∥∥∥∥2 + ∣∣∣∣g1(t, θ, u)− λ3∇up(θ, u)pt(θ, u)
∣∣∣∣2
]
dθdu.
Proof of Lemma 5. Observe that (4.12) actually performs Wasserstein Gradient Flow on Q′(p) (Mei
et al., 2018). By the standard analysis, we can show that the Q′(p) is monotonous non-increasing.
Let
gp(θ, u) (A.17)
=
∂Q′(p)
∂p
= Ex,y
[
∇y′φ
(∫
Rd+1
uh′(θ, x)p(θ, u)dθdu, y
)
uh′(θ, x)
]
+
λ1‖θ‖2
2
+
λ2‖u‖2
2
+ λ3ln(p(θ, u)) + λ3.
We can check from (4.12) that
dpt(θ, u)
dt
= ∇ · [pt(θ, u)∇gpt(θ, u)]. (A.18)
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So by the chain rule, we have
∂Q′(pt)
∂t
(A.19)
=
∫
Rd+1
∂Q′(pt)
∂pt
dpt
dt
dθdu
=
∫
Rd+1
gpt(θ, t)∇ · [pt(θ, u)∇gpt(θ, u)]dθdu
= −
∫
Rd+1
pt(θ, u) ‖∇gpt(θ, u)‖2 dθdu
= −
∫
Rd+1
pt(θ, u)
∥∥∥∥g2(t, θ, u)− λ3∇θp(θ, u)pt(θ, u)
∥∥∥∥2 dθdu− ∫
Rd+1
pt(θ, u)
∣∣∣∣g1(t, θ, u)− λ3∇up(θ, u)pt(θ, u)
∣∣∣∣2 dθdu,
which is the desired result of Lemma 5.
A.4 Proof of Theorem 1: Convergence of NGD
Proof of Theorem 1. In the proof, we still use θ′ to denote [θ, u]. First, before going into the detailed
proofs, we provide the proof sketch below.
Step 1. We prove that Ept‖θ′‖2 ≤ BM for all t ≥ 0, where BM is a finite constant.
Step 2. From Step 1, the second moment of pt(θ
′) is uniformly bounded by BM . So pt(θ′) is
uniformly tight. Thus there exists a p∞ and a subsequence pk with k → ∞, pk that
converges weakly to p∞. Let
ψp(θ, u) = Ex,y
[
∇y′φ
(∫
Rd+1
uh′(θ, x)p(θ′)dθ′, y
)
uh′(θ, x)
]
+
λ1‖θ‖2
2
+
λ2|u|2
2
.
We prove
lim
k→∞
∫
Rd+1
‖∇ψpk(θ, u)−∇ψp∞(θ, u)‖2pk(θ′)dθ′ = 0.
Step 3. We further prove
lim
k→∞
∫
Rd+1
∣∣∣[pk(θ′) exp(ψp∞(θ, u)/λ3)] 12 − ck∣∣∣2G(θ′)dθ′ = 0, (A.20)
where
G(θ′) = TG exp
[
− λ1
2λ3
|u|2 − λ2
2λ3
‖θ‖2
]
,
TG =
(√
λ1
2piλ3
)(√
λ2
2piλ3
)d
is a constant for normalization, and ck is bounded for all k ≥ 0.
Step 4. Because ck is bounded, we can take a sub-sequence tk with limtk→∞ ck = c∞. Then
lim
tk→∞
∫
Rd+1
∣∣∣[pk(θ′)(expψp∞(θ, u)/λ3)]1/2 − c∞∣∣∣2G(θ′)dθ′ = 0. (A.21)
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Furthermore, because [pk(θ
′) expψp∞(θ, u)/λ3]1/2 converges to c∞ in measure, there exists
a sub-sequence τk such that
lim
τk→∞
[
pτk(θ
′) exp(ψp∞(θ, u)/λ3)
]1/2 − c∞ = 0, a.e. (A.22)
It follows that
lim
τk→∞
pτk(θ
′) = c2∞ exp(−ψp∞(θ, u)/λ3), a.e. (A.23)
Let p˜∞ = c2∞ exp(−φp∞(θ, u)/λ3). We prove p∞ = p˜∞, a.e.
Step 5. Finally, we prove p∞ = p˜∞ = p∗, a.e and limt→∞Q(pt)→ Q(p∗).
• Proof of Step 1:
From Lemma 10.1 of Mei et al. (2018) (also see the Background C.3), for any z > 0. the
entropy can be bounded as
−
∫
Rd+1
p(θ′)ln(p(θ′))dθ′ ≤ 1 + Ep‖θ′‖2/z + (d+ 1)ln(2piz). (A.24)
Let z = 4λ3min(λ1,λ2) . We have
λ3
∫
pt(θ
′)ln(pt(θ′))dθ′ ≥ −λ3 − min(λ1, λ2)
4
Ept‖θ′‖2 − λ3(d+ 1)ln(2piz). (A.25)
We obtain∫
Rd+1
min(λ1, λ2)
4
‖θ′‖2pt(θ′)dθ′ (A.26)
(A.25)
≤
∫
min(λ1, λ2)
2
‖θ′‖2pt(θ′)dθ′ + λ3
∫
Rd+1
pt(θ
′)ln(pt(θ′))dθ′ + λ3 + λ3(d+ 1)ln(2piz)
φ≥Bl≤ Q′t + λ3 + λ3(d+ 1)ln(2piz)−Bl
a≤ Q′0 + λ3 + λ3(d+ 1)ln(2piz)−Bl,
where
a≤ uses Lemma 5 that Qt is non-increasing. Set BM = 4(Q′0 + λ3 + λ3(d+ 1)ln(2piz) +
Bl)/min(λ1, λ2), we have the second moment of pt(θ
′) is uniformly bounded by BM .
• Proof of Step 2:
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First, by the definition of ψp, we have∫
Rd+1
‖∇ψpk(θ, u)−∇ψp∞(θ, u)‖2 pk(θ′)dθ′ (A.27)
=
∫
Rd+1
∥∥Ex,y [(∇y′φ (ϕx(pk), y)−∇y′φ (ϕx(p∞), y))∇θh′(θ, x)]∥∥2 |u|2pk(θ′)dθ′︸ ︷︷ ︸
I8
+
∫
Rd+1
∣∣Ex,y [(∇y′φ (ϕx(pk), y)−∇y′φ (ϕx(p∞), y))h′(θ, x)]∣∣2 pk(θ′)dθ′︸ ︷︷ ︸
I9
,
where we let ϕx(p) =
∫
Rd+1 uh
′(θ, x)p(θ′)dθ′.
For I8, using ‖∇θh′(θ, x)‖ ≤ C3 and φy′(y′, y) has L2-Lipschitz continuous gradient on y′, we
have ∫
Rd+1
∥∥Ex,y [(∇y′φ (ϕx(pk), y)−∇y′φ (ϕx(p∞), y))∇θh′(θ, x)]∥∥2 |u|2pk(θ′)dθ′
a≤
∫
Rd+1
(
Ex,y
[∣∣∇y′φ (ϕx(pk), y)−∇φy′ (ϕx(p∞), y)∣∣ ∥∥∇θh′(θ, x)∥∥])2 |u|2pk(θ′)dθ′
≤ L22C23
∫
Rd+1
(
Ex,y
∣∣∣∣∫
Rd+1
uh′(θ, x)[pk(θ′)− p∞(θ′)]dθ′
∣∣∣∣)2 |u|2pk(θ′)dθ′
b≤ L22C23BM
(
Ex,y
∣∣∣∣∫
Rd+1
uh′(θ, x)[pk(θ′)− p∞(θ′)]dθ′
∣∣∣∣)2 , (A.28)
where in
a≤, we use
‖E[ξ1ξ2]‖2 = (‖E[ξ1ξ2]‖)2 ≤ (E‖[ξ1ξ2]‖)2 ≤ (E[|ξ1| · ‖ξ2‖])2,
with ξ1 = ∇y′φ (ϕx(pk), y)−∇y′φ (ϕx(p∞), y) and ξ2 = ∇θh′(θ, x) and in
b≤ we use the second
moment of pk is bounded by BM proved in Step 1. Similarly, we can bound I9 as∫
Rd+1
∣∣Ex,y [(∇y′φ (ϕx(pk), y)−∇y′φ (ϕx(p∞), y))h′(θ, x)]∣∣2 pk(θ′)dθ′ (A.29)
≤ L22
∫
Rd+1
(
Ex,y
∣∣∣∣∫
Rd+1
uh′(θ, x)[pk(θ′)− p∞(θ′)]dθ′
∣∣∣∣ (C1‖θ‖+ C2))2 pk(θ′)dθ′
a≤ L22
(∫
Rd+1
(2C21‖θ′‖2 + 2C22 )pk(θ′)dθ′
)(
Ex,y
∣∣∣∣∫
Rd+1
uh′(θ, x)[pk(θ′)− p∞(θ′)]dθ′
∣∣∣∣)2
≤ 2L22(C21BM + C22 )
(
Ex,y
∣∣∣∣∫
Rd+1
uh′(θ, x)[pk(θ′)− p∞(θ′)]dθ′
∣∣∣∣)2 ,
where
a≤ uses
(C1‖θ‖+ C2)2 ≤ 2C21‖θ‖2 + 2C22 ≤ 2C21‖θ′‖2 + 2C22 .
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Next, we show
lim
k→∞
Ex,y
∣∣∣∣∫
Rd+1
uh′(θ, x)[pk(θ′)− p∞(θ′)]dθ′
∣∣∣∣ = 0.
According to the definition of limit, we only need to prove that for any ε > 0, there exists a
K0 so that when k ≥ K0, we have
Ex,y
∣∣∣∣∫ uh′(θ, x)[pk(θ′)− p∞(θ′)]dθ′∣∣∣∣ ≤ ε.
Let B = max
(
1,
16(4+3BvC1+BvC2)2B2M
9ε2
)
, we consider the test function class fx : Rd+1 → R,
which satisfies:
fx(θ, u) =
{
uh′(θ, x), ‖θ‖2 + |u|2 ≤ B2,
uB
R(R−B+1)h
′(BθR x), ‖θ‖2 + |u|2 = R2 > B2.
(A.30)
Therefore fx is uniformly bounded and is uniformly Lipschitz continuous for all x. Because pk
weakly converges to p∞, we have dBL(pk, p∞)→ 0 (refer to the definition in the Background
C.2) which indicates that there exists K1 which only depends on B and constants C1, C2, C3
such that when k ≥ K1, for all fx, we have∣∣∣∣∫
Rd+1
fx(θ, u)[pk(θ
′)− p∞(θ′)]dθ′
∣∣∣∣ ≤ ε2 . (A.31)
Thus let B be the ball {θ′ : ‖θ′‖ ≤ B}, we have
Ex,y
∣∣∣∣∫
Rd+1
uh′(θ, x)[pk(θ′)− p∞(θ′)]dθ′
∣∣∣∣ (A.32)
≤ Ex,y
∣∣∣∣∫
Rd+1
fx(θ, u)[pk(θ
′)− p∞(θ′)]dθ′
∣∣∣∣
+Ex,y
∣∣∣∣∫
Bc
[uh′(θ, x)− fx(θ, u)][pk(θ′)− p∞(θ′)]dθ′
∣∣∣∣
≤ ε
2
+ Ex,y
[∫
Bc
(|uh′(θ, x) + |fx(θ, u)|) (pk(θ′) + p∞(θ′))dθ′]
a≤ ε
2
+ Ex,y
[∫
Bc
(
|uh′(θ, x)|+ |fx(θ˜, u˜)|
)
(pk(θ
′) + p∞(θ′))dθ′
]
b≤ ε
2
+ Ex,y
∫
Bc
(
2
3
|u|1.5 + 1
3
|h′(θ, x)|3 + 2
3
|u˜|1.5 + 1
3
|h′(θ˜, x)|3
)
[pk(θ
′) + p∞(θ′)]dθ′
≤ ε
2
+
∫
Bc
(
2
3
|u|1.5 + Ex,y
[
1
3
|h′(θ, x)|3
]
+
2
3
|u˜|1.5 + Ex,y
[
1
3
|h′(θ˜, x)|3
])
[pk(θ
′) + p∞(θ′)]dθ′
c≤ ε
2
+
∫
Bc
(
4
3
|u|1.5 + 2
3
Bv(C1‖θ‖+ C2)
)
(pk(θ
′) + p∞(θ′))dθ′,
where in
a≤, we set θ˜ = Bθ/R and u˜ = uθ/R, and uses |fx(θ, u)| ≤ |fx(θ˜, u˜)| on Bc, in
b≤, we
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use Young’s inequality, i.e.
|uh′(θ, x)| ≤ 2
3
|u|1.5 + 1
3
|h′(x, θ)|3, (A.33)
and in
c≤, we use the fact that |h′(θ, x)| ≤ C1‖θ‖+C2 from Assumption 3 and Ex‖h′(θ, x)‖ ≤
Bv from Assumption 1, then
Ex,y
[
1
3
|h′(θ, x)|3
]
≤ (C1‖θ‖+ C2)
3
Ex,y|h′(θ, x)|2 ≤ Bv(C1‖θ‖+ C2)/3, (A.34)
and
Ex,y
[
1
3
|h′(θ˜, x)|3
]
≤ Bv(C1‖θ˜‖+ C2)/3 ≤ Bv(C1‖θ‖+ C2)/3. (A.35)
Furthermore, for all θ′ ∈ B, we have
4
3
|u|1.5 + 2
3
Bv(C1‖θ‖+ C2) (A.36)
≤ 4
3
|u|1.5 + 2
3
Bv(C1‖θ‖1.5 + C2 + C1)
≤ 4 + 2BvC1
3
(|u|1.5 + ‖θ‖1.5)+ 2Bv(C2 + C1)
3
a≤ 2
1
4 (4 + 2BvC1)
3
‖θ′‖1.5 + 2Bv(C2 + C1)
3
b≤ 8 + 4BvC1
3
‖θ′‖1.5 + 2Bv(C2 + C1)
3
‖θ′‖1.5
c≤ 8 + 6BvC1 + 2BvC2
3
‖θ′‖2√
B
.
In
a≤, we consider function q(x) = |x|3/4 which is concave. So
q
(
x+ y
2
)
≥ q(x) + q(y)
2
,
then
a≤ is obtained by setting x = ‖θ‖2 and y = |u|2. b≤ uses 21/4 ≤ 2 and 1 ≤ ‖θ′‖1.5 since
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‖θ′‖ ≥ B ≥ 1. c≤ uses ‖θ′‖0.5 ≥ B0.5. Plugging (A.36) into (A.32), we have
Ex,y
∣∣∣∣∫
Rd+1
uh′(θ, x)[pk(θ′)− p∞(θ′)]dθ′
∣∣∣∣ (A.37)
≤ ε
2
+
8 + 6BvC1 + 2BvC2
3
√
B
∫
Bc
‖θ′‖2(pk(θ′) + p∞(θ′))dθ′
≤ ε
2
+
(16 + 12BvC1 + 4BvC2)BM
3
√
B
≤ ε,
where in the second equality we use the fact that the second moment of pk is bounded by
BM from Step 1, and so does p∞. We obtain
lim
k→∞
∫
Rd+1
‖∇ψpk(θ, u)−∇ψp∞(θ, u)‖2pk(θ′)dθ′ = 0.
• Proof of Step 3:
From Lemma 5, Q′t is non-increasing, so
lim
k→∞
∫
Rd+1
‖∇(ψpk(θ, u) + λ3lnpk(θ, u))‖2pk(θ′)dθ′ = 0. (A.38)
From Step 2, we have
lim
k→∞
∫
Rd+1
‖∇(ψp∞(θ, u) + λ3lnpk(θ, u))‖2pk(θ′)dθ′ = 0. (A.39)
Following from by Mei et al. (2018), we have∫
Rd+1
‖∇(ψp∞(θ, u) + λ3lnpk(θ, u))‖2pk(θ′)dθ′ (A.40)
= λ23
∫
Rd+1
‖∇(pk(θ, u) exp(ψp∞(θ, u)/λ3))‖2p−1k (θ′) exp(−2ψp∞(θ, u)/λ3)dθ′
= 4λ23
∫
Rd+1
‖∇[pk(θ, u) exp(ψp∞(θ, u)/λ3)]1/2‖2 exp(−ψp∞(θ, u)/λ3)dθ′.
On the other hand, according to the definition of ψp, we have
ψp∞(θ, u)
a≤ λ1
2
‖θ‖2 + λ2
2
|u|2 + L1Ex,y
∫
Rd+1
|uh′(θ, x)|p∞(θ′)dθ′ (A.41)
b≤ λ1
2
‖θ‖2 + λ2
2
|u|2 + L1
∫
Rd+1
( |u|2
2
+ C1‖θ‖2 + C2
)
p∞(θ′)dθ′
c≤ λ1
2
‖θ‖2 + λ2
2
|u|2 + L1 [C1 + 0.5]BM + L1C2,
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where
a≤ uses Assumption 2 that |∇y′φ| ≤ L1,
b≤ uses |uh′(θ, x)| ≤ |u|22 + h
′(θ,x)2
2 ≤ |u|
2
2 +
(C1‖θ‖+C2)2
2 ≤ |u|
2
2 + C
2
1‖θ‖2 + C22 , and
c≤ uses that the second moment of p∞ is bounded by
BM . (A.41) shows that there is a constant Cg such that for all θ and u, we have
exp(−ψp∞(θ, u)/λ3) ≥ CGG(θ′), (A.42)
where CG is a constant. Then
lim
k→∞
4λ23CG
∫
Rd+1
‖∇[pk(θ, u) exp(ψp∞(θ, u)/λ3)]1/2‖2G(θ′)dθ′ = 0. (A.43)
On the other hand, because G(θ′) is a Gaussian distribution, it satisfies the Poincare inequal-
ity. That is ∫
Rd+1
∥∥∥∇[pk(θ, u) exp(ψp∞(θ, u)/λ3)]1/2∥∥∥2G(θ′)dθ′
≥ K
∫
Rd+1
∣∣∣[pk(θ, u) exp(ψp∞(θ, u)/λ3)]1/2 − ck∣∣∣2G(θ′)dθ′, (A.44)
where K is a constant and
ck =
∫
Rd+1
[pk(θ, u) exp(ψp∞(θ, u)/λ3)]
1/2G(θ′)dθ′.
Plugging (A.44) into (A.43), we obtain (A.20). We then prove ck is bounded for all k ≥ 0.
First, it is obvious that ck ≥ 0. To obtain that ck is upper bounded, we consider∫
Rd+1
(pk(θ, u) exp(ψp∞(θ, u)/λ3))
1/2G(θ, u)dθ′ (A.45)
(A.42)
≤
∫
Rd+1
pk(θ, u)
1/2G(θ′)1/2dθ′
a≤
√∫
Rd+1
pk(θ, u)dθ′
∫
Rd+1
G(θ′)dθ′
= 1,
where
a≤ uses Cauchy inequality with 〈a, b〉 ≤ ‖a‖‖b‖ with 〈a, b〉 = ∫Rd+1 a(θ′)b(θ′)dθ′ and
‖a‖ = √〈a, a〉. With (A.45) in hand, ck is upper bounded.
• Proof of Step 4:
We prove the argument by contradiction. Define the set E = {θ|p∞(θ′) > p˜∞(θ′)}. Without
loss of generality, we can assumem(E) = ε1 > 0. On the other hand, because limτk→∞ pτk(θ
′) =
p˜∞(θ′), a.e. There exists a set S1 ⊆ E with m(S1) > 0 such that limτk→∞ supθ′∈S |p˜∞(θ′) −
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p˜τk(θ
′)| = 0. This implies that
lim
τk→∞
∫
Rd+1
IS˙1(θ
′)pτk(θ
′)dθ′ =
∫
Rd+1
IS˙1(θ
′)p˜∞(θ′)dθ, (A.46)
where IS˙1 is the indicator function of S˙1.
Then we consider the test function
I(θ, u) =

0, S¯c1,
0, S¯1 \ S˙1,
1, S˙1.
(A.47)
We have m(S¯1 \ S˙1) = 0 and on the set S¯c1 and S˙1, I(θ, u) is continuous. From the fact that
pτk weakly converges to p∞ and p∞ is absolutely continuous with respect to the Lebesgue
measure since Q′(p∞) ≤ Q′(p0) < +∞, we have
lim
τk→∞
∫
Rd+1
IS˙1(θ
′)pτk(θ
′)dθ′ =
∫
Rd+1
IS˙1(θ
′)p∞(θ′)dθ′. (A.48)
Combining (A.48) and (A.46), we have
0 =
∫
Rd+1
IS˙1(θ
′)(p∞(θ′)− p˜∞(θ′))dθ′ = m(S1) > 0. (A.49)
This is a contradictory. Therefore we obtain p∞ = p˜∞, a.e.
• Proof of Step 5:
Since
∫
Rd+1 p∞(θ
′)dθ′ = 1, we have
∫
Rd+1 p˜∞(θ
′)dθ′ = 1. Using the definition that p˜∞ =
c2∞ exp(−φp∞(θ, u)/λ3), we have
c2∞ =
[∫
Rd+1
exp(−φp∞(θ, u)/λ3)dθ′
]−1
, (A.50)
which indicates that
p∞(θ, u) =
exp(−φp∞(θ, u)/λ3)∫
Rd+1 exp(−φp∞(θ, u)/λ3)dθ′
. (A.51)
This implies that p∞ = p˜∞ = p∗, a.e. On the other hand, because Q(pt) is monotone non-
increasing, we have limt→∞Q(pt) = Q(p∗). Because p∗ is the unique minimum solution, all
the weakly converging sub-sequences converge to p∗. Therefore pt converges weakly to p∗.
This finishes the proof.
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A.5 Proof of Theorem 2: Target Feature Repopulation
Proof of Theorem 2 . In the proof, let p(u|θ) = p(θ, u)/ρ(θ). The optimization problem (5.1) can
be rewritten as follows when p > 0:
minimizeρ,ω,p(ω|θ) Q′′(ρ, ω, p(u|θ)) (A.52)
s.t. ω(θ) =
∫
R
up(u|θ)du, ∀θ ∈ Rd∫
R
p(u|θ)du = 1, ∀θ ∈ Rd∫
Rd
ρ(θ)dθ = 1,
ρ(θ) ≥ 0,
p(u|θ) ≥ 0,
where
Q′′(ρ, ω, p(u|θ)) (A.53)
= Ex,yφ
(∫
Rd
ω(θ)h′(θ, x)ρ(θ)dθ, y
)
+
λ2
2
∫
Rd
‖θ‖2ρ(θ)dθ + λ1
2
∫
Rd
|ω(θ)|2ρ(θ)dθ
+
λ1
2
∫
Rd
ρ(θ)p(u|θ)|u− ω(θ)|2dθdu+ λ3
2
∫
Rd
ρ(θ)lnρ(θ)dθ +
λ3
2
∫
Rd
p(u|θ)ρ(θ)ln(p(u|θ))dudθ.
Because p∗ is the minimal solution of Q′, (ρ∗, ω∗, p∗(u|θ)) is at least a local stationary point. In other
words, (ρ∗, ω∗, p∗(u|θ)) satisfies the KKT condition for (A.52). Let ρ∗(θ)B3(θ) be the multiplier for
the constraint ω(θ) =
∫
up(u|θ)du, ρ∗(θ)B4(θ) be the multiplier for
∫
p(u|θ)du = 1, and B5 be the
multiplier for constrain for
∫
ρ(θ)dθ = 1. Because ρ∗(θ) > 0 and p∗(u|θ) > 0, so the multipliers for
the two constrains are 0 by the complementary slackness. We have, for ρ∗,
0 = Ex,y[φ′∗h′(θ, x)]ω∗(θ) +
λ1|ω∗(θ)|2
2
+
λ2‖θ‖2
2
+
λ3
2
[lnρ∗(θ) + 1]
+
λ1
2
∫
R
p∗(u|θ)|u− ω∗(θ)|2du+ λ3
2
∫
R
p∗(u|θ)ln(p∗(u|θ))du+B5, (A.54)
where φ′∗(x, y) = ∇y′φ(
∫
Rd+1 uh
′(θ, x)p∗(θ, u)dθdu, y), for ω∗,
0 = Ex,y[φ′∗h′(θ, x)]ρ∗(θ) + λ1ρ∗(θ)ω∗(θ) + ρ∗(θ)B3(θ) = 0, (A.55)
and for p∗(u|θ),
0 =
λ1ρ∗(θ)|u− ω∗(θ)|2
2
+
λ3ρ∗(θ)
2
[ln(p∗(u|θ) + 1)] + ρ∗(θ)B4(θ)− ρ∗(θ)B3(θ)u. (A.56)
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Diving ρ∗(θ) on both sides of (A.56) and using
∫
p∗(u|θ)du = 1, we have
p∗(u|θ) =
exp[−B3(θ)uλ3 − λ12λ3 |u− ω∗(θ)|2]
B4(θ)
, (A.57)
where B4(θ) =
∫
R exp[−B3(θ)uλ3 − λ12λ3 |ω∗(θ)−u|2]du is a constant for normalization. Given θ, p(u|θ)
is a Gaussian distribution. Because ω∗(θ) =
∫
R up∗(u|θ)du. We have B3(θ) = 0. Then plugging
B3(θ) = 0 into (A.55), we have
ω∗(θ) = −Ex,y[φ
′∗h′(θ, x)]
λ1
. (A.58)
From (A.57), p∗(u|θ) = N(ω∗(θ), λ3λ1 ). Using calculus, we obtain
λ1
2
∫
R
p∗(u|θ)|u− ω∗(θ)|2du+ λ3
2
∫
R
p∗(u|θ)ln(p∗(u|θ))du = λ3
2
− λ3
4
ln
(
2pie
λ3
λ1
)
. (A.59)
Then plugging (A.59) into (A.54), we have
0 = Ex,y[φ′∗h′(θ, x)]ω∗(θ) +
λ1|ω∗(θ)|2
2
+
λ2‖θ‖2
2
+
λ3
2
[lnρ∗(θ) + 1]
+
λ3
2
− λ3
4
ln
(
2pie
λ3
λ1
)
+B5. (A.60)
Let B6 =
λ3
2 − λ34 ln
(
2pieλ3λ1
)
+B5 and plug (A.58) into (A.60), we obtain
0 = −λ1
2
|ω∗(θ)|2 + λ2
2
‖θ‖2 + λ3
2
[lnρ∗(θ) + 1] +B6. (A.61)
On the other hand, from (A.5) and p(u|θ) = N(ω∗(θ), λ3/λ1), we have
ρ∗(θ) =
exp
(
− λ22λ3 ‖θ‖2 − λ12λ3 |ω∗(θ)|2
)
B7
, (A.62)
where B7 is a constant for normalization. From (A.58), we have
|ω∗(θ)| ≤ L2
√
Ex|h′(θ, x)|2
λ1
≤ L2
√
Bv
λ1
. (A.63)
So B7 is finite. Plugging (A.62) into (A.61), we have
0 = −λ1
2
|ω∗(θ)|2 + λ2
2
‖θ‖2 − λ2
4
‖θ‖2 − λ1
4
|ω∗(θ)|2 + 3λ1
4
B8, (A.64)
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where B8 =
4
3λ1
(B6 +
λ3
2 − λ32 lnB7) is a constant. For µ∗(θ) = ρ∗(θ)ω∗(θ), we have
0 = −
∣∣∣∣µ∗(θ)ρ∗(θ)
∣∣∣∣2 + λ23λ1 ‖θ‖2 +B8. (A.65)
A.6 Proof of Corollary 3: Near Optimal Feature Representation
Proof of Corollary 3. Solving (A.65), we obtain
ρ∗(θ) =
|µ∗(θ)|√
λ2
3λ1
‖θ‖2 +B8
. (A.66)
In the ball of {θ : ‖θ‖2 ≤M}, we have
|µ∗(θ)|
B8 +
λ2
3λ1
M
≤ ρ∗(θ) ≤ |µ∗(θ)|
B8
. (A.67)
So when λ1 > 0 and λ2 → 0, we can simply set M = 1√λ2 →∞, and
λ2
λ1
M → 0, because B8 is used
for normalization which will not go to 0 (but go to C∗), we have
ρ∗(θ)→ |µ∗(θ)|
C∗
. (A.68)
C∗ =
∫
Rd |µ∗(θ)|dθ. We obtain our final result.
A.7 Proof of the Lower Bound for V (µ˜∗, ρN)
Proof. By symmetry, we have
V (µ˜∗, ρN ) (A.69)
= 2
∫ 1+a
1
∣∣∣∣ µ˜∗(θ)ρN (θ)
∣∣∣∣2 ρN (θ)dθ
= 2
∫ 1+a
1
1
4a2
√
2piσ exp
(
θ2
2σ2
)
dθ
≥ 2a · 1
4a2
√
2piσ exp
(
4
2σ2
)
,
where last inequality uses exp
(
θ2
2σ2
)
is monotonously increasing and 0 < a < 1. By computing the
derivative for σ exp
(
2
σ2
)
, we know that the minimal value is achieved when σ = 2. Therefore
σ exp
(
2
σ2
)
≥ 2 exp(1/2). (A.70)
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Plugging (A.70) into (A.69), we obtain the result.
B Proofs in Section 4
Some arguments in the proofs of Lemma 1 and Lemma 2 are informal. Similar results with more
rigorous treatments can be found in Chizat & Bach (2018); Mei et al. (2018, 2019). We directly
assume that ρt,∇θρt, and ∇2θρt (or pt,∇θpt, and ∇2θpt) are continuous, so that we can avoid some
complex details of weak solutions.
B.1 Proof of Lemma 1: GD dynamic
Proof of Lemma 1. Let pt(θ, u) be the join distribution of (θ, u) satisfying pt(θ, u) = ρtδ(u = ωt(θ)).
The [θtj , u
t
j ] with j ∈ m follow from pt(θ, u). Also from (3.2), we can write f as:
f(ωt, ρt, x) =
∫
Rd+1
uh′(θ, x)pt(θ, u)dθdu. (B.1)
Given x ∈ Rd, f(ωt, ρt, x) <∞, then by the Law of Large Number, we have with m→∞,
fˆ(ut, θt, x)− f(ωt, ρt, x) a.s.→ 0, (B.2)
which implies (4.6). Denote
g′2(t, θ, u) = −Ex,y[∇y′φ(fˆ(ut, θt, x), y)u∇θh′(θ, x)]− λ2∇θ[r2(θ)].
For all j ∈ [m], from the update rule of GD, we have
θjt+1 = θ
j
t + ∆tg
′
2(t, θ
j
t , u
j
t ), (B.3)
Let ∆t→ 0, using ujt = ωt(θjt ), we have
dθjt
dt
= g′2(t, θ
j
t , ωt(θ
j
t )). (B.4)
So ρt can be obtained by its Fokker-Planck equation (Please refer to the background for Fokker-
Planck equation in Appendix C.1), which is
dρt(θ)
dt
= −∇θ · [ρt(θ)g′2(t, θ, ωt(θ))]. (B.5)
With m→∞, and because ∇y′φ is L2 continuous and h′(θ, x) and ρt are also second-order smooth,
we obtain
∇θ · [ρt(θ)g′2(t, θ, ωt(θ))]−∇θ · [ρt(θ)g2(t, θ, ωt(θ))] a.s.→ 0. (B.6)
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Thus we obtain (4.7). To prove (4.8), let
g′1(t, θ, u) = −Ex,y[∇fφ(fˆ(ut, θt, x), y)h′(θ, x)]− λ1∇ur1(u). (B.7)
From the update rule of GD, we have
ωt+∆t(θt+∆t) = ωt(θt) + g
′
1(t, θt, ωt(θ))∆t. (B.8)
On the other hand, from (B.4), we have
ωt+∆t(θt+∆t) (B.9)
= ωt+∆t(θt + g
′
2(t, θt, ωt(θ))∆t+ o(∆t))
= ωt(θt + g
′
2(t, θt, ωt(θ))∆t+ o(∆t)) +
dωt(θt + g
′
2(t, θt, ωt(θ))∆t+ o(∆t))
dt
∆t
= ωt(θt) + [∇θωt(θ)] · g′2(t, θt, ωt(θ))∆t+ o(∆t) +
dωt(θt + g
′
2(t, θ, ωt(θ))∆t+ o(∆t))
dt
∆t.
Plugging (B.8) into (B.9), we have
dωt(θt + g
′
2(t, θt, ωt(θ))∆t+ o(∆t))
dt
= −[∇θ(ωt(θ))] · g′2(t, θt, ωt(θ)) + g′1(t, θt, ωt(θ)) + o(1).(B.10)
Let ∆t→ 0, and let m→∞, we obtain (4.8).
B.2 Proof of Lemma 2: NGD dynamic
Proof of Lemma 2. For (4.13), consider the (d+1) dimensional particle (θt, ut) with updates written
as:
θt+1 = θt + ∆tg
′
2(t, θ, u) +
√
2λ3∆tN(0, Id),
ut+1 = ut + ∆tg
′
1(t, θ, u) +
√
2λ3∆tN(0, 1),
where g′2(t, θ, u) and g′1(t, θ, u) are defined in (B.6) and (B.7), respectively. Let ∆t → 0, the
Fokker-Planck equation of its distribution is
dpt(θ, u)
dt
= −∇θ · [pt(θ, u)g′2(t, θ, u)]−∇u[pt(θ, u)g′1(t, θ, u)] + λ3∇2[pt(θ, u)]. (B.11)
Also let m→∞, we can obtain (4.12).
B.3 Proof of Lemma 3: Evolution of ρt and ωt
Proof of Lemma 3. Let g21(t, θ) = −Ex,y[∇fφ(f(ωt, ρt, x), y)∇θh′(θ, x)]. Then we have
g2(t, θ, u) = g21(t, θ)u− λ2∇θ[r2(θ)]. (B.12)
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To prove (4.13), we integrate on both sides of (4.12) over u, and obtain
dρt(θ)
dt
= −
∫
R
∇θ(pt(θ, u)g2(t, θ, u))du︸ ︷︷ ︸
I1
−
∫
R
∇u[pt(θ, u)g1(t, θ)]du︸ ︷︷ ︸
I2
+
∫
R
λ3∇2[pt(θ, u)]du︸ ︷︷ ︸
I3
. (B.13)
We separately simplify I1, I2, and I3. For I1, we have
I1 =
∫
R
∇θ · [pt(θ, u)g2(t, θ, u)]du (B.14)
(B.12)
=
∫
R
∇θ · [pt(θ, u)(g21(t, θ)u− λ2∇θr2(θ))]du
= ∇θ ·
(∫
R
pt(θ, u)g21(t, θ)u− pt(θ, u)λ2∇θr2(θ)du
)
a
= ∇θ · [ρt(θ)g21(t, θ)ωt(θ)− ρt(θ)λ2∇θr2(θ)]
= ∇θ · [ρt(θ)g2(t, θ, ωt(θ))],
where in equality
a
=, we use the definition that ρt is the marginal distribution of pt(θ, u) and
ωt(θ) = Ept [u|θ].
For I2, we have
I2 =
∫
R
∇u(pt(θ, u)g1(t, θ, u))du (B.15)
= [pt(θ, u)g1(t, θ, u)]|∞u=−∞
a
= 0,
where in
a
=, we use (A.12).
For I3, we have
I3 =
∫
R
λ3∇2(pt(θ, u))du (B.16)
= λ3
∫
R
∇2θ(pt(θ, u))du+ λ3
∫
R
∇2u(pt(θ, u))du
= λ3∇2θρt(θ).
Plugging (B.14), (B.15), and (B.16) into (B.13), we obtain (4.13).
Let µt(θ) = ρt(θ)ωt(θ) =
∫
R up(θ, u)du. Then multiply by u on both sides of (4.12), and then
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integrate the result on both sides over u, we have
dµt(θ)
dt
= −
∫
R
u∇θ · [pt(θ, u)g2(t, θ, u)]du−
∫
R
u∇u[pt(θ, u)g1(t, θ, u)]du︸ ︷︷ ︸
I4
(B.17)
+
∫
R
λ3u∇2[pt(θ, u)]du︸ ︷︷ ︸
I5
.
For I4, from integration by parts, we have
I4 =
∫
R
u∇u[pt(θ, u)g1(t, θ, u)]du (B.18)
a
= −
∫
R
pt(θ, u)g1(θ, t, u)du
b
= −
∫
R
pt(θ, u)g11(θ, t)− pt(θ, u)λ1udu
= −ρt(θ)g1(t, θ, ωt(θ)),
where
a
= uses (A.12) and the second moment of pt is bounded and
b
=we let g11(t, θ) = g1(t, θ, u)+λ1u.
Similarly, for I5, we have
I5 =
∫
R
λ3u∇2[pt(θ, u)]du (B.19)
= λ3∇2θ
[∫
R
upt(θ, u)du
]
+ λ3
∫
R
u∇2u[pt(θ, u)]du
= λ3∇2θ[ρt(θ)ωt(θ)].
On the other hand, because
dµt(θ)
dt
= ρt(θ)
dωt(θ)
dt
+ ωt(θ)
dρt(θ)
dt
(B.20)
(4.13)
= ρt(θ)
dωt(θ)
dt
+ ωt(θ)
{−∇θ · [ρt(θ)g2(t, θ, ωt(θ))] + λ3∇2θρt(θ)} .
Then plugging (B.20), (B.18), (B.19) into (B.17), we have
dωt(θ)
dt
a
= g1(t, θ, ωt(θ))−∇θ[ωt(θ)] · g2(t, θ, ωt(θ))− λ3ωt(θ)
ρt(θ)
∇2θ[ρt(θ)] +
λ3
ρt(θ)
∇2θ[ωt(θ)ρt(θ)]
− 1
ρt(θ)
∇θ ·
[∫
R
p(θ, u)ug2(t, θ, u)du− ρt(θ)ωt(θ)g2(t, θ, ωt(θ))
]
b
= g1(t, θ, ωt(θ))−∇θ(ωt(θ)) · g2(t, θ, ωt(θ)) + λ3∇2θ[ωt(θ)] +
2λ3
ρt(θ)
[∇ρt(θ)] · [∇θωt(θ)]
− 1
ρt(θ)
∇θ ·
(∫
R
p(θ, u)u[g2(t, θ, u)− g2(t, θ, ωt(θ))]du
)
, (B.21)
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where in
a
=, we use
ωt(θ)∇θ · [ρt(θ)g2(t, θ, ωt(θ))]
= ∇θ · [ωt(θ)ρt(θ)g2(t, θ, ωt(θ))]− ρt(θ)[∇θωt(θ)] · g2(t, θ, ωt(θ))
and in
b
=, we use
∇2θ[ωt(θ)ρt(θ)] = ∇2θ[ωt(θ)]ρt(θ) +∇2θ[ρt(θ)]ωt(θ) + 2[∇θρt(θ)] · [∇θωt(θ)].
We achieve (4.14).
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C Background
C.1 Fokker-Planck Equation
Suppose the movement of a particle in m-dimensional space can be characterized by the stochas-
tic differential equation given below:
dxt = g(xt, t)dt +
√
2β−1ΣdBt , (C.1)
where xt is m-dimensional vector denoting the random position of the particle at time t, g(xt, t) is
m-dimensional drift vector, Σ is a m×n matrix, and Bt denotes a n dimensional Brownian motion.
Let xt ∼ p(x, t), the Fokker-Planck equation describes the evolution of p(x, t) as:
∂p(x, t)
∂t
=
ΣΣ>
β
∇2p(x, t)−∇ · [p(x, t)g(xt, t)]. (C.2)
The proof can be found in textbook about Fokker-Planck equations, e.g. Risken (1996).
C.2 BL Distance
The BL distance is defined between probability measures by
dBL(µ, ν) = sup
{∣∣∣∣∫ f(x)µ(dx)− ∫ f(x)ν(dx)∣∣∣∣ : ‖f‖∞ ≤ 1, ‖f‖Lip ≤ 1} . (C.3)
It is known that if pk converges weakly to p∞, we have dBL(pk, p∞)→ 0 (Van Der Vaart & Wellner,
1996).
C.3 Entropy
Lemma 6 (Lemma 10.1 in Mei et al. (2018)). Let p(θ) be the probability density function for
d-dimensional random variable θ, we have
−
∫
Rd
p(θ)ln(p(θ))dθ ≤ 1 + Ep‖θ‖2/z + dln(2piz), (C.4)
for any z > 0.
We give a proof here, which is directly taken from Mei et al. (2018).
Proof. Let Ω = {θ : (√2piz)−d exp (−‖θ‖2/(2z)) ≤ p(θ)1/2 ≤ 1}. Then
−
∫
Rd
p(θ)ln(p(θ))dθ (C.5)
≤
∫
Rd
p(θ)|min(ln(p(θ)), 0)|dθ
=
∫
Ω
p(θ)|min(ln(p(θ)), 0)|dθ +
∫
Ωc
p(θ)|min(ln(p(θ)), 0)|dθ.
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For the first term, we have ∫
Ω
p(θ)|min(ln(p(θ)), 0)|dθ (C.6)
≤
∫
Rd
p(θ)[‖θ‖2/z + dln(2piz)]dθ
= Ep‖θ‖2/z + dln(2piz).
Because |p(θ)ln(p(θ))| ≤√p(θ) for all 0 ≤ p(θ) ≤ 1, for the second term, we have∫
Ωc
p(θ)|min(ln(p(θ)), 0)|dθ (C.7)
≤
∫
Rd
(
√
2piz)−d exp
(−‖θ‖2/(2z)) dθ
= 1.
Plugging (C.6) and (C.7) into (C.5), we obtain (C.4).
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D Additional Experiments
D.1 Simulated Data
We employ NGD (Algorithm 1) to learn the first-layer weights of a binary classification problem.
The classification problem is adapted from make classification in Scikit-learn (Pedregosa et al.,
2011). We use 100-dimensional features, including only 4 informative dimensions, 10 redundant
dimensions, 10 repeated dimensions, and 76 random noise. The dataset includes 500 training
instances and 500 testing instances. As a result, an NN with 4 hidden nodes is able to represent
label-related information, but we often use a larger network for a better performance. Since the
simulated data is well-structured, the original Random Kitchen Sinks can learn accurate predictions.
In our experiments, we train 10 hidden nodes as our source distribution and employ Conditional
Variational Auto-Encoder to generate additional samples from the source distribution.
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(a) 10 hidden nodes (b) 5 hidden nodes (c) 2 hidden nodes
Figure 4: Test error rate on simulated data.
Figure 4 shows that by sampling from the optimized weight distribution, one can obtain features
better than task independent random features, and one can achieve better performance with small-
sized networks. As a result, the optimization process with NGD behaves similarly as that of SGD.
D.2 Efficiency of Feature Representation
Additionally, we study the efficiency of the feature representations (Definition 1). We consider
the variance of NN function in terms of x, so that the definition is adapted to be data dependent.
In particular, we normalize the variance of the first layer output by batch-normalization (without
affine layer) and compute the the sum of (ui)2, which is equal to the variance. Note that the
comparison of efficiency should be done at comparable classification accuracy levels. Otherwise
the regularizer may dominate the optimization process. We only perform experiments on simple
datasets, which can achieve good classification performance with random features. Despite this, the
performance of optimized features are still better on both simulated data and MNIST (Optimized:
81.6%, 98.3%; Random: 77.8%, 93.0%). Results are displayed below.
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Figure 5: Variance of hidden node functions
We perform the experiments on both simulated data and MNIST and use a relative large net
(m′ = 1000) to keep the random net capable of achieving high classification accuracy. In addition,
weight decay is set as 10−3/10−4 for simulated data and for MNIST respectively, so that the variance
values converge. In order to make a fair comparison, we optimize a pre-trained network first, and
then use the pre-trained weights as the first-layer initialization (and keep the top layer random),
rather than optimize two layers simultaneously.
Figure 5 and 6 shows that the optimized first-layer weights reduce the variance significantly and
the variation of ‖u‖ is small, whereas the random features get more unimportant weights (‖u‖ ≈ 0)
for simulated data, and the resulting variances are large for both MNIST and simulated data. This
indicates that the hidden layer requires more samples to approximate the target function.
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Figure 6: Histogram of ||u/m′||
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D.3 Importance Sampling versus Uniform Sampling
In Figure 6, we verify that the importance of each node is almost the same, which means most
of nodes in an NN are effective. However, in some special cases, some nodes might be off due to the
hyper-parameters and optimization strategy. For example, when we train a large two-level network
(m = 10000) with a large weight decay λ2 for θ (Simulated data/MNIST: 10
−3; CIFAR-10: 10−2),
only a few weights of the optimized NN are effective, which can also be derived from Corollary 3
(λ2 should be small). Figure 7 plots the histogram of such a phenomenon that most of the ‖u/m′‖
are smaller than 10−2, which means that very few θ samples are effective.
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Figure 7: Histogram of log10 ‖u/m′‖ with large λ2
If we treat the corresponding ‖ui‖2 as the importance of θi, we can resample the weight vectors in
a small NN, so that unimportant feature dimension can be dropped. We compare both importance
sampling (IS) and uniform sampling (US) below.
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Figure 8: Comparisons between Importance and Uniform Sampling (Importance/Uniform) over
regularized weight distribution on Simulated data. Only u is considered during optimization.
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Figure 9: Comparisons between Importance Sampling (Importance) and Uniform Sampling (Uni-
form) over regularized weight distribution on MNIST (The 1st row), CIFAR-10 (The 2nd row). The
1st and the 2nd columns plot the training loss and test error rate respectively. The optimization
process considers only u. The 2-layer network contains 10 hidden nodes. The error bars represent
standard deviation.
Figure 8 and 9 show that features generated by IS outperforms that by US significantly. The
gap between IS and US behaves similarly as Figure 2. The reason for this phenomenon is that the
regularizer in loss function forces some weights to be near zero, which are very close to random
distribution and thus ineffective. Also, this can be derived from (5.8). When λ2M/λ1 is large, the
bandwidth of ‖ω∗(θ)‖ = ‖µ∗(θ)‖/ρ∗(θ) is large when θ is large. On the other hand, IS associates
an importance score for each weight and ignore the ineffective weights. As a result, the importance
sampled result is similar to the well-trained generative model.
D.4 Feature initialization: Random versus Generated
Practically, when θ is sampled from the learned distribution, we can also optimize u and θ
simultaneously. From this view, we can regard the sampled θ is a better initialization strategy than
normal distribution prior. We can use a relative large network, such as m′ = 100 to validate the
performance. Figure 10 shows the results.
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Figure 10: Comparisons between Gaussian initialization (Random) and weight distribution ini-
tialization (Generated) on MNIST (The 1st row), CIFAR-10 (The 2nd row). The 1st and the 2nd
columns plot the training loss and the test error rate respectively. The optimization process consid-
ers both θ AND u. The 2-layer net contains 100 hidden nodes. The error bars represent standard
deviation.
Since the initialization strategy by sampling weights from the learned distribution is preferable,
according to Figure 10, we can find that, in every epoch, both the training loss and the test error
of the sampling approach is smaller than that of random weight initialization. As a result, the
generalization ability of sampled distribution is reliable.
D.5 Feature Visualization
In order to illustrate the superiority of the learned weights, we visualize the output of the first
layer. Figure 11 shows the results of t-SNE dimensionality reduction (Maaten & Hinton, 2008), it
is clear that features of (b) and (c) lead to better separation than that of (a), which means features
of (b) and (c) are more discriminative than those of (a).
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(a) Random weights (b) Optimized weights (c) Generated weights
Figure 11: t-SNE Visualization of MNIST testing features
Besides, Figure 12 plots two dimensions of the first layer output and we can notice that the
learned weights make some classes linearly separable on the plane. As a result, the second-layer
linear classifier leads to a smaller error.
(a) Random weights (b) Optimized weights (c) Sampled weights
Figure 12: Two of MNIST testing features
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