The study is aimed at formulating and validating the computational model for the nonisothermal two-phase flow with freesurfaces. The testing flow configuration consists of the liquid jet impacting on a heated wall generating simultaneous heat transfer from the wall surface. The interface capturing methodology implemented in the open-source software OpenFOAM based on the volume-of-fluid (VOF) model in the framework of Computational Fluid Dynamics (CFD) is extended to incorporate heat transfer. The potential of the model is evaluated by contrasting the results of numerical simulations to the existing experimental and numerical results. The computational procedure based on the numerical model demonstrates good qualitative and quantitative predictive capabilities by reproducing correctly the studied flow and heat transfer characteristics.
Introduction
Investigation of heat transfer during impingement of liquid jets is of interest in engineering since the thin liquid layer formed by spreading the liquid after the impact enhances heat transfer rates. In the process industry equipment is used that often requires high rates of heat removal from solid surfaces to a liquid which depends on the manner in which heat is transferred from the surface [1] . Heat transfer from a hot surface by wetting it with liquid represents an enhanced way of cooling. In such technologies the nonisothermal flow generated by the jet impact and liquid spreading represents the core of the underlying physical process. The fluid flow developed by a liquid jet impacting on a hot surface represents a complex physical problem governed by various interacting parameters, e.g. jet diameter and velocity, surface temperature and roughness, liquid properties including surface tension. The flow becomes even more difficult to understand when phase change is present. The small scales and high velocities involved in such flows inhibit direct experimental access to the phenomena, which is the reason why numerical simulations are receiving more attention. In the present paper the computational model for such a nonisothermal flow is formulated and validated within the framework of the volume-of-fluid-based (VOF) method for free-surface capturing [2] . Due to its relevance in many fields in engineering and industry, interfacial multiphase flow modeling has been the subject of various investigations regarding impingement of liquid jet, droplet impact on surfaces, rising gas bubbles, flow in thin liquid sheets, atomization and some of the more recent contributions are given in [3, 4, 5, 6, 7] .
From the numerical point of view one of the major difficulties in the VOF method is ensuring the transport of sharply defined interfaces without numerical diffusion. The distribution of the phase fraction is such that the free surface is commonly smeared over a few mesh cells. In common solution methods the free surface is explicitly geometrically reconstructed followed by an advection algorithm. Such methods are suitable mainly for twodimensional problems and the phase interface is represented as a series of piecewise line segments. The problem reduces to finding the corresponding normal vector to the interface using the known distribution of the phase fraction and reconstructing a line that exactly matches the computed phase fraction values in each interfacecontaining cell. Once the interface is reconstructed, it is advected by the underlying flow field along the coordinate directions in subsequent separate one-dimensional steps [8, 9, 10, 11] . One of the drawbacks of such methods is that separate one-dimensional advection steps make the advected volume fluxes dependent on which order of coordinate directions is used for the advection and thus errors in mass conservation may arise which may lead to inconsistent phase fraction field.
Contrary to the geometric reconstruction algorithms, volume fluxes can also be determined algebraically, without explicit interface reconstruction, by using a differencing scheme for a proper evaluation of convection fluxes at cell-faces. Some of the previously reported algebraic algorithms are given in [12] . The computational model used in this paper does not reconstruct the phase interface explicitly but uses an algebraic formulation for the calculation of convection fluxes producing bounded and sharp solution. In order to preserve boundedness and prevent smearing of the sharp interfaces, a differencing scheme is designed by a suitable combination of the upwind and downwind differencing. Such combination is referred to as compressive scheme to indicate the ability to sharpen smeared free surface profiles. In addition to requiring less computational time, since there is no unnecessary interface reconstruction, another advantage of the model is that it is more suitable and easy extendable to threedimensional flow problems.
Governing equations
The details of the hydrodynamic model for interface capturing are given in [13] . Here the extension of the model is presented to enable the calculation of heat transfer as well. The mathematical formulation of the nonisothermal free-surface flow includes interface capturing methodology extended to incorporate heat transfer. The governing transport equations are the conservation of mass, phase fraction, momentum and energy 0 U (1) 1 0
.
The symbols in the governing equations are as follows: U is the velocity, is the liquid volume fraction, U c is the compression velocity, is the density, p d is the modified pressure, g is the acceleration due to gravity, x is the position vector, T is the viscous stress tensor
T ], is the surface tension coefficient, is the mean surface curvature, c p is the specific heat, k is the thermal conductivity and T is the temperature, respectively.
The fluid in the model is treated as effective and represents a homogeneous mixture of air and water, both Newtonian immiscible fluids. The properties of the effective fluid are determined as weighted averages based on the phase fraction distribution. Body force due to effects of the surface tension is accounted for by the formulation of the Continuum Surface Force model (CSF) [14] and spatial variation of surface tension is neglected. The term with the density gradient stems from the fact that the modified pressure is defined as p d = p -g x. The position of the free surface is determined from the solution of the transport equation for phase fraction having values between zero and one corresponding to gas and liquid. The transport equation for energy is formulated in the form of the temperature equation where the heat source term from the viscous dissipation is neglected due to small Eckert number in inertia dominated flows, Eck = U 2 /(c p T) << 1. The temperature dependence of the density and specific heat of water is very weak in smaller temperature ranges and is therefore neglected. The dependence of the thermophysical properties of air on temperature is also neglected due to the fact that flow and energy balances are determined predominantly by properties of the liquid and the solid substrate. However, the viscosity, thermal conductivity and surface tension of water are treated as temperature dependent according to the following expressions obtained by regression of the available property data from [15, 16] 
Numerical procedure and computational details
Numerical simulations were carried out using OpenFOAM (Open Field Operation and Manipulation) CFD Toolbox, an open-source software distributed by the OpenFOAM Foundation. The code is written in the objectoriented manner suitable for solving computational continuum mechanics problems (CCM) [17] and in particular CFD as an established solution methodology in industrial problems [18, 19] . The phase fraction is in reality a discontinuous function, due to its gradient being non-zero only in the extremely thin region of the interface; however it changes smoothly over the interface in the model yielding a smooth change of the fluid properties and surface tension force. The smearing of steep gradients is suppressed by the additional convective term in the phase fraction equation which introduces a counter-gradient transport against the numerical diffusion and compresses the interface.
The flow and energy equations are solved in a coupled fashion. The solution procedure incorporates an outer iteration loop in every time step, solving iteratively the fluid motion and the energy equation. Fluid properties are updated after each time step and are determined by the calculated phase fraction distribution. The numerical procedure incorporates a cell-center-based finite volume method with finite volume approximation of the transport equations. The unsteady terms are evaluated using the Euler implicit discretization scheme and the terms with spatial derivatives, i.e. convection terms, are integrated over cell surfaces with the cell face values of dependent variables determined by the Van Leer flux limiter [20] . The time step size is self-adjusted during computations using the prescribed Courant number value less than one as a limit. The pressure is coupled with velocity by the Pressure Implicit with Splitting of Operators (PISO) algorithm [21] .
The sketch of the flow configuration and the numerical mesh are depicted in Fig. 1 . For a better computational efficiency the numerical mesh is two-dimensional axisymmetric slice refined in the regions covering the falling jet and the spreading film, having in total 210000 cells. The fluid properties correspond to those of water and air at ambient conditions. The relevant geometrical parameters are the jet diameter D 0 = 4.06 mm, the plate diameter equal to 12D 0 and the height between the plate and the nozzle outlet of 3.7D 0 . The characteristic Reynolds number based on the mean water velocity at the nozzle exit equals Re = D 0 U mean / = 10600. At the plate surface the constant heat flux q w = 1.49·10 5 W/m 2 is applied. Although turbulent flow could be expected at the nozzle exit, its effects were neglected since the radial velocity of the thin liquid film spreading over the heated surface is relatively small and therefore it is assumed that the flow relaminarizes and stays laminar after the impingement.
The simulation is initialized by prescribing the phase fraction distribution equal to unity at the nozzle exit and zero elsewhere. A homogeneous temperature distribution throughout the fluid is prescribed at initial time instant. The boundary conditions consist of the no-slip wall boundary for the substrate and other boundaries being open with prescribed pressure and a combination of inlet and outlet conditions for velocity. At the wall boundary a constant heat flux is applied and at open boundaries adiabatic condition is assumed with zero gradient for the temperature.
Results and discussion
The computational algorithm for the nonisothermal two-phase flow with free surface is validated using the case of a liquid jet impinging on a heated surface by comparing the computed results with the empirical results in [22] , the numerical results in [23, 24] and the experimental results in Stevens [25] . The water jet enters the computational domain through the nozzle and then impinges on the heated plate below. After impingement a thin water sheet is formed flowing over the wall and removing heat from the surface. After the steady state has been reached distributions of the temperature and the heat flux at the wall are established characterized by the wall Nusselt number. The simulations were performed using two different velocity profiles at the nozzle exit: the uniform velocity with U y = -U mean and the 1/7th power-law profile U y = -U max (1 -r/R 0 ) 1/7 , U max = U mean /0.817 and R 0 = D 0 /2. For the constant applied wall heat flux the conservation of energy requires the fluxes due to heat conduction and convection at the wall surface to be equal The discretization of the convective term in the energy equation requires the values for the temperature at all boundary cell-faces. This is achieved by first calculating the surface-normal temperature gradient from the prescribed wall heat flux and the wall boundary temperature is then obtained by interpolating the cell-center value using the calculated temperature gradient.
Taking the nozzle diameter as the characteristic length, the characteristic Nusselt number for the heat transfer from the wall surface is by definition 0 0
The computationally obtained normalized positions of the free-surface of the water jet and the film are plotted in Fig. 2 after steady state has been reached for the cases with the uniform and the power-law inlet velocity profiles (velocity profiles at the nozzle outlet). Fig. 3 . shows the computationally obtained radial dimensionless pressure distributions at the surface of impingement for both velocity profiles at the nozzle outlet, plotted against the normalized radial coordinate (r/D 0 ). The pressure is made dimensionless by dividing its values with the pressure in the stagnation region p stag , which is the pressure at the wall (cell-face) in the first boundary cell near the axis of symmetry. Fig. 3 . The dimensionless pressure distribution at the wall for the uniform (left) and the power-law (right) inlet velocity profile.
As can be seen in Fig. 2 and Fig. 3 , both, the obtained free-surface positions and the pressure distributions show a very good agreement in comparison to the aforementioned existing numerical results. This indicates that the interface capturing methodology used in the present study is capable of representing the hydrodynamics of the flow correctly. Moreover, due to the large enough distance of the inlet nozzle from the wall beneath, both inlet velocity profiles used in the study yield similar results.
The computationally obtained distributions of the Nusselt number for the two cases are plotted in Fig. 4 for both velocity profiles at the nozzle outlet, plotted against the normalized radial coordinate (r/D 0 ) and compared to the aforementioned experimental, theoretical and numerical results. In accordance with the previous findings the best agreement with the experimental results was obtained in the case of the uniform velocity profile. In addition in both cases small waves are resolved at the free surface of the spreading water film which is more pronounced in the case of the power-law velocity profile. This explains why the distribution of the Nusselt number shows small oscillations along the normalized radial coordinate in Fig. 2 . Some discrepancy in the results for the Nusselt number is observed in the impact region which may be attributed to the fact that the flow in the present study is considered as being laminar while in reality some turbulent motions with higher velocity gradients may be expected to influence the overall heat transfer coefficient. The computationally obtained temporal evolution of the flow of the impinging water jet is shown in Fig. 5 . The snapshots are taken for the case with the power-law velocity profile at times t = 0, 0.004, 0.008, 0.012, 0.016, 0.022 s, ordered from top to bottom in two columns. The hydrodynamic development of the flow is such that after the jet impinges on the solid surface it starts spreading radially over the surface and away from the stagnation region in according with the previous results. The stagnation region is formed around the axis of symmetry followed by the development of the velocity and thermal boundary layers in the spreading water film. Fig. 6 . shows plots of the computationally obtained temporal evolution of the spatial temperature distribution. The snapshots are taken for the case with the power-law velocity profile at times t = 0.04, 0.042, 0.044, 0.046, 0.048, 0.05 s, ordered from top to bottom in two columns. The temperature continuously decreases as heat is being removed from the wall surface before reaching the steady state. A zoomed detail of the water film spreading over the wall at t = 0.05 s shows the developing thermal boundary layer within the film of the small thickness, the height of which increases with the radial distance, in accordance with the previous findings. 
Conclusion
The computational model for nonisothermal two-phase flow with free-surfaces is formulated and validated. The model includes the interface capturing methodology based on the volume-of-fluid (VOF) model extended by the energy equation in the form of the temperature equation to enable heat transfer. The smearing of the free surface due to numerical diffusion as the main problem of all numerical interface capturing methodologies is successfully overcome in the present model by the introduction of the additional convective term in the phase fraction governing equation. This term is active only in cells surrounding the free surface and does not alter the overall solution acting as a counter-gradient transport by controlled introduction of downwind effects supressing the numerical diffusion. The temperature equation is implemented to account for the heat exchanged between the boundaries and the computational domain, as well as across the free surface between the two phases. The flow and energy equations are solved in a coupled fashion iterating the fluid motion and the energy equation. The model is validated using numerical simulations of the flow of the liquid jet impacting on a heated wall generating heat transfer from the wall as a common test case. The potential of the computational model is evaluated by comparing the numerically obtained results to the existing experimental, numerical and theoretical results. The results of the computed flow configurations are indicated by the free-surface position, the pressure distribution along the wall surface and the Nusselt number distribution at the wall showing a good agreement with the previously reported results. Some discrepancy in the results for the Nusselt number is observed in the impact region which may be attributed to the fact that the flow was considered as being laminar while in reality some turbulent motions with high velocity gradients may be expected influencing the overall heat transfer coefficient. The computational model can be used for future numerical research to calculate temporal development of the flow and the spatial temperature distribution enabling a detailed insight in the flow and the analysis of heat transfer characteristics of two-phase flows with freesurfaces. Future work includes further improvements of the model to enable conjugate heat transfer and extensions towards problems involving phase changes.
