Complex Markov models is a widely used and powerful predictive tool to analyze stochastic biochemical processes. When, however, the network of states is unknown, it is necessary to extract information from the data to partially build the network and to give estimates about the rates.
I. INTRODUCTION
Many processes in stochastic chemical kinetics are modeled in terms of Markov chains, i.e.
by chemical transitions on a network of discrete states representing the biochemical states of a complex process [1] . Prominent examples are given by enzymatic reactions leading to the movement of motor proteins [2] [3] [4] or properties of single molecule reactions on complex substrates [5, 6] . This is especially important for understanding dynamics of biological molecular motors since there are many problems associated with the determination of the time distributions until certain states have been reached by the process. These problems are closely connected with first-passage events and their distributions can be obtained in terms of absorption times. Application of this technique to analysis of kinesin mechanical steps [7, 8] and to general bimolecular chemical reactions [9] have revealed deep mechanistic details into the nature of these systems, which usually escape our attention when only mean values are considered.
Despite the tremendous advances [7, 10, 11] in the application of theoretical methods to compute first-passage times, there is a much harder problem that concerns the reconstruction of the network of states from the experimental knowledge of the time distributions. Recently, a first step towards the solution of this problem has been done when it was shown that on linear (or 1D) network of states the short time behavior of the probability density behaves like a polynomial with the exponent equal to the number of intermediate states between the initial and the absorbing state [12] . Thus, under the assumption of a linear network of states, it would be sufficient to fit the probability function of the first passage time between two experimentally accessible states to determine the number of intermediate states.
However, the assumption of a linear network of states is rather restrictive and the question arises as to whether this result remains valid also for more complex networks. It has been suggested and numerically supported that similar relations exist for general network systems [12] . In this paper, we address this problem analytically for any type of the networks by solving the forward Master equation in terms of phase-type distributions [13] . Being the exponential of the infinitesimal generator of the Markov chain, the phase type distribution allows us to explicitly write the entire Taylor series of the first-passage time probability density and thus to identify both the power of the first term and its coefficient, which are expressed in terms of the product of rates. It is found that the coefficients of the expansion are associated to the walks and paths on the network of states. The first term of the expansion corresponds to the shortest path from the initial to the chosen absorbing state.
II. RESULTS
There is one important observation, which will be used throughout this manuscript, that the first-passage times can be very efficiently computed as absorption times. For the purpose of simplifying calculations, the network of states that we consider is modified in a such way that the state to be visited becomes an absorbing state of the process. While this trick does not change anything on the nature of the first-passage times it allows us to use a set of very powerful tools aimed at computing the absorption times. The first part of this section, therefore, is devoted to the derivation of the full Taylor series of the absorption time probability density with one specific absorbing state. The applications of the general result to some typical cases arising in the modeling of stochastic biochemical processes is presented in the second part.
A. First-passage time for a process starting in i and absorbing in one of several absorbing states
We consider a Markov chain X(t) on the state space σ ≡ σ 0 ∪ σ A , composed of a subset σ 0 = {0, 1, . . . , n − 1} of transient states, and a subset σ A = {n, n + 1, . . . , N } of absorbing states. The infinitesimal generator of the process is a block matrix
where a = N − n + 1 is the number of absorbing states, the off-diagonal elements of the n × n matrix S 0 are the transition rates between the transient states, and the n × a matrix S A contains the transition rates from the transient to the absorbing states. Therefore, the element (i, k) of the matrix Q, denoted as q ik , governs the infinitesimal transitions
for τ infinitesimal. The diagonal elements of Q are negative or zero and satisfy the usual summation property k∈σ q ik = 0.
Hereafter we consider processes that start in the state i, i.e. X(0) = i and we look for the probabilities,
for any i, k ∈ σ by solving the corresponding forward Master equation,
This equation is supplemented with the initial condition that P (0) is a row vector of length N + 1 defined on σ with all zeros except at the element corresponding to the state i. In terms of phase-type distributions [8, 9, 13] the general solution of the Master equation is thus given by
It can be split into the solution for the transient states σ 0 and the solution for the absorbing states σ A due to the block form of the infinitesimal generator Q.
Together with the initial condition X(0) = i ∈ σ 0 we consider an absorbing state j ∈ σ A (see figure 1 for an illustration). The probability P ij (t) to find the process in the absorbing state j at time t is given by the corresponding component of the solution vector computed in Eq. (5). By exploiting the block form of the matrix Q in Eq. (5) we obtain
where e i is a n-dimensional row vector defined on σ 0 with all zeros except at element i, whereas e ⊤ j is a column unit vector defined in σ A with all zeros except at the element corresponding to state j. The matrix 1d is a n × n unit matrix (all zeros except in the diagonal, where it has all ones).
Exact full Taylor series of the absorption time
The limit for t → ∞ of P ij (t) gives the probability u ij that a process starting in i is absorbed in j. By taking the limit t → ∞ of the matrix in the square brackets of (6) it is easy to see that the matrix contains all absorption probabilities from any transient state to any absorbing state. therefore, we obtain
as the element of the matrix U corresponding to the transient state i and to the absorbing state j. This indicates that the probability of absorption in j must be taken properly into account, in order to define the probability density ρ ij of the random time T ij that the process starting in i is conditioned to be absorbed in j. It can be shown [7] that the probability density must be normalized by the probability of absorption u ij given in (8) ,
where we recall that e i is a n-dimensional row vector, e ⊤ j is a column vector of length equal to the rank of σ A with a one corresponding to the state j, S 0 is a n × n matrix, and S A is a n × a dimensional matrix. In addition, we obtain also the average absorption time from i to j as
which is a simple result based only on the matrix algebra that does not require any integration.
The Taylor series of ρ ij (t) is given by expanding Eq. (9) as
where the explicit form of the generic terms is
In this equation terms have a graph theoretical interpretation, which is an extremely valuable observation. It is important to stress that the expression (12) shows that each coefficient of the Taylor series can been written explicitly as a sum of the products of the transition rates.
Graph theoretical interpretation of the coefficients in the Taylor series
The graph G associated with the Markov chain X has the states σ of the process as vertexes. The elements a ik of the adjacency matrix A are defined as
for any i, k ∈ σ. Notice that all diagonal elements of A are equal to one. We will say that the vertex k is a neighbor of the vertex i if there is a directed edge that connects i to k, namely if a ik = 1. Herewith we do not impose any restriction on the neighborhood relationship, but it must be noticed that by the definition of the absorbing state if j ∈ σ A then a jk = 0 for any k ∈ σ. Therefore, the vertices associated to states in σ A have only incoming edges. A walk starting in i and ending in j is an alternating sequence of edges and vertexes, where the same vertex and the same edge may be visited once or more times. On the network G, a walk can contain self-loops as well. A path from i to j is instead a special walk without loops where each state visited during a path is visited only one time.
The generic term of the expansion (12),
for k 1 , . . . , k ℓ ∈ σ 0 is different from zero only if each term in the product is different from zero. If (14) is different from zero, then there exists a walk made of ℓ + 1 steps from state i to state j through the states k 1 , . . . , k ℓ . If instead the generic term (14) is zero, it means that at least one of the rates in the product is zero. In this case, that precise walk through the states k 1 , . . . , k ℓ does not exist. In summary, each single term in each of the coefficients of the expansion (12) corresponds to a walk on the state space. In particular, the generic term (14) describes a walk through ℓ states, which may include cycles and self loops and is directly associated to the power ℓ of the Taylor series. As a consequence, the coefficient of each ℓ-th power of the Taylor series is the sum of all contributions from walks through exactly ℓ states, some of which possibly visited more than one time.
3. The shortest path contributes to the coefficient of the first term in the Taylor expansion
If the process X could transit directly from state i to state j, i.e. if q ij > 0, then the states i and j would be directly connected, i.e. a ij = 1, and the first contribution to the Taylor series (12) of ρ ij would be the zero order term. If the states i and j are not directly connected, i.e. a ij = 0, the zeroth-order term is absent and the first order term might give the first contribution. The first-order term in the expansion of ρ ij will contribute only if the state j is a neighbor of at least one state k that is a neighbor of state i, i.e. if there is at least one state k directly connected to state j and which can be reached from state i in one step. If there is no such intermediate state, the first-order term will be zero as well.
By direct inspection of the expansion (12) we notice that the first contribution to the Taylor series of ρ ij must come from a path and in particular it will be the shortest path that connects the state i with the state j. If the shortest path consists of m + 1 steps, it involves m intermediate states and contributes with the power t m to the Taylor expansion. If the shortest path is unique, the coefficient of the m-th term gives the product of the rates along this path divided by the absorption probability u ij , as in (12), thus indicating that at short times we have the asymptotic behavior,
by neglecting higher order terms for small t.
If the shortest path is not unique, the coefficient is a sum of the product of the rates along several distinct paths, which may share some sub-paths. If the term t m is the first contribution to the Taylor series of ρ ij then all other higher order terms t ℓ , for ℓ > m, do also contribute. Moreover, since the absorption probabilities can be measured experimentally independently of the absorption times, the coefficient of (15) can be probably used to estimate of the strength of the rates.
B. First-passage and first-return times
In the previous section we have shown the general theory concerning the absorption times. In this section we argue instead that the technique with absorbing states is useful to compute several important properties such as the distributions of the first passage times and of the first-return times. The starting point here is a Markov chain Y without absorbing states, which has a regular behavior including a well defined steady state. Let Q be the infinitesimal generator of Y and let σ 0 = {0, 1, . . . , n − 1} be the state space of the process.
All processes considered here will start from the initial state i ∈ σ 0 .
First passage time to j = i
Let j = i be another state for which we would like to know the distribution of the first passage time starting from i. To study this problem, we enlarge the state space of the process by adding one absorbing state j ′ and by redirecting all rates intended to j towards j ′ , instead. An illustration of this procedure is shown in figure 2 . This defines a new Markov chain X, whose infinitesimal generator Q ′ , has the same form as (1) with σ A = {j ′ } and a = 1.The probability density of the first passage time f ij (t) is thus given by the probability density ρ ij ′ of the absorption time in j ′ starting from i. Given that q ′ kj ′ = q kj and using the results obtained above we therefore have
which is almost identical to (12) with the difference that the probability of absorption in j ′ is one. If the shortest path from i to j ′ is unique and has length m, then the first term of the expansion of f ij is given by
by neglecting higher order terms for small t. Thus it indicates that the first coefficient is strictly proportional to the product of the intermediate rates. The condition that the process should not return to i is taken into account by computing the probability that the process is absorbed in j ′ . This restriction changes the weight of all terms in the sum, which needs to be divided by the absorption probability in j ′ .
First passage time to j without returns to i
One could notice that the expansion (16) includes all terms that start in i and finish in j ′ . So it includes also those walks on the network of states which visit state i once or more times before arriving at the state j ′ . Although these walks are not involved in the shortest path from i to j ′ , their weight in the normalization has an influence on the coefficient of the first term (17) of the expansion.
To consider only those realizations of the process that visit state j ′ before returning to state i, we need to proceed as follows. We create a second absorbing state i ′ towards which we redirect all transitions that are originally directed towards state i and we consider a process X with two absorbing states σ A = {j ′ , i ′ }, with initial condition in i (see figure 3 for an illustration). At this point, the first-passage time in j conditioned that the process is not allowed to return to i is given has a probability density function f ij\i given by a simple application of Eq. (12)
where all intermediate states k ℓ = i and u ij ′ is the absorption probability in j ′ , which is the same as the probability to visit the state j before returning to the state i.
First-return times in i
We consider here again the condition discussed at the beginning of the section II B for the Markov chain Y without absorbing states with the infinitesimal generator Q on the state space σ 0 = {0, 1, . . . , n − 1}. We let i ∈ σ 0 be the initial condition of the process and we are interested in the computation of the probability density of the first-return times in i. This is accomplished by considering the arguments form the section II B by setting j = i. The absorbing state i ′ receives the edges that are otherwise directed towards i (see figure 4 for the illustration). Therefore, the first-return time probability density r i is equal to the absorption time probability density ρ ii ′ according to Eq. (12) by setting u ii ′ = 1 and
Under the physically relevant assumption that there are no irreversible transitions, however, the first term of the expansion of r i is certainly linear. Indeed, a transition back to i from any neighbor of i must be possible. This gives the first term of the expansion
where the non-zero contribution to the sum comes exclusively from those states that are neighbor of i. If the state i is accessible experimentally under a variety of external conditions, the short time behavior of the return time probability density may reveal important dependencies of the rates on the varying parameters.
III. SUMMARY AND CONCLUSIONS
It is shown that for a general Markov chain the distribution of the first-passage times from a state i to any other state j can be computed as the distribution of absorption times after a suitable modification of the state space. Therefore focused our attention on the absorption time distribution from an initial state to a chosen absorbing state in the presence of other absorbing states. There, we have been able to exactly compute the complete Taylor series of the absorption time distribution. It has been found that each coefficient of the series can be written explicitly as a sum of the products of the transition rates.
By employing graph theoretical methods, we also determined that each single term in the coefficients of the expansion corresponds to a walk that includes cycles and self-loops in the state space. This allowed us to show that the number of states visited during each walk corresponds exactly to the power of the corresponding term of the Taylor series. Furthermore, it was argued that the first term of the Taylor series must correspond to a specific path. In particular, since the first term of the Taylor series corresponds to the smallest power of the series, the coefficient corresponds to the shortest path on the network between the initial and the absorbing state. If the shortest path is unique, we have shown that the coefficient of the first term of the Taylor series can be written in terms of the product of the rates along this path. In addition, it was found that this general framework can be easily adapted to several other situations. It includes the first-passage time from a recurrent to another recurrent state, with or without visiting the initial state, and the return time to any given experimentally accessible state.
It is important to note that our results are independent on the network's topology. We believe that the explicit expression of the coefficients in terms of the rates could be practically used to selectively determine the functional dependency of the rates on the external parameters from the experimental data. In this respect, a particularly useful result concerns the return time to a fixed initial condition. In this case, indeed, there is always only one intermediate state and the short time expansion of the probability density must be linear so that the only unknown is the coefficient. It will be very valuable if these theoretical predictions could be tested in single-molecule experimental measurements for complex for complex biochemical systems.
