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У традиційних постановках задач кластерного аналізу “без учителя” 
мають місце відомі некоректності, для подолання яких необхідно 
застосовувати певну апріорну інформацію разом із евристичними 
припущеннями стосовно наявної вибірки об’єктів. Звідси виникає 
проблема конструювання спеціальних критеріїв оптимальності при синтезі 
кластеризацій та вибору підпростору інформативних ознак.  
З метою регуляризації некоректностей «класичного» кластер-аналізу, 
проблему розглядатимемо в межах постановки задачі кластеризації у 
широкому сенсі або бікластеризації [1], яка почасти зустрічається в 
економіці, екології, енергетиці, медицині, біології і у багатьох інших 
прикладних напрямках.  
 
Постановка задачі бікластеризації 
 
Нехай задано загальний масив вхідних даних в такому виді: 
 
            ( )0 , ,j ijX x x X j m i n =  ∈   = 1,  =1,     , (1) 
 
де  0 01 02 0( , ,..., )j mx x x x∈ – вектор цільових ознак, X – матриця вхідних 
ознак. Тобто, кожен об’єкт jω ∈Ω  описується як ( )0 ,j j ijx x X i nω =  ∈  =1,   .  
Необхідно:   
1) синтезувати підмножину { }* * * *, 1, ... , ,x X X n n nη η =  ⊂    =      ≤  із наявних 
ознак, найкращу за заданим критерієм оптимальності та яка 
дозволила б:  
2) класифікувати всі об’єкти з Ω на k m <  , k К =  1 , ...,   однорідних 
груп. 
 
Індуктивний кластер-аналіз з вбудованим критерієм найменших 
міжцентрових відхилень  
 
Відомо, що серед основних характеристик k-го кластера (для 
зручності будемо розглядати евклідів простір N ) є його центр маси в 
просторі ознак Х:  
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m X x i n x X
r =
 
= =   ∈  
 
∑      , (2) 
Використаємо цільову ознаку, як регуляризуючий елемент і 
обчислимо центр k-го кластера лише за значеннями 0x об’єктів 
k
jω  в k-му 
кластері, тобто уже в евклідовому просторі 1 . 







m x m x
r =
= = ∑ . (3) 
Як і в індуктивному моделюванні [2] вхідна множина , 1,j j mω ∈Ω = 
тут ділиться на дві підмножини AΩ  і BΩ  такі, що: 
,A B A BΩ ∪ Ω = Ω   Ω ∩ Ω = ∅ .  
Нехай на підмножинах AΩ  і BΩ  по одній з процедур досягнуто 
кластеризації [3] A Ats S∈  і 
B B
ts S∈  з однаковими кількостями кластерів 
A B
t t tk k K =   =  (t – номер кластеризації, що відповідає деякому підпростору 
ознак tX X⊂ ) в евклідовому підпросторі ознак tX X⊂  і нехай для всіх 
tK кластерів із 
A
ts  і 
B
ts  обчислені їх центри 
A
km  і 
B
km , 1,..., tk K= , по осі 0x . 
Тоді критерій оптимальності регуляризованої бікластеризації можна 
записати в загальному нормалізованому вигляді як: 
      2 2 2
1 1
( ) ( ) / ( ) min
K K
A B A B
k k k k
k k
m m m m mρ
= =
= − + →∑ ∑        . (4) 
Критерій (4) в індуктивному кластер-аналізі нами було названо 
критерієм найменших міжцентрових відхилень. При цьому міжцентрові 
відхилення відносяться до різних підгруп і, звичайно, до різних кластерних 
груп, або підмножин. Проте, і це важливо підкреслити, що обидві підгрупи 
належать одному й тому ж експерименту, тобто вважається і це очевидно, 
що об’єкти відібрано із статистично однаковими характеристиками. 
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