Ensemble modeling in molecular systems biology requires the reproducible translation of kinetic parameter data into informative probability distributions (priors), as well as approaches that sample parameters from these distributions without violating the thermodynamic consistency of the overall model. Although a number of pioneering frameworks for ensemble modeling have been published, the issue of generating informative priors has not yet been addressed. Here, we present a protocol that aims to fill this gap. This protocol discusses the collection of parameter values from a diverse range of sources (literature, databases and experiments), assessment of their plausibility, and creation of log-normal probability distributions that can be used as informative priors in ensemble modeling. Furthermore, the protocol enables sampling from the generated distributions while maintaining thermodynamic consistency. Once all parameter values have been retrieved from literature and databases, the protocol can be implemented within~5-10 min per parameter. The aim of this protocol is to facilitate the design and use of informative distributions for ensemble modeling, especially in fields such as synthetic biology and systems medicine.
Introduction
Kinetic biomolecular models, such as mechanistic models of metabolism or cellular signaling pathways, require an accurate knowledge of all kinetic parameters in the system in order to generate predictive outputs. However, the available experimental information about these parameters is often incomplete or uncertain. To address this challenge and to allow predictive model building in the face of parameter uncertainty, recent publications have advocated the use of 'ensemble modelling' strategies [1] [2] [3] [4] [5] , in which reasonable parameter values are sampled from probability distributions of plausible values (derived from experimental information). This results in an 'ensemble' of predictions that accurately reflect the confidence limits for each model prediction. This approach is already being successfully used in different fields such as economics 6 , engineering 7 and climate predictions 8 , but is still not prevalent in biology, although considerable progress is being made in this direction [9] [10] [11] . In contrast to established 'parameter fitting' approaches, development of systems biology modeling tools that support ensemble modeling has only recently begun; thus, implementing this conceptually straightforward approach in a rigorous and reproducible manner has been a challenge for biologists. One of the most prominent problems concerns the definition of the probability distributions describing parameter uncertainty. Recent contributions have achieved remarkable results in the design of robust and reliable frameworks that will promote the use of ensemble modeling in systems biology [12] [13] [14] [15] , such as toolkits and methods for parameter inference and model selection [16] [17] [18] [19] , generation of probability distributions 20 and ensuring thermodynamic consistency while sampling [21] [22] [23] [24] . However, the rigorous definition of the informative prior distributions that would be used as an input into such frameworks has not yet been addressed in the context of systems biology, although there is a common consensus on its importance. Informative priors are necessary for a full Bayesian analysis, as they allow the modelers to make inferences about the system under investigation and enable model checking. Although non-informative priors may appear to be more objective, they can lead to (mathematically) improper posteriors and thus impede model analysis 25 , and they unavoidably involve an intentional disregard of available experimental information.
Among available informative priors, there has recently been a shift from uniform (flat) or normal priors to log-normal distributions, which more accurately describe the uncertainty associated with our knowledge about biological kinetic parameters [26] [27] [28] [29] . Recent studies have shown that protein kinetic parameters in a population are well described by long-tailed distributions (i.e., log-normal and Gamma distributions) 30, 31 . The same applies to enzyme kinetic parameters 32 . Although the uncertainty of single enzyme or protein parameters may follow complex, non-standard shapes, there are three important features that make log-normal distributions the best general approximation to use as priors: (i) they do not include negative values in their range, which would be meaningless for the kind of parameters considered here; (ii) they are heavy tailed, i.e., they cover a wide range of possible parameter values, avoiding, e.g., the arbitrary cutoffs associated with uniform or truncated distributions; and (iii) they lead to mathematically tractable distributions for dependent parameters that are linked via thermodynamic constraints. Log-normal distributions share these advantages with Gamma distributions, but the conceptual similarity of log-normal distributions to the familiar normal distributions (in particular, the intuitive appeal of the multiplicative standard deviation), as compared with the rather abstract scale and shape parameters of the Gamma distribution, are strong arguments in favor of using log-normal distributions to capture biologists' uncertainty about the parameter values.
Nevertheless, even working with log-normal distributions requires some adjustments in the way that uncertainty is quantified, as compared to working with standard normal distributions. What is the most likely value? How does the plausibility change when using an alternative parameter value? Unlike for normal distributions, there is no direct link between the distribution's characteristic parameters (i.e., μ and σ) and the mean, median and mode of a log-normal distribution. This creates challenges when translating biologists' beliefs regarding the plausibility of parameter values into the shape of the desired distribution; these challenges are further compounded when limited (or no) experimental information on a parameter value is available.
Another issue that ensemble modelers have been facing and trying to address is the need to maintain the thermodynamic consistency of the system when sampling uncertain parameters. For example, when the forward and reverse rates of a reversible reaction are sampled independently, many combinations of values will potentially be inconsistent with our knowledge about the position of the thermodynamic equilibrium of the reaction 29, 33 , e.g., because they are sampled from opposite extremes of the respective distributions. In cases such as this, the values of interdependent parameters need to be consistent with the common parameter (e.g., the equilibrium constant) and therefore should not be sampled separately. The modeler faces the challenge of having to ensure that implausible combinations of parameters are avoided or discarded, a non-trivial task that increases the complexity of the model building process 33 . This protocol aims to address these issues by facilitating and partially automating the process of defining informative priors for ensemble modeling. In particular, we focus on encoding the quality of the information retrieved from a variety of sources in accordance with the modeler's beliefs about the reliability of each experimental value. The protocol outlines a number of standard steps to follow in order to collect information from the literature and databases, in order to systematically rank this information according to its relevance to the model under construction and to use it to define log-normal distributions that can be used for sampling parameter values. As an optional step, the protocol addresses the issue of thermodynamic consistency and dependent parameters, by detailing the procedure to sample simultaneously from two or more interdependent distributions under constraints.
Advantages and limitations
The main advantage of this protocol is that it promotes the reusability and the reproducibility of the generated models, and, in effect, the accountability of the modelers. The protocol offers a procedure to capture parameter information in probability distributions in a rigorous and standardized way. It also allows modelers to translate their beliefs and knowledge about the parameter values in a straightforward and intuitive way into probability distributions. Therefore, through this protocol, informative parameterization for ensemble modeling is made accessible to experimental biologists interested in applying these state-of-the-art methodologies, who might be intimidated by the apparent complexity of the process. At the same time, the protocol is useful for computational biologists who wish to improve the information content of their models by using informative priors to optimize the outputs of existing ensemble modeling frameworks. Although the protocol is mostly focused on biological modeling, its concepts can also be applied to ensemble modeling in other disciplines.
Regardless of the ease of use of the protocol, the method still requires an understanding of the modeling process and of the literature from which the parameter values are retrieved. This is particularly important when assigning the appropriate confidence weights to the literature values, the step that has the greatest influence on the final distribution shape.
Furthermore, users who wish to implement thermodynamic constraints in systems not covered by the protocol need to derive the necessary equations manually, following the principles and guidelines included in Step 8 of the Procedure and in Supplementary Software 1-7 (the actual script files are bundled together as Supplementary Software 8). The library of ready-to-use thermodynamic scenarios included in Supplementary Software 4-7 is growing, but is still limited. As the protocol is applied to a larger range of systems, this library will be expanded to cover more-complex scenarios (e.g., enzymatic reactions involving different numbers of substrates and products, enzyme inhibitions and more-complex futile cycles).
Applications of the protocol
An earlier version of this protocol was successfully implemented in a recent study on the energy metabolism of the protozoan parasite Trypanosoma brucei 34, 35 . As a result, a number of key experiments were identified, thus highlighting the benefits of an explicit consideration of uncertainty when modeling. The new protocol includes the following improvements: improved systematic evidence weighting scheme; facilitated definition of the mode and spread of parameter values based on user beliefs; standardized visual validation, encouraging users to manually modify and correct the distributions once they have been generated; and integration of a systematic approach to ensure thermodynamic consistency. To the best of our knowledge, there is not yet any available alternative protocol for the systematic definition of priors in biological systems models.
Overview of the protocol
The protocol aims to translate biological knowledge into informative probability distributions for every parameter, without the need for excessive mathematical and computational effort from the user. It assumes that a functioning kinetic model of the relevant biological system is already available and Steps 3 and 4
Steps 5 and 6
Step 7
Step 8 focuses on the procedures specific to the application of an ensemble modeling approach. The five major stages of the protocol are as follows (as detailed in Fig. 1 , and discussed further below): 1 Collection and documentation of parameter information from the literature, databases and experiments (Steps 1 and 2). 2 Plausibility assessment of each value collected from the literature, using a standardized evidence weighting system (Steps 3 and 4). This includes assigning weights with regard to the quality, reliability and relevance of each experimental data point. 3 Calculation of the Mode (most plausible value) and Spread (multiplicative standard deviation) using the weighted parameter datasets (Steps 5 and 6). These values are found by using a function that calculates the weighted median and weighted standard deviation of the log--transformed and normalized parameter values. 4 Calculation of the location (μ) and scale (σ) parameters of the log-normal distribution based on the previously defined Mode and Spread (Step 7). 5 If required, ensuring of the thermodynamic consistency of the model by creating a multivariate distribution for interdependent parameters (e.g., the rates of forward and reverse reactions are connected via the equilibrium constant of the reaction and must not be sampled independently;
Step 8). To facilitate and automate the necessary calculations and model constructions, annotated computer scripts have been created for the most challenging steps and are provided as Supplementary Software 1-7. 36 in order to determine the range of generally plausible values for this parameter. The correct value of the unknown parameter could be larger or smaller than anything that has ever been reported before, but this is a priori less likely than the case that the value is somewhere within the most typical range. In this sense, sampling from a log-normal distribution fitted to the BRENDA dataset of K M values would be a good strategy. The same applies to other types of kinetic parameters, such as the catalytic constant (k cat ). A possible exception is the use of inhibitory constants, as BRENDA also includes inhibitory constants for compounds that were unsuccessfully tested, i.e., are not acting as true inhibitors; however, this mainly increases the range of values from which to sample, and thus could be considered to be a conservative option. Furthermore, in cases in which no parameter values are available, an indirect estimate is often possible, based on back-of-the-envelope calculations 38 and fundamental biophysical constraints. These values will have a larger uncertainty than a direct experimental measurement but will still be informative; situations in which absolutely no information about a plausible parameter range is available will be extremely rare. Note that all cited sources are imaginary in this example. Uncertainty NA, no uncertainty reported in the literature.
Development of the protocol
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2 One value: If only a single experimental value is available for a particular parameter, use this value as the Mode (most plausible value) of the probability distribution. Sometimes, an experimental error (e.g., a standard deviation) is reported for the value and can be used to estimate the Spread of plausible values; if this is not available, an arbitrary multiplicative error can be assigned based on a general knowledge of the reliability of a particular type of experimental technology. This information, of course, can be complemented using the previous strategy of retrieving related values from databases to optimize the estimate of the Spread of plausible values and avoid overconfident reliance on a single observation. 3 More than one value: It is important to collect as many experimental data as possible that have some implications for the range of plausible values, including those from a diverse range of methodologies, experimental conditions and biological sources. These will be subsequently pruned and weighted. Document the reported experimental uncertainty (if available), in addition to the actual parameter value (see example in Table 2 ). Here, there are two possible scenarios:
1 Uncertainty is reported in the literature: Uncertainty is often reported as an (additive) standard deviation or a standard error of the mean As the functions employed in the subsequent steps require standard deviations as inputs, reported standard errors should be converted to standard deviations for consistency. This can be achieved by multiplying by the square root of the sample size (n), per the equation: s:d: ¼ s:e:m: Á ffiffiffi n p . In cases in which the sample size is not reported, a conservative value of n = 2 can be assumed. 2 Uncertainty is not reported in the literature: If the modeler is absolutely certain about a parameter value, the standard deviation can be set to zero. Although it is extremely rare that there is no uncertainty about a parameter at all, this option can be useful when designing the backbone topology of a model, prior to performing ensemble modeling, or when parts of the model are to be kept constant in all simulations. If the modeler has no information about the uncertainty of a reported parameter value, an arbitrary standard deviations can be assigned (e.g., the script provided for the next step assumes a default multiplicative standard deviation of 10% in such cases). Note that although uncertainty is usually reported in an additive form (x ± s.d./s.e.m.), theoretical biophysical considerations indicate that multiplicative errors often provide a better description about our actual uncertainty about experimental data in biology. For example, additive errors can imply that the confidence interval includes negative values. Thus, whenever possible, multiplicative standard deviations (value ×/÷ s.d.) should be recorded. The script provided for the calculation of the probability distributions can handle both additive and multiplicative standard deviations. For the script to be able to distinguish between additive and multiplicative uncertainty, an extra column is added in the input file, where the uncertainty type is reported. This can be either 0 (additive standard deviation) or 1 (multiplicative standard deviation).
Stage 2: Judging the plausibility of values and assigning weights (Steps 3 and 4)
When multiple parameter values are reported in the literature, assign appropriate weights according to their source. For the construction of larger models, it can be helpful to use a standardized weighting scheme to increase the internal consistency and reproducibility of the process. The weights are arbitrary, not in the sense of being 'random' and 'inconsistent', but rather in the sense that they consistently capture an expert 'arbiter's' opinion and experience regarding the relative reliability of individual types of data. For example, standard weights can be assigned by answering a standard set of questions about the origin and properties of each parameter value:
• Is the value derived from an in vitro or in vivo experiment and is this the same environment as in the experiment that will be simulated? • Is the value derived from the modeled organism, from a phylogenetically related species or a completely unrelated system? • Does the value concern the same enzyme (or, e.g., protein/gene/receptor, depending on the case), a related class or superclass of enzyme, or a generic enzyme completely unrelated to the one used in the model? • Are the experimental conditions (pH, temperature) the same, closely similar or completely different from the ones simulated in the model? According to the answer to each question, a standard partial weight can be assigned, and these weights can be multiplied to yield a total evidence weight for each experimental value (Tables 3  and 4) . A future improvement of the protocol could include the enrichment of the weighting process by inferring parameter information from databases through statistical learning 39 . The suggested partial weight scheme is derived by comparing the parameter origins and properties with the ones described by the model as follows: in vivo/in vitro same as model? (same: 2; different: 1); organism is the same, related or unrelated? (same: 4; related: 2; unrelated: 1); enzyme (or, e.g., protein/gene/receptor) is the same, related or unrelated? (same: 4; related: 2; unrelated: 1); experimental conditions (pH, temperature) are the same, closely similar or completely different? (same: 4; similar: 2; unrelated: 1).
Stage 3: Calculation of the Mode and Spread of the probability distribution (Steps 5 and 6) First, create a final input table that will include the parameter values, errors and weights that have been documented in Stages 1 and 2 (as shown in Table 5 ). Note that when no uncertainty estimate (e.g., standard deviation or standard error) is provided for an experimental parameter value (i.e., the input for standard deviation is 'NaN'), a multiplicative standard deviation of 10% (multiplicative factor 1.1) is automatically assigned to the parameter by the CalcModeSpread function, unless the uncertainty is explicitly set to zero. The standard assignment of the 10% multiplicative standard deviation is based on an extensive survey of reported error values in biology and on the assumption that a larger experimental error would be highlighted in the literature. However, as the protocol is allowing modelers to input a preferred value for the error, they could assign a larger percentage if they decide that this would be a better reflection of their uncertainty about a specific parameter value. Table 3 Parameter values K M (μM)
Partial weights Total weight In vivo/in vitro same as model?
Calculate the Mode and Spread of the probability distribution best describing your knowledge of the parameter values using the function CalcModeSpread (Box 1, Fig. 2 , Supplementary Software 1 and Supplementary Fig. 1 ) and the function weightedMedian (Supplementary Software 2).
Stage 4: Calculate the location and scale parameters (μ and σ) of the log-normal distribution (Step 7) The next part of the protocol is the calculation of the location (μ) and scale (σ) parameters of the lognormal distribution describing the parameter uncertainty. The function CreateLogNormDist (Box 2 and Supplementary Software 3) performs this surprisingly non-trivial transformation of the intuitive values of the Mode and Spread into the mathematically relevant properties of the log-normal distribution. 
Box 1 | How the CalcModeSpread function works
Using the summary table (Table 5 ) of the information gathered in Stages 1 and 2, the CalcModeSpread function calculates the Mode and Spread based on the weighted median and weighted standard deviation of the logtransformed experimental parameter values. The output of CalcModeSpread is used to create the final log-normal distribution in the next step, but its main use is to allow the model constructor an intuitive plausibility check of the translation process: the Mode represents the value most likely to be sampled, and the Spread by default represents a "multiplicative standard deviation", the log-normal equivalent of the (additive) standard deviation of a normal distribution; i.e., it is calculated as a multiplicative error so that 68.27% of the sampled values will lie within the interval [Mode/Spread, Mode×Spread]. The CalcModeSpread function starts by calculating the weighted median and the weighted standard deviation of the log-transformed literature values, taking into account their uncertainty (e.g., standard deviation or multiplicative error) and reliability weighting specified in Stage 2. To take into account the location dependency in the Gaussian representation of log-normal data, during the log-transformation the values of μ and σ are estimated through the following formulae:
where Y and σ 2 Y are the mean and variance of the parameter value in the original scale and μ and σ are the estimated values calculated in the log scale. The calculations are based on the weighted median of the literature values rather than the (weighted) mean, as it is less likely to be biased by outliers and thus provides a more accurate description of the central tendency in the dataset. The algorithm implemented in CalcModeSpread defines the weighted median as the unique value ‫מ‬ with the property that exactly half of the probability weight is assigned to values in the interval [−∞, ‫.]מ‬ This approach, which expands earlier published algorithms for the calculation of weighted medians, circumvents the restriction that the weighted median can be only one of the values of the dataset (or the arithmetic mean of two adjacent values). The effects of different parameter weights and uncertainty on the weighted median are illustrated in Fig. 2 . Once the weighted median and the weighted standard deviation have been calculated, they are exponentiated to yield the Mode and Spread (multiplicative standard deviation) of the final log-normal distribution. The 'Spread' (or multiplicative standard deviation) describes the interval around the mode of the distribution, which contains 68.27% of the probability density, and is not to be confused with the geometric standard deviation of the lognormal distribution (Supplementary Figure 1) , which describes an interval around the geometric mean of the distribution that contains this fraction of the density (Supplementary Figure 1) . The main advantage in using the Mode and the Spread is the fact that the Spread is symmetric around the most likely value (mode), in the same way as the standard deviation of a normal distribution (i.e., the probability density at each endpoint of the interval is identical).
Stage 5: Accounting for thermodynamic consistency (optional, Step 8) This step is optional and concerns parameters that cannot be independently sampled because they are subject to thermodynamic constraints. To address the issue of thermodynamic consistency, joint 
Box 2 | How the CreateLogNormDist function works
The CreateLogNormDist function is based on the multiplicative symmetric property of the log-normal distribution. Log-normal distributions are symmetrical in the sense that a value that is x times larger than the most likely estimate (Mode) is just as plausible a value that is x times smaller. More specifically, the Mode of the distribution is the value x 0 , for which the condition pdf x 0 Á δ ð Þ¼ pdf x0 δ À Á is fulfilled for all positive real numbers δ (where 'pdf' is the probability density function). By exploiting this property, the CreateLogNormDist function calculates an interval of values from the Mode and the Spread provided. By default, 68.27% (or, more
Àt 2 dt) of the sampled values should be in the confidence interval
The default definition of the Spread can also be modified by the user, e.g., by requesting that 99% of values should be contained within the confidence interval; this flexibility can help in eliciting parameter estimates from experimentalists, especially in situations of high uncertainty. Based on the x min and x max values, a two-by-two system of the equations containing the cumulative distribution function (CDF) of the log-normal distribution and the Mode can be solved, in order to derive the location parameter μ and the scale parameter σ of the corresponding log-normal distribution:
; 49 ], erf(x) is the error function, and x min and x max are the lower and upper bounds of the confidence interval as defined before. By substituting these into the previous equation, the final form of the system is obtained:
:
By algebraically solving this system of equations, the μ and σ parameters are obtained, and it is then easy to calculate any property in the distribution (e.g., the geometric mean and variance). As in many cases, log-normal distributions have long tails that may lead to sampling from a larger range of values than intended, the distributions can be truncated at a desired value. This is again best done in a multiplicative way. For instance, the modeler can decide how many times higher than the maximum value or lower than the minimum value among the experimental data points the sampling range should spread.
probability distributions (multivariate distributions) can be employed for the interconnected parameters. Here there are three scenarios to consider: 1 Reversible mass action reactions: Input the μ and the σ parameters of all three initial (log-normal) distributions, along with the number of parameter samples that should be generated in the function Multivariate3param (Supplementary Software 4) . The function then generates the requested number of parameter triplets by using the strategy detailed in Box 3 (and Fig. 3 ).
Box 3 | Thermodynamic consistency in a reversible mass action reaction
In a simple reversible mass action reaction, three interconnected parameters are involved (the association rate (k on ), the dissociation rate (k off ) and the equilibrium constant (K D )). The three values are connected by the equation k off = k on · K D , and the plausible combinations of rate constants will depend on our uncertainty about the equilibrium constant (i.e., if we have very precise information about the position of the equilibrium, only a very limited range of combinations will be consistent with this thermodynamic information, whereas in the absence of thermodynamic information, any combination of rate constants is allowed). Of course, in principle, each of the three parameters has equal status, and the multivariate distribution for sampling can be constructed in three different ways, each expressing the dependency between two sampled parameters in terms of the third. For instance, the two marginal distributions can be k on and k off (=k on · K D ), where k off is dependent on the values of k on and K D . An overview of the steps followed is shown in Fig. 3 . To decide which parameter will be the dependent one, the geometric coefficient of variation (GCV) 50 is calculated for each parameter (GCV = e σ −1), and the parameter with the largest geometric coefficient of variation is set as the dependent variable (this is the parameter with the largest uncertainty, and sampling from the multivariate distribution will result in an increase of variance for the dependent parameter). The calculation of the dependent parameter is enabled by another property of the log-normal distributions: any product of two independent log-normal random variables is also log-normally distributed 28 . Therefore, for the two log-normal distributions lnk on $ N ðμ lnkon ; σ 2 lnkon Þ and lnK D $ N ðμ lnKD ; σ 2 lnKD Þ, their product k off will also be a log-normal distribution lnk off $ N ðμ lnkon þ μ lnKD ; σ 2 lnkon þ σ 2 lnKD Þ, and its location and scale parameters will be μ lnkoff ¼ μ lnkon þ μ lnKD and σ
A similar argument applies for the quotient of two log-normal distributions, although in this case the parameter μ will be derived by the formula μ quotient ¼ μ divident À μ divisor . The formula for the calculation of the parameter σ does not change. Note that although log-normal distributions are sometimes counterintuitive to use, this useful and unique property alone would be sufficient justification for using them as often as possible in the definition of biologically informative priors, in preference to uniform or standard normal distributions. It is then very easy to transform the two marginal distributions k on and k off to normal ones via the natural logarithm. The problem can therefore be reduced to the case of a multivariate normal distribution with the following probability density function [51] [52] [53] :
where ρ is the correlation between X(=k on ) and Y(=k off ), and σ X > 0 and σ Y > 0.
In this way, thermodynamically consistent triplets of k on , k off and K D parameters can be sampled, which can then be used for the model simulations. . The function then generates the requested number of parameter sets by using the principles described above and the strategy described in Box 4 (and Fig. 4 , Supplementary  Figs. 2 and 3 ). This strategy can be expanded to even more complex cases (Supplementary Results 1,  Supplementary Tables 1-7 and Supplementary Software 6 and 7), which would require more than five parameters (e.g., Bi-Bi, Uni-Bi, Ter-Ter mechanisms), by using the internal mass action kinetic reactions to define the correlations of the external Michaelis-Menten parameters. 3 Futile cycles: Finally, it is possible that substrate (futile) cycles [40] [41] [42] may be a part of a biological model. For each closed loop in the metabolic pathways, the total Gibbs free energy change (ΔG 0 ) must be zero, as an additional thermodynamic constraint. This means that the equilibrium constants of the reactions involved in the cycle will need to additionally comply with the constraint K eq1 Á K eq2 K eqN ¼ 1 (ref. 43 ). To address this aspect of the system, e.g., for a three-reaction loop, the parameters for two of the reactions can be independently correlated as described above (Boxes 3
Box 4 | Thermodynamic consistency in a 5-parameter Michaelis-Menten enzymatic reaction
The same strategy that is applied for three-parameter mass action kinetics (Box 3) can be expanded to slightly more complex reaction schemes, such as reversible enzymatic reactions. The simplest case in this category would be a reaction in which a single substrate is transformed to a single product (Uni-Uni reaction) per:
This reaction is usually described by Michaelis−Menten kinetics, in which the parameters
are linked with the K eq through the Haldane equation:
. In this case, the dependencies and correlations of the parameters are defined in two parts (Fig. 4) . In Part 1, the parameter with the largest geometric coefficient of variation is set as the dependent one (as in the three-parameter case) and is recalculated from the independent parameters through the Haldane equation. In Part 2, the internal mass action kinetics parameters k 1 , k 2 , k 3 and k 4 , derived by using the King-Altman method 54 , are used to define the correlations between the observed (external) parameters K M , V max and K eq . The internal parameters can be derived from the external ones manually or, for more complex reactions, algorithms and online tools that automate the process can be employed 55, 56 . For example, the transformation equations for the Uni-Uni reaction are the following 57, 58 :
The marginal distributions in this case are for the parametersK
and K eq , and the mass action kinetics parameters k 1 , k 2 , k 3 , k 4 , K D1 and K D2 are used to calculate the covariance matrix and thus define the correlations within the system. The mathematical properties are similar to the ones employed in the threeparameter case, being based on the properties of products and quotients of log-normal distributions and additionally using the Fenton−Wilkinson approximation for the addition of two independent log-normal distributions 59, 60 :
; where μ j and σ j (j = 1…n) are the parameters of the initial log-normal distributions, and μ Z and σ Z are the parameters of the log-normal distribution representing their sum. An example that illustrates that the generated samples are indeed consistent with the priors while maintaining thermodynamic consistency is presented in Supplementary Results 2 and Supplementary Figs. 4 and 5. and 4), and equilibrium constant (K eq ) of the third reaction can be subsequently calculated from the Gibbs energy equation (K eq3 ¼ 1 Keq1ÁKeq2 ). Finally, the values calculated for K eq3 can be passed on to the internal system of equations (e.g., Michaelis-Menten, mass action) of the third reaction and thus create additional correlations. Note that thermodynamically consistent sampling is an independent module in the computational pipeline, and the parameter distributions estimated in Procedure Steps 1-7 can also be used as input for alternative sampling tools, e.g., BCM 13 or GRASP 24 . Create a multivariate distribution of the external parameters
Materials
Calculate the correlation matrix for external parameters and K eq Recalculate the external parameters based on the internal parameters using equations (1)- (5) Calculate the K eq using equation (10) Correlate the distributions to solve for the remaining k parameters (e.g.,
Generate probability distributions for all the K D values and half of the k parameters (e.g., k 2 , k 3 )
Estimate K D values using equations (11) and (12) Estimate k values using equations (6)- (9) Input the μ and σ for all the external parameters Calculation of the internal parameters c CRITICAL STEP Inconsistency in the specified uncertainty can result in substantial differences in the generated distributions. (B) Uncertainty not reported (i) If uncertainty is not reported in the literature, set the standard deviation to NaN (the script will assume a default multiplicative standard deviation of 10%) or to 0, if you wish no uncertainty to be applied. Table 4 that compares the parameter origins and properties with the ones described by the model. 4 Multiply all partial weights to yield a total evidence weight for each parameter. ). Finally, pass the values calculated for K eq3 for the internal system of equations (e.g., Michaelis-Menten, mass action) of the third reaction and thus create the additional correlations.
Troubleshooting
Troubleshooting advice can be found in Table 6 .
Timing
The time required for the implementation of the protocol is~5-10 min per parameter, assuming that all parameter values have already been retrieved from the literature. Obviously, the careful literature research and documentation will be the most important and time-consuming step of any model construction effort, but this will be independent of the modeling method.
Steps 1 and 2, finding and documenting parameter values: variable, depending on the user and the availability of prior curated information Steps 3 and 4, judging the plausibility of values and assigning weights: 5-10 min per parameter Steps 5 and 6, calculation of the Mode and Spread of the probability distribution: 5 s
Step 7, calculate the μ and σ parameters of the log-normal distribution: 5 s
Step 8, accounting for thermodynamic consistency: 1-2 min per parameter
Anticipated results
The practical implementation and anticipated results of the protocol are illustrated by a case study of a real-world modeling example (a tiny part of a much larger molecular model) that describes a reaction within the gene regulatory system of the Gram-positive bacterium Streptomyces coelicolor. This reaction involves a member of the TetR family of repressors, the ScbR homodimer (R 2 ), which binds to its own gene operator (O R ) and represses its mRNA transcription.
To represent this reaction, three parameters are interconnected in the following rate law:
The parameters of this reaction are the dissociation constant for binding of ScbR to O R (K D1 ) and the dissociation rate of ScbR to O R (k À 1 ). These two parameters are connected through the association The user input includes very small weights that can cause numerical errors during the calculation of the weighted median
Ensure that all the weights employed are >0.0001. If a total weight is divided into partial weights between replicates of the same experiment, ensure that the partial weights also comply with this boundary rate constant (k on1 ) by the equation
. The model will be used to simulate an in vivo experiment under physiological conditions, in which the pH is~7 and the temperature is 30°C.
Stage 1: Finding and documenting parameter values (Steps 1 and 2)
A range of values were retrieved from the literature about phylogenetically related organisms and the same protein-receptor family ( Table 7) . The values concerned the TetR-tetO interaction and other tetR-like proteins binding to their corresponding operators. The literature data are summarized in Table 8 .
The standard errors reported in the literature are converted to standard deviations by multiplying by the square root of the sample size, per the equation: s:d: ¼ s:e:m: Á ffiffiffi n p . This is shown in Table 8 . In the cases in which the sample size was not reported, a value of n = 2 was assumed. The uncertainty type is set as 'additive' for all parameter values.
Stage 2: Judging the plausibility of values and assigning weights (Steps 3 and 4)
Upon the detailed documentation of the parameter sources, values and uncertainties, the next step was to assign the appropriate weight to each parameter value. It is immediately obvious that not all of As reported in the study by Kleinschmidt et al. 45 mentioned above, the maximal association rate constant was k on = 3 · 10
the experimental values are equally informative: the values reported in the literature correspond to different protein-operator binding reactions, although all are part of the same family of repressors (TetR). Moreover, the organisms used in the experiments include Escherichia coli, Mycobacterium tuberculosis and Corynebacterium glutamicum, whereas the model target organism S. coelicolor was used only in the experiments by Ahn et al. 44 . Finally, the values were acquired by in vitro testing, although in some of the publications a strong correlation between in vitro and in vivo measurements is noted. Based on these considerations, plausibility weights were assigned to each parameter value (on an arbitrary, standardized scale), as shown in Table 9 .
The information for each parameter is summarized in a table (Tables 10 and 11 ), which will be used as input for the functions that will generate the probability distributions. Using the data in Tables 10 and 11 as input for the CalcModeSpread and CreateLogNormDist functions, the script detailed in Box 5 gives the results summarized in Table 12 . Figure 5 shows how the estimated overall distributions correspond to the data in the literature, their weights and experimental errors.
Stage 5: Accounting for thermodynamic consistency (Step 8)
As the two parameters are interconnected, it is necessary to take into account the thermodynamic consistency of the system. Values for the third parameter of the system (k on1 ) also need to be retrieved Fig. 6 | The bivariate distribution for parameters k 1 and k on1 and the two marginal distributions. Unless appropriate constraints are imposed, there is a risk of sampling thermodynamically infeasible parameter combinations. The scattered points demonstrate the sampling from the two distributions without considering their dependence, and the ellipsoid contour lines represent the probability distribution of acceptable parameter combinations when taking into account thermodynamic consistency, through the relationship k on1 = k from the literature in order to impose the necessary constraints on the other two parameters. For k on1 , only one reported value was found, so rather than using the standard approach of collecting generic values from the literature, we made use of the fact that the three parameters are interconnected per the formula:
. The location and scale parameters for this distribution can be calculated from the μ and σ parameters of K D1 and k À 1 based on the properties of the products/quotients of log-normal distributions by using the formulae μ kon1 ¼ μ k À 1 À μ KD1 and σ
. The next step is to account for the thermodynamic consistency of the reaction. This is achieved by creating a bivariate system as described in Step 5. As information for k on1 in the literature was scarce, it was selected as the dependent parameter per:
KD1 . In this way, a system of distributions can be created in which each distribution is constrained by the other two (Fig. 6) . The information for the three parameters was then provided as input for the Multivariate3param function, using the script detailed in Box 6. By using the bivariate distribution shown in Fig. 6 , values for parameters k À 1 and k on1 were generated simultaneously in order to account for their dependency. The value for K D1 was calculated from the parameters sampled from the other two distributions in an additional step, using the relationship
. Parameters that are sampled using the function Multivariate3param are not only consistent with our knowledge about each individual parameter, but also fulfill the relevant thermodynamic constraints imposed by the fact that they describe a single reversible reaction. As the model's rate law requires the parameters K D1 and k À 1 , and not k on1 , the user can ignore the values for the latter parameter.
An additional extensive case study in which the protocol has been implemented in the design of priors for a complete model of T. brucei glycolysis, one of the classic proof-of-concept models of systems biology research, can be found in Supplementary Results 1.
In conclusion, the protocol we present here provides a systematic, rigorous, fast and consistent method to translate existing biological knowledge and modelers' beliefs about a biological system into log-normal probability distributions to be used as informative priors in biological ensemble modeling (1) scatter3(log(KD1),log(kon1),log(koff1),'.') approaches 13, 18, 24 and to sample from these distributions in a thermodynamically consistent manner. This will hopefully lead to improved quality of models and potentially form a bridge in collaborations of computational and experimental biologists.
