New simulation techniques for energy aware cloud computing environments by González Castañé, Gabriel
UNIVERSIDAD CARLOS III DE MADRID
TESIS DOCTORAL

























Leganés, a __ de __________ de ____.
v
vi
”Adversity has the effect of eliciting talents which,
in prosperous circumstances, would have lain dormant.”
– Quintus Horatius Flaccus, Roman poet.
”La adversidad tiene el don de despertar los talentos,
que en la comodidad hubieran permanecido dormidos.”
– Quintus Horatius Flaccus, poeta Romano.
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”Begin at the beginning,”
the King said, very gravely,
”and go on till you come to the end: then stop.”
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”Empieza por el principio,”
contestó gravemente el rey,
”y sigue hasta que llegues al final: Entonces te detienes.”
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En esta tésis se propone una nueva plataforma de simulación específicamente diseñada para
modelar entornos de computación en la nube, sus arquitecturas subyacentes, y la energía
consumida por los dispositivos hardware. Los modelos que consituyen los servidores se
encuentran divididos en los cinco subsistemas básicos: sistema de procesamiento, sistema
de memoria, sistema de almacenamiento, sistema de red, y fuente de alimentación. Cada
uno de estos subsistemas ha sido modelado incluyendo nuevas estrategias para simular su
consumo energético. Sobre estos modelos se despliegan los modelos de virtualización con la
finalidad de simular el hipervisor y sus políticas de planificación. Además, se ha realizado el
model del gestor de la nube, la pieza central de la plataforma de simulación y responsable
de la gestión de las políticas de aprovisionamiento de recursos. Su diseño ofrece interfaces
a los investigadores, permitiendo realizar sus estudios sobre políticas de planificación en
entornos de computación en la nube.
Los objetivos de esta plataforma de simulación son permitir el modelado de entornos
existentes y nuevos diseños arquitectónicos de computación en la nube, con un entorno
configurable que permita modificar valores de consumo energético de los distintos compo-
nentes. Las principales características de esta plataforma son su flexibilidad, permitiendo
una amplia posibilidad de diseños; escalabilidad, para estudiar entornos con gran número
de elementos; y proveer un buen compromiso entre la precisión de los resultados y su
rendimiento.
Se ha realizado el proceso de validación de la plataforma de simulación mediante la
comparaciń de resultados de experimentos realizados en entornos reales, con los resultados
de simulación obtenidos de modelar dichos entornos reales. Tras ello, se ha realizado una
evaluación mostrando la capacidad de preveer el consumo energético de un entorno de
computación en la nube que modela una aplicación real.
Finalmente, se han realizado experimentos para analizar la escalabilidad, con el fin de
estudiar el comportamiento de la plataforma ante la simulación de entornos de gran escala.
El principal objetivo de los test de escalabilidad consiste en calcular la cantidad de tiempo
y de memoria necesarios para ejecutar simulaciones grandes, dependiendo de el tamaño del




In this thesis we propose a new simulation platform specifically designed for modelling
cloud computing environments, its underlying architectures, and the energy consumed
by hardware devices. The models that consists on servers are divided into the five basic
subsystems: processing system, memory system, network system, storage system, and the
power supply unit. Each one of these subsystems has been built including new strategies to
simulate energy aware. On the top of these models, there have been deployed the virtuali-
zation models to simulate the hypervisor and its scheduling policies. In addition, the cloud
manager, the core of the simulation platform, is responsible for the provisioning resources
management policies. It design offers to researchers APIs, allowing to perform studies on
scheduling policies of cloud computing systems.
This simulation platform is aimed to model existent and new designs of cloud comput-
ing architectures, with a customizable environment to configure the energy consumption
of different components. The main characteristics of this platform are flexibility, allowing a
wide possibility of designs; scalability to study large environments; and to provide a good
compromise between accuracy and performance.
A validation process of the simulation platform has been reached by comparing results
from real experiments, with results from simulation executions obtained by modelling the
real experiments. Therefore, to evaluate the possibility to foresee the energy consumption
of a real cloud environment, an experiment of deploying a model of a real application has
been studied.
Finally, scalability experiments has been performed to study the behaviour of the sim-
ulation platform with large scale environments experiments. The main aim of scalability
tests, is to calculate both, the amount of time and memory needed to execute large simula-
tions, depending on the size of the environment simulated, and the availability of hardware




List of Figures xxvi
List of Tables xxvii
1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Thesis statements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Main objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Structure of this document . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 State of the art 7
2.1 Cloud computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.1 Cloud computing models . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.2 Virtualisation techniques in cloud computing . . . . . . . . . . . . . 9
2.1.3 Benefits and drawbacks of cloud computing . . . . . . . . . . . . . . 10
2.2 Energy-efficiency in computing systems . . . . . . . . . . . . . . . . . . . . . 12
2.2.1 Energy background . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.2 Power consumption in computer devices and energy models . . . . . 13
2.2.3 Power management techniques . . . . . . . . . . . . . . . . . . . . . 18
2.3 Modelling and simulating cloud computing architectures . . . . . . . . . . . 23
2.3.1 Simulation tools for modelling distributed systems . . . . . . . . . . 23
2.3.2 Cloud computing simulation frameworks . . . . . . . . . . . . . . . . 24
2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3 Modelling and simulating cloud computing environments 29
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Modelling the basic subsystems of a node . . . . . . . . . . . . . . . . . . . 33
3.2.1 CPU Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.2 Memory model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.3 Storage model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2.4 Network interface model . . . . . . . . . . . . . . . . . . . . . . . . . 42
xxi
3.3 Modeling the energy system of a node . . . . . . . . . . . . . . . . . . . . . 43
3.3.1 Energy states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3.2 Energy meter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.4 The energy loss. Modeling the power supply unit . . . . . . . . . . . . . . . 46
3.5 Energy manager model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4 Simulating energy-aware virtual environments in cloud systems 49
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2 Modelling the hypervisor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2.1 Modelling hypervisor CPU management . . . . . . . . . . . . . . . . 53
4.2.2 Modelling hypervisor memory management . . . . . . . . . . . . . . 61
4.2.3 Modelling hypervisor storage management . . . . . . . . . . . . . . . 67
4.2.4 Modelling hypervisor network management . . . . . . . . . . . . . . 72
4.3 Modelling the resource provisioning . . . . . . . . . . . . . . . . . . . . . . . 74
4.3.1 Cloud manager model . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3.2 Modelling resources provisioning techniques . . . . . . . . . . . . . . 80
4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5 Evaluation 89
5.1 Evaluation of the iCanCloud simulator . . . . . . . . . . . . . . . . . . . . . 89
5.2 Validation of the energy model of iCanCloud simulation platform . . . . . . 94
5.2.1 Bare metal power measurement methodology . . . . . . . . . . . . . 94
5.2.2 Hardware setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.2.3 Power measurement test cases . . . . . . . . . . . . . . . . . . . . . . 95
5.3 Performance and energy consumption experiments . . . . . . . . . . . . . . 98
5.3.1 Description of cloud environment models . . . . . . . . . . . . . . . . 98
5.3.2 Description of application models . . . . . . . . . . . . . . . . . . . . 99
5.3.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.4 Measuring the scalability of iCanCloud . . . . . . . . . . . . . . . . . . . . . 102
5.4.1 Scalability of large size cloud computing architectures . . . . . . . . 102
5.4.2 Comparison with CloudSim . . . . . . . . . . . . . . . . . . . . . . . 105
5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6 Conclusions and future work 109
6.1 Main contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.1.1 A simulation platform aimed to model and simulate energy aware
cloud systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.1.2 Simulating and modelling realistic workloads . . . . . . . . . . . . . 110
xxii
6.1.3 System optimisation to obtain a good compromise between the over-
all system performance and energetic consumption . . . . . . . . . . 110
6.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111





3.1 Basic layered schema of iCanCloud architecture . . . . . . . . . . . . . . . . 31
3.2 Class diagram representing the main architecture of iCanCloud . . . . . . . 33
3.3 Class diagram focusing on the design of a node in iCanCloud . . . . . . . . 34
3.4 Model of the internal subsystems in a node . . . . . . . . . . . . . . . . . . 34
3.5 Example of an heterogeneous cloud system modelled using iCanCloud . . . 35
3.6 Modelling of the computing system . . . . . . . . . . . . . . . . . . . . . . . 37
3.7 Example of the CPU system modelled using iCanCloud . . . . . . . . . . . 38
3.8 Modelling of the memory system . . . . . . . . . . . . . . . . . . . . . . . . 39
3.9 Basic schema of the storage system . . . . . . . . . . . . . . . . . . . . . . . 40
3.10 Modelling of the storage system . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.11 Energy consumption mechanish . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.1 Global schema of iCanCloud virtualisation model . . . . . . . . . . . . . . . 51
4.2 Class diagram focusing on virtualisation layer of iCanCloud . . . . . . . . . 52
4.3 Global schema of the virtualisation model in iCanCloud . . . . . . . . . . . 53
4.4 Hypervisor CPU scheduling API . . . . . . . . . . . . . . . . . . . . . . . . 54
4.5 Hypervisor memory scheduling API . . . . . . . . . . . . . . . . . . . . . . . 62
4.6 The hypervisor storage internals scheme . . . . . . . . . . . . . . . . . . . . 68
4.7 Hypervisor storage scheduling API . . . . . . . . . . . . . . . . . . . . . . . 68
4.8 The hypervisor network internals scheme . . . . . . . . . . . . . . . . . . . . 73
4.9 Hypervisor network scheduling API . . . . . . . . . . . . . . . . . . . . . . . 73
4.10 Global schema of the Cloud Manager model . . . . . . . . . . . . . . . . . . 76
4.11 Schema of the tenants management model . . . . . . . . . . . . . . . . . . . 77
4.12 Schema of the data center management model . . . . . . . . . . . . . . . . . 78
4.13 Schema of the resources provisioning management model . . . . . . . . . . . 79
4.14 Operations to define the resource provisioning policies . . . . . . . . . . . . 80
5.1 Simulation versus mathematical model of Phobos using small instances . . . 92
5.2 Simulation versus mathematical model of Phobos using large instances . . . 92
5.3 Simulation versus mathematical model of Phobos using X-Large instances . 92
xxv
5.4 Simulation versus mathematical model of Phobos using high CPU medium
instances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.5 Simulation versus mathematical model of Phobos using high CPU X-Large
instances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.6 Simulation versus Amazon EC2 execution of Phobos using small instances . 93
5.7 Hardware set-up for running the validation experiments . . . . . . . . . . . 95
5.8 Validation experiments to measure individual components . . . . . . . . . . 96
5.9 Real vs. Simulation - Energy consumption of BIPS3D . . . . . . . . . . . . 98
5.10 Energy consumption of data centre using 20% of resources . . . . . . . . . . 101
5.11 Energy consumption of Scientific Cloud using 20% of resources . . . . . . . 102
5.12 Memory usage for simulating large cloud environments experiments . . . . . 104
5.13 Execution time for simulating large cloud environments experiments . . . . 105
5.14 Performance experiments: iCanCloud versus CloudSim . . . . . . . . . . . . 106
xxvi
List of Tables
2.1 Summary of simulators models for cloud computing systems. . . . . . . . . . 27
5.1 Characteristics of the different machine types offered by Amazon EC2. C.U.
corresponds to EC2 Compute Units per core, the equivalent to a 1.0-1.2
GHz 2007 Opteron or 2007 Xeon processor. . . . . . . . . . . . . . . . . . . 91
5.2 Accuracy estimators of the validation process . . . . . . . . . . . . . . . . . 97
5.3 Configuration of experiments using different cloud environments . . . . . . . 99
5.4 Energy consumption results . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.5 Environment configuration of cloud model experiments for analysing scala-





In the past decade, a new paradigm emerged from the scientific (and not scientific) com-
munity: cloud computing. Although the concept of cloud computing emerged in 2007, no
formal definition exists yet [1]. Cloud computing can be seen as a paradigm that provides
access to a flexible and on-demand computing infrastructure, allowing the user to request
dynamically virtual machines to solve a computational problem. However, the views of
different relevant actors in the industry appear to be irreconcilable concerning cloud com-
puting.
In July 2008, the Cloud Computing Journal cited the attempts to define Cloud Com-
puting of 21 independent experts, practitioners and academics [2]. A technical definition,
according to Michael Armbrust et al. define the term Cloud Computing as “a new term
for a long-held dream of computing as a utility, which has recently emerged as a commer-
cial reality” [3]. Although there are currently several definitions for explaining what is
cloud computing, the one provided by the U.S. National Institute of Standards and Tech-
nology seems to provide a precise definition including the key elements used in the cloud
computing community [4]:
“Cloud computing is a model for enabling ubiquitous, convenient, on-demand
network access to a shared pool of configurable computing resources (e.g.,
networks, servers, storage, applications, and services) that can be rapidly
provisioned and released with minimal management effort or service provider
interaction. This cloud model is composed of five essential characteristics,
three service models, and four deployment models.”
At present, computing architectures based on cloud computing are probably the most
cost-effective solution for final users: enterprises and scientists. As a result, this business
model has been adopted by the great majority of important companies like Amazon,
Google, Dell, IBM, HP and Microsoft. All of them have invested billions of dollars in
order to provide their own cloud computing solutions. However, the market is expected to
rise from $40.7 billion in 2011 to more than $241 billion in 2020 [5].
Migrating solutions to cloud computing environments has several advantages, such as
being able to offer end-users a flexible computing system with the possibility of varying
the number of CPUs and the memory size per job, even in runtime (if available). For the
user, the ability to request on-demand resources, together with the lack of infrastructure
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Chapter 1. Introduction
and administration results in ease of management and overall cost reductions. However,
cloud computing is not an ideal paradigm. The huge size of the data centers that supports
those systems requires managing resources efficiently, which entails the necessity of energy
efficiency as well as energy proportionality. Moreover, due to the continuous rise of power
consumption, a major cause of concern is the increasing power bills, carbon emissions,
and power supply limitations for data centers.It is true that one data center is still better
than the traditional disperse equivalent to scenario, but still efficiency is a problem to be
improved.
The energy crisis of the last years, jointly with the ever increasing conscience about
the negative effects of energy waste and climate change, have brought the sustainability
both into public attention and under industry and scientific scrutiny. Green, or sustainable
computing, has become the focus attention of initiatives such as Green Grid [6], a global
consortium dedicated to advance energy efficiency in data centers and business computing
ecosystems. This consortium has even established a metric called Power Usage Effectiveness
(PUE) [7], which aims to measure and compare the energy efficiency of data centers. As
demonstrated by the successful emergence of the Green500 list [8], which provides a ranking
of the most energy-efficient supercomputers in the world, energy has become as significant
as performance. Consequently, the performance-per-watt has been established as a new
metric to evaluate supercomputers.
Currently there are several proposals for detecting, adjusting, and even reducing the
main causes of energy consumption. Some of these are carbon footprint reduction [9], eco-
nomical savings in IT electricity bills [10], and increasing the life time of some data center
devices [11]. Thus, providing methods and techniques for analyzing the energy consump-
tion in cloud computing systems becomes of vital importance. However, this is specially
difficult and challenging because of the high number of users accessing the system concur-
rently and the wide variety of components that interact in the system, like communication
networks, multi-core CPUs, users, virtual machines and hypervisors, that have a direct
impact on both the overall system performance and energy consumption.
1.1 Motivation
Major requirements for cloud computing systems are scalability, elasticity, reliability and
low-pricing [12]. However, providing a system with such interesting features entails different
side-effects that have to be accordingly managed. One of the main issues currently faced by
the cloud community is the energy required to maintain data centers, because they contain
a vast number of computers and communication networks. Moreover, these systems are
designed to be scalable, so that adding resources is a must in order to increase the overall
system capacity, which addresses the ever growing need of energy supply.
Due to the fact that power consumption is one of the main issues in large scalable
distributed systems, the efficient management of energy without loosing performance is
currently a major concern in the field of cloud computing. In fact, there is a broad variety
of proposals to save energy by maintaining a reasonable power-performance ratio. Current
approaches for saving energy in cloud computing environments are widely different due
to the difficulty of saving energy without end-users noticing a performance loss. On the
one hand, it is necessary to perform a low-level consumption study of components such as
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CPUs, memories, disks, and networks. The objective is to analyze the impact of different
techniques in power consumption. On the other hand, it is necessary to study the behavior
of techniques that shut down systems while trying not to penalize customers and users.
To achieve these tasks, the problem of capturing power consumption data for each
node and for individual components must be faced. Depending on which technique is used,
one may be interested in the aggregate power consumption of each node, or the real-time
power consumption of the specific components in every node. In order to acquire power
consumption data, several methods exist with varying level of precision, intrusiveness, and
cost. The first consists in using power meter devices, which measure the aggregated power
use of a machine. These devices are fairly unobtrusive because no hardware modifications
are required to measure power usage. However, scaling this approach to large-scale systems
can prove to be impractical due to the increased cost in hardware and logistics, since
gathered data for every node needs to be stored and processed, which creates a big data
problem. In addition, these power meters do not provide fine-grained measurements or
component-level power usage data.
Another method involves directly instrumenting the motherboard with multimeters in
order to obtain each power connector’s voltage and current, thus obtaining real-time power
consumption [13]. While this method produces precise, fine-grained results, it becomes im-
practical for production environments, because every system would require to be modified.
The intrusiveness of these methods entails that in deployment is usually too aggressive
for the expensive equipment that constitute the data center. In fact, they quickly become
unmanageable, unfordable, and highly impractical when trying to scale this method to
even medium-scale systems.
Hence, in order to analyze the trade-offs between performance and energy consumption
in real cloud systems, one of these previous methods has to be used while executing a set
of experiments in the cloud. Unfortunately, due to the associated cost, of using additional
equipment and the intrusiveness required to analyze energy consumption in hardware-
based cloud systems, this strategy is unfeasible. In addition, it is difficult to ensure the
real capabilities of cloud computing architectures, or an improvement over an existing one,
until the environment is completely deployed.
These difficulties can be alleviated by using simulation techniques for predicting the
consumption of different hardware components in cloud architectures. In this case, the
same experiments are performed in a virtual environment that represents the behavior
of the real cloud system, that is, a simulated scenario. Basically, simulation uses existing
power consumption models without modifying the hardware device. Both methods, using
a real cloud with additional equipment for measuring energy consumption and simulation,
have their own advantages and disadvantages. Some of them are described below:
• Simulation is cheaper than performing experiments directly in a real cloud. Renting
machines from a public cloud requires a monetary investment, while executing a
simulation only requires a regular computer.
• The flexibility obtained by using simulation is much higher than the one using real
cloud systems. While in real clouds the users have to deal with the specific config-
uration of the system, simulation allows the users to quickly set up a wide range
of configurations. These configurations may involve network topology, cost policies,
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hypervisors, etc. For example, using simulation, users are able to design and test
different resource provisioning policies in order to balance the trade-offs between
performance and energy consumption. In the case of real clouds, users are not al-
lowed to configure the resource provisioning policies of the system.
• Simulation models can be shared with other researchers of the community. Since the
used simulation platforms are open source, they can be shared and freely modified
to the own purpose of researchers.
• Capturing real-time consumption of different hardware devices is a costly process.
The acquisition process of consumption values in real hardware-based systems con-
sists on modifying the devices to allow the energy measurements. Moreover, it re-
quires specific equipment. This problem is alleviated by using consumption models
in simulated environments.
• In many cases, simulation experiments require more time to be executed than hardware-
based tests. This problem can be alleviated by increasing hardware resources for the
simulation by using parallel simulation techniques.
• Results obtained from executions over hardware-based systems do not need to be
validated to ensure their accuracy. In a simulated environment it is necessary to
validate the results.
• Simulation allows to simulate last still nonexistent solutions, to design new clouds or
enhancing existing ones.
Hence, providing a simulation platform that supports to perform accurate studies of
power consumption in cloud computing systems is challenging.
1.2 Thesis statements
• Simulating cloud computing architectures with enough level detail provide a good
level of fidelity with its analogous hardware-based system. This requires that each
part has to be represented like models of hardware devices, energy consumption mod-
els for these devices, and software models responsible for the resource management,
imitating the correctly behavior of the target cloud to be simulated.
• Providing a method to simulate realistic workloads of cloud systems allows to foresee
the energy consumed by the hardware of data centers. A workload in a cloud consists
of a set of users that request resources for executing applications. This is specially
challenging due to the large amount of users that access to the system and request
resources in parallel.
1.3 Main objectives
This thesis addresses the challenges previously commented. Its main objective is to pro-
vide new contributions to model and simulate energy-aware cloud computing
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systems. Hence, in order to fulfill this objective we propose to satisfy the following more
specific goals:
1. Designing strategies for modelling and simulating the underlying archi-
tecture of cloud systems. These strategies have to deal with different challenges.
First, each hardware device that conforms the cloud must be modeled by accom-
plishing a good compromise between performance and fidelity with its analogous
hardware device. Second, the underlying architecture of the simulated cloud system
must represent the architecture of the target cloud system. Third, the modeled cloud
systems must provide scalability independent of the size of the cloud to be analyzed.
2. Designing non-invasive strategies for simulating the power consumption
of cloud systems. These strategies must be designed for analyzing, measuring and
managing the energy consumption in cloud systems. Moreover, this approach must
fulfill the following requirements: the analysis of energy consumption in cloud systems
must not require an additional equipment; performing energy consumption experi-
ments must be non-intrusive, that is, it is not required to access those hardware
devices that are modeled in the simulated cloud. Finally, this approach must be cus-
tomizable by users, that is, the proposed strategies must be easily modified by users
in order to allow the study of many scenarios.
3. Analyzing the impact of realistic workloads on the overall system energy
consumption in different simulated cloud systems. In order to perform a wide
variety of realistic experiments, different application models must be simulated. Ba-
sically these experiments include different realistic application models, the costs and
performance to execute them depending on users purchased resources, and the impact
on the energy consumption of the system by using different configurations. Moreover,
users must be simulated as owners of the applications, being distributed along time
for accessing the cloud, launching applications with their own task scheduling policy
over the purchased resources.
This thesis is focused on evaluating different workloads and its the impact on energy
efficiency over cloud computing systems. Using this approximation, we can analyze the
trend of energy consumption of the entire system using non-invasive strategies.
1.4 Structure of this document
The rest of this document is organized in six chapters whose contents are summarized in
the following paragraphs:
• Chapter 2, State of the art, is a review of current works about simulation and energy
aware cloud computing environments. This chapter describes the most relevant con-
cepts for power management, the consumption by components and energy models
and the techniques to save energy in cloud computing environments. Next, the most
relevant simulation tools for modelling cloud systems are summarized.
• Chapter 3, Modelling and simulating the underlying architecture for cloud computing
systems, shows a proposal for a flexible, scalable and expandable simulation platform
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for modelling and simulating energy aware cloud systems. The main objective of this
chapter is to design strategies for modelling and simulating different architectures of
cloud systems, covering goal 1 .
• Chapter 4, Modelling and simulating virtualisation of hardware resources, describes
the process for managing the virtual resources of cloud systems in a simulated sce-
nario. In this case, a module called hypervisor is in charge of managing the requests
of physical resources through virtual machines. Moreover, some algorithms for man-
aging the resource provisioning are presented using the simulation platform designed
in Chapter 3. This chapter covers the objective 2 .
• Chapter 5, Case Study, shows experiments for analyzing the impact of different work-
loads in different cloud architectures. In order to analyze the performance and energy
consumption of each system, we need to model different applications workloads, that
is, how users accesses to the cloud system requesting resources, how the performance
of applications vary depending on purchased resources, and how applications execu-
tions impact on the energy consumed by the data center. The full list of goals are
reached at this point by covering the objective 3 .
• Chapter 6, Conclusions and future works, presents the conclusions of this work and
also describes some future works.
Finally, the bibliography used during the elaboration of this work is provided.
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State of the art
This chapter exhibits the state-of-the-art of modelling and simulating cloud computing en-
vironments. Specifically, it is focused on energy-efficient techniques and simulation frame-
works, providing a classification of energy efficient solutions. The chapter finalises with a
brief description of the most relevant modelling and simulation tools in the scope of cloud
computing.
2.1 Cloud computing
In recent years, cloud computing systems are increasing their role due to the fast increase
of computer networks, communication technologies and the continuous price drop of com-
puter devices. A very clear proof of this fact is that important companies are investing
billions of dollars in order to provide their own cloud solutions [14]. The market for cloud
computing services estimates that the software as a service (SaaS) generated revenues of
$11.7billions/year, platform as a service (PaaS) $311 billion/year and infrastructure as a
service (IaaS) $1 billion/year in 2010. However, it is expected to rise $52 billions/year in
2020 to PaaS/SaaS market and $4 billions/year to IaaS market [15].
For the sake of clarity, the definition of cloud computing is provided by taking into
account two different perspectives: users and provider. First, from the end-users point of
view, cloud computing can be seen as a technology that gives the illusion of providing ac-
cess to infinite resources that are dynamically adapted to the user’s needs. Hence, users can
configure powerful systems depending on both the budget and requirements of computing
power, memory and storage. From the cloud providers point of view, cloud computing is a
business-model based on renting virtual resources to users by establishing a cost depend-
ing of the quality of these resources and the time-frame that users have access to them.
Generally, these resources are abstracted by using Virtual Machines (in short, VMs).
The term virtual machine is defined by Popek and Goldberg in 1974 as “an efficient,
isolated duplicate of a real machine” [16]. At present, the use of VMs has evolved. Smith
and Nair include in the definition of VM the possibility of “supporting individual processes
or a complete system depending on the abstraction level where virtualization occurs” [17].
This definition is closer to the existing virtualization in cloud computing environments.
Cloud computing covers a wide spectrum of areas, including research community,
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IT industry and entertainment companies. The main (ideal) motivation for using this
technology is the need by end-users to deploy their applications using a unsettled set of
resources, isolating themselves from infrastructure of the data centers, without maintaining
the system and paying only the resources that they use. Moreover, a very attractive feature
of cloud systems is the possibility of scaling convenient resources [18].
2.1.1 Cloud computing models
The ever-increasing computing power demands for large-scale applications entail the incre-
ment of maintenance costs. The cloud computing community has been deploying modern
computing systems by offering flexible ad-hoc systems in size and resources. Basically,
these cloud systems can be classified in two categories: cloud deployment model and cloud
service model. The former one focuses on the business model of the data center that hosts
the cloud computing environment, while the second one classifies cloud systems according
to the IT offers of infrastructures and network environments.
According to the cloud deployment model, each cloud system can be categorised in [19]:
public, private, hybrid, science and community cloud. The term known as public cloud
defines a business model where the cloud provider makes applications, storage and other
resources available over Internet, in a pay-as-you-go manner, to the general public. Instead
of made available to the general public, if the system is a single private data center used,
managed, and hosted by an organisation, it is called private cloud. With a composition of
both described before, if users are individuals and companies, a cloud is known as hybrid
cloud. Other deployment model is the science cloud [20]. The concept of science cloud
appears in 2008 as a project between Florida and Chicago Universities. K. Keahey started
this project that “allows members of the scientific community to lease resources for short
amounts of time”. A science cloud do not use the model pay-as-you-go, neither does require
that users pay for usage like private clouds. It is only verified that the person requesting
resources is indeed a member of the scientific community. Finally, the last deployment
model is called community cloud, where consumers have common concerns, such as policies,
goals and security requirements, and several organisations shares the infrastructure in order
to save costs.
The cloud service model consists of three categories [12]: Software as a Service (in
short, SaaS), Platform as a Service (in short, PaaS) and Infrastructure as a Service (in
short, IaaS).
SaaS defines the set of applications - commonly web based applications - given by
providers which run on a cloud computing infrastructure. In this layer, the infrastructure
is transparent to the end-user, limiting users to the management of the application; only a
few configuration settings are permitted from a client interface. On the contrary, PaaS and
IaaS are less focused on users. In the PaaS model, consumers can develop onto the cloud
infrastructure their own applications by using different tools (program languages, libraries,
and services) supported by the cloud provider. The infrastructure is transparent like SaaS
model with the exception that, in the PaaS model, consumers are able to manage the con-
figuration settings for the application-hosting environment. PaaS applications are deployed
by users, which usually offer those services to thirds. IaaS layer provides to end-users the
capability of managing the storage system, the processing system, the operating system
and applications. The cloud provider is in charge of managing the cloud infrastructure
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where, through virtualisation techniques, users receive VMs assigned to physical machines
of the data center. On request, once a VM is booted on a physical host, it can be used like
a dedicated physical machine. The cost of renting this VM is assigned depending of the
quality of the requested resources (number of CPUs, amount of RAM, etc.).
At present, there is a trend that consists in building acronyms with the suffix “aaS” to
whatever that can be sold by IT enterprises as services. Some examples of new appearing
layers in the cloud service model are HaaS [21], PraaS[22] and DaaS[23]. HaaS is the
acronym for Hardware as a Service and it refers to users that use IT hardware - or even
an entire data-center/computer center - as a pay-as-you-go subscription service. The HaaS
model can be flexible, scalable and manageable to reach their needs. PraaS stands for
providing the management of a complex process in the cloud. DaaS, Data as a Service is
the management of data in various formats from various sources. They can be accessed via
services to users on the network. Users can, for example, manipulate remote data just like
operate on local disk; or access data in a semantic way on the Internet.
2.1.2 Virtualisation techniques in cloud computing
The most popular technique to virtualise resources lies in a software which allows mul-
tiple operating systems instances (guests) over a host computer. This software - virtual
machine monitor - was described in 1973 by R. Goldberg [24]. Currently, in cloud com-
puting environments, the virtual machine monitor is named virtual machine manager or
hypervisor.
The hypervisor takes control over the VMs. A VM does not have access to the phys-
ical processor, nor does it handle its real interrupts. Instead, it has a virtual view of the
processor and runs in guest virtual address. The hypervisor handles the interrupts to the
processor and redirects them to the respective partition. According to Goldberg’s classifi-
cation, hypervisors can be categorised in hosted and native/bare metal:
• Hosted hypervisors run within an operative system. This operative system is still visi-
ble and usable by user. The main scheme consists of three layers: the native operative
system, the hypervisor, and the executed VMs. Some examples of this type of hy-
pervisors are VMWare Workstation [25], VirtualBox [26], Parallels Workstation [27],
and Qemu [28].
• Native hypervisors run with exclusive accesses on the host machine. The access ma-
nagement from VMs to hardware resources is responsibility of the hypervisor. This is
the case of XenServer [29], KVM [30], VMWare ESX/ESXi [31] (Elastic Sky X), and
Hyper-V [32], that are some of the most important virtualization vendors in cloud
computing.
Virtualisation techniques for getting the isolation of the virtual machine in computing
systems are classified in three categories, where each category refers to the responsibility
of hypervisor module when VMs invoke calls to hardware resources. These three categories
are:
• Full virtualisation with binary translation. The main target of a full virtualised hyper-
visor is the simulation of privileged operations as I/O instructions. Virtual operations
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are not allowed to alter the control program or the hardware. Some machine instruc-
tions can be executed directly on the hardware but controlled and managed by the
hypervisor. Full virtualisation does not change the guest operative system. This kind
of virtualisation allows the use of generic device drivers.
• Hardware assisted virtualisation. Virtualisation services were deployed on supported
hardware without additional hardware. The virtual machine monitor is integrated
with the hardware, leaving the Guest OS unchanged and allowing the use generic
device drivers.
• OS assisted virtualisation - Paravirtualisation. This model allows the guest operating
system to have knowledge about the tasks that the host is executing and vice versa.
The guest operating system, and its drivers, require to be adapted, that is, paravirtu-
alised. The paravirtualised scheme decreases the performance reduction, commonly
given by the execution of VMs inside the virtual-guests, more than other virtualisa-
tion techniques. In this case, the hypervisor is a thin layer which guest access to host
hardware.
2.1.3 Benefits and drawbacks of cloud computing
Enterprises, governments and research institutes have been striving to boost cloud com-
puting environments [12]. The benefits to adopt this paradigm are listed below:
• Self-service on demand. As it is defined by the National Institute of Standards and
Technology [19], self-service is the process through “a user can unilaterally provision
computing capabilities, such as server time and network storage, as needed automat-
ically without requiring human interaction with each service provider”. This process,
that may be viewed as a type of SaaS, is the capability by users to request the
resources that they want when they need.
• Accessibility. Cloud computing capabilities are available on Internet by network. Due
to the power of mobile phones, tablets and laptops, this access is promoted by using
heterogeneous platforms, and may be performed by different standard mechanisms.
This is due to the access is over the network through standard mechanisms.
• Elasticity. A cloud computing environment has the capacity of scale on demand.
Users can increment or decrement the resources as they need. This capability for
elastic provisioning, from the consumer’s point of view, appears to be an unlimited
resources solutions for their needs.
• Resources pooling. The resources of data centers are pooled to be served to multiple
users. Those users may request different physical and virtual resources, dynamically
assigned according to consumers demand, such as storage, processing, memory, net-
work bandwidth, virtual machines, and email services, among others. This resources
pooling allow to cloud providers the control of the resources that users are consuming.
• Pay-as-you-go. The resources usage is measured and controlled, providing trans-
parency for both providers and consumers. Cloud computing services use a metering
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capability which enables control over the use of resources. This implies that IT ser-
vices are charged per usage metrics, that is known as pay per use or pay-as-you-go
business model. In general, consumers and enterprises can avoid the following costs
for maintaining the infrastructures, recruiting qualified staff to manage the data cen-
ter, paying energy bills and the obsolescence of the hardware.
• Carbon footprint reduction. Virtualisation techniques allow to save energy from data
centers. These data centers offer the possibility to reduce the number of physical
servers by using several methods like server consolidation. It consists on switch off
the nodes that are not needed.
However, cloud computing is not an ideal paradigm. Generally, this paradigm is built
over clusters where the inherited drawbacks of these systems are not easy to avoid. Dis-
tributed system architectures is a field with decades of experience that clearly demonstrates
the critical factors of connection latency and bandwidth, the general consumption of the
nodes and the tolerance to hardware failures. To these inherited drawbacks, new ones given
by the underlying architecture of cloud systems must be added. Following, a summary of
these drawbacks are presented:
• Security. This is an important obstacle that concerns the cloud computing paradigm.
Some of the top cloud computing threats identified by the Cloud Security Alliance
(in short, CSA) [33] are the extraction of private cryptographic keys using the side-
channel timing information from a virtual machine; the unauthorised access to user’s
credentials, manipulation of data, falsification the information or redirection of clients
to illegitimate sites by traffic hijacking; and the typical denial of service (in short,
DoS) attack, when a server is blocked due to the excessive number of requests.
• Privacy. Ensuring the privacy of user’s data is important and complex to reach by
cloud services. Therefore, the cloud provider is responsible for managing the access
to the data by forbidding unauthorised users, causing users to be uncomfortable by
trusting their sensitive data to a third party. Furthermore, not only this dissatisfac-
tion by users or corporations, but also requirements and regulations must be provided
in order to move corporate data to a cloud computing environment.
• Offline. Applications and data are limited to on-line support. A failure by an Internet
provider can cause the lost of “the high-availability computing community” due to
the lack of accessibility of data and applications allocated in the cloud provider.
• Dependency. Users are not only dependent of their ISPs to maintain their cloud ser-
vices, in addition some Cloud Service Providers (in short, CSP) have quality problems
which cause user-CSP dependancy. Some of those CSPs dependency problems arise
by the following reasons: the cloud system do not provide tools to migrate to an-
other CSP, inexistent or uncompleted tools to backup and lack of restore or recovery
procedures.
• Performance unpredictability. The virtualisation layer hides the network links and
the physical state. It is very common that several VMs of different users are allocated
over the same physical node. These VMs request resources varying the performance of
the applications and decreasing the response times and data capacity of the network.
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M.Ambrust reflects that “the performance unpredictability in the cloud is in fact a
major issue for many users and it is considered as one of the major obstacles for
cloud computing” [3]. J.Schad also shows that there are several open issues - such as
performance variance on the cloud and static scheduling of MapReduce jobs - that
are not addressed yet and have a negative impact on performance of applications [34].
• Increment of energy consumption. Currently, an important drawback in cloud com-
puting systems has focused on the ever increasing energy consumption of its data
centers and their growing electricity bills by cloud providers side. In spite of a better
use of the equipment by using virtualisation techniques, the energy consumption is
focused in single areas, where the data centers are allocated. This entails the problem
of supply enough energy for the power consumed by nodes, and the power consumed
for refrigerating the room where nodes are running.
2.2 Energy-efficiency in computing systems
Currently, a high number of initiatives in both scientific community and industry have a
common aim: an energy consumption decrement in terms to do more operations per watt in
computer systems. Important IT companies such as AMD, HP, IBM, DELL, INTEL, Sun
Microsystems, VMWare and Microsoft are researching in energy-efficiency of data centers
to reduce the usage costs.
L. Barroso predicts that in the future ”if the power consumption per server continues
increasing, the cost of the energy consumed by a server during its lifetime will exceed the
hardware costs” [35].
The scope of energy-efficiency in computer systems can be categorised in energy back-
ground, power consumption by single components and energy models and power manage-
ment techniques.
2.2.1 Energy background
The definition of power consumption might be blurry depending on the field of science
that defines it: chemistry, physics, biology, astronomy, engineering, etc. Before describing
energy models and energy saving techniques in cloud computing environments, this section
focuses in the differences between the power/energy consumption, and the static/dynamic
power consumption in the context of computer science, which are the basis of several
energy-efficient policies.
V. Venkatachalam et al. suggest that power and energy are commonly defined in terms
of the work that a system performs [36]. Energy is the ability of an electrical device to
perform a work, while power is the rate at which a system performs that work. In other
words, how fast the energy is consumed. For example, lowering the CPU performance while
a program is executing involves a minor power consumption, but it does not guarantee a
reduction of the consumed energy. If that program needs more time to finish its execution,
the energy consumed by the CPU will be the same. This means that a reduction of the
power consumption not always entails a decrement in energy consumption.
The main consumption of a circuit is proportional to the flow of electric charge (Am-
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peres) transferred by it and the voltage given by power supply. A decrement in power
consumption entails a minor heat and, consequently, a major duration (life-time) of com-
ponents. The total consumption of a circuit consists of static power consumption and
dynamic power consumption.
The static power consumption depends on the state of the circuit, the volts given by
power supply, and details of the fabrication processes. A reduction of power consumption
in this scope entails hardware modifications in design processes [37].
The dynamic power consumption arises from circuit activity. It has two sources: short-
circuit current and switched capacitance. Short-circuit causes the 10%-15% of the power
consumption. It is produced in transistors during the transitions from active/inactive state
to the opposite one. The transistors are, in the short period of time when a transition
occurs, in short-circuit state. Due to the high number of transistors into a microprocessor
(more than one billion), and the high number of times that a transition is performed, the
consumption increases [38]. It is difficult to reduce this energy losses without comprising
the performance.
Switched capacitance is the consumption produced by charging/discharging the circuit
capacitors. There are two possibilities to decrease the switched capacitance consumption.
A reduction in the size of the transistors, dropping the performance, is the first possibility.
The decrement of switching activity is the second one. Switching activity can be reduced
by using the Dynamic Power Management (DPM) technique.
2.2.2 Power consumption in computer devices and energy models
Many components have a great influence on the power consumption of a datacenter. In
order to aim the analysis, the power consumption will be breakdown by following devices:
CPU, memory, power supply unit (PSU), storage, network, and cooling systems.
CPU system
Currently, the main part of the dynamic power range and power consumption in a server
is due to the CPU. There is a wide range of studies about its consumption.
L. Minas and B. Ellison, analysed the capabilities of servers and their power consump-
tion [39]. The main part of power consumed by a server is due to the CPU but it does
not dominate the total power consumption by a server. Newer processors support power
saving states being much more power efficient than previous generations. An Intel Xeon
Processor E5-5670 family can reach a peak performance of 146 GFlops using less than
10 kW of power [40]. Pentium processors in 1998 would have consume about 800 kW to
achieve the same performance.
The power consumption in CPUs is different depending on the type of processor. W.
Bircher and J. Lizy have performed a detailed study of power and performance on AMD
quad core Opteron and Phenom processors [41]. They measure power by using a serie
resistor, sampling the voltage across the resistor at 1KHz. The work takes a very close look
at power on two processor cores and off-core resources, but they lack of other manufacturer
processors and different micro architectures.
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The analysis of cooling systems effectiveness for real time data center is unfeasible. The
data center IT load can vary from an instant to the next, as it is showed by M. Seymour
et al [66]. The authors of this work state that it is difficult to capture the IT cooling and
configurations with desired accuracy. Z. Rongliang et al. have developed thermal models
to data center cooling management and analysis [67, 68]. They perform physics base state-
space models describing the air flow transport and distribution within the data centers. The
parameters used in the models are obtained from measured data of system identification
experiments and hence, they are ensured to reflect the data center reality emphasised.
Furthermore, there are alternatives to improve the cooling system consumption, such
as using water to refrigerate the data servers. I. Madhusudan et al. developed a cooling
system which comprises of 100% liquid cooled server cabinet, and an outdoor dry cooler unit
for heat rejection to the ambient [69]. This configuration is used to reject the Information
Technology (IT) equipment heat load directly to the outside ambient air without the use
of a water-cooling machine. Using this technique they reach an energy saving of 25% at
the tested datacenter.
Several important companies and researching centers starts initiatives to mitigate their
heat problems. Some of those alternatives consists of allocate their datacenters in colder
geographic areas or emplacements. This is the case of Google, which allocate their servers
in Helsinki (Finland), using water of the Baltic sea to the cooling system [70], or Barcelona
Supercomputing Center, which uses an old abbey to emplace the supercomputer Mare
Nostrum [71].
2.2.3 Power management techniques
Power management techniques were born as a method to enlarge battery life of portable
devices - embedded systems and laptops. L. Benini et al. defined Dynamic Power Manage-
ment (in short, DPM) in 1999 as a design methodology that dynamically reconfigures an
electronic system to provide the requested services and performance levels with a minimum
number of active components, or a minimum load on such components [72]. They relate
the fundamental premises for the applicability of DPM in systems (and components).
Depending on where DPM techniques are used, they can be broadly divided into
several categories. However, focusing DPM in cloud computing, specifically in the layers of
a node, these can be classified in two categories: hardware-firmware level and virtualisation
level.
Hardware-firmware level
L. Barroso and U. Holtze relate that many techniques developed for mobile devices showed a
direct benefit on general-purpose servers [58]. The major part of these techniques manage
hardware resources to save energy. However, hardware transitions from a state to other
entail penalties. The transition from low power or deactivated state to high power state,
involves an additional power consumption. From high power to low power state, it entails
the re-initialisation of components, by comprising delays which not always can be assumed
by other components, or the applications that could be executing.
The application of DPM on hardware-firmware level consists of of two main techniques:
Power State Machine (PSM) and Dynamic Performance Scaling (DPS).
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L. Benini et al. model power-managed systems as a set of interacting power manageable
components controlled by a power manager [72]. The technique for energy management
is represented by a state machine named as Power State Machine (PSM). This simple
abstract model holds for many single-chip components like processors and memories, as
well as for devices like disk drives, wireless network interfaces, and displays which are more
heterogeneous and complex than a single chip. PSM is the core of serveral studies [73, 74].
With the advent of multiprocessors new strategies appeared. M. Curtis et al. pro-
posed different approaches for energy saving, namely processor deactivation and execution
contexts, based also in PSM techniques [75]. They use physical experimentation on a real
simultaneous multithreading system (in short, SMT) and a power estimation model. The
authors of this work are based on the die areas of processor components, and component
activity factors obtained from a hardware event monitor. The processor deactivation al-
ways ends up in power savings, whereas thread deactivation within active processors may
or may not result in power savings. Power consumption is linear to the number of active
processors. Depending on the processor architecture, threads deactivation within a pro-
cessor reduces power (or not). On multicore processors, thread deactivation will always
result in power savings, since entire cores, each occupying significant area of the die, will
be powered down. On SMT processors, which share a common pipeline between multiple
threads, power savings are not necessarily linear to the number of deactivated threads, since
the remaining active threads may still occupy the released resources to maximise their own
instruction-level parallelism (ILP). Deactivating threads on SMT entails a power reduction
only if the load for critical thread-shared resources, such as the caches, is reduced.
CPU is not the only device that support the PSM technique. It is also supported by
HDDs, but storage entails the problem of redundancy. Pinheiro et al. present a method
that consists in placing data and parity on different disks, deactivating parity disks by
during light loads and staging parity updates in non-volatile RAM [76].
PARAID [77, 78] and e-RAID [79] are works focused on modifying the disk architecture
to increase their power efficiency. PARAID is a power-aware disk array architecture that
exploits the unused storage space of active disks by replicating blocks from inactive disk.
e-RAID usage transforms reads for RAID-1 and RAID-5. Hence, it allows system accesses
to the contents of inactive disks from cache, other active disks, or both.
At present there are several algorithms to group sets of disks and switch on/off them
depending on the predefined conditions to save energy. An example of this is ISRA (Im-
mediate Successor Relationship Amount). The main idea of this work, developed by L.
Xue-Liang et al., is to group the disks by frequent successive accesses [80]. They define the
concept of Immediate Successor Relationship Amount (in short, ISRA) to represent the
successor relationship of data blocks, based on an undirected graph. Data blocks that have
frequent successive accesses are grouped and sorted by using a merge-sort-like algorithm
to determine the position of every group, as well as the new position of every block within
these groups. Their results show that both disk seek time and the energy needs could be
reduced by about 50%.
The wide spectrum of techniques and algorithms for PSM technique over disks are
summarised by T. Boston et al. in [81].
The second hardware-firmware level technique for energy saving is Dynamic Perfor-














































2.2 Energy-efficiency in computing systems
to be efficiently amortised, but without taking an energy penalty (performance degradation
and power variation) due to internal contentions.
C. Clark et al. describe the process of moving transparently a VM from one physical
host to another physical machine, while the VM is still powered on [96]. They named
the process: “Live Migration of VMs”. It has become a significant gear of load balancing
algorithms and power management strategies to servers consolidation. Nowadays, virtual
machine live migration is considered a default feature in hypervisors.
During the process of VMs live migration, four parts need to be considered: memory
state, cpu state, storage content and network connections. The in-memory state and the
content of CPU registers are copied. Then, this content is sent to the another hypervisor to
be loaded into the VM. If source and target nodes are connected to a centralised storage,
the storage content does not have to be migrated [97, 98]. With a decentralised storage,
the migration process could overload the network, needing several minutes to move all the
data from host to target node. Network connections that VM could have before the live
migration do not present problems if VMs are not in different subnets. Otherwise, the
applications could present disruption due to network changes.
The main requirement of VMs migration is the necessity of a Network Attached Stor-
age (in short, NAS) uniformly accesible from all hosts. This technique does not allow VM
images on local disks. The problems that a VM migration entails is the performance loss
and the energy overhead. In order to improve those lacks, there is a wide scope of research-
ing works in cloud computing environments. They can be classified into VM migration
costs, processes and algorithms.
VM migration costs analyse the performance and energy consumed by the entire pro-
cess of perform this action. In that context the total migration time and the downtime are
the main tested parameters. The time passed from the start of migration process, until the
virtual machine is resumed on destination host is the total migration time. It depends on
the network bandwidth between host and target, and the total amount of memory that
will be transmitted from source to target hypervisor. Total migration time is usually in a
range from 10 to 120 seconds. Downtime is defined by C. Clark et al. as the last phase
of VMs live migration process where the virtual machine is not running (stop-and-copy
phase) [96]. Downtime is dependent on the workload of the application running in a VM.
For specific workloads, downtimes can be of 60ms.
W. Liu et al. present a linear model to calculate the energy consumption of live
migration [99]. They argue that if the amount of memory copied during migration increases,
the energy increase linearly too. The model is validated based on five different benchmarks
running on the migrated VM. The experiments show an estimation error below 10% and
verify the effectiveness of the approach. However, Liu et al. did not recognise all parameters
that may influence power consumption like the assumption of no co-located VMs on source
as well as target host and therefore, no background load.
Huang et al. show that energy model increases non-linearly with the increment of the
entire CPU utilisation of source and target host [100]. This work shows a new energy model
for migration overhead which take the server entire CPU utilisation into account.
There are several works in VMs migration describing the improvement on existent mi-
gration techniques. Following research works show a reduction in downtime and migration
time without decrease the performance of the applications.
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W. Liu and T. Fang present a live migration approach based on checkpointing/re-
covery, trace/replay technology and an interactive mechanism with CPU scheduling [101].
They have built a model, implemented a prototype in Xen and achieved a performance
evaluation in real applications. Also, they show a better average performance compared
with pre-copy scheme (62.12% on downtime and 43.84% on total migration time).
J. Yang presents the framework Magician optimisation migration, based on the anal-
ysis of the memory transfer in real-time migration of current Xen virtual machine [102] .
Yang adds a layered copy module and a memory compression module to the Xen VM. It op-
timises the time and space complexity to perform real-time transfers, improving migration
performance of the VM.
L. Haikun et al. adopt checkpointing/recovery and trace/replay technology in CR/TR-
Motion [103]. This technique provide a fast VMmigration for LAN andWAN environments.
With an execution trace logged in the source host, a synchronisation algorithm is performed
to orchestrate the running source and target VMs, until they reach a consistent state. The
migration overheads reduction is compared with memory-to-memory approach in a LAN:
up to 72.4% on application observed downtime, up to 31.5% on total migration time, and up
to 95.9% on the data to synchronise the VM state. The application performance overhead
due to migration is kept within 8.54% on average. The results also show that for a variety
of workloads migrated across WANs, the migration downtime is less than 300 ms.
VM migration algorithms analyse the best placement for VMs. The best placement
depends on the criteria selected. Energy saving, the reduction of the carbon copy, or a
better performance, are the most common parameters to optimise.
F.F. Moghaddam presents an intelligent live migration of VMs [9]. This work is focused
in the calculation of the carbon footprint and energy consumption for the whole network
and its components. Simulation results show that using the proposed Genetic Algorithm
(GA)-based method for live VM migration can significantly reduce the carbon footprint of a
cloud network, comparing it to an individual datacenter server consolidation. In addition,
the WAN data center consolidation results show that an optimum solution for carbon
reduction is not necessarily optimal for energy consumption, and vice-versa.
M.Cheng et al. propose a VM sizing approach called effective sizing [104]. It simplifies
the problem associated to VMs dynamic load with a fixed demand. Effective sizing decides
a VMs resource demand through statistical multiplexing principles. The authors of this
work have designed a polynomial time VM placement algorithms for VM migration cost
and cost-aware scenarios, which reach a 10% to 23% more energy savings.
S.K. Bose et al. propose strategies to optimise the placement of VMs, depending upon
the cost of computation and the load at these locations [105]. They combine VM scheduling
strategies with VM replication strategies. In particular, a selective replication of VM image
across different cloud sites is proposed. Those replicas (primary copy), are updated with
incremental changes. The replica placement strategies are based on factors that influence
long-term costs such as the average per-unit cost of storage and the average per-unit cost of
computation at different cloud sites besides the end-user latency requirements associated
with the VMs. With the purpose of minimising migration latencies, associated with live
migration of VMs across WAN, they design a replica placement algorithm that minimises
additional storage requirements. The authors called it CloudSpider.
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In computer science, simulation is the technique for representing the real world by a com-
puter program, which should imitate the internal processes and not merely the results of
the thing being simulated. Robert E. Shannon defines simulation as the process of design-
ing a model of a real system and conducting experiments with this model for the purpose of
understanding the behaviour of the system and/or evaluating various strategies for the op-
eration of the system [106]. Simulation models can be classified along different dimensions.
A continuous simulation uses differential equations (either partial or ordinary), im-
plemented numerically. These type of simulations are most appropriate if the material or
information that is being simulated can be described as evolving or moving smoothly and
continuously, rather than in infrequent discrete steps or packets. Discrete-event simulation
concerns the modelling of a system as it evolves over time, by a representation in which
the state variables change instantaneously at separate points in time. These points in time
are the ones at which an event occurs.
If a simulation model does not contain any probabilistic component, it is called de-
terministic. In a deterministic simulation, a system is simulated under well determined
conditions. In this kind of simulations, only one run is needed and there is no truly random
variable involved. Furthermore, the output is determined once the set of input quantities
and relationships in the model have been specified. Otherwise, stochastic simulation is used
when random input values are needed. Stochastic simulation models produce output that is
itself random, and must therefore be treated as only an estimate of the true characteristics
of the model.
Simulations may be local or distributed. A local simulation is executed on a single
computer. Distributed models run on a network of interconnected computers. Simulations
dispersed across multiple computers are often referred to as “distributed simulations”.
Generally it is difficult to ensure the real capabilities of cloud computing architectures,
or an improvement over an existing one, until the environment is completely deployed. For
this reason, it is very important to obtain an early accurate estimation of which will be
the future performance of the new system. In order to achieve these goals, a widely used
solution by the research community is to use models and simulation techniques.
2.3.1 Simulation tools for modelling distributed systems
During last years, simulation techniques are increasing their role becoming a widely using
tool by the research community [107]. At present, simulation tools are essential for car-
rying out research experiments in distributed systems. These tools go from very specific
component simulation to very large systems, like cloud computing systems.
For instance, in the networking scope we can find NS-2 [108], DaSSF [109], OM-
NET++ [110], and OPNET [111], among others. These simulators are focused on network
details, such as network protocols, path discovery, latencies, or IP fragmentation, but lack
the details to simulate virtualisation-enabled computing resources and applications.
Some examples of frameworks for simulating hosts completely are Simics [112], Gems [113],
and SimFlex [114]. Simics is a full-system simulator developed by Swedish Institute of Com-
puter Science (SICS). Simics is capable of simulate systems such as Alpha, x86-64, IA-64,
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ARM, MIPS (32- and 64-bit), MSP430, PowerPC (32- and 64-bit), POWER, SPARC-V8
and V9, and x86 CPUs. Simics is also used as virtual platform for prototyping embedded
hardware or new processors. Gems and SimFlex are simulators that depend on Simics.
Gems is a simulation toolset to characterise and evaluate the performance of multiproces-
sors systems. SimFlex is a simulation framework which uses a component-based design and
a rigorous statistical sampling, to enable the development of complex models. Also, this
framework ensures representative measurement results with fast simulation times. Those
simulators have detailed multiprocessor memory systems, but they lack of multiple-system
capabilities.
SIMCAN is a simulation platform for modelling High Performance Computing (in
short, HPC) architectures [115]. This platform is aimed to test both existent and new de-
signs of HPC architectures and applications. SIMCAN has a modular design that eases the
integration of the different systems on a single architecture. The design follows a hierarchi-
cal schema that includes simple modules, basic systems (computing, memory managing,
I/O and networking), physical components (nodes, switches, etc) and aggregations of com-
ponents using racks and blades.
In the past decade, Grids [116] grew up for give high-performance services to the
scientific community. To support the researching scope, another set of simulators have been
developed, such as GridSim [117], OptorSim [118], MicroGrid [119] and GangSim [120].
These tools can simulate brokerage of resources and the execution of different types of
applications on different types of computing resources, but they also lack the details to
simulate a cloud environment.
2.3.2 Cloud computing simulation frameworks
In cloud systems there are many factors that have a direct impact in the balance between
the cost of energy/carbon footprint emissions and performance, such as the energy con-
sumption of each component, the management of the virtual machines that are executed
in the computing nodes and the algorithms for saving energy. However, predicting the im-
pact of the energy consumption, even when small changes are applied in cloud systems,
is a very difficult and non-trivial task. In general, the existing methods for measuring the
energy consumption of individual hardware-component are non-scaling and intrusive, and
in some cases, additional equipment is needed. Consequently, calculating the total energy
consumption of executing a set of applications requires a lot of effort. Moreover, these
methods quickly become impractical when scaling to large scale systems due to the cost
of buying power measurement hardware and instrumenting each computing node. This re-
sults in trade-offs between cost, ease of management, performance, and power measurement
detail.
The inherent complexity of cloud systems make simulation techniques of capital im-
portance for acquiring knowledge about the elements that impact both the overall system
performance and energy efficiency.
Due to the fact that cloud computing is a relatively new research area, there are few
simulation frameworks that focus on modelling these systems. Some of them are Grid or
HPC simulators that have evolved to simulate cloud computing capabilities - virtualisation
and resources management. On the contrary, very few simulators have been created from
scratch.
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Next, some of the most well-known simulation frameworks are classified and described
(see table 2.1). In order to perform this classification, nine relevant features for simulating
cloud systems have been chosen to give a comparison of the simulation frameworks: Lan-
guage represents the programming language used to program the simulation framework;
Open Source means that the code is licensed to free redistribution and access; GUI in-
dicates if the simulation framework have a Graphical User Interface (in short, GUI) for
helping users to model and configure simulated environments; Physical models represent
if the simulator provides mechanisms for modelling the hardware components of a node;
Communication model refers to the communication components to perform simulations of
distributed systems, such as data centers and cloud federation; Virtualization model indi-
cates that the simulator has a virtualisation layer to define and simulate virtual machines;
User model means that the simulator considers the possibility of multi-tenancy, i.e. sim-
ulating several users and giving the possibility of defining the resources and jobs for each
user; Scheduling model indicates that the simulator provides methods for resource provi-
sioning and user-job provisioning/scheduling on virtual machines; Finally, energy model
refers to the possibility of performing simulations by measuring energy consumption.
To the best of our knowledge, the simulation frameworks that are best suited for the
purpose of modelling and simulating cloud computing environments are CloudSim [121],
MDCSim [122], GreenCloud [123], SimGrid [124], PVMsim [125], Virtual-GEMS [126] and
SPECI-2 [127].
In the case of CloudSim, there are several research articles showing the obtained results
on this simulator [128, 129, 130]. This tool was initially based on a grid simulator [121]
(this being GridSim [131]). A new layer was implemented on top of GridSim to add the
possibility of simulating cloud systems. Newer versions of CloudSim have been re-designed
from scratch, and do not rely on GridSim anymore. A good feature is that CloudSim
still has some drawbacks. For instance, there are no models for creating communications
between virtual machines in several data centers. Another drawback is the fact that it is not
possible to simulate overload in nodes. However, CloudSim provides CloudAnalyst [132],
a GUI which allows the configuration of high level parameters.
MDCSim is an event-driven simulator similar to CloudSim. It has been designed as a
pluggable three-level architecture. The simulator captures all the important design specifics
of the underlying communication paradigm, kernel level scheduling artefacts, and the ap-
plication level interactions among the tiers of a three-tier data center. MDCSim is capable
of measuring power consumption across the servers of a multi-tier data center. However,
this simulator provides mechanisms for modelling with a high level of detail disk drives,
communication networks, schedulers and the application layer. On the contrary, MDCSim
is not able to model with this level of detail components such as memories or CPUs. In ad-
dition, the main drawback when considering MDCSim is that it is not available for public
download since it is built on CSIM, a commercial product [133].
GreenCloud is an extension for the NS2 network simulator [108]. GreenCloud is focused
on simulating the communications between processes running in a cloud at packet level. In
the same way as NS2, it is written in C++ and OTcl, being a disadvantage for this tool,
since two different languages must be used to implement a single experiment. GreenCloud
provides plugins that allow the use of physical layer traces that make experiments more
detailed. For instance, a packet loss probability in the optical fibre depending on the


















































SPECI-2 does not provide a GUI to ease the parameters configuration of experiments, the
post-processing after simulation experiments, and the graphics creation from the output
















Open Source yes no yes yes yes yes yes
GUI yes yes yes yes yes yes no
Models
Hardware limited limited limited limited full yes limited
Communication limited limited full full no no full
Virtualization full no no limited yes yes yes
Users limited limited limited no no no no
Scheduling full no limited limited limited no limited
Energy limited limited limited no no no no
Table 2.1: Summary of simulators models for cloud computing systems.
Table 2.1 summarises the comparison of the previously described simulators for cloud
systems. Most of these simulators are focused on the behaviour of the networks in dis-
tributed environments, such as CloudSim, MDCSim, Green Cloud, and SimGrid. On the
contrary, the rest of them are designed (or adapted) to simulate a single node behaviour
and its virtualisation layer. Moreover, aspects like modelling the user’s behaviour, resource
management, and linking applications to resources to optimise performance are not taken
into account. The notation for the terms of table are grouped depending on the completion
of its implementation and models. If a simulator provides full implementation of given
feature, the value is marked as yes; limited is used to indicate that this feature is not
completely implemented; no, has been used for those features that are nor implemented
neither modelled by the simulator.
From the simulators previously analysed, only CloudSim, MDCSim and GreenCloud
offer mechanisms to perform experiments for measuring the electrical power. Moreover, the
energy models provided by these simulators do not provide enough level of detail to model
efficiently the energy consumption. Instead, they use different methods for measuring the
energy consumption, like using consumption forms for CPUs or considering the node as
an unitary consumption block. This is why the provided physical models are not suitable
to perform accurate cloud system simulations, hindering in most cases the possibility to
achieve energy experiments. In fact, the energy consumption of nodes is modelled linearly
when number of active CPUs grows as well.
2.4 Summary
Cloud computing is a business opportunity for big companies in computer science and
the chance for users shifting in a technology that offers elasticity, flexibility, and ad-hoc
solutions. Furthermore, users may save money by avoiding obsolescence and maintenance
of their own equipments.
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As a result of a major usage of big data centers providing cloud computing solutions,
the energy consumption is focused in a single point, the cloud providers. This ever increas-
ing energy consumption of the data centers causes the problem of supplying enough energy
for nodes, and also supplying enough energy for refrigerating each consuming node. Due to
this fact, the researching area of energy aware and green computing have shifted, turning
from increasing the performance of the data centers to minimise its energy consumption.
In this chapter we have shown the state of the art techniques and solutions for mod-
elling energy consumption in computing systems, and the major simulation techniques and
platforms existing currently for cloud computing systems.
One of the main issues for scientists and researchers is the complexity and cost of
equipments and tools for analysing their techniques for saving energy. In addition, the
measurement techniques may be invasive and costly. For this reason, it is necessary a sim-
ulation platform to model and simulate cloud environments and its underlying data center
with the corresponding energy models to calculate the hardware consumption. Considering
all the limitations exposed in existing tools for modelling and simulating cloud systems, a
new platform should be designed to provide functionalities that implement those uncovered
features.
Next chapter, Modelling and simulating cloud computing environments presents the
iCanCloud simulation platform, a proposal of a flexible and scalable simulator that aims
to study the trade-offs performance-energy consumption.
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This chapter presents our approach of a flexible and scalable simulation platform for mod-
elling energy-aware cloud computing systems. The design of this simulation platform is
aimed to build cloud models by configuring each part of the cloud system independently,
that is, the hardware part of the cloud, management policies, virtualisation and energy
consumption.
The new contributions presented in this chapter are propose a model for system ar-
chitecture and propose a model for energy of system. On one hand, this design provides
a cost-effective method to build a wide range of cloud configurations. On the other hand,
large systems, containing a vast number of nodes, can be modelled in order to analyse the
energy consumed by these nodes, and therefore, the total amount of energy required to
sypply the complete system.
3.1 Introduction
Cloud computing systems are commonly supported by large data centers containing a
vast number of nodes. Basically, those nodes provide two basic services: computing and
storage. While computing nodes provide powerful CPUs to execute several VMs, storage
nodes focusing on attending remote data accesses efficiently by using fast and high-capacity
storage devices.
However, maintaining these systems require great amounts of energy. In this scope, a
small reduction of the energy consumed by nodes may be reflected as great economic saving.
Although data-sheets provided by manufacturers facilitate the calculation of the theoretical
energy consumed by each node, the characterisation of the total energy consumed by the
entire data center is a complex and difficult task. Also, the high and unpredictable number
of users requesting resources concurrently hampers this task.
This problem is not linear and neither new for the scientific community. Several stud-
ies focusing on characterising the energy consumed in data centers are usually intrusive. In
some cases, these methods involve directly instrumenting the motherboard with multime-
ters in order to obtain each power connector’s voltage and current, thus obtaining real-time
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power consumption [13]. The decision of performing internal modifications on nodes for
saving money against the possibility of damaging, or ever loosing, the modified nodes, is
difficult to take by the owners of a data center.
The raising complexity of cloud systems has made simulators a very helpful alter-
native for designing and analysing large and complex architectures. Dimensioning a data
center, calculating its trade-offs or studying both actual and non-existent cloud computing
architectures are some of the issues alleviated by using simulation tools.
Since the underlying architecture of cloud computing environments is transparent for
users, main interest of these users rely on the pair costs-resources for executing applications
and managing data. In the scope of cloud computing, where pay-as-you-go business model is
the main link between user and the cloud, the quantity of rented resources and/or the time
to complete executions may acquire great importance. Hence, simulators are specially useful
for estimating the trade-offs between cost and performance, allowing users to estimate the
best fitting of their requirements for a given budget.
In order to alleviate the previosly described drawbacks, a simulation platform, called
iCanCloud, have been designed and modelled. The iCanCloud simulation platform is aimed
to study and analyse the trade-offs between energy consumption and performance in cloud
systems. The main advantages provided by iCanCloud are following summarised:
• Scalability: the size of the underlying cloud architecture can vary from several com-
puters to thousand of machines grouped in racks.
• Flexibility: users can model and simulate a wide range of cloud computing configura-
tions. Since the cloud system can be modelled by configuring each part of the cloud
independently, its easy to combine pre-defined parts of the system in order to build
different cloud models.
• Non-existent systems: users are able to model both actual and non-existent cloud ar-
chitectures to estimate the trade-offs between performance and energy consumption.
• Costless: using the proposed simulation platform does not require specific hardware
to be executed. Also, a cloud is not required for experiments.
• Ease of use: iCanCloud provides a GUI where the users can easily and quickly model
complete cloud environments.
The simulated cloud systems are modelled by using a collection of modules represent-
ing the behaviour of actual components of real cloud systems. These modules focusing on
modelling physical devices, like CPUs, disks, networks and memories, and software ele-
ments, like applications, VMs, file systems and scheduling policies. All these components
are hierarchically organised within the repository of iCanCloud. Moreover, the scalable
design of iCanCloud allows to include new models in this repository, widen the range of
possible cloud systems built using iCanCloud. Thus, figure 3.1 shows the layered schema
of the simulation framework.
The bottom layer of the figure consists of the hardware models layer. This layer basi-
cally contains the models that are in charge of modeling the hardware parts of a system, like
disk drives, memory modules and CPU processors. Using those models, entire distributed
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Figure 3.1: Basic layered schema of iCanCloud architecture 
systems can be modeled and simulated. In turn, this layer consists of four groups, where 
each corresponds to a specific basic system: processing system (CPU), memory system, 
storage system, and network system. 
The hypervisor is the layer on the top of the physical resources that is responsible for 
managing resources purchased by users. Therefore, it provides to users the abstraction layer 
that virtualise hardware, allowing to schedule VMs requests for accessing the devices, being 
the key of cloud computing systems. Thus, hypervisor scheduling policies that orchestrate 
accesses to hardware, may be created by users to analyse the impact of sharing the hardware 
system due to virtualization layer environments. 
Upper layer consists of a VMs repository. This repository contains a collection of VMs 
defined by the user. It is possible to customize or add VMs models created by users defining 
non existent or existent VMs images, such Amazon EC2 instances, to the VMs simulation 
repository. Each VM is modeled by configuring the corresponding virtual resources pur-
chased by users. 
In a cloud system, the VM one of the ma.in modules that defines a cloud computing 
system. Similarly, it is modeled as a building block for creating experiments by users. In 
these systems, as t he schema exhibits, VMs are in charge of hiding the hardware details, 
providing to users a logic view that corresponds with the user requirements. Thus, the 
VMs models defined in this layer use the previously defined hardware components defined 
in the bottom layer. 
Otherwise, the application repository contains a collection of pre-defined applications 
customized by users. Similarly to the repository of VMs, initially this repository provides 
a set of pre-defined applicat ion models. Those models will be used in order to configure 
the corresponding jobs that will be executed in a specific instance of a VM in the system. 
Moreover, new application models can be easily added to the system, because iCanCloud 
provides an API in order to ease the development of new application models. 
The basic system's API module is directly connected with the hypevisor model layer. 
Basically this module contains a set of system calls which are offered as an API (Appli-
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cation Programming Interface) for all applications executed in a VM model. Thus, these
system calls provide the interface between applications and the services provided by hard-
ware models managed by hypervisor. Moreover, it is possible to write applications to be
simulated in the simulation platform using this API. In order to maintain a certain degree
of compatibility, this API pretends to be a subset of POSIX. Moreover, a high level layer
for developing distributed applications is designed. This layer is placed in the application
component and provides standard interfaces for executing MPI applications.
Upper layer, called cloud manager, consists of a module in charge of managing in-
coming requests for purchasing resources as instances of VMs, where user’s jobs will be
executed. Once a job finishes its execution, the VMs where jobs have been executed are
set as idle, and then re-assigned as available resources to execute the remaining jobs. This
module may contain costs policies to assign VMs into specific servers by the corresponding
heuristic.
Finally, at the top of the architecture is the cloud system. This module contains a
definition of the entire cloud system, which basically consists on the definition of the man-
ager, the definition of each VM that composes the system, and the definition of hardware
that composes the underlying architecture of the data center.
However, all these components are hierarchically organised. Moreover, the model has
been designed to be scalable, allowing to include new models in this repository, widen the
range of possible cloud systems.
Moreover in order to show the architectural structure of the simulation platform at
design level, Figure 3.2 shows main blocks and relationships which build up iCanCloud. It
has been designed using submodels that contains a essential part of a Cloud Computing en-
vironment. Each submodel that represents a basic subsystem, that is, computing, memory,
storage, PSU (Power Supply Unit), and network, is connected to an Energy Meter module.
Basically, this module calculates the energy consumed by the hardware device linked to it.
In turn, each Energy Meter is linked to the Energy Manager, which is in charge of gather-
ing the amount of energy consumed by every component in the cloud system. Therefore,
the Energy Manager manages the energy consumed by individual hardware components,
the aggregated consumption of each computing node and the overall energy consumption
in the entire cloud system.
Each node contains a Hypervisor module. The underlying design of the Hypervisor
module achieves resource virtualisation and multi-tenancy, where jobs of different tenants
that are running on the same computing node can share resources, while their jobs are
isolated from each other.
The Cloud Manager is the master key of the simulation core. This module is directly
linked with the Energy Manager and with each VM in the cloud. The main objective of
the Cloud Manager is to allocate VM’s, requested by tenants, in the available computing
nodes in the cloud. Also, due to Cloud Manager contains information about the energy
consumption of each node, it can use different intelligent scheduling algorithms in order
to optimise trade-offs between energy consumption and performance. In fact, the design
of this module allows users to interchange different scheduling policies, or even write new
ones, to analyse both performance and energy consumption of the cloud system.
From now on, the term user is used to refer the person who uses the simulation
platform, and tenant refers to the person who purchases services of the modelled cloud
32
3.2 Modelling the basic subsyst em s of a node 
Tenant Tenant 












PSU Memory sy•tem 
ocurrences of 
provisioning I uses 
I 







request .,_ Cloud 
resources Manager manage ..,._ 
manage .,_ , allocate 
execute on._ ---------------- VM executes on._ 1----------------1 lfypervlsor 
& has 




in a simulated environment. Each tenant in the system is individually modelled by using 
the Tenant module, where a tenant is defined by its behaviour and the set of jobs that 
are executed in VM's. Basically, this behaviour represents how each tenant executes jobs 
in VM's. For example, we define FIFO tenant as a tenant that uses a FIFO policy to 
map their applications to VMs, such that the first VM purchased is used to execute the 
first job defined by this tenant. On the contrary, we can also define intelligent tenant as a 
tenant that selects the most powerful purchased VM to execute the job that requires more 
resources. Finally, the Tenant Generator module is aimed to create tenants following an 
statistical distribution to simulate their arrival in the cloud system. 
In order to provide a high level of flexibility, those models representing actual cloud 
systems, built using iCanCloud, have been structured in four independent sections: physical 
resources, energy consumption, virtualisation of resources, and management of the cloud 
system. 
3.2 Modelling the basic subsystems of a node 
Cloud systems consist of several components, both hardware and software, such as CPUs, 
memories, communication networks, hypervisors, VMs and resource provisioning policies. 
These components are combined to build nodes, it being those nodes also combined to 
build data centers. In order to properly simulate realistic cloud systems, the models that 
simulate these components are combined to build nodes, using the same schema as the real 
cloud systems. 
These nodes are connected through a communication network, allowing users to con-
figure the topology of each modelled cloud. Generally, large systems group nodes in blades, 
and these are grouped in racks. Hence, different cloud configurations can be easily modelled, 
like private scientific clouds and large storage data centers. 
Figure 3.3 shows the section of iCanCloud focusing on modelling the hardware part 
of cloud systems, which is highlighted with dark grey boxes. Those models, that represent 
the main hardware devices of a node, are CPU, Memory, Storage, Network, Power Supply 
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Figure 3.3: Class diagram focusing on the design of a node in iCanCloud 




The physical view of a node containing t he basic systems, modelled using iCanCloud, 
is depicted in Figure 3.4. In order to process the requests sent by the applications, the 
Operating System (in short, OS) has been modelled as a module that contains the software 
components for managing each basic systems. The OS API is the center module of the OS, 
focusing on redirecting each request to the corresponding service. All physical subsystems 
are linked to the PSU, which is responsible for managing their main energy states depending 
on the global state of the node. For example, if the node is in off state and it is required 
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Figure 3.4: Model of the internal subsystems in a node 
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Since iCanCloud allows to fully customise the configuration of each node, heteroge-
neous cloud architectures can be modelled in order to represent the behaviour of realistic 
cloud systems. Figure 3.5 shows an example of an heterogeneous data center. This data 
center consists of three different types of nodes. The right part of the schema shows each 
node type and its internal parts. Usually, T his heterogeneity of a data center is caused due 
to several reasons, like the obsolescence of equipments or a dimensioning of a data center. 
In both cases more computational resources must be added to the system. These new nodes 
are targeted to provide a basic service, such as data storage, where computational resources 
are minor but storage resources needed are higher, or on the contrary, attempting more 
computational resources where storage are less important against a powerful computing 
system. 
Figure 3.5: Example of an heterogeneous cloud system modelled using iCanCloud 
3.2.1 CPU Model 
The model that represents the CPU system in iCanCloud consists of three parts: a sched-
uler, a set of cores and a processor controller. The main objective of this model is to 
calculate the time required to execute a specific number of instructions. In iCanCloud, 
these instructions are grouped in c.omputing blocks, which are measured in millions of in-
structions (in short, Mis). Thus, different applications may request to execute different 
computing blocks in a shared CPU. 
The CPU scheduler manages those computing blocks that arrive to the CPU system, 
in order to execute them in a CP U core. Thus, the main objective of this module is to select, 
following a pre-defined strategy, both the computing block and the CP U core where this 
computing block is going to be executed. Hence, the strategy used by the scheduler may 
allow parallelism between applications, for example, executing different blocks in different 
CPU cores, or interleaving computing blocks in a single core. 
iCanCloud provides three different scheduling strategies for managing computing blocks: 
FIFO, Round-Robin, and priority-based. Moreover, new strategies can be added to the sim-
ulation platform [138, 139]. 
Each CPU core calculates the time required to execute computing blocks. The portion 
of each computing block to be executed is set by the CPU scheduler. The computing power, 
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Figure 3.6: Modelling of the computing system 
The sub-state machine allocated within CPU Core, called Recalculate IPS, shows how 
the performance states of each core are modulated by modifying their frequencies. The 
equation used to perform this task is defined as: 
1 
IPT = MIPSx k 
tic s newState 
(3.2) 
where IPT is the new value (Instructions Per Tick) used in the new state of the CPU 
core, and ticks_ new State is the number of ticks per second performed by the core in its 
new performance state. 
Figure 3. 7 shows an example of how our proposed simulation plat form simulates the 
computing system using a FIFO algorithm. Basically, the computing system is charac-
terised by using three components, a CPU scheduler (left), a CPU controller (right) and 
CPU cores (bottom). In order to represent the state of each computing block we use two 
different colours, while black represents the part of t he computing block that has been 
executed, white represents the part of the building block that has not been executed yet. 
Those computing blocks allocated in the scheduler are waiting to be executed in any of the 
CPU cores. On the contrary, those computing blocks allocated in a CPU core are being 
executed. 
Figure 3.7.a shows a snapshot of the computing system where both Core1 and Core3 
are executing a computing block. The CPU scheduler contains two computing blocks, B1 
and B2. The CPU controller manages the state of each CPU core. At this point, Core1 
and Core3 are in A state, while Core2 and Core4 are off. The CPU scheduler ask for 
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Figure 3. 7: Example of the CPU system modelled using iCanCloud 
an available core to the CPU controller Q). Hence, CCYT'e2 is assigned to execute the next 
computing block, that is, B1 @. Finally, a new computing block arrives to the computing 
system, it being this block B3 @. 
Next , a new computing block arrives to the computing system, B4 @ (see Figure 
3.7.b) . The CPU Controller changes the frequency (/cLk) of CCYT'e2 , setting its state to B 
state, in order to increase the number of instructions executed per tick@). Both CCYT'e1 and 
CCYT'e3 continue their execution in A state. The CPU scheduler assigns Core4 to execute 
the next computing block, that is, B2 @. 
Figure 3. 7.c shows the last snapshot of this example. At this point, both Core1 and 
Core3 have finished to execute their computing blocks. Therefore, these blocks are sent 
back to the operating System Ci). The CPU scheduler checks for an idle core ® and then 
it assigns Core1 to execute B3 ®· 
3.2.2 Memory model 
The memory system has been modelled using two different modules: a memory module and 
a memory manager. The memory module represents the physical characteristics of the main 
memory, it being responsible for simulating features like the size of t he memory, bandwidth 
and latency times. The memory manager is in charge of modelling the structure of the 
memory, that is, the blocks that contains data. This module is also in charge of managing 
requests for allocating, and freeing, memory pages. Moreover, the memory manager could 
deny a request if the quantity of free memory is minor than the memory requested by the 
application. On the contrary, when the manager receives a request for freeing memory, it 
updates the number of free blocks in the system. 
Basically, the main memory has modelled as a finite set of contiguous blocks. Using 
this logical view, each memory block represents a memory page. The size of the memory 
page and the total number of pages define the total size of the modelled memory. More-
over, different latencies have been also considered for modelling the main memory, such as 
reading, ·writing and searching for a memory page. 
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Using this model, the analysis of the scaling up of applications by calculating the 
amount of memory requested by each application is possible. Figure 3.8 shows the modelling 
of the memory system used in iCanCloud. 
3.2.3 Storage model 
The iCanCloud simulation platform provides a customisable storage system that consists 
of different modules (see Figure 3.9): a virtual file system (in short, VFS) , file systems, 
a volume manager and storage devices. Each one of these modules can be customised 
individually. Therefore, iCanCloud allows to create a wide range of storage configurations, 
including parallel file systems, remote storage partitions and RAID systems. The basic idea 
for modelling the storage system lies in the translation of the data requested by applications 
to the list of blocks that contain such data. The complete behaviour of the storage system 
modelled in iCanCloud is described in Figure 3.10. 
Virtual file system 
The provided model of a virtual file system allows tenants to use different file systems. 
Basically, the main objective of this module is to filter data requests from different tenants 
Arrives a new 
memory request 
RAM memory operations 
1/0 Operations 
Send request 
to storage system 
Figure 3.8: Modelling of the memory system 
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Figure 3.9: Basic schema of the storage system 
and redirect each request to the corresponding file system. Since each file system is mounted 
in a specific path in a shared directory t ree, this task can be easily achieved by analysing 
the absolute path generated by the incoming request. 
Since the storage system would be used in a virtualised environment, it must allow 
tenants to create and destroy file systems each time a VMs is deployed in a node to be 
executed or, by the contrary, when VMs are shutting down. This design provides a high 
level of flexibility to create customised storage configurations, allowing to mount different 
file systems in remote storage servers, in run-time. The virtualisation part of this system 
is explained in more detail in Chapter 4. 
F ile system 
A file may be defined as the set of data blocks that composes of unitary logical structure 
created by user to storage data. Accordingly to this definition, the file system is the part of 
the storage system responsible for translating data requests into a list of blocks containing 
such data. 
Since iCanCloud has been designed towards providing a high level of flexibility, this 
storage system allows the development of different modules that implements the func-
tionality of a file system. Thus, different strategies can be implemented to perform this 
translation. Similarly, in other simulation platforms, different models to simulate file sys-
tems have been developed in the past [140]. 
However, in the current version of the simulator, a basic strategy has been implemented 
to represent the behaviour of file systems. Basically, this strategy consists in calculating 
the amount of blocks required to satisfy a given data request. The main advantage of this 
strategy is performance. Instead of using a list of those physical blocks containing the 
requested data, only the number of blocks are required, which avoid a lot of computation 
for each data request. Consequently, the level of fidelity provided by using this strategy 
may be slightly decreased. 
The main reason to use this strategy is the complexity of the modelled systems. Since 
cloud systems may consist of thousand of nodes, using a list of blocks per data request 
in each file system may slow down the simulation considerably. Also, since iCanCloud 
provides a detailed layer of virtualisation, implementing and debugging highly detailed file 
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Chapter 3. Modelling and simulating cloud computing environments
Volume manager
The Volume manager is the part of the storage model responsible for managing read and
write operations of data blocks. Basically, this component receives data block requests from
file systems and locates the data to perform a read or write operation. In iCanCloud, the
volume manager has been modelled using four modules: a cache memory, a scheduler, a
storage manager and a storage controller.
The model of the cache memory consists on maintaining the most frequently used
data blocks managed by the volume manager. Then, those blocks requested from the file
system that are stored in this cache, will be processed in this module, performing faster
the incoming requests from file system. This models implements an statistical strategy to
calculate if current processed block cached using a customisable hit ratio.
The scheduler manages requests of those data blocks that are not stored in cache.
Depending on the modelled architecture, this policy may be customised by the user to build
the behaviour of strategies such as FIFO, elevator algorithm, CSCAN and new strategies
for managing data blocks.
The block manager is in charge of redirecting each data request to the device containing
such data. This module can be configured for using several storage devices. For example,
if the storage system contains several hard disks, this module may operates using those
disks as a single volume, like a RAID system.
Finally, the Storage Controller is responsible for controlling the states of the physical
devices. Similarly as CPU controller manages the state of CPU cores, Storage Controller
manages the states of storage devices. Moreover, the user may customise the transitions
between states, adding or removing states, in order to configure a specific storage device.
Physical devices
Finally, the physical part of the storage system consists of physical devices. The main task
of these modules is to calculate the time required to operate with the set of the requested
data blocks. Basically, these modules performs two different operations, read and write.
Thus, once a request arrives, the device analyses the operation. While read operations
demands returning the read block, write operations only return the result of performing
this operation.
The iCanCloud physical device model allows to simulate any storage device by defining
the corresponding set of parameters that represents its physical features. Those parameters,
that are usually provided by manufacturers, have to be included in the simulator by users
in order to model different physical drives.
3.2.4 Network interface model
The network is paramount to a cloud computing environment. The INET framework [141]
has been leveraged in order to simulate a network system accurately. It provides a com-
plete set of modules for simulating a complete network stack, architecture models, and
configurations to simulate wired networks. However, its main drawback is the complicated
configuration and use. In order to ease the use of network services, we provide a POSIX-like
API. This API is used by tenants to manage their virtual machines and applications. The
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cloud manager uses this API as wel when manage resources, such as remote data storage. 
3.3 Modeling the energy system of a node 
At present, the energy consumption and its management in cloud computing environments 
is one of the main chalenges faced by the research community. In order to model the energy 
consumption, several alternatives have been explored to adequate this charastecristic to 
the simulation platform. 
An easy energy consumption model consists in including a global consumption estima-
tion of the nodes depending on their states: idle, of, and running applications. Although 
this method is easy to model and provides a good performance, the results provided contain 
a significant error. This is mainly caused because this model only consider a uniform work-
load, which does not represent real cloud systems. Other methods consist in embedding 
average consumption values of hardware components to perform experiments. This method, 
however, does not take into account varying resource utilisation because it only works with 
constant averages. As shown by Barroso and Holzle [58], resource utilisation greatly influ-
ences the energy eficiency and energy proportionality of computing systems. In addition, 
neither of the described methods are flexible and scalable to alow user-customisation of 
simulation experiments by changing how power consumption values are calculated. 
The model of iCanCloud, aimed to improve these gaps, is based on calculating power 
consumption values by modeling each component separately, in order to obtain the total 
power consumption of each hardware device in the cloud system. This, of course, not only 
includes computing systems, but also networking equipment, it being al of them simulated 
as wel. Thus, each model that simulates a hardware device in the cloud consists of two 
modules. The first module, caled component model, simulates the underlying behaviour 
of the modeled device. The other module, caled energy meter, calculates the amount of 
energy consumed by the modeled device. In turn, the energy meter consists of two diferent 
modules: energy states and a consumption calculator (see Figure 3.11). 
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Figure 3.11: Energy consumption mechanish 
3.3.1 Energy states 
Every real hardware device such as memories, hard disk drives, network interface cards (in 





















































































































































Chapter 3. Modelling and simulating cloud computing environments
The energy manager offers an API to be used to perform different resources provision-
ing policies depending on consumption values, QoS, or/and calculate performance values
of each node.
3.6 Summary
This chapter presents the models for simulating a flexible and scalable simulation platform
for modelling energy-aware cloud computing systems. The models exhibited presents the
models for performing
This chapter presents our approach of a flexible and scalable simulation platform for
modelling energy-aware cloud computing systems. The design of this simulation platform
is aimed to build cloud models by configuring each part of the cloud system independently,
that is, the hardware part of the cloud, management policies, virtualisation and energy
consumption.
The new contributions presented in this chapter are propose a model for system ar-
chitecture and propose a model for energy of system. On one hand, this design provides
a cost-effective method to build a wide range of cloud configurations. On the other hand,
large systems, containing a vast number of nodes, can be modeled in order to analyse
the energy consumed by these nodes, and therefore, the total amount of energy required
to supply the complete system. Moreover, iCanCloud has been designed to measure the
energy consumption of each modelled hardware device, it being customisable for including
new models, widen the possible scenarios built using iCanCloud. Therefore this allows to
perform experiments with different level detail focused on different areas of the scope of
distributed systems.
An autonomous energy management has been included jointly with hardware compo-
nents. Thus, theoretical models from different researching studies has been incorporated
into component models, measuring the energy consumed of each component. This tech-
nique avoid invasive or costly techniques to measure the energy consumed by hardware
devices.
Moreover, virtualisation of physical resources is the main aim of cloud computing sys-
tems. The optimization of hardware resources usage in these systems involves saving energy,
reducing the carbon footprint. Otherwise, it may entail to harm applications performance
due to the servers overloaded. In order to ease the study of techniques for improving physical
resources usage in cloud computing environments, next chapter Simulating energy-aware
virtual environments in cloud systems exhibits the simulation models for virtualisation




environments in cloud systems
This chapter presents the models for simulating the virtualisation layer in cloud comput-
ing environments. Basically, these models exhibits the management of tenant requests,
network addresses, physical resources hostage, and how to obtain energy-efficiency mea-
surements from physical devices. The inclusion of virtualization models into the simulation
environment will allow to analyse existing/new scheduling techniques, improving servers
performance, and saving energy from cloud computing systems.
The new contributions presented in this chapter are the techniques for modelling
virtualisation in cloud computing environments, it being implemented in the iCanCloud
simulation platform. Commonly, performing experiments on real hardware may be costly,
invasive to the hardware and difficult to be fulfilled without harming users performance.
This proposal is focused on providing techniques to perform studies in those elements that
have a direct impact on both performance and energy efficiency of data centers, such as
hypervisor scheduling policies, virtual machines management policies, and different user
workloads.
4.1 Introduction
Cloud computing offers to users a pool of interconnected resources through the Internet,
hindering the physical layer that supports the computational load. The usage of virtual-
isation techniques boost the growth of cloud computing, offering to both providers and
users capabilities that are not possible at bare-metal computers. Thus, the main benefits
for exploiting virtualisation in large systems, such as cloud systems, are summarised as
follows:
• Accessibility: users data are always available to be accessed from different devices
and any geographical area.
• Uptime increment of applications: live migration, storage migration, fault tolerance,
and distributed resource scheduling techniques allow to increment applications up-
time.
49
Chapter 4. Simulating energy-aware virtual environments in cloud systems
• Improvement of disaster recovery: by removing dependencies between applications
and hardware vendors/server models, no longer maintaining identical even obsolete
hardware in order to keep the production environment.
• Ease applications prototyping: due to the possibility of build self-contained labs into
virtual machines, working over isolated networks.
Server virtualisation techniques allow to isolate applications into virtual machines.
Thus, a single physical server using virtualisation techniques, permits several virtual ma-
chines allocation on it, even executing different operating systems. This technique is known
as virtual machines management (in short, VMM). An example of VMM is server consol-
idation, which aims to reduce the energy consumed by servers and the overall footprint
of the entire data center. Basically, it is focused on allocating as much virtual machines
as servers can support, in order to reduce the number of active servers. Consequently, it
requires less servers running, less networking gear, and less number of racks needed, being
translated to less space required at a data center room. The final result is a reduction of
monthly electricity bills, invested on supplying servers and cooling system of the data cen-
ter. Unfortunately, once a server reaches its full operating capability, this causes a direct
performance decrement on applications executed at hosted virtual machines. Therefore,
archiving a balance between energy consumption reduction by using VMM techniques and
performance reduction is a current challenge and hot topic.
Providers of public cloud computing environments offer virtualisation services to be
purchased by users. The problem arises when thousands, or even millions of users, access
concurrently to the system. It hampers system modifications due to the impact on perfor-
mance and energy efficiency. On the one hand, a change at provisioning resources policy
may have a positive impact by saving energy and improving the performance of servers,
such as server consolidation techniques. On the other hand, applying different techniques
on data centers to reach a fair balance between energy consumption and performance may
be difficult, being conditioned to several factors. Some of these factors are: the workload
variability of users, the hypervisor management techniques to virtualise physical devices
of servers, the selection of servers from data center to host VMs, the quantity of VMs that
are placed at each node, and the technique (commonly) costly/invasive to servers that is
applied to obtain power consumption metrics.
In order to alleviate these factors, the simulation models for virtualising cloud com-
puting environments have been designed. In addition, these models are included into iCan-
Cloud simulation platform allowing to simulate virtual machines, hypervisors, VMM tech-
niques, and the trade-offs between performance-energy impact by using different scheduling
policies. Therefore, physical resources model previously described in Chapter 3 supports
the virtualisation layer models.
Figure 4.1 shows a basic schema of virtual resources and management systems in
iCanCloud. Due to the underlying dynamic nature of cloud environments, the core piece
responsible for managing physical resources, interacting with tenants, and brokering virtual
resources, is the cloud manager. It links tenants with physical data center resources. The
tenants represented by the left box at figure, need the cloud manager to attend their
requests for resources. Thus, cloud manager is responsible for attending a set of incoming
petitions by following a previously set-up scheduling policy. In order to provide flexibility
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and usability to the simulation models, these scheduling policies may be customized or 
new-designed by users, including them at simulation repository. 
Tenants 
....... -···· 
. . .r-···· 
......... --· ....... -
__.....,., •.. --· 
. ....--·.,., .. --· 
Figure 4.1: Global schema of iCanCloud virtualisation model 
The Energy Manager, that is a part of Cloud Manager, manages the energy data of 
nodes. It links the node energy meters to obtain the power consumption of physical devices 
built-in each server. 
The link between the Cloud Manager and the Physical Resources exhibits the re-
sponsibility for managing physical resources, creating Virtual Resources for the Tenants 
to interact with them. The Virtual Resources are: computing power, amount of storage, 
amount of memory, and bandwidth network, that can be purchased by Tenants. Therefore, 
these Virtual Resources correspond directly to virtual machine images allocation offered 
by cloud provider, and deployed at system by Tenants. 
Next, iCanCloud models in charge of virtualisation layer of computing systems are 
shown, being hypervisor responsible for node physical resources management, and the 
cloud manager responsible for servers resources provisioning. 
4.2 Modelling the hypervisor 
Virtualisation techniques isolate physical resources from software. Applications, operating 
systems, and system services, are usually encapsulated inside virtual machines in order to 
get better physical resources usage. The abstraction level offered by virtualisation liberates 
software from being tied to specific hardware components. Thus, logical environments that 
composes virtualisation techniques are independent from underlying architectures, giving 
to applications performed at virtual machines the capability to be executed on a wide 
variety of computer systems. 
Currently, multiple alternatives can be found for building the virtualisation layer such 
as: KVM, Microsoft Virtual Server and Virtual PC, User Mode Linux, VMWare, Xen, 
Virtual Iron and Parallel Workstation. In spite of the great variety of software aimed 
to virtualise physical resources, the main concept of all these alternatives is to manage 
the applications requirements to perform operations, respecting the isolation imposed by 
virtual machines. Hence, the model for simulating virtualization is inspired by these al-
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ternatives. This model achieves the following tasks: to orchestrate accesses to hardware 
devices by using a fully customized policy, and to offer a set of virtualized resources to 
perform applications over physical resources. 
Figure 4.2 highlights with dark grey boxes the virtualization layer of the iCancloud 
class diagram. The VM box represents single virtual machine images requested by tenants. 
Moreover, the logic for managing the physical resources requested by VMs is responsibility 
of the Hypervisor. 
Virtual machines accesses are managed by Hypervisor, that allows multiple tenant ap-
plication instances defined as Jobs at Figure 4.2. These applications run concurrently within 
virtual machines on each single computer. The resources are dynamically partitioned shar-
ing available physical hardware such as: CPU, storage, memory, and network devices. Each 
Node model has been designed to support the virtualisation layer management performed 
by hypervisor. 
The Hypervisor has been modeled as special type of application. It is a container 
of applications, more precisely virtual machines. Main responsibilities for hypervisors are 
managing available physical resources, creating new virtual machines, releasing resources 
when virtual machines has finished, and scheduling operations performed by jobs running 
into virtual machines. 
Figure 4.3 represents the internal structure of a node from a virtualisation perspective. 
The bottom area represents the physical resources: CPUs, memory, hard disk drives and 
network cards, that are described previously at Section 3. 2. 
Middle area of schema shows the virtualization layer, being the hypervisor the core of 
the model because it controls all the accesses to physical devices. All the operations issued 
by applications has to be scheduled passing through the hypervisor. Four parts composes 
on the hypervisor model: the storage manager, the network manager, the memory manager, 
and the CPU manager. Each manager handles a specific type of operations, depending on 
the resources that are requested by applications: the storage manager controls instructions 
issued to the storage devices; the network manager administers the communication between 
nodes; the memory manager supervises the input/ output operations to main memory de-
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Figure 4.3: Global schema of the virtualisation model in iCanCloud 
vice; finally, the CPU manager controls requests to perform computational accesses. These 
managers handle the amount of resources previously assigned to virtual machines are is-
sued by requests. In order to control physical resources that have been assigned to virtual 
machines, each manager is specialized by a scheduler. These schedulers are responsible for 
priorising the accesses from virtual machine requests to the hardware layer. When several 
requests arrive at same manager simultaneously, the hypervisor selects the request or re-
quests that will be performed by it scheduling policy. The requests that are not selected 
by scheduler, are enqueued until enough physical resources will be released. 
Virtual machines are at the top layer of the virtualisation schema. A virtual machine 
is a set of physical resources purchased by tenants to launch applications. Currently appli-
cations and operative systems have been designed to run directly on bare-metal hardware, 
assuming that they fully 'own' the computer hardware. This schema has been adapted to 
the virtual machine simulation model, isolating user applications and its operative systems 
from node internals. Virtual machine model provides to tenants the total functionality of 
a complete computing node, but lacking of physical resources. Therefore, the operating 
system of virtual machines is mapped directly to the hypervisor. This entails that when a 
tenant application performs a request for resources, it passes through the operating system 
of the virtual machine, being redirected to a concrete hypervisor manager depending of 
the physical devices demanded by application. From tenants and applications perspective, 
when a request passes through the operating system it accesses directly to the physical 
resources. However, virtual machines only see the amount of physical resources that were 
assigned by hypevisor. 
Users may create and customize hypervisor scheduling policies. Besides, manager inter-
nals and the methodology to create new management policies for node devices is described 
to each hypervisor manager. 
4.2.1 Modelling hy pervisor CPU management 
The hypervisor CPU management is responsible for selecting a CPU core to execute in-
coming compute requests from tenant applications. It is divided in two parts: hypervisor 
CPU manager and hypervisor CPU scheduler. While hypervisor CPU manager is respon-
sible for the background of the CPU management, performing tasks such as to separate 
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(prioritise) between tenants and system requests, the CPU scheduler may be modeled using
the hypervisor API, handling tenant application requests, and managing the CPU cores
states. The basic idea to supply flexibility to the hypervisor model, consists on providing
an API allowing to users modeling existent scheduling strategies, and creating new ones.
Figure 4.4 shows the set of methods provided by hypervisor CPU scheduler. For the sake
of clarity, only the most relevant functions are listed.
1 i n t hyperv isor_cores_quant i ty ( ) ;
2 long i n t hypervisor_get_maxSpeed ( ) ;
3 long i n t hypervisor_get_currentSpeed ( i n t coreIndex ) ;
4 i n t hypervisor_number_of_states ( ) ;
5 i n t hypervisor_get_core_state ( i n t coreIndex ) ;
6 double hypervisor_get_cpu_power ( ) ;
7 double hypervisor_get_cpu_energy ( ) ;
8 void hypervisor_core_change_state ( i n t coreIndex , i n t s t a t ePo s i t i o n ) ;
Figure 4.4: Hypervisor CPU scheduling API
Operations from this API can be grouped by two subsets. The first one groups oper-
ations to check CPU physical features from processing unit:
• hypervisor_cores_quantity obtains the total number of cores that build-in the control
processing unit. This information allows to calculate which will be the core selected
by the scheduling policy to perform a computational request.
• hypervisor_get_maxSpeed needs to receive which core is the focus of the operation.
It returns the maximum speed that the core can reach to perform computational
operations. The maximum speed of a core is measured as the highest number of
Instructions Per Tick (in short, IPT) that a core is able to execute at 100% of its
computing power.
• hypervisor_get_currentSpeed needs a core as parameter. It returns the current IPTs
that selected core is able to perform.
The second group is designed to check CPU energy measurements, performance states,
historical data of energy consumed, and to change the state of the core.
• hypervisor_number_of_states allows to know the performance states that a core
may reach to execute a computational request. Therefore, the states of a core can
be modified or completely redefined by users, modeling their own energy features for
different models of CPU, as it is described at Section 3.3.
• hypervisor_get_core_state needs the core that will be the focus of the operation. It
returns the performance state position at energy states structure. This information
allows to the scheduler to perform decisions depending of the power consumption
that the system is supplying to the core.
• hypervisor_cores_power and hypervisor_cores_energy are connected to the energy
meter. These methods allow to know the energy measurements from CPU devices.
The first operation allows to know the instant power that the CPU is wasting to feed
the device. Moreover, second one obtains the amount of energy that CPU have been
consumed from the beginning of a simulation experiment.
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• hypervisor_core_changeState changes the state of the core coreIndex. This operation
is the unique that modify the state of the CPU. It needs the core index that is the
focus of the operation, and the state that will be its new performance state. Moreover,
the performance state of a core may be modified by CPU scheduler depending on
the workload. Therefore it is scheduler responsibility to select the correct states if a
change is performed.
In order to exhibit how to implement a scheduling policy for virtualising the CPU,
besides two different strategies for managing CPU requests in a virtualized node are showed.
Concretely, the credit strategy and pools of CPUs. Both strategies has been modeled using
the CPU hypervisor API.
Modelling the credit based CPU policy
The credit scheduler is CPU scheduler designed to minimize the CPU sharing fairly between
requests for virtual resources proposed by Xen Project [29]. Xen Project is an enterprise
that provides the open-source virtualisation solution Xen hypervisor, including the credit
CPU scheduler as scheduling policy. Xen hypervisor is capable for virtualising ARM, x86-
64, and x86 instructions, running over standard guest OS like Linux, Windows, and Solaris.
Credit CPU policy has been designed to minimize the wasted CPU time by having
computing resources always working. The scheduler defines an abstraction level for the
virtual resources requested by virtual machines as virtual CPUs (vCPU in short). Each
virtual machine is owner of a vCPU that are managed by physical CPUs (pCPU in short).
The pCPUs structure consists on a source of computing power and a local run queue of
runnable vCPUs sorted by priority. Those priorities are sorted by Domains. Furthermore,
between all domains, it exists a management domain, also known as driver domain or
Domain 0, depicting basically a virtual machine with high level permissions accessing
the hypervisor. It can perform extra operations such as the creation, destruction, and
configuration of virtual machines.
Xen credit CPU policy has been modeled by three main states: when a request for
resources arrives at CPU manager (see Algorithm 1), when a request has been computed
and it returns from the CPU (see Algorithm 2), and when credits are burned and a compute
request is sent to the CPU (see Algorithm 3).
Algorithm 1 exhibits the main structures creation and management due to the arrival
of an application request for computing resources. The first step that credit scheduler
performs is to obtain information about the domain associated to the arrival (line 6). If it
does not exists, the domain structure is created by scheduler. Most remarkable details of
this step is the assignation of parameters cap and weight for the new domain. The credit
scheduler assigns to each domain a weight, and optionally a cap. The weight is a value for
the relative CPU allocation of a domain; a weight value of 512 will receive as much CPU
time as a domain with the default weight of 256. The cap parameter sets the absolute
amount of time limit that a domain can receive. It is expressed in hundredths of a CPU
which can be upper than 100 for multiprocessors. The importance of both values is due
to scheduler uses the weight and cap parameters to obtain the amount of credits for each
vCPU. Hence when a vCPU is executing, it is consuming credits.
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2: Let get_vCPU( .getVmId())
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the application that demanded for computing services (see line 7). Therefore, if vCPU has
pending messages, the process to restructure vCPUs priorities is initiated before a new
request will be chosen to be computed.
Moreover, if the message has been dislodged before its completion, the scheduler ini-
tiates a process to burn credits (see line 20). It is described at third phase, Algorithm 3.
In addition, if the vCPU wasted all its credits, its priority turns into OVER state.
Otherwise, if message slice is over, it is enqueued at last of vCPU messages. Subse-
quently, new message selection to be computed is the head of vCPU queue (see line 27).
Once a vCPU is scheduled, it receives a new time slice of 30ms.
Finally, the vCPU owner of incoming message is positioned at last position of pCPU
running queue (line 33). Therefore, the head of pCPU is chosen to perform one of its
messages. As a consequence, if there is more real CPU available than the demanding user
domains, all domains get all the CPU they want. When there is contention, which means
that the domains in aggregate want more CPU than actually exists, the scheduler arbitrates
fairly between the domains that requires CPU.
The Algorithm 3 exhibits four main processes internals: the credits burning (line 1),
the migration of vCPUs from a busy pCPU to a free pCPU (line 14), and finally the
migration process to return a vCPU to its original pCPU (line 22).
The pCPU run queues are sorted by domain priorities, in fact vCPU priority rather
than credit. On each pCPU, no matter what scheduling decision is made during the common
path of the scheduler, the next vCPU is picked off from the head of the run queue. As a
vCPU runs, it consumes credits of 100 every 10ms (line 11).
If a pCPU does not find a vCPU priority UNDER at its local run queue, a vCPU
allocated into other pCPU run queue is migrated to be executed on it (see line 14). This is
a mechanism for load balancing that guarantees a fair share of computing resources to all
virtual machines. Moreover, when a pCPU changes its state to IDLE, the scheduling policy
checks the local running queues from other pCPUs. If there is an overloaded vCPU, it will
be migrated to a pCPU local run queue at idle state, as it is shown at line 18. This avoid
the possibility of maintain a pCPU at IDLE state while may be runnable work waiting for
executing at system.
Furthermore, when a pCPU reach IDLE state, a process to return the vCPUs to their
initial pCPUs begins (line 22). When a vCPU is at OVER state, and its pCPU allocation is
not the pCPU initial allocation, it is moved to the pCPU owner of it. This action allows to
equilibrate the system as the original scheduling calculations, avoiding extra operations to
recalculate new allocations of vCPUs, dealing with situations like an overhead of incoming
messages.
When the time slice of a running vCPU expires, if this vCPU is still runnable, it will
be put after all other vCPUs of equal priority to it (see lines 20 and 29).
Modelling the pools of CPU policy
Xen 4.2 offers a scheduling policy known as CPU pools. The main idea of this policy
consists in grouping the processing units as different pools. These pools may be configured
by users, modifying a set of configuration parameters to define their own scheduling policies.


















15:while(([ ].size()>0) ([ ].size()>0))do
16: [ ].pop()
17: [ ].pop()
18: migrate_vCPU( , )
19: setMessageToExecute( ,getMessageHead( ))






26: if( .priority==OVER) ( )then
27: migrate_vCPU( , )
28: setMessageToExecute( ,getMessageHead( ))









































13: .setResult( _ _ )
14: else
15: createPool( )























39: for(= to , .tenantID )do
40: get_vCores( .vCores,vmID)
41: subSchedule( , , )
42: true
43: hypervisor_core_compute( , )
44: endfor
45: if( )then
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physical cores in order to distribute the computational power.
Afterwards, the pools creation begins by the pools selection, grouping the unassigned
cores to pick up the quantity requested by tenant (see line 16). The number of requested
cores are allocated in a structure that is identified by using the tenant unique identification
(tenantID) to his pool. Besides, the core is set that it owns to the tenant (line 20).
Moreover, if the tenant could have any other pool at same node, the new pool is joined
to previously purchased pools at preceding scheduling executions (line 23).
Finally, last actions performed to create a pool consists on the scheduling policy con-
figuration. The user may choose his own scheduling policy by defining some parameters
obtained from the incoming message (line 28).
Second functionality consists in processing a message arrival that demands for com-
putational resources. The aim of this case is to find the tenant pool between the existent
ones, selecting one core to execute the request (line 39). This selection depends of the
selected policy defined by user. It is represented at algorithm by subSchedule operation
at line 41. Note that the function subSchedule mask the tenant scheduling policy for his
pool. Therefore this scheduling policy has to choose the core where the message will be
computed.
4.2.2 Modelling hypervisor memory management
The memory virtualised by hypervisor involves sharing the physical system memory by
dynamically allocation of virtual machines requirements. Hence it is necessary to ensure
that each virtual machine will have the amount of memory it requires, guaranteeing a cor-
rect functioning of the virtualization layer. The hypervisor is the responsible for providing
to each VM an adequate amount of memory. But it is also responsible to do not assign
more memory to a VM than it really needs. An excessive memory reservation for each VM
limits directly the quantity of VMs that hypervisor is able to allocate on the same server,
and it can even have a negative impact on its performance.
Alternatively, the physical memory defined by VM image is not entirely available to its
usage. The memory management model include elements based on the overhead due to the
virtualization layer. The memory overhead model may be customized by users depending
on real hypervisor models. It is composed by the amount of memory needed by hypervisor
software to be run at system, that will be different depending on the deployed services;
the amount of memory needed for hosting the operative system at root partition, that
hypervisor may use for its own application management, allowing the possibility to run
extra applications or extend VM memory in the parent partition; and finally an amount of
memory representing the overhead that a VM needs to be deployed at system. Each VM
performed in a server needs to reserve a small quantity of memory representing integration
services and virtualization-processes. This is about 32MB of memory each GB of RAM
that a virtual machine image requires to be allocated by hypervisor.
The level detail of the hypervisor memory virtualization may be customised by users
in order to create new management models or modifying existing ones. Therefore, the
hypevisor memory API has been modeled for managing memory operations. Most relevant
methods are listed at Figure 4.5:
Operations from this API can be grouped by two subsets. First subset groups opera-
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1 double hypervisor_get_total_physical_memory ( ) ;
2 double hypervisor_get_available_physical_memory ( ) ;
3 double hypervisor_get_total_VM_memory ( i n t vmID) ;
4 void hypervisor_set_total_VM_memory ( i n t vmID, double newAmount) ;
5 double hypervisor_get_total_VM_memory ( i n t vmID) ;
6 void hypervisor_set_available_VM_memory ( i n t vmID, double newAmount) ;
7 double hypervisor_memory_power ( ) ;
8 double hypervisor_memory_energy ( ) ;
Figure 4.5: Hypervisor memory scheduling API
tions to check physical features of memory device. These operations are described before:
• hypervisor_get_total_physical_memory returns the total amount of memory (in
Mega Bytes) that the physical server has built-in.
• hypervisor_get_available_physical_memory obtains the quantity of available mem-
ory from the physical memory system of the node. This operation is allows to calculate
if a VM may be deployed at the server. This operation has not setter associated due to
the information is extracted directly from the physical memory model. It is physical
memory model responsibility to manage correctly the available physical memory.
• hypervisor_get_total_VM_memory operation is analog to obtain the physical mem-
ory but directly oriented to a VM. Due to this fact, the identifier from the VM to
obtain the result is required.
• hypervisor_set_total_VM_memory sets the maximum amount of physical memory
that the VM with identifier vmID has available to perform IO operations.
• hypervisor_get_available_VM_memory returns the amount of free memory that a
VM has for performing operations when the operation is invoked. It is required the
VM identifier to locate the VM from hypervisor structures.
• hypervisor_set_available_VM_memory sets the total quantity of physical memory
reserved for a VM. This operation does not set an amount of memory major then
the total size of the memory defined at VM image. It is commonly used when IO
operations have been performed.
Moreover, the hypervisor needs to manage directly the VMs memory usage patterns.
Those parameters are collected into memoryCells structure. Each memory cell collects the
virtual machine usage of the physical memory. The model of the basic memory cell allocates
an identifier for VM, the total physical memory defined by VM image, and the amount
of memory available for a VM. But memory cell model can be extended by users in order
perform new memory scheduling policies. Therefore, operations from the memory API that
actuate directly on memory settings of virtual machines use memory cell structures.
The second group has been modeled to obtain memory power consumption, and his-
torical data of energy consumed by this device.
• hypervisor_memory_power performs a request to the energy meter in order to obtain
the power that memory modules are consuming at a concrete instant.
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• hypervisor_memory_energy obtains the total energy wasted at system server by
the physical memory system. This value is obtained from the energy meter, that
maintains the historical data of the energy consumed by memory modules.
Two techniques have been modeled to hypervisor memory management: static memory
and dynamic memory. Both simulation models have been performed using the hypervisor
memory API. They are exhibited at Algorithm 5, and Algorithm 6 respectively.
Modelling static memory management
The static memory model defines an amount of memory for each virtual machine. It ensures
the amount of memory defined by VM image for each VM, but it does not allow to resize
the quantity of memory depending on the requirements of the applications. This entails
the impossibility oversize the quantity of hosted VMs, which is limited by the amount of
physical memory of the server. Therefore, when a server is full, if hypervisor try to allocate
new VMs, this process fails returning an out of memory error. There is no possibility to
resize the VMs memory allocation. The only solution to reduce the existing VM memory
allocation, consists in edit the memory features of each VM, save its state, and reboot the
server.
The simulation model of hypervisor memory static management is exhibited at Algo-
rithm 5. It has been divided into three main functionalities depending on requirements of
incoming requests: to set a new VM at system (line 6), to erase a VM from the system
(line 19), and finally to perform an I/O operation (line 26). The first one, when a virtual
machine attempts to be linked to the system, the model checks if the physical memory has
enough capacity to allocate the new VM. Therefore, if the VM allocation process begins, an
amount of memory is demanded due to the requirements for virtualising services of the VM
(line 10). As consequence, a new message is sent to the physical memory system in order
to perform the allocation of resources. Besides, memory model sets the operation results
into the incoming message. The message is returned to the demanding entity notifying the
operation finalization status.
The second case, when the arrival message is related to a VM unset operation (see
line 19), the memory model releases the amount of memory that virtual machine is using
from physical system. Afterwards, internal memory structure is erased and initial message
returned to its owner.
Finally, if an I/O operation is requested (see line 26), it could be a memory release
operation or a memory allocate operation. If the operation consists on allocating an amount
of memory, the memory available of the VM is decreased. By contrary, if it is required to
release memory from the physical system, the memory available of the VM is increased
the amount of memory requested by incoming message, before to send it to the physical
resources.
Modelling dynamic memory management
The goal of cloud computing systems is to maximize the physical resources utilization. This











7: if( > )then
8: hypervisor_set_total_VM_memory( , )
9: hypervisor_set_available_VM_memory( , - )
10: alocateanamountofmemoryforvirtualizedresources
11: .setOperation( _ )
12: .setOperationSize( )
13: hypervisor_send_to_memory( )
14: .setResult( _ _ )
15: else




20: .setOperation( _ )







28: if( _ )then
29: hypervisor_set_available_VM_memory( , - )
30: hypervisor_send_to_memory( )
31: elseif( _ )then
32: if( > )then
33: hypervisor_set_available_VM_memory( , + )
34: hypervisor_send_to_memory( )
35: else





































17: .setOperation( _ )
18: .setOperationSize( )
19: hypervisor_send_to_memory( )
20: .setResult( _ _ )
21: else































3: .physical_busy ( .physical_busy- )
4: if( .mem_buffer>0)then










15: if( < .logical_min)then
16: .physical_busy
17: hypervisor_send_to_memory( )
18: elseif(( > .logical_min) ( < .logical_max))then

















36: if( _ _ _ _ > )then
37: .physical_busy
38: hypervisor_send_to_memory(message)
39: .mem_buffer ( .physical_busy- .logical_max)
40: else
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When the operation from arriving message attempts to allocate an amount of memory
data (line 13), it is necessary to know the state of VM memory. Hence, if it has enough space
at its logical partition, the operation is performed directly. Note that lines 16, 20, 28 and 37
represents same hypervisor allocation operation, hypervisor_get_available_VM_memory.
Moreover, if logical partition is full, it is necessary to know the state of physical memory.
Most remarkable state occurs when physical memory is full and there is not enough
memory to allocate the requested amount (from line 22 to line 34). It is initiated a process
to search over-sized VMs in order to obtain free memory from them, reducing their memory
buffers by moving these amounts to the local storage system.
Finally, when the server has enough physical memory but the VM logical memory is
completely full (line 36), the scheduling model uses dynamically the memory buffer for
executing successfully the operation.
4.2.3 Modelling hypervisor storage management
The hypervisor storage manager virtualises storage resources of cloud computing envi-
ronments, offering transparency to VMs. It provides uniform virtual storage devices and
services required by tenants, improving the availability, speed, and utilization of data. A
key for these improvements consists on enhance multiple disk storage systems management,
including different models, by combining their individual capabilities with extended pro-
visioning, data protection, replication, and performance acceleration services. Therefore,
both transparency and the ability to combine multiple physical disks, enables to the storage
hypervisor the benefit of hardware devices interchangeability. Storage hardware replace-
ment and substitution from underlying architecture may be performed, without altering
or interrupting virtual storage environment services.
The simulation model of hypervisor storage management allow to deploy existent
models of storage which includes direct-attached storage (in short DAS), storage area
network (SAN), network-attached storage (NAS), Unified Storage(SAN and NAS), and
not existent models.
Figure 4.6 shows an overview of the hypervisor storage manager model. It has been
simplified hindering the parameters of the operations in order to simplify the model. The
figure exhibits two major parts described in the following: management/allocation of ten-
ants storage data, and management of incoming messages.
The management of stored data by tenants is defined at Storage Cell. A storage cell
is a structure modeled to control the data set that each VM is using, and to manage the
locations of those data, offering transparency to tenants operations. There is a storage cell
for each VM, and one for the root operative system of the server.
A storage cell manages the connections to local servers and to remote storage servers. If
data from VM are not allocated at local server, the features of the connections are recorded
using remote file storage structures. Abstract_Remote_FS is responsible for managing all
IP connections, allocating pending requests before processing them. It offers the possibility
to control a variable number of IP addresses destinations for storage servers. The quantity
of IPs depends on the cloud model to storage the data.
Moreover, remote storage may divide the tenants data to be allocated at several storage
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Figure 4.6: The hypervisor storage internals scheme 
remote storage system. The file storage type (FSType) is in charge of these operations. It 
splits incoming data storage requests before sending them to the network. By opposite, it 
collects the corresponding messages from network that represents portions of data, until 
entire data requested by an application will be built. The FSType can be customized by 
users in order to study the different storage models. 
The management of incoming messages is responsibility for the Storage Manager and 
the Storage Scheduler. These elements are linked to the VMs, concretely to the Operative 
System. When an application requests for storage resources, the process is managed by VM 
operative system internals. Besides, the request arrives to the hypervisor storage manager, 
where depending on its location, it may be redirected to local Storage Devices, or it may 
be sent the Network Manager in order to reach a remote storage server. 
Storage Scheduler model prioritizes incoming tenant requests in order to perform diffe-
rent scheduling policies. These policies select which message execute depending on param-
eters like the amount of storage used by a tenant, or the power conswnption of physical 
storage drives. In addition it is also responsible for managing the local storage devices, 
selecting the device where operations will be performed. The hypervisor storage manager 
provides an API to allow users modelling their own scheduling policies. Main operations 










hypervisor _getPhysicalDevicesQuanti ty () ; 
hypervisor_localStorageUti l ization (s tring vmID); 
h y pervisor _remoteStorageUtilization ( string vmID); 
hypervisor_getFreeStorage ( int device Index ); 
hypervisor_getTotalSpace ( int devicelndex ); 
h y pervisor_get_storage_power ( int devicelndex); 
h y pervisor_get_storage_energy ( int devicelndex ) ; 
hypervisor _send _request_ toNIC ( message* msg) ; 
h y pervisor_send_request_ t oDisk ( message* msg , in t devicelndex ); 
Figure 4. 7: Hypervisor storage scheduling API 
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Operations from this API can be grouped by three subsets depending if the goal of
the operation is to obtain information from physical features, related to know VM storage
usage, or aimed to operate with network or physical devices.
First subset groups operations to check physical features of storage devices. These
operations are described before:
• hypervisor_getPhysicalDevicesQuantity allows to obtain the number of physical stor-
age devices that comprises the storage system of a server.
• hypervisor_getTotalSpace returns the storage size that a VM has reserved to allocate
tenant data. This quantity is defined by VM image and set into an storage control
structure at Hypervisor Storage Manager.
• hypervisor_getFreeSpace gets the amount of available space at storage system that a
tenant may use.
• hypervisor_storage_power obtains from the energy meter the amount of power that
a storage device is consuming when the operation is performed.
• hypervisor_storage_energy calculates the total amount of energy consumed by a
storage device. This information is obtained from the energy meter.
The second group comprehends operations related to control the data generated by
VMs at cloud storage system. These operations have been modeled to perform operations
such as the usage costs due to the amount of data stored by a tenant, or the performance
of storage system depending of its use. These operations are:
• hypervisor_localStorageUtilization returns the amount of storage space used by VM
to allocate data into the local server.
• hypervisor_remoteStorageUtilization obtains the amount of storage used by a VM to
allocate data into remote servers .
Finally, third set of operations groups the methods provided to redirect IO operations.
The aim of the operations are not related to the physical device operations. They have been
modeled for sending requests to different destinations:
• hypervisor_request_toNIC sends to the network manager a tenant request for per-
forming IO operations into a remote storage server.
• hypervisor_request_toDisk sends the request to a selected physical storage device to
perform IO operations. The index represents the local storage identifier where the
operation will be performed.
The storage scheduler is responsible for managing physical storage devices of the server
where hypervisor is running, and to supplying tenants requirements related to physical
resources. In order to exhibit how a storage scheduler operates, a management strategy for












3:if( .getOperation() _ )then
4: if( .isLocalStorage())then
5: if(hypervisor_getTotalSpace( ))>(hypervisor_getFreeSpace( )+ )then
6: hypervisor_getPhysicalDevicesQuantity()
7: getStorageCel( )
8: for( 0to[ ].size(), )do
9: if( _ > )then














24: userInfo getStorageCel( )
25: hypervisor_getIPs(userInfo, .getFileName())





























1:if( .Operation _ )then
2: userInfo getStorageCel( .getVmId())
3: userInfo.fileControl.searchFile( .getFileName())
4: .StorageServers
5: if( .size() )then
6: userInfo.split( )
7: splitgeneratesanumRequests



































1:if( .Operation _ )then
2: userInfo getStorageCel( .getVmId())
3: userInfo.fileControl.searchFile( .getFileName())
4: .StorageServers
5: if( .size() )then
6: .pendingFileSize .KB
7: joinwaitsuntilalrequeststhatcompletethefilearriveswherenumRequests
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Figure 4.8: The hypervisor network internals scheme 
tion performs a network operation, it arrives at Network Manager passing through the OS. 
Besides, OS redirects the request to the network manager, where it is stored at incoming 
queue messages. Thus, enqueued messages are managed using a policy defined by Network 
Scheduler. 
Before a message will be sent to L2 segment, the manager invokes the schedulingM es-
sage operation, responsible for prioritising incoming operations. 
The API provided to schedule tenant messages is exhibited at Figure 4.9. It consists 
of operations related to obtain data from enqueued requests, to route messages, and to 







hypervisor_get_pending_requests_size () ; 
hypervisor_get_incoming_request (int index); 
hypervisor_send_request_to_net (message* msg); 
hypervisor _ send_ request_ to_ hypervisor (message* msg) ; 
hypervisor_NIC_power() ; 
hypervisor_NIC_energy (); 
Figure 4.9: Hypervisor network scheduling API 
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• hypervisor_get_pending_requests_size allows to know the quantity of messages en-
queued at pending requests queue of network manager.
• hypervisor_get_incoming_request needs to receive an index that allows to locate a
message at manager queue structure.
• hypervisor_send_request_to_net sends a message to the NIC in order to perform an
operation into another server.
• hypervisor_send_request_to_hypervisor sends a message to the local hypervisor.
This operation is provided for incoming requests from other nodes that aims to reach
the local server.
• hypervisor_NIC_power returns the power consumed by NIC. This operation links
the energy meter to obtain the energy measurements.
• hypervisor_NIC_energy allows to the manager to obtain the energy consumed by
NIC. The energy consumed is obtained from energy meter, which maintains historical
energy data consumed by NIC.
Moreover, main manager responsibility is for controlling and translating both virtual
IP addresses and ports requested by VMs to physical ones, and vice-versa. This IP/Port
translation allows to L2 and L3 layers to route messages, which only have the capability to
manage physical IPs and ports. As it is shown at Figure 4.8, the model has an hierarchical
structure managed by Hypervisor Network Manager, and beginning at LocalNetManager.
The LocalNetManager manages all network operations such as: listen, connect, send a
package through network, and close a connection. In the cases that incoming requests from
local VMs attempt to reach another VMs, it is needed to know the location of the server
where the destination VM is hosted. In order to obtain this information, LocalNetMan-
ager uses the Global Network Manager, that belongs to Cloud Manager, being modeled to
provide the physical IP where a VM is placed.
Furthermore, to solve collisions at ports due to the fact that several applications may
request for using the same port, a Port Addres Translation (PAT in short) technique has
been modeled. It controls the ports that VMs open and release. All information that PAT
generates is supported by User_VirtualPort_Cell structures. Each cell allocates the set of
VMs that a tenant has purchased, the virtual IPs, and the correspondence between each
virtual port that applications request with the physical port that is assigned by PAT.
4.3 Modelling the resource provisioning
As desktop and server processing capacity has consistency increased year after year, vir-
tualization has proved to be a powerful technology to simplify software development and
testing, to enable server consolidation, and to enhance data center agility and business
continuity. As it turns out, fully abstracting the operating system and applications from
the hardware, and encapsulating them into portable virtual machines, has enabled virtual
infrastructures features tolerant configurations on virtual infrastructure 24x7x365, with no
downtime needed for backups or hardware maintenance.
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Most virtualization efforts focus to maximize physical resources usage of data centers
by using different techniques. Virtualization enables existing computer systems, optimizing
data centers by reducing the number of physical machines that are needed to deploy, to
manage, and to maintain applications. Regardless of underlying architectural features,
minimizing capital expenses, operating costs, and energy consumption, it is important,
the reliability, performance, and availability of the computing services required by clients,
being the primary concerns of IT providers. Thus, techniques to balance the interests of
both users and cloud providers are improved by scientific community, like consolidating
multiple virtual servers on specific physical hardware platforms. These techniques allow to
reduce the costs of physical resources, extending its life-time, and reducing energetic costs.
Moreover, it is a hard task to find an optimal equilibrium for both sides. The deployment of
new techniques into real data centers in order to improve the trade-offs performance-energy
and efficiency-costs, may harm the QoS offered to the clients.
These trade-offs can be studied by using simulation techniques, without assuming risks
to deploy new alternatives, neither investing efforts to implement new solutions. Therefore,
the Cloud Manager has been designed for supporting and managing features to perform
these studies. Next the model is presented in detail.
4.3.1 Cloud manager model
The Cloud Manager is composed by a set of components designed to allow the manage-
ment of tenants, physical resources of computing servers/data storage servers, and evaluate
existent and new resources provisioning policies.
The main aim for the Cloud Manager model is for attending the tenants requests.
These requests are focused to purchase virtual resources as virtual machines from data
centers. In order to perform the administration of the physical infrastructures resources,
the Cloud Manager is designed following an hierarchical model in order to divide its main
responsibilities. The global schema is shown at Figure 4.10.
The model has been divided into three parts depending of its responsibility: tenants
management model, responsible for controlling tenants occurrences and its requests; data
center resources management model, in charge of supply information about the features
of devices, energy measurements, and usage of the servers; finally, resources provisioning
model, allowing to schedule physical resources utilization depending of the requirements of
the tenants, the energy consumption values, or the performance of applications.
Tenants management model
Figure 4.11 presents the main schema of tenants management by Cloud Manager. It is
mainly composed by two sub-models: Requests Manager, and Tenant Manager. Only main
operations are shown at figure for shake of clarity.
Tenants have total control to accomplish operations on their purchased VMs. However,
there is a subset of operations that needs to perform processes on the physical layer of
the data centers. These processes are encapsulated as Requests, being the tenants model
designed for its control. The requests are grouped into three types, depending on the
aim of the operation: Cloud Request related for purchasing virtual resources, such as the
creation and release of VMs; Storage Request to perform operations on cloud storage;
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Figure 4.10: Global schema of the Cloud Manager model 
VM 
o .. * 
finally Physical Resources Request to supply administration processes of system, launched 
by tenants-administrators role that aims for using the underlying architecture without 
virtualization. Nevertheless, the requests model is designed to be customized by users, 
supporting the creation of new types of requests, and the modification of the existent ones. 
The Requests Manager model receives requests from tenants. These requests are in-
serted into an internal structure awaiting to be processed. It provides operations to obtain 
and classify the stored requests, in order to ease their selection by resources scheduling 
policy. 
The Tenant Generator is in charge for creating tenants entities, simulating the real 
occurrences into a cloud computing environment. Thus, users may configure the total 
quantity of tenants that will be created, and statistical distributions defining the amount 
of time between tenant creations. 
Once a tenant is created, it is registered by the Tenant Manager. This allows to 
notify the results related to the tenants requests when they are performed. Furthermore, 
if total number of tenants creations is reached during a simulation experiment, the Tenant 
Manager receives this information by the operation generatorFinalization, allowing to the 
Cloud Manager to decide if this condition is enough to finalize the experiment. 
The layout of the Cloud Manager is the Abstract Data Center Manager model ( at Fig-
ure 4.11 Abstract DC Manager). It controls main parts that composes on the underlying 
models. This scheme allows to build on it structures to perform different resources provi-
sioning policies for computing systems, being cloud or cluster systems. Tenant Manager 
and Requests Manager are linked to it in order to be accessible by Cloud Manager. 
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Requests Manaaer Tenant Manaaer 
-pendingRequests : Request*[) -tenants : AbstractTenant*[) 
-temporalRequests : Request*(] +newTenant(tenant : AbstractTenant *) : void 
#getNumPendlngRequests() : Int #deleteTenant(uld : Int) : void 
#getRequestsByPosit ion(idx : int) : Request • #getuserByld(uld : int) : AbstractTenant • 
#getRequestsByTenantlD(uld : int) : Request*[) +generatorFinalizatlon() : void 
#eraseRequest(idx : int) : void 
#eraseRequest(req : Request*) : void 
+tenant_send_request(req : Request*) : void 
#return_request(req : Request*) : void l..* 
#block_incoming_requests() : void I Tenant Generator 
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Figure 4.11: Schema of the tenants management model 
Data center resources m anagement model 
The data center resources management model is based on supplying operations to control 
storage, features , and usage of underlying architectural resources that build up the data 
center. Thus, due to the necessity of having physical resources structured to be managed, 
the Machines Map is designed to admit the structure classification of computing and data 
servers. Therefore, servers are grouped as NodeSets inside the MachinesMap by the type 
of node, considering different nodes those built with at least one distinct hardware device. 
This structure allow model heterogeneous and homogeneous data centers. 
Moreover, the data center resources management model are designed sharing its re-
sponsibili ties in two blocks, allowing to perform decisions based on the underlying archi-
tectural features , completing the Abstract DC Manager model. Both entities, Resources 
Manager and Storage Manager, are linked to the Machines Map, as it is presented at Fig-
ure 4.12. Only most important operations of each entity have been showed to simplify the 
scheme. 
The Resources Manager is designed to acquire data from computing nodes and data 
storage servers. Major part of operations aimed to get information from a node are designed 
with a selection parameter (last parameter - storage : boo0, allowing the selection between 
computing and storage servers. Moreover, provided operations are classified depending if 
the characteristic to be obtained is operational or physical. Physical features are extracted 
from nodes hardware subsystems, e.g. , bandwidth of storage devices, speed of processing 
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I A.b stract DC Manaaer I 
I I • • I 
Resources Manaaer Storage Man ager 
-nodesMap : MachlnesMap• -pendlngConnect : PendlngConnectionsl) 
-storage_nodesMap : MachinesMap• -PendingStDelete : PendingRemoteStorageRelease[J 
#getMapSize() : int -connectionsRelease : PendingConnectionsReleasel) 
# int getStorageMapSize() : int -numberOfRemoteServers : int 
#getSetSize(nodelndex : int, storage : bool) : int #createConnectionSt(host : Node • . targets : Node *(]) : void 
#getSetNumCores(nodeldx : int, storage : bool) : int #createFSAtNodes(nodes : Node • [). req : StorageRequest *) : void 
#getSetMemorySize(nodeldx : int, storage : bool) : double #fonnatStorage(nodes : Node "( ], uld : Int, pld : Int, tumOffNode : bool) : void 
#getSetStorageSlze(nodeldx : Int, storage : bool) : double #closeConnectionsSt(host : Node•, targets : Node "(J,uld : Int, pld : Int) : void 
#getNodelp(setldx : int, nodeldx : Int. bool storage) : string #getNumberOfPFSRemoteServers() : int 
#getNodeState(setldx : int. nodelndex: int, storage : bool) : state 0 .. 1 
#getNumberOfProcesses(nodeSet : int , nodeldx : int. storage : bool) : int 
#getNodeBylndex(setldx : int, nodeldx : int. storage : bool) : Node • 
#getNodeBylP(ip : string) : Node • 
0 .. 1 I 
1..• I l..* 
I Mach ines MaD I 
I 
Figure 4.12: Schema of the data center management model 
units, number of cores that build the CPUs, amount of RAM memory, IP address. By 
contrary, the operational features are related to obtain information from applications and 
VMs, e.g., quantity of VMs allocated into a server, quantity of applications, amount of 
memory busied, performance status of cores. 
The Storage Manager design is focused to support operations related to data storage 
servers. Some of these operations cannot be immediately executed due to the dependency 
of the network system. To control these processes, the Storage Manager has been designed 
for storing main data from requests into its internal structures, until their completion. 
Main operations are the creation of connections between node hosts and a set of target 
storage nodes, the release of storage nodes connections, and the deletion of tenants data 
when they abandon the system. 
R esources provisionin g m o de l 
The resources provisioning model is the core of the cloud management scheme. It selects 
the computing servers to host the VMs, and the data servers to allocate tenant data, 
depending of an user-defined heuristic. Main management responsibilities are spread over 
following blocks: Abstract DC Manager, Allocation Manager, Global Network Manager, 
Cloud Manager, and Resources Provisioning Policy, as it is showed at Figure 4.13. 
The management of tenants, requests, and the underlying architecture is responsibility 
of the Abstract DC Manager. As it is described before, it uses the Requests Manager, 
Tenants Manager, Resources Manager, and Storage Manager to orchestrate requests from 
tenants, communicating the results of the operations to them, and controlling the features 
of the servers that build up the data center. 
The Allocation Manager model is responsible for controlling the emplacement pur-
chased virtual resources by tenants as a set of VMs, in order to deploy their applications. 
It provides structures to manage computing and storage resources each tenants is using, 
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Resource Provisioning Polley 
#setupScheduler() : void 
#selectNode(req : Request *l : Node• 
#selectStorageNodes(st_req : Request*) : Node*[) 
#schedule() : void 
#printEnergyValues() : void 




#flnalizeManager() : void 
#getVmFromUser(uld int. pld : int) : VM * 
#getUserfromld(uld Int) : AbstractTenant * 
#request_start_ vm(req : RequestVM *l : bool 
#request_shutdown_ vm(req : RequestVM *) : void 
#linkVM(node : Node*, vm : VM *) : void 
# unlinkVM(vm : VM • . turnoff: bool) : void 
#migrateVM(vm : VM *, host : Node, target: Node) : void 
#closeVMConnections(nodes : Node *[), vm : VM *) : void 
+notifyManager(msg : icancloud_Message *) : void 





Abstract DC Mana9er 
-
I 
Global Network Manaaer 
-ipsCloud : ipsUserSet*[J 
-string : ipBasis 
#createNewUser(new_uld : int) : void 
#deleteUser(uld : int) : void 
#searchNodelP(vlP : string, uld : int) : string 
#search_ VM_IP(uld : int, pld : int) : string 
#allocate_vlP(ipNode : string, uld: Int, pld : Int) : string 
#delete_by_vlP(vlP: string, uld: int): void 
#delete_by_pld(pld: int. uld: int) : void 
Allocation Manager 
-storageNodesOccupation : nodeAJlocation*[J 
-userVmData : userVMAllocation*(J 
- #getStorageNodesONM(userldx : int, pld : int) : Node*[] 
#deleteVMfromStorage(userldx : int, pld : int) : void 
#getVmAllocation(uld : int, pld : int) : Node* 
I o ..• 
I VM lo .. • I Tenant 
Figure 4.13: Schema of the resources provisioning management model 
allowing to release physical resources when a VMs is halted. 
The Global Network Manager, as it was described at section 4.2.4, has been modeled 
to manage the IP addresses of cloud computing environments. When a request arrives at 
network system from a virtual machine, it contains a virtual IP origin and, most of the 
cases, it is sent towards a virtual IP destination. Due to the fact that L2 and L3 simulation 
environments do not support virtual addresses translation, the model is designed to manage 
tables filled with correspondences between virtual IPs (from VMs) and physical IPs (from 
servers). 
The Cloud Manager entity has the ability for controlling all resources of cloud comput-
ing systems. It inherits all functionalities from Abstract DC Manager, allowing to control 
incoming requests from tenants aimed to obtain resources, and physical resources from 
computing and data storage servers. In addition, the links to Global Network Manager and 
Allocation Manager sets the capability for managing virtual resources. Moreover, Cloud 
Manager model has its own responsibilities, related to virtual machines management pro-
cesses. 
The Resources Provisioning Policy inherits the operations from underlying models 
to control physical resources, tenants, and virtual machines. Due to this fact, only few 
operations are needed to be implemented in order to perform different resources provision-
ing techniques. This model provides to users flexibility for customising existing resource 
provisioning policies or defining new ones. 
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4.3.2 Modelling resources provisioning techniques
Nowadays, main goals of resource provisioning techniques in cloud computing environments
are focused on providing high performance without harming users SLAs, and reaching an
efficient VMs allocation to minimise servers energy consumption. To study the improvement
of both, performance and energy efficiency, it is required the analysis of different allocation
heuristics. Therefore, the Cloud Manager export a set of operations to be completed by the
Resources Provisioning Policy in order to define the resource allocation technique. They
operations are presented at Figure 4.14.
1 Node∗ se l ec tNode ( Request∗ req ) ;
2 vector<Node∗> se l e c tS to rageNodes ( Request∗ st_req ) ;
3 vector<Node∗> remoteShutdown ( Request∗ req ) ;
4 void setupSchedu le r ( ) ;
5 void schedu le ( ) ;
6 void f i n a l i z e S c h e d u l e r ( ) ;
7 void pr intEnergyValues ( ) ;
Figure 4.14: Operations to define the resource provisioning policies
Operations to define a resource provisioning technique are classified as: VMs opera-
tions, scheduling events, and data saving. First group focus operations related to nodes
selection for allocating VMs, remote storage selection, and shutting down a VM. These are
described in detail next:
• selectNode: The operation for selecting a node allows to define which server is se-
lected to host the virtual resources rented by a tenant. The request managed by this
operation contains the type of VM image offered by the IT provider and purchased
by him.
• selectStorageNodes: A set of nodes from data storage servers may be selected to
allocate the resources requested by a tenant. It is possible to return a single data
server or a set of data servers where the VM will be able to store data.
• remoteShutdown: This method is activated before to shutdown a VM. It has to return
the data servers that the VM is using as remote storage, or an empty vector if it only
has local storage. It is resources provisioning responsibility for controlling the servers
where VMs have data allocated.
Second group sets operations that aims to schedule tenant requests. Therefore they
define the start up of the resources provisioning policy, the scheduling of tenant requests,
and the actions to be performed before a simulation experiment ends. Those are described
following:
• setupScheduler: This method allows to initialise internal structures.
• schedule: This method must contain the sequence of tasks to be performed for analyse
the pending tenant requests. The schedule operation is activated periodically by
Cloud Manager in order to select tenants requests to be executed. The time between
scheduling events is customizable by user before to launch a simulation experiment.
80
4.3 Modelling the resource provisioning
• finalizeScheduler: The operation to finalize the scheduler is activated before to finish
a performing simulation experiment. It allows to storage data and release dynamic
resources used during the simulation. In addition it is possible to extract results from
a simulation experiment after its finalization, exporting data to an external file.
Finally, the third group consists on a single operation to log the energy data measure-
ments. It is described next:
• printEnergyValues: In order to record energy consumption variations of a data cen-
ter, this method is invoked periodically by the Cloud Manager. Print energy values
allows to define the data that will be written into a file in order to obtain energy mea-
surements. Moreover it is possible to customise the data recording, and the period
between measurements by modifying Cloud Manager features.
The first group sets operations that have direct influence on the physical resources:
selectNode and selectStorageNodes. The operational flow of this operations may involve
variations on the energy consumed by the system, the performance of applications, and
QoS of provided to tenants. In this scope, two operations are designed to support the
initialisation and finalisation processes of the resources provisioning model: setupScheduler
and finalizeScheduler. Otherwise, the operations schedule, remoteShutdown, and printEn-
ergyValues included at second and third group, are independent of the physical resources,
focusing the management of user requests (e.g., priorising tenant requests, new models of
requests) and different energy data log models.
Next, models for managing tenant requests, generating an energy data log model, and
two policies for managing physical resources are presented.
Modelling operations for managing user requests
The operations that exhibit the management of user requests into the resources provisioning
model are defined by Algorithms 11 and 12. They present a model for scheduling tenant
requests, and releasing data servers when a VM is shutting down.
Algorithm 11 shows a model for analysing tenant requests. First decision is for blocking
the incoming messages (see line 3) to avoid new messages during the execution of the
operation. Each iteration, the algorithm distinguishes between a storage request (line 5),
a cloud request (line 9), or an unknown operation (line 23) which rises an error.
When a cloud request is analysed, the actions performed are divided depending of the
type of operation requested. If the operation is for starting a VM, the algorithm launch an
operation inherited from the Cloud Manager, request_start_vm at line 11. Moreover, if the
request is for releasing resources (line 12), the operation request_shutdown_vm release the
resources, simplifying the design of the resources policy design. Otherwise, if the incoming
operation is activated due to a tenant decides to left the system (to abandon the system at
line 16), all its purchased resources are released, erasing the data from internal structures
by the Allocation Manager (see line 19).
Finally, incoming requests are enabled at line 32. Once this operation is performed,
all stored requests received at Requests Manager during the recently finished scheduling










6: getNodeByIndex( .getNodeSetId(), .getNodeId(),false)
7: AbstractDCManager:userStorageRequest( , )
8: eraseRequest( )
9: elseifisCloudRequest( )then
10: if( .getOperation() REQUEST_START_VM)then
11: request_start_vm( )
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node. Therefore, if this structure changes, the model presented to access to each node in
order to print energy values, will need to be adapted.
Once the node is accessed, the instant power measurements for each single device
are obtained using internal node operations (from line 11 to 15). The same actions are
performed to obtain the energy data accumulated from the beginning of a simulation
experiment (from line 17 to 21). All these data are provided by the energy managers that
composes on the energy model of the nodes.
Besides, the total power consumption and the energy consumed are extracted from
the node (line 23 and 24). When all required data are stored at variables, it is possible to
print the information to a file. Lines 28 and 35 mask the print format process of the data.
Users may format data to be imported by different software applications, e.g., csv, txt,
gnu.
The operation PrintEnergyValues is activated periodically. The interval between acti-
vations may be configured by users at Cloud Manager parameters.
Modelling first fit resources provisioning model
A resources provisioning model is a bin packing problem where VMs with different re-
quirements must be packed into a finite numbers of servers (bin containers), minimizing
the number of servers used. This is in terms of computational complexity theory a NP-hard
problem.
A provisioning policy can be designed much more effective than first fit resources pro-
visioning model. Despite the fact that this model does not guarantee an optimal solution,
it is a fast model to obtain a solution, allowing to adjust the energy consumed due to each
VM is placed into the first server that the algorithm selects, until each server is not able to
allocate more VMs. Therefore, when a server can not allocate a VM, the next node capable
to provide the purchased requirements is selected.
Following the first fit resources provisioning algorithm is modelled using the iCanCloud
APIs, as it is presented at Algorithm 14.
The algorithm contains two loops (lines 10 and 17) to get a solution. Due to the fact
that servers are ordered as homogeneous sets into the machines map structure, first loop
go through these sets to obtain the features of the set of nodes. Main features searched
are the total physical memory and the amount of computing resources that built in the
servers. Using these data, first fit algorithm can calculate if the type of servers selected have
the capability to allocate a VM, concretely the amount of resources (virtual memory and
computing power) requested by the tenant (line 11. Afterwards, second loop is responsible
for search the first node allocated at structure that is able to host the new VM.
The condition to select a node that has enough resources to allocate the purchased
resources by tenant, is the quantity of VMs running into the system. The VMs allocated
into the chosen server may not exceeded the maximum_number_of_processes_per_node
parameter (line 22). This parameter may be customized by users at Cloud Manager prop-
erties. If the number of VMs allowed into a server is too high, it may harm the performance
of applications running into it. Therefore, if the applications executing in a node reduce























17:for( to .size(), )do
18: getSetSize( [i],false)
19: for( to , )do
20: getNodeByIndex( [i],j)
21: .getNumOfLinkedVMs()



































9:Let _ _ _ _ _ todefinetheupperamountofVMsinaNode
10: Gettheserversets
11:for( to )do








20: for( to )do
21: getNodeByIndex( [i],j)
22: .getNumOfLinkedVMs()
23: if( _ _ _ _ _ )then
24: if( NULL)then
25:
26: elseif( .getState() OFF)then
27:
28: elseif( 0)then

















































This chapter presents a set of experiments targeted to achieve two different objectives.
Initially, several experiments have been conducted in order to check the accuracy of the
proposed simulation platform. The main objective of these experiments is to show the
level of accuracy obtained from simulation, by comparing the results obtained from the
real scenario with the results obtained from iCanCloud.
Next, several performance and energy consumption experiments have been performed.
These experiments aim to present the main capabilities of iCanCloud. In order to validate
the models of iCanCloud, the simulation platform has been evaluated by modelling real
applications, and performing simulations-real executions-mathematical model results com-
parisons. Besides, the energy models has been validated by comparing simulation results
and real traces obtained from mechanized nodes.
The level of flexibility of iCanCloud has been tested by executing different workloads
in different data centre scenarios, analysing both the overall system performance and its
energetic consumption, in order to exhibit the ability to foresee the behaviour of a real
system.
Finally scalability experiments have been performed to test the memory and comput-
ing requirements of iCanCloud platform when large simulation models are executed.
5.1 Evaluation of the iCanCloud simulator
After a simulator has been developed, implemented, and debugged, it must be tested for
correctness and accuracy. However, determining that a simulator is absolutely valid over
the complete domain of its whole intended field of applicability is a very hard and time-
consuming task. Thus, the level of accuracy of a given simulator can’t be calculated for
the entire domain this simulator is targeted using a single value, because this accuracy
depends directly of the system to be modeled.
Validating a model means “substantiation that a computerized model within its do-
main of applicability possesses a satisfactory range of accuracy consistent with the intended
application of the model” [143].
In this section a validation process has been conducted to demonstrate the applica-
















































5.1 Evaluation of the iCanCloud simulator
Table 5.1: Characteristics of the different machine types offered by Amazon EC2. C.U.
corresponds to EC2 Compute Units per core, the equivalent to a 1.0-1.2 GHz 2007 Opteron
or 2007 Xeon processor.
Machine Type Cores C.U. Memory Platform
Standard On-Demand Instances
Small (Default) 1 1 1.7GB 32bit
Large 2 2 7.5GB 64bit
Extra Large 4 2 15GB 64bit
High CPU On-Demand Instances
Medium 2 2.5 1.7GB 32bit
Extra Large 8 2.5 7GB 64bit
metric, which does not happen in experiments using the mathematical model of Amazon.
It is mainly caused because the cost of the each VM is measured in completed hours,
whereof an hour cannot be split in fractions. Then, increasing the number of VMs provides
the same execution time, which produces a increasing of the cost for this configuration.
Logically, the greater number of VMs used, the greater cost of the system. This effect
only appears when the number of VMs gets higher. When the number of VMs is low, the
performance gain when more VMs are used justifies the increase in the cost. Moreover,
the mathematical model does not represent the time spent on performing I/O operations,
instead iCanCloud.
The best results are obtained in those tests that use small and high CPU medium
instances of VMs (see figures 5.1 and 5.5). In those cases, the cost of increasing the number
of VMs for reducing the execution time and then using less complete hours for the execution
is similar to the cost of using less VMs that requires more complete hours to execute the
testbed. It can be shown by comparing the simulations and the model, whereof both result
shows practically the same shape.
Otherwise, figures 5.2, 5.3 and 5.5 show a more noticeable difference between the
simulation and the model. This difference can be appreciated in those charts is because
the C/P metric values are low, and then the differences between the simulation and the
model are shown as peaks. Those peaks basically represent the maximum value of C/P,
which means that the time required for executing this testbed consumes a little portion of
the last hour of the total execution time. Thus, it means that using more VMs the testbed
can be executed without requiring that portion of hour, and then there is no need of paying
for an entire hour, obtaining a considerable drop in the C/P value.
We can conclude that both iCanCloud simulations and the mathematical model show
the same tendency in the trade-offs between cost and performance. However, simulations
show a more realistic behavior due to more details of the system are modeled. The main ad-
vantage of simulations versus the mathematical model is accuracy, and the main drawback
is obviously the execution time. iCanCloud requires more physical resources to be executed
in a computer due to the detailed model of simulations, than mathematical model to be
performed.
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Figure 5.6 shows a dispersion chart that compares the results of executing the Phobos 
application in the Amazon EC2 system, against the analogous model using iCanCloud. In 
those tests both different interval years and a different number of VMs have been used. 
Results obtained from those tests executed in Amazon EC2 are represented using hollow 
forms. Otherwise, iCanCloud results are shown using filled forms. 
Initially, Phobos application has been launched using 0,5 interval years (represented as 
squares). This chart shows that both the results executed in the real environment and the 
results obtained using iCanCloud follows the same tendency. However, those experiments 
that obtains lower C/ P values fits better with the simulation. 
Those experiments that use 1 interval year are represented as triangles. In those cases, 
the C/ P value obtained is greater than using a 2 interval year. This is due to the behavior of 
the Phobos application with different interval years. This asymmetry was already observed 
during its first porting onto the cloud [144). 
In general, in those tests that obtain the lower values of the C/ P metric, iCanCloud 
obtains practically the same results. Otherwise, when the C/ P value increases, there is a 
slightly difference between the real system and the simulation. Finally, all results obtained 
both from the Amazon EC2 and iCanCloud follows a saw-tooth waveform, which can be 
also appreciated in the previous charts shown in figures 5.1, 5.2, 5.3, 5.4, and 5.5 . 
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5.2 Validation of the energy model of iCanCloud simulation
platform
After the simulation framework has been evaluated, this section exhibits the validation of
the energy model of iCanCloud simulation platform. The process for validating the energy
model involves generating test cases, simulating those tests, and comparing simulation
results to a known reference. In order to obtain the accuracy of the power usage, we present
a methodology which we have followed for validating the scope of the energy models of the
proposed framework, and how simulation results match tests run on bare metal.
5.2.1 Bare metal power measurement methodology
In order to run tests on bare metal and compare results to simulated results, a method for
measuring power consumption is required. There are several ways of measuring the power
consumption of a single system. These approaches are described next, ordered from less
intrusive methods to more intrusive methods.
The first method for estimating power usage consists in using mathematical power
models which describe how a system or its components consume power based on resource
utilization. It has the advantage of being totally unobtrusive, and scaling to an arbitrary
number of nodes is easy. However, power models do not provide the precision of hardware
devices, and parameters can vary across different hardware devices [146].
The second method consists in using a power meter which measures the power con-
sumption of the whole system. One popular device is Watts Up Pro [147]. This device
is essentially a power outlet in which a system can be plugged in, and provides several
interfaces for reading power consumption in real time, typically with a frequency of 1-4Hz.
These devices are ideal for measuring the aggregated power consumption of a node, but do
not provide power consumption for individual components. In fact, estimating the exact
amount of power consumed by a single component is not only difficult due to the fact that
only the aggregated power is measured, but the inefficiency of the power supply unit (PSU)
needs to be taken into account. This inefficiency is attributable to the AC to DC conver-
sion which is performed by the PSU. While a hardware device is required for measuring
power consumption, making this method impractical for medium and large-scale systems,
no hardware or software modifications are required for the measured system.
A third approach for measuring power consumption consists in instrumenting a system
with multimeters for measuring voltage and currents of the individual power supply cables,
which connect hard disks and motherboard with the power supply unit (PSU). In contrast
with the previous approach, the energy which is lost in AC to DC conversion in the PSU is
not measured, and the currents which flow through individual cables can be measured inde-
pendently and matched to the power consumption of individual components. In addition,
the sampling rate is much higher, meaning high precision can be achieved. The drawback
of this approach is the fact that system instrumentation is highly intrusive, expensive to
scale, and impractical for more than a few systems.
In this work we have chosen to combine the second and the third method for validating
our framework, namely power meters and multimeters, which we use for obtaining precise
measurements of the test cases described in Section 5.2.3.
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5 .2.2 Hardware setup 
In order to obtain detailed power measurements, we have instTmnented several systems 
with power meters and multimeters which are directly attached to the motherboard. Our 
setup is depicted in figure 5. 7 and described in more detail next. 
l ,~! 
mqLrg' -~ --~ (I 
Data acquisition device 
Power Meter 
• ............... . 
SUT 
Figure 5.7: Hardware set-up for running the validation expe1iments 
For ea.ch experiment, we used a system which is instrumented and used to run test 
cases and benchmarks, and another system which collects the data obtained from our power 
measurement devices. This second system is required in order to eliminate potential mea-
surement overheads when storing and processing the acquired power measurement data. 
Our power measurement devices consist of a Watts Up! Pro power meter, and a National 
Instruments cDAQ-9174 which is attached to the power connectors of the motherboard. 
These devices a.re connected to a separate system which is only used for collecting, storing 
and processing the data using NI La.bView. 
5.2.3 Power measurement test cases 
In order to measure power usage of individual components, we developed a series of in-
dependent test cases which stressed a single component. These experiments target CPU, 
main memo1y, network, and hard disk. In order to measure the CPU power consump-
tion, a program which runs an infinite loop achieves peak level ut ilization of a single core. 
By spawning multiple threads, more than one core can be put at peak level utilization. 
Moreover, a fraction of peak level utilization can be achieved by interleaving computation 
with increasingly large intervals of CPU idle time. As a result, it is possible to set CP U 
utilization to 0%, 25%, 50%, etc. and up to 100%. We ran this benchmark, varying CPU 
utilization from idle to peak load, while acquiring data from our NI device at a sampling 
rate of 5 Khz (every 200 µ,s). The same benchmark was modelled and ran in the simulator. 
The comparative result is depicted in F igure 5.8(a.). 
The memory, however, is more complex, since we observed that the opera.ting system 
and other programs running in the background impacted its power usage significantly. For 
that reason, we ran no opera.ting system and booted memtest directly. We ran mem01y test 
1, which writes and then reads eve1y address. The same mem01y accesses were performed 
in the simulator, and the resulting power consumption estimation is depicted in Figure 
5.8(b ). 
In order to test the network, we ran three different tests. First, we left the network card 




































































































Consumption per disk usage
disk_Real disk_Simulated
(d) Disk experiments
Figure 5.8: Validation experiments to measure individual components
tests (idle state). Third, we ran iperf, a network bandwidth benchmark. Figure 5.8(c)
demonstrates several power consumption states.
For testing the disk, we ran sequential reads/writes, varying block size and total I/O
size. Figure 5.8(d) shows the results of the validation process for I/O experiments.
The analysis of the results obtained is performed using estimators of the accuracy
and the comparison trend. The main estimator is the average accuracy of each test with
different parameters. Another significant method to estimate the results is to check the
comparison trend of those tests. This comparison trend is the one that results from com-
paring the real and the simulated results of one test when certain parameters are varied.
Each parameter value incorporates a pair of real/simulated values that is treated as a point
into the comparison trend line. The more the trends line mimics the chart of the identity
function graph (Y = X), the more accurate the simulation is. In this validation process
the Pearson coefficient has been used. Basically, this coefficient measures the level of linear
dependency between real and simulated results, which indicates the straightness of the
trends line. The nearer this coefficient is to 1, the better the correlation between the real
and the simulated results.
The results of the average accuracy values are collected in Table 5.2. This table shows
that in most cases the accuracy of the simulator is greater than 85%. The cases where
we obtain a poor accuracy is when the hardware components are in its idle (or stand-
by) states. This is caused because our model uses the energetic values obtained from the
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Table 5.2: Accuracy estimators of the validation process
device’s data sheet to calculate the energy consumed by such device. Generally, these
values are lower than consumption obtained in practice. Moreover, due to these values
are low, small variations causes greater percentages in the accuracy. However, in the tests
that require a variation in the energy consumed by the device, simulation results show a
good approximation to the real consumption. Finally, all the tests executed show the same
tendency both in the real system and in the simulated environment (see Pearson coefficient
in Table 5.2).
Next, a set of performance experiments were executed to analyse the aggregated energy
consumption of a computing node. In order to perform this task, the BIPS3D application
has been executed using a different number of processes. The BIPS3D application has been
modelled using SIMCAN in the past, where the generated models were used to study the
performance of BIPS3D in distributed systems using different architectural configurations
[138]. The energy consumed of these experiments has been measured using the Watts Up!
Pro power meter in three different computing nodes. The main features of each computing
node are described below:
• Computing node with a Core2-Duo CPU, 4 GB of RAM memory and a Gigabit
Ethernet network.
• Computing node with a Quad-Core CPU, 2 GB of RAM memory and a Gigabit
Ethernet network.
• Computing node with a AMD Opteron 12-Core CPU, 64 GB of RAM memory and
a Gigabit Ethernet network.
Figure 5.9 shows a comparison of the energy consumption between the execution of
BIPS3D in both real and simulated environments. Each experiment was executed using 2,
4, 8 and 16 processes. The main objective of this experiment is to measure the tendency
of energy consumption when different hardware configurations are used. This chart shows
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Figure 5.9: Real vs. Simulation - Energy consumption of BIPS3D 
consumption in the Core2-Duo CPU. On the contrary, in the Quad-Core and 12-Core CPU, 
increasing the number of processes raises the energy consumed as well. This is mainly 
caused by the idle cores and the p-states of the CPU. The execution in the 12-cores CPU 
shows a considerable energy consumption, being in some cases four times greater than 
the other CPUs. However, simulation results reflect the same conclusions than results 
obtained from the real executions. In fact, the tendency of the obtained results when 
different hardware configurations are used is the same. 
5 .3 P erformance and energy consumpt ion experiments 
In this section, a set of experiments have been executed with the purpose of demonstrating 
the feasibility of the framework to calculate the estimated energy consumption in different 
simulated cloud environments. These experiments have been performed using iCanCloud 
simulation platform. In order to perform this task, different cloud environments and appli-
cations have been modelled. Section 5.3.1 provides a description of the cloud environments 
used in these experiments. Section 5.3.2 contains a description of the applications executed 
in each modelled environment. Finally, Section 5.3.3 shows the evaluation results and an 
analysis of the obtained results. 
5.3.1 D escription of cloud environment models 
The experiments described in this section have been performed using two different cloud 
environments. A detailed description of each environment is provided in Table 5.3. 
First, a data centre has been modelled. Usually, data centres are designed for contin-
uous use, where a large set of Virtual Machines are hosted by executing servers. The data 
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Datacenter configuration
Total number of computing nodes 1024
CPU cores per node 12
CPU core speed 20000 MIPS
Disks per node 1
Disk model ST1000DM003 - 1TB
Memory per node 64GB DDR3
Rated output power of PSU 1000W
Network Ethernet 1 Gbps / 10 Gbps
Scientific Cloud configuration
Total number of computing nodes 128
CPU cores per node 2 and 4
CPU core speed 12000, 14000 MIPS
Disks per node 1
Disk model Western Digital WD2500JB - 250 GB
Memory per node 2GB DDR2 and 4GB DDR3
Rated output power of PSU 350W
Network Ethernet 1 Gbps
Table 5.3: Configuration of experiments using different cloud environments
centre used in these experiments consists of 1024 computing nodes, where each node has
a 12-Core CPU with 64 GB of RAM memory. The virtual machines deployed consists of 1
CPU, 2GB of RAM memory, and 1GB of storage.
Second, a scientific cloud has been modelled. This kind of cloud environment is mostly
used to execute scientific applications, generally in universities and research labs. This
scientific cloud consists of 128 nodes, which are divided into 64 nodes with a QuadCore
CPU and 2 GB of RAM memory, and others 64 nodes with a Core2Duo CPU and 4 GB
of RAM memory.
5.3.2 Description of application models
This section provides a description of the applications executed in the previously described
environments. For those experiments performed on the data centre, a web server has been
modelled. A web server application is a client-server system. Typically, the web server sup-
ports thousands of clients requesting services at the same time. Therefore, the web server,
handles requests by different users simultaneously. These requests have to be processed or
serviced before another message can be attended. In order to manage the simultaneous re-
quests, the web server enqueue the petitions to process them in order of arrival. Generally,
a web server supports an upper bound on the number of hits per day that can be service.
In this experiment we use an interval of [9000-10000] requests per hour. As an example,
Web servers as wikipedia supports a number of hits per hour nearly to 10,000 [148].
For those experiments executed in the scientific cloud environment, the BIPS3D ap-




We studied the energy consumption of two different cloud environments, a data centre and
a scientific cloud, using iCanCloud. In each cloud environment, different applications have
been modelled to study the energetic impact. First, web servers has been modelled to be
executed in the data centre. Second, a High Performance Application, called BIPS3D, has
been executed in the scientific cloud environment. The experiment focuses the analysis of
the energy consumption variability by simulating different physical resources management
strategies. To study the entire scope of usage variations of the physical resources, several
workloads are modelled to require a specific percentage of resources: 20%, 40%, 60%, 80%
and 100%. Moreover, two different strategies to manage the servers of the data centre has
been studied in order to adjust the energy consumed by the entire system. First, strategy
consists on maintain the resources that are not used in idle state. This is, the resources
are connected but no Virtual Machine are executed on them. It allow to use faster the
resources when they are needed but, it produces a major energy consumed. Second, the
unused resources have been in stand-by. This is, the resources are connected but suspended
and waiting to be activated. This mode consumes less energy than idle state, but requires
more time when a server is selected to host a VM performing the transition to idle state.
Power consumption results of the data centre environment
% of workload State of unused nodes Max (kW) Min (kW) Average (kWh) Std. deviation
20% Idle 93.669 73.764 90.064 7.134Stand-by 60.896 40.963 57.223 7.181
40% Idle 144.481 92.652 115.578 9.989Stand-by 96.094 68.073 90.961 10.101
60% Idle 136.994 106.184 131.479 10.987Stand-by 120.594 89.784 114.949 11.114
80% Idle 151.573 118.734 145.695 11.711Stand-by 143.333 110.494 137.317 11.846
100% Idle 165.682 131.891 157.694 4.814Stand-by 163.724 131.11 158.384 4.487
Power consumption results of the scientific cloud environment
% of workload State of unused nodes Max (kW) Min (kW) Average (kWh) Std. deviation
20% Idle 12.965 12.015 12.198 0.352Stand-by 4.934 1.874 4.164 0.361
40% Idle 14.338 12.015 12.721 0.084Stand-by 9.329 3.394 7.876 0.682
60% Idle 14.708 12.015 12.534 0.998Stand-by 13.584 4.914 11.403 1.022
80% Idle 14.919 12.015 12.578 1.164Stand-by 14.213 5.434 12.606 1.153
100% Idle 15.119 12.015 12.614 1.151Stand-by 15.119 6.434 12.753 1.176
Table 5.4: Energy consumption results
Table 5.4 shows the results obtained for both environments. This table shows the min-
imum, maximum, average and standard deviation values of power and energy consumption
for each experiment, extracted using the samples obtained from the simulation of one entire
day of real execution (24 hours) at a rate of 1Hz.
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These results show a significant difference of energy consumption when unused re-
sources are in stand-by instead of in idle state. The main reason of this difference in the
energy consumption is the that the components in idle state consume more energy that
components in stand-by. However, this difference is practically insignificant for those work-
loads of 100%, where all the resources of the cloud are active. In these cases, there is no
difference for maintaining in stand-by or idle the unused resources.
When the percentage of active resources increases, the energy consumption increases
as well. However, this difference does not grow proportionally. The main reason of this
is the energy consumed by the unused resources, which have more impact on the overall
system consumption when less active resources are used. The standard deviation obtained
for each workload, when different strategies are used (idle and stand-by) is practically the

















Idle vs Standby - Data center
24 hours execution
20% idle 20% stand-by
Figure 5.10: Energy consumption of data centre using 20% of resources
In general, the data centre maintaining 100% of resources active, consumes an average
of 157.694 kWh when unused resources are in idle state, and 158.384 kWh when unused
resources are in stand-by. Note that the difference of consumption is practically insignifi-
cant. On the contrary, maintaining 20% of resources active, the energy consumption when
unused resources are idle is 90.064 kWh, versus 57.223 kWh when unused resources are
in stand-by. In this case, using different strategies produces a difference of energy worthy
of consideration. The same occurs in the scientific cloud environment. In this case, the
energy consumption by maintaining 20% of resources active when unused resources are
in idle and stand-by state is 12.198 kWh and 4.164 kWh respectively. On the contrary,
the consumption when 100% of resources are active is practically the same for idle and
stand-by strategies, being 12.614 kWh and 12.753 kWh respectively.
To properly dimension the power supply system of the cloud, at least the maximum
power estimated must be provided to avoid system power failures.
Due to the fact that resources are rarely operating under peak load, different resource
provisioning strategies can have a great impact on energy consumption. We performed


















Idle vs Standby - Scientific cloud
24 hours execution
20,00% idle 20% stand-by
Figure 5.11: Energy consumption of Scientific Cloud using 20% of resources
energy consumption depending on the selected strategy. Figure 5.10 and Figure 5.11 show
the average of energy consumption during 24 hours for the Datacenter and Scientific Cloud
respectively. In these charts, 20% of resources were active, while the rest of resources could
be in idle or stand-by. These figures depict the difference in power consumption using
different strategies in each cloud environment.
5.4 Measuring the scalability of iCanCloud
This section presents the scalability experiments performed on the iCanCloud simulation
platform. These experiments focus cloud computing simulation environments by increasing
the size of the problem. The aim of those tests exhibits that iCanCloud is able to simulate
large cloud computing systems, performing the simulations in a reasonable time frame.
Therefore, in order to reach this objective, the amount of memory and the execution time
needed for performing the experiments has been measured.
In order to highlight iCanCloud’s scalability, two different tests has been performed:
the first one, focusing on resources consumed by the experiment due to the environment
modelled; the second one, a comparison of iCanCloud with a mature cloud simulator,
CloudSim. Results obtained from the experiments have been divided in two different sec-
tions, depending on the test performed: the scalability of large size cloud computing archi-
tectures, and the comparison with CloudSim.
5.4.1 Scalability of large size cloud computing architectures
We studied the scalability of two different large scale scenarios. These scenarios consists
on two data centres. First data centre contains a total of 30720 nodes. The second one has
the double size than first scenario, setting up 61440 nodes (see table 5.5).
In order to manage and configure the simulations, the nodes have been grouped by
racks. Each rack groups a set of board nodes that, with identical purpose than racks, sets
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Figure 5.13: Execution time for simulating large cloud environments experiments 
that allocates the VMs. When nodes are active, the energy management, hypervisor, and 
network internals, are active. This entails that many structures are generating events, in 
order to attend the incoming basic subsystems requests from web servers. This is the main 
reason for the growth of execution time, as it is exhibited in both charts, Figure 5.13(a) 
and F igure 5.13(b), where the number of active nodes increases when the number of jobs 
is major. 
The comparison between the time required for simulating the experiments, shows 
that clearly the time required for simulating 61440 is higher than 30720. In spite of the 
number of jobs is the same, and also the number of active nodes, the nodes in state off and 
stand-by state also requires time to be simulated. Those nodes are simulating the energy 
consumption, and generating events associated to this calculations. These are the main 
difference between both experiments, producing higher execution times for 61440 nodes 
than 304 70 nodes. 
The amount of time required to perform these experiments exhibits the same tendency 
that the memory usage. However, the time required to execute the simulations grows, when 
the number of jobs and the size of the data centre is increased. 
5.4.2 Comparison with CloudSim 
In order to assess the performance of iCanCloud, this experiment has been conducted 
using it and CloudSim with the purpose to compare both simulation tools. We have chosen 
CloudSim for this comparison because it is a mature simulation tool which has already 
been used in a number of research works. 
Jobs are modeled in CloudSim by configuring three parameters: (1) input size, (2) 
processing length, measured in Millions of Instructions (MI), and (3) output size. Input 
and output sizes refer to the size of input and output files of the job, and is a way to 
infer the time it takes to execute this job in a cloud resource (whose computing power 
is measured in Millions of Instructions Per Second - MIPS) . Similarly, a new application 
model has been developed in iCanCloud to execute the same functionality that those jobs 
105 
Chapter 5. Evaluation 
do in CloudSirn. Thus, the configuration of jobs used in the experiments described in this 
section is performed equally in both simulation platforms. 
Those experiments use jobs whose input size is 5 MB, output size is 30 MB, and 
processing length is 1,200,000 ML Also, cloudlets always utilize all the available CPU 
capacity. This experiments use VMs having 9,500 MIPS, which simulate a standard small 
instance type provided by Amazon EC2. The energy models has been disabled for both 
simulation platforms. Those experiments have been executed using an ASUS computer, 
model u33J Bamboo, which contains a CPU core i3 and 8 GB of RAM memory. 
Figure 5.14 shows the comparison of performance between CloudSim and iCanCloud. 
Cha.rt 5.14(a) shows the execution time of each experiment, where x-axis shows the number 
of jobs executed in each experiment, y-axis shows the number of VMs and its type, and 
z.-axis shows the time required to execute ea.ch experiment (measured in seconds) using a 
log-scale. 
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Figure 5.14: Performance experiments: iCanCloud versus CloudSim 
This chart shows that increasing the number of jobs require more execution time in 
both simulators, which is obvious. Otherwise, increasing the number of VMs has a different 
impact in ea.ch simulator. In iCanCloud, when more than 2500 VMs a.re used, the number 
of jobs has not a considerable impact on the execution time. Note that those experiments 
executed in iCanCloud have a uniform-like shape. That means that almost CPU power con-
sumed by the simulator is processed for managing VMs. Instead, CloudSim's performance 
depends directly on both parameters (number of VM and number of jobs). In fact , when 
the value of one of those parameters increases, execution time increases as well. However, 
besides some experiments where the number of jobs is less or equal to 50000, iCanCloud is 
faster than CloudSim. Otherwise, in all tests that use 250K jobs iCanCloud is faster. That 
means that iCanCloud provides better scalability than CloudSirn. 
Chart 5.14(b) shows the memory consumption of each experiment. In this chart can 
be appreciated that iCanCloud requires more memory than CloudSim. This is caused 
because iCanCloud uses a higher level of detail to model each VM instance. As opposed to 
iCanCloud, which simulates low level details of the cloud system being simulated, CloudSim 
does not provide in-depth simulation details. Up to 1000 VMs, the amount of memory 
required by both simulators is similar. But using more than 1000 VMs, the amount of 
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memory required by iCanCloud grows much faster than CloudSim.
In general, iCanCloud is faster in large scale experiments and provides better scala-
bility, but require more memory than CloudSim.
5.5 Summary
This chapter presents a set of experiments aimed to test the accuracy of the proposed
simulation platform. The models for simulating a flexible and scalable simulation platform
have been validated, evaluating the simulation platform and the energy model separately.
We present the methodologies which we have followed for validating the framework
and the accuracy of the results. The evaluation of the simulator, which has been carried
out by conducting a set of experiments on the simulator and comparing them with actual
results using instance types provided by Amazon, exhibited that performed tests using
iCanCloud obtains practically the same results than real experiments.
Moreover the energy model validation process consisted on performing several exper-
iments using iCanCloud, measuring the energy consumed by individual components of a
computing node (CPU, Memory, Network and Disk). Afterwards, the aggregated energy
consumption of a complete computing node was calculated by executing the BIPS3D ap-
plication.
The usefulness of the energy models included into iCanCloud has been demonstrated
by modelling two different cloud systems and applications. First, a large data centre that
holds VMs that executes web servers have been modelled. Second, a Scientific Cloud envi-
ronment for executing HPC applications have been simulated. The energy of these systems
has been calculated by using different strategies for the unused resources by maintaining
these resources in idle and stand-by state.
Finally, scalability experiments are focused on obtaining both the amount of time and
memory usage for performing a concrete simulation, depending on the size of the cloud






Conclusions and future work
In this thesis we have proposed different strategies for modelling and simulating energy-
aware cloud systems. In order to show both the soundness and the applicability of these
techniques, different cloud architectures have been simulated for analysing the impact of
different workloads on the overall system energy consumption. Hence, the main conclusion
obtained from the results obtained from this thesis is that the objectives described in
Section 1.3 have been successfully accomplished.
A detailed description of the main contributions of this thesis is presented in this
section. Next, some direction of future work, that are currently challenging topics in the
scope of this thesis, are described. Finally, the publications resulted from this thesis are
shown.
6.1 Main contributions
The main contributions of this thesis can be categorised in three different groups. First, the
design and implementation of a simulation platform for modelling and simulating energy
aware cloud systems. Second, strategies for simulating and modelling realistic workloads in
cloud environments. Finally, optimisation of the underlying architecture in cloud systems
in order to balance the trade-offs between performance and energy consumption.
6.1.1 A simulation platform aimed to model and simulate energy aware
cloud systems
The corresponding contributions of this group, which cover objectives 1 and 2 , are
following described:
• A new simulation platform aimed to model both actual and non-existent
cloud systems. Since currently there exist a lack of tools that provides enough
flexibility, in order to model a wide range of posible cloud configurations, and high
level of detail, for modelling the energetic consumption of those hardware devices
that conforms the underlying architecture of the cloud, we consider that using the
proposed simulation platform fits better with the objectives of this thesis than the
current simulators focusing on cloud systems.
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• The data center model that supports the underlying architecture of the simulated
clouds can be fully customised by using a collection of hardware devices. In
order to provide a high level of flexibility, these models can be combined for building
a wide range of cloud architectures.
• The virtualisation layer has been fully modelled and customised over the
data center model to support different cloud scenarios. This layer includes different
models of virtual machines and a customisable hypervisor for accordingly managing
the requests for each virtualised physical resource, such as CPUs, disks and memories.
• The energetic consumption of each hardware device that conforms the ar-
chitecture of the cloud system has been fully modelled. Furthermore, new models of
energetic consumption can be added in order to widen the spectrum of configurations
modelled by using the proposed simulation framework.
• The model of a cloud manager has been designed in order to easily include new
algorithms for mapping VMs in the available physical machines that support
the cloud. These algorithms may be aimed to saving energy consumption, improving
performance and balancing the overall system performance and the required amount
of energy for supporting the cloud.
• Finally, a GUI has been developed in order to make easier the process of mod-
elling complete cloud systems.
6.1.2 Simulating and modelling realistic workloads
The corresponding contributions of this group, which cover objective 3 , are following
described:
• Models for executing different workloads, representing a large number of
users in cloud systems. These workloads are defined by the number of tenants
that interacts with the cloud and the applications executed by these users. Further-
more, the behaviour of these tenants can be also defined. Basically, this behaviour
is modelled by configuring how these tenants arrives to the system and how they
request VMs, it being modelled by using different statistical functions.
6.1.3 System optimisation to obtain a good compromise between the
overall system performance and energetic consumption
The corresponding contributions of this group which cover the objective 3 are following
described:
• A thorough set of experiments has been conducted, by using different workloads
over different cloud architectures, in order to obtain the usage costs to perform
applications. Moreover, the analysis of the impact of energy consumed by
physical resources using different system configurations in a cloud computing
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