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Kurzfassung
Die Dynamik von elastischen Membranen, Kapseln und Schalen hat sich zu einem aktiven Forschungs-
gebiet in der simulationsgestützten Physik und Biologie entwickelt. Die dünne Oberfläche dieser elas-
tischen Materialien ermöglicht es, sie effizient als Hyperfläche zu approximieren. Solche Oberflächen
reagieren auf Dehnungen in Oberflächenrichtung und Verformungen in Normalenrichtung mit einer elas-
tischen Kraft. Zusätzlich können Oberflächenspannungskräfte auftreten. In dieser Arbeit präsentieren
wir eine neuartige Arbitrary Lagrangian-Eulerian (ALE) Methode um solche in (Navier-Stokes) Fluiden
eingebetteten elastischen Schalen zu simulieren. Dadurch, dass das Gitter an die elastische Oberfläche
angepasst ist, kombiniert die vorgeschlagene Methode hohe Genauigkeit mit Effizienz in der Berechnung
der Lösungen. Folglich kann man die Simulationen mit einer verhältnismäßig geringen Gitterauflösung
durchführen. Der Fokus dieser Arbeit liegt bei achsensymmetrischen Formen und Strömungen, wie sie
bei vielen biophysikalischen Anwendungen zu finden sind. Neben einer allgemeinen dreidimensionalen
Beschreibung formulieren wir achsensymmetrische Kräfte auf der Oberfläche, für welche wir eine Dis-
kretisierung mit der Finite Differenzen Methode vorschlagen, welche an eine Finite-Elemente Methode
für die umgebenden Fluide gekoppelt ist. Weiterhin entwickeln wir eine Strategie zur impliziten Kopp-
lung der Kräfte, um Zeitschrittrestriktionen zu reduzieren. In verschiedenen numerischen Tests werden
wir zeigen, dass akkurate Ergebnisse schon in einer Größenordnung von Minuten auf einer Single-Core
CPU erreicht werden können. Die Methode wurde in drei aktuellen Anwendungen verwendet, wobei
mindestens zwei davon nach unserer Kenntnis im Moment mit keiner anderen numerischen Methode
simuliert werden können: Zunächst präsentieren wir Simulationen von biologischen Zellen, die im Zuge
eines RT-DC (Real-Time Deformability Cytometry) Experiments durch einen schmalen mikrofluidischen
Kanal advektiert und dabei verformt werden. Danach zeigen wir die Ergebnisse erster Simulationen der
uniaxialen Kompression biologischer Zellen zwischen zwei parallelen Platten im Zuge eines AFM Expe-
riments. Schließlich präsentieren wir Resultate erster Simulationen von neuartigen mikroschwimmenden
Schalen, welche lediglich durch äußere Einflüsse (wie z.B. Ultraschall), zum Schwimmen angeregt wer-
den können.
Abstract
The dynamics of membranes, shells, and capsules in fluid flow has become an active research area in
computational physics and computational biology. The small thickness of these elastic materials enables
their efficient approximation as a hypersurface, which exhibits an elastic response to in-plane stretching
and out-of-plane bending, possibly accompanied by a surface tension force. In this work, we present a
novel arbitrary Lagrangian-Eulerian (ALE) method to simulate such elastic surfaces immersed in Navier-
Stokes fluids. The method combines high accuracy with computational efficiency, since the grid is
matched to the elastic surface and can therefore be resolved with relatively few grid points. The focus of
this work is on axisymmetric shapes and flow conditions, which are present in a wide range of biophysical
problems. Next to a general three-dimensional description, we formulate axisymmetric elastic surface
forces and propose a discretization with surface finite-differences coupled to evolving finite elements. We
further develop an implicit coupling strategy to reduce time step restrictions. Several numerical test cases
show that accurate results can be achieved at computational times on the order of minutes on a single
core CPU. Three state-of-the-art applications are demonstrated, where to our knowledge at least two of
them cannot be simulated with any other numerical method so far. First, simulations of biological cells
being advected through a microfluidic channel and therefore being deformed during an RT-DC (Real-
Time Deformability Cytometry) experiment are presented. Then, the uniaxial compression of the cortex
of a biological cell during an AFM experiment is investigated. Finally, we present the results of first
simulations of the observed shape oscillations of novel microswimming shells which can be locomoted
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1.1 Motivation and state of the art
The dynamics of elastic membranes, shells and capsules in fluid flow have become an active research
area in computational physics and computational biology. Example systems include vesicle membranes
immersed in fluids [AELV14, BHS+07, NG04b, KWSL96], red and white blood cells transported with
the blood plasma [MAV16, YPTKL14, VBBM13, DMV12], general biological cells including cytoplas-
mic flows [MMM+17, MJS18], or even man-made elastic thin shells to deliver cargo through a fluid
[DMD+17]. Therefore, there exists a broad interest in advanced modeling and simulation technologies
that enable the understanding of such systems.
In all these examples, the elastic material is typically very thin, such that its direct numerical resolution
with continuum-based discretization techniques requires prohibitively fine mesh sizes [Giv04b]. This
problem can be circumvented by replacing volumes of thin layers by dimensionally reduced surfaces,
i.e. the elastic material is approximated as a hypersurface of zero thickness. Throughout this thesis,
elastic surfaces with a finite shear modulus which prevents the surface from strong tangential deforma-
tions (while out-of-plane deformation might still be sizable) are studied. Therefore, pure lipid vesicles
are explicitly excluded and the more relevant case of thin shells is investigated. One prominent exam-
ple of which are cell surfaces. These are composed of a membrane connected to a thin elastic actin
cortex, the membrane/cortex complex thus forms a thin elastic sheet with strong resistance to surface
shear and dilation. Mechanical properties of the surface include in-plane stretching elasticity and out-
of-plane bending elasticity. Additionally, surface tension forces may arise. For example, in cellular
membranes, these forces stem from microscopic motor proteins that permanently try to contract the sur-
face [FFHJ+14]. Together with the hydrodynamics of the surrounding fluids, all the forces lead to a
tightly coupled system of flow and surface evolution.
Several methods have been developed to numerically simulate such systems. Most popular among
them are the boundary integral method, the immersed boundary method and particle collision meth-
ods. Boundary element methods and boundary integral methods couple the Stokes equations to thin
shell theory for the elastic surface [KWSL96, Poz03, VGZB09, VGBZ09, BLJ11, VRBZ11, ZS11]. The
methods are very efficient as they reduce the system to a pure surface problem, yet the limitation to
the Stokes regime restricts these methods to small length scales and small flow/shear rates. An alterna-
tive approach are particle methods. Recently a lot of studies used the multiparticle collision dynamics
model [NG07, PVGN12, WFG14] to describe elastic capsules. This numerical scheme is very flexi-
ble but remains partly phenomenological. The immersed boundary method in its original form couples
different numerical grids for the surface and the fluid domain by use of smeared-out delta functions
[LWP+09, HKL14, Giv04a]. Main problems of such methods are the loss in accuracy associated to this
interpolation between grids and the handling of high viscosity ratios [FGMP13, Pes02]. These prob-
lems can be overcome by coupling immersed boundaries with technically far more complicated cut cell
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methods [HSW+19].
Alternatively to the above methods, interface capturing methods can be used to track interface movement.
The most prominent of which are the level set method [MMC+09, SM11, LSM14, MMPR12, DCPI12]
and the phase field method [AV12, AELV14, MAV16, LAA16, Ala17]. However, the inclusion of shear
and dilational surface elasticity is traditionally not considered in these approaches, as it is unclear how
to carry the reference coordinates along the elastic structure. Notably, some first steps have been done in
this direction recently for level set [CM06] and phase-field methods [MAA18].
The Arbitrary Lagrangian-Eulerian (ALE) method is another approach to discretize moving domains
and moving boundaries. The method uses a body-fitted grid to couple the advantages of Eulerian and
Lagrangian description of the material. To achieve a certain flexibility in terms of solvers, partitioned
approaches of ALE are very common [DHA+10]. These approaches explicitly couple two separate
momentum equations, one for the fluid and one for the solid. This explicit coupling leads to stability
problems, the most famous of which being the added mass effect [vB09]. A further drawback of ALE
methods is the necessity of re-triangulation when strong grid deformations are involved. Nevertheless, in
three-dimensional (3D) fluid-structure interaction (FSI) problems, these drawbacks are compensated by
some distinct advantages of ALE methods. These include their efficiency, the high accuracy representa-
tion of the domains by a body-fitted grid and the simplicity of implementation. While the ALE method
is the standard method for the interaction of 3D elastic structures with surrounding fluids [SOL00], it is
rarely used for elastic surfaces immersed in fluids, see [SH07, FRWB10, ZH01] for examples. In these
methods the thickness of the surface is typically resolved by use of special shell or beam elements which
have to be carefully chosen to prevent shear locking [BBR00]. Typically, separate momentum equations
are solved in the fluid and the structure.
The aim of this thesis is to propose a different ALE method which is particularly suited for very thin elas-
tic materials. This slenderness implies that no significant momentum is carried by the structure, which
allows to neglect the corresponding momentum balance by including the elastic response as a surface
force in the fluid. Accordingly, problems like the added mass effect or shear locking are eliminated. The
model will be presented in both, full 3D and the axisymmetric setting. Even if full 3D simulations cap-
ture a wider range of applications, axisymmetry applies to many surfaces in nature and technology and
reduces the system effectively to a two-dimensional problem. The axisymmetric method is therefore par-
ticularly attractive for problems involving long-term computations (many time steps) or extremely fine
grids, for which full 3D simulations are illusive. Along these lines an axisymmetric Boundary Element
Method [TBLJ15] and an axisymmetric Immersed Boundary Method [HKL14] have been proposed re-
cently to simulate vesicles and elastic hyper-surfaces. Here, we propose an axisymmetric ALE method,
which complements these methods by some distinct advantages. In the context of two-phase flows, ax-
isymmetric ALE methods have been developed and benchmarked, see e.g. [LHZW05, ABH+13], prov-
ing superior efficiency and accuracy in comparison to other two-phase flow methods. Our work adds
the elastic forces at the material interface to obtain an efficient and accurate method for elastic surfaces
in fluid flows. Accordingly, a formulation for the elastic surface forces is provided and a discretization
with surface finite-differences is proposed, which is coupled to evolving finite elements of the bulk prob-
lems. Furthermore, an implicit coupling strategy is developed to reduce time step restrictions. While the
method is presented here for surfaces which are surrounded by fluids from both sides, it is straightfor-
ward to omit one of the fluid phases. Similarly, the method can easily account for completely different
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physics in both surrounding domains. This is going to be illustrated by simulating the uniaxial compres-
sion of a biological cell filled with intracellular fluid (Ch. 5) and the propulsion of novel microswimmers
having gaseous/liquid fluids inside/outside their elastic shell Ch. 6).
1.2 Overview of this thesis
As mentioned above, the central topic of this thesis is the ALE approach to numerically solve problems
of elastic surfaces in flow. It combines numerical accuracy with efficiency and variability. In particular,
the ALE approach offers the advantages of fitted mesh partitions on the interface, where it takes in-plane
and out-of-plane elastic forces together with surface tension into account. Navier-Stokes problems for
the fluids are solved with the finite-element method and coupled to the forces on the shell, which are
computed with finite differences, by boundary conditions.
Ch. 2 will give an overview of the necessary mechanical background. It starts with general discussions
about infinitesimal elasticity of thin plates (Sec. 2.1.3), generalizing these results to thin shells on the
basis of Ref. [LL86]. Subsequently, finite deformations are discussed in Sec. 2.2, introducing the strain
tensors needed for the model of thin elastic shells immersed in fluids.
The numerical model, which is the very recent result presented in the author’s paper [MA20] can be found
afterwards in Ch. 3. The chapter starts in Sec. 3.2 with the derivation of the surface tension force together
with in-plane and out-of-plane forces for thin shells from both, the divergence of the surface stress and
the first variation of the respective elastic energy on the surface. Resulting forces are summarized in
Sec. 3.2.4. Given that, the numerical model is presented together with test cases for dominance of in-
plane elastic forces, out-of-plane elastic forces, and surface tension, respectively. Both, the very efficient
axisymmetric case, and the general three-dimensional (3D) case will be presented and analyzed. This
chapter with its model for elastic shells in flow is the core part of this thesis. Its applications in biology
and physics are then studied in the following chapters. The applications illustrate the capabilities of the
numerical model.
Ch. 4 deals with biological cells that are advected by shear flow through a narrow microfluidic channel.
During the advection process, the cells deform until a stationary shape is reached. The resulting station-
ary shapes are imaged with high-speed cameras. This experimental setup is called real-time deforma-
bility cytometry (RT-DC). The results of the author’s paper [MMM+17] are presented here, where the
first numerical simulations of RT-DC have been performed. In numerical simulations, one can compute
deformations of model cells with given mechanical parameters, which are unknown in the experiments.
It is then possible to provide a lookup-table in order to extract mechanical properties of live cells from
the experiments.
In Ch. 5, biological cells are studied again, this time being confined between two parallel plates using
an atomic force microscope (AFM). During compression, the cell exerts a force on the plate, which can
be measured. In simulations, one can compute these forces for model cells with given mechanical prop-
erties. By fitting experimental and numerical results, it is possible to obtain the Poisson ratio of live
cells. As the main result we find that the Poisson ratio of biological cells is frequency dependent and
hence, the cellular actin cortex is compressible at higher frequencies. The variability of the numerical
model is illustrated here, particularly. The influence of the surrounding air can be neglected. Conse-
quently, the fluid, in which the cell is immersed, can be omitted in the numerical model. Together with
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the axisymmetric assumption, this leads to a significant reduction of computation time. Reducing the
computational effort is especially helpful since the resolution of the numerical grid has to be rather high
in order to obtain sufficient accuracy in the resulting plate forces. The results presented here have been
published in the author’s recent paper [MHAFF20].
In the third application to be considered here, the results of the first simulations of shape oscillations of
novel microswimming shells are presented. These shells are designed to swim on a microscale while
being locomoted from the outside e.g. via ultrasound. Such objects should be easy to make, the dynam-
ics should be controllable without direct contact, the swimming should be a non-reciprocal evolution
of shapes, and it should be fast enough to make them usable for example in the human body in order
to transport medicine to specific location. First experiments conducted by Djellouli et al. (2017) cit-
eDjellouli2017 use spherical shells that are filled with air. These shells feature a small location, where
the shell is thinner. Increasing the pressure in the surrounding fluid sufficiently leads to buckling of the
shell, whereas decreasing it leads to debuckling. Both processes have been shown to cause significant
displacement of the shell. Using simulations, the strong restrictions of the experiments could be cir-
cumvented, making it possible to further analyze the dynamics of both, the buckling process for a single
buckling-debuckling cycle and the swimming process for periodic buckling and debuckling. The results
of our simulations are presented in Ch. 6.
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2 Linear Elasticity Theory
Elasticity is the property of the material to deform under the influence of external forces. When the ex-
ternal force vanishes, the material tends back to its initial form. One distinguishes between elastic fluids,
showing an elastic reaction to hydrostatic pressure, and elastic solids, reacting to bending, compression,
stretching, or shear forces. Here, the continuum mechanics of solid material is studied, which especially
includes the mechanics of thin elastic shells, e.g. the membranes of live cells.
Fundamental theory for stress and strain will be introduced based on the main results of [LL86] in
Sec. 2.1. Additionally, a short discussion about the deformations of thin plates is included. Thin plates are
the most simple geometric structure to study, where purely out-of-plane or purely in-plane deformations
are acting in one dimension only. Based on these results, elastic properties of thin shells in the case of
infinitesimal strain is discussed in Sec. 2.1.4.
In Sec. 2.2, the knowledge of infinitesimal deformations is extended to finite deformations. The dis-
ambiguation between undeformed and deformed state of the shell plays and important role when de-
formations are large, e.g. for the definition of strain tensors for deformations of an elastic shell. This
chapter concludes with the derivation of the in-plane strain tensor for thin shells. This will be used in the
formulation of the forces acting on a thin shell presented in Ch. 3.
2.1 Introduction to elasticity theory
For the purpose of this thesis, the dynamics of elastic shells have to be investigated, since thin shells
coupled to internal and external fluids are the basis of the numerical model (cf. Ch. 3). Before discussing
the elasticity of thin shells, some basic definitions of elasticity theory will be presented in this section.
At first, strain and stress tensors for elastic bodies under deformation are introduced. Subsequently, the
simplified case of thin plates under uniaxial deformation (tangential or normal to the plate) is studied.
The stress and strain tensors will be derived for the case of infinitesimal deformations first, followed by a
brief study of the plate elasticity under larger deformations. The knowledge of the mechanical behavior
of thin plates is then applied and extended to elastic shells.
Note that the aspects in this section are presented briefly in order to provide some very basic information
about elasticity theory. A more detailed discussion about the topic can be found in [LL86].
2.1.1 Strain and stress
Strain is defined as the change in any distance of two material points (or particles) of the elastic body
compared with the original distance. Deformation is the change of the body’s shape under the influence
of external forces. Accordingly, although deformation and strain are connected, they are not equal.
Imagine a football before and after inflation. Even if the form of it is significantly different in both states,
the change of its surface area is comparatively small. Consequently, the ball’s deformation is large but
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Figure 2.1: Illustration of a body (blue) under deformation from an initial state (left) to a deformed state
(right). The distance dx̄i between two points with coordinates x̄i and x̄i+1 in the undeformed
state changes to the distance dxi of the same body points in the deformed configuration with
coordinates xi and xi+1. The displacement of the point at x̄i is denoted with u(x̄i) = ui and
it is dxi = dx̄i + dui.
it’s strain is small. In contrast, a ball made of modeling clay can not be deformed largely without large
strains.
The goal is now to derive a mathematical definition for the strain of an elastic body. Therefore, assume
that a solid body is deformed by some external force, i.e. it’s shape or volume is changed. In order to
analyze the mechanical properties of the deformation, it is necessary to distinguish between the state of
the body before and after its deformation. Fig. 2.1 illustrates the undeformed and deformed state and
the respective quantities to be introduced in the following. The position vector of a particle in the body
in the undeformed state is denoted with x̄ ∈ R3. During deformation, the position of x̄ changes to the
new position x in the deformed state. Then, the displacement vector of such a point is denoted with
u = (ux, uy, uz)
T and can be written as follows:
u = x− x̄ (2.1)
Now, to introduce a definition of a strain tensor for a deformed body, one needs to take into account that
during deformation, the distances between the points on the body change. Consider two body points xi
and xi+1 very close to each other. Using dx = xi+1 − xi, the distance d between the two points can be
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defined with d = ‖dx‖ (and d̄ = ‖dx̄‖ in the initial state). With dx = dx̄ + du where du = ∇x̄u · dx̄,
with∇x̄ the gradient with respect to the initial coordinate, it is
d2 = ‖dx‖2= ‖dx̄ + du‖2= ‖dx̄‖2+‖du‖2+dx̄T · du + duT · dx̄. (2.2)
One can write











∇x̄u + (∇x̄u)T + (∇x̄u)T ∇x̄u
)
(2.4)
is called the Green-Lagrange strain tensor, using the gradient ∇x̄ with respect to the initial coordinates.
A similar derivation can be done using the coordinates in the deformed state. This leads to the following





∇xu + (∇xu)T −∇xu (∇xu)T
)
, (2.5)
which is called the Euler-Almansi strain tensor, using the gradient∇x with respect to the coordinates in
the deformed state.
When a body is under small deformations, the nonlinear terms in both of the strains defined above can
be neglected since the strains are also small and the nonlinear terms in the strain tensors are of second
order. The distinction between derivatives with respect to undeformed or deformed configuration, shown
in Fig. 2.1, can therefore be neglected1. Accordingly, the strain tensor is equal in both cases, namely







The above strain definition only holds for small strains. Note that the accuracy of the strain tensor under
the assumption of small strains is not restricted to small deformations, generally. It is indeed possible to
have large deformations but small strains, as already mentioned above.
An elastic body in undeformed state and without the influence of any external forces is always in me-
chanical equilibrium, i.e. in every point of the body, the sum of the forces on this point will be zero. Now
if the body is deformed, this equilibrium is perturbed and internal forces in neighboring particles of the
body arise, which are called (internal) stresses. Thus, the body tends to return to its original state of equi-
librium. Note that, in the theory of elasticity, the forces acting on a point of the body after deformation
act only in the close neighborhood of that point.
Consider volume elements dV in a portion of the body. The total force is then the sum of all the forces
f per unit volume on all the volume elements on that portion. Hence, the total force can be written as
the volume integral
∫
fdV . Following from Newton’s third law, forces acting on one another inside the
body portion cancel out. Hence, only forces acting on the body surface have to be considered. The force
1Sec. 2.2 deals with finite deformations, where the coordinates of the body at both configurations will be considered to
compute the strain tensor.













Figure 2.2: Illustration of a cube element which is cut out of the body. The components of the stress
tensor are shown. The first index depicts the normal direction of the stress component to the
respective plane of the cube. The second index of the strain tensor refers to the direction in
which the stress acts.
can therefore be described as the integral of the force over the surface. Now recall Gauss’s theorem for
an arbitrary vector field g ∫
V
∇ · g dV =
∫
S
g · n dS, (2.7)
where on the left-hand side, an integral over the volume V and on the right-hand side, an integral over
the surface S of the body is considered. The unit normal n is pointing outwards. By Gauss’s theorem, a
possible transformation of the integrals
∫
fdV to surface integrals requires that f can be described as the
divergence of a matrix field (denoted with ∇·). Let this matrix field be σ and write
f = ∇ · σ . (2.8)
σ is a rank two tensor and is called the stress tensor. In three dimensions, the stress tensor has nine com-
ponents. The contribution of these components can be explained by considering a small cube element,
which is cut out of the body (see Fig. 2.2). On each side of the cube, the stress consists of a normal
contribution and two shear stress contributions. The indices are chosen s.t. the first index refers to the
normal direction to the cube’s respective plane and the second index refers to the direction in which the
stress acts.
The stress tensor is symmetrical (see [LL86] for details). If σik = 0 for all i 6= k, this is the case
of hydrostatic compression, where the stress only acts in normal direction to the surface of the body
(normal stress). If the non-diagonal components of the stress tensor are different from zero, there is also
a contribution of (tangential) shear stresses on the surface element.
A material that has a one-to-one correspondence between stress and strain is called an elastic material
[Kun16]. A material is referred to as a linear elastic material if its stress-strain relation is linear. For
uniaxial stress and strain, it is
σ = Eε , (2.9)
where E is the material specific elastic (or Young’s) modulus. This linear relationship between stress
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and strain is called Hooke’s law. In the case of three-dimensional stresses and strains, the more general
relationship
σ = C̃ε (2.10)
holds with a fourth order tensor C̃, which is called the stiffness tensor and is a linear map between the
two second order stress and strain tensors.
In many practical cases, mechanical studies can be simplified to isotropic materials, i.e. materials with
properties independent of the direction in space. Hence, isotropic materials must be independent of the
chosen coordinate representation. The trace of a tensor fulfills this condition. One can subtract and add











where I is the (three-dimensional) identity tensor of second order and tr(ε) = ∇ · u is the trace of ε.
The right-hand side of Eq. 2.11 is composed of two parts. The term 13tr(ε)I is independent of the chosen
coordinate system. It is the part of the strain that describes volumetric changes of the material. The
other term ε − 13tr(ε)I is a traceless symmetric tensor which describes shear strain. Using the linear
relationship between stress and strain Eq. 2.11, Hooke’s law can be written as a linear combination of
























To describe the stress-strain relationship of isotropic materials, it is sufficient to know two independent
parameters, e.g. K and G. In fact, there exist many more other elastic moduli, where always a pair of
them can be used to obtain all the others. For instance, the Lamé parameters λ and µ are
λ = K − 2
3
G, µ = G (2.14)
and concludes with the Lamé formulation of Hooke’s law for isotropic materials
σ = 2µ ε+ λ tr(ε)I. (2.15)
A table of all the moduli and how they can be transformed into each other can be found, for example, in
[Kun16].
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2.1.2 Free energy of an elastic body
The free energy densityF∗f of an elastic body will in the following be briefly derived in terms of stress and
strain2. Therefore, assume that the temperature of the body and its surrounding medium stays constant
throughout the deformation process and throughout the body. In the undeformed state, it is σ = ε = 0.
From the first law of thermodynamics, it follows that σ = ∂F
∗
f
∂ε holds in the case of constant temperature
[LL86]. Now use a second order Taylor approximation of F∗f around the undeformed state in powers of
ε. The linear terms must vanish due to ε = 0 and one can write the expression in second order terms.





λ tr2(ε) + µ ε : ε . (2.16)
As mentioned above, the volumetric changes of a deformation are determined by the values of tr(ε).
If this sum is zero, the volume of the body under deformation stays constant. Accordingly, the body is
under pure shear deformations, determined by the values of ε : ε. On the other hand, if the non-diagonal
values of ε are zero and tr(ε) 6= 0, i.e. the deformations are entirely due to volumetric changes without
any shape changes, then the body is under hydrostatic compression. It is hence useful to describe the free
energy of the deformation of a body by a linear combination of pure shear and hydrostatic compression.


























Since K influences hydrostatic compression only, it is also called the modulus of (hydrostatic) com-
pression. Using σ = ∂F
∗
f
∂ε directly yields Eq. 2.13. Now, since F
∗
f is homogeneous of order 2, i.e.









σ : ε. (2.19)
2.1.3 Elasticity of thin plates
This thesis deals with elastic curved thin shells in flow. Therefore, it is necessary to adapt the elasticity
theory studied above to elastic shells. First, the simplified case of thin planar plates being stretched in-
plane or bent in normal direction is considered for small deformations, where the bending or stretching
deformation is small compared with the thickness of the plate. The discussion of the theory for plates
will be helpful in order to understand the basic behavior of stress and strain for uniaxial deformations.
Consequently, this knowledge of the deformations of plates is extended to that of thin shells in Sec. 2.1.4,
2In this thesis, energies are denoted with F and energy densities with F∗, i.e. F =
∫
F∗.
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where the strain tensor for a stretched elastic thin shell is derived.
2.1.3.1 Bending deformations of a plate
Consider a thin plate, i.e. a plate with a thickness h much smaller than its dimensions in the other two
directions. The plate is assumed to be slightly bent only. In this section, the free energy F∗f is going to be
derived for such a bent plate. Varying that energy enables to derive the general equations of equilibrium
for thin plates.
Consider a thin plate normal to the z-axis, i.e. the sides of the plate are much larger in x- and y-direction
than they are in z-direction. The center of the plate is assumed to be at the origin. When the plate is
bent, it is stretched and compressed at different points, i.e. it is stretched at a convex side, and it will
be compressed at the corresponding concave side. Consequently, a surface midway through the plate
exists with no compression or extension, which is called the neutral surface. The neutral surface of the
undeformed plate is identified with the x-y-plane. The vertical displacement of a point on the neutral
surface is denoted with ξ, s.t. uz = ξ(x, y). The displacements in x and y direction are assumed to be
zero (ux = uy = 0) since they are small compared with ξ. The forces needed for bending thin plates are
much smaller than the stresses needed for compression or extension. Hence, stresses in normal direction
to the neutral surface are comparatively small and can be neglected, i.e. σn = 0, where n is the unit
normal to the neutral surface. Since only slight bending is assumed, the normal vector n can be assumed
to point in z-direction. Consequently, σxz = σyz = σzz = 0 is assumed, which helps to derive the
components of the strain tensor on the neutral surface. Using Eq. 2.13 yields












(εxx + εyy) = 0 (2.21)
With Eq. 2.6 it is
∂zux = −∂xuz, ∂zuy = −∂yuz. (2.22)
The displacement in z-direction uz can be replaced by ξ(x, y), due to the assumptions above. Note
that the theory in this section is valid only if ξ2  h2. Integration over the plate thickness, using
ux(z = 0) = uy(z = 0) = 0, leads to
ux = −z∂xξ, uy = −z∂yξ (2.23)
and with this information, all components of the strain tensor can be formulated for bent plates:




(∂xxξ + ∂yyξ) , εxz = εyz = 0. (2.25)
Using these quantities enables the computation of the free energy density according to Eq. 2.17 for bent









































































2 − 2∂xxξ∂yyξ + 2 (∂xyξ)2
]
, (2.26)









with the Laplacian ∆ = ∂xx + ∂yy. The total free bending energy Fb of the plate can be computed by




f dV . With given plate thickness h, the integration over z is












Recall that the matter of interest is only the shape of the plate after the deformation driven by the applied
forces. The deformations inside the plate are not particularly considered. Hence, the plate can be seen as
a geometrical surface with infinitesimal thickness. The deformation ξ in z-direction can be considered
to be the displacement of the points on this plate.
Let Fext be an external force acting on the plate, e.g. gravity or a force due to fluid flow normal to
the plate. The condition for the equation of equilibrium of a bent plate is that the free energy of it is
minimal. This condition can be analyzed by the calculation of the sum of the first variation of Fb and
the first variation of the potential energy of the plate due to external forces. See [LL86] for details of the
calculation. The equation of equilibrium of a plate bent by external forces acting on it then reads [LL86]
2
G (3K +G)h3
6 (3K + 4G)
∆2ξ − Fext = 0, (2.29)
where the coefficient KB =
G(3K+G)h3
6(3K+4G) is called flexural (or bending) rigidity of the plate. It will later
be used also as the material specific resistance to bending deformations of shells.
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2.1.3.2 In-plane deformations of a plate
In this section, in-plane or longitudinal deformations of a plate are considered and thus, bending defor-
mations of the plate are neglected. Again, the plate is assumed to be sufficiently thin s.t. the strain tensor
can be regarded as a function of x and y only. The stresses in normal direction σn to the thin the plate
are zero. Since the normal vector is pointing in z-direction, σxz = σyz = σzz = 0. In this case, the stress
tensor can be regarded as a second order tensor σ2D, with the components σxx, σyy, and σxy = σyx.
In the general case, i.e. without the assumptions of a thin plate mentioned above, Eq. 2.13 yields
















































∇ (∇ · u) . (2.30)
The general equations of equilibrium of a plate are (see Eq. 2.8)
∇ · σ = 0. (2.31)








∇ (∇ · u) = 0 (2.32)




(εxx + εyy) , εxz = εxz = 0, (2.33)
and calculate the components of the stress tensor accordingly








σxy = 2Gεxy, (2.34)
which is in vector notation
σ2D = 2Gε2D + 2G
3K − 2G
3K + 4G
tr (ε2D) I2D, (2.35)
where the subscript ’2D’ indicates that a tensor of second order is used. A similar calculation as in
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∇ (∇ · u2D) = 0 (2.36)
where u2D is the two-dimensional displacement vector, since the displacement is only working in x- and
y-direction.
2.1.3.3 Large deformations of a plate
The theory described above only holds for small deformations, i.e. deformations ξ much smaller than the
plate thickness h are assumed. Here, the equations of equilibrium for plates under large deformations
shall be derived, i.e. deformations with ξ not much smaller than h. It has to be mentioned that the strain
still has to be small, i.e. the components of the strain tensor have to be small, even if the deformations
are large. Many deformations of plates or shells in real life applications fulfill that condition. One can,
for example, deform a piece of paper very largely without inducing large strains locally to the material.
When a plate is bent, it generally causes a stretching of it. In the bending theory introduced above, the
stretching has been neglected since the deformations were assumed to be small. Neglecting the stretching
energy is impossible for large deformations, since there is no neutral surface in the plate. In the case of
large deformations, the pure bending energy, introduced in Eq. 2.27, is only part of the total energy of
the plate. It also includes a stretching part. It is therefore useful to take advantage of the results of the
sections above and conclude with the respective equations in the scenario of large plate deflections.
The plate is assumed to be a two-dimensional (2D) surface. With the 2D displacement vector u2D, the











leaving out, again, the higher order terms of the displacement vector u2D.
The total free energy of a plate under large deformations can be written as
Fpl =
∫
F∗b(ξ) + F∗s (ε) dA, (2.38)
where dA denotes the integration over the midsurface and F∗b and F∗s will be defined below. The total
bending energy of the plate has been given in Eq. 2.28. The bending energy density F∗b is given as the















ε2D : σ2D, (2.40)
where h is the thickness of the plate and the definition of the strain tensor in Eq. 2.34 is used to obtain
the stress tensor due to the stretching of the plate.
In order to derive the equations of equilibrium, once again variational derivatives are needed to be com-
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puted. The energy on the plate is minimized when δFpl + δU = 0 with the potential energy U of
external forces. Since a plate is much easier to be bent than to be stretched, it is suitable to assume that
external stretching forces can be neglected. Hence, only external forces due to bending of the plate are
considered, which have been derived in Eq. 2.29
δ
∫
F∗b dA = 2KB
∫
∆2ξ δξ dA (2.41)
The variation of the integral
∫
F∗s needs some computations that can be found in [LL86], resulting in
δ
∫
F∗s dA = −h
∫
(∇ · σ2Dδu2D +∇ · (σ2D∇ξ) δξ) dA . (2.42)
This can be used to compute
δFpl + δU =
∫ [(
2KB∆
2ξ − h∇ · (σ2D∇ξ)− Fext
)
δξ − h (∇ · σ2D) · δu2D
]
dA = 0 . (2.43)
This integral is zero for any δξ and δu2D if and only if
2KB∆
2ξ − h∇ · (σ2D∇ξ) = Fext (2.44)
∇ · σ2D = 0 (2.45)
Since σ2D can be described in terms of the displacement vector u2D, the displacement in z-direction ξ
and u2D are the unknowns of the above equations. With these equations, not only the form of the plate
due to bending is handled (with ξ), but also the in-plane stretching resulting from this bending, s.t. they
form a complete system for large deformations of thin plates.
2.1.4 Infinitesimal elasticity of shells
A shell is a thin plate which is curved in its undeformed state. [AZ04] adds, that a shell is “a 2D-
continuum in which the interaction between different parts of the shell is due to forces and moments“.
Shell theory models the mechanical behavior of shell-type structures. With the shell theory, plane ac-
tions of 3D phenomena can be depicted, making it applicable to shells in flow, e.g. for the mechanical
description of biological membranes (such as living cells).
Shells have fundamentally different properties than plates as considered above. In the above consider-
ations, the plate has always been assumed to be flat in the undeformed state. In the strain tensor for
thin plates (Eq. 2.37), the stretching due to bending of the plate is an effect of second order (since ε is
quadratic in ξ). Considering the deformation of shells, this is not the case anymore. The stretching is
then a first-order effect which makes it important even for small bending deformations. If the shell, for
example, is spherical with radius RS in the undeformed state, the displacement ξ has to be seen as a
radial displacement, describing the change in distance to the center of mass of the shell. The length of
the shell’s equator then increases by 2πξ, corresponding to a relative extension of 2πξ/2πRS = ξ/RS .
Consequently, the strain tensor is proportional to ξ. If the shell’s curvature tends to zero (in the spherical
example when RS →∞), the influence of ξ also tends to zero.
The pure bending energy is still small compared to the stretching energy. To illustrate this, recall the
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(a) (b)
Figure 2.3: Illustration of (a) area dilation and (b) shear. The surface element (blue) is deformed from its
initial state. In case (a), it is stretched with constant aspect ratio and increasing area. In case
(b), it is stretched with constant area and non constant aspect ratio. A general deformation of
the surface element can be described as a combination of both cases.
above example. If the strain tensor which describes bending of the spherical shell is of the order of
ξ/RS , then the stress tensor is proportional to Eξ/RS (recall that E is the material specific elastic
modulus). The stretching energy density F∗s = h2ε2D : σ2D is then of order Eh(ξ/RS)
2, with the shell
thickness h. The pure bending energy is by Eq. 2.28 of orderEh3ξ2/R4S . However, the ratio between the
two is (RS/h)2, which is large and independent of the ratio of ξ/h (recall that for flat plates, stretching
is negligible if ξ  h). Consequently, if the deformation of the shell involves stretching, the stresses due





ε2D : σ2D dA (2.46)
with the 2D strain tensor ε2D and the 2D stress tensor σ2D in curvilinear coordinates. The relation
between stress and strain is linear and follows the same rule as presented in Eq. 2.35 and reads for shells
σ2D = 2Gε2D + 2G
3K − 2G
3K + 4G
tr (ε2D) I2D. (2.47)
As explained in Sec. 2.1, the response of an isotropic elastic body to elastic deformations can be described
by two material specific parameters, e.g. Young’s modulus E and the Poisson ratio ν. Poisson’s ratio is
the negative value of the ratio of transverse strain to axial strain. For a thin elastic material of thickness h,
these parameters are typically reformulated into surface parameters. The shell’s elastic behavior can be
characterized by the following surface elastic moduli - i) the area bulk modulus KA, characterizing the
resistance to area dilation or compression, ii) the area shear modulus KS characterizing the resistance
to shear deformation of a surface patch of the shell (see Fig. 2.3), and iii) the bending modulus KB
characterizing the resistance to shell bending (cf. Eq. 2.29). In other words KA describes the response
of the shell to in-plane area changes with constant aspect ratio of the surface element (Fig. 2.3(a)). KS
provides information about the response to in-plane shear deformations with constant area of the surface
element (Fig. 2.3(b)). In this work, the elastic material of the shell is always assumed to be isotropic.
Only two of the three moduli are independent. Therefore, they can be written with the two 3D elastic
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+KAtr (ε2D) I2D. (2.51)
Note that the shell thickness h in the stretching energy formula Eq. 2.46 is now already included in the
stress definition, since it is stored in the parameters KA,KS and KB .
2.2 Finite deformations
In the case of small deformations, there is no need to geometrically distinguish between initial and
deformed state of the material. A more detailed analysis of the geometrical connection between the initial
state of the material and the deformed state becomes necessary when dealing with large deformations.
Consider therefore the following disambiguation between different body configurations:
• Reference configuration: The reference configuration is used for the mathematical notation of
material points. The body does not necessarily need to be in this configuration at any time.
• Initial/undeformed configuration: Refers to the body in its undeformed state at a fixed starting
time t0.
• Current/deformed configuration: The deformation of the body is described by a continuous
sequence of time-dependent configurations. The deformed configuration denotes the body in its
currently investigated state at time t.
Both, the undeformed or deformed configuration can be used as the reference configuration. When, for
example, the initial configuration is used as the reference configuration, the material points are denoted
with p̄, the coordinates with x̄ and the gradients will be taken with respect to these coordinates (cf.
Fig. 2.4)3.
The displacement of a body can be divided into two different components: rigid-body displacement
and body deformation. Rigid-body displacement itself consists of translation and rotation. These dis-
placements maintain the shape of the body. In other words, if there is no change in any of the particle-to-
particle distances within the body, then the displacement is a rigid-body displacement. On the other hand,
deformations of the body may include the change in shape or size of the body from an initial/undeformed
3Obviously, p̄ and p describe the same point of the body. The overline here is only used to clarify, in which configuration
of the body the point is described. Note furthermore, that using a coordinate transformation, one can transform from the
coordinates referring to the undeformed configuration x̄ to the coordinates referring to the deformed configuration x.








Figure 2.4: Extension of Fig. 2.1. Illustration of a body (blue) under deformation from an initial state
(left) to a deformed state (right). The mapping F denotes the deformation gradient tensor
introduced in the text.
configuration to a current/deformed configuration (Fig. 2.4). In this case, the distance between two arbi-
trary particles of the body changes.
The theory provided in this section along with more detailed information can be found in [Kel20],
[Lub08].
2.2.1 Lagrangian and Eulerian description
One important question in the situation of large deformations is how to handle the description of motion.
The motion can be described in terms of spatial coordinates or in terms of material coordinates. When
describing the motion in terms of spatial coordinates, the situation of the material at fixed points in
space is observed without taking notice of the motion of material points or particles. In other words, the
observer views the material motion from a constant, non-moving viewpoint. The current configuration
is the configuration of reference for the mathematical definition of material points. This approach is
called Eulerian description and has been introduced by Jean-Baptiste le Rond d’Alembert and Daniel
Bernoulli in the mid-eighteenth century [Tru92]. The Eulerian description it often used in continuum
mechanics, especially when modeling fluid motion, since the quantity of interest of the kinematics in this
case is the velocity of the fluid and not the displacement of particles. Furthermore, it is often impossible
(and not of high interest) to define an undeformed configuration precisely, which makes the Eulerian
description favorable. On the other hand, when dealing with mechanics of solid bodies, it can be rather
inconvenient to use the Eulerian description. Since one has to include nonlinear convection terms to
the time derivatives and since it can be difficult to find invariant translations of stress and strain tensors,
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mathematically and numerically challenging nonlinearities occur.
When the motion is described in terms of material coordinates, the initial configuration is the configu-
ration of reference for the mathematical definition of material points (in the following denoted by the
overline, e.g. x̄). The changes in the position and physical properties of particles of the body are ob-
served as the body moves. In other words, the observer moves with a material point and compares its
current position always to the initial position. This approach is called Lagrangian description. Two dif-
ferent variants of the Lagrangian description are commonly used. The undeformed configuration can be
used as the reference configuration for every time t within the motion, which is called total Lagrangian
description. Another possibility is to update the reference configuration to the new deformed state step-
wise, namely using the updated Lagrangian description. The Lagrangian description has been introduced
by Leonhard Euler also in the mid-eighteenth century. This description is commonly used when dealing
with material bodies since the physical quantities of such bodies can be observed on the single parti-
cles. The stress and strain tensors are mostly invariant and, at least for small deformations and linear
elasticity, equations can possibly be simplified, s.t. analytical solutions exist. Large deformations can,
however, make it difficult to use the Lagrangian approach. In the case of the total Lagrangian approach,
transformations back to the initial configuration of a coupled system of fluid and solid often include
nonlinearities resulting in higher complexity mathematically and numerically.
Both approaches can also be mixed arbitrarily, e.g. when considering fluid-structure interaction problems
[RW10, SOL00, ZH01], multi-phase flow or, as to be presented in this thesis, when considering elastic
surfaces in flow. This approach is called the ALE (Arbitrary Lagrangian-Eulerian) method4. In such
cases one ceases to take advantage of both approaches (e.g. using the Eulerian description for fluids and
the Lagrangian for solids), working around the respective downsides. The ALE method used in this
thesis will be presented in Ch. 3.
2.2.2 3D Deformation Tensors
In the following section, some of the most common definitions for strain tensors under the assumption
of large deformations are introduced. In particular, the strain tensor used for the in-plane elastic force
that contributes to the shell force is defined (cf. Sec. 3.2). The section closes with a formulation of the
in-plane stress for elastic shells.
2.2.2.1 Deformation gradient tensor
The definitions in this section are chosen according to [KSW+98]. Let p̄ be a particle of the body in the
undeformed configuration and p the corresponding particle in the deformed state of the body (Fig. 2.4).
With the corresponding position vectors x̄ and x, and the unit basis vectors ēi in the undeformed state




at time t with the components ui of the deformation in the respective directions. Unit basis vectors of
the current configuration have been used, since in the Lagrangian description, the observer moves with
4Note that here, the updated Lagrangian method is combined with the Eulerian method. Accordingly, the term “undeformed
configuration“ will be used in the following, even when speaking of the updated configuration, for convenience.
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the particles. The displacement u(x̄) can be written as
u(x̄, t) = b(t) + x(x̄, t)− x̄ (2.53)
with the rigid body displacement b. The components of the strain tensor include the derivatives of the
displacement vector u which are, in the Lagrangian description, calculated with respect to the initial
configuration. Hence, it is
∇x̄u = ∇x̄x− I = F− I (2.54)
where F = ∇x̄x = ∂x∂x̄ is called the material deformation gradient tensor.




with the unit basis vectors ēi of the coordinate system of the undeformed configuration. In this case, the
displacement field can be written as
u(x, t) = b(t) + x− x̄(x, t), (2.56)
which leads to the derivatives with respect to the initial configuration
∇xu = I−∇xx̄ = I−H, (2.57)
where H = F−1 is called the spatial deformation gradient tensor. Since the mapping between unde-
formed and deformed configuration is bijective, the inverse of F exists and det(F(x̄, t)) 6= 0 for all t.
2.2.2.2 Cauchy-Green strain tensors
Since F is invertible, a polar decomposition
F = RU = VR (2.58)
exists with positive definite symmetric tensors U and V, describing stretching of the body and an
orthogonal tensor R with det(R) = 1, representing rotation of the body. U is also known as the
right stretch tensor and V as the left stretch tensor. The deformation of a body can be described as the
successive application of rigid body rotation followed by a rotationless stretching deformation or (equiv-
alently) in the opposite order. Since R is orthogonal, it is V = RURT . The Eigenvalues of U and V
are equal and are also called principal stretches, where the Eigenvectors (called principal directions) are
different.
Knowing about the polar decomposition of the deformation gradient tensor enables to define rotation-
independent deformation tensors. A pure rotation of the body is strain-free and can hence be omitted
when analyzing the stress and strain of a body under deformation. When a body is being rotated twice,
the second time in the opposite direction than the first time, the resulting position is equal to the original
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position before the rotations. Consequently, it is RRT = RTR = I. Multiplying F with its transpose
then yields
B = FFT = VRRTVT = V2 (2.59)
C = FTF = UTRTRU = U2, (2.60)
where B and C are called left and right Cauchy-Green strain tensor, respectively. They are also called
Green tensor and Cauchy tensor, respectively (e.g. in [KSW+98]). Other possible definitions are the
Piola tensor B−1 and the Finger tensor5 C−1.
In order to understand the difference between both Cauchy-Green strain tensors, consider two line seg-
ments dx̄1 and dx̄2 before deformation and the corresponding line segments dx1 and dx2 after defor-
mation. Then it is




· dx̄2 = dx̄1 ·C · dx̄2 (2.61)












· dx2 = dx1 ·B−1 · dx2. (2.62)
According to Eq. 2.61, C is defined in the undeformed configuration. It is acting on vectors in the un-
deformed configuration and can be used to calculate the products of the line segments in the deformed
configuration from their corresponding line segments in the undeformed configuration. In contrast, with
B, line segments of the undeformed configuration can be computed using their corresponding line seg-
ments in the deformed configuration. Both, B and C, are positive definite and symmetric tensors.
All strain tensors defined this way can be used to transform between undeformed configuration and
deformed configuration. They can be material, spatial or two point tensors, i.e. related to both, the un-
deformed and the deformed configuration. In this case, F is a two point tensor since it depends by
definition on the initial and the current coordinates. On the other hand, C is a material and B a spatial
tensor. However, using the bijective mapping between the two configurations, every strain tensor can
always be described using material or spatial coordinates.
2.2.2.3 Stretch






Thus, a line segment is stretched (λ > 1), unstretched or uncompressed (λ = 1) or compressed (λ < 1),
respectively. The stretch is connected with the Cauchy-Green tensors as to be seen in the following. Take
5The term “Finger tensor“ is not uniquely used to refer to C−1. It is sometimes also used to define C or even B [Kel20].
Here, the term “Finger tensor“ is referred to C−1
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Consequently, the Cauchy-Green strain tensors determine how much a line segment stretches during
the deformation of the body. The above equations show again that the Cauchy-Green strain tensors are
positive definite.
Imagine a body undergoing pure stretch, i.e. stretching without shear in such a way that line segments
parallel to the coordinate axes and associated with three stretches λi, i = 1, 2, 3 change their lengths
without changing the angles between them. It is then
x1 = λ1x̄1, x2 = λ2x̄2, x3 = λ3x̄3 (2.66)
The deformation gradient tensor in this case is diagonal with the λi as diagonal elements. These λi
are the principal stretches (mentioned above) of the material. The directions of the coordinate axes are
the principal directions of the material. Due to the existence of a polar decomposition, there are three
mutually orthogonal directions (the principal directions) for every material, in which it undergoes pure
stretch. Apart from these directions, the deformation is always a combination of stretching/compression
and rotation.
2.2.2.4 Connection to Green-Lagrange and Euler-Almansi strain
In the following, the connection between strain tensors B, C and the Green-Lagrange (E) and Euler-
Almansi (e) strain tensors from Sec. 2.1.1 will be briefly illustrated.












∇xu + (∇xu)T −∇xu (∇xu)T
)
. (2.68)












As shown in Sec. 2.1.1, the tensors E and e give direct information on the change of the (squared)
distance of two body particles (see also Eq. 2.3). The Cauchy-Green strain tensors however provide
information about the stretch of line segments and about the change in angle of them and are connected
to E and e by Eq. 2.69 and Eq. 2.70.
In order to avoid the computations of the inverse of the left Cauchy-Green strain tensor, a Taylor expan-
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(B− I) . (2.71)
which is a good approximation of the Euler-Almansi strain tensor for smaller strains.
2.2.3 Deformations of thin shells
In the previous section, deformation tensors of full 3D bodies have been addressed. Here, these quantities
will be adapted to the special case of an elastic thin shell. Consequently, a description of the in-plane
stress introduced in Eq. 2.34 for elastic thin shells will be derived. Such a shell can geometrically be
seen as a hypersurface, i.e. being a two-dimensional manifold in 3D space.
Let S be such a (differentiable) surface or shell. For every arbitrary chosen point p on this surface, a
unit normal vector n can be defined, pointing outwards. The projection to the tangent plane is defined as
P = I− nnT .
In the following, the strain tensors for surfaces will be derived [Poz01]. Let, again, x̄ and x be the
positions of a material point on the surface in the undeformed (S̄) and deformed (S) state, respectively.
Accordingly, a line segment of the material in the undeformed state can be defined by the vector dx̄. For
full 3D bodies, the line segment after deformation is specified using the deformation gradient tensor
dx = Fdx̄. (2.72)
For the shell S, concentrate on in-plane stretching forces, neglecting the bending forces (which are
pointing in normal direction). Consider therefore dx̄ tangential to the surface. Accordingly, Eq. 2.72 can
be re-written by projection of F to the tangent plane
dx = FS dx̄. (2.73)
with FS = FP̄. Here, P̄ = I − n̄n̄T is the projection to the tangent plane with the normal n̄ of the
surface in the undeformed state. This tensor FS is called the surface deformation gradient tensor (the
subscript ’S’ stands for “surface“).
A tangential vector dx̄ in the undeformed state transformed by FS also results in a tangential vector dx
in the deformed state. Consequently, it is n · dx = nFS dx̄ = 0. Knowing that this has to hold for any
choice of the tangential line segment dx̄, it follows that nFS = 0. The surface deformation gradient
tensor can therefore be written by
FS = PFP̄. (2.74)
The property nFS = 0 includes that n is an eigenvector of FS corresponding to the eigenvalue 0. Hence,
FS is singular and has only two non-zero eigenvalues (the two principal stretches of the surface). On
the basis of the surface deformation gradient tensor, the Cauchy-Green strain tensors for surfaces can be
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where BS is the left surface Cauchy-Green strain tensor and CS is the right surface Cauchy-Green strain
tensor, respectively. The Cauchy-Green strain tensors both have an eigenvalue of 0 corresponding to the
eigenvector n (or n̄) for B (or C). The other eigenvalues are the squared values of the two principal
stretches corresponding to eigenvectors which are tangential to the surface.




(CS −P) . (2.77)
The definition of the Euler-Almansi strain tensor in Eq. 2.70 contains the inverse of B. This inverse
does not exist on the surface, since B is singular. However, for smaller strains, the approximation of the




(BS −P) . (2.78)
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3 Model of elastic surfaces in flow
In this chapter, a numerical model is derived for simulations of fluid filled elastic thin shells, which are
immersed in another fluid. The results presented here have been published by the author in [MA20].
The chapter starts with a short introduction of curvature and differential operators on surfaces (Sec. 3.1).
Subsequently, the force response of a thin shell under deformation will be derived (Sec. 3.2). In par-
ticular, forces due to in-plane stretching elasticity and bending stiffness of the shell are considered.
Additionally, forces due to surface tension of the shell are incorporated since many of the applications
of the model are in microbiology when dealing with live cells. General three-dimensional formulas will
be derived together with a derivation of the in-plane elastic force in the special case of an axisymmetric
shell. In Sec. 3.3 the governing equations for the model are introduced along with suitable boundary con-
ditions to ensure force balance across the shell. The numerical discretization of the problem is presented
in Sec. 3.4. Numerical test cases have been conducted to analyze the correctness and the capability of the
model. The results can be found in Sec. 3.5. The chapter closes with some details on the implementation
in Sec. 3.6.
3.1 Curvature and surface operators
Recall S, a (differentiable) surface or shell, with an outer unit normal vector n defined on every point p
on S. Accordingly, tangent vectors t exist which are tangential to the surface and fulfill n · t = 0. A
plane which is constructed by n and t cuts the surface in a plane curve, which is called normal section.
Since infinitely many tangents at p exist, there will be also infinitely many normal sections. These will
in general have different curvatures at the chosen point. In differential geometry, the maximum and
minimum of these curvatures are called the principal curvatures of the surface S at p and are denoted
with k1 and k2. The product
Kg = k1k2 (3.1)
is called Gaussian curvature and the mean value
κ = 2H = k1 + k2 (3.2)
the total curvature of S at the point p. The parameter H , which is half the total curvature, is called mean
curvature.
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Differential operators on surfaces can be defined as follows:
∇Γ · v = P : ∇v (surface divergence) (3.3)
∇Γv = P∇v (surface gradient) (3.4)
∆Γv = ∇Γ · ∇Γv (surface Laplacian) (3.5)
for smooth vector fields v. Note that the total curvature can also be identified with κ = ∇Γ · n.
3.2 Shell forces
The shell is assumed to be an isotropic thin layer with a thickness h throughout this work. The force
response of a shell (or membrane1) to elastic deformations can be described with in-plane (stretching)
and out-of-plane (bending) forces. These forces can be derived from the surface divergence of the corre-
sponding in-plane and out-of-plane stress (cf. Eq. 2.8). As an alternative approach, they can be obtained
by minimizing the corresponding elastic energies. This is done by calculation of their first variational
derivative δFδΓ with respect to geometric shell changes. Therefore, introduce the closed 2D hypersurface
Γ ∈ R3 embedded in 3D space representing the elastic shell. The shell force in the presence of the above
contributions can be defined as








In this section, the derivation for surface tension driven force (Ftension), the bending force (Fbend) and the
stretching force (Fstretch) will be shown. The formulas of the respective energies (Ftension,Fbend,Fstretch)
will be presented first. Subsequently, the forces will be derived from the respective surface tension,
stretching and bending stresses, which can also be used to compute the forces. Finally, the stretching
force will be derived for the case of a rotational symmetric (or axisymmetric) shell. The axisymmetric
assumption is a valid simplification in the applications presented in Ch. 4-Ch. 6. It leads to significant
simplifications concerning computation time and also the resulting shell force. The force derivation will
be presented with both approaches, the first variation of the respective energy and the surface divergence
of the stress.
3.2.1 Forces as a result of the variational derivative of the shell energy
In the following, the respective energies for surface tension driven (Ftension), bending (Fbend) and
stretching (Fstretch) shell forces will be given. The shell forces are given by the first variation of these









1A membrane is basically a shell with no bending stiffness and hence no out-of-plane forces. Nevertheless, the terms “shell“
and “membrane“ are used equivalently in this thesis, especially when referring to living cells in Ch. 4 and Ch. 5, where the
cell membrane can be modeled as a thin shell and bending stiffness is often negligible.
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Surface tension
Surface tension is the tendency of a surface to minimize its area. Forces due to surface tension can
be described by the material specific surface tension γ [N/m]. The surface tension energy, tending to




γ dA . (3.8)
The computation of the variational derivative follows similar arguments as shown below in Sec. 3.2.3.1




assuming that γ is constant on the shell.
Bending stiffness
For the bending and stretching forces, recall the material parameters KA, KS [N/m] and KB [Nm]
(assumed to be constant along the shell) for an elastic shell with thickness h (Sec. 2.1.4), with Young’s











Bending stiffness in general is the resistance of the material to local deformations in normal direction.
Accordingly, the bending energy tends to minimize the deviation of the local curvature from the ma-
terial’s spontaneous curvature κr, which is either zero or the total curvature in the initial, undeformed




KB (κ− κr)2 dA . (3.11)
The total curvature κ = ∇Γ·n is twice the mean curvature of the shell. The computation of the variational
derivative of the above energy is complex and has been computed before in the literature (see [LAA16]












The stretching energy Fstretch minimizes tangential stretching and compression of the shell compared to
the reference state. Several formulas for the shell stretching energy have been proposed in the literature
(e.g. [Poz03, LWP+09]), leading to slightly different formulas for the resulting stretching force. Here,
the stretching energy Fstretch = 12
∫
eS : σS dA is used with the Euler-Almansi strain eS and the stress
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(BS −P) . (3.13)
BS has an eigenvalue of zero with n as the corresponding eigenvector, which is the same for the pro-
jection P, and it is BS = P in the undeformed state. Eq. 2.51, can be written for the 3D surface stress
σS using eS as defined above. Therefore, replace the 2D tensors by 3D tensors and replace I2D by P,
resulting in
σS = σstretch = KS (BS −P) +
KA −KS
2
tr (BS −P)P (3.14)
where σstretch will be used in the following to refer to the stress due to stretching of the shell. Using the



































tr2 (BS −P) dA (3.17)
It is in general complicated to derive the respective force by computing the variational derivative of the
above formula. Therefore, the (linear elastic) force derived from the divergence of the stress (shown in
the summary in Eq. 3.38) will be used in this thesis. An exception is the case of an axisymmetric shell,
where some significant simplifications can be exploited, which is presented in Sec. 3.2.3.
3.2.2 Forces as a result of shell stress divergence
In the following, the shell forces due to surface tension, bending stiffness, and stretching will be derived
from the respective stresses according to Eq. 2.8. In particular, bending stiffness will be addressed. A
definition of the respective stress is proposed, which leads to the bending force used before in the litera-
ture (e.g. [HKL14, LAA16]).
Surface tension
The surface tension stress is simply
σtension = γP, (3.18)
with the projection P = I− nnT onto the shell surface. The surface tension force reads
Ftension = ∇Γ · (γP) = −γκn +∇Γγ, (3.19)
Note that the second part of the right-hand side of Ftension is zero if γ is constant, which is assumed in
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the present thesis2.
Bending stiffness
Bending forces are the result of the material’s bending stiffness. A bending stress which leads to the
bending force Eq. 3.12 has, to our knowledge not been proposed in the literature yet. Therefore, we
propose here a new definition for the bending stress of a shell, which is derived from the bending force
Eq. 3.12. This force is well-known and has been used before in the literature (e.g. [LAA16, HKL14]).
However, there are several stresses introduced and used in the literature, e.g. the formula presented by C.
Pozrikidis [Poz03]. There, the shell is assumed to be composed of inextensible material, the deformations
are assumed to be small and the initial configuration is either planar or spherical. This stress does not
lead to the force in Eq. 3.12, since there is no restriction to inextensible material, small deformations or
spherical/planar initial configurations in the present work.
We will provide the stress first and show afterwards, by calculation of its surface divergence, that it
corresponds to the bending force Eq. 3.12. In order to compute the divergence, some helpful identities
will now be presented. As for conventional differential operators, product rules exist also for surface
divergence and surface gradient(s) ([RMP17])
∇Γ (φv) = φ∇Γv +∇Γφ⊗ v (3.20)
∇Γ · (φv) = φ∇Γ · v + v · ∇Γφ (3.21)
∇Γ · (v ⊗w) = (∇Γ · v)w + (∇Γw)v (3.22)
∇Γ · (vM) = M : ∇Γv + v · (∇Γ ·M) (3.23)
∇Γ · (φM) = φ∇Γ ·M + M∇Γφ (3.24)
for any smooth scalar fields φ, vector fields v,w ∈ R3 and symmetrical matrix valued vector fields M.










κ2r I + n⊗∇Γκr
]
, (3.25)
where the outer (or dyadic) product of two vector fields v and w is denoted with vwT = v ⊗w.
Proof. The force is the surface divergence of the stress, consequently














All the five terms of the bending stress will be computed using the product rules above, successively.
2In general, γ can be position dependent, e.g. when surfactants (surface active agents), i.e. fluids that lower the surface tension
locally, are present [MSEA17] or when curvature inducing molecules cause the evolution of vesicles on the membrane of a
living cell (this process is called endocytosis) [LAA16].
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Therefore, consider the following helpful identity ([RMP17], Lemma 2.6)
P∇Γ · ∇ΓvT = ∇Γ (∇Γ · v) +∇Γn∇ΓvTn. (3.27)
Now, using v = n in Eq. 3.27, yields
P∆Γn = ∇Γκ (3.28)
Consider also the following observations
∆Γn · n = ∇Γ · (n∇Γn)−∇Γn : ∇Γn = −‖∇Γn‖2 (3.29)
∇Γ ·P = −κn. (3.30)
In particular, with the definition of P = I− n⊗ n, Eq. 3.28, and Eq. 3.29, it is
∇Γκ = ∆Γn− (n ·∆Γn)n = ∆Γn + ‖∇Γn‖2 n (3.31)
Now, the five terms of the right-hand side of Eq. 3.26 can be obtained as follows:
∇Γ · [∇Γ (κ− κr)⊗ n] = ∆Γ (κ− κr)n +∇Γn∇Γ (κ− κr) (3.32)











= (κ− κr)∇Γ (κ− κr)−
1
2








∇Γ · [n⊗∇Γκr] = κ∇Γκr +∇Γ∇Γκrn︸ ︷︷ ︸
=0
(3.36)
Summing up all five of the above terms finally yields the bending force
Fbend = 2KB
[






which has been introduced in Eq. 3.12 and used before in the literature (e.g. [HKL14, LAA16]).

Note the difference to Eq. 3.12, where instead of ‖∇Γn‖2, the term κ2 − 2Kg was used. Those two
are equal, which is shown in Lemma 12 of Barrett et al. (2020) [BGN20]. There, the authors use that
κ2 − 2Kg = k21 + k22 for the two principal curvatures k1, k2, which are the eigenvalues of∇Γn.
Stretching
The stretching force Fstretch is the result of the surface divergence of Eq. 3.14. This stress emerges when
the shell is stretched or compressed in tangential direction. The corresponding force, which tends to
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move the shell back to the unstretched reference state, reads
Fstretch = ∇Γ ·
(






This formulation of the force contribution due to shell stretching only depends on the left Cauchy-Green
strain tensor BS and the normal to the surface (since P = I − nnT ). Eq. 3.38 will be used as it is in
the general 3D case in the numerical model presented in Ch. 3. An analytic computation of the surface
divergence is in general complex and will be omitted here. However, it can be simplified a lot when using
axisymmetric arguments, which will be done in the following.
3.2.3 Axisymmetric formulation of the stretching force
As mentioned in the introduction, axisymmetric surfaces are frequently found in nature and technology.
The assumption of axisymmetry reduces the system effectively to a two-dimensional problem, making
the axisymmetric method attractive for simulations, where full 3D simulations are illusive. In particular,
simulations that use many time steps or require a fine grid resolution at the membrane can be impossible
in 3D with reasonable time and resource consumption. The advantages of axisymmetry in the simulations
have been shown by the author in [MMM+17] (see Ch. 4) and [MHAFF20] (see Ch. 5). A third use case
will be presented in Ch. 6 (cf. [MDQ+21]). Accordingly, a formulation for the stretching force will be
derived in the following for the case of an axisymmetric shell in both ways, as the variational derivative
of the respective energy and as the surface divergence of the respective stress.
Consider therefore Γ as a (closed) surface of revolution as shown in Fig. 3.1 with the x-axis as the
rotational axis. The surface can in general be described by the parametric form
X(s, θ, t) = (X(s, t) cos θ, Y (s, t) sin θ, Z(s, t))T , (3.39)
with the parameters s, θ and the time parameter t. Given a material point on the surface, the outer unit
normal is denoted with n. R in Fig. 3.1 is the distance to the symmetry axis of a chosen material point
on the surface. Since axisymmetry is assumed around the x-axis with the radius R(s, t), the surface
description can be simplified into a curve
X(s, t) = (X(s, t), R(s, t))T (3.40)
with the arc length parameter s. The axisymmetric stretching energy can be expressed in terms of the
two principal stretches, which provide information about relative changes of surface lengths in lateral
and circumferential direction, respectively. The principal stretches (cf. Sec. 2.2.2.3) can be computed in








with the subscript ’r’ corresponding to the quantities at the same material point in the initial state. The
value of the principal stretches in undeformed state is 1. An illustration can be found in Fig. 3.2.
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Figure 3.1: 3D axisymmetric surface with the x-axis as the rotational axis. The normal on the surface
is denoted with n, the tangential in lateral direction with t, and the tangential in rotational
direction with w. R defines the distance to the symmetry axis.
3.2.3.1 Derivation from the first variation of the energy
The calculations presented in this section have been published in the appendix of the author’s paper
[MMM+17]. Restricting computations to axisymmetric scenarios leads not only to an enormous reduc-
tion in computational complexity but also to a simplified stretching energy, which will be shown below.
The section is divided into two parts. First, the stretching energy density will be derived for an axisym-
metric shell. This will then be used to compute the first variation of the stretching energy in order to
obtain the axisymmetric stretching force.
Axisymmetric description of the stretching energy density









tr2 (BS −P) dA (3.42)
Axisymmetric arguments as follows can be used to simplify the energy density of the above equation and
to write it in dependence of the two principal stretches.
In addition to the normal n, two tangentials can be described with one in lateral direction (t, with tz = 0)
and one in rotational direction (w, with wx = 0). A major advantage of the axisymmetric assumption is
that the directions of the principle stretches are known and determined by the tangentials t and w. It is
therefore not necessary to track tensors but only the two principal stretches λ1 and λ2. The squared values
of the principal stretches are the two eigenvalues of the left Cauchy-Green strain tensor (and the third
eigenvalue is zero) corresponding to the tangentials t and w. Due to the symmetry of the left Cauchy-
Green strain tensor BS and the projection P, these tensors can be written in terms of their eigenvalues
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Figure 3.2: Cross section of an axisymmetric surface with the x-axis as the rotational axis. R denotes to
the distance of the shell surface to the symmetry axis. The two principal stretches then define
changes in rotational and circumferential direction, respectively.






P = ttT+ wwT = I− nnT . (3.44)




∥∥(λ21 − 1) ttT + (λ22 − 1)wwT∥∥2 + KA −KS8 tr2 ((λ21 − 1) ttT + (λ22 − 1)wwT )
(3.45)
Now, since





















Due to the assumption of dealing with small strains, it is useful to linearize the above equation using a









((λ1 − 1) + (λ2 − 1))2 (3.47)





F∗(λ1, λ2) dA. (3.48)






(λ1 − 1)2 + (λ2 − 1)2
)
+ (KA −KS) (λ1 − 1) (λ2 − 1) , (3.49)
where the subscript ’stretch’ for the energy density will be omitted here and in the following for conve-
nience.
Calculation of the axisymmetric stretching force
The elastic surface force δFstretchδΓ will be derived in the following. The variational derivative can be






· v dA, (3.50)
where v is the velocity of the shell movement. Now calculate the time derivative of the shell stretching










∂•t λ2 dA, (3.51)
where ∂•t λi = dtλi + v · ∇λi denotes the material derivative. To calculate ∂•t λ1, ∂•t λ2, use the distance
R to the symmetry axis x and the vector r̄ pointing away from the symmetry axis with r̄ = (0, 1/R)T .
Using the definition of λ2 = R/Rr yields




tR/R = λ2v · r̄. (3.52)
To obtain ∂•t λ1, consider the stretch of a surface area elementA/Ar, which is related to the two principal
stretches byA/Ar = λ1λ2. From mass conservation it follows that ∂•t (A/Ar) = A/Ar∇Γ ·v and hence
∂•t (λ1λ2) = λ1λ2∇Γ · v (3.53)
∂•t λ1 = λ1 (∇Γ · v − v · r̄) (3.54)
Substituting ∂•t λ1, ∂
•


















r̄ · v dA, (3.55)
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2 − λ21 − (λ2 − λ1))− (KA −KS)(λ2 − λ1))
]
(3.58)
A linearization of the force by the first order Taylor approximations around λi = 1, namely λ2i − 1 ≈
2 (λi − 1), λ1λ2 − λ1 ≈ (λ2 − 1), and λ22 − λ21 ≈ 2λ2 − 2λ1, simplifies the term to
δFstretch
δΓ
= (κn−∇Γ) [(KA +KS) (λ1 − 1) + (KA −KS) (λ2 − 1)]− 2KS (λ2 − λ1) r̄, (3.59)
which is what will be used in this work for Fstretch = ∇ · σstretch = − δFstretchδΓ .
3.2.3.2 Derivation from the stress divergence
The surface stress due to stretching deformations σstretch (= σS from Eq. 3.14) along with its surface
divergence (the force due to the elastic stress on the surface) will be derived here for the case of an ax-
isymmetric surface, s.t. it is Fstretch = ∇Γ · σstretch. The stress will be written in terms of the principal
stretches (Fig. 3.2) on the surface. The divergence of the stress tensor can then be calculated resulting in
the stretching force for axisymmetric shells.
Axisymmetric description of the in-plane stress tensor
Recall Eq. 3.14:
σstretch = KS (BS −P) +
KA −KS
2







P = ttT+ wwT = I− nnT (3.62)






















As before in the energy variation, the above equation is linearized using a Taylor approximation around
λi = 1, resulting in λ2i − 1 ≈ 2 (λi − 1) for i = 1, 2, which modifies the above equation to
σstretch = 2KS
(
(λ1 − 1) ttT + (λ2 − 1)wwT
)
+ (KA −KS) [(λ1 − 1) + (λ2 − 1)]P (3.64)
Now, use ttT = P−wwT to obtain
σstretch = 2KS
(
(λ1 − 1)P + (λ2 − λ1)wwT
)
+ (KA −KS) [(λ1 − 1) + (λ2 − 1)]P. (3.65)
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Calculation of the axisymmetric stretching force as the stress divergence
The force contribution due to stretching of the surface can now be obtained with the surface divergence
of the stress computed above. Consider therefore an arbitrary continuously differentiable scalar function
k(s) on the surface. It is
∇Γ · (kP) = (∇Γk)P− k
n∇Γn︸ ︷︷ ︸
= 0
+n∇Γ · n︸ ︷︷ ︸
= κ
 . (3.66)
Given that, the surface divergence of σstretch is






and with Eq. 3.66






For the rightmost term in the above formula, use the following arguments. Using the angle ϕ, illustrated







0 0 00 cos2 ϕ − sinϕ cosϕ
0 − sinϕ cosϕ sin2 ϕ
 (3.70)
In order to obtain the divergence of the dyadic product tensor wwT , one needs to compute the component-
wise derivatives in all three coordinate directions, knowing that tanϕ = yz and R
2 = y2 + z2, with











0 0 00 − 2R sinϕ cos2 ϕ 1R cosϕ (sin2 ϕ− cos2 ϕ)
0 1R cosϕ
(











0 0 00 2R cosϕ sin2 ϕ 1R sinϕ (cos2 ϕ− sin2 ϕ)
0 1R sinϕ
(
cos2 ϕ− sin2 ϕ
)
− 2R cosϕ sin
2 ϕ
 (3.73)
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The axisymmetric observations can be reduced to half of the cross section of the surface, as illustrated in
Fig. 3.2. Since z = 0 in the axisymmetric case, it is ϕ = π2 and ww
T and the above derivatives simplify
to
wwT =
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0 − 1R 0
 (3.77)
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results in a three-dimensional vector.
To obtain the result, each column of the three partial derivatives of wwT has to be multiplied with the































Using this in Eq. 3.68 results in
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and since the normal n and the surface gradient ∇Γ have zero values in z-direction, the equation can be
written two-dimensional








where σstretch, ∇Γ, and n are two-dimensional. This is exactly the formula that has been derived in
Eq. 3.59. The stretching force as noted above is going to be used in the following chapters when the shell
is axisymmetric.
3.2.4 Resulting forces
The resulting forces are summarized here as an overview. It is



































and in the axisymmetric case, the stretching force reads










where Kg is the Gaussian curvature and R is the distance of the point on the shell to the symmetry axis.
Note that, in the axisymmetric case, the axisymmetric Laplace Beltrami operator has to be considered






∂r (R∂r) , (3.90)
with the two-dimensional tangential t = (tx, tr)T to the (axisymmetric) shell3.
3In the axisymmetric case, the considered coordinate system will be named with x- and r-coordinates, referring to x as
the symmetry axis and r as the distance to the symmetry axis. Hence, the components of a 2D vector f are written as
f = (fx, fr)
T in the following. Also, one has to distinguish between r and R, where R refers to the distance of a shell
material point to the symmetry axis and r refers to the distance of an arbitrary point in the x-r domain to the symmetry axis.
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Figure 3.3: A 3D cylindrical domain Ω containing the elastic shell is composed of the domain for the
external fluid Ω0 and the internal fluid Ω1 and the elastic shell Γ.
3.3 Governing equations of elastic surfaces in flow
Now that the forces on the shell have been derived, the equations will be introduced, that describe the
system of a fluid filled elastic shell in flow. Both, the general 3D case and the axisymmetric case are
considered, where the equations have to be adapted due to the axisymmetric assumption.
3.3.1 General case
Consider a (closed) surface immersed in a 3D domain Ω, representing an elastic shell immersed in a
fluid (see Fig. 3.3). Ω is composed of two separate parts, the exterior Ω0(t) and the interior Ω1(t), both
describing incompressible viscous fluids: Ω = int(Ω0 ∪ Ω1). The interface Γ(t) = Ω0(t) ∩ Ω1(t),
which separates both domain parts, corresponds physically to the elastic shell. The fluid flow Ω will be
described by the Navier-Stokes equations for the external (i = 0) and internal (i = 1) fluid






, in Ωi (3.91)
∇ · v = 0, in Ωi (3.92)
with the velocity v in Ω∪Γ, pressures pi, viscosities ηi, and densities ρi in Ωi, respectively. The velocity
is continuous across Γ and can hence be defined in the whole domain; the pressure is discontinuous
across Γ and has to be defined separately in both phases. The following jump condition holds at the






· n = Fshell, (3.93)
where n is the interface normal pointing to Ω0 and [f ]Γ = f0 − f1 denotes the jump operator across the
interface Γ. The surface forces Fshell are those that have been defined and derived in Sec. 3.2.
3.3.2 Axisymmetric case
Consider a closed surface of revolution immersed in a cylindrical 3D domain, representing an elastic
shell immersed in a fluid (Fig. 3.4(a)). Half of the domains cross section acts as the two-dimensional
computational domain Ω (Fig. 3.4(b)). Again, Ω is composed of two separate parts, the exterior Ω0(t)










Figure 3.4: (a) 3D cylindrical domain containing the elastic shell. The elastic shell is assumed to be a
surface of revolution. The domain Ω is half of the cross section of the cylindrical domain. (b)
The axisymmetric domain is composed of the domain for the external fluid Ω0, the internal
fluid Ω1, and the elastic shell Γ.
and the interior Ω1(t), both describing incompressible viscous fluids with Ω = int(Ω0 ∪ Ω1). Recall,
that the interface Γ(t) = Ω0(t) ∩ Ω1(t), is a 1D curve and can be described by the parametric form
Eq. 3.40. The x-axis is chosen to be the symmetry axis and the r-axis is the distance to the symmetry










the axisymmetric Navier-Stokes equations read













, in Ωi (3.95)
∇̃ · v = 0, in Ωi (3.96)
with the two-dimensional velocity v = (vx, vr)
T in Ω∪ Γ and pressures pi in Ωi. The jump condition at
the interface Eq. 3.93 also holds in the axisymmetric case to ensure the force balance at the elastic shell.
The surface force term Fshell in the axisymmetric case is also derived in Sec. 3.2. At the symmetry axis,
the usual free slip condition is specified.
3.4 Numerical scheme
The numerical realization of the problem will be explained in the following, starting with some details
about the time discretization. The discretization in space is presented for the general case and the ax-
isymmetric case, separately. Subsequently, the weak form of the problem (in the axisymmetric case) is
given. The section closes with information about the realization of the mesh movement. Since the shell
surface is realized with an explicitly fitted mesh, deformations of the shell result in the movement of the
surface part of the mesh. This movement has to be extended harmonically to the fluid parts of the mesh
to ensure that the mesh quality is conserved. Two different methods to realize this will be presented.
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Figure 3.5: Illustration of the workflow of the numerical solution procedure in each time step.
3.4.1 Time discretization
The problem is discretized in time with equidistant time steps of size τ . The complete system is split
into several subproblems, which are solved subsequently in each time step. First, the shell forces are
computed from the current shape. Second, the Navier-Stokes equations are solved by an implicit Euler
method using the previously computed shell forces. Finally, the resulting velocity is used to advect the
surface and the domains.
Using the ALE approach, the material derivative of the velocity ∂•t v = dtv+v ·∇v is discretized in the










where vn−1grid is the velocity of the grid movement from the previous time step calculated with one of the
mesh smoothing algorithms presented in Sec. 3.4.4. This term has to be subtracted from the convection
term due to the mesh update. The velocity vn−1moved is the velocity of the last time step, but after the mesh
update, i.e. the grid point coordinates have been moved without changing the velocity values in each
degree of freedom (DOF). The complete workflow of the numerical solution procedure is illustrated in
Fig. 3.5.
3.4.2 Space discretization
Details about the finite element discretization in space will be shown in the following. After some general
information, the finite difference method used to calculate the necessary quantities in order to obtain the
(axisymmetric) shell force in each time step is presented.
3.4.2.1 General case
A finite element method is used where the grids to represent the domains are matched at the immersed
interface, i.e. they share the same grid points. Accordingly, let Th,i, i = 0, 1 be the triangulations of Ωi
such that Th = Th,0 ∪ Th,1 is a conforming triangulation of Ω. The triangulation of the shell is given
by Γh = Th,0 ∩ Th,1. An example for the mesh in the axisymmetric case is shown in Fig. 3.6. The
triangulations Th,0 and Th,1 are separated, i.e. Γh acts as a boundary for both. This definition of the mesh
ensures the possibility of continuous velocity and non-zero pressure jump across Γ.
In order to calculate the forces on the shell in the general 3D case, an additional surface mesh is used
to describe the shell, where all the (surface) derivatives can be calculated without the need of constant
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Ω Ω Γ0 1
Figure 3.6: Example of the mesh for Ω, which is composed of Ω0, Ω1 and Γ. The blue colored half
circular mesh refers to the fluid inside the elastic shell Ω1. The black line denotes the shell
Γ. Every grid point on the interface of Ω0 has a corresponding grid point on the interface of
Ω1 sharing the same point coordinates. The bottom boundary is the axisymmetry axis.
extensions away from the shell. The forces are computed by calculating the normals, projections to the
tangent plane, left Chauchy-Green strain tensors, curvatures, and Laplacians of the curvatures on every
grid point on the surface mesh explicitly (see Sec. 3.2.4 for the equations of the shell forces). In order
to calculate the normals on a specific grid point, the mean value of the normals of every face that shares
this grid point is computed.
3.4.2.2 Axisymmetric case
In order to obtain the shell force (Sec. 3.2.4), the tangential t, the normal n, and κ, K, ∆Γκ, λ1, and
λ2 have to be calculated. Consider the parametrization X(s) with the arc length parameter s (with
‖Xs‖ = 1) from [HKL14], it is
t = (Xs, Rs)












with the subscript ’s’ denoting the partial derivative in s direction Xs = ∂sX .




for i = 0, ..., N − 1 is the sequence of shell grid points ordered




. Then, the derivatives
of Xi, Ri and κi with respect to s can be calculated with finite differences, here shown for Xi, where















The approximations for the principal stretches read
λi1 =




While the above definition of λi1 works well to obtain values for λ1 at the vertices, it turned out to be
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numerically unstable to compute the derivative ∂sλ1. The problem can be illustrated as follows. The
definition of λ1 in Eq. (3.100) effectively tracks changes in the distance between the left and right neigh-
bor of a vertex. Hence, it is invariant to displacements where exactly every second vertex moves with
the same velocity in tangential direction. Using these values to compute ∂sλ1 in practice leads to oscil-
lations of every second vertex as soon as the time step size is large. This problem can be circumvented
by replacing the vertex-based values λi1 by the following values, representing the stretching at the edge









∥∥Xi −Xi−1∥∥∥∥Xir −Xi−1r ∥∥ , (3.101)





















To calculate the surface quantities on the symmetry axis (e.g. i = 0 and i = N − 1), one takes advantage
of R = Rss = Rssss = 0 and Xs = Xsss = 0 and applies L’Hôspital’s rule, see [HKL14, Sec. 3.1] for
details.
3.4.3 Weak form
The fully discrete system in weak form is presented in the following. The finite element (FE) spaces read
Vh =
{





q ∈ L20(Ωi) ∩ C(Ωi) | q|k ∈ P1(k), k ∈ Th,i
}
, i = 0, 1, (3.104)
where Vh is the FE space for the velocity which is continuous across Γh. The FE spaces Mh,i for
the pressures pi are defined separately in Th,i to allow a discontinuous pressure across Γh. Assuming
constant viscosities ηi in Th,i, the weak form of the system given in Sec. 3.3 reads:
Find (vn, pn0 , p
n


















































































∇̃ · vnq0 dx+
∫
Ω1(tn)
∇̃ · vnq1 dx , (3.105)
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with surface forces δFδΓ defined in Sec. 3.2, the time step size τ and the n-th time step t
n.
3.4.4 Mesh movement
The basic idea of the ALE approach is to move the grid of the elastic structure with the material velocity,
while the fluid grid is moved with an arbitrary velocity keeping the mesh in a proper shape. Accordingly,
in the present work the shell grid points are displaced with the velocity v in every time step. As the shell
is moving, it is necessary to extend this movement to every grid point in Th to keep the mesh well in
shape. Two different strategies for rearranging grid points on a mesh with given boundary movement
have been used for the simulations in the present work.
The first strategy (Sec. 3.4.4.1) is a harmonic extension of the shell displacement into the fluid mesh.
While this strategy is suitable for most practical cases, it might involve the accumulation of small errors.
Especially for problems where many time steps are necessary (for example the simulations in Ch. 6),
these errors lead to degenerated elements (e.g. the smallest angle of some triangles shrinks uninhibited).
For such cases, typically arising in axisymmetric simulations, where many time steps are computed in a
short amount of time, a second approach is proposed in Sec. 3.4.4.2. This method is designed to preserve
element areas and edge lengths.
3.4.4.1 Solving the Laplace problem
The first strategy is suitable for both, the 3D and the axisymmetric case. It involves the harmonic exten-
sion of interface movement by solving the Laplace problem
∆vgrid = 0 in Ω,
vgrid = 0 on δΩ\Γ,
vgrid = v on Γ, (3.106)
where vgrid is the velocity of the grid points in Th. The mesh is then moved with vgrid.
This approach can be used in most cases. However, for strong or periodic deformations in axisymmetric
simulations, some problems can occur using the Laplace problem for mesh smoothing, e.g. elements near
the interface can degenerate slowly and cause a crash of the simulation. In this case, the mesh smoothing
approach shown in the following may be a better choice.
3.4.4.2 Element area and length conservation
The second strategy is motivated by the possible degeneration of elements when solving the Laplace
problem Eq. 3.106 for a large amount of time steps. To circumvent this problem, it is helpful to penalize
changes in area and edge length of the elements in order to prevent large deformations in both, the area
and the aspect ratio of the elements. How to preserve element surface areas or grid point distances is
described in [THMG04]. Note that the method in this section is only suitable in the axisymmetric case
or, more generally, with 2D finite elements.
Assume that the boundary has been moved already. Iterate over all grid points xi. Check whether the
length of each edge or the area of each element, which has xi as a vertex, has changed (e.g. isAkr /A
k 6= 1
for the area Ak of the k-th element containing xi as a vertex; the subscript ’r’ refers to the initial state).
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Figure 3.7: Illustration for the mesh smoothing scheme. The point xi is the point to be moved using
Eq. 3.107. A displacement value is calculated penalizing differences in areas and edge lengths
of every element containing the point xi.




, xi needs to be moved in order to re-increase the area of this element. This amounts to
moving xi in the direction (1 − Akr /Ak)n̄k,i, where n̄k,i is the normal of the opposite edge of xi in
the k-th element. Using the same approach to conserve edge lengths leads to Eq. (3.107) below. The
complete scheme for calculating the grid point movement in order to get the new grid reads:
1. Calculate areas A and edge lengths la, lb, lc of all elements using the point coordinates.


























where N(i) = {e ∈ Th |xi is a vertex of e} is the set of all elements that share the vertex xi, lk,ib




c are two the corresponding
tangential vectors pointing away from xi. The parameters ca and cl control the strength of area
and edge length preservation, respectively. See also Fig. 3.7 for a visualization of the quantities
introduced in Eq. 3.107.
3. Move all mesh points (except for the already moved surface points) by τvigrid.
Fig. 3.8 shows an example for both, the Laplace smoothing approach and the area and length conservation
approach. In both cases, a strong deformation has been imposed within a total amount of 500 time steps.
The shell shape at the end is circular with perfect agreement in both cases. The Laplace smoothing result
(Fig. 3.8(b)) seems a little more even in the internal fluid. However, the area and length conservation
approach (Fig. 3.8(c)) produces a better result: in the external fluid, the triangles near the shell are less
deformed. Around the symmetry axis, elements have been less compressed in x direction where at the
poles, they have been less stretched in r direction (the latter is also visible in the internal fluid). These
rather small improvements of the second approach can be quite important, e.g. when due to a periodic
deformation small errors that occur in the Laplace smoothing accumulate over time. Nevertheless, in
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(a) initial mesh (b) Laplace (c) area/length conservation
Figure 3.8: Example images for the two mesh smoothing approaches. (a) shows the mesh near the shell
before the deformation. (b) and (c) show the mesh after a strong deformation during 500 time
steps. (b) is the result of the Laplace smoothing approach, where (c) is the result of the area
and length conservation approach.
this thesis, if not mentioned otherwise, the Laplace smoothing approach is used as it is independent of
additional problem-specific parameters (like ca, cl).
3.5 Numerical Tests
Test case simulations were performed to show the quality and capability of the presented model, to verify
the correctness of the interfacial forces and to analyze the mesh and time step stability. The results have
been obtained by using the axisymmetric model.
3.5.1 Verification of the interfacial forces
In the following, we prescribe the elastic shell as an initially oblate-shaped object, i.e. its cross-section
as the combination of two parallel lines and a semicircle (Fig. 3.8(a), Fig. 3.10(a)). The radius of the
semicircle amounts to 0.1, the parallel lines have a length of 0.9, s.t. the surface of revolution has a
equatorial radius of 0.55 and a height of 0.2. The shell is located in the center of the computational
domain Ω = [−2, 2]× [0, 1].
To verify the correctness of the three main interfacial forces, consider the following three configurations:
1. Surface tension dominant case: γ = 3.0, KB = 0, KA = 0, KS = 0
2. Bending stiffness dominant case: γ = 0,KB = 0.111,KA = 25,KS = 0 with zero spontaneous
curvature (κr = 0)
3. Stretching dominant case: γ = 0, KB = 0, KA = 25, KS = 8.333. Here, the initial conditions
for the principal stretches λ1 and λ2 are changed from 1 to 1.05 to induce a 5% pre-stretch to the
shell. This causes non-zero stretching energy on the shell.
The viscosities and densities are chosen equally in both phases and amount to ηi = 105, ρi = 103.
Fig. 3.9 shows that volume conservation is perfectly ensured in the simulations. The figure shows the
volume over time for the stretching dominant case. The volume decreases in the beginning for a maxi-
mum amount of 0.085%. The other cases show similar behavior with even smaller volume changes in
the beginning of the deformation.
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Figure 3.9: Shell volume over time for the stretching dominant case.
(a) (b) (c) (d)
Figure 3.10: Shell shapes for the respective dominant forces on the shell. (a) Initial shape for all cases.
(b) Surface tension dominant case. Shape in stationary state. (c) Bending stiffness dominant
case. Shape in stationary state. (d) Stretching dominant case. Shape in (quasi-) stationary
state. All images are partly transparent to show the cross section of the elastic shell. The
expected theoretical shapes are well recovered.
In case 1, the shell is expected to evolve into a sphere, since surface tension tends to minimize the surface
area. This behavior is verified in the simulations, see Fig. 3.10(b).
In case 2 the stationary state is expected to yield a red blood cell like shape, since bending stiffness tends
to minimize the curvature locally, while the additional influence of area dilation prevents the shell to
deform (or stretch) strong enough to get spherical. In this sense, case 2 is similar to a lipid vesicle, as the
finite KA leads to approximate conservation of surface area. The stationary shapes of these simulations
(Fig. 3.10(c)) fit qualitatively well with theory [HKL14].
In case 3, in-plane elasticity penalizes stretching in tangential direction to the surface. Hence, the ini-
tial condition of λ1 and λ2 being larger than 1.0 causes a deformation of the shell such that the radius
of the oblate should decrease, where the thickness should somehow increase a bit. Note, that in the ab-
sence of volume conservation, the shell would contract in both directions such that the principal stretches
would approach 1.0 everywhere on the shell. However, the conservation of enclosed volume prevents
the principal stretches from reaching 1.0, in general. The stationary state of the stretching dominant
case is shown in Fig. 3.10(d). Fig. 3.11(a) illustrates the principal stretches in the stationary state. The
equilibrium configuration of the elastic surface shows a significant stretch (λ1 > 1) in lateral direction,
which is necessary to accommodate the excess volume. This stretch is accompanied by a compression in
circumferential direction (λ2 < 1) to minimize surface dilation.
In the numerical model, the Navier-Stokes equations are solved with separately defined pressures in Ω0
and Ω1, which leads to a discontinuous pressure field along Γ. The pressure field together with velocity
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(a) (b)
Figure 3.11: (a) The two principal stretches in the stationary state of case 3. (b) Velocity field (illus-
trated with vectors) and pressure field for the bending stiffness dominant case within the
deformation process. As expected, the pressure discontinuous.
(a) base mesh, h1 (b) one refinement step, h2 (c) two refinement steps, h3
Figure 3.12: The three (initial) meshes used for the mesh resolution study. Close up views around the
interface. Blue refers to Ω0, green refers to Ω1.
vectors is shown in Fig. 3.11(b) for the bending stiffness dominant case.
3.5.2 Mesh resolution study
Three different mesh resolutions have been chosen to investigate the dependence of the simulation results
on the mesh (Fig. 3.12). In the following the mesh size is denoted by hi and number of surface grid points
by Ni for i ∈ {1, 2, 3}. The coarsest mesh has a mesh size of h1 = 0.055 at the interface, hence the shell
is resolved by N1 = 23 grid points. The complete mesh has 228 grid points. Refining this mesh by two
triangle bisections leads to an intermediate mesh (h2 = 0.0275, N2 = 45, 820 total grid points). Two
further bisections lead to the finest mesh (h3 = 0.01375, N3 = 89, 3102 total grid points).
Fig. 3.13 shows the shell points of the respective case for all chosen mesh resolutions. As can be seen,
the method produces accurate results even with relatively coarse meshes. There is no visible difference
between the shapes of all three meshes. To quantify that, introduce two different error measures in the
following.
The mean distance error between shell points on the h1- and h2-mesh and the corresponding points on



















Figure 3.13: Shell cross section shapes for the three different cases. The three different mesh resolutions
with mesh size h1, h2, and h3 are used in each case. (a) Surface tension dominant case for
t=0.02. (b) Bending stiffness dominant case for t=0.0006. (c) Stretching dominant case for
t=0.01.






∣∣∣∣∣∣Xhi2i−1·j −Xhi+12i·j ∣∣∣∣∣∣ , i ∈ {1, 2} . (3.108)
For the h2 (or h3) mesh, every other (or 4th) shell point is used, s.t. only corresponding grid points
(existing in the coarsest mesh) are compared.





∣∣∣∣∣∣Xhij −Xhij+1∣∣∣∣∣∣ , i ∈ {1, 2, 3} (3.109)
where XhiNi := X
hi
0 . Then, the error is calculated using
EhiP =
∣∣∣P hi − P hi+1∣∣∣ , i ∈ {1, 2} . (3.110)















The obtained values are shown in Tab. 3.1. The point coordinates converge with order 1 and the ar-
eas/perimeters converge with order 2. A similar order of convergence is reached for the velocity using
the L2-norm of the velocity difference in Ω. For example, in the stretching dominant case, we obtain an
EOC of 1.43 for the velocity in x-direction (Eh1v = 6.6412 · 10−8, Eh2v = 2.4178 · 10−8).
3.5.3 Time step study
According to the previous section, it seems sufficient to do further studies using the h1-mesh. The three
different cases are now being analyzed using different time step sizes. Fig. 3.14(a-c) illustrates the shape
evolution of the surface tension case (tested with time steps τ = 2.5 · 10−4, 2.5 · 10−5, 2.5 · 10−6).
During the evolution, slight differences in the shapes can be observed. The stationary state shows very
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Figure 3.14: Evolution of the shell cross section shapes for (a)-(c) the surface tension stiffness dominant
case, and (d)-(f) the bending stiffness dominant case, and (g)-(i) the stretching dominant
case with different time step sizes. Shell energy over time is shown for the bending stiffness
dominant case (j), with a close-up on the local peak (k).
good agreement with the expected spherical shape (Fig. 3.14(c)), with only slight tangential differences
(surface tension works in normal direction only), for larger time steps. The simulation with the largest
time step required only 80 time steps to reach the stationary state. The necessary compute time of less
than 1 minute on a single core CPU (Intel Haswell, 2.50 GHz) illustrates the efficiency of the proposed
method.
In the bending stiffness dominant case (case 2) the shape differences are also comparatively small. Time
step sizes 10−5, 10−6, 10−7 have been tested. Fig. 3.14(d-f) shows the time evolution of the cross section
shape. There is no visible difference between point coordinates for the simulations with different time




R (Ftension + Fbend + Fstretch) dA . (3.112)
Fig. 3.14(j) shows Eshell for the bending stiffness dominant case for all tested time step sizes. A close
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mesh study time step study
Case 1 2 3 1 2 3
Eh1 2.64E− 3 1.39E− 3 3.94E− 4 Eτ1 2.77E− 3 6.56E− 7 2.06E− 3
Eh2 1.32E− 3 6.36E− 4 1.67E− 4 Eτ2 2.89E− 4 8.53E− 8 1.86E− 4
Eh1P 4.29E− 2 4.90E− 3 4.90E− 3 E
τ1
P 1.45E− 4 7.04E− 4 2.16E− 5
Eh2P 1.70E− 3 1.00E− 3 1.25E− 3 E
τ2
P 1.77E− 5 7.00E− 5 2.37E− 6
EOCE 0.99 1.13 1.24 EOCE 0.98 0.89 1.04
EOCP 1.96 2.27 1.98 EOCP 0.92 1.00 1.01
Table 3.1: EOC for the different test cases.
up view of the increase at t = 0.001 is shown in Fig. 3.14(k), for the largest and smallest time step.
Additionally, the time step τ = 1.2 · 10−5 is included. This value was the largest time step size, where
stable simulations were possible, as the explicit coupling between flow and shell elasticity introduces
a numerical stiffness. The shell energy in the case of τ = 1.2 · 10−5 oscillates for t < 0.0015. These
oscillations smooth out when the energy dissipates, leading to the exact same behavior as for the smallest
time step. Consequently, even with large time steps, the shell energy dissipates in the same manner as
with small time steps and the resulting shapes show nearly no differences. However, the coupling of
bending stiffness and surface elasticity makes the shell movement more subtle, such that it takes relatively
long to reach the stationary state. With the largest time step, 2000 time steps were required. The total
compute time in this case was ≈ 30 minutes.
The stretching dominant case has been tested with time steps τ = 4 · 10−5, 4 · 10−6, 4 · 10−7. Images
are shown in Fig. 3.14(g-i). As for the bending stiffness dominant case, the shell energy dissipates in the
same manner for small and large time steps and there are only very small shape differences between the
shapes for the respective time step sizes. The simulation required 250 time steps to reach the stationary
state. The total compute time in this case was ≈ 3 minutes on a single core CPU.
A convergence study is done also for the time step analysis. The results can be seen in Tab. 3.1 and
show the expected first order convergence. A similar order of convergence is reached for the fluid state
variables (v, p) using the L2-norm of the velocity and pressure differences in Ω. For example, in the
surface tension dominant case, we obtain an EOC of 1.03 for the velocity (Eτ1v = 7.1588 · 10−5, Eτ2v =
6.6811 · 10−6) and 1.22 for pressure (Eτ1p = 1.1276 · 100, Eτ2p = 6.8318 · 10−2).
3.5.4 Time step stabilization of the stretching force
The explicit coupling of fluid flow equations and interface movement leads in general to time step re-
strictions. For two-phase flow it is well-known that this coupling introduces a stiffness to the system,
resulting in a time step restriction proportional to the surface tension coefficient. In this case linear
predictions of the curvature term are typically used to relax this restriction, see [Ala14] for a detailed
discussion and [BW12] for an example of an ALE method. Also, for the bending force, the stiffness can
be overcome by implicit and semi-implicit schemes [LO19]. The idea is to include the interface move-
ment monolithically in the flow solver to evaluate the surface forces implicitly at the newly computed
time step. This approach has been shown to work extremely well in the immersed boundary method, and
can in principle be combined with the present ALE method.
However, while this methodology has been proposed for surface tension and bending forces, we are not
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implicit, τ = 4*10
−4
explicit, τ = 4*10
−5
(a) h1
implicit, τ = 1.8*10
−4
explicit, τ = 2.3*10
−5
(b) h2
implicit, τ = 8*10
−5
explicit, τ = 1*10
−5
(c) h3
Figure 3.15: Simulated shapes with explicit stretching force vs. implicit approach (Eqs. (3.114)-(3.115))
at t = 0.01 for the different mesh resolutions. The shape difference vanishes for finer
meshes. The given time step size τ indicates maximum values at which stable results could
be obtained. A time step enlargement of factor 8-10 is possible when using the implicit
stretching force approach.
aware of a similar method for the in-plane elastic stretching force. Accordingly, in this section we present
a novel approach to monolithically couple the in-plane stretching force to the flow.
The crucial issue in the stretching force (Eq. 3.89) is the implicit treatment of the principal stretches λ1
and λ2. A prediction for the values of the principal stretches in the upcoming time step can be obtained
from the following evolution equations [MMM+17, Appendix]:
∂•t λ1 − λ1∇Γ · v = 0, ∂•t λ2 − λ2
vr
R
= 0 on Γ, (3.113)
where ∇Γ is the (non-axisymmetric) surface divergence in the two-dimensional domain. Accordingly,
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= 0 on Γ (3.114)
where the old solution λn−1i is calculated, as before, from the current point coordinates (see Eq. 3.100)
on Γ.
These equations can now be solved together with the Navier-Stokes equation in one system. To complete
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including the implicitly calculated values of the principal stretches.
The capability of this implicit strategy has been tested with the parameters of the stretching dominant
case. Fig. 3.15 shows the grid points of the shell for the three different meshes with sizes h1, h2, and h3
and different time step sizes. The time step sizes have been chosen to be maximal in each case, i.e. such
that the usage of a larger time step would lead to crashing simulations due to oscillations on the shell
points.
As seen in Fig. 3.15 the implicit approach permits an enlargement of the time step size by a factor of
8 − 10. Also notable is that the maximum time step is roughly proportional to the grid size, for both,
implicit and explicit approach. Only for the coarsest mesh (Fig. 3.15(a)), differences between the explicit
and implicit approach are visible, which can be attributed to the large time step sizes. Hence, in particular
for higher mesh resolution at the shell, the implicit approach can lead to high quality results with up to
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Figure 3.16: Simulation mesh for the 3D case. Only the mesh surface is shown for illustration purpose.
10 times faster simulations.
3.5.5 General 3D case
The numerical results presented above have all been obtained by using the axisymmetric model. In this
section, we compare the results of the general 3D model with the results presented above and show a
result of a full 3D test case.
The mesh used for the general case is shown in Fig. 3.16. To ensure reasonable simulation time, the
chosen mesh is rather coarse at the outer boundaries but fine near the shell. As in the axisymmetric case,
the shell takes the form of an oblate with the same geometrical properties. The mesh is again composed
of two mesh partitions, sharing grid points with the same location at the shell.
In the axisymmetric case, all the simulations are performed on a 2D mesh and the shell forces are com-
puted using finite differences. The resulting forces are then coupled to the Navier-Stokes equations in the
internal and external fluid as a Neumann boundary condition, where the equations are solved with finite
elements. In contrast, the 3D simulations are performed on a 3D mesh, where the forces are calculated
on a surface mesh by calculation of the respective tensors, normals and derivatives on every vertex of the
mesh. Note that the calculation of the respective quantities on vertices can be problematic as mentioned
also in Sec. 3.4.2.2.
Now, to compare the general 3D simulations with the axisymmetric simulations, the bending stiffness
dominant case is chosen. Fig. 3.17 shows the result of the 2D axisymmetric simulation (black squares)
compared with the result of the general 3D simulation (red line) at t = 0.012. There are only slight
differences in the resulting shapes. These slight differences can be explained by the different numerical
approaches used. However, the agreement of both approaches, 3D and axisymmetric, is well enough to
conclude that both approaches are valid to be used in applications.
The advantage of the general case is that it is not restricted to axisymmetric deformations. In order to
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Figure 3.17: Simulated shapes of the bending stiffness dominant case with the general 3D case (red line)
and the axisymmetric case (black squares). The shapes fit well with only slight differences
due to the different numerical approach in the general 3D calculations.
illustrate this, the bending stiffness dominant case as above is used, but with an additional flow field,
which is designed to rotate the shell and hence cause a non-axisymmetric deformation. The flow field is
introduced by adding position dependent Dirichlet boundary conditions at the left and right boundary of
the outer domain (Fig. 3.16). Recall that the origin is located at the center of mass of the elastic shell. The
velocity on both, the left and the right domain boundary, is vlr = y · 10−3 (subscript ’lr’ for left-right),
s.t. it is positive on the upper half of the domain and negative on the lower half of the domain. The lateral
domain boundary has zero velocity. The resulting shapes at four different times are shown in Fig. 3.18
along with the flow field at the x-y-plane.
Note that, our model is restricted to relatively small deformations due to the fitted mesh. For example,
a pure rotation can not be simulated with the present model. An opportunity to open up the simulations
for a wider range of cases is remeshing. There, a mesh with poor quality (i.e. with elements with very
small angles), which can occur during the deformation of the shell, is replaced by a new mesh. This new
mesh is created on the basis of the geometric positions of the shell points.
3.6 Implementation details
This section discusses some details about the implementation. First, information on how the problem is
solved monolithically are provided. Second, the problem of constant extension in normal direction of
equations defined on the surface to the whole domain is briefly addressed.
3.6.1 Mesh and boundary conditions
The presented method is implemented in the finite element toolbox AMDiS [VV06, WLPV15]. While
AMDiS does support Taylor-Hood (P2/P1) elements, it does not support different solution variables
being defined on different meshes, as necessary for the pressure pi here. It also does not provide dis-
continuous solutions. Accordingly, some technical workarounds are used to implement the proposed
method.
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(a) t = 0 (b) t = 0.003
(c) t = 0.0075 (d) t = 0.01
(e) t = 0.0075 (f) t = 0.01 (g) t = 0.0075 (h) t = 0.01
Figure 3.18: Simulated shapes with additional flow field causing the shell to rotate and build a non-
axisymmetric shape. The flow field in (a)-(d) is illustrated with colored arrows at the x-y-
plane, where the color and the arrow scalings are given by the velocity magnitude. (e)-(h)
show the shapes of the shell in more detail with its cross section.
A single mesh that contains both domains Ω0 and Ω1 as separate disconnected parts is constructed in
gmsh [GR09]. To easily distinguish between internal and external fluid, the internal part is moved outside
the external part in negative x-direction. Fig. 3.19 shows the mesh in the initial state for the axisymmetric
case. At the beginning of the simulation an indicator function is created discriminating between the two
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Figure 3.19: Mesh as it is imported by the simulation (axisymmetric case).
mesh parts based on the x−value (grid points with x < xleft belong to the internal fluid, where xleft is
the x-value of the left domain boundary). Immediately afterwards, the internal fluid mesh is shifted to
the right to obtain a spatially matched grid, which is yet unconnected at the interface.
The Navier-Stokes equations are assembled on both mesh partitions separately using Lagrangian P2/P1
elements. The implementation of interfacial stress balance Eq. 3.93 and velocity continuity are techni-
cally realized as follows. The discrete shell Γh = Γh,0 ∪ Γh,1 is composed of the shell boundaries of the
mesh for the external and internal fluid, respectively. Due to the disconnected grid, only one-sided stress












· n = 0 on Γh,1 (3.117)
Define N2 as the number of (P2−)DOFs on the shell. Let j = 0, . . . , N2 − 1, be an ordered (e.g.
counterclockwise) numbering of the DOFs on Γh,0 and Γh,1, such that the numbers of both boundaries
are equal.





supp(ψj0) ⊂ Ω0 and supp(ψ
j
1) ⊂ Ω1. These test-functions are each used twice, once for testing with
the vx-equation and once for testing with the vr-equation. Each of these test cases corresponds to a
single row in the assembled Finite-Element matrix. The correct stress jump condition can be realized by
adding the two rows related to ψj1 to the two respective rows related to ψ
j
0, for every j = 0, . . . , N2 − 1.
This adds both one-sided test-functions and effectively mimics that the momentum equations were tested
with a single test-function of an interfacially connected grid. Also, the boundary conditions Eq. 3.116
and Eq. 3.117 are effectively added up to recover the correct stress jump condition Eq. 3.93. As an
illustration, Fig. 3.20 shows the test-functions in the case of an 1D mesh.




0 = 0, on Γh,1. (3.118)
As v = (vx, vr), the above describes two continuity conditions, which can be assembled in the vx- and
vr-rows tested with ψ
j
1. The continuity of velocity ensures in particular, that corresponding DOFs on
Γh,0 and Γh,1 share the same coordinate points for all times.
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Figure 3.20: 1D example for the test-functions across Γ. The grid coordinates are denoted with xi,
where the shell coordinate has the superscript 0. Since it exists for both meshes, there is
x00 for Th,0 and x
0
1 for Th,1 at the same position. The red color refers to Th,0, the black
color refers to Th,1. ψ00 and ψ
0





respectively. Adding up both one-sided test-functions by addition of corresponding matrix
lines effectively mimics that the momentum equations were tested with a single test-function
of an interfacially connected grid.
3.6.2 Extension of surface equations to the complete domain
In AMDiS, it is not possible to solve 2D bulk equations and 1D surface equations together in one system.
To compute the principal stretches implicitly, it is therefore necessary to extend Eq. 3.113 to Ω. The
equations for the principal stretches then read
∂tλ1 − λ1∇Γ · vΓ,ext = 0, ∂tλ2 − λ2
(vΓ,ext)r
Rext
= 0 in Ω, (3.119)
where vΓ,ext is the extension of the interfacial velocity to Ω constant in normal direction. Rext is the
distance to the symmetry axis for any point in Ω. The equations for the principal stretches are solved
using P1 elements. The calculation of the normal extension is based on a Hopf-Lax algorithm described
in [SVV05]. The surface divergence then reads
∇Γ · vΓ,ext = P : ∇vΓ,ext, (3.120)
with the projection onto the tangent space P = I− nnT .
3.7 Conclusion
In this chapter we have presented a novel ALE method to simulate axisymmetric and fully 3D elastic sur-
faces immersed in fluids. As inherent to ALE methods, the grid is matched to the elastic material, which
can therefore be resolved with relatively few grid points. In the case of the axisymmetric setting, the
system is reduced effectively to a two-dimensional problem. Elastic surface forces are then discretized
with surface finite-differences and coupled to evolving finite elements of the bulk problems. An implicit
coupling strategy reduces time step restrictions induced by the stiffness of the stretching elasticity.
The method combines high accuracy with computational efficiency, which is confirmed in several nu-
merical test cases dominated either by surface tension, bending stiffness or stretching elasticity. In all
these cases we find that numerical errors are relatively small even for coarse grids and converge with
order 1-2 with respect to the grid size and time step size. The computational times of the axisymmetric
test problems are on the order of minutes on a single core CPU. The computational duration of the full
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3D simulation test cases is on the order of several hours. While such a high computational efficiency as
in the axisymmetric case is not required in most typical applications, it does enable otherwise unfeasible
simulations as soon as the problems involve a high number of grid points or rich dynamics demanding
many time steps.
As examples, we present the first simulations of biological cells flown through a narrow channel in order
to measure cell mechanical properties in Ch. 4 (see also [MMM+17]), of the uniaxial compression of
biological cells filled with cytoplasm in Ch. 5 (see also [MHAFF20]), and of the observed shape oscil-
lations of novel microswimming shells in Ch. 6 (see also [DMD+17, MDQ+21]). In collaboration with
(bio)physicists, the method is currently used to get more insight into the dynamics of microswimming
shells and the cellular cortex.
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4 Numerical simulations of Real-Time Deformability
Cytometry to extract cell mechanical properties
In this chapter, the first application of the model in cell biology will be presented. The measurement of
cell stiffness is an important part of biological research with diverse applications in biology, biotechnol-
ogy and medicine. Our model has been used to simulate biological cells being deformed due to advection
through a microfluidic channel. The interplay between simulations and experiments helps to gather in-
formation about the mechanical properties of live cells. The results presented in this chapter have been
published by the author in [MMM+17].
4.1 Introduction
The stiffness of cells is a powerful biophysical marker for cell state. Information on cell elasticity can,
for instance, be used to distinguish between different cell phenotypes, or between healthy and diseased
cells [EWC+12, LPS+09, HGM+13, Sur07, LES+04]. Therefore, the measurement of a cell’s elastic
response is an important part of biological research including medical applications in cell sorting and
diagnostics [GSL+05, RWD+09, HTDC10, CMC01, LL07, SMO+11, HBC+10, HLL+09, GHL+12]
The heterogeneity of cells in medical and biological samples often enables meaningful statistical analysis
of cell mechanical properties only for larger population of cells. Recently, several microfluidic techniques
have been introduced that achieve the required high-throughput measurement rates [GHL+12, BSA+13,
ORM+15, LSK+15]. One of these methods is real-time deformability cytometry (RT-DC) [ORM+15],
where suspended animal cells are advected by a shear flow through a microfluidic channel at a constant
speed. In this process, cells are deformed due to strong velocity gradients within the channel cross
section [ORM+15]. Shortly after channel entry, cells assume a stationary shape, imaged by a high-speed
camera. A sketch of the measurement setup is depicted in Fig. 4.1(a).
The observed deformation of initially spherical cells in the flow channel depends on cell stiffness, but is
also influenced by flow speed and relative cell size. Additionally, the internal cell architecture plays an
important role and it is currently unknown to which extent the cell bulk and the cortex each contribute
to the effective mechanical response of the cell. To disentangle mutual contributions of cell size and
cell stiffness to cell deformation an analytic study was presented by Mietke et al. (2015) [MOG+15].
There, the analytical solution for the flow around a sphere within an axisymmetric channel is used to
calculate the corresponding surface stresses and to predict the expected shape deformation assuming
elastic shell or bulk properties. A comparison between predicted and experimentally measured cell de-
formations permits conclusions on the elastic moduli of the corresponding cells. Because the analytical
model neglects the interaction between the deformed cell shapes and changes in the surrounding hydro-
dynamic flow profiles, it is only valid for small deformations. Still, the theoretical results of Mietke et al.
(2015) [MOG+15] are regarded as a highly important step toward combining speed with precision in cell
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mechanics, which can open the door to high-throughput screening and sorting of large cell populations
based on the precise mechanical properties of each individual cell [Wys15].
The goal of this chapter is to go beyond the analytical approach in Mietke et al. (2015) [MOG+15] by
introducing a full numerical model that is valid in a wider parameter range. This will allow to probe and
analyze the limits of validity of the analytical model in more detail and to extract cell mechanical param-
eters for stronger deformed cells at finite Reynolds number. To achieve this, the model will include linear
elasticity as well as a neo-Hookean hyperelastic model for the cell membrane, combined with a cortical
tension model. Additionally, cell bulk studies are presented in [MMM+17]. The neo-Hookean model
is based on the statistical thermodynamics of cross-linked polymer chains, which roughly correspond to
the cell cortex and cytoskeleton. The neo-Hookean hyperelastic model is known to be reasonably accu-
rate when the maximum strain is on the order of 100% [DLS03] and has been used for incompressible
elasticity of cell membranes [DLS03, EP98], cell bulk [ZLTQ05] and whole tissues [MNJF06, Mil05].
Current numerical methods for biological cells in flow are mainly designed for red blood cells (RBCs),
which are relatively soft due to the absence of nucleus and most interior organelles. Immersed boundary
(IB) methods are widely used for such cells and can naturally include membrane elasticity [EP98] as
well as surface tension and bending stiffness [LHWWM02, ZJP07]. Very recently IB methods have
been extended to incompressible visco-elasticity [DP12] and to coupled membrane and bulk elasticity
[SCLG15]. Main problems of the IB method are the handling of variable viscosity [FGMP13, Pes02], and
the stiffness occurring from the coupling between flow and membrane advection. Efficient parallelization
of an adaptive grid IB method is not straightforward and continues to be the subject to active research
[Bor13].
An alternative approach are particle methods. Early attempts of dissipative particle dynamics account
for cell bulk elasticity and simulate RBCs as solid elastic bodies [DBY03]. Recently, a lot of studies
on RBC dynamics used the multiparticle collision dynamics model, where cells are described as elastic
capsules with bending rigidity. This numerical scheme is very flexible and allows to simulate many-body
problems of vesicles and red blood cells [NG05], however the model is partly phenomenological and has
to our knowledge not yet been extended to include cell bulk elasticity.
Boundary Element Methods (BEM) as used by Pozrikidis [Poz03] are another approach, which can cou-
ple the Stokes equations to thin shell theory for the cell membrane. Additional cell bulk elasticity has not
been included in the BEM framework, which is possible with the present model, although not presented
here (see [MMM+17]). All the above methods belong to the class of interface tracking methods where
an explicit representation of the interface by individual points or a grid is used. In contrast to this, inter-
face capturing methods describe the interface implicitly by an auxiliary field. Elastic contributions are
traditionally not included in such methods, although very recently some interesting progress in this direc-
tion has been made for bulk elasticity in phase-field [SXZ14], Level-Set [CM06] and Volume-Of-Fluid
methods [LK12].
Grid based fluid-structure interaction as in the standard benchmark [TH06] is usually not considered
for flowing cells, since its limitation to small displacements. However, in the special case of RT-DC
a co-moving grid can be employed to keep the cell in the center of the computational domain. The
representation of the fluid and cell domain by two fitted grid partitions enables a very accurate description
of the cell surface which makes the approach very efficient. In contrast to most of the discussed numerical
methods, cell bulk elasticity [MMM+17], shell elasticity and cortical surface tension can all be easily










Figure 4.1: Left: RT-DC setup adapted from Mietke et al. (2015) [MOG+15]. Cells are flown through a narrow
channel and assume a steady shape in the end portion of the channel where the deformations are
measured by a camera snapshot. Right: Simplified structure of a eukaryotic cell. Cellular components
determine cell mechanical properties.
included in one model. We will follow this idea and present an axisymmetric body-fitted numerical
approach for single cells in a flow channel.
The numerical results will be validated with the analytical results from Mietke et al. (2015) [MOG+15]
for small deformations and and can be used to analyze the errors that are made in there due to the neglect
of cell deformation on the fluid flow. Using hyperelastic material laws the numerical model can be used
in RT-DC to extract elastic parameters for the larger deformations, that are experimentally observed.
Comparison to experiments will show that experimental cell shapes can be reproduced in particular if
the cell is assumed to be an elastic shell. By combination of bulk and shell elasticity the model allows
discriminating between both effects and to extract both elastic parameters from cell deformation images.
4.2 Mechanical cell model
The basic structure of eukaryotic cells is to a large extent conserved across different types of animal
cells. An impermeable lipid bilayer membrane surrounds an intracellular region filled with fluid and
organelles. The membrane is attached to the cell cortex, a thin polymer network at the cell surface
that behaves elastically at short timescales and is subject to surface tension forces arising from pulling
myosin motor proteins [SCP12a]. Coarse graining the elasticity imposed by intracellular organelles and
cytoskeleton leads to a representation of the cell as a visco-elastic bulk material [DBY03], enclosed by
a membrane subject to shear and stretch elasticity, bending stiffness and surface tension. Fig. 4.1(b)
illustrates this picture of a cell and the corresponding forces. However, in this chapter, we concentrate
on the cell modeled as an elastic shell, filled with a viscous fluid. The model presented in Ch. 3 is easily
capable of being extended to model an elastic bulk in flow, which is shown in more detail in [MMM+17].
Mainly the simulations of single cells on the time scale of milliseconds are considered, in agreement with
the time span of a cell in an RT-DC channel. While on larger timescales (e.g. minutes) cells can dissipate
elastic stresses by changing their internal structure, this should not be possible within milliseconds, which
makes cell membrane elasticity the dominant mechanical element [SCP12a].
The cell cortex is assumed to be describable as a shell of thickness h, much smaller than the cell radius
Rcell. In such a shell the bending energy Fbend is small compared with the stretching energy Fstretch, in
fact Fbend/Fstretch ∼ (h/Rcell)2  1. Hence, contributions from bending rigidity are usually neglected
in the description of eucaryotic cells. This assumption has been tested in [MMM+17] by investigating
the impact of bending rigidity on deformed cell shapes at energy scales that can be realistically expected
for the cell membrane.
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Recall that the computational domain is divided into two regions: the external fluid domain Ω0 and
the internal fluid domain (or cell domain) Ω1. Both domains are separated by an interface Γ which
corresponds physically to the cell membrane and cortex. Movement of all quantities is considered relative
to the (time-dependent) velocity of the cell barycenter, vcell, which allows keeping the cell in the center





+ (v − vcell) · ∇v
)
= ∇ · Si, in Ωi (4.1)
∇ · v = 0, in Ωi (4.2)
where v, Si, ρi are the velocity fields, stresses and densities in both phases, respectively. Note, that the
velocity fields are advected relative to the cell velocity, due to the co-moving domains. Viscous stresses
are defined as




where pi, ηi, I are pressures, viscosities and identity tensor, respectively. At the interface Γ the following
jump conditions are specified to ensure continuity of velocities and balance of forces








where the interface normal n is defined to point into Ω0 and the jump operator is [f ]Γ = f0 − f1. The
interfacial forces are defined in Sec. 3.2.4. For convenience, we recall them here again. The surface











where KB is the joint bending stiffness of the bilayer and cell cortex, γ is the effective surface tension
due to myosin contraction, κ = ∇ · n is the total curvature (twice the mean curvature) and Kg is the
Gaussian curvature of the cell surface and the spontaneous curvature κr is set to zero. The axisymmetric






[(κn−∇Γ) ((λ1 − 1) + ν (λ2 − 1))− (1− ν) (λ1 − λ2) r̄] (4.3)
where E2D is the 2D elastic surface modulus (see also Eq. 2.48-Eq. 2.50 with E2D = Eh) and Poisson’s
ratio ν = 0.5 for an incompressible shell. This model, driven by the Euler-Almansi strain will be referred
to as the linear elastic model, even though it is geometrically nonlinear, since it is the standard model
of linear elasticity theory with linear relationships between the components of stress and strain. Another
model to be employed in this section is the hyperelastic neo-Hookean shell model, which is known to be
























See [MMM+17] for more details about the hyperelastic model.
If a square channel is employed in an RT-DC setup, the flow can be mapped onto a cylindrical channel
flow using the so-called equivalent channel radius. This radius Rch is chosen such that there is the same
pressure drop along the cylindrical channel and the square channel of width L, which leads to the relation
Rch = 0.547L [Hue48]. It was shown that this approach is accurate as long as the cell occupies less than
90% of the circular channel cross section [MOG+15].
4.3 Discretization
The numerical grid used to represent the whole domain Ω is divided into two separate parts, representing
Ω0 and Ω1, respectively (see Ch. 3 for details). Grid points of Γ are moved with the cell velocity field v.
To advect the fluid domain the movement of the boundary grid points along Γ is harmonically extended
onto Ω0 and Ω1.
The equations can be solved in a similar manner as presented in Sec. 3.4. An implicit Euler method is em-
ployed for the Navier-Stokes equations. In the following, time step indices are denoted by superscripts.
The scheme in time step m+ 1 reads:
1. Calculate λ1, λ2, κ,K and n from the position of boundary grid points along Γ, see Sec. 3.4.2 for
















2. Solve the Navier-Stokes equations of the internal and external fluid monolithically.
3. Move every grid point of Γ with velocity v − vcell.
4. Calculate vgrid by solving the Laplace problem (Sec. 3.4.4) to harmonically extend the interface
movement into Ω and move Ω including every grid point with velocity vgrid.
All equations are discretized in the corresponding axisymmetric formulation [TGC+07] such that they
can effectively be solved in 2D. The meshes are created by gmsh [GR09], the discretization with the
Finite Element method is implemented in the software AMDiS [VV07, WLPV15].
4.4 Results
We simulate a typical RT-DC measurement of a single cell flowing through a square channel of widthL =
20µm. To use the cortex stretch elasticity model given above, the flow is mapped onto an axisymmetric
channel flow using the concept of the equivalent channel radius (see Sec 4.2). Assuming rotational
symmetry of the cell deformation, axisymmetric differential operators can be used to effectively restrict
the computations to two dimensions and largely reduce the computational complexity of the simulations.
Hence, in the axisymmetric setting, a single spherical cell of radius Rcell is initially placed in the middle
of a circular channel of radius Rch = 0.547L. Because the channel moves with the cell barycenter, it
suffices to consider a small portion of the channel length. The cell deformation is not influenced by the
length of the computational channel for a channel length of 40µm and larger. Accordingly, we specify
Ω1 = {(x, r) | r ≥ 0, x2 + r2 < R2cell}, Ω0 = ([0, 40µm]× [0,Rch]) \Ω1.
No slip boundary conditions are imposed on the channel wall. A pressure gradient for the pressure pm at
time stepm is imposed between channel inlet and outlet to drive the flow. Initially p0 = 2500 N/m2, over
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time this pressure is adapted, pm+1 = pm/(0.9 + 0.1Q/(0.04µl/s)), to yield a defined flow rate Q =
0.04µl/s as in RT-DC experiments. The vertical velocity (in r-direction) is set to zero at the symmetry
axis as well as at the channel inflow and outflow. The densities are set to ρ0 = ρ1 = 1000 kg/m3.






1 dV. The time step is chosen as
τ = 0.2µs (except for simulations for the hyperelastic shell model with E2D ≤ 0.05 N/m, where
τ = 0.05µs). The grid size is 0.2µm around the cell surface and 1µm in the bulk phases. As end time
for the simulations 500µs is chosen.
The viscosity of the solvent is η0 = 0.015 Pa·s, as in Otto et al. (2015) [ORM+15]. In RT-DC experi-
ments, camera snapshots are taken at the end portion of the channel where the cells assume a stationary
shape. Since the velocity gradient inside the cell vanishes in the stationary state, results are indepen-
dent of the viscosities of the fluids. Hence, for simplicity and numerical stability we choose η1 = η0,
throughout this chapter. Time-dependent simulations of channel entry and channel exit will depend on
η1. Such simulations may provide interesting additional information about the cell state and are left to
future work.
4.4.1 Comparison with analytical model
While the numerical model can be used to combine bulk elasticity with cortex elasticity and surface
tension, it is possible to focus on the two extreme cases that have also been investigated in Mietke et al.
(2015) [MOG+15]: pure bulk elasticity and cortex elasticity with surface tension. The bulk elasticity
case is studied in [MMM+17]. In the latter case we fixed the surface tension to the elastic modulus of
the shell, γ = 0.1E2D, to stick to a single free cell parameter. The bending rigidity is neglected for these
first tests, KB = 0, and we will show in Sec. 4.4.3 that it has no influence on cell deformation in a
reasonable parameter regime.
Cell deformation is quantified by the imaged two-dimensional projection of the cell shape, as it would
be seen by a camera. Comparing the cell perimeter P with the perimeter of a circular cell of equal area
A leads to the deformation measure d = 1− 2
√
πA
P . Note that d = 0 for a circle and d > 0 for any other
shape. The time evolution of simulated cell deformation is depicted in Fig. 4.2(a). All models, i.e. linear
shell elasticity and hyperelastic shell elasticity (and linear bulk elasticity, hyperelastic bulk material
analyzed in [MMM+17]) reach a stationary state of deformation within a few hundred microseconds.
Note, that we do omit the channel entry in the simulations and start with an initially spherical cell within
the channel. Hence, the given times only provide an indicator of the real time it takes for entering cells
to reach a stationary state. In the simulations, the time until a stationary state is reached, correlates with
cell stiffness as larger elastic moduli lead to earlier stationary states. Excellent volume conservation of
simulated cells is shown in Fig. 4.2(b).
Next, stationary cell deformations of the analytical linear elastic model [MOG+15] will be compared
with the present numerical linear elastic model. As a typical output of RT-DC measurements, cell de-
formation d, is plotted versus cell size (imaged cell area), where each cell of the measured population
creates a single data point in a scatterplot [ORM+15]. So-called isoelasticity lines based on the analyti-
cal model have been introduced to identify regions of similar cell stiffness in such graphics [MOG+15].
Hence, it is very convenient to use these lines for a direct comparison of analytical and numerical model
in the following. Fig. 4.3 shows the isoelasticity lines for linear elastic shells with different elasticities.




















linear elastic model E2D = 0.0313 N/m
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Figure 4.2: Time evolution of deformation and volume of a single simulated cell of initial radius
Rcell = 7.66µm for different models. Left: The cell deformation in the simulations as-
sumes a stationary state after a few hundred microseconds. The four simulations displayed
here are marked as black dots in Fig. 4.3 and Fig. 4.4. Right: The relative volume change is
determined by (V − Vr)/Vr for volume V of the cell and initial volume Vr. The volume of
the cell is very well conserved.
plot, highlighted by filled black circles. The analytical model neglects nonlinear strain terms as well as
the back-coupling of cell deformation on the flow field and therefore only makes reliable predictions for
small deformations. Indeed, in the regime of small deformations d < 0.02 good agreement with the
numerical model is observed. For larger deformations and larger imaged cell areas (A ' 160µm2) de-
viations between the analytical predictions and the numerical model expectedly increase. Discrepancies
between the analytical and the numerical model can be found for d ' 0.005.
4.4.2 Hyperelastic models
By including the back-coupling of cell deformation on the flow field, the numerical model naturally pro-
vides more accurate results for larger deformations. Due to the higher strains in such cases, hyperelastic
neo-Hookean material laws for the cell cortex are employed in this section. Such models are widely used
to describe incompressible biological tissues, see Sec. 4.1. Isoelasticity lines for the neo-Hookean shell
model are computed and compared to previous numerical results in Fig. 4.4. Very good agreement be-
tween neo-Hookean and linear elasticity can be observed for smaller deformations d / 0.005. For larger
deformations neo-Hookean elasticity mostly leads to lower deformations than the linear elastic models.
Generic cell shapes are depicted in Fig. 4.5. While linear elastic and neo-Hookean model yield very
similar shapes, the analytical model shows larger deviations, in particular for more deformed cells. In
contrast to predictions of the analytical model [MOG+15], the numerical model does not show any
lateral grooves for the elastic shell model. However, a dent occurs at the cell rear for larger deformations
with the elastic shell model. The 3D side view in Fig. 4.5 (bottom left) depicts how the flatness of
the trailing edge observed in experiments could in principle arise from an effective convexification of
indented cells due to the lateral imaging of cells in RT-DC. To make simulation results comparable
with RT-DC experiments, cell shape parameters, such as deformation and area, are computed from cell
contours that are convexified at the cell rear, throughout this chapter (see Fig. 4.5, bottom right).
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μ μ
Figure 4.3: Isolines in area-deformation space for elastic shells with a surface tension of γ = 0.1E2D.
Lines mark the analytical results [MOG+15], circles denote the results of the numerical linear
elastic model. The filled black circle in the left figure indicate the solution corresponding to
Fig. 4.2. The right figure shows a close-up view indicating good agreement between the
models for small deformations.
μ
Figure 4.4: Isolines in area-deformation space for elastic shells with a surface tension of γ = 0.1E2D.
Crosses mark the results of the hyperelastic model, circles denote the results of the linear
elastic model. The filled black circle indicates the solutions corresponding to Fig. 4.2.
4.4.3 Influence of bending rigidity and finite Reynolds number
As pointed out above, the bending rigidity is believed to have very low impact on the cell deformation.
This hypothesis has been verified by using the linear bulk elastic model in [MMM+17].
The Reynolds number Re = ρ0vcellRch/η0 is defined as the ratio of inertial forces to viscous forces and
can be used to find a scaling invariance between two different cases of fluid flow. For the parameter set
used in [MMM+17], Re = 0.133, which is typically assumed small enough to render the inertial term in
Eq. (4.1) negligible [MOG+15]. Our numerical model allows for an analysis of the effects that a finite
Reynolds number has on cell deformations, which can be particularly useful if future RT-DC devices
may use larger flow rates or smaller solvent viscosities.
The effect of larger Reynolds number has been tested using the linear bulk elastic model in [MMM+17]
with an up to 100-fold increase in Re. In [MMM+17], we conclude that inertial forces can very well




Rcell = 5.47µm Rcell = 7.11µm Rcell = 8.37µm
E2D = 0.0209N/m E2D = 0.0209N/m E2D = 0.0209N/m
3D illustration of dent (in)visibility
Rcell = 8.37µm
E2D = 0.0209N/m
Figure 4.5: Cell shapes for various parameters. Top row: Analytical solution [MOG+15] (blue cir-
cles), linear elastic model (red dots), hyperelastic model (black line). Depicted cell sizes are
matched for better visibility. All models agree for small deformations, the analytical model
predicts very different cell shapes for larger deformations. Bottom row: The 3D Illustration
shows a dent at the cell rear that is hidden in the lateral camera view. Accordingly, computed
cell cross-sections are convexified (center row) for comparison with experiments, as shown
here for the linear elastic shell model which influences the measured deformation.
case the Navier-Stokes equation (4.1) reduces to the Stokes equation, which is linear in the velocity. As
a consequence, given that the channel is long enough to develop a Poisseuille flow profile at the inlet and





ch/η0Q. Hence, the universality of the isoelasticity lines found in the
analytical model [MOG+15] carries over to the numerically computed isoelasticity lines, i.e. a change
of experimental parameters only leads to rescaling of the involved elastic moduli without changing the
lines in the plot. To be more precise, a change of (Rch, Q, η0) to (R′ch, Q
′, η′0) can be accounted for by the
replacing the parameters (E,E2D, γ) in the graphic by (ERch/R′ch, E2D, γ) × Q′η′0R2ch/(Qη0(R′ch)2)
and scaling the cell area axis by a factor of (R′ch/Rch)
2. Accordingly, the isoelasticity lines can be
seen as a universal look-up graphic that can easily be adapted to a given set of experimental parameters.
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Plotting these lines together with data points from RT-DC experiments allows identification of regions
of similar cell stiffness [MOG+15]. A comparison of numerical results with RT-DC experiments can be
found in [MMM+17].
4.5 Conclusion
In this chapter, we presented numerical simulations of single cells in a circular channel that can be used
to extract elastic cell parameters from RT-DC measurements. Therefore, the cell is described as a fluid
filled thin cortical shell, subject to stretch elasticity, bending stiffness and surface tension. The cell cortex
is assumed to be isotropic elastic material, using either linear elasticity or neo-Hookean hyperelasticity.
The discretization involves an Eulerian grid split into two parts for the cell and the fluid domain that
overlap at the cell surface. The full Navier-Stokes equations are solved within the domain, the corre-
sponding surface stresses arising from shear and pressure forces enter as boundary conditions. While
the current simulations are restricted to axisymmetric scenarios, the model is easily extended to the fully
three-dimensional case (see Ch. 3).
The model is applied to typical RT-DC measurements and thereby extends the first theoretical study on
this topic that was based on an analytical model, which neglected the interaction between cell deforma-
tions and changes in the flow profile [MOG+15]. Using the concept of the equivalent channel radius
[MOG+15], approximate cell deformations in a square channel could be obtained. We could confirm
that bending stiffness of the cortex/membrane complex has no effect on cell deformations for realistic
values of bending rigidity. Therefore, we focused on the other mechanical elements of the cell and stud-
ied the influence of shell elasticity. Once the cell is in the channel, a stationary shape is reached within
a few hundred microseconds, which provides an indicator of the total time between channel entry and
stationarity. We compared the stationary cell shapes with the results of Mietke et al. (2015) [MOG+15]
and found good agreement for small deformations where the analytical model is valid. For larger defor-
mations (d ' 0.005) and larger cell areas (A ' 160µm2) the analytical model for pure shell elasticity
with surface tension appears to leave its range of validity probably due to the missing back-coupling of
cell deformation on the flow field.
By including the back-coupling of cell deformation on the flow field and keeping nonlinear strain terms,
our numerical model naturally provides accurate results for larger deformations. Due to the higher strains
in such cases we employed neo-Hookean material laws for cell cortex and provide isoelasticity lines that
can be used for extraction of cell stiffness of significantly deformed cells.
We further found that inertial effects play no role in the original RT-DC parameter setting. This even
holds for a largely increased Reynolds number, which confirms the theoretical potential of RT-DC to
work well with higher flow rates or less viscous carrier fluids. As a consequence the scaling invariance
found in Mietke et al. (2015) [MOG+15] is carried over to the non-linear numerical model, i.e. a change
of experimental parameters only leads to rescaling of the involved elastic moduli. Hence, the numeri-
cally computed isoelasticity lines are universal and can be scaled to account for any different flow rate,
channel radius and viscosity. Therefore, using the concept of the equivalent channel radius, the computed
isoelasticity lines can be overlaid to data points of RT-DC measurements to quickly identify regions of
similar cell stiffness.
We are currently working on a combined study varying E,E2D and γ simultaneously. The produced cell
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shapes will be fitted to the three shape measures which should allow to extract the two elastic cell moduli
and the cortical tension at once, and hence to disentangle the mutual contributions of these parameters
to cell shapes in RT-DC. With this, the presented model provides an important stepping stone towards a
quantitative, multivariate analysis of cell mechanical properties at high-throughput with many potential
applications in medical diagnostics and biology.
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5 Uniaxial compression of a biological cell to measure
the poisson ratio of the cell cortex
As mentioned in Sec. 1.1, the ALE method presented in this work offers the opportunity to restrict
the simulation to only one of the fluid phases. This capability, which is not present in many other
methods (e.g. Immersed Boundary Methods), can be very useful if the viscosity ratio between the two
fluid phases is large such that the phase with the smaller viscosity has little influence on the results and
can be neglected. Consequently, not only the simulations will be sped up but also the coupling of the
elastic surface to exterior forces, as for example in a contact problem, can greatly be simplified.
This will be illustrated in the following, as a fluid-filled elastic shell under external compression is
considered. The application behind this test case is the uniaxial compression of a biological cell during
an atomic force microscopy (AFM) experiment, which is used to measure cell mechanical properties.
The viscosity of the intracellular fluid is typically several orders of magnitude larger than the viscosity
of the surrounding medium.
Cell shape changes are vital for many physiological processes such as cell migration and morphogenesis.
They emerge from an interplay of active cellular force generation and cell mechanical properties - both
crucially influenced by the actin cytoskeleton. Cell mechanical models commonly make the simplifying
assumption that the actin cytoskeleton is an incompressible material with Poisson ratio ν = 0.5. Here,
a new technique for the measurement of the actin-cytoskeletal Poisson ratio is presented. Comparing
results from numerical simulations and experimental data, the Poisson ratio of the actin cytoskeleton is
determined, taking into account the time-scale dependent nature of its mechanics. Our findings refute
the prevalent assumption that the cytoskeleton can in general be modeled as an incompressible material
with Poisson ratio ν = 0.5.
The results presented in this chapter have been published by the author as a joint work with Elisabeth
Fischer-Friedrich and Kamran Hosseini in [MHAFF20]. The experimental results together with the
biological insight, that have been included in order to obtain the results in this chapter, have kindly been
provided by Kamran Hosseini and Elisabeth Fischer-Friedrich.
5.1 Introduction
The actin cytoskeleton, a cross-linked meshwork of actin polymers, is a key structural element that
crucially influences mechanical properties of cells [SCP12b]. In fact, for rounded mitotic cells, the mi-
totic actin cortex, a thin actin cytoskeleton layer attached to the plasma membrane, could be shown
to be the dominant mechanical structure in whole-cell deformations [FFTC+16]. In the past, cell-
mechanical models have been developed to rationalize cell deformation in different biological systems
[PFO07, KF11]. Such models require to be parametrized by cell-mechanical parameters. The mechan-
ics of simple isotropic elastic material is fully characterized by two mechanical parameters, e.g. its shear
modulus G and its Poisson ratio ν. The Poisson ratio rates the magnitude of the Poisson effect, which
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Figure 5.1: Elastic uniaxial compression of a cortical shell. (a) Cell-mechanical model. (b) Left panel:
a square-shaped surface element (green) in the elastic reference shape of the shell. Right
panel: after a small amount of uniaxial compression through reduction of shell height, the
surface element is deformed (deformation is exaggerrated here for illustration purposes). (c)
Elastic deformation of model cells exhibit a decreasing ratio of area shear to area dilation at
decreasing reference cell heights (simulation parameters as in Fig. 5.4).
is the expansion of the material in directions perpendicular to the direction of a compression; ν = 0.5
corresponds to an infinite bulk modulus of the material and, thus, incompressibility.
Commonly, cell-mechanical models describe the actin cytoskeleton as a contractile isotropic incom-
pressible material [JKPJ07]. Incompressibility of the actin cytoskeleton is motivated by incompressibil-
ity of water and high water content in the actin cytoskeleton [DHM+02]. This assumption is justified
for high-frequency deformations as in this case substantial water movement past the elastic scaffold of
the polymerized actin meshwork would give rise to strong friction and is thus energetically suppressed
(see [MHAFF20], Supplementary Section 1). The anticipated high-frequency incompressibility was con-
firmed experimentally in in vitro reconstituted actin meshworks in a frequency range of 500−10, 000 Hz
[KAMS06]. However, in particular at slow frequencies, there is no compelling reason to assume incom-
pressibility as the water content of the cytoskeleton may change via water fluxes past the cytoskeletal
scaffold leading to a bulk compression or dilation. Furthermore, the actin cytoskeleton is subject to
dynamic turnover [SCP12b] and exhibits viscoelastic material properties [FMB+01, FFTC+16, KF11,
PFO07]. Therefore, it is expected that the cortical Poisson ratio is frequency-dependent as has been
reported for other viscoelastic materials such as acrylic glass. There, the Poisson ratio was shown to
increase from 0.32 to 0.5 for increasing time scales [GGLR11, LZK97].
Here, the assumption of actin cortex incompressibility is critically examined by measuring the Poisson
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ratio of the actin cortex in dependence of the frequency of time-periodic deformations. To this end, the
measured force response of the actin cortex in HeLa cells in mitotic arrest is compared to the simulated
force response of elastic model cortices with known Poisson ratio (Fig. 5.1).
Since the goal is to measure the Poisson ratio of the actin cortex within live cells, a work piece of cortical
material will not be mechanically probed in an arbitrary shape (such as a cylindrical work piece which
would allow the most direct measurement of the Poisson ratio [LL86]); the actin cortex in mitotic cells
presents itself in the form of a thin cortical shell with a thickness of ≈ 200 nm [CDP13]. Detection
of shape changes of this cortical shell upon mechanical perturbation is hampered by the resolution of
optical imaging (≈ 200 nm) and the time-dependence of viscoelastic cortex mechanics. In the present
approach, these pitfalls are circumvented by establishing that the contribution of cortical area dilation
and area shear depend in a particular way on the elastic reference shape of the cortex. With this insight,
a scheme to extract two independent mechanical parameters of the actin cortex in mitotic HeLa cells
can be developed. These parameters are the area bulk modulus KA and the area shear modulus KS . The
frequency-dependent Poisson ratio of the cortex is then inferred from the relation ν = (KA−KS)/(KA+
KS).
5.2 Theory of cortical shell deformation
Throughout this chapter, the actin cortex of mitotic cells is modeled as a thin shell (Fig. 5.1(a)). In the
following section, the mechanics of thin shells and its dependence on the Poisson ratio of cortical shell
material will be discussed. The mechanical response of idealized model cells is numerically determined
by using established continuum mechanical concepts [LL86]. The obtained insight is used to develop an
analysis scheme that allows to extract the Poisson ratio of actin cortices from experimental data.
Our model cells are constituted by an isotropic contractile elastic thin shell mimicking the actin cortex,
enclosing an incompressible liquid interior representing the cytoplasm [CDP13]. Cortical shells are thus
assumed to enclose a constant volume V independent of elastic stresses as the associated hydrostatic
pressures in the cell are negligible as compared to the osmotic pressure associated to the osmolarity
of the medium [CP11]. A model shell thickness h = 200 nm is assumed, as measured before for the
actin cortex of mitotic HeLa cells [CDP13], and a model cell volume of V = 4300µm3 which was
approximately the average volume of mitotic HeLa cells in the experiments.
According to elasticity theory (see Ch. 2), the shell’s elastic behavior is characterized by three elastic
moduli - i) the area bulk modulus KA characterizing the resistance to area dilation or compression, ii)
the area shear modulus KS characterizing the resistance to shear deformation of a surface patch of the
shell, and iii) the bending modulus KB characterizing the resistance to shell bending. In the case of an








where G is the shear modulus of the shell [LL86, BMH+14].
Analogous to the experimental setup, model cells that are confined between two parallel plates in an elas-
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tic reference configuration of height dp,0 are considered, see Fig. 5.1(a,b)1. There, a constant isotropic
contractile in-plane stress σa is anticipated in the cortical shell that captures active actomyosin contractil-
ity of the actin cortex which gives rise to a constant active cortical tension γa = hσa. This active tension
is balanced by the internal hydrostatic pressure of the liquid interior. In the absence of elastic stresses,
the contractile tension γa drives the model cell into the shape of an axisymmetric non-adherent droplet
that is characterized by a constant mean curvature H = 0.5κ in the regions of unsupported shell surface
[FFHJ+14]. These confined droplet shapes are used as elastic reference configuration since the actin
cortex has been previously characterized to be viscoelastic with complete stress relaxations after ≤ 1
minute [FFTC+16]. Therefore, mechanically confining cells to a height dp leads to a new droplet-shaped
reference shape of height dp after a short waiting time. In this elastic reference state, a model cell exerts
a constant force due to active tension
Fa(dp) = 2γaH(dp)Ac(dp) (5.2)
on the confining plates, where Ac(dp) is the circular contact area between the cell and the plate at height
dp of the cell [FFHJ+14, FFTC+16].
This force exerted on the confining plates is the central quantity of the investigations as it can be measured
in experiments and can be computed in the finite element simulations using the present method. To probe
the force response of a model cell, steps of uniaxial compression are imposed that lower the cell height
from a starting height dp,0 to dp,1 = dp,0 − ∆dp. In turn, the shell material is deformed and elastic
stresses are induced (Fig. 5.1(a,b)). Together with an increase of the shell’s plate contact, this contributes
to an increase of the force exerted on the confining plates. The new force for the decreased plate distance
dp,1 is denoted as
Ftot(dp,0,∆dp) = Fa(dp,1) + ∆F (dp,0,∆dp), (5.3)
where ∆F (dp,0,∆dp) captures the elastic contribution of the force increase and Fa(dp,1) captures the
force contribution from active tension at new height dp,1. For the present study, small compression steps
were considered, where ∆F (dp,0,∆dp) is well approximated as a linear function of ∆dp. Further, nu-
merical simulations verified that the force response of the liquid interior adds ≤ 1% to the effective
modulus for cytoplasmic viscosities of up to 1 Pa·s, oscillation frequencies ≤ 10 Hz (see [MHAFF20],
supplementary material) and relative cell confinement lower than 80%. Therefore, viscous flows in the
cytoplasm will be neglected henceforth, simulating only the elastic deformation of a shell and an internal
pressure. More details about the numerical model will be presented in the following Sec. 5.3.
5.3 Numerical model
Consider a rounded biological cell confined between two parallel plates. The cell is assumed to be in
a stationary state initially, where elastic parameters have no influence on the force exerted by the cell
on the plates. During the experiment, the upper plate moves with a prescribed sinusoidal decrease of
1Note that the usual subscript r is not used in this chapter since the disambiguation is between the reference configuration 0
and the configuration after decreasing the plate distance 1, using 0 and 1 for convenience.







Figure 5.2: (a) Experimental setup of a biological cell under uniaxial compression. (b) The simulation
domain. The plates here are on the top and bottom sides of the cell with the boundary Γp (red
dotted line). The free part of the cell boundary is Γf (blue line).
the distance dp between the plates until the initial plate distance dp(t) = dp,0 is decreased over time to
dp(t) = dp,0 −∆dp, see Fig. 5.2(a). The necessary force F is constantly measured during compression.
Matching experimental data with simulations can be used to extract the surface properties (i.e. KA and
KS) of the cell’s elastic shell (the actin cortex). A simplified image of the experimental setup along with
the simulation domain is illustrated in Fig. 5.2.
Using axisymmetry normal to the plates, calculations can be performed on a two-dimensional domain
describing half of the cell’s cross-section. The interior of the cell is denoted by the computational domain
Ω1 which is bounded by the cell cortex/membrane Γ and the symmetry axis. Γ itself is subdivided into
the area touching the plates Γp and the free surface area Γf . During compression a part of the free surface
will touch the plate, accordingly Γp and Γf are time-dependent:
Γp(t) = {x = (x, r) ∈ Γ : x = 0 ∨ x = dp(t)} , Γf (t) = Γ\Γp(t). (5.4)
A simple contact algorithm is implemented in the numerical simulation: surface grid points are initially
marked to belong to either Γp or Γf . As soon as a grid point of Γf touches the upper plate (x ≥ dp(t)),
it is shifted to Γp. The interface curve of Γ for the initial meshes with plate distance dp = dp,0 is given
by a minimal surface calculated according to equations described in [FFHJ+14].
The surrounding medium is neglected to avoid the complicated numerical handling of it being squeezed
out of the contact region. Accordingly, the system is governed by the axisymmetric Navier-Stokes equa-
tions (3.95)-(3.96), only solved in Ω1, together with the surface forces and contact conditions for the
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vx = δx>0 · ∂tdp, on Γp (5.10)
vr = 0, on ∂Ω1\Γ (5.11)
where ρ is the mass density of cytoplasm, ∂•t v denotes the material derivative of the velocity field v =
(vx, vr) of the cytoplasmic fluid, p is the pressure field, η the viscosity, n the outer unit normal of the
domain on Γ, t is the tangential vector to Γp, and S is the bulk stress measured in N/m2. The first variation
of the interfacial energies with respect to changes in Γ yields the interfacial forces (see Sec. 3.2.4).
Interior grid points in Ω1 are displaced by the harmonic field vgrid calculated in every time step:
∆vgrid = 0, in Ω1
vgrid = τv, on ∂Ω1 (5.12)
where τ is the time step size. Whenever a grid point of the free boundary, x = (x, r) ∈ Γf , reaches
the lower or upper plate, x ≤ 0 or x ≥ dp, it is moved exactly onto the plate, i.e. x = 0 or x = dp,
respectively, and the point is marked as a member of the discrete point set of Γp instead of Γf .
The position (and velocity) of the moving plate is prescribed by a cosine function
dp(t) = dp,0 −
∆dp
2
[1− cos (2πfp · (t− t0))] , (5.13)
where fp is the oscillation frequency. The compression starts at t = t0 and ends at t̃ = 1/(2fp) + t0,
where maximum compression is reached. For t > t̃, the cell is kept in the compressed state, dp(t) =
dp,0 −∆dp.




a(x, r) · r · [S · n]x dΓ . (5.14)
where the factor 2πr emerges due to axisymmetry, a: Γ → R is the piecewise linear extension of an
indicator function for the upper plate:
a(x, r) =
1 if x ≥ dp0 else . (5.15)
After compression, i.e. at height dp,0 − ∆dp, it is Fplate = Ftot, where Ftot is the new force for the
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decreased plate distance (cf. Eq. 5.18).
As shown in [MHAFF20] (supplementary material), the contribution of interior viscosity to the force
response is negligible. To simulate the process without interior viscosity, one can take advantage of some
simplifications. In this case, a 2D mesh representing half of the cell’s cross section is unnecessary, but
only a 1D mesh representing the membrane Γ in Fig. 5.2(b). Accordingly, the Navier-Stokes equations
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where V is the (3D) volume of the cell, Vr is the volume in the initial state and pc is a large constant to
provide the pressure to ensure volume conservation. In the absence of viscosity, the (inverse) coefficient
of friction µ controls the dynamics and must be chosen large enough to keep the system in an equilibrated
state. Here, µ = 1.25 · 10−7 m2s/kg is used. We verified numerically that this choice relaxes surface
forces from elastic deformation on a time scale much faster than the period of the prescribed height
oscillations. In particular µ is large enough that simulation results are invariant to a further increase in
µ. Cell volume is conserved by a penalty approach. Being multiplied by the normal vector, the term
pc(V − Vr) plays the role of a pressure. For large pc this term dominates equation (5.16) to the highest
order which leads to V = Vr. The value pc = 1.2 · 105 N/m5 has been chosen, which is large enough to
ensure the relative change in volume is less than 0.01% for all times.
The interfacial forces are implemented explicitly, i.e. curvatures and principal stretches of the configura-
tion in the previous time step are used to calculate the force in the new time step. Therefore, the system
is quite restrictive to time step sizes. For the simulations with interior flow, a time step of 0.5µs is used.
Hence, for an oscillation frequency of 10 Hz approximately 200.000 time steps are needed to simulate
a full period of 0.1 s. Sec. 3.5.4 shows, how to solve the issue using implicit values of the principal
stretches. A fine mesh at the membrane is necessary to produce highly accurate results for the mem-
brane forces. Hence, the triangle sizes amount from approximately 0.003µm2 at the interface to 0.4µm2
around the cell center (in the case where fluid viscosity is included). This fine grid resolution makes the
problem unfeasible to full 3D simulations and underlines the relevance of the proposed axisymmetric
method.
Numerical studies have been conducted in the realistic physical parameter regime
dp,0 ∈ [6µm, 16µm], γ ∈ [0.5 mN/m, 3 mN/m], KA = 25 nN/µm
KS ∈ [8 nN/µm, 25 nN/µm], KA ∈ [0.11 nN/µm, 0.17 nN/µm], η = 1 Pa · s or 0 Pa · s
Note that η = 0 refers to the simulations with the 1D grid as described above. These simulations have
been used to calculate the forces that are compared to the experimental results in this chapter. However,
Fig. 5.3(a) shows exemplary streamlines during compression for η = 1, as fluid is driven towards the
free boundary Γf , extending the cell’s radius. Fig. 5.3(b,c) shows the compressed cell coloured by the
values of the principal stretches λ1 and λ2 (where red colour refers to large values). The compression
of the cell results in stretching in circumferential direction and compression in direction normal to the
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Figure 5.3: (a) Streamlines during the compression process, colored by |vr|. (b,c) Compressed cell col-
ored by the values of the principal stretches λ1 (b) and λ2 (c) (red = large, blue = small
values) together with tangential lines in the corresponding stretch directions.
plate.
5.4 Analysis scheme to extract the Poisson ratio
This section explains how simulation results can be fitted to experimental measurements in order to
extract the Poisson ratio. In analogy to Eq. 5.2, the overall force of the cortex after elastic deformation





where γeff = γa + ∆γeff with ∆γeff = ∆F (dp,0,∆dp)/(2H(dp,1)Ac(dp,1)). Here, γa captures the con-
stant active contribution to cortical tension, while ∆γeff denotes the passive deformation-induced tension






where dp = (dp,0 + dp,1)/2 and εA is the surface area strain
εA = ∆A(dp,0,∆dp)/A(dp,0) (5.20)
with ∆A the increase in overall surface area of the model cell through deformation and A(dp,0) the
original surface area at height dp,0 in the absence of elastic stresses [FFTC+16].
Values ofK(dp) of shells of known mechanical properties can be determined via simulations of thin shell
continuum mechanics (Fig. 5.4b). Finite element simulations were carried out to extract the effective
elastic modulus K(dp) for 540 combinations of cell heights, area shear moduli, bending stiffnesses and
surface tensions (see also [MHAFF20], Supplementary Section 3). For convenience, introduce now
the normalized cell height d̃p = dp/(2Rcell) with Rcell = ( 34πV )
1/3. It follows that at low values of
normalized reference cell height d̃p, the effective modulus K approaches the area bulk modulus KA
due to dominance of area dilation over area shear during shell deformation (Fig. 5.4(a,b)). For larger
normalized heights d̃p, the effective modulus K increases due to an increasing contribution of area shear
during model cell deformation (Fig. 5.4(b)). This increase can be captured phenomenologically by an
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Figure 5.4: Uniaxial compression of elastic model cells with varying reference height. (a) Ratio of area
shear to area dilation at the shell equator quantified as |λ1 − λ2|/(λ1 + λ2), where λ1 and
λ2 are the principal stretches. (b) Effective elastic modulus K as a function of mean shell
height dp = dp,0−∆dp/2 for cortical tension γa = 1.5 mN/m (dashed lines: fit by Eq. 5.21).
The numerical uncertainty of K was estimated to be ≤ 0.4%. (c) Fit coefficient α as a
function of KS for varying cortical tensions γa (bottom to top: 0.5− 3 mN/m in increments
of 0.5mN/m, dashed lines: fit by Eq. 5.22). The choice of cortical tension reflects the range
of experimental values. (d) Reconstructed Poisson ratios (blue dots) from effective elastic
moduli as shown in panel (b). Black lines indicate actual Poisson ratio values of underlying
simulations. Elastic parameters were chosen to be KA = 25 mN/m and KS = 8.3, 10, 15, 20
or 25 mN/m corresponding to Poisson ratios of ν = 0.5, 0.43, 0.25, 0.11 and 0. Values of
KA were motivated by measurement results reported by [FFTC+16]. The cell volume was
4300µm3 and ∆dp = 0.5µm.
exponential rise
K(d̃p) ≈ KA(1 + α exp(d̃p/λ)), (5.21)
where λ ≈ 0.09 (dashed lines in Fig. 5.4(b), see [MHAFF20], Supplementary Section 3 for further
details). The amplitude of α depends on the normalized shear modulus K̃S = KS/KA as well as the
normalized surface tension γ̃a = γa/KA. In the experimentally relevant range 0.45 < d̃p < 0.75, this
dependence can be captured again by a phenomenological law
α(K̃S , γ̃a) ≈ C(γ̃a) log[K̃S ] +D(γ̃a) (5.22)
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Figure 5.5: A scheme of data analysis workflow is given.
whereC(γ̃a) andD(γ̃a) are polynomials of third degree in γ̃a (dashed lines in Fig. 5.4(c), see [MHAFF20],
Supplementary Section 3 for further details).
The characterizing Eqn. 5.21 and 5.22 provide now an analysis scheme to extract the Poisson ratio from
measured effective moduli K(d̃p) for known γa. Fitting an exponential increase to K(d̃p) yields fit
parameters α and KA (compare Eq. 5.21). Inverting the function Eq. 5.22 at α numerically, an estimate
of K̃S is obtained which in turn allows to determine the Poisson ratio by ν = (1 − K̃S)/(1 + K̃S). As
a test of self-consistency, we verified that the application of this analysis scheme closely reproduces the
chosen values of the Poisson ratio for model cells (Fig. 5.4(d)). Thus, the exponential increase of the
effective elastic modulusK as a function of d̃p stores the information about the Poisson ratio of the shell.
A scheme of the data analysis workflow is given in Fig. 5.5.
5.5 Experimental results
In the following, the theoretical insight will be used in order to determine the Poisson ratio of the actin
cortex in live cells. As a cellular model system, HeLa cells in mitotic arrest have been used, since
they are void of a nucleus and exhibit a large cell surface tension that ensures droplet-shaped cells in
confinement [FFHJ+14]. Furthermore, for mitotic cells, it could be shown in a previous study that the
actin cortex is the dominant mechanical structure and that the influence of cell adhesion is negligible in
the measurement setup [FFTC+16, FFHJ+14].
These cells are mechanically deformed in an oscillatory manner around different heights of confinement
via the wedged cantilever of an atomic force microscope (Fig. 5.6(a)) [FFHJ+14, FFTC+16]. Dur-
ing these measurements, the force exerted by the AFM cantilever and the respective cantilever height
dp,cant are recorded (Fig. 5.6(b)). Then, the associated time-periodic effective cortical tension γeff(t)
and area strain εA(t) are calculated according to Eq. 5.18 and Eq. 5.20 with dp,1(t) = dp,cant(t),
dp =< dp,cant(t) > and ∆dp(t) = dp,1(t) − dp, where the brackets < > denote the time-average
(Fig. 5.6(d)). The volume of the measured cell V is determined from imaging (see Materials and Methods
in [MHAFF20], Supplementary Section 5) and an associated cell radius Rcell is calculated. In analogy
to Eq. 5.19, an effective modulus of the actin cortex of measured cells K = γ̂effε̂A can be inferred, where
γ̂eff and ε̂A are the amplitudes of the time-periodic signal of γeff and εA = ∆A/< A >, respectively
(Fig. 5.6(c))[FFTC+16]. This measurement and analysis procedure is repeated at different cell heights
to obtain K as a function of normalized cell confinement height d̃p (Fig. 5.6(e)).
Cell-mechanical measurements are performed at frequencies 0.02 , 0.1 , 1 and 10 Hz. Using the cor-
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Figure 5.6: AFM-based deformation of HeLa cells. (a) Cells in mitotic arrest (green: microtubules, vio-
let: chromosomes) are confined through a wedged cantilever of an atomic force microscope.
Oscillatory cell height modulations are applied around decreasing mean cell heights. (b) Ex-
emplary force and cantilever height output at f = 0.1 Hz. (c) Exemplary effective elastic
moduli of cell cortices versus normalized cell heights. Dashed lines show a fit according to
Eq. 5.21 with fit parameters KA and α. Uncertainties of estimated moduli due to sinusoidal
fitting of output tension data are estimated to be 5% or less. (d) Values of cortical tension
and cell surface area associated to panel (a) calculated from force and cantilever height as
described before in [FFTC+16]. (e) Normalized effective elastic moduli (K/KA − 1)/α of
all cells measured at f = 0.1 Hz. The phenomenological dependence predicted by Eq. 5.21
is captured by the solid black line. Different colors represent different cells.
respondence principle, the insight on the mechanical response of elastic model cells can be applied to
the measurements of viscoelastic live cells [Lak17]. The measured height-dependence of the cortical
modulus K is fitted by Eq. 5.21 and the fit parameter α and KA are obtained (Fig. 5.6(e)). In general,
a good agreement between measured values and the exponential increase predicted by the elastic shell
calculations with a median R-squared value of 0.94 for f = 0.1− 10 Hz and 0.84 for f = 0.02 Hz can
be found. The good agreement between data points and the fitting function provided by the numerical
simulations illustrates the suitability of the proposed cell-mechanical description.
Furthermore, the cortical tension is estimated as the time-average γa ≈< γeff >. Inverting Eq. 5.22,
allows to obtain an estimate for K̃S = KS/KA and thus the Poisson ratio ν (Fig. 5.7(a-c), see also
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Figure 5.7: Poisson ratio estimates of the actin cortex in mitotic HeLa cells. a) Histogram of estimated
KS/KA at f = 0.1 Hz (green line represents lognormal distribution of maximum likelihood).
b) Box-plots of estimated Poisson ratios at different frequencies. From left to right, median
values: 0.66, 0.48, 0.34, 0.17, IQR: 0.26, 0.38, 0.48, 0.45. Stars indicate significant differ-
ences between distributions according to p-values of a Mann-Whitney test (∗ : p < 0.05,
∗∗ : p < 0.01, ∗ ∗ ∗ : p < 0.001). c) Histogram of corresponding Poisson ratios (green
line: distribution induced by lognormal distribution in a). d) Fitted distributions of estimated
Poisson ratios for cell-deformations at frequencies f = 0.02, 0.1, 1, 10 Hz.
[MHAFF20], Supplementary Fig. 3(a,b)). The obtained Poisson ratio estimate depends on the frequency
of time-periodic cell deformations, with lower Poisson ratios for fast cell deformations. Median values
of the Poisson ratio vary between values of 0.17 and 0.48 for decreasing frequencies between 10−0.1 Hz
(Fig. 5.7(b,d)). For the slowest frequency 0.02 Hz, where cortex turnover is expected to influence cell
mechanics, a median Poisson ratio of 0.66 is estimated (Fig. 5.7(b,d)). The results show a substan-
tial scatter of Poisson ratio estimates at a given frequency (Fig. 5.7(b)). This issue has been addressed
in [MHAFF20] with the conclusion that statistical scatter in experimental data stems to a substantial
amount from measurement errors and not exclusively from cell-cell variations. Amongst cell-cell vari-
ations, variations in cortical thickness are expected, and thus in the contribution of bending stiffness to
cell deformations, as a major source for variations in Poisson ratio estimates (see [MHAFF20], Supple-
mentary Section 7). In summary, in spite of large statistical scatter, one can observe a robust, signifi-
cant trend of increasing Poisson ratio values of the mitotic actin cytoskeleton with decreasing frequency




In this section, a new measurement method to determine the Poisson ratio of the actin cortex in biological
cells is reported, that is based on the time-periodic deformation of initially round mitotic cells through
the wedged cantilever of an atomic force microscope. The key idea behind this technique is that mechan-
ical deformation at different reference shapes probes the cortical shell at varying contributions of area
dilation and area shear (Fig. 5.1(b,c) and Fig. 5.4(a)).
For measurements at the largest frequency (f = 10 Hz), one expects that cortex turnover plays a negligi-
ble role for the mechanical properties of the cortex [SCP12b]. There, a median Poisson ratio of 0.17 has
been found. This value is considerably lower than the incompressible case of ν = 0.5 and reasonably
close to theoretical predictions of 0.25 for foamed elastic materials or polymer gels [GT59, GH80].
Furthermore, we find a clear trend for the Poisson ratio to increase with time scale; median values of
the Poisson ratio increase from 0.17 to 0.66 in a time scale range of τ ≈ 0.016 − 8 s associated to a
frequency range of f = 0.02 − 10 Hz by τ = 1/(2πf) (Fig. 5.7(b,d)). A plausible explanation for
this trend is that turnover of actin and, in particular, actin cross-linkers (taking place on time scales of
∼ 0.2−20 s [SCP12b]) leads to a significant decrease of the shear modulus at increasing time scales. For
cross-linker turnover, this effect has been demonstrated by Broedersz et al. (2010) [BDY+10]. On the
other hand, turnover supposedly gives rise to a minor change of the bulk modulus of the cortex since the
actin polymer density is preserved. Correspondingly, the Poisson ratio would decrease with time scale
and increase with frequency (for an elastic isotropic material with shear modulus G and bulk modulus
K, the Poisson ratio is given by ν = (3K/G − 2)/(6K/G + 2)). If K/G increases, ν increases and
approaches 0.5 for large K/G. Indeed, a similar effect was reported as a hallmark for the glass transition
of synthetic polymer materials [GGLR11]. There, an increase of Poisson ratio as a function of time scale
was reported when moving from glassy to rubbery rheological behavior. Correspondingly, this transition
is accompanied by a strong decrease of the shear modulus due to jamming release but a minor decrease
of the bulk modulus with time scale [GGLR11, TKE02, LZK97].
It is noteworthy that for a thin shell of an isotropic material the associated two-dimensional Poisson ratio
ν2D coincides with the three-dimensional Poisson ratio ν. In this case, ν2D may adopt values in the
range [−1, 0.5] (see [MHAFF20], Supplementary Section 8). However, if the assumption of material
isotropy is relaxed, ν2D may adopt values that may reach up to 1. For the slowest frequency probed
in the measurements, the Poisson ratio estimate exceeds 0.5. This might hint at a violation of cortical
isotropy at slower frequencies. Cortical turnover is critically influenced by the cortex interface with the
plasma membrane [CHCM06, SCP12b] which might account for the emergence of anisotropy at large
time scales.
Poisson ratios of cellular material have been previously estimated: Mahaffy et al. (2004) [MPG+04]
developed a method to estimate the Poisson ratio of adherent cells through slow AFM indentation at
a gradually increasing indentation depth into a thin cytoskeletal layer above a substrate. Poisson ra-
tio estimates from this method are between 0.4 − 0.5 [MPG+04, BKL+11, LPW+13]. Trickey et al.
(2006) [TBL+06] measured the Poisson ratio of chondrocytes through a whole-cell perturbation via mi-
cropipette aspiration and subsequent shape relaxation thereby estimating values of 0.38. However, both
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methods [MPG+04, TBL+06] ignored the possible time-scale dependence of the Poisson ratio. This fact
makes it hard to compare these earlier findings to the data. We do, however, anticipate that the measure-
ment results obtained for the present work do not contradict with those previous measurements due to
comparable results in the frequency range 0.1− 1 Hz.
For in vitro reconstituted branched actin meshworks, Bussonnier et al. (2014) [BCL+14] clearly showed
compressibility of branched actin meshworks on a time scale of few seconds (Poisson ratio between
0.1-0.2). By contrast, entangled actin meshworks without cross-linking were shown to be close to im-
compressible [GVC+03]. This discrepancy indicates that not only the time-scale but also the presence
of actin cross-linkers plays a crucial role for the Poisson ratio of actin meshworks.
The results obtained show the capability of the interplay between experiments and numerical simula-
tions. The measurements indicate a non-monotonic dependence of cortical Poisson ratio on time scale:
For very short time scales, poroelastic effects and incompressibility of water will give rise to a decrease
of Poisson ratio with time scale (see [MHAFF20], Supplementary Section 1). At larger time scales,
where turnover of cortical constituents starts to kick in, there is an increase of Poisson ratio with time
scale.
In summary, we give evidence that the actin cortex may not in general be treated as an incompressible
material. Therefore, compression or dilation of the actin cytoskeleton is possible in response to acting
forces at sufficiently fast time scales. In particular, local compression of actin cytoskeleton may be caused
by motor-induced cytoskeletal contractility which would, in turn, increase myosin motor concentration
locally. This may contribute to a self-amplifying effect that could induce instability and pattern-formation
in the material [MJK+19, MJS19a, BJG11, BMH+14]. Our results therefore make a contribution to the
parametrization of active gel theory and mechanical modeling of the dynamics of the actin cytoskeleton
[PJJ15, JP09].
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6 Shape oscillations of novel microswimming shells
Here, another application of the presented ALE method is shown. Hollow elastic shells immersed in a
fluid are simulated, i.e. a combination of a gaseous fluid inside and a liquid fluid outside an elastic shell is
considered. Such shells have been recently proposed in Djellouli et al. (2017) [DMD+17] as a powerful
new mechanism for microscopic swimming. These so called Miscroswimmers are extremely fast, simple
in shape and controllable from the outside (e.g. by ultrasound-driven pressure oscillations).
Here, we present first numerical simulations of such microswimmers, where the swimming behavior of
the microswimmers under periodic pressure variations is studied. The simulations have been validated
by comparison with the experiments of the authors of Djellouli et al. (2017) [DMD+17].
6.1 Introduction
The identification of efficient strategies for small scale displacements in liquids is subject of high interest
in recent studies [SS96, AGK04, ADL08, FRD+13, IG14, WKM+15, CLLK16]. These studies aim to
find propulsion mechanisms for artificial microswimmers, where a number of realizations can be found
in the literature [NG04a, DBR+05, PMZ+12, PTQ+13, ABJ+16]. These swimmers should be easy to
build [QPF15, BSS+15, KON+17] and their locomotion should be controllable from the outside, e.g. via
acoustic power sources [ABJ+16, BSS+15, KON+17].
Such artificial microswimmers have great potential to be used in fields like medicine, biology, or material
and environmental sciences. When controllable from the outside, they can be used as locomotives to
transport cargo, e.g. for targeted drug delivery. This increases the efficiency of the drug by having all
the needed chemical components straight at its desired location. At the same time, side effects such
as the destruction of healthy cells in cancer therapy can be reduced. Microswimmers could also be
used to reduce the dosage of the drug. Other possible applications are microfluidic chips, modification
of (visco-)elastic properties of a material, collection of toxic material in human bodies or cleansing of
water streams [Dje17].
The locomotion is caused by shape deformations of the swimmer itself, not by external forces such
as a flow of the surrounding fluid. Finding such a mechanism is challenging mainly due to the size
restrictions of being in the microscale. There, the flow regime is viscosity dominant and inertial effects
can be neglected1. A typical dimensionless number to characterize these flow conditions is the Reynolds
number Re = ρfvR/ηf , which is defined as the ratio of inertial forces to viscous forces. The Reynolds
number can be used to find a scaling invariance between two different cases of fluid flow. Here, v
is the fluid velocity, R is the characteristic length of the swimmer’s body, ρf and ηf are the density
and viscosity of the fluid, respectively. In the microswimmers case, the Reynolds number is low, i.e.
Re 1. In such a regime, the Reynolds number ranges from 10−4 for bacteria to 10−2 for mammalian
1Of course, if a fluid has very low viscosity, inertial effects can play an important role. However, for fluids like water or blood,
the inertial effects can be neglected in the microscale
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spermatozoa [Bre77]. Accordingly, inertial forces are dominated by viscous forces and propulsion due
to inertial forces can not be produced as it is possible in the large Re regime.2.
A necessary condition for swimming in a fluid with small Reynolds number is given by the Scallop
Theorem [Pur77]. A scallop creates thrust by opening and closing its shell periodically. The shape
evolution, that builds the basis of the Scallop’s swimming, is reciprocal, i.e. the opening movement
is exactly the opposite to the closing movement. The Scallop Theorem states, that such a reciprocal
sequence of movements in a low Reynolds regime can not produce propulsion in a Newtonian fluid.
Consequently, the desired swimming mechanism has to be non-reciprocal.
In this chapter, a novel mechanism based on initial spherical shells filled with air is numerically inves-
tigated. The idea of the propulsion mechanism is as follows. Consider a microscopic spherical elastic
shell, filled with air and immersed in a viscous liquid. The shell has a weak spot, i.e. a small area, where
its (otherwise uniform) thickness is slightly reduced. The outer fluid pressure is assumed to be control-
lable, e.g. via ultrasound, see Fig. 6.1(a). If the fluid pressure increases, the air inside the shell will be
compressed such that the shell shrinks but remains spherical. When the pressure difference exceeds a
shell-specific threshold, instabilities due to the weak spot will occur, leading to a sudden deflation from
the spherical to a concave shell configuration [DMD+17]. This process, also called buckling, is a very
rapid process accompanied by strong elastic surface oscillations. Decreasing the outer pressure again
leads to inflation of the shell and debuckling. The motion of the shell during such a buckling cycle
induces a fluid flow moving the shell in direction of the weak spot.
This mechanism is analyzed using numerical simulations in this chapter. After a short presentation of the
numerical model, a single shape deformation cycle is studied. For such a cycle, both processes, buckling
and debuckling, lead to a propulsion of the shell in the direction of the weak spot. Subsequently, the
swimming behavior of a shell under periodic pressure oscillations is studied. Varying the frequency
and amplitude of the pressure signal leads to different swimming behavior of the shell. The mean shell
velocity will be computed for each test case in order to find the optimal combination of these control
parameters for fast swimming of the shell. The resulting shape evolution of the shell can be completely
different. Hence, this chapter concludes with a categorization of the different shell shape evolutoins
observed in the tested parameter regime.
6.2 Numerical model for microswimming shells
The numerical model is briefly introduced in the following. Some parts of the model will be recalled
here for convenience and the adaptions of the general model will be presented that were made to model
microswimming shells.
6.2.1 Governing equations
The microswimming shell is modeled as an infinitely thin axisymmetric elastic surface, immersed in a
Newtonian viscous fluid of viscosity ηf and density ρf and filled with air. The hydrodynamics in the
surrounding fluid Ω0 are governed by the Navier-Stokes equations. The pressure due to the internal air
2Imagine, for example, a human swimmer, who produces thrust by pushing the water back with his arms and legs (in opposite
direction of swimming), taking advantage of inertial forces. He would hardly be able to do that in the microscale or in a
highly viscous fluid like honey.
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(a) (b)
Figure 6.1: (a) Schematic of the proposed propulsion mechanism for microswimming shells. The shell
(yellow) is filled with air and surrounded by a viscous fluid. The fluid pressure is assumed
to be controllable from the outside, e.g. via ultrasound. The red area on the right of the shell
marks the weak spot, where the thickness of the shell is locally reduced to trigger buckling
instability. (b) Numerical domain Ω0 for the simulations (white). The shell (dark gray) itself
is not included. Γ is the domain boundary referring to the shell surface. Illustration for the
principal stretches λ1 and λ2 in red.
is implemented as boundary conditions on the shell surface Γ. Assuming axisymmetric flow conditions
reduces the problem to a 2D meridian x-r-domain, describing half of the 3D domain’s cross section. The
simulation domain is shown in Fig. 6.1(b). The problem in axisymmetric formulation reads [MAA18]
ρf (∂tv + v · ∇v) = ∇ · S+ vaxi, in Ω0 (6.1)
∇ · v + 1
R
vr = 0, in Ω0 (6.2)
S = ηf (∇v +∇vT )− pfI in Ω0 , (6.3)
where v = (vx, vr)
T and pf are the fluid velocity and fluid pressure, respectively. R denotes the distance
















The elastic shell reacts to stretching and bending deformations, quantified by the stretching energy Fstretch











(λ1 − 1)2 + (λ2 − 1)2
)
+ (KA −KS) (λ1 − 1) (λ2 − 1) dA , (6.6)
with area bulk modulus KA, area shear modulus KS , bending stiffness KB , total curvature κ and spon-
taneous curvature κr, which is the mean curvature in the initial state. The force exerted by the shell is
composed of the sum of the first variations of these energies and of the force due to the pressure of the
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internal air. Recall that the thin shell model is a simplification that is made for technical purpose, but the























where Kg is the Gaussian curvature and ∆̃Γ is the axisymmetric Laplace-Beltrami operator.
The simulation of the internal phase is not necessary due to the low density and viscosity of air. For the
contribution of the internal pressure, homogeneous air pressure p is assumed inside. Adiabatic gas theory
is used to relate this pressure to the inner shell volume V by p = pr (Vr/V )1.4, where pr and Vr denote
the respective initial values. Accordingly, the stress exerted by the air is reduced to pn = pr (Vr/V )1.4n











pf = pext on ∂Ω0\Γ (6.10)
with the external fluid pressure pext which is defined below in Sec. 6.3.
6.2.2 Discretization
The numerical scheme in time step m+ 1 is summarized here. For more details, see Ch. 3. An implicit
Euler method is employed for the Navier-Stokes equations. In the following, time steps indices are
denoted by superscripts. The scheme reads:
1. Calculate λ1, λ2, κ,Kg, V and n from the position of boundary grid points along Γ (cf. Ch. 3).










according to Eq. 6.7 and Eq. 6.8.
Accordingly, the stress on Γ can be computed using Eq. 6.9.
2. Solve the Navier-Stokes equations Eq. 6.1-Eq. 6.4 of the surrounding fluid.
3. Move every grid point of Γ with velocity v.
4. Calculate the grid velocity vgrid by using one of the mesh smoothing algorithms described in
Sec. 3.4.4 to harmonically extend the interface movement into Ω0 and move all internal grid points
of Ω0 with velocity vgrid.
6.3 The shape deformation cycle
In this section, the process of a typical shape deformation cycle is analyzed. To trigger buckling of the
shell, the weak spot needs to be introduced in the shell force. The shell thickness h is included in the
formulas for the elastic surface moduli. Accordingly, the weak spot is imposed by slightly decreasing
the shell thickness locally around the membrane point touching the symmetry axis (R = 0) on the right.
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Figure 6.2: Illustration of a general shape deformation cycle of a microswimmer shell under increasing
and decreasing external pressure. When the external pressure pext increases, the shell com-
presses isotropically in the first stage. When a certain threshold of the pressure is reached,
the weak spot causes instability of the shell and hence, buckling occurs. When the external
fluid pressure constantly decreases again, the shell expands in a buckled state followed by
debuckling and reformation to its original shape.
During the simulation, an external pressure difference is imposed. A change in outer pressure leads to
buckling or debuckling of the microswimmer shell. In this section, the focus lies upon a single buckling-
debuckling cycle. The behavior of a shell under periodic pressure change will be studied in the next
section.
An illustration of a typical shape deformation cycle can be found in Fig. 6.2. In this illustration, the
fluid pressure is assumed to be increased strong enough to trigger buckling of the shell. Afterwards, the
pressure is decreased again, s.t. the shell debuckles and deforms back to its initial state. In the first stage
of this process, the shell compresses isotropically. When the pressure exceeds a shell specific threshold,
the weak spot induces a shape instability, resulting in a rapid indentation of the shell at the weak spot,
i.e. buckling of the shell sets in. When the pressure decreases again, the shell expands slowly in the
buckled state until the indentation pops off, i.e. debuckling occurs. The shell expands to its initial state
afterwards.
Experiments of this process show that buckling as well as debuckling lead to a propulsion of the shell
in direction of the weak spot [DMD+17]. We therefore performed simulations with shell parameters as
used in the experiments of Djellouli et al. (2017) [DMD+17]. The chosen shell has a thickness of 5mm
and an external radius of 25mm (which is the radius of the midsurface plus half of the shell thickness).
A weak spot with radius 16mm is located at the symmetry axis on the right. On the weak spot, the shell
is 8% thinner by reducing the respective elastic moduli. The shell elasticity is given by E = 0.5MPa
and Poisson’s ratio ν = 0.5. The viscosity of glycerol, ηf = 1Pa·s, is used to mimic flow conditions at
the microscale. The initial air pressure is pr = 1 bar. Fig. 6.3 shows the evolution of air volume and shell
position in x-direction over time during buckling and debuckling of the shell. Here, the external pressure
is set instantaneously to pext = 1.77 bar at t = 0 (in contrast to Fig. 6.1) and a constant decrease of the
pressure is imposed, starting at t = 0.1 s, s.t. the pressure difference is zero at t = 0.3 s.3
3The dynamics of isotropic compression stage are not shown in Fig. 6.3. In the simulations, this stage is performed as an
extra step before the actual simulation, using a fluid with higher viscosity to avoid oscillations of the shell around its
spherical shape. The result of this preparation step is the compressed spherical shell which acts as a starting configuration
of the simulations. Accordingly, in the graph, the value of the air volume in the initial shape is shown at t = 0, followed
immediately by the values after the isotropic compression stage.


















































Figure 6.3: Air volume (black, left) and shell position in x-direction (green, right) over time in a test
simulation. The external pressure is set instantaneously at t = 0 to impose a pressure dif-
ference of ∆p = pext − pr = 0.77 bar between internal air and external fluid. The pressure
is decreased constantly from t = 0.1, s.t. ∆p = 0 at t = 0.3. The numbers denote starting
points of the different stages of the buckling cycle. 0: isotropic compression, 1: buckling, 2:
pressure release, 3: debuckling, 4: after debuckling. Yellow images illustrate the shell shape
at the respective stages.
The image clearly shows the movement of the shell in direction of the weak spot (i.e. in positive x-
direction) caused by the buckling event around t < 0.02 s. After the relaxation of buckling oscillations,
debuckling is caused by the pressure decrease (around t = 0.2 s), which further propels the shell in the
direction of the weak spot.
Images of different stages of a buckling shell are shown in Fig. 6.4(a)-(h) together with the surround-
ing fluid velocities. The imposed pressure difference in the beginning leads to uniform shrinkage and
buckling afterwards (Fig. 6.4(a)-(d)). Decreasing pressure leads to inflation and debuckling and a further
propulsion to the right (Fig. 6.4(e)-(h)). Shape evolution and flow patterns are comparable to the exper-
iments made by Djellouli et al. (2017) [DMD+17]. Note, that the large bending deformations during
buckling only involve small stretching of the surface, which justifies to use the linear elasticity model for
shell stretching.
6.4 Swimming due to pressure oscillations
Since buckling as well as debuckling both lead to a propulsion of the shell in the direction of the weak
spot, the matter of interest is now to repeat the buckling-debuckling cycle periodically to cause swimming
of the shell. Therefore, the external pressure difference pext is imposed at the outer boundaries of the
computational domain using a sinusoidal function with prescribed frequency and amplitude. The aim of
this section is to search for an optimal combination of frequency and amplitude of the pressure signal
for fast swimming. Accordingly, the shape evolution of the shell for different combinations of frequency
6.4. SWIMMING DUE TO PRESSURE OSCILLATIONS 95
(a) t = 0.00375 s (b) t = 0.00625 s (c) t = 0.01 s (d) t = 0.01625 s
(e) t = 0.1 s (f) t = 0.15 s (g) t = 0.195 s (h) t = 0.21875 s
Figure 6.4: (a)-(d) Images of the buckling process until the buckling spot reaches its deepest indentation.
The arrows refer to the fluid velocity, scaled by the velocity magnitude. The black lines are
included to show the shell’s cross section contour. (e)-(h) Images of the debuckling process.
(h) shows the shell right after debuckling, with velocity vectors indicating the movement of
the shell to the right. The velocity unit of the velocity magnitude is 10 m/s.
and amplitude will be categorized.
The swimming behavior is connected to the eigenfrequency of the shell. The frequencies foscill of the
shell are different in the case of buckling oscillations or spherical oscillations. Test simulations for both,
spherical shell and buckled shell oscillations have been performed in [MDQ+21]. In the unbuckled case,
the shell’s oscillation frequency amounts to approximately foscill = 210 Hz, where in the buckled state,
the frequency is significantly lower. In this case, the shell oscillates with two frequencies. One can be
considered as a volumetric frequency, where the other one can be considered as a surface frequency. The
volumetric oscillations are dominant and pulse with a frequency of foscill,1 ≈ 30 Hz, where the surface
oscillations pulse with a frequency of foscill,2 ≈ 90 Hz. The complex interplay between fluid pressure
oscillations, spherical shell oscillations and post-buckling oscillations will be studied in future work
in order to find a model based explanation for the phenomena observed and described in this section.
Here, we concentrate on the main results of the simulations and provide a classification of the different
swimming types.
In order to analyze the swimming due to pressure oscillations, pext is taken as a sinusoidal function
with amplitude θp and frequency fp. In all chosen combinations of θp and fp, the maximum value of
pext is always 1.77 bar, and the minimum value is (1.77 − 2θp) bar. 300 simulations of microswimmer
shells under pressure oscillations have been performed with values of fp between 10 Hz and 155 Hz and
θp between 0.0385 bar and 0.385 bar. The simulated time amounts to t = 3 s for each simulation. In
Fig. 6.5, the average shell velocity in x-direction vavg for every test case is shown in order to compare
the swimming behavior of shells under different pressure oscillations. The shell velocity is computed
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Figure 6.5: Simulation results of shells for different values of fp and θp. The shell is immersed in Glyc-
erol with a viscosity of ηf = 1 Pa·s. Every + and − symbol marks a simulation result. The
background color depicts the values of the average shell velocity. The − symbols denote
shells swimming in the opposite direction of the weak spot. The shell has an initial midplane
radius of 22.5 mm, a thickness of 5 mm and a weak spot with a diameter of 16 mm, where the
shell is 8% thinner.
between t = 0.5 s and t = 3 s, due to the fact that most shells have reached a stable swimming behavior
with a constant average velocity in between these values. In the figure,the background color depicts
the computed average velocity. The + symbols refer to simulation results of shells that moved in the
direction of the weak spot, where the − symbols refer to simulation results of shells that were moving
in the opposite direction of the weak spot (i.e. in negative x-direction)4. The cases with best results (i.e.
fastest swimming) can be found in the range between 60 Hz < fp < 75 Hz and then again in the range
between 120 Hz < fp < 145 Hz, always with amplitudes θp ≥ 0.2 bar. In the parameter range between
80 Hz < fp < 155 Hz and θp < 0.2 bar, most of the movements were in opposite direction of the weak
spot.
Fig. 6.6 shows the movement of the shell for fixed frequency and varying amplitude. For fp = 75 Hz, in
the two cases with the highest amplitude, the shell moves much faster than in all the other cases. The two
lowest amplitudes show almost no locomotion. The intermediate test case shells are moving in direction
of the weak spot with comparable average velocities. When the frequency is fp = 135 Hz, some shells
move in direction of the weak spot, others are swimming in the opposite direction making it difficult to
find a connection between amplitude and locomotion. As an example, one of the fastest moving shells
swimming in opposite direction of the weak spot is that with amplitude θp = 0.2310. The fastest moving
shell in direction of the weak spot is that with θp = 0.2695, which is the next larger value that has been
tested in the present parameter study.
As a consequence, higher amplitudes in many cases lead to faster locomotion in direction of the weak
spot. However, this dependency does not hold for changes of θp in the intermediate region 0.15 bar
< θp < 0.3 bar. In these cases (e.g. for fp = 75 Hz), sometimes a lower amplitude is associated with
4Looking at buckling and debuckling separately, we found that both lead to a propulsion of the shell in direction of the weak
spot. However, the imposition of the sinusoidal pressure signal leads to shape evolutions of the shell that differ from a
classic buckling-debuckling cycle, resulting in swimming of the shells in the opposite direction.
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Figure 6.6: Shell position over time for all 10 different values of θp and fixed fp.
slightly faster locomotion.
In the higher frequency range (fp > 80 Hz), movement of the shell in direction of the weak spot and
apart from it appears. There, low amplitudes (θp < 0.2 bar) are associated with movement apart from
the weak spot, whereas larger amplitudes (θp ≥ 0.25 bar) are associated with fast swimming in direction
of the weak spot. The region in between 105 Hz < fp < 155 Hz and 0.15 bar ≤ θp < 0.25 bar shows
unpredictable swimming behavior with cases of fast swimming in direction of the weak spot and cases
of fast swimming in the opposite direction.
Different shape evolutions of the scenarios analyzed above are illustrated in Fig. 6.7. The shape dynamics
of fast, intermediate and slow swimmers in both directions are illustrated by one pressure cycle for
fp = 75 Hz, or two pressure cycles for fp = 135 Hz using ten successive images, respectively. In every
case, the starting point is the shape of the swimmer with the deepest indentation at the buckling spot.
The location of the cut of the domain (blue) is constant throughout each of the ten images, respectively.
The different shape dynamics can be categorized as follows.
Buckling-debuckling: Fast swimming in direction of the weak spot occurs when the shell buckles
and completely debuckles during one shape deformation cycle (Fig. 6.7(a), where fp = 75 Hz and
θp = 0.385 bar). The rapid removal of the buckling indentation is followed by a stretching of the shell
in x-direction, pulling the leftmost and rightmost point on the shell equator apart. When the pressure
re-increases, these two points are pushed together, where the shell buckles again at the weak spot. These
shape dynamics lead to a significant propulsion of the shell in direction of the weak spot, which is
illustrated by the first and last image of Fig. 6.7(a), where the shell position relative to the surrounding
cut of the domain has moved significantly to the right within one pressure cycle.
Buckled-state oscillations: When the amplitude is smaller, e.g. θp = 0.1925 bar, the shell does not
completely debuckle (Fig. 6.7(b)). In this case, the velocity of the swimming shell is smaller than in
the case of complete buckling and debuckling. Nevertheless, a significant propulsion can be observed
when comparing the first and last image of Fig. 6.7(b). However, if the amplitude is even smaller, e.g.
θp = 0.0385 bar, the shell oscillates around the buckled state, where the leftmost and rightmost point on
the shell equator repeatedly move apart and together during the shape deformation cycles (Fig. 6.7(c)).
Such a shape evolution impedes propulsion of the shell. Consequently, the average shell velocity is nearly
zero in such a case. On the other hand, buckled-state oscillations can also lead to slow swimming in
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(a) fp = 75 Hz, θp = 0.385 bar, fast swimming to the right
(b) fp = 75 Hz, θp = 0.1925 bar, intermediate swimming to the right
(c) fp = 75 Hz, θp = 0.0385 bar, no propulsion
(d) fp = 135 Hz, θp = 0.0385 bar, slow swimming to the left
(e) fp = 135 Hz, θp = 0.1925 bar, fast swimming to the left
Figure 6.7: Shape evolution for different configurations of fp and θp. The images show the cross section
of the shell during one cycle (fp = 75 Hz), or two cycles (fp = 135 Hz) of pressure change,
beginning with the shell at its buckled state with the deepest indentation. The location of the
cut of the domain (blue) stays constant throughout the ten images. Therefore, the relative
position of the shell and hence its propulsion is observable by comparing the first and last
image, respectively.
opposite direction of the weak spot. This is the case for example when fp = 135 Hz and θp = 0.0385 bar
(Fig. 6.7(d)). In this case, the distance between the leftmost and rightmost point on the equator of the
shell nearly stays constant, where the top and bottom end of the shell move in the opposite direction
of the shell equator. These dynamics lead to slow swimming in opposite direction of the weak spot.
The propulsion in two pressure cycles is too small to be visible in the images of Fig. 6.7(d), but can be
observed in Fig. 6.6(b).
Two-sided buckling: Fast swimming in opposite direction of the weak spot is in most cases accompanied
by buckling of the shell on both sides, i.e. buckling at the weak spot followed by buckling at the opposite
side of the weak spot. Fig. 6.7(e) illustrates such a case for fp = 135 Hz and θp = 0.1925 bar. One
shape deformation cycle in this case takes two pressure cylces. Starting with the deepest indentation
at the weak spot, the shell debuckles, but with leftmost and rightmost point on the shell equator much
closer than in Fig. 6.7(a). Afterwards, the shell buckles at the opposite side of the weak spot. During
debuckling on the opposite side of the weak spot, buckling at the weak spot already sets in. At the end
of the shape deformation cycle, the shell has significantly moved to the left.
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Figure 6.8: Shell position and velocity over time. The rich dynamics of the swimming process require a
high number of time steps to be resolved.
6.5 Conclusions and future work
In this chapter, we presented the first numerical simulations of novel microswimming elastic shells filled
with compressible gas and immersed in an incompressible Newtonian fluid. The shells have a weak
spot, i.e. an area, where the shell thickness is reduced. This triggers an instability that causes buckling
of the shell when the fluid pressure is increased. The simulations show the thrust caused by the shape
deformation cycle of a buckling and debuckling shell. A study with periodically changing fluid pres-
sure has shown that the frequency and amplitude of the pressure signal strongly influence the swimming
behavior of the shell. Different types of swimming were observed. The fastest swimmers were those,
which completely unbuckled within one shape deformation cycle. When the shells oscillate in the buck-
led shape, the shell velocity is much slower. In some cases, the shells buckle on both sides, alternately.
In the parameter region, where such a case was observed, the shell is prone to swim in an unpredictable
direction.
The rich dynamics during this swimming process require a great number of time steps to be resolved.
This is illustrated in Fig. 6.8 which shows the position and velocity of a microswimmer shell during the
first 0.25 seconds. The occurring elastic surface oscillations of the swimmer (see Fig. 6.8, black curve),
which are accompanied by complex flow patterns, have to be resolved by usage of a time step size of
τ = 2.5μs. Accordingly, 1.2 · 106 time steps are needed to accurately resolve the acceleration process
for the given parameters until an end time of t = 3 s. For other excitation frequencies and amplitudes,
the acceleration process may even take significantly longer as a more complex interplay of excitation
frequency and eigenfrequency develops. The corresponding number of necessary time steps makes full
3D simulations illusive with the present method. Therefore, a future project deals with lifting the time
step restrictions by making the calculation of the surface forces implicit. A first step towards this goal
has been presented in Sec. 3.5.4. For the bending force, the main property to be computed implicitly is
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the curvature κ. One can take advantage of the Dziuk trick by using the weak form of the identity
κn = −∆Γid, (6.11)
where id is the identity map, as an additional equation in the system. This equation is solved on the
surface only. This allows to couple the curvature κ to the Navier-Stokes equations and to make this
coupling implicit in time by using idnew = idold + τv with the time step size τ . The coupling needs to
be assembled monolithically, which is possible in an updated version of AMDiS.
Our simulations will be used in the future in collaboration with the authors of [DMD+17] to gain un-
derstanding of the complex dynamical coupling of surface shape deformations, pressure oscillations and
shell propulsion to create efficient novel microswimmers. A first study of the post-buckling oscillations
of the microswimmer shells is subject of a publication by the authors of [MA20] and [DMD+17], which
is recently being reviewed [MDQ+21].
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In the present work we have developed a model to simulate the behavior of fluid-filled elastic surfaces in
flow. An ALE model has been proposed, solving the Navier-Stokes equations for the internal and external
fluid monolithically. For the forces on the membrane, in-plane elasticity (stretching) and out-of-plane
elasticity (bending) along with surface tension have been considered and the respective formulas have
been derived. The numerical results are verified by comparison with results obtained with the immersed
boundary method (IBM) in [HKL14] and finding good agreement. In addition to the results in [HKL14],
we derived a model which can be used for general full 3D and axisymmetric simulations, where the
latter reduces the computational effort to 2D simulations. We compared the results of both approaches
using a deformed surface of revolution and found good agreement. Especially for the in-plane force,
we presented a well-known stabilization approach, where the respective principal stretches on the shell
surface are computed implicitly which permits an enlargement of the time step size up to a factor of 10.
The advantages of the present ALE approach to other approaches, like the IBM approach, have been
shown by using the model in the presented applications. First simulations have been performed to study
the behavior of cells being deformed by advection through a microfluidic RT-DC channel. The simula-
tions in combination with RT-DC results can be used to extract cell mechanical properties. Using our
model extends the first theoretical study on this topic [MOG+15] by the interaction between cell defor-
mations and changes in the flow profile. Finding that the cell reaches a stationary shape within a few
hundred microseconds, we first compared the stationary shapes with the theoretical results from Mietke
et al. (2015) [MOG+15] and found good agreement for small deformations. The simulations employ the
back-coupling of cell deformation on the flow field and are accurate for larger cell deformations. Since
inertial effects do not play an important role in the RT-DC parameter setting, even for a larger Reynolds
number, a change of experimental parameters only leads to rescaling of the involved elastic moduli.
Therefore, using the concept of the equivalent channel radius, the computed isoelasticity lines can be
overlaid to data points of RT-DC measurements to quickly identify regions of similar cell stiffness.
As a second application of the numerical model, we performed simulations of cells being confined be-
tween two parallel plates in an AFM experiment. The external fluid phase has been left out in the simula-
tions, which showcases the variability of the model and leads to further reduction of computational effort.
The combination of our simulations and experimental observations provide new information about cell
mechanical properties. In particular, using the computed plate forces from the simulations and fitting the
results to the experimental observations helps to conclude with the cells’ Poisson ratio. We found that
the Poisson ratio of the actin cortex of the measured cells is frequency dependent. As a consequence, the
assumption of general actin cortex incompressibility has to be amended, since it is only valid for lower
frequencies.
As a third application, we presented first simulations of novel microswimming shells, being locomoted
by pressure changes in the surrounding fluid. The dynamics of this process require accurate simula-
tions with a large amount of time steps. The efficiency of the present ALE approach makes simulations
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of microswimming shells possible for the first time. With the help of these simulations, optimal pres-
sure oscillation frequencies and amplitudes can be found for fast swimming of hollow shells in the low
Reynolds regime. A parameter study with different frequencies and amplitudes of the external pressure
signal has shown that fast swimming in direction of the weak spot up to a velocity of 1.7 m/s is possible
for the tested swimmer with a midplane radius of 22.5 mm. It is also possible to make the shell swim in
opposite direction of the weak spot.
In the future, there are many possible directions for the numerical model. One could be the extension
of the present model to active surfaces, where the surface tension is changed locally by the presence of
surface active agents [MJS19b, BJG11]. Another possible direction could be to study wetting of elastic
materials. Combining the fluid droplet with the elastic material and the surrounding air leads to a three-
phase problem, where two of the phases can be modeled on the basis of the present ALE approach, which
could then be combined with the third phase using a phase field model [VSRV16, KPL+16].
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List of Symbols
In the following, the symbols used in this thesis will be given as an overview. The symbols are ordered
according to the context of the symbol in different tables. Many of the symbols could be written in
multiple tables. For convenience, we chose here to write them only once in the table which is the most
suitable to us. If available, we give reference to the definition or introduction of the symbol in the thesis.
Geometrical symbols
Symbol Description Defined/Introduced in
x position vector of a point
x, y, z coordinate axes
x, r coordinate axes for axisymmetric case
x̄ position vector of a point in undeformed configuration
u displacement vector Sec. 2.1.1
n outer unit normal to a surface Sec. 2.1.1
t, w tangential(s) corresponding to n Sec. 3.2.3
ξ displacement of a point Sec. 2.1.3.1
ei i-th unit basis vector of R3 Sec. 2.2.2.1
S smooth surface/shell Sec. 2.2.3
κ1, κ2 principal curvatures of S at a point on S Sec. 2.2.3
H mean curvature of S at a point on S Sec. 2.2.3
κ = 2H total curvature of S at a point on S Sec. 2.2.3
Kg = κ1κ2 Gaussian curvature of S at a point on S Sec. 2.2.3
κr spontaneous curvature of S at a point on S Sec. 3.2.1
X(s, θ, t) parametrization of the shell surface Sec. 3.2.3.1
X(s, t) = (X,R)T parametrization of the axisymmetric shell surface Sec. 3.2.3.1
R(s, t) distance of point on the shell to axisymmetry axis Sec. 3.2.3.1
X(s, t) x-component of point on the axisymmetric shell Sec. 3.2.3.1
s arc length parameter Sec. 3.2.3.1
θ angle parameter Sec. 3.2.3.1
t time parameter Sec. 3.2.3.1
r̄ = (0,y,z)/(y^2+z^2) Sec. 3.2.3.1
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Analytical/algebraic Symbols
Symbol Description Defined/Introduced in
π Seriously? You ask what π is? long long ago





∇Γ surface gradient Sec. 2.2.3
∇Γ· surface divergence Sec. 2.2.3
∆Γ surface Laplacian Sec. 2.2.3
∇̃· surface divergence for cylindrical coordinates Sec. 3.3.2
tr trace of a tensor/matrix Sec. 2.1.1
det determinant tensor/matrix Sec. 2.2.2.1
I identity tensor/matrix Sec. 2.1.1
P projection onto tangent space Sec. 2.2.3
· scalar product of two vectors
: matrix scalar product
∂f
∂x derivative of f with respect to x
∂xf =
∂f
∂x = fx derivative in x-direction
 much smaller than Sec. 2.1.3.1
δF
δΓ variational derivative of F with respect to Γ
dx differential element for integral over x
dA differential element for an area integral
dV differential element for a volume integral
∂• material derivative Sec. 3.2.3.1
⊗ dyadic product of two vector fields Sec. 3.2.2
[f ]Γ jump of f across Γ Sec. 3.3
δM (x) = 1, if x ∈M , = 0 else Eq. 5.10
Mechanical symbols
Symbol Description Defined/Introduced in
E Green-Lagrange strain tensor Sec. 2.1.1
e Euler-Almansi strain tensor Sec. 2.1.1
ES surface Green-Lagrange strain tensor Sec. 2.2.3
eS surface Euler-Almansi strain tensor Sec. 3.2
ε linearized strain tensor for small strains Sec. 2.1.1
σ stress tensor Sec. 2.1.1
σS surface stress tensor Sec. 2.2.3
continued . . .
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Symbol Description Defined/Introduced in
S viscous stress Sec. 4.2
f total force per unit volume Sec. 2.1.1
F material deformation gradient tensor Sec. 2.2.2.1
FS surface deformation gradient tensor Sec. 2.2.3
H = F−1 spatial deformation gradient tensor Sec. 2.2.2.1
U right stretch tensor Sec. 2.2.2.2
V left stretch tensor Sec. 2.2.2.2
C right Cauchy-Green strain tensor Sec. 2.2.2.2
B left Cauchy-Green strain tensor Sec. 2.2.2.2
CS right surface Cauchy-Green strain tensor Sec. 2.2.3
BS left surface Cauchy-Green strain tensor Sec. 2.2.3
λi principal stretches Sec. 2.2.2.3
F∗f free energy density of an elastic body Sec. 2.1.2
Fb total free energy of a bent plate Sec. 2.1.3.1
Fpl total free energy of a plate under large deformations Sec. 2.1.3.3
Fext external force Sec. 2.1.3.1
F∗s stretching energy density of a plate Sec. 2.1.3.3
F∗b bending energy density of a plate Sec. 2.1.3.3
U potential energy of external forces of a plate Sec. 2.1.3.3
Fshell shell force Sec. 3.2
Ftension surface tension contribution to shell force Sec. 3.2
Fbend bending stiffness contribution to shell force Sec. 3.2
Fstretch in-plane stretching contribution to shell force Sec. 3.2
Ftension surface tension energy Sec. 3.2
Fbend bending energy Sec. 3.2
Fstretch in-plane stretching energy Sec. 3.2
Material/shell/fluid specific symbols
Symbol Description Defined/Introduced in
E elastic or Young’s modulus [Pa] Sec. 2.1.1
E2D 2D elastic surface modulus [N/m] Sec. 4.2
ν, ν2D 3D and 2D Poisson ratio Sec. 2.1.4
C̃ stiffness tensor Sec. 2.1.1
K bulk modulus [Pa] Sec. 2.1.1
G shear modulus [Pa] Sec. 2.1.1
KA area dilation modulus [N/m] Sec. 2.1.4
KS area shear modulus [N/m] Sec. 2.1.4
KB bending modulus [Nm] Sec. 2.1.4
continued . . .
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. . . continued
Symbol Description Defined/Introduced in
γ surface tension [N/m] Sec. 3.2.1
λ, µ Lamé parameters [Pa] Sec. 2.1.1
h plate or shell thickness [m] Sec. 2.1.3.1
RS shell radius [m] Sec. 2.1.4
ρi, ρf density of fluid i [kg/m3] Sec. 3.3
ηi, ηf dynamic viscosity of fluid i [Pa·s] Sec. 3.3
v fluid velocity [m/s] Sec. 3.3
pi, pf pressure of fluid i [N/m2] Sec. 3.3
p internal air pressure of microswimmer shell [N/m2] Sec. 6.2
pr p in initial state [N/m2] Sec. 6.2
pext external pressure to control microswimmer fluid pressure [N/m2] Sec. 6.2
∆p imposed pressure difference pext − pr [N/m2] Sec. 6.3
Re Reynolds number Sec. 4.4.3
Application specific symbols
Symbol Description Defined/Introduced in
Rcell cell radius [m] Sec. 4.2
Rch (equivalent) RT-DC channel radius [m] Sec. 4.2
L width of RT-DC channel [m] Sec. 4.2
vcell velocity of the cell in RTDC [m/s] Sec. 4.2
Q flow rate in RT-DC [l/s] Sec. 4.4
P cell perimeter [m] Sec. 4.4.1
A cell cross section area [m2] Sec. 4.4.1
V cell volume [m3] Sec. 4.4.1
d cell deformation Sec. 4.4.1
dp plate distance of AFM Sec. 5.2
d̃p normalized plate distance of AFM Sec. 5.4
dp,0 plate distance of AFM in reference state Sec. 5.2
dp,1 decreased plate distance of AFM Sec. 5.2
∆dp = dp,0 − dp,1 Sec. 5.2
dp,cant AFM cantilever height Sec. 5.5
σa active cortex actomyosin contractility stress [N/m2] Sec. 5.2
γa active cortical tension [N/m] Sec. 5.2
γ̃a normalized surface tension in AFM Sec. 5.4
K̃s normalized area shear modulus in AFM Sec. 5.4
γeff effective cortical tension [N/m] Sec. 5.4
Fa force on AFM plate due to active tension of the cell [N] Sec. 5.2
Ac circular contact area of cell on plate in AFM [m2] Sec. 5.2
continued . . .
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. . . continued
Symbol Description Defined/Introduced in
∆F (dp,0,∆dp) elastic contribution of force increase in AFM [N] Sec. 5.2
Ftot = Fplate force for decreased plate distance in AFM [N] Sec. 5.2
fp oscillation frequency of AFM plate [Hz] Sec. 5.3
K effective elastic modulus of uniaxial cell compression Sec. 5.4
εA surface area strain in AFM model cells Sec. 5.4
∆A increase of surface area of AFM model cell Sec. 5.4
fp oscillation frequency of microswimmer pressure signal [Hz] Sec. 6.4
θp amplitude of microswimmer pressure signal [bar] Sec. 6.4
vavg (average) shell velocity of micrsowimmer [m/s] Sec. 6.4
Numerical model specific symbols
Symbol Description Defined/Introduced in
Ω numerical domain Sec. 3.3
∂Ω domain boundary Sec. 3.4.4.1
Ω0 external part of domain Sec. 3.3
Ω1 internal part of domain Sec. 3.3
Γ elastic surface part of domain Sec. 3.3
Γf free shell boundary part of domain in AFM simulations Sec. 5.3
Γp boundary part of shell in contact to AFM plates Sec. 5.3
τ time step size Sec. 3.4.1
vngrid velocity of grid movement at time step n Sec. 3.4.1
vn−1moved velocity of last time step after mesh update Sec. 3.4.1
Th,i triangulations of Ωi Sec. 3.4.2
Th = Th,0 ∪ Th,1 Sec. 3.4.2
Γh,i triangulation of the shell for fluid i Sec. 3.6
Γh = Γh,0 ∪ Γh,1 Sec. 3.4.2
N number of axisymmetric P1 shell grid points Sec. 3.4.2
N2 number of axisymmetric P2 shell grid points Sec. 3.6
Vh finite element space for velocity Sec. 3.4.3
Mh,i finite element spaces for pressures Sec. 3.4.3
H10 = W
1,2 Sobolev space with zero boundary condition Sec. 3.4.3
L20 quadratic integrable function space with zero b.c. Sec. 3.4.3
C space of continuous functions Sec. 3.4.3
Pi space of polynomials of order i Sec. 3.4.3
tn n-th time step Sec. 3.4.3
Ehi mean distance error (different mesh size) Eq. 3.108
Eτi mean distance error (different time step size) Eq. 3.108
P hi cross section perimeter Eq. 3.109
continued . . .
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. . . continued
Symbol Description Defined/Introduced in
EhiP cross section perimeter error (mesh) Eq. 3.110
EτiP cross section perimeter error (time step) Eq. 3.110
ψji P2 test functions at shell DOF j for fluid i Sec. 3.6.2
vΓ,ext extension of interfacial velocity to Ω Sec. 3.6.2
Rext distance to symmetry axis for any point on Ω Sec. 3.6.2
Superscripts and subscripts
Symbol Description subscript/superscript
i i-th component subscript
S surface subscript
V volume subscript
T transposed matrix superscript
x, xy x- and/or y- component of a tensor (same for ij) subscript
2D two-dimensional tensor/vector field subscript
tension surface tension subscript
bend bending subscript
stretch in-plane stretching subscript
r the same quantity in the initial/undeformed state subscript







AMDiS Adapdive MultiDimensional Simulations (Finite Element toolbox) [VV07, WLPV15]
BEM Boundary Element Method
CPU Central processing unit
DOF Degree of freedom
EOC experimental order of convergence
FE Finite Elements
FSI Fluid-structure interaction
IB/IBM Immersed Boundary (Method)
RBC Red blood cell
RT-DC Real-time deformability cytometry
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