Abstract.
Introduction
Constructing quadrature formulas with a given structure requires the solution of a system of moment equations. These are nonlinear and the system can be very large. Such a major computational task may be helped if information about structures for which there is likely to be a solution is available. Some information of this type is provided by a set of consistency conditions. We develop here a theory which allows one to obtain the set of consistency conditions for the system of nonlinear equations arising for the «-simplex. For example, this would allow a solver to discard a priori many structures (the nonconsistent ones) whose corresponding systems of moment equations do not have any solution.
Let Tn denote a nondegenerate simplex in the «-dimensional Euclidean space R" and let &" be the symmetry group of Tn, that is, the set of all affine transformations s : R" -> R" that leave Tn invariant. For every x G R" , let u(x) denote the number of different points in the so-called orbit of x, that is, (1.1) i/(x) = card{s(x):sG^"}.
The value u(x) depends on the relative position of the point x in the simplex T" . More specifically, v(x) is determined by the form taken by the barycentric representation of x (see later). Let N denote the set of all nonnegative integers. Given a point x = (xi, ... , x") G K" and a multi-index a = (ax, ... , a") G N", we denote as usual xQ = Xia' • • -x"a" and \a\ = at-\-\-an . Let & be the space of real polynomials in the « variables xi, ... , x" . Let 9°d denote the space of real polynomials of degree not greater than d and let %¿ denote the space of real and homogeneous polynomials of degree d. That is, &d = span {xa : a G N", |a| < d} and %?d = span{xQ : a G N" , \a\ = d}. Definition 1. A polynomial p G & is said to be invariant when (1.2) p(s(x))=p(x) Vsg5?", Vxel".
Let us denote by ¿P* the space of all invariant polynomials of 9°, and let =^*r\^>d and ^7 = â°* n^ be the spaces of all invariant polynomials of 0"d and %¿ , respectively. Now, let us consider the integral For every s e f" , we have s(T") = T" and hence, /(/o s) = /(/). This means that integration over Tn is an axis-independent concept in the sense described in Bez [2] . Therefore it is convenient to use for computing /(/) an algorithm Q(f) with the same independence property, according to the definition below. Q(fos) = Q(f) VsG^.
An invariant quadrature rule can be written in the form (see [14] ) (1.8) ß(/) = E^(x,W;x;), i=i where the numbers u(x¡) are defined by (1.1) and the so-called basic rules R(f; x¡) are given by (1.9) i?(/;x/) = ^rl^y^/(s(x;)).
Let us note that the number of separate function values, i.e., the number of nodes, involved in a basic rule (1.9) is v(x¡). In fact, R(f; x¿) can be written as
As in [14] , we use this characteristic to classify basic rules in different types, where the form that takes the barycentric representation of the generator node x, is what determines the type of the corresponding basic rule R(f;x¡). Then, the so-called rule structure of an invariant quadrature rule (1. For a given rule structure, the generic form of the corresponding invariant quadrature rule contains a number of unknown parameters that is considerably smaller than in the case of a generic noninvariant quadrature rule with a similar number of nodes. But, on the other hand, this fact is partially compensated by a substantial reduction on the number of moment equations to be satisfied, as can be deduced from the following well-known theorem. The search for rule structures satisfying certain consistency conditions is a first step towards the construction of a quadrature rule of a given degree of precision. The rule structure is essential not only to determine the (expected) number of nodes of the rule, but also because it defines the functional dependence on the unknowns in the (reduced) system of moment equations.
These consistency conditions are linear inequalities to be satisfied by a rule structure ( 1.11 ) in order to guarantee that, if the quadrature problem is considered as solving a system of nonlinear equations, then each subsystem will have a number of unknowns larger than or equal to the number of equations. They attempt to ensure that a quadrature rule can be of a given degree of precision d, but for the nonlinear system of moment equations the hazards of nonlinear relationships and complex solutions still remain. Thus, strictly mathematically, consistency conditions are not necessary nor sufficient for the existence of solutions of a quadrature problem.
There have been many authors who have contributed to the calculation of quadrature rules for multidimensional regions. Basic references on this field are [4, 9, 14 and 20] . More specific results for 2-dimensional polygons are given in [3, 5, 7, 15 and 16] . Some results for the «-dimensional simplex are given in [1, 10 and 12] . The introduction of some kind of consistency conditions is mainly due to Keast, Lyness, Mantel, Rabinowitz and Richter (see [18] and [19] for 2-and 3-dimensional regions, and [14] for more general cases). These conditions are difficult to apply in high dimensions, owing to the lack of closed expressions to calculate the dimensions of the null spaces of invariant polynomials. In this paper we give a systematic approach to the consistency conditions that hold for a general «-dimensional simplex, and develop a technique to obtain, at least computationally, the dimensions of the null spaces of invariant polynomials.
We now give a brief description of the sections of this paper. In §2 we describe the structure of an invariant quadrature rule for the «-dimensional simplex T" , and in §3 we analyze and calculate the dimensions of the spaces of invariant polynomials and give recurrence relations to obtain them. We also define a convenient basis of invariant polynomials, which simplifies greatly the calculation of these dimensions. In §4 we develop the theory to a point where we can define the consistency conditions of an invariant quadrature rule. In §5 we give some details of how these structures are obtained in practice and of how some of the various computational problems encountered are treated. We finish with listings of the optimal structures for dimensions « = 2 up to « = 8. It is well known that each symmetry s£^ can be identified with a permutation of the barycentric coordinates, that is, n + l with parametric representation in barycentric coordinates given by the righthand side of (2.4) and by (2.5). Let us note that for a given « , the intersection of two classes is a class, and that all the classes contain the class [« + 1]. For a given n, the inclusion relation between sets establishes a partial order relation, say -<, among all the classes of points of R" . The corresponding relationship trees can be easily constructed using a concept similar to the contracted version given in [14] . For example, the set of integers In Tables 1 and 2 we describe the different classes that are used in this paper. Definition 4. A basic rule R(f; x,7) is said to be of type % if and only if % is the smallest (i.e., the intersection) of all the classes to which the generator node x,j belongs.
If Wj = [mo, mi, ... , mr¡], the generic form of the nodes of a basic rule of type % is given by (2.4), where r = r, and the parameters ao, ax , ... , ar, are different and related by (2.5). Hence, for each basic rule R(f; x¡j) of type % we have r¡ free parameters and a number of nodes, say i/¡, given by (2.8)
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Definition 5. For a given n ,let K0, Kx, ... , KMn be nonnegative integers with Ko < 1. We say that an «-dimensional invariant quadrature rule (1.8) has a rule structure (Ko, Kx, ... , Km") when it can be written in the form
where, for every i = 0, ... , M" , {R(f; x/y) ; j = 1, ... , K,} is a set of K¡ different basic rules of type % . Ki = 0 means that there is no basic rule of type % in (2.9). The only basic rule of type Wo is the one generated by the barycenter of the simplex. Therefore, Ko can only take the values 0 or 1. Now, let us consider the problem of constructing an invariant quadrature rule with a given rule structure and a given degree of precision. The rule structure allows us to define, by using Tables 1 and 2 First of all, let us note that it is not difficult to obtain a basis of ¿Pd by using the barycentric polynomials X¡ = X¡(x). Let ß = (ßo, ßx, ... , ßn) denote a multi-index, ß e Nn+1 , with \ß\ = ßo + ßi + ■ ■ ■ + ß" . Given that X, G &\ , we have that )ß = XßoXß'■ ■ ■ Xßn" G &\ß\, for every ß G Nn+1 . Then, it is straightforward to show that (3.2) &d = span {xß : ß G N"+1 , \ß\ = d} .
On the other hand, we can use basic rules (1.9) for representing the invariant part of each polynomial X? as 
Consistency conditions
We now return to the problem of constructing an invariant quadrature rule (2.9) with a given degree of precision d. In what follows the simplex T" will be supposed to be centered at the origin, and we shall use the basis of a°¿ given by (3.17). Therefore, we shall refer to n (4.1) ß(uQ)-/(ua) = 0 , tt€N":
as the moment equations that the rule must fit to have degree of precision d . Note that the rule structure (K0, Ki, ... , KM") determines the functional dependence on the unknowns (free parameters) in the nonlinear system of moment equations.
On the other hand, the number of nodes of the rule and the number of unknowns of the system of moment equations are given by (2.10) and (2.11), respectively, where the values of u, and (n + 1 ) for each type of basic rule are listed in Tables 1 and 2 . This situation suggests that there are types of basic rules that are better than others, in the sense that they produce more free parameters with a smaller number of nodes. Nevertheless, it is not possible to construct an invariant quadrature rule with a given degree of precision if we choose arbitrarily the numbers K¡ which define the structure. This is because the existence of a solution of (4.1 ) requires a certain minimum number of basic rules of each type. These restrictions on the numbers K¡ are called consistency conditions and were introduced in [14, 18 and 19] for fully symmetric multidimensional quadrature rules. In this section we derive general consistency conditions for invariant quadrature rules for the «-dimensional simplex T" , in a convenient and systematic form.
Before deriving the consistency conditions, let us try to clarify the meaning of this concept. We consider the system of moment equations (4.1) and note that Lemma 2 guarantees that there is no linear dependence between these equations. Under the hypothesis that there is no other form of algebraic dependence between the moment equations, it is commonly assumed that a necessary condition for this nonlinear system to have a solution is that the number of unknowns of the system be greater or equal than the number of equations, i.e., (4.2) Yir' + l)Kt > dim^; .
1=0
However, we can also obtain linear combinations of equations (4.1) that make some of the unknowns disappear. These kinds of subsystems will be obtained by applying the equation Q(p) -I(p) = 0 to polynomials p belonging to some special subspaces of ¿Pj . When the equations of these subsystems are linearly independent, a condition that is guaranteed by the linear independence of the polynomials p used to obtain them, it is natural to impose, as a necessary condition for the existence of solutions, that the number of unknowns that remain in the subsystem be greater or equal than the number of equations of the subsystem. In order to translate these ideas into conditions on the rule structure of a quadrature rule, that is, into inequalities similar to (4.2), we consider, for a given n , the classes %, i = 0, ... , Mn , with the order relation -< defined in § 1.
Definition 7. A set J c {0, ... , M"} is said to be a consistency set if it has the property that for every i, j £ J such that i ^ j , % -fK% and %;/ % . That is, a consistency set is a set of indices of classes that are not related by -<. (7) ¡eJ'
is satisfied for every consistency set J c {0, 1, ... , M"}.
We note that, taking J = 0, we have @d(J) = ^d and /' = {0, 1, ... , Mn). Hence, the first consistency condition we obtain is (4.2). On the other hand, given that WMn = [1, 1,... , 1] = R" , taking J = {Mn} , we have J' = 0 and dim^(J) = 0. Hence, the corresponding consistency condition reduces to the trivial inequality 0 > 0. Now, we need to use several spaces of polynomials whose set of variables is different from x = (xx,... , x"). As usual, we shall refer to these spaces by specifying the set of variables between brackets, that is, denoting them aŝ Proof. When J = {0}, we have wj = w0. Then, using (4.12), we easily see that dimiuoG^;) = 1 , dimu;o(^*) = 1 and dimw0(J£*) = 0 for k > 1.
When / ^ {0} , we have that 0^7 (see Definition 7) . In this case, we prove that In this section we describe the more relevant aspects of the method we have used for computing optimal d-consistent structures, that is, ¿/-consistent structures with a minimal number of nodes. We can also use a similar procedure for computing ^-consistent structures that have a number of nodes that is near the minimal one. We shall refer to this kind of structures as quasi-optimal.
First of all, for a given range of values of « and d, we use the recurrence relations given in Lemma 1 for calculating the numbers A(n, d) or dimJ^* and store them in a file. For every dimension «, the set of classes {W¡, i = 0,... , Mn} is obtained, starting with the class WM" -[1, 1, ... , 1], by using the order relation -<, with the concept of contracted version explained in the comments to Definition 3. At the same time we construct the relation tree, with branches connecting the classes related by -<, and store it as a matrix 4* = (y/¡j) given by {5A) ^ = {o *% + %.
For each class we also calculate the numbers v¡ and r¡. Using the matrix 4*, we easily obtain all the consistency sets J and the corresponding /', which allows us to construct the left-hand sides of the consistency conditions (4.6). Now, for a given « , the next step is to obtain the right-hand sides of (4.6). We first note that if J = 0 , then dim¿Pd(J) = A(n, d). For other consistency sets J t¿ 0, Theorem 3 shows that it is sufficient to calculate dimw/(^*) for the desired range of values of d . It is well known that dimw/(^*) coincides with the rank of the matrix that represents the linear map v/j\jp>, i.e., the restriction of vtj to %fd*. When the consistency set has only one element, say / = {/}, this matrix consists of the coefficients of the polynomials Wj In the general procedure the rank of these matrices is calculated by a standard singular value decomposition routine. Some savings can be effected in practice by taking into account some special situations. For example, when for a given degree d we find a consistency set J such that the rank of its associated matrix (4.6) and Ko < 1 . A standard implementation of the branch and bound method with a linear programming code is used to determine the minimal number of nodes. At this stage we obtain at least one optimal ¿/-consistent structure as solution of the integer programming problem, but not necessarily all possible ones. On the other hand, we note that when dim ^d(J) = 0, then the corresponding constraint in the programming problem is always feasible and can be removed. For example, for « = 8 the number of consistency conditions is 573, but only when d > 72 are all of them effective. When d = 10, for instance, only 83 consistency conditions have a right-hand side different from zero. Table 3 contains the results obtained by the method described above. We give, for a wide range of values of « and d, the number of nodes of an optimal ¿/-consistent structure. This number is of course a possibly unattainable lower bound on the number of nodes required by an invariant quadrature rule with degree of precision d for the «-dimensional simplex Tn .
Once we know the minimal number of nodes, say vj_(n ,d),it is not difficult to obtain all the optimal and quasi-optimal ¿/-consistent structures for each value of « and d. For this, we use a combinatorial method for generating all the possible rule structures that have a fixed number of nodes v^(n, d) + k, for k = 0, 1, 2, etc. Then, we check the consistency conditions (4.6) and reject those rule structures which result not to be ¿/-consistent. We found all the optimal ¿/-consistent structures to be unique. Our investigation has uncovered some errors in a list of structures in Keast, [12, pp. 345 and 346] . We found that at least fourteen rule structures of degrees 6, 7 and 8 listed there do not satisfy our consistency conditions (4.6). These are:
-The first four rule structures of degree 6. -The first six rule structures of degree 7.
-The first four rule structures of degree 8.
Dr. Keast subsequently reexamined some of his calculations (carried out in 1980). We have been informed that he has found at least one computational error which accounts for these particular errors.
