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Abstract
The classication of the invariant subspaces of an endomorphism has been an open prob-
lem for a long time, and it is a "wild" problem in the general case. Here we obtain a full
classication for the monogenic ones. Some applications are derived: in particular, canonical
forms for uniparametric linear control systems, non necessarily controllable, with regard to
linear changes of state variables.
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1 Introduction
In this paper we tackle the classication of the invariant subspaces of an endomorphism in
the particular case that they are "monogenic", that is to say, spanned by one vector and its
successive images. For the general case, [9] shows that it is a so called "wild" problem when the
degree of the minimal polynomial is greater than 6.
Here, the classication of monogenic subspaces is fully solved (3.8) by means of the "marked"
and "perturbation" indices because they determine a canonical matrix for the endomorphism
(3.7). Moreover, we list all possible indices (3.14) and we compute them by means of ranks
(3.15).
The names of the indices highlight that any monogenic subspace appears as a perturbation of a
marked one (those having a Jordan basis extendible to a Jordan basis of the whole space). More
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2precisely, any monogenic subspace appears in the miniversal deformation in [3] of a marked one
(3.10). This fact conrms the relevance of this kind of subspaces, as announced in [7].
The marked and perturbation indices are dened (3.2) by means of the L-R sequence associated
to each invariant subspace in [1]. Indeed, the key tool in this paper is the geometrical approach
there to the Carlson problem. We recall that it asks for conditions to ensure when three given
Segre characteristics can be realized as the ones corresponding to an endomorphism , its restric-
tion to an invariant subspace and the one induced in the quotient space. The L-R sequences
give an implicit answer to this problem ([8], [1]), but they do not characterize the equivalence
class of a general invariant subspace, whereas we show that it is so for monogenic ones.
The above results can be interpreted as the simultaneous classication of a square matrix and
a vector with regard to changes of bases (4.2). In other words, given a square matrix we nd
canonical coordinates for each vector among those corresponding to Jordan bases (4.3). Indeed,
this interpretation allows an easy presentation of our results (4.6).
Moreover, some applications follow from this interpretation: we obtain canonical forms (5.1, 5.3)
for linear control uniparametric systems (non necessarily controllable) with regard to changes
of basis in the state space; we improve the reduced forms in [4] for bimodal piecewise dynamical
systems (5.5). Concerning the former application, we point out that dierent canonical forms
have been obtained for the controllable case [10]. Here we present two canonical forms for
uncontrollable uniparametric systems: in (5.1) the state matrix is the Jordan form and the
control column as a J-vector, determined by the marked and perturbation indices; in (5.3) both
matrices are in control form.
The paper is organized as follows. In section 2 we recall the basic denitions and results con-
cerning invariant subspaces which will be used in the sequel. In particular, the Carlson problem,
the L-R sequences and the techniques in [1] based in the double Jordan ltration which will be
the key tool in our reasonings.
In section 3 we focus in the monogenic case. Firstly, we introduce the marked and perturbation
indices for our L-R sequences associated to a monogenic subspace (3.1, 3.2). Next, in (3.5, 3.7)
we construct a matrix reduced form which shows that they give a full classication (3.8). Finally,
the second matrix reduced form in (3.12) makes easier to compute them (3.15).
In section 4 we reformulate the above result as classifying vectors with regard to a xed endo-
morphism (4.3). Section 5 contains the applications to control and bimodal systems (5.1, 5.3,
5.5).
2 Invariant Subspaces
We recall some denitions and results concerning the classication of invariant subspaces.
Denition 2.1 Let E be a n-dimensional vector space over C, and f an endomorphism. A
subspace V  E is called invariant (or f-invariant) if f(V )  V . We write (V; f) too.
Or, equivalently if the matrix of f in any basis of E adapted to V (that is to say, a basis of E
obtained by extending one of V ) has the form
3A =

A1 A3
0 A2

, where A1 2 Chh; h = dim(V ).
Then, A1 is the matrix of the restriction f^ of f to V in the corresponding basis of V , and A2
the one of the quotient endomorphism ~f of E=V in the induced basis of E=V .
In particular, V is called marked if there is some Jordan basis for f^ which can be extended to a
Jordan basis for f . See [5] for a matricial characterization.
Denition 2.2 Two invariant subspaces (V; f) and (V 0; f 0) are called equivalent if there is
' 2 Aut(E) such that '(V ) = V 0 and '  f = f 0  '.
If A and A0 are the matrices of f and f 0 in adapted bases to the subspace V and V 0 respectively,
it is equivalent to the existence of a matrix S such that:
S =

S1 S3
0 S2

; A0 = S 1AS;
where S1 2 Chh; h = dim(V ) = dim(V 0).
Bearing in mind the decomposition
V = (Ker(f   I)m \ V )
where  runs over the eigenvalues of f , we can restrict ourselves to f being nilpotent.
Moreover, we focus in the Jordan dense invariant subspaces, because the generalization is obvi-
ous:
Denition 2.3 An invariant subspace (V; f) is called Jordan dense if there is not a Jordan
Chain U = [u; (f   I)(u); : : : ; (f   I)n(u)] such that U \ V = f0g.
It is obvious that the equivalence relation in denition 2.2 preserves the Jordan type of the
matrices A;A1 and A2. We will conrm in a moment that this triple does not characterize the
equivalence classes (dierent classes having the same triple can exist). Previously we remark
that these three Jordan types are not independent. The so called Carlson's problem ask for
conditions characterizing the compatible triples, that is to say, those which occur for some
invariant subspace. Next theorem gives an implicit answer in terms of the existence of a so-
called Littlewood-Richardson sequence (L-R sequence).
Denition 2.4 A partition  = (1; 2; : : : ; m; 0; : : : ), will be any non increasing nite se-
quence of non negative integers
1  2      m > 0
where `() = m is his length and jj = 1 + 2 +   + m is his weight.
Its conjugate partition  is dened by j = #f1  i  `() : i  jg.
4If f is a nilpotent endomorphism, the Weyr characteristic is  = (dimKerf; dimKerf2  
dimKerf ; dimKerf3   dimKerf2 ; : : : ) and its conjugate partition is the Segre characteristic,
formed by the sizes of Jordan blocks.
Theorem 2.5 [8], [2] Let , ,  be three partitions with jj = n, jj = d, jj = n d, l() = m.
The following conditions are equivalent:
(I) There are a nilpotent endomorphism f 2 End(E) having Weyr characteristic  and a
f -invariant subspace V such that the restriction f^ and the quotient ~f applications have
Weyr characteristic  and  respectively.
(II) There is a nite sequence of partitions 0; 1; : : : ; m such that 0 = , m = , and for
all i; j  1:
(a) jj j   jj 1j = j
(b) ji  j 1i  ji+1
(c)
P
`i(
j+1
`   j` ) 
P
`i 1(
j
`   j 1` )
taking j 10 = 0, j  1.
The sequence 0; 1; : : : ; m appearing in (II) is called a Littlewood-Richardson sequence.
The geometric proof of 2.5 in [2] gives an explicit computation of the L-R sequence for an
invariant subspace which we recall in lemma 2.7. The construction for the converse (II)) (I)
will be used in the next section.
Denition 2.6 Given a nilpotent endomorphism f and an invariant subspace V , we consider
the double Jordan ltration
: : : f(V )  V = V  f 1(V )      f m(V ) = E
k k k k k k
: : : V  1m  Ker bfm = V 0m  V 1m      V mm = Kerfm
[ [ [ [
...
...
...
...
[ [ [ [
: : : V  1i  Ker bf i = V 0i  V 1i      V mi = Kerf i
[ [ [ [
...
...
...
...
[ [ [ [
: : : V  11  Ker bf = V 01  V 11      V m1 = Kerf
dened by V ji _=Ker f
i \ f j(V ), 1  i  m, jjj  m.
Notice that V ji = V
i
i if i  j, V  ji = f j(Vj+i) if j > 0 and V j 1i \ V ji 1 = V j 1i 1 .
5Lemma 2.7 [2] Let f 2 End(E) be nilpotent, V  E be an invariant subspace and (; ; ) as
in theorem 2.5. Notice that with the notation in 2.5:
 i = dim(V mi )  dim(V mi 1); 1  i  m
 i = dim(V 0i )  dim(V 0i 1); 1  i  m
 j = dim(V jm)  dim(V j 1m ); 1  j  m.
Then the L-R sequence in theorem 2.5(II) is given by
ji = dim(V
j
i )  dim(V ji 1); 1  i  m; 0  j  m:
That is to say, the partitions 0 = ; 1; : : : ; m =  are the Weyr characteristics of the restric-
tion of f to the invariant subspaces V; f 1(V ); : : : ; f m(V ) = E respectively.
Hence, not only the triple (; ; ) but also the L-R sequence in theorem 2.5(II) are preserved by
the equivalence relation 2.2. However, the following examples show that they do not characterize
the equivalent classes.
Example 2.8 A compatible triple (; ; ) as in theorem 2.5(I) can be realized by dierent L-R
sequences. For example, given E = [e1; e2; : : : ; e6] and V = [e4; e5; e6], the compatible triple
 = (2; 1),  = (3; 2; 1),  = (2; 1), could be realized by the L-R sequences 1 = (3; 2) or
1 = (3; 1; 1), corresponding to the endomorphisms e1 ! e2 ! e4 ! 0, e3 ! 0, e5 ! e6 ! 0
and e1 ! e2 ! 0, e3 ! e4 ! e5 ! 0, ! e6 ! 0 respectively.
Example 2.9 A L-R sequence can be realized by non-equivalent invariant subspaces. For ex-
ample,  = (2; 1); 1 = (3; 2);  = (3; 2; 1) above corresponds also to the endomorphism
e1 ! e3+ e5, e2 ! e4 ! 0, e3 ! 0, e5 ! e6 ! 0. V is marked with regard to the endomorphism
in example 2.8, but it is not for the one here.
In the next section one shows that the L-R sequences characterize the equivalent classes in the
particular case of V being spanned by a Jordan chain, that is to say,  = (1; 1; : : : ; 1). Moreover,
the possible L-R sequences for a given  are easily characterized and computed, so that the 
partitions compatible with ;  are also easily obtained.
3 The monogenic case
From now on, we restrict ourselves to f -invariant subspaces V  E spanned by only one vector
u and their images, that is to say:
V = [u; f(u); f2(u); : : : ; fn 1(u)]
We will show that for this class of subspaces the equivalence classes are determined by its L-R
sequence (see example 2.8). Moreover we prove that the L-R sequences are easily described in
terms of the so-called "marked" and "perturbation" indices.
6Firstly, we consider f being nilpotent. Then, if dim(V ) = h, we have V = [u; f(u); f2(u); : : : ; fh 1(u)]
or equivalently
 = (1; : : : ; 1; 0; : : : ; 0); jj = h = dim(V ):
The following proposition allows to dene the "marked" and "perturbation" indices (these names
will be justied in remark 3.10).
From now on, given two integers p < q we denote [p : q]
:
= fi 2 Z : p  i  qg and Np will be a
p p nilpotent square matrix with ones in the below-diagonal and zeros in the rest of entries.
Proposition 3.1 Let f 2 End(E) be nilpotent, V  E be an f-invariant monogenic subspace
and  = 0; 1; : : : ; m =  be its L-R sequence (see lemma 2.7). Then:
1. There is an integer 0  s  m  h such that i 1i = 1 for 1 < i  h+ s and i 1i = 0 for
i > h+ s.
2. For i 2 [h : h+s] we dene j(i) as the only integer 0  j(i) < i such that j(i)i  j(i) 1i = 1.
Then, j(i) < j(i+ 1).
Clearly, these integers determine the L-R sequence.
Proof.
If i = 1 for 1  i  h, the condition (b) in 2.5 (II) implies that 1 = 1 = 12 =    = i 1i 
ii+1      m 1m  mm+1 = 0. Let h+ s be the last natural i such that i 1i = 1.
Applying again (b) in 2.5 (II), for h < i  h + s we have 0 = i  1i      i 1i = 1. Let
j(i) be the rst natural j such that ji = 1, then 0 = 
j(i) 1
i  j(i)i+1  0 and we conclude that
j(i) < j(i+ 1).
Denition 3.2 With the above notation, we call s the marked index of V and the sequence
ji = j(h+ s  i+ 1); 1  i  s its perturbation indices.
Remark 3.3 Notice that not all sequences j(i) are possible. For example, j(i)   j(i   1) = 1
requires only i > 0 but j(i)  j(i  1) > 1 requires j(i) 1   j(i) > 0 too.
Example 3.4 Let  = (1; 1; 1; 1; 1),  = (4; 4; 4; 3; 3; 3; 2; 2; 1; 1). The indices s = 5 and j1 =
j(10) = 9; j2 = j(9) = 7; j3 = j(8) = 5; j4 = j(7) = 4; j5 = j(6) = 1 are possible and the L-R
sequence is summarized in the following table:
7 
10 1 1
9 1 1 1 1
8 1 1 1 2 2 2
7 1 1 1 2 2 2 2
6 1 1 1 1 1 3 3 3 3 3
5 1 1 1 1 1 3 3 3 3 3 3
4 1 1 1 1 3 3 3 3 3 3 3
3 1 1 1 4 4 4 4 4 4 4 4
2 1 1 4 4 4 4 4 4 4 4 4
1 1 4 4 4 4 4 4 4 4 4 4
i=j 0 1 2 3 4 5 6 7 8 9 10
Let us see that a matrix of f in basis of E adapted to V can be constructed in a natural way
starting from the marked and perturbation indices of V , so that , they characterize its equivalent
class.
Lemma 3.5 LetT
:
= fi 2 [h + 1 : h + s] : j(i)   j(i   1) > 1g. We could obtain vectors
vi 2 V j(i)i , ~vi 6= 0, for i 2 [h : h + s] and wi 2 V j(i) 1j(i) 1 , ~wi 6= 0 for i 2 T such that f(vi) = vi 1
for i 2 [h+ 1 : h+ s] n T and f(vi) = vi 1 + wi for i 2 T .
Proof. Given vi 2 V j(i)i n (V j(i)i 1 + V j(i) 1i ), we have f(vi) 2 V j(i) 1i 1 but f(vi) =2 V j(i) 1i 2 and
f(vi) =2 V j(i) 2i 1 . Therefore let i 2 [h+ 1 : h+ s]: if i =2 T , then f(vi) =2 V j(i) 1i 2 + V j(i) 2i 1 and we
dene vi 1
:
= f(vi); if i 2 T we dene vi 1 2 V j(i 1)i 1 , wi 2 V j(i) 1j(i) 1 such that f(vi) = vi 1 + wi
and obviously vi 1 =2 V j(i 1)i 2 + V j(i 1) 1i 1 and wi =2 V j(i) 1j(i) 2 + V
j(i) 2
j(i) 1 . By recurrence, one denes
vi 2 V j(i)i n (V j(i)i 1 + V j(i) 1i ) for h  i  h + s and wi 2 V j(i) 1j(i) 1 n (V
j(i) 1
j(i) 2 + V
j(i) 2
j(i) 1 ) for i 2 T
(notice that vh 2 Vh is a generator of V ).
Example 3.6 Following with the example 3.4, the next table shows the "place" of the vectors
vi; wi above:
10 v10
9 v9
8 v8 w10
7 v7
6 v6 w9
5 v5
4
3 w7
2
1
0 1 2 3 4 5 6 7 8 9
8Theorem 3.7 Let f 2 End(E) be nilpotent, and V  E; dim(V ) = h; be a monogenic Jordan
dense f -invariant subspace having marked and perturbation indices s; j1; j2; : : : ; js. Then there
is a basis of E adapted to V such that the matrix of f in this basis is:
diag(Nh; Ns; Nj(i1) 1; : : : ; Nj(it) 1) +M
where i1 > i2 >    > it are the indices in T (see lemma 3.5); J0 = h+ s , Jl = Jl 1 + j(il)  1
for 1  l  t; and M is a matrix whose the only non-zero entries are ones in the (1; J0); (J0 +
1; J0 + h+ 1  i1); : : : ; (Jt 1 + 1; J0 + h+ 1  it) positions. In particular, V is generated by the
rst vector of the basis.
Proof.
Such a basis is given by:
 For 1  i  h, ei := f i 1(vh) (it is a Jordan basis of V ),
 for h < i  h+ s, ei := vJ0+h+1 i,
 For 1  l  t; 1  i  j(il)  1, eJl 1+i := f i 1(wil).
Notice that dim(E) = Jt = h+ s+
P
1lt j(il)  t.
Corollary 3.8 Let f 2 End(E) be nilpotent. Two invariant monogenic subspaces V; V 0  E
are equivalent if and only if dim(V ) = dim(V 0) and they have the same marked and perturbation
indices.
Example 3.9 Following with the example in 3.4 and 3.6, in the basis:
 v5; f(v5); : : : ; f4(v5),
 v10; v9; v8; v7; v6,
 w10; f(w10); : : : ; f7(w10),
 w9; f(w9); : : : ; f5(w9),
 w7; f(w7); f2(w7),
the subspace V is generated by v5, and the matrix is:
90BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
0 0 0 0 0 1
1 0
1 0
1 0
1 0
0
1 0
1 0
1 0
1 0
1 0 0 0 0 0
1 0
1 0
1 0
1 0
1 0
1 0
1 0
0 1 0 0 0 0
1 0
1 0
1 0
1 0
1 0
0 0 0 1 0 0
1 0
1 0
1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
Remark 3.10 Notice that the matrices obtained in theorem 3.7 are a particular case of the
miniversal deformation of a marked matrix obtained in [3]. Indeed, s determines the central
marked matrix and j1; j2; : : : ; js determine the non-zero miniversal parameters.
Denition 3.11 The matrix in theorem 3.7 will be called the marked perturbed (MP) reduced
form of f .
The marked and perturbation indices can be computed by means of standard algebraic algo-
rithms:
Proposition 3.12 Let f 2 End(E) be nilpotent, and V  E; dim(V ) = h; be a monogenic
Jordan dense f-invariant subspace having marked and perturbation indices s; j1; j2; : : : ; js and
i1 > i2 >    > it are the indices in T (see lemma 3.5).
Then there is a Jordan basis of E such that the matrix of f in this basis is diag(Nh+s; Nj(i1) 1; : : : ; Nj(it) 1)
and the matrix of the components of a generator of V is (E0; E1; : : : ; Et) where E0 2 C(h+s)1,
El 2 C(j(il) 1)1; 1  l  t are zero matrices with one 1 in the rows s+1 and il h respectively.
Proof.
A Jordan basis is given by
 For 1  i  h+ s, ei := f i 1(vh+s),
10
 For 1  l  t; 1  i  j(il)  1, eJl 1+i :=  f i 1(wil).
In this basis the generator of V , vh has the expression vh = f
s(e1) +
P
1lt f
il h 1(eJl 1+1).
Example 3.13 Following with the example in 3.4, 3.6 and 3.9, in the Jordan basis:
 v10 ! v9+w10 ! v8+w9+f(w10)! v7+f(w9)+f2(w10)! v6+w7+f2(w9)+f3(w10)!
v5+ f(w7) + f
3(w9) + f
4(w10)! f(v5) + f2(w7) + f4(w9) + f5(w10)! f2(v5) + f5(w9) +
f6(w10)! f3(v5) + f7(w10)! f4(v5),
  w10 !  f(w10)!    !  f7(w10),
  w9 !  f(w9)!    !  f5(w9),
  w7 !  f(w7)!  f2(w7),
the matrices of f and of the generator v5 of V are respectively:0BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
0
1 0
1 0
1 0
1 0
1 0
1 0
1 0
1 0
1 0
0
1 0
1 0
1 0
1 0
1 0
1 0
1 0
0
1 0
1 0
1 0
1 0
1 0
0
1 0
1 0
1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
;
0BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
0
0
0
0
0
1
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
1
0
0
0
1
0
1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
Corollary 3.14 Let f 2 End(E) be nilpotent,there are so many classes of monogenic invariants
subspaces as sequences of pairs of Jordan blocks and rows in them such their sizes and rows form
strictly decreasing sequences, the rst one with successive dierences more than one.
Proof. In proposition 3.12 we have seen that the sequences of the sizes of Jordan blocks and the
rows are s+ h; j(i1)  1; : : : ; j(it)  1 and s+1; i1   h; : : : ; it   h respectively and they keep the
required conditions.
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Proposition 3.15 Let f 2 End(E) be nilpotent, u 2 E and V = [u; f(u); : : : ; fn 1(u)]; dim(V ) =
h. Being dq
:
= maxfk 2 [0 : m  1] : f q(u) 2 Im(fk)g for 0  q < h , usually called the deep of
f q(u) (notice that dq+1   dq  1), we consider R := f0g [ fq 2 [1 : h  1] : dq   dq 1 > 1g. Let
q0 > q1 >    > qr = 0 be the indices in R.
Then, the marked and perturbation indices of V are given by:
 t = r and il = dql   ql + h+ 1 for l 2 [1 : t] (see lemma 3.5 and theorem 3.7),
 j(il) = il + ql 1   h for l 2 [1 : t],
 s = dq0   q0,
 j(i) = j(i  1) + 1 if i =2 T .
Proof. Obviously, the deep of f q(u) and of f q(vh) dened in proposition 3.1 are the same for
every q. The expression of vh in proposition 3.12 shows that the deep of successive images
increases more than 1 when the exponent is j(il)   il + h for t  l  1 (so, r = t). Then
we dene ql 1
:
= j(il)   il + h for 1  l  t   1 and the corresponding deep will be the sum
dql = (il   h  1) + ql and dq0 = s+ q0.
Finally, the denition of T in proposition 3.12 implies that j(i) = j(i  1) + 1 if i =2 T .
Example 3.16 Following with the example in 3.4, 3.6, 3.9 and 3.13; if A and b are the matrices
of the endomorphism and the generator in some basis respectively, we organize the next table of
the ranks of (Ak; Aqb) that we must compute in this case:
b Ab A2b A3b A4b A5b = 0
A 23 23
A2 20 19
A3 16 15
A4 12 12
A5 9 9
A6 7 6
A7 4 4
A8 3 2
A9 1 1
A10 1 0
rank(A4b) = 1 implies that h = 5 and
q d il = dql   ql + 6 j(il) = il + ql 1   5
0 1 q3 = 0 7 4
1 2
2 5 q2 = 2 9 7
3 7 q1 = 3 10 9
4 9 q0 = 4 s = dq0   q0 = 5
12
4 The canonical J-form of a vector
Proposition 3.12 can be reformulated as follows: given a xed endomorphism, for each vector v
one can select a Jordan basis for f in such a way that the coordinates of v become as simple as
possible. In other words, one has canonical coordinates of v among those for Jordan bases of f .
Let us precise these ideas.
Denition 4.1 Given a xed f 2 End(E) and its Jordan matrix J , two vectors v; v0 2 E are
called f -equivalent (or J-equivalent) if there is ' 2 Aut(E) such that ' 1  f ' = f; f(v) = v0.
Equivalently, if there is S 2Mn(C) non-singular such that:
S 1JS = J; S 1v = v0:
It is obvious that:
Lemma 4.2 In the above conditions, the vectors v; v0 are f-equivalent if and only if the f-
invariant subspaces V = [v; f(v); : : : ; fn 1(v)] and V 0 = [v0; f(v0); : : : ; fn 1(v0)] are f -equivalent.
Hence, we can reformulate proposition 3.12 as follows:
Corollary 4.3 Let f 2 End(E), J be its Jordan matrix and v 2 E. Assume that the mono-
genic f-invariant subspace V = [v; f(v); : : : ; fn 1(v)] is Jordan dense and let s; j1; j2; : : : ; js and
i1 > i2 >    > it as in proposition 3.12. Then the components (E0; E1; : : : ; Et) are canonical
representative of v with regard to the f-equivalence. If V is not Jordan dense, it suces to add
zero components for the complementary Jordan chains.
Clearly, two vectors v; v0 are f-equivalent if and only if they have the same f -representative
above.
Denition 4.4 In the conditions of the above corollary, the f-representative of v there will be
called its canonical f -form (or J-form)
Example 4.5 In example 3.13 the column matrix is the canonical J-form of the generator v5
of V .
Remark 4.6 The canonical f -form for a vector v can be sketched as follows:
1
1
1
1
13
where the columns mean Jordan chains and the only non-zero components are placed in cells
s + 1; i1   h; : : : ; it   h counting from the top (deep plus one). Notice that the dimension of
V = [v; f(v); : : : ; fn 1(v)] is given by the highest non-zero component.
These possible placements are determined by the following rules:
 Non consecutive in chains having the same length or diering in 1.
 The heights and deeps must be decreasing .
These rules allow to list all possible f-classes.
5 Application to control and bimodal systems
The results of section 4 can be reformulated from the point of view of control systems, giving a
canonical form of uniparametric non-controllable linear control systems, with regard to changes
of basis in the state variables.
As a second application, we improve the reduced form in [4] for a bimodal continuous linear
piecewise dynamical system, with regard to changes of basis which preserve the separating
hyperplane.
We recall that a linear control system is given by
_x(t) = Ax(t) +Bu(t); A 2Mn(R); B 2Mnp(R)
where x(t) 2 Rn; u(t) 2 Rp are respectively the state and control variables. A change of basis
x = S 1x in the state space transforms the above equation into
_x(t) = (S 1AS)x(t) + (S 1B)u(t):
Canonical forms in this sense have been obtained ([10]) for controllable systems, that is to say,
when rank(B;AB;A2B; : : : ; An 1B) = n. The above corollary 4.3 gives an alternative canonical
form for uniparametric systems (that is, p = 1), non necessarily controllable, which we will call
its J-canonical form.
Corollary 5.1 Let us consider the linear control system
_x(t) = Ax(t) + bu(t); A 2Mn(R); b 2 R:
There is a change of basis x = S 1x in the state space such that the equation is transformed in
the following canonical form
_x(t) = J x(t) + S 1bu(t);
where J is the Jordan form of A and S 1b is the canonical J-form of b. We will refer to it as
the J-canonical form of a uniparametric control linear system.
Example 5.2 The matrices in example 3.13 can be viewed as the canonical J-form of an uni-
parametric control linear system.
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The following alternative reduced form separates the controllable and uncontrollable parts:
Proposition 5.3 Let f 2 End(E) be nilpotent, and V  E; dim(V ) = h; be a monogenic
Jordan dense f-invariant subspace having marked and perturbation indices s; j1; j2; : : : ; js, P
:
=
fh+sg[fi 2 [h+1 : h+s 1] : i+1 2 Tg (see lemma 3.5 and notice that card(P ) = card(T )+1).
If we denote by r1 > r2 >    > rt+1 the indices in P and we dene K0 = h;Kq = Kq 1 + j(rq)
for 1  q  t+1, there is a basis of E in which the matrix of f is diag(Nh; Nj(r1); : : : ; Nj(rt+1)+F
where F is a zero matrix with ones in the (1;Kq 1 + rq   h) position for 1  q  t+ 1.
Proof.
Such a basis is:
1. For 1  i  h, ei := f i 1(vh) (it is a Jordan basis of V ),
2. For 1  q  t+ 1,
 eKq 1+i := f i 1(vrq) if 1  i  rq   h,
 eKq 1+rq h+1 := f rq h(vrq)  vh if rq   h < j(rq)
 eKq 1+i := f i rq+h 1(eKq 1+rq h+1)) if rq   h+ 1 < i  j(rq).
Example 5.4 Following with the example in 3.4, 3.6, 3.9 and 3.13, in the basis:
 v5; f(v5); : : : ; f4(v5),
 v10 ! v9 + w10 ! v8 + w9 + f(w10) ! v7 + f(w9) + f2(w10) ! v6 + w7 + f2(w9) +
f3(w10); f(w7) + f
3(w9) + f
4(w10) ! f2(w7) + f4(w9) + f5(w10) ! f5(w9) + f6(w10) !
f7(w10),
 v9 ! v8+w9 ! v7+f(w9)! v6+w7+f2(w9); f(w7)+f3(w9)! f2(w7)+f4(w9)! f5(w9),
 v8 ! v7 ! v6 + w7; f(w7)! f2(w7),
 v6,
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the matrices of f and of the components of a generator of V , v5) are respectively:0BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 1
1 0
1 0
1 0
1 0
0
1 0
1 0
1 0
1 0
1 0
1 0
1 0
1 0
0
1 0
1 0
1 0
1 0
1 0
1 0
0
1 0
1 0
1 0
1 0
0
1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
;
0BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
Finally, we apply corollary 5.1 to improve the reduced forms in [4] for a bimodal continuous
linear dynamical system. We recall that such systems are given by
_x(t) = A1x(t) + b ifx1  0
_x(t) = A2x(t) + b ifx1  0 where A1; A2 2Mn(R) and b 2Mn1(R).
A change of basis x = S 1x is called admissible if the hyperplanes x1 = k are preserved, that is
to say, if
S =

1 0
U T

; T 2 Gln 1(R):
In [4] one proves that there exists an admissible change of basis such that
S 1A1S =

K1 0
A1 J

; S 1A2S =

K2 0
A2 J

where
K1 =
0BBBB@
a1 1 0 : : : 0 0
a2 0 1 : : : 0 0
: : : : : : : : : : : : : : :
ar 1 0 0 : : : 0 1
ar 0 0 : : : 0 0
1CCCCA ; K2 =
0BBBB@
1 1 0 : : : 0 0
2 0 1 : : : 0 0
: : : : : : : : : : : : : : :
r 1 0 0 : : : 0 1
r 0 0 : : : 0 0
1CCCCA
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A1 =
0@ ar+1 0 0 : : : 0 0: : : : : : : : : : : : : : :
an 0 0 : : : 0 0
1A ; A2 =
0@ r+1 0 0 : : : 0 0: : : : : : : : : : : : : : :
n 0 0 : : : 0 0
1A
and
J 2Mn r(C) is a Jordan matrix, whereas non reduction is achieved for b:
(S 1b)t = (b1 b2 : : : bn):
The above results allow us to improve this reduced form for the bimodal system:
Corollary 5.5 In the above conditions, there is an admissible change of basis
S0 =

I 0
0 Q

; Q 2 Gln r(C)
such that
Q 1(br+1 : : : bn)t
is the J-canonical form of (br+1 : : : bn)
t.
It makes easier, for example, to apply the criteria in [4] for the controllability of the bimodal
system.
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