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Abstract
In the not too distant future, a permanent lunar space settlement may become a
reality with humanity quickly reaching the level of technology needed to achieve such
a feat. As part of this, reliable and efficient power generation is needed to sustain the
life support systems and other electrical appliances needed to operate the settlement.
Concentrated solar power (CSP) with thermal energy storage is a technology that
is able to meet this need. Along with this, an efficient and cost effective heat
engine needs to be developed to convert the thermal energy into electricity. It is
important to note that the thermal boundary conditions explored by this thesis are
vastly different to that of terrestrial applications (no convection heat losses, low sink
temperatures, heightened radiative losses). This results in vastly different results
when compared to Earth-based thermodynamic cycles.
To aid in the creation of this cycle, a UQ developed cycle analysis program was
employed that allowed cycles to be constructed in a piecewise fashion and connect
them together to form the cycle. Six cycles were created and optimised includ-
ing: simple Brayton, simple Rankine, recuperative Brayton, recompression Brayton,
Rankine with reheat and combined Brayton and Rankine cycles. Literature reviews
were conducted to investigate the reasonable thermal boundary conditions such as
source and sink temperatures.
It was found that the optimal cycle consisted of a combined Brayton and Rankine
cycle operating with a nitrogen working fluid for both cycles. This maintained a
split ratio (ratio of Brayton to Rankine mass flow rate) of 2. It also maintained a
Brayton pressure ratio of 2 and a combined Rankine pressure ratio of 14. This was
further split between the high and low pressure turbines with pressure ratios of 2
and 7 respectively. This was capable of achieving a thermal efficiency of 77.2 % and
a plant cost of approximately $19000/kW.
A comparison was also made to solar photovoltaics in terms of conversion effi-
ciency. It was discovered that using conservative values CSP could achieve a conver-
sion efficiency of 21% whereas solar photovoltaics could achieve 32%. A literature
search revealed more appropriate values and, using these values, a CSP conversion
efficiency of 38% was calculated. It was thus concluded that CSP is competitive
with solar photovoltaics in terms of conversion efficiency and is worthy of future
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consideration for use within a permanent lunar settlement.
Recommendations were made to reduce the influence of the drawbacks that this
study encountered. This included dedicated studies into the costs surrounding the
heat sink as this was an important unknown whose effect was not able to be quanti-
fied. The uncertainty in the cost of components was also another issue that affected
the results of the study with potentially inaccurate cost models used for heat engine
components. It was recommended that further studies approach industry for more
detailed cost estimates of the equipment used for the power plant.
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Chapter 1
Introduction
Since the dawn of the space era, energy generation in space has been touted as
one of the major challenges in space exploration. Mankind is rapidly reaching a
level of technology that brings a permanent human space settlement into the realm
of possibility. In order to accomplish this, however, access to affordable, reliable
and abundant energy is needed [14]. Historically, nuclear power, batteries or a
combination of the two have been used to provide a steady power source during
space missions, however these suffer from some major drawbacks that limit their
effectiveness in a permanent space settlement. Both options suffer from degradation
of performance over time and are typically high mass, increasing transport costs.
Concentrated solar power (CSP) is an emerging technology that is reaching tech-
nological maturity on Earth with over 10 GW worth of CSP projects in development,
as of December 2015 [15]. CSP offers a number of advantages over conventional space
power generation systems including: the ability to be partially constructed of in-situ
resources; efficient power cycle operation due to extreme temperature ranges; and
potential for heat pump operation or combined heat and power operation.
Reliable, efficient and cost-effective power generation will serve as the cornerstone
for a permanent lunar space settlement as the life support systems and other essential
equipment will likely rely upon electricity in order to function. Such a settlement
would not be possible without the selection and design of an appropriate power
system. It is thus of utmost importance that the correct power system be chosen
and the system well optimised for the operating conditions of the lunar surface.
The lunar surface, and space in general, provides a unique type of environment
for power generation. The low temperatures provide a near-ideal heat sink meaning
Carnot efficiencies for heat engines can be over 90% in some circumstances. This
greatly enhances heat engine operation and improves the competitiveness of ther-
mal power plants versus non-thermal sources such as photovoltaics, which are not
constrained by the Carnot efficiency. The lunar surface is also mostly devoid of
an atmosphere, eliminating the possibility of convection heat losses throughout the
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system and improving thermal power plant performance. Radiation losses, however,
are enhanced meaning effective insulation and other radiative heat loss controls are
important for effective operation of the power plant. In addition, the area required
for a solar field is expected to be up to 8 times less than that of Earth-based sys-
tems. [16] [17] Space-based solar systems are also expected to be much more robust
due to the lack of corrosion and extreme weather events such as earthquakes and
thunderstorms. This provides a strong case for the selection of concentrated solar
power as a power source for the lunar settlement.
1.1 Goals and Objectives
This thesis aims to investigate the feasibility of utilising a CSP plant for lunar
operation in the context of supplying electricity to a permanent human settlement.
A plant size of 100 kW was chosen, however it was aimed for the plant to be modular
in nature, making scaling of the total plant straightforward. In particular, this will
focus on the investigation of the heat engine with supplementary references given
to the other subsystems, namely heat concentration and receivers, thermal storage
and heat rejection [18] [19] [20] [21]. It is aimed to determine the optimal cycle
architecture (e.g, Rankine, Brayton, etc) and working fluid combination along with
cycle operating parameters to maximise the effectiveness of the CSP plant. This will
include investigations and discussions around the cost of heat engine components
and factor this into the selection of the optimal cycle. Along with this, it is aimed to
deliver a working computational model that accurately simulates the proposed cycle
performance and develop cost models that gives an order of magnitude estimation
on both the heat engine cost and the total CSP plant cost as a whole. This will
allow others to further develop the work contained within this thesis.
The primary goals and objectives of the thesis are summarised in the list below:
• Develop and optimise a cycle architecture and working fluid combination for
use within a lunar environment according to an economic model.
• From the optimised cycle model, determine if CSP is feasible for use in a lunar
settlement.
• Develop a corresponding cycle model that can be expanded upon and used in
future studies.
These goals and objectives will be completed through the following tasks.
• Develop relevant performance metrics that allow cycles to be compared to one
another.
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• Using performance metrics, optimise each chosen cycle architecture in terms
of working fluid and cycle operating parameters.
• Compare and contrast optimal cycles and select the cycle that performs the
best, according to the performance metrics.
1.2 Scope
Due to the relative size and open-endedness of the research topic, some restrictions
and assumptions need to be placed in order to properly focus the project. Topics
that are included and excluded in the scope of this thesis are outlined in Table 1.1.
In scope Out of scope
Research and discussion of potential
cycle architectures
Design and optimisation of the solar field
and receiver
Modelling, optimisation and critical
analysis of relevant cycle architectures
and working fluid pairings
Detailed modelling of the lunar
atmosphere and geography
Development and implementation of cost
models for heat engine components
Design and optimisation of the heat
rejection system
Basic implementation of cost models for
other CSP plant components (e.g solar
field, thermal storage)
Detailed component design (heat
exchanger optimisation, turbomachinery
design)
Generation of relevant simulation code
and associated data
Detailed analysis of construction methods
Detailed mass estimations for
components
Considerations regarding backup power
sources and plant reliability
Loss of working fluid through permeation
and subsequent refilling procedures
Table 1.1: In scope and out of scope topics for this thesis.
1.3 Overview of thesis structure
Beginning with the literature review, the following chapters detail the results of this
thesis. The literature review details the previous work completed in this space and
provides a detailed analysis on CSP plants, different cycle architectures and working
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fluids, and possible viable methods of increasing thermal efficiencies of these different
cycles. Along with this, CSP field and receiver design is also discussed. Following
this, the methodology used to generate the results and the principles behind design
decisions will be outlined. Succeeding the methodology, the results of the design
and optimisation will be presented along with a critical analysis of the results. This
will include a qualitative error analysis and make recommendations as to where the
simulation could be improved and how the overall design process can be improved
in future studies. Comparisons between each cycle’s optima will be performed with
critical discussion based around this. Along with this, a recommendation will also
be made on the optimal cycle architecture and working fluid combination. The over-
arching trends and a comparison to typical photovoltaic efficiencies is also provided.
Chapter 2
Literature review / prior art
2.1 General background
The development of a permanent human space settlement requires the design and
implementation of a reliable and cost effective power system in order to sustain life
support systems and other essential functions in the settlement. The Moon poses
a significant challenge to power system design due to its long day/night cycle and
lack of significant resources and infrastructure to perform in-situ construction.
The lunar day is the equivalent of an Earth month (30 days) roughly [22] which
means that the Moon exists in darkness for approximately 2 weeks at a time. This
creates a challenge for solar power, in that, power storage systems need to be de-
signed to last for weeks at a time rather than the typical 8-24 hours for Earth-based
systems. This results in a significantly larger storage system which impacts financial
viability due to its increased cost and mass.
The lack of significant resources also poses a substantial challenge since the
power plant will not be able to be constructed of entirely local resources and will
require materials to be transported from the Earth’s surface. It is likely that these
transport costs will constitute the vast majority of the total cost of the plant. These
greatly exacerbates the cost of the plant and has the potential to affect the financial
viability of the plant. It can thus be said that the mass of the plant is an important
consideration in the final plant design. For the purpose of this thesis, it is assumed
that the plant specific cost has a trend that is representative of the transport costs.
This means that plant specific costs and transport costs scale with one another.
This allows for the optimisation of the plant specific cost only without consideration
of the transport costs. Further studies should be done to address mass estimation
of the plant and perform calculations surrounding the transport costs.
5
6 CHAPTER 2. LITERATURE REVIEW / PRIOR ART
2.2 Prior art on space power
The favourable sink temperatures of space have made the topic of space-based power
popular in the past with several studies being conducted investigating the feasibility
of power generation in space. A paper written by Climent et al, 2014 [23] investigated
heat storage and power generation on the lunar surface during the night. This
involved the study of two seperate types of heat storage using a thermal Wadi or a
thermal energy storage system. This could later by used to drive a heat engine in
order to generate electricity to sustain life support systems. After analysis regarding
the sizing of the components and the expected temperatures, it was concluded that
the Wadi concept was not able to generate sufficient temperatures to efficiently run
a heat engine during the lunar night while the thermal storage system was. It
should be noted that, in this study, Stirling engines were the chosen heat engine
architecture.
A study by NASA written in 1986 [24] investigated the usage of solar powered
Brayton cycles for power generation in space. These power generation units var-
ied in size from 10s of kilowatts up to 100s of megawatts. The paper discusses
options for energy storage media through to designs and materials of the required
turbomachinery. Some benefits of the Brayton cycle over the Rankine cycle are also
discussed. It was concluded that solar-based Brayton cycle power plants would be
an effective choice from approximately 75 - 300 kW of electrical power. The Bray-
ton cycle was also cited to have significant advantages over the Rankine cycle such
as the ability for the gas pressure to be set independent of the temperature. This
makes the Rankine cycle sensitive to changes in operating temperature whereas the
Brayton cycle is more robust in this department.
2.3 Alternatives to concentrated solar power
Alternatives to concentrated solar power exist in the form of photovoltaics as well
as nuclear power. In the past, space missions were primarily powered by photo-
voltaic cells but alternatives are becoming more popular as the length and power
requirement for space missions increases. A paper written by NASA in 1986 [24]
compared the feasibility of solar based Brayton cycles with nuclear based Brayton
cycles for applications in space and lunar operation. A conceptual design for both
the solar and nuclear plants were designed with considerations given to the required
turbomachinery design for each power plant. The author concluded that the so-
lar powered plant would be better suited to small-scale applications (less than 300
kW of electrical power) whereas nuclear sources would be better suited to larger
scale applications with the potential for high temperature nuclear power plants to
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reach an electrical power output of hundreds of megawatts. It was recognised that
concentrated solar power was highly modular and cost effective at low power levels
whereas nuclear posed significant advantages at higher power levels due to the sim-
plified design and requirement for only one power source rather than hundreds of
heliostats.
Another study performed by NASA in 1988 [25] looked at the feasibility and con-
ceptual design of a lunar space settlement. In the process of doing this, a comparison
between solar thermal and photovoltaics was made with the primary parameter of
interest being the total mass of the plant when sized for a 100 kW output. It was
concluded that the photovoltaic option would have less mass by approximately 38
tonnes. The photovoltaics option was estimated at 49 tonnes while the solar ther-
mal option was approximated at 87 tonnes. It was therefore recommended that the
photovoltaic option be implemented. It should be noted that developments within
the solar thermal field have rapidly improved since this study was conducted, thus
it is worthy to revisit this topic in future studies.
A paper written by Lior, 2001 [26] investigated the viability of space-based power
for use in terrestrial applications. This means that power would be generated in
space and transmitted back to Earth for use by consumers on the surface. Aspects
such as technical feasibility, safety, cost competitiveness and environmental impact
were all taken into account in this report. Nuclear sources as well as photovoltaics
and solar thermal options were considered and it was concluded that all potential
sources are viable and offer unique advantages and disadvantages in space. As
expected, transport costs to orbit and beyond were the primary limiting factor with
it currently deemed unfeasible to construct such a power plant at this time due
to the exorbitant transport costs. At the time of writing the paper, Lior quoted
figures of approximately $20000/kg for most current systems to lift an object to low
Earth orbit. It was written that this figure would need to decrease to $100-200/kg
to make the project cost-competitive with terrestrial power generation. Applying
current rates and technology, the cost of electricity from the space power station was
estimated to be approximately $35/kWh whereas current terrestrial power plants
are able to achieve costs of $0.05-0.08/kWh. It was concluded that a 700 fold
decrease in the cost would need to be achieved before the system could be viable in
a widespread fashion; although it was noted that these costs could be lower if high
cost areas could be targeted.
2.4 Lunar operating parameters
Due to the lack of a sufficient insulating atmosphere on the Moon, the lunar environ-
ment is subject to large temperatures fluctuations throughout the day-night cycle.
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Studies have been completed in the past, analysing the lunar surface and modelling
the temperature fluctuations as a function of time and location. Lunar surface tem-
peratures were first directly measured during the Apollo 15 space mission where
astronauts conducted a heatflow experiment on the Moon’s surface. A summary of
the results of this experiment were later published in a paper by Langseth, 1977 [27].
The experiment measured a maximum lunar surface temperature of 374 K with a
minimum of 92 K over the 4.5 years that the experiment was conducted.
A paper published by Stern, 1999 [22] investigated the lunar atmosphere and
described the physical processes taking place within it. It was concluded that the
average length of a lunar day was 29.53 Earth days. The average temperature on
the sunlit side of the Moon was 380 K while the temperature dropped to 120 K on
the dark side of the Moon.
These temperature measurements were expanded upon in a paper by Park and
Sunanda, 2008 [28]. This paper investigated mean, maximum and minimum tem-
peratures at a variety of latitudes on the Moon’s surface. A summary of the findings
are shown in Table 2.1.
Table 2.1: Representative lunar surface temperature at various locations.
Lunar surface temper-
atures
Equatorial 85◦N
Mean (K) 220 130
Minimum (K) 100 70
Maximum (K) 390 230
More recently, the lunar surface temperatures were measured by the Diviner
Lunar Radiometer Experiment. The results of this analysis were published in a paper
by Williams et al, 2017 [29]. It was concluded that equatorial surface temperatures
can vary between a maximum of 387-397 K to a minimum of 95 K, occurring just
before sunrise. It was also found that the geography of the land results in the
creation of local hot and cool zones that can have temperature variations of 50 K
or greater.
It can be seen that the surface temperatures vary wildly throughout the lunar
day and are also dependent on the geographic location (latitude). From an efficiency
perspective, it is desirable to construct the power plant at the lunar poles due to the
much lower mean temperatures. Constructing the power plant at these locations
brings its own set of challenges, however, due to difficulties regarding life support
systems [30].
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2.5 Concentrated Solar Power plants
CSP plants utilise a field of large mirrors known as heliostats that track the Sun’s
movement throughout the day, reflecting light to a receiver which acts to heat a
working fluid. These plants typically comprise a concentrator field, which serves
to focus the Sun’s light to a receiver. Three different concentrator designs have
become prevalent since CSP’s implementation: parabolic trough, central receiver
and parabolic dish.
2.5.1 Parabolic trough collectors
Parabolic trough designs utilise one-axis solar tracking, highly reflective linear panels
which serve to reflect and concentrate the Sun’s light to an overhead tube, containing
the working fluid (see Figure 2.1).
Figure 2.1: Serial parabolic
trough collectors [1].
The panels used are of parabolic shape and are
able to be angled in one axis to better focus the
Sun’s light.
Geyer et al, 2002 [31] developed a new high
performance parabolic solar collector. Tests con-
ducted on the solar collector concluded that us-
ing an optical concentration ratio of 82:1, work-
ing fluid temperatures of approximately 500◦C
could be achieved.
A paper developed by Risi et al, 2013 [32]
focused on the development of a high tempera-
ture parabolic trough collector using gas-phase
nanofluids. Using this technology, solar to ther-
mal efficiencies of 62.5% were able to be achieved which led to a nanofluid outlet
temperature of 650◦C (923 K).
2.5.2 Central receiver
Central tower receivers utilise two-axis tracking heliostats to track solar movement
using elevation and azimuth angles and focus/reflect the Sun’s light to a central
receiver mounted atop a large tower. These heliostats are usually positioned in con-
centric rings around the central tower and transfer energy optically (see Figure 2.2).
Central tower configurations provide much higher concentration ratios and hence,
can obtain much higher receiver exit temperatures than that of parabolic trough col-
lectors. They are also highly modular as extra heliostats can be added to the plant
at a later time in an effort to improve plant performance. These advantages would
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prove useful in a lunar environment, due to the high Carnot efficiency achieved with
high working fluid temperatures as well as the ability to add additional heliostats
over time, if required.
A paper by Karni et al, 1997 [33] discusses the application of a high-pressure,
high-temperature receiver for use in a central tower CSP plant. Through the de-
sign process, a volumetric windowed cavity receiver was developed that was able to
generate working fluid exit temperatures of up to 1300◦C (1573 K).
Papers published by Kribus et al, 1999 [34] and Kribus et al, 2000 [35] inves-
tigate the feasibility of a high temperature, multistage solar thermal receiver and
discusses the effects of emission and convection losses. Experimental tests were
conducted using the solar receiver with air as a working fluid. It was found in
the 1999 paper that air exit temperatures of up to 1000◦C (1273 K) were feasible
while the 2000 paper recorded air exit temperatures of up to 1200◦C (1473 K).
Figure 2.2: Central tower CSP
plant [2]
Romero et al, 2002 [36] provided an overview
of central tower solar receivers and provides ap-
proximate working fluid temperatures that can
be expected from recent developments in the
solar energy field. It was found that working
fluid temperatures on the order of 1000◦C (1273
K) could be expected using technology found in
2002.
European Commission, 2005 [37] collated a
number of experimental results of central tower
solar receiver working fluid temperatures, using
a number of different receivers. As part of the REFOS project, working fluid tem-
peratures of up to 800◦C (1073 K) were experienced, while they claim that the
SOLGATE receiver can operate with temperatures up to 1000◦C (1273 K).
A paper by Liu et al, 2016 [12] provided a review of CSP plants and gave insight
into new developments in the high temperature thermal energy storage field. It
should be noted that this was primarily a review on operating plants (experimental
or commercial). It was concluded that the range of receiver exit temperatures was
between 290 - 585◦C (573 - 853 K).
A conference paper written by Mills and Ho, 2018 [38] used computational fluid
dynamics (CFD) modelling to model the receiver of a central tower CSP plant and
investigated the expected receiver output temperatures. It was concluded that it
was possible, with the developed receiver, to obtain outlet temperatures of between
750 - 775◦C (923 - 948 K).
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2.5.3 Parabolic dish
Parabolic dish collectors are a modular solar collection system, in which, a num-
ber of parabolic reflectors are used to concentrate solar radiation at the focal point
of the dish, heating a working fluid. Similar to heliostats used in central towers,
parabolic dishes are able to track the Sun’s movement in 2 axes, maximising so-
lar collection throughout the day. Parabolic dishes have the potential for greater
concentration ratios than solar towers and thus can achieve working fluid temper-
atures greater than that of both solar towers and parabolic troughs. Unlike other
collector configurations however, parabolic dish receivers are typically installed as
a collector and heat engine package, minimising size. This also makes them highly
modular [39]. An example of parabolic dish collectors is shown in Figure 2.3.
Figure 2.3: A parabolic dish solar
collector [3]
Along with solar towers, a paper written by
Liu et al, 2016 [12] also investigated typical op-
erating parameters of parabolic dish type solar
plants. It was found that, in practice, parabolic
dish receivers could operate with working fluid
temperatures of 550 - 750◦C (823 - 1023 K).
Another study conducted by Pitz-Paal et al,
1997 [40] investigated the design of an indirect
irradiation pressurised high-temperature cavity
receiver for use within solar-powered gas tur-
bines. Experiments were performed using the
design with air and helium working fluids. It
was found that the receiver could produce work-
ing fluid temperatures of up to 1335 K at a fluid
pressure of 500 kPa. A comparison of absorber
material properties was also performed to ex-
amine whether additional performance could be
gained from using more exotic absorber materials. The 1335 K temperatures were
generated using a silicon carbide (SiC) absorption material, however use of a sin-
tered alpha silicon carbide material (SSiC) permitted working fluid temperatures of
up to 1873 K.
2.6 Thermodynamic cycles
Thermodynamic cycles, in the form of heat engines, convert thermal energy to elec-
trical energy and are the most common method of generating electricity on Earth.
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As a result of the limited temperature range experienced on Earth, heat engines
are typically limited to Carnot efficiencies of approximately 60-70% [41], however
often obtain thermal efficiencies of around 40% [42]. Power cycles operating in space
would operate over a broader temperature range, allowing for Carnot efficiencies of
over 90%. Candidate cycle architectures are discussed in the following section.
2.6.1 Closed loop Brayton cycle
Closed loop Brayton cycles have been proposed as a possible power cycle to be used
in space generation. A schematic of the selected cycle configuration is shown in
Figure 2.4.
Figure 2.4: Schematic of a closed loop Brayton cycle [4].
A paper written by Garcia, 2012 [11] investigates the thermodynamic perfor-
mance of a variety of different cycles for use in lunar operation using in-situ re-
sources. It discusses the effects of differing overall cycle pressure ratio and turbine
inlet temperatures on the thermal efficiency and specific power of a closed loop
Brayton cycle operating with three different working fluids (helium, hydrogen and
argon). Turbine inlet temperatures of 1000K, 1250K and 1500K were considered
while the sink temperature was assumed to be 200 K. Increases in turbine inlet tem-
perature provided modest efficiency gains with a 250 K increase resulting in thermal
efficiency gains of approximately 2-3% for hydrogen and argon working fluids, with
mixed results being achieved for helium. Efficiency gains were present for helium,
however increasing the temperature beyond 1250 K did not prove useful with no
efficiency benefit being realised. For each turbine inlet temperature investigated, an
optimum pressure ratio could be established with middling ratios of between 15-30
performing the best for all considered working fluids. In general, higher turbine
inlet temperatures resulted in higher optimum pressure ratios, with a doubling of
the optimum pressure ratio occurring for argon (10 at 1000K, 20 at 1500 K).
Another paper written by Tarlecki et al, 2007 [43] performs an investigation
into the optimal power cycle for space power generation. Three cycle configurations
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were considered, namely Brayton, Ericsson and Rankine cycles with investigation
into regenerative and non-regenerative forms. This paper realises many of the same
results that are presented in Garcia, 2012, however some differences are apparent.
The paper discusses the importance of the heat sink and states that it is likely to
be the most expensive component therefore it is important to optimise the ratio
of net work to the required radiator area (labelled ψ in the paper). It was found
that this ratio was optimised close to the best efficiency point for a Brayton cycle
running with an argon working fluid between source and sink temperatures of 1500
K and 200 K, respectively. It was also found that the value of ψ for the closed loop
Brayton cycle was better than that of the other considered cycles. This was due to
the higher sink temperatures used for the evaluation of the Brayton cycle, meaning
heat is more readily transferred throughout the radiator. This allows for reduction
of the radiator size.
2.6.2 Regenerative closed loop Brayton cycle
The regenerative closed loop Brayton cycle improves the thermodynamic perfor-
mance of the standard Brayton cycle by the addition of a recuperator. This allows
for some heat recovery, reducing the heat lost in the heat sink, thus improving cycle
thermal efficiency. Figure 2.5 depicts a schematic representation of the considered
regenerative closed loop Brayton cycle.
Figure 2.5: Schematic of a regenerative closed loop Brayton cycle [5].
The paper by Garcia [11] also investigated the implementation of a regenerative
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closed loop Brayton cycle, specifically regarding the thermal efficiency and specific
power. The same three working fluids that were considered with the closed loop
Brayton cycle were also considered for the regenerative version (hydrogen, helium,
argon). It was concluded that the optimal cycle pressure ratio was highly dependent
on the working fluid, however, lower pressure ratios resulted in greater performance
(thermal efficiency and specific power). Adding regeneration to the Brayton cycle
increased thermal efficiency of the cycle by approximately 20%. Note that for cycle
evaluation, turbine inlet temperatures were set to 1500 K with sink temperatures
set to 200 K.
The paper by Tarlecki et al, 2007 [43] also investigated the feasibility of the
regenerative closed loop Brayton cycle in terms of cycle performance. It was con-
cluded that regeneration resulted in a thermal efficiency approximately 15% greater
than that of the non-regenerative cycle for each respective source temperature. The
optimal pressure ratio also greatly reduced by adding regeneration, reflecting the
results found in the report by Garcia. It should be noted that adding regeneration
results in a different trend in ψ than that of the non-regenerative variant. The
optimum pressure ratio for greatest thermal efficiency does not correlate with the
optimum pressure ratio for maximum ψ. For an argon working fluid operating be-
tween temperatures of 1500 K and 200 K, the thermal efficiency is maximum at a
cycle pressure ratio of 2, however for maximum ψ, the optimum pressure ratio is
approximately 15.
A paper written by NASA, 1988 [25] discussed the feasibility of a solar power
plant for a lunar base and investigated potential technology options. These options
included both photovoltaics as well as concentrated solar power. Of the concentrated
solar options, a Rankine, regenerative Brayton and a Stirling cycle were considered.
It was concluded, in the report, that photovoltaics were a better option for a lunar
power plant however concentrated solar options were not discarded and it was rec-
ommended that additional research be performed into the development of the solar
technology.
2.6.3 Recompression closed loop Brayton cycle
While the regenerative closed loop Brayton cycle greatly increases the thermal ef-
ficiency, the recuperator can often become saturated, greatly reducing the amount
of heat transfer that takes place within it. This can lead to poor performance. The
recompression closed loop Brayton cycle seeks to mitigate this issue by splitting the
recuperator into two parts: a high pressure and low pressure recuperator with heat
transfer taking place in both heat exchangers. This avoids the pinch point issue and
increases heat transfer. A schematic of the recompression closed loop Brayton cycle
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is shown in Figure 2.6.
Figure 2.6: Schematic of a recompression Brayton cycle [6].
A paper written by Deng et al, 2017 [6] discussed the effects of source temper-
ature and overall cycle pressure ratio on the net power generated and cycle exergy
efficiency of a super critical carbon dioxide recompression Brayton cycle. This was
conducted using multi-objective optimisation and it was concluded that increasing
the source temperature permitted an increase in cycle pressure ratio. It was also
discovered that the net power generated by the cycle was typically inversely propor-
tional to the exergy efficiency and thus a balance was required between efficiency
and net power. Using typical Earth-based sink temperatures, thermal efficiencies
of approximately 50% were quoted. It should be noted that this was based on a
turbine inlet temperature of 924 K with a cycle pressure ratio of 4.
Wang and He, 2017 [44] performed an optimisation of a supercritical carbon
dioxide recompression Brayton cycle for use in Earth-based solar power plants. This
was done on the basis of multi-variate optimisation using a genetic algorithm. The
parameters optimised included the low, intermediate and high pressures of the cycle,
the split ratio (ratio between low and high pressure mass flows) and the source
temperature. The source fluid considered was a molten salt mixture consisting of
60% sodium nitrate (NaNO3) and 40% potassium nitrate (KNO3). The objective of
the optimisation was to maximise the overall cycle exergy efficiency. It was found
that maximising the source temperature was desirable with the highest efficiency
originating from a cycle using a 565◦C source temperature. This corresponds to the
maximum temperature that the molten salt could be operated at. Optimal cycle
pressures existed at 22 MPa for high pressure, 8-10 MPa for low pressure and 15 MPa
for intermediate pressure. This corresponds to an optimal pressure ratio of between
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2 and 3. Optimal split ratio played a small role with the optimum value existing at
roughly 0.7. Combining these results lead to a total cycle exergy efficiency of 76%.
Another paper written by Dyreby et al, 2014 [45] investigated design considera-
tions for a recompression Brayton cycle operating with a supercritical carbon diox-
ide working fluid. Comparisons were also made between the recompression Brayton
cycle and the regenerative Brayton cycle. It was found that a reduction in sink tem-
perature or an increase in source temperature provided a net positive benefit with
regard to thermal efficiency. The optimal design consisted of a cycle with minimal
compressor inlet temperature, the greatest turbine inlet temperature and with suf-
ficiently large recuperators. Recuperator size played a large role in the performance
of the cycle, however it was concluded that some effects of recuperator undersizing
could be mitigated through an increase in high side pressure. It was mentioned
that the recompression cycle is not inherently more efficient than the regenerative
Brayton cycle and with properly sized recuperators, the regenerative cycle is likely
to be a more attractive option. Dyreby et al concluded that with sufficiently large
recuperators, the optimal split ratio is 0. The primary benefit is economic with
reductions in heat exchanger size which may lead to better cost competitiveness.
2.6.4 Rankine cycle
Rankine cycles are the most common method of power generation on Earth due to
its efficiency and ease of operation. They owe this efficiency to their isothermal heat
transfer and high pressure ratios, however some of this positive effect is traded off
as their turbine inlet temperatures are typically lower than that of Brayton cycles
(500-600◦C). A schematic of a Rankine cycle is shown in Figure 2.7.
The paper by Garcia, 2012 [11] also investigated the potential of an ultra-
supercritical Rankine cycle for space power generation. A number of different
turbine inlet temperatures were investigated using an argon working fluid. Con-
densation took place under quasi-critical condensation conditions which set the rest
of the parameters of the cycle. It was found that both thermal efficiency and spe-
cific power monotonically increased as turbine inlet temperature increased with a
maximum efficiency of 77.16% recorded with a turbine inlet temperature of 1500 K.
It was concluded that the Rankine cycle was able to supply 50% more specific work
that the regenerative closed loop Brayton cycle (469 kJ/kg vs 313kJ/kg). Although
a high thermal efficiency was achieved, other issues such as the extreme pressures
(> 400 bar) forbade the recommendation of the Rankine cycle.
The paper by Tarlecki et al, 2007 [43] also looked into the potential of a Rankine
cycle for the purpose of space power generation. It should be noted that the Rankine
cycle used in this paper was regenerative. The Rankine cycle was able to deliver
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Figure 2.7: Schematic and T-s diagram of a simple Rankine cycle [7]
the most efficient power generation with thermal efficiencies on the order of 78-85 %
with the Brayton and Ericsson cycles delivering 58-63 % and 69-74% respectively.
The Rankine cycle’s exergy efficiency was also greater than that of the Brayton and
Ericsson cycles. The primary drawback is the large radiator area needed for heat
rejection. With the considered working fluids, heat rejection took place at much
lower temperatures which significant hampers the effectiveness of the radiator. This
means that the Rankine cycle had a ψ value of 4% that of the Ericsson cycle and only
1% that of the Brayton cycle. Although no recommendations were made regarding
the optimal cycle, it can be said that the larger radiator area would have significant
economic drawbacks.
2.6.5 Rankine cycle with reheat
The thermal efficiency of the Rankine cycle can be improved through the substitution
of the single large turbine with two seperate smaller turbines, with a secondary
pass through the heat source taking place in between. Through optimisation of the
turbine pressure ratios, heat addition can take place at higher temperatures, leading
to an increase in thermal efficiency. A schematic of a Rankine cycle with reheat is
presented in Figure 2.8.
A paper written by Dincer and Al-Muslim, 2001 [46] investigated the effects
of design parameters (boiler pressure, source temperature, etc) on the energy and
exergy efficiency of a reheat Rankine cycle in terrestrial applications. It was found
that the parameter of greatest importance is the source temperature with a 200◦C
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Figure 2.8: Schematic and T-s diagram of a reheat Rankine cycle [8]
increase in source temperature being attributed to a 5% gain in thermal efficiency
over a wide range of cycle pressure ratios. A similar effect was also observed in
regards to exergy efficiency. Increases in cycle pressure ratio had a comparable effect
with lesser magnitude. A 50% increase in the boiler pressure (10 MPa to 15 MPa)
led to a thermal efficiency increase of approximately 2% over all source temperatures
considered. This same effect was also seen in exergy efficiency. Source temperature
and pressure ratio increases also led to an improvement in specific power as well
as a reduction in required heat input. It was therefore concluded that it is most
desirable to maximise both pressure ratio and source temperature with no optima
being located.
Tuo, 2013 [47] investigated the use of a transcritical Rankine cycle with a reheat
enchancement for a low grade heat source. Carbon dioxide was chosen as the working
fluid and the cycle was run at baseline conditions of a high side pressure of 12
MPa, source temperature of 90◦C, sink temperature of 20◦C and a low side pressure
of 5.7 MPa. The intermediate pressure, turbine inlet temperature and high side
pressure were varied and their effects on thermal efficiency and specific power were
observed. It was found that the intermediate pressure could be optimised with a
value of approximately 8.5 MPa being considered optimal. This corresponds to
a pressure ratio of around 1.5 in each turbine. High side pressure was also able
to be optimised with a high side pressure of 13 MPa giving the greatest thermal
efficiency. Increases in turbine inlet temperature always led to increases in thermal
efficiency with efficiency increasing from 7.5% to 9.5% with an increase in turbine
inlet temperature from 80◦C to 95◦C. It should also be noted that increasing the
2.6. THERMODYNAMIC CYCLES 19
turbine inlet temperature also led to a higher optimal high side pressure.
2.6.6 Combined cycle
The use of a combined cycle can improve the thermal efficiency of both the Bray-
ton and Rankine cycle by combining a Brayton top cycle with a Rankine bottom
cycle. This combines advantages of both cycles and improves thermal efficiency. A
schematic of a simple combined cycle is shown in Figure 2.9 with the schematic of
the considered combined cycle shown in Figure 2.10.
Figure 2.9: Schematic of a simple combined cycle. [9]
The paper by Garcia, 2012 [11] also investigated the effect of design parameters
on a combined cycle’s thermal efficiency and specific power. This was done using a
source temperature of 1500 K with a sink temperature of 200 K. It should also be
noted that the heat exchangers were sized to achieve a 40 K pinch point between
the topping Brayton cycle and the bottoming Rankine cycle. Helium, hydrogen
and argon working fluids were considered for the Brayton cycle while argon was
used for all Rankine cycles. It was concluded that low Brayton pressure ratios of
approximately 3 are optimum and yielded thermal efficiencies of around 76% for all
considered working fluids. The specific power of the combined cycle is the greatest
when utilising hydrogen as the working fluid. In the conclusion, Garcia disposes
of the combined cycle as a considered option as the specific weight (kg/kW) of the
cycle was deemed too great.
A paper written by Polyzakis et al, 2008 [48] investigated the optimisation of
variations of Brayton cycles (simple, intercooled, reheat, etc) on the thermal effi-
ciency of a combined cycle power plant. This was done by optimising the cycle
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Figure 2.10: Schematic of the combined cycle considered in this thesis.
pressure ratio/s to achieve maximum total thermal efficiency. It was concluded
that the optimum thermal efficiency for the combined cycle does not necessarily
correspond to the optimum thermal efficiency for the component cycles (Brayton,
Rankine). Earth-based temperatures were used in the conduction of this study and
typical component efficiencies were implemented. It was found that for simple Bray-
ton cycles running with an air working fluid, the optimum pressure ratio was on the
order of 16 which led to a thermal efficiency of approximately 50%. Splitting the
compressor in two and adding an intercooling stage meant that two pressure ratios
needed to be optimised (low pressure compressor, high pressure compressor). Doing
this led to an optimum pressure ratio of 1.25 in the low pressure compressor and
12.8 in the high pressure compressor for a total pressure ratio of 16. This led to an
increased thermal efficiency of 52%. Adding a secondary turbine and removing the
intercooler creates the reheat cycle. With optimisation, the reheat cycle was able to
generate a thermal efficiency of 54% using a low pressure compressor ratio of 12.25
and a high pressure compressor ratio of 4. This leads to an overall cycle pressure
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ratio of 49. Combining aspects of the intercooled and reheat cycles creates the inter-
cooled reheat Brayton cycle. After optimisation, it was found that the optimal low
pressure compressor ratio was 5 and the optimal high pressure compressor ratio was
12 for an overall pressure ratio of 60. This led to a final thermal efficiency of 51%.
It was therefore concluded that the reheat Brayton cycle was the best candidate
for use in a combined cycle due to the high turbine exit temperature which allowed
more waste heat to be added to the Rankine cycle. This caused a decrease in the
thermal efficiency of the Brayton cycle but significantly increased the efficiency of
the Rankine cycle.
Ameri et al, 2008 [49] discussed exergy destruction and exergy efficiencies of a
420 MW combined cycle power plant located in Iran. Through exergy analysis, it
was determined that the primary location of exergy destruction is the combustion
chamber of the gas turbine. Roughly 75 % of the exergy destroyed throughout the
cycle was destroyed in the combustion chambers of the power plant. Other sources
of exergy destruction were also identified with the next major components being:
gas turbine, duct burner and the heat recovery steam generator.
2.7 Working fluids
Working fluid selection plays an important role in determining the operating pa-
rameters of the cycle. Each working fluid embodies different fluid properties which
modify the way a cycle behaves and can influence important cycle properties such
as the thermal efficiency and specific power.
The paper by Garcia, 2012 [11] investigated the use of in-situ working fluids for
use in the considered power cycles. As previously mentioned, hydrogen, helium and
argon were considered for the Brayton cycle and its variations. In the conclusion of
the report, it was recommended that hydrogen would be the optimal working fluid
choice for use within the suggested regenerative closed loop Brayton cycle. This was
primarily done due to the high specific power of the cycle running with a hydrogen
working fluid. Working fluid results, adapted from Garcia’s paper, are shown in
Table 2.2. Note that these results were obtained using a source temperature of 1500
K with a sink temperature of 200 K. It should also be noted that Brayton cycles
were optimised for either maximum efficiency or maximum specific power. Both of
these results are represented in the table.
Tarlecki et al, 2007 [43] investigated the effects of working fluid selection in more
detail and considered both pure fluids as well as fluid mixtures. Argon, nitrogen,
helium and hydrogen were the pure fluids considered along with an argon-xenon
and helium-xenon mixture. Note that the mixtures contained 50% of each fluid by
weight. Through analysis, it was found that, due to the low sink temperatures,
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Table 2.2: Summary of results from the paper by Garcia [11]
Cycle efficiency and spe-
cific power
Hydrogen Helium Argon
CBC, optimised for efficiency 52.66% (5685
kJ/kg)
52.67% (2066
kJ/kg)
52.72% (305
kJ/kg)
CBC, optimised for specific
power
46.23% (6809
kJ/kg)
48.36% (2371
kJ/kg)
50.35% (315
kJ/kg)
RCBC, optimised for effi-
ciency
69% (3513
kJ/kg)
70.48% (1307
kJ/kg)
68.4% (194
kJ/kg)
RCBC, optimised for specific
power
58.9% (6713
kJ/kg)
49.5% (1726
kJ/kg)
53.1% (313
kJ/kg)
RC N/A N/A 77.16% (469.4
kJ/kg)
CC 76.22% (7650
kJ/kg)
75.8% (2590
kJ/kg)
75.8% (259
kJ/kg)
some Brayton cycle fluids were able to be run in a regenerative variant that would
otherwise be impossible on Earth due to high ambient temperatures. Due to this
phenomenon, these fluids (He, Ar, Ar-Xe, He-Xe) experienced the greatest efficiency
over their Earth-based counterparts with relative efficiency increases of 45%. It was
also found that, in Brayton cycles, the diatomic fluids (N2, H2) gave approximately
9% greater relative efficiency. This was due to their lower values of 1− cv
cp
. The mag-
nitude of this expression is directly proportional to the temperature rise experienced
in the compressor, therefore it is desirable to reduce this magnitude. This, in turn,
increases the efficiency of the recuperator and result in greater thermal efficiencies
or allows the size of the recuperator to be reduced, saving cost and weight. The
diatomic gases also have 14% lower values of ψ over the monotomic ones. This is
mostly due to the lower heat transfer coefficients experienced by the diatomic gases
in the radiator. The overall heat transfer coefficient in the radiator is reduced by
around 32% with diatomic gases in comparison to monotomic ones.
A paper written by Al-Genk and Tournier, 2007 [50] investigated the performance
of noble gases (pure and binary mixture) for use in nuclear-fuelled, space-based Bray-
ton cycle power plants. It was concluded that pure helium gave the greatest thermal
efficiency of all considered fluids, due to its optimal transport properties. Binary
mixtures of helium with either krypton or xenon increased the average molecular
mass of the mixture and resulted in greater heat transfer properties over pure he-
lium, however, these experienced 3 to 6.5 times the relative pressure losses through
the cycle. These high pressure losses degraded the thermal efficiency of the system,
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however these could be mitigated through increased diameter piping throughout the
heat exchangers and the rest of the cycle. Pure helium resulted in aerodynamic
loadings on the compressor and turbine that were 10 times that of the binary mix-
tures. It was for this reason that, in the conclusion, it was recommended that a
binary mixture of 28% molar xenon and 72% molar helium be used in the closed
loop Brayton cycle. Due to the aerodynamic loadings, it was anticipated that the
compressor and turbine needed to be designed for a higher stress, increasing both
weight and volume. Since these metrics are important in space-based applications, it
was determined that the extra thermal efficiency afforded by a pure helium working
fluid was not deemed necessary.
2.8 Cost modelling
2.8.1 Component cost modelling
To accurately model the costs associated with the components of each cycle, cost
models of the components needed to be found within the literature.
Turbines
For turbines, papers by Wang et al, 2017 [51]; Tozlu et al, 2017 [52] and Marchionni
et al, 2018 [53] all employed the same cost model to investigate the thermodynamic
and economic performance of various thermodynamic cycles. The form of the cost
model that was used is shown in Equation 2.1.
CT = 479.34m˙T
(
1
0.93− ηT
)
ln (βT )(1 + exp(0.036TT − 54.4)) (2.1)
This expression relates the cost of the turbine to the mass flow rate through the
turbine, the pressure ratio of the turbine, the isentropic efficiency of the turbine and
the turbine inlet temperature.
An alternative cost model was investigated in a paper written by Atrens et al
in 2010 [54]. This was used to perform an economic optimisation for a carbon
dioxide thermosiphon. The mathematical expression of the cost model is expressed
in Equation 2.2.
CT = αWTFS = αW
β
T ρ
γ
out (2.2)
Equation 2.2 relates the base cost of a turbine to the work produced by the turbine
and the density of the working fluid at the turbine exit as well as some constants
(α, β, γ) that are determined through a fit to experimental data.
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Compressors
For compressors, Marchionni et al, 2018 [53] introduce a cost model that was used
in their investigation of thermodynamic cycles. This expression is shown in Equa-
tion 2.3.
Cc = 71.1m˙c
(
1
0.92− ηc
)
βc ln(βc) (2.3)
The expression provided above relates the cost of the compressor with the mass
flow rate through the compressor, the isentropic efficiency of the compressor and
the compression ratio. It can be noted that the form of the cost model is similar to
that of the turbine model, presented in Equation 2.1.
A textbook written by Seider et al, 2016 [13] discusses plant process design and
gives typical capital cost models for various common pieces of equipment. The book
provides a cost model for compressors with the mathematical form of the cost model
demonstrated in Equation 2.4.
Cc = exp(9.1553 + 0.63 ln(Pc)) (2.4)
From the expression, it can be seen that the model relates the compressor cost to the
power required by the compressor. It should be noted that this equation assumes
a centrifugal compressor and is only valid with input powers from 200 hp to 30000
hp. Note that all inputs into the equation must be in imperial units.
Heat exchangers
For heat exchangers, standard heat exchanger cost models exist and have been
adopted by many papers written on the topic. These models are presented in a wide
variety of sources including Seider et al, 2016 [13]; Loh et al, 2002 [55] and Turton
et al, 2003 [56]. The form of the expression is shown in Equation 2.5.
CB,HX = exp(11.4185− 0.9228 ln(A) + 0.09861 ln(A)2) (2.5)
The expression above states that the cost of the heat exchanger is a function of area
only. Note that the final cost of the heat exchanger typically has factors relating to
the operating pressure and temperature applied to it. These are discussed in further
detail in subsection 3.4.1.
2.8.2 Subsystem cost modelling
Basic cost models for other subsystems within the solar plant are readily available in
the literature. These cost models allow for comparisons to be made between power
cycles and typically express subsystem costs as a specific cost ($/kWth, $/kWe).
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A paper written by Pitz-Paal et al, 2005 [57] examined the modelling of costs of
both parabolic trough and central tower power plants. These costs were expressed
as specific costs for each subsystem.
Another paper written by Gary et al, 2010 [58] discussed the current and future
trends of parabolic trough and central tower power plants in terms of costs. Esti-
mates were made using these trends to predict future subsystem costs with all costs
expressed in terms of specific cost.
A paper published by the CSIRO and written by Hinkley et al, 2011 [59] dis-
cussed the cost models proposed by the two papers listed above as well as the values
given in System Advisor Model program produced by the US Department of En-
ergy [60]. This was applied to a hypothetical CSP power plant located in Longreach,
Queensland. Table 2.3 shows the subsystem specific costs for each of these discussed
papers.
Table 2.3: Subsystem specific costs for a CSP power plant.
Subsystem Pitz-Paal et al,
2005
Gary et al, 2010 Hinkley et al,
2011
Heliostat field
($/m2)
266 217 142
Tower & re-
ceiver ($/kWth)
216 217 235
Thermal stor-
age ($/kWhth)
24 33 12
Discussion regarding the implemented cost model for this thesis and the justifi-
cation for doing so is provided in subsection 3.4.2.
2.9 Cycle modelling and SSCAR
As discussed further in chapter 3, a UQ developed cycle evaluation program called
SSCAR was used to evaluate cycle performance. The program was originally devel-
oped by Dr Ingo Jahn and a paper written by Jahn in 2017 [61] describes the method
on which the program operates and gives examples as to its application. The tool
allows cycles to be built on a modular basis using component building blocks (com-
pressors, turbines, heat exchangers, etc) and connect the blocks together to form
cycles. Jahn also describes the method by which the calculations are performed for
each component block. In summary, the tool calculates how each component of the
cycle modifies the fluid properties of the working fluid using numerical computation.
The results of this allow for the calculation of important cycle parameters such as
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the thermal efficiency and cycle specific cost. In the paper, examples of cycles and
validation of the methodology are also performed.
The usage of SSCAR for use in cycle modelling is also investigated by Roubin
in a 2017 thesis [62] regarding waste heat recovery using supercritical carbon diox-
ide power cycles. The analysis conducted within the thesis was predominantly per-
formed using SSCAR. A description of the processing method of SSCAR is provided
as well as the equations that govern the energy balances and other important fluid
property calculations are shown. This is done for each of the components used
within the thesis.
Chapter 3
Theory and Methodology
The content discussed in this chapter provide a background to the results displayed in
chapter 4. In order to facilitate correct and meaningful simulations, it is important to
define reasonable thermal boundary conditions such as source and sink temperatures.
Along with this, other constraints such as cycle pressures also need to be imposed.
This chapter serves to provide these constraints, provide a background to engineering
principles that govern the performance of the considered cycles and outline the
methodology that was undertaken to generate the results shown in chapter 4.
3.1 Solar receiver discussion
As discussed in the literature review, there are many viable options for solar con-
centrators, each providing their own set of advantages and disadvantages. It is
important to select an appropriate collector for the solar plant in consideration, as
this will govern reasonable source temperatures for the power plant. It will also
govern the sizing of the plant and what the overall plant cost will come out to be.
It should be noted that for the purpose of this thesis, it was assumed that
the solar collector would be of the central tower configuration. This was done as
the central tower offered as many advantages as the other collector configurations
without as many drawbacks.
Parabolic trough designs offer low concentration ratios and hence typically achieve
low working fluid temperatures, even with exotic materials and complex designs, as
mentioned in subsection 2.5.1. A comparison between parabolic trough, central
tower and parabolic dish collectors is provided in Table 3.1. It was anticipated
that high working fluid temperatures would be highly desirable as this greatly im-
proves the Carnot efficiency and greatly reduces the complexity needed to generate
a thermodynamic cycle with a high thermal efficiency.
Parabolic dish collectors offer high concentration ratios and generate high work-
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Table 3.1: Comparison between solar collector configurations. Adapted from Liu et
al, 2016 [12]
Parabolic
trough
Central tower Parabolic
trough
Concentration
(suns)
70-80 >1000 >1300
Working fluid
temperatures
(K)
563-663 563-838 823-1023
Technical matu-
rity
High, many com-
mercial plants
Medium, recent
commercial plants
commissioned
Low, experimental
projects
Terrestrial op-
tical efficiency
(%)
13-15 14-18 22-24
ing fluid temperatures but also come with some other drawbacks. For operation
during the lunar night, a thermal energy storage system has been proposed which
would store thermal energy in the form of a molten salt (or similar) for use in the
heat engine. Since parabolic dish systems are typically installed as a collector and
heat engine package, difficulties exist in collecting and distributing thermal energy
to and from the collectors for use during the lunar night. Although such a stor-
age system could be designed, it greatly increases the complexity of the plant and
therefore these systems could be said to be unsuitable for lunar power generation.
The central tower collector, on the other hand, offers an efficient and highly mod-
ular method of collecting solar thermal energy. Although concentration ratios are
less than that of parabolic dish collectors, working fluid temperatures of up to 1500K
are still within the realm of possibility and its modular nature allows for scaling for
different power requirements. Although Table 3.1 stipulates a maximum working
fluid temperature of 838K, experimental collectors have been run at temperatures
much higher than this. These values are also based on Earth-based operating con-
ditions, however the Moon can support higher working fluid temperatures through
the reduction of losses such as atmospheric losses and convection heat losses. It also
eliminates the negative drawback of the parabolic dish collectors with all working
fluids stored in a central location, allowing for simple diversion to the thermal energy
storage system.
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3.2 Carnot efficiency and second law efficiency
The Carnot and second law efficiencies play a large role in the development of an
efficient power cycle as they provide a performance metric that shows how efficient
a cycle is compared to the maximum efficiency achievable.
The Carnot efficiency is defined as the efficiency achieved by the Carnot cycle in a
given temperature range. The Carnot cycle is a thermodynamic cycle that contains
only reversible processes and does not generate any entropy through its operation.
Since no entropy is generated, the cycle has the greatest thermal efficiency of any
cycle as entropy serves to decrease thermal efficiency. Since, in reality, no processes
are truly reversible and all processes generate some degree of entropy, the Carnot
efficiency places an upper limit as to what can be achieved in real heat engines.
All real thermodynamic cycles such as the Rankine and Brayton cycles and any
variations of these cannot have thermal efficiencies exceeding the Carnot efficiency.
This is due to irreversibilities that exist within the operation of these cycles such as
friction throughout the pumps and turbines as well as pressure drops and heat losses
through heat exchangers. These irreversibilities cause the generation of entropy and
a corresponding reduction in the thermal efficiency. A representation of the Carnot
cycle’s P-v and T-s diagrams are shown in Figure 3.1 and the calculation of the
Carnot efficiency is provided by Equation 3.1.
ηc = 1− Tc
Th
(3.1)
Figure 3.1: Representative P-v and T-s diagrams for the Carnot cycle. [10]
To evaluate the performance of any given cycle, the thermal efficiency of the
cycle can be compared to the Carnot efficiency. This gives a performance metric
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that determines how close the cycle emulates the Carnot cycle. In this way, cycles
that operate at different temperature ranges (hence different Carnot efficiencies)
can be directly compared to investigate which cycle performs the best for their
given temperature range. This metric is known as the second law efficiency and is
mathematically defined in Equation 3.2.
ηII =
ηth
ηc
(3.2)
In Equation 3.2, ηth represents the thermal efficiency of the cycle in question and ηc
represents the Carnot efficiency of that cycle.
The second law efficiency provides a measure of how optimised a given cycle is for
the temperature range that it operates in. A low second law efficiency means that
the cycle is inefficient for its operating range and large improvements can be made
to the cycle whereas high second law efficiencies represent cycles that are almost
fully optimised for their temperature range and cannot be optimised any further.
3.3 Cycle modelling
Cycles were built and analysed using a UQ in-house cycle analysis program called
SSCAR. This program is written in Python and allows cycles to be built up using
building blocks such as turbines and heat exchangers. These building blocks are then
connected in any configuration and the cycle can be analysed by setting a number of
operating parameters such as the working fluid, mass flow rate, cycle pressure ratio,
etc. Default outputs of the program include: cycle thermal efficiency, net power
produced, cycle specific cost, etc. Any other required outputs can be coded into the
software, allowing for customisation of the program to suit individual needs. An
in-depth explanation of the operation of SSCAR and how each specific component
influences the cycle is provided in Roubin, 2017 [62].
Initially, simple cycles such as the basic Rankine and Brayton cycles were created,
as this allowed the effectiveness of the tool to be evaluated and verification of the
results to be assessed. Once the results had been verified and analysed, areas of
improvement for each cycle could be recognised and additional literature searches
could be performed in order to recognise how the cycles could be improved. This
then led to the creation and analysis of the recuperative Brayton cycle and the
Rankine cycle with reheat. The analysis of these cycles led to the recognition of
the weaknesses of the cycles and, once again, attempts were made to improve on
the cycles by the introduction of the recompression Brayton cycle and the combined
cycle.
In order to compare cycles of different architectures and working fluids, rele-
vant performance metrics needed to be created. It was desired to create the most
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Figure 3.2: Effects of heat engine efficiency on overall plant specific cost
cost-effective power cycle to allow for increased economic competitiveness. It is for
this reason that the most relevant performance metric was decided to be the total
plant cost with simple cost models for other CSP plant subsystems being derived
to facilitate this comparison. An important note to be made is that no cost models
were able to be located, in the literature, for space-based heat sinks. Due to this
fact, heat sink costs were not modelled, however qualitative discussion surrounding
probable costs is still presented. Further discussion of the main performance metrics
is provided below.
3.3.1 Plant specific cost
The main performance metric used to select optimal cycles was that of the plant
specific cost. This performance metric is derived by taking the total plant cost
and dividing it by the net power output of the plant. This is useful for comparing
plants of differing power output, however can also be used to compare plants of the
same output. Since cost models of most plant subsystems as well as detailed cost
models of the heat engine components were implemented, each variant of the cycle
was assigned a plant specific cost during calculation. All created power cycles are
scaled to a net electrical power output of 100 kW and all upstream components
are adjusted automatically to facilitate this output (see Figure 3.2). This means
that the heliostat field and other CSP subsystem costs automatically adjust for
each heat engine. As a result of this, it was noticed that the plant specific cost is
heavily correlated with the thermal efficiency of the plant. These are not directly
proportional however, since the heat engine costs can vary significantly according to
the cycle operating parameters and chosen working fluid. A discussion surrounding
this phenomenon is further provided in section 4.8. Since economic competitiveness
was the primary driver of this project, this was the obvious choice for the main
performance metric.
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3.3.2 ψ (Ratio of sink heat exchanger size to net power out-
put)
As mentioned previously, it was not possible to find economic data surrounding the
heat rejection system, so a performance metric taking into account the estimated
heat sink costs needed to be developed. The ratio of the sink heat exchanger size
to the net power output (named ψ) was developed as this metric. This allows
comparisons to be made across cycles with different heat rejection temperatures
and thermal efficiencies. Cycles with low heat rejection temperatures require larger
heat exchangers to reject their heat which results in a decrease in ψ. This would
result in amplified heat rejection system costs, therefore it can be said it is desirable
to maximise the value of ψ. Effective heat transfer through the heat sink heat
exchanger plays a major role in maximising ψ. Note that this performance metric
was only used as a secondary metric, meaning that it was only applied when the
plant specific cost between two cycles was close and the difference in the ψ values
was significant. This was done as it was difficult to quantify how much of an impact
the value of ψ would have on the overall plant cost due to the lack of literature
knowledge.
3.3.3 Second law efficiency
The second law efficiency was another secondary performance metric used to deter-
mine the most effective cycle, especially where differing temperature ranges exist.
Since different working fluids were considered in the Rankine cycles, differing sink
temperatures were used for each fluid, as each fluid had a specific range for which
it would condense. Changing the temperature ranges led to each fluid having a dif-
ferent Carnot efficiency, making it difficult to compare cycles between one another
since thermal efficiency is easier to achieve at higher temperature ranges. The differ-
ing sink temperatures also meant that heat sink costs would be vastly different for
each fluid as some fluids required exotic heat sink designs while others could achieve
much simpler ones at the cost of reduced thermal efficiency. In these circumstances,
the second law efficiency was used to determine how effective a given cycle was for
its operating range and this, in combination with the other performance metrics,
allowed an optimal cycle to be chosen.
3.3.4 Constraints on cycle operating parameters
Source and sink temperatures
The selection of the source and sink temperatures was one of the key decisions that
needed to be made. Due to the vast temperature differences that occur during the
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course of the lunar day/night cycle, it was decided that seperate analyses should
take place with a day temperature range and a different night temperature range.
This allowed for the exploration of cycles optimised for each temperature range and
the differences in their thermodynamic performance.
In collaboration with others participating in similar theses, the thermal storage
medium was decided to be lunar regolith due to its abundance and simplicity of
use. As part of this, it was found that lunar regolith becomes unsuitable for use as
a thermal energy storage medium beyond 1300 K. It was for this reason that the
source temperature of the day temperature range was limited to 1250 K.
As a result of the long duration of the lunar night, heat losses from the thermal
storage system become significant and reduce the temperature of the stored media.
Although efforts would be made to limit these heat losses, it was estimated that
the source temperature could reduce by approximately 150 K over the course of the
night. A source temperature of 1100 K for the night temperature range was thus
selected.
An investigation into the performance of various types of heat sinks was per-
formed by Macias and Jahn, 2019 [18] for use in the lunar environment. It was
aimed to determine the appropriate degree of cooling that could be expected from
each technology, which would help to determine appropriate sink temperatures for
the heat engine. Of the three methods of heat rejection identified, it was found
that greenhouse/habitat heating could deliver a sink temperature of around 300 K.
Underground heat rejection could deliver around 200 K while permanently shaded
radiators could provide sink temperatures of approximately 100-120 K. It should be
noted that, due to solar irradiation, underground heat rejection can not be utilised
during the lunar day as it results in significantly impaired performance. Along with
the fact that the construction of a permanently shaded zone and radiators would
likely significantly increase costs, it was decided that greenhouse/habitat heating
would be utilised during the lunar day, creating a sink temperature of 300 K.
During the lunar night, the lack of direct solar radiation provides an opportunity
for more efficient power generation through the use of underground heat rejection.
This allows the use of a sink temperature of 200 K for cycles optimised for the lunar
night.
For Rankine cycles (including combined cycles), the selection of sink temperature
was heavily dependent on the working fluid selection as each fluid has acceptable
operating limits. In general, it was aimed to select working fluids that had operating
sink temperatures that were close to the temperatures that could be achieved by
the various technologies. For example, argon as a working fluid in a Rankine cycle
can only operate between sink temperatures of 105 and 150 K; thus the radiator
and permanently shaded zone method of heat rejection was required.
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Cycle pressures
Although temperatures were the main area of concern for the cycle constraints, a
pressure constraint was also introduced to keep the cycle operating pressures within
reasonable limits. It was decided that the upper limit for pressure within the cycle
was to be kept under 20 MPa. This would ensure that piping and other systems
would easily be able to be designed for the pressures experienced within the cycle.
Since piping was a consideration that was not taken into account in the economic
calculations, it was desirable to keep the cost of it as low as possible. Since the
required thickness of the piping is a function of the pressure inside the pipe, the 20
MPa limit helped to ensure that piping thicknesses did not become unreasonably
large and become significant influences on cost. It was also desirable to maintain
as much uniformity as possible across cycles regarding the piping design and the 20
MPa limit helped to enforce this.
3.4 Cost modelling
3.4.1 Component cost modelling
Cost models of the components of each respective cycle needed to be derived in
order to compare cycles on a level playing field and determine which cycle is the
most effective. This was done through the use of literature-derived cost models.
Cost models for compressors and turbines were derived using a paper written
by Marchionni et al, 2018 [53]. This paper discussed the technical and economic
feasibility of using Brayton cycles for heat to power conversion from high tempera-
ture heat sources. The paper provided a number of cost relationships for modelled
components using blackbox expressions. This means that the detailed design of the
component did not need to be known in order to derive an order of magnitude cost
estimate for the component. The cost relationships for compressors and turbines
are shown in Equation 3.3 and Equation 3.4 respectively.
Cc = 71.1m˙c
(
1
0.92− ηc
)
βc ln(βc) (3.3)
CT = 479.34m˙T
(
1
0.93− ηT
)
ln (βT )(1 + exp(0.036TT − 54.4)) (3.4)
For compressors, the cost of the compressor can be related to the mass flow rate
through the compressor (m˙c), the isentropic efficiency of the compressor (ηc) and the
compression ratio (βc). For turbines, the cost can be related to the mass flow rate
through the turbine (m˙t), the isentropic efficiency of the turbine (ηt), the expansion
ratio (βt) and the turbine inlet temperature (Tt).
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Note that the compressor cost modelling does not accurately translate to pumps
used in Rankine cycles, thus a cost relationship for pumps needed to be located.
The implemented cost relationship comes from a textbook written by Seider et al,
2016 [13]. The relationship is provided in Equation 3.5. Note the relationships from
Seider et al are derived using imperial units and thus are invalid for use with metric
units.
CB = exp(12.1656− 1.1448 ln(S) + 0.0862 ln(S)2) (3.5)
Note that in Equation 3.5, S is known as the size factor and can be calculated using
the expression presented in Equation 3.6.
S = Q
√
H (3.6)
Note that in the expression above, Q represents the volumetric flow rate while
H represents the pump head in standard imperial units.
Heat exchanger cost modelling was done using a number of sources. The textbook
written by Seider et al, 2016 [13] provides order of magnitude cost modelling if
the heat exchanger area is known. In order to derive the heat exchanger area, a
paper written by Hewitt and Pugh, 2007 [63] was consulted. This paper discusses
approximate heat exchanger design and costing methods by conducting a power
balance across the heat exchanger and assuming a typical heat transfer rate. This
allows the heat exchanger area to be calculated. The expression for heat exchanger
area is presented in Equation 3.7.
A =
Q˙
U∆Tm
(3.7)
Note that in Equation 3.7, Q˙ represents the heat flow through the heat exchanger,
U represents the heat transfer rate and ∆Tm is the logarithmic mean temperature
difference. It is important to note that this equation requires knowledge about the
logarithmic mean temperature difference through the heat exchanger. Equation 3.8
presents a method of calculating this for a counter-flow heat exchanger.
∆Tm =
(Th,in − Tc,out)− (Th,out − Tc,in)
ln
Th,in−Tc,out
Th,out−Tc,in
(3.8)
The heat exchanger area can be related to the cost of the heat exchanger through an
expression presented in Seider et al [13]. Note that this cost estimation assumes that
the heat exchanger is a shell-and-tube heat exchanger. The expression is presented
in Equation 3.9.
CB,HX = exp(11.4185− 0.9228 ln(A) + 0.09861 ln(A)2) (3.9)
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Equation 3.9 gives the base cost of a heat exchanger, however, these designs occa-
sionally have to be modified due to increased temperature or pressure constraints.
These modifications have an effect on cost which is captured by Equation 3.10.
CP = FPFMCB,HX (3.10)
In Equation 3.10, FP and FM represent correction factors that adjust the total cost
of the heat exchanger for the pressure and material respectively. The form of the
pressure correction is shown in Equation 3.11.
FP = 0.9803 + 0.018
(
P
100
)
+ 0.0017
(
P
100
)2
(3.11)
In Equation 3.11, P represents the maximum pressure experienced through the heat
exchanger. The form of the material correction factor is shown in Equation 3.12.
FM = a+
(
A
100
)b
(3.12)
The coefficients a and b in Equation 3.12 are dependent on the materials used for the
construction of the heat exchanger. These coefficients are tabulated in Table 3.2.
The table was adapted from one presented in Seider et al [13].
Table 3.2: Material correction factor coefficients for heat exchanger cost model,
adapted from Seider et al [13]
Construction material
Shell/Tube
a in Equation 3.12 b in Equation 3.12
Carbon steel/carbon steel 0.00 0.00
Carbon steel/brass 1.08 0.05
Carbon steel/stainless
steel
1.75 0.13
Carbon steel/Monel 2.1 0.13
Carbon steel/titanium 5.2 0.16
Carbon steel/Cr-Mo steel 1.55 0.05
Cr-Mo steel/Cr-Mo steel 1.7 0.07
Stainless steel/stainless
steel
2.7 0.07
Monel/Monel 3.3 0.08
Titanium/titanium 9.6 0.06
3.4.2 Subsystem cost modelling
The subsystem cost model implemented for this thesis is the one created by Gary et
al. This was selected as it provided a middling cost estimate for subsystem costs and
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was created more recently than the estimate provided by Pitz-Paal et al. This means
that the cost estimates are more likely to neither be overstated or understated and
the increases in technology level are taken into account. Note that further technology
increases since 2010 are likely to have occurred and this will not have been taken
into account with the applied cost model. The specific costs associated with the
subsystem cost model are shown in Table 2.3.
3.5 Exergy analysis
Exergy is the measurement of useful work that an object is able to perform, taking
into account the objects enthalpy, entropy and the temperature of the surroundings.
Exergy analysis is a useful process in the analysis of thermodynamic cycles as it
identifies areas or components where the fluid’s ability to perform useful work is
destroyed. This is informative as the component with the lowest exergy efficiency
can be further optimised to reduce the amount of destroyed exergy; this then leads
to a direct increase in the thermal efficiency of the cycle. The exergy of an object
can be found using Equation 3.13.
B = H − TRS (3.13)
In Equation 3.13, H represents the total enthalpy of the object, TR represents the
temperature of the surroundings and S represents the total entropy of the object.
Note that in the cycle analysis, most parameters are expressed in specific param-
eters. Equation 3.13 can be expressed in terms of specific parameters as shown in
Equation 3.14.
B = m˙(h− TRs) (3.14)
For the purpose of evaluating exergy, the temperature of the surroundings was
assumed to be the average temperature of space at 2.7K. It is important to highlight
that for the analysis, changes in exergy are more important than the value of exergy
itself and therefore it can be said that this assumption is reasonable. The exergy
destruction and exergy efficiency values are to be used in comparisons between
cycles so provided that the same ambient temperature is used for all calculations,
the results remain valid.
The exergy analysis performed for each cycle was conducted on a component
basis with exergy destruction and efficiency values calculated for each component
within the cycle. The formulae for exergy destruction and exergy efficiency for each
component are shown in Table 3.3.
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Table 3.3: Formulae used for exergy analysis
Exergy destroyed Exergy efficiency
Compressor/Pump B˙d = B˙in − ˙Bout + W˙c ηex = m˙( ˙Bout− ˙Bin)W˙
Turbine B˙d =
−W˙t + m˙(B˙in − ˙Bout)
ηex =
W˙t
m˙( ˙Bin− ˙Bout)
Heat exchanger B˙d = m˙h( ˙Bin,h− ˙Bout,h)+
m˙c( ˙Bin,c − ˙Bout,c)
ηex =
m˙c( ˙Bout,c− ˙Bin,c)
m˙h( ˙Bin,h− ˙Bout,h)
Chapter 4
Results and discussion
In accordance with chapter 3, cycles were analysed by identifying and implementing
reasonable thermal boundary conditions for each cycle and working fluid combina-
tion. After this, cycles were analysed with differing pressure ratios to identify the
optimal pressure ratio/s that results in the lowest plant specific cost with secondary
performance criteria assessed as needed. Note that for each cycle, the plant spe-
cific cost is calculated automatically and this allows for simple comparison between
differing cycles and working fluids.
4.1 Cost model verification
To investigate the validity of the cost models and how they relate to other cost
models, the models can be analysed and plotted against one another. It should be
noted that, where possible, the models were to be plotted against actual data (real
component costs), however this could not be found for every component and thus
models had to be plotted against each other to get a sense of the overall trend.
4.1.1 Heat exchangers
As was discussed in subsection 3.4.1, heat exchanger costs were shown to be pro-
portional to the area of the heat exchanger and also be dependent on the cycle
operating pressures and temperatures. Heat exchanger cost data was found from a
paper published in 1976 by Woods et al [64]. The paper presented an evaluation of
capital cost data for heat exchangers and contained multiple quotations for various
heat exchangers. These were used as the basis for the experimental data and the
prices were subsequently adjusted for inflation to allow for accurate comparison. The
theoretical cost model plotted against the experimental data is shown in Figure 4.1.
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Figure 4.1: Heat exchanger quotation costs plotted against the implemented theo-
retical model.
It can be seen, in Figure 4.1, that the theoretical cost model does a passable job at
estimating the heat exchanger costs. It is important to note that the theoretical cost
models implemented are meant to provide order of magnitude estimates only and
more detailed estimates would require quotations from prospective manufacturers.
For the investigated heat exchangers, the cost model overestimates the costs in most
realms with the extremes of the spectrum providing less accurate cost data. The
middle of the spectrum provides more accurate data. As seen in the plot, the data
provided covers a range of heat exchanger areas from 100 to 10000 ft2, however it
is not unreasonable to extrapolate the data if additional heat exchanger sizes are
required.
4.1.2 Turbines
For comparison of the turbine costs, representative cost data was not able to be
located through a literature search. It was therefore decided that the cost models
should be compared to one another to determine if they produced similar values.
Note that the implemented cost model by Marchionni et al relies upon mass flow
rate, pressure ratio and turbine inlet temperature while the correlation by Atrens
et al is a function of turbine power output and a size factor. In order to resolve the
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difference in model, a representative Brayton cycle was created in SSCAR and run
with different models to calculate the cost and power output using the Marchionni
et al model. This allowed for a direct comparison between the two models which
can be seen in Figure 4.2.
Figure 4.2: Comparison between the two respective turbine cost models.
It can be seen from Figure 4.2 that both cost models give similar results over
the tested operating range. It should be noted that both models were formed on
the basis of carbon dioxide turbines and thus results may vary for other fluids. Over
the given range, the cost models stay within approximately 10% of each other and
diverge at higher turbine powers. For the purpose of the project, turbine powers
typically lie in the 200-300 kW range and thus it can be said that either model is
suitable for this purpose.
4.1.3 Compressors
A similar process to that of the turbine cost model verification took place for com-
pressors. The cost models by Marchionni et al and Seider et al were used for the
purpose of the comparison. Once again, the cost model used by Marchionni et al
relied upon the mass flow rate through the compressor and the pressure ratio of the
compressor while Seider et al used compressor power to calculate cost. The same
process as the turbine cost analysis was used whereby a representative Brayton cy-
cle was created and simulated under differing operating conditions to calculate the
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compressor power and cost which could be used for direct comparison between the
two models. Figure 4.3 shows the comparison of the two models.
Figure 4.3: Comparison between the two respective compressor cost models.
It can be seen, in Figure 4.3, that some discrepencies exist between the two cost
models with the model by Seider et al providing a much larger cost estimate at
low compressor powers with the two models converging as the compressor power
increases. This is a result of the model by Seider et al breaking down at low com-
pressor powers as the valid range of the model exists between 148 kW to 22222 kW
(200 - 30000 hp). This causes some degree of inaccuracy at the extreme ends of the
spectrum with the model more suited to providing cost estimates around the 1000
kW range. On the other hand, the paper by Marchionni et al [53] does not provide
any discussion on the limitations of the cost model thus it was assumed that the
cost model would remain valid over the considered operating range.
4.2 Closed loop Brayton cycle
Using the methodology outlined in chapter 3, the closed loop Brayton cycle was
analysed. This was done for four different working fluids: argon, hydrogen, helium
and nitrogen. Analysis was conducted using both day and night temperature ranges.
Note that heat exchangers were sized for a pinch point temperature of 5 K. The
results of the analysis are presented in Table 4.1 and Table 4.2 for day and night
respectively.
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Table 4.1: Results of the analysis of the closed loop Brayton cycle with day temper-
atures.
Argon Nitrogen Helium Hydrogen
Optimal pressure ratio 8 18 7 16
Cycle thermal efficiency
(%)
35.28 35.43 35.4 35.51
Second law efficiency (%) 46.67 46.62 46.58 46.72
Cycle specific cost
($/kW)
674.5 729.46 263.6 247.4
Plant specific cost
($/kW)
41892 41991 41564 41414
Required mass flow rate
(kg/s)
1.044 0.491 0.107 0.0369
Specific power (kJ/kg) 95.79 203.7 934.6 2710
ψ (kW/m2) 5.90 7.02 12.92 13.22
It is evident, in Table 4.1, that all working fluids give similar thermal efficiencies
with differing optimal pressure ratios, with hydrogen giving the lowest plant specific
cost by a small margin. The diatomic gases (nitrogen and hydrogen) generate these
thermal efficiencies at higher cycle pressure ratios than the monotomic ones. This
is due to their lower values of 1− cv
cp
which reduces the amount of heat added during
compression. This allows for higher pressure ratios, however does not necessarily
add additional thermal efficiency.
Both helium and hydrogen have considerably lower values of cycle specific cost.
This occurs as compressor and turbine costs are directly proportional to mass flow
rate (see Equation 3.3 and Equation 3.4) and, due to the high specific power of both
helium and hydrogen cycles, the mass flow rates required to achieve a 100 kW plant
for these fluids are lower. This reduces compressor and turbine costs by an order of
magnitude.
It can also be seen that the specific power of the cycle is heavily dependent on
working fluid selection with hydrogen having approximately 30 times the specific
power as the argon cycle. Specific power is directly proportional to the specific heat
of the working fluid and this plays a large role in determining the required mass flow
rate to achieve a given power output.
A similar trend to that of the day temperature analysis was observed for night
temperatures, as seen in Table 4.2. All working fluids were able to generate thermal
efficiencies within approximately 1% of each other with the diatomic gases utilising
much higher pressure ratios. The same effect with cycle specific cost for hydrogen
and helium working fluids was observed as well. It can be seen that the cycle
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Table 4.2: Results of the analysis of the closed loop Brayton cycle with night tem-
peratures.
Argon Nitrogen Helium Hydrogen
Optimal pressure ratio 12 34 12 32
Cycle thermal efficiency
(%)
44.76 44.7 43.77 43.62
Second law efficiency (%) 54.6 54.63 53.5 53.31
Cycle specific cost
($/kW)
828.1 992 290.2 278.7
Plant specific cost
($/kW)
33555 33699 33689 33795
Required mass flow rate
(kg/s)
0.862 0.4 0.092 0.0325
ψ (kW/m2) 7.76 8.63 15.6 15.9
operating with an argon working fluid produces the optimal results for night-based
temperatures, however argon performs poorly during the lunar day. A nitrogen
working fluid has more balanced performance, making it a preferable option for a
closed loop Brayton cycle. A graph depicting how the nitrogen cycle’s performance
changes with changing pressure ratio is shown in Figure 4.4. It should be noted that
this graph was generated using night temperature data.
It can be seen in Figure 4.4 that increases in cycle pressure ratio increase the
thermal efficiency of the cycle with diminishing returns on successive pressure ratio
increases. Thermal efficiency initially doubles between pressure ratios of 2 and 8,
however only increases a further 5% from pressure ratios 8 to 40. It was found that
a pressure ratio of 34 minimised the plant specific cost for the nitrogen working
fluid so it can be said that small thermal efficiency increases result in larger changes
in the overall plant cost. Lower heat engine thermal efficiencies force upscaling of
all upstream components (thermal storage, solar field, etc) and also increase the
complexity and size of the heat sink as well. It can therefore be said that optimising
heat engine efficiency is important and has the potential to greatly affect the cost
of the total plant.
It can be seen that cycle specific cost is minimised at a pressure ratio of approx-
imately 5. This point marks the pressure ratio where thermal efficiency begins to
plateau and further increases in pressure ratio start to significantly influence com-
ponent costs by requiring additional wall thickness and heavier duty components to
handle higher pressures.
Figure 4.5 depicts how the total plant cost changes as a function of cycle pressure
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Figure 4.4: Effects of pressure ratio on cycle thermal efficiency and specific cost
using a nitrogen closed loop Brayton cycle.
ratio.
It is visible, in Figure 4.5 that cycle pressure ratio has a large effect on the plant
specific cost with large pressure ratios resulting in costs much lower than that of
small pressure ratios. The plant specific cost decays exponentially with increasing
pressure ratio due to increased thermal efficiency of the plant. Since the plant was
scaled to 100 kW net work, lower thermal efficiencies cause upscaling of all upstream
components resulting in higher component costs and masses. Above the optimum
pressure ratio of 34, costs begin to slowly increase as thermal efficiency plateaus
and component costs begin to rapidly increase due to the strengthening required to
withstand higher pressures.
The T-s diagram of the optimised closed loop Brayton cycle is shown in Fig-
ure 4.6.
It can be seen from the T-s diagram that this particular cycle strikes a strong
balance between high pressure ratio and adequate heat input. This results in a larger
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Figure 4.5: Plant specific cost as a function of pressure ratio using a nitrogen working
fluid.
Figure 4.6: T-s diagram of optimal nitrogen closed loop Brayton cycle using lunar
night temperatures.
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area enclosed by the cycle signifying a large net work production. A pressure ratio
that is too low results in a cycle that cannot efficiently convert the energy added in
the heat source to mechanical or electrical work as the turbine cannot expand the
fluid to a sufficient degree. A pressure ratio that is too high, on the other hand,
cannot add enough energy to the cycle before reaching the source temperature. This
occurs due to excessive heat addition in the compressor as a result of high pressure
ratios. As a result of this excessive heat addition, less energy can be added in the
heat source, diminishing the capacity of the power cycle to generate electrical power.
4.2.1 Exergy analysis
The results of an exergy analysis performed for the nitrogen-based closed loop Bray-
ton cycle is shown in Table 4.3.
Table 4.3: Results of exergy analysis for the chosen closed loop Brayton cycle.
Exergy destroyed
(kW)
Exergy efficiency (%)
Compressor 120.8 31.7
Heat source 160.2 66.6
Turbine 178.5 60.4
Heat sink 596.6 59.5
Cycle total 1056 29.9
It can be seen in Table 4.3 that the heat sink contributes over 50% of the total
exergy destruction. This occurs because heat transfer takes place at low temper-
atures in the heat sink, amplifying the effects of exergy destruction. In terms of
exergy efficiency, it is evident that the compressor has the lowest exergy efficiency.
It can therefore be said that the compressor has the greatest room for improvement.
It is interesting to note that the heat source has a relatively high exergy efficiency
in comparison to conventional terrestrial power cycles. This occurs due to the lack
of a combustion process which is the main source of irreversibility in conventional
power cycles. [65]
4.3 Regenerative closed loop Brayton cycle
The regenerative closed loop Brayton cycle was analysed using the same method-
ology and working fluids as the simple cycle. Both source and sink heat exchanger
pinch points remained the same at 5 K. Another heat exchanger, with a pinch point
of 5 K, was added that served as the recuperator. Results from the analysis of this
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cycle are shown in Table 4.4 and Table 4.5 for day and night temperature ranges
respectively.
Table 4.4: Results of the analysis of the regenerative closed loop Brayton cycle
operating with the day temperature range.
Argon Nitrogen Helium Hydrogen
Optimal pressure ratio 2 2 2 2
Cycle thermal efficiency
(%)
56.67 59.9 56.68 59.62
Second law efficiency (%) 74.57 78.82 74.58 78.45
Cycle specific cost
($/kW)
632.5 694.5 655.3 625.4
Plant specific cost
($/kW)
26431 25102 26038 24917
Required mass flow rate
(kg/s)
1.22 0.767 0.123 0.0560
Specific power (kJ/kg) 81.72 130.4 813.2 1787
ψ (kW/m2) 13.32 12.36 15.43 14.23
Recuperator size (m2) 219.1 381.1 233.3 358.8
It can be seen from Table 4.4 that there are minor discrepancies in the cycle
thermal efficiency of the differing working fluids. It is interesting to note that the
optimal pressure ratio for all working fluids is 2; this corresponds to the lowest pres-
sure ratio simulated for this data set. As seen in the closed loop Brayton cycle, the
diatomic gases generate cycles with greater thermal efficiency than the monotomic
gases. Nitrogen generates the greatest thermal efficiency with an efficiency roughly
3% greater than that of argon and helium and a negligible difference between nitro-
gen and hydrogen.
It can also be seen that hydrogen has a much greater specific power than that of
the other working fluids, however this effect is less pronounced than the closed loop
Brayton cycle. All working fluids experienced a decrease in the specific power with
hydrogen and nitrogen experiencing large drops of 34% and 38% respectively. The
monotomic fluids, however, only experienced modest decreases of 10% and 13% for
argon and helium respectively. This is due to the smaller pressure ratio decrease for
monotomic fluids over diatomic ones. This larger decrease improves heat transfer
throughout the recuperator and maximises heat recovery at the expense of specific
power. In general, Brayton cycles exhibit an inverse relationship between specific
power and thermal efficiency so the increased heat recovery causes a lower amount
of heat to be added throughout the heat source. This improves thermal efficiency
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at the cost of specific power, however it can be said that the working fluid specific
heat still heavily influences the specific power of a given cycle.
Table 4.5: Result of regenerative closed loop Brayton cycle analysis for operation
with night temperature range.
Argon Nitrogen Helium Hydrogen
Optimal pressure ratio 2 2 2 2
Cycle thermal efficiency
(%)
66.23 68.43 66.3 68.17
Second law efficiency (%) 80.95 83.63 81.03 83.32
Cycle specific cost
($/kW)
618.8 673.7 602.3 584.7
Plant specific cost
($/kW)
22692 22038 22296 22030
Required mass flow rate
(kg/s)
1.19 0.76 0.119 0.056
Specific power (kJ/kg) 84.45 131.6 840.3 1786
ψ (kW/m2) 15.43 14.15 15.81 15.03
Recuperator size (m2) 209.1 352.8 234.7 350.9
Many of the trends exhibited for the day temperature range (Table 4.4) are
reflected in the night temperature range (Table 4.5) as well with nitrogen outper-
forming all working fluids in terms of thermal efficiency and providing a similar
thermal efficiency as hydrogen. It should be noted that although nitrogen has a
slightly better thermal efficiency, it has a greater cycle specific cost which leads to
it having a greater plant specific cost when compared to hydrogen. This leads to
hydrogen becoming a more attractive option as a cycle. The hydrogen cycle is also
competitive in the other performance metrics as well with a high specific power
and a middling ψ value. In comparison with the helium cycle, the specific power
of the hydrogen cycle is more than double. It is for these reasons that it can be
said that hydrogen is the optimal working fluid for a regenerative closed loop Bray-
ton cycle. Hydrogen does have some drawbacks for its use as a working fluid such
as its flammability and its tendency to permeate through materials, however it is
anticipated that the performance increase outweighs these drawbacks. Further in-
vestigation into these phenomena may be warranted to determine how much these
effects are likely to affect cycle feasibility.
Figure 4.7 shows the effects of cycle pressure ratio on the thermal efficiency and
cycle specific cost of a hydrogen regenerative closed loop Brayton cycle operating
with the lunar night temperature range.
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Figure 4.7: Effects of pressure ratio on cycle thermal efficiency and specific cost
using a hydrogen regenerative closed loop Brayton cycle.
From Figure 4.7, it can be seen that increases in overall cycle pressure ratio
results in a monotonically decreasing thermal efficiency. The total thermal efficiency
drops approximately 15% by increasing the pressure ratio from 2 to 5. While an
increase in pressure ratio usually results in a thermal efficiency increase for most
power cycles, with recuperation, this results in an efficiency decrease as it reduces
the effectiveness of the recuperator and results in less heat transfer. This renders
the recuperator ineffective and eliminates the additional efficiency normally gained
from regeneration.
The cycle specific cost displays the opposite trend with increases in pressure
ratio reducing costs. Since the recuperator is required to maintain a pinch point
temperature of 5 K and its effectiveness drops with increasing pressure ratio, it can
be made smaller, reducing its cost and the overall cost of the cycle. As was visible
in Table 4.5, these cost savings do not transfer over to the total plant.
Figure 4.8 shows how the total plant specific cost varies with changing cycle
pressure ratio.
In Figure 4.8, it can be seen that the cycle pressure ratio has a significant effect
on the total plant cost. Increasing the pressure ratio by 1 results in a heightened
plant cost of about $900/kW. Considering the proposed plant size of 100 kW, this
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Figure 4.8: Effects of pressure ratio on total plant cost for a hydrogen regenerative
closed loop Brayton cycle.
results in an extra $90,000 needed for plant construction. Note that this estimate
does not include heat sink estimates and extra monetary provisions would be needed
for this.
The representative T-s diagram for this power cycle is shown in Figure 4.9.
It can be seen in Figure 4.9 that the regenerative variant of the Brayton cycle
differs from the simple cycle in a number of ways. The area enclosed by the T-
s diagram is smaller; this is caused by the smaller pressure ratio and causes the
reduction in specific power. Although an increase in cycle pressure ratio usually
results in a thermal efficiency increase, this serves to degrade the efficiency of the
regenerative cycle as it reduces the effectiveness of the recuperator. This allows
more heat to be transferred in the heat sink which causes a reduction in efficiency.
From the diagram, it can be seen that the recuperator is able to recover the vast
majority of energy after expansion in the turbine and this is the main contributor
to the high thermal efficiency of the cycle.
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Figure 4.9: T-s diagram for the optimised hydrogen regenerative Brayton cycle.
4.3.1 Exergy analysis
The exergy analysis performed for the selected regenerative Brayton cycle highlights
regions of the cycle where exergy is destroyed and shows how the introduction of
a recuperator changes how energy travels through the system. The results of this
exergy analysis are shown in Table 4.6.
It can be seen in Table 4.6 that the regenerative variant of the Brayton cycle
performs better in terms of exergy destruction and efficiency than that of the simple
cycle. In terms of the total cycle, the exergy efficiency has more than doubled
and exergy destroyed decreased from 1056 kW to 269 kW. It can also be seen that
the recuperator also interacts with other components within the cycle to improve
their exergy efficiency by adjusting the temperature ranges they operate over. The
recuperator acts as the largest source of exergy destruction and this is most likely a
result of its size and large amount of heat transfer that takes place within it. The
compressor is the least efficient component, however, its efficiency is much improved
over the simple cycle. The total exergy destroyed in the heat sink is also vastly
reduced with a 94.3% reduction and this is a direct result of improved thermal
efficiency.
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Table 4.6: Exergy analysis results for the hydrogen regenerative Brayton cycle.
Exergy destroyed
(kW)
Exergy efficiency (%)
Compressor 67.53 58.14
Recuperator 91.2 84.36
Heat source 30.04 98.64
Turbine 46.82 75.30
Heat sink 33.97 86.28
Cycle total 269.6 49.75
4.4 Recompression Brayton cycle
The Brayton recompression cycle aims to improve on the regenerative closed loop
Brayton cycle by mitigating the pinch point effect in the recuperator. It accomplishes
this through the use of two recuperators with a secondary compressor. The mass
flow is split between the main and secondary compressors. The analysis of the
recompression Brayton cycle for the day temperature range is shown in Table 4.7
and the night temperature range is shown in Table 4.8.
Table 4.7: Results of the analysis of the recompression Brayton cycle operating with
the day temperature range.
Argon Nitrogen Helium Hydrogen
Optimal pressure ratio 1.5 1.5 1.5 1.5
Cycle thermal efficiency
(%)
58.38 60.12 58.36 60.07
Second law efficiency (%) 76.82 79.11 76.79 79.04
Cycle specific cost
($/kW)
847.8 982.7 733.4 884.3
Plant specific cost
($/kW)
25887 25298 25782 25220
Required mass flow rate
(kg/s)
1.9 1.24 0.191 0.09
Specific power (kJ/kg) 52.59 80.65 523.6 1111
ψ (kW/m2) 11.49 10.33 12.42 10.97
It can be seen in Table 4.7 that all working fluids operate at the same pressure
ratio. This occurs for the same reason as that of the regenerative Brayton cycle as
it results in more effective heat transfer in the recuperators, leading to an increased
thermal efficiency. The diatomic gases perform marginally better than the mono-
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tomic gases with an average of a 2% gain in thermal efficiency. This, in turn, results
in an improved second law efficiency as well. The helium cycle performs the best
in terms of the ψ variable while the hydrogen cycle performs the best in terms of
specific power.
Table 4.8: Results of the analysis of the recompression Brayton cycle operating with
night temperature range.
Argon Nitrogen Helium Hydrogen
Optimum pressure ratio 1.5 1.5 1.5 1.5
Cycle thermal efficiency
(%)
67.19 68.21 67.17 68.00
Second law efficiency (%) 82.13 83.38 82.10 83.12
Cycle specific cost
($/kW)
838.7 979.7 737.7 876.1
Plant specific cost
($/kW)
22596 22412 22502 22376
Required mass flow rate
(kg/s)
1.88 1.24 0.188 0.09
Specific power (kJ/kg) 53.56 80.65 531.9 1111
ψ (kW/m2) 13.25 11.80 14.61 12.75
Many of the trends observed in Table 4.7 carry over to Table 4.8 with the optimal
pressure ratios remaining the same. Thermal efficiencies increase by approximately
9-10 % while second law efficiencies increase by a smaller amount (approx 4%). It
is also interesting to note that the pressure ratio and required mass flow rates do
not change considerably with source and sink temperature changes. This raises the
possibility of being able to use the same cycle for day and night operation without
a change in power output or adjustment of mass flow rate. This is attractive as
it allows for optimal operation of the equipment during both the lunar day and
night. This cannot occur in the other cycles due to the significant changes in mass
flow rate and pressure ratio optima that take place for the different source and sink
temperatures. This presents an opportunity for future study within this field.
Figure 4.10 shows how the pressure ratio affects the thermal efficiency and cycle
specific cost.
It can be seen, from Figure 4.10, that thermal efficiency monotonically decreases
as pressure ratio increases. This trend occurs for the same reason as the recuperative
cycle. Increases in cycle pressure ratio cause additional heat to be added in the
compressors, diminishing the performance of the recuperators and increasing the
amount of heat rejected in the heat sink.
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Figure 4.10: Effects of pressure ratio on thermal efficiency and cycle specific cost of
a helium recompression Brayton cycle.
Cycle specific cost initially falls as pressure ratio increases however begins to
increase again after reaching an optimal pressure ratio of 3.
Figure 4.11 shows how changes in cycle pressure influence the specific cost of the
solar plant.
From Figure 4.11, it can be seen that, like previously analysed cycles, the plant
specific cost is heavily dependent on the pressure ratio. Due to the decrease in
thermal efficiency as pressure ratio increases, plant specific costs also increases with
increasing pressure ratio. This cost scales almost linearly with a pressure ratio
increase of 1.5 to 2 resulting in a specific cost increase of $1000/kW.
Figure 4.12 depicts the T-s diagram for the optimal recompression Brayton cycle.
It can be seen, from Figure 4.12, that the T-s diagram largely resembles that
of the recuperative Brayton cycle (Figure 4.9) with some small differences. Heat
transfer in the low temperature recuperator is relatively small with most of the
heat recovery taking place in the high temperature recuperator. This limits the
effectiveness of breaking the recuperator into two seperate recuperators as most of
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Figure 4.11: Effects of pressure ratio on plant specific cost for a helium recompression
Brayton cycle.
the heat recovery is still largely performed by a single heat exchanger. In general, the
recompression cycle performs similarly to the recuperative cycle with small efficiency
increases of 1% realised across some working fluids. Due to the additional complexity
of the cycle, cycle specific costs are increased when compared to the recuperative
cycle while plant costs remain similar.
As mentioned previously, the cycle provides a great deal of promise, in terms
of its off-design performance, with mass flow rates and pressure ratios for both
the day and night temperature ranges having similar values. In addition, required
heat exchanger areas for both the day and night temperature ranges lie within
approximately 10-15% of each other. This could prove useful when comparing the
recompression cycle to other cycles’ off-design performance.
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Figure 4.12: T-s diagram of the optimised Brayton recompression cycle running
with a helium working fluid.
4.4.1 Exergy analysis
An exergy analysis was performed for the selected helium recompression Brayton
cycle. The results of this analysis are shown in Table 4.9.
From Table 4.9, it can be seen that the heat sink results in the greatest exergy
destruction, making up a total of roughly 33% of the cycle total. In comparison with
the recuperative variant of the Brayton cycle, the recompression cycle experiences
roughly 10% more exergy destruction and an exergy efficiency 3% less. This is due to
the lower thermal efficiency of the cycle with more heat being lost in the heat sink as a
result of diminished recuperator performance. The lowest efficiency component is the
secondary compressor and this results from the relative large temperature increase
through the compressor due to the heightened compressor inlet temperature. It can
be said that the overall effect of this poor performance is limited due to the small
mass flow rate and magnitude of exergy destruction experienced by the secondary
compressor.
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Table 4.9: Exergy analysis for the optimised helium recompression Brayton cycle.
Exergy destroyed
(kW)
Exergy efficiency (%)
Main compressor 55.11 65.80
Low temperature re-
cuperator
26.57 98.8
Secondary compressor 13.77 27.02
High temperature re-
cuperator
25.02 95.03
Heat source 29.41 88.06
Turbine 46.02 75.79
Heat sink 96.50 84.17
Cycle total 292.4 46.07
4.5 Rankine cycle
The Rankine cycle was analysed with four different working fluids: argon, nitrogen,
water and carbon dioxide. Since the different working fluids all have different boiling
and freezing points, sink temperatures needed to be adjusted to suit each individual
working fluid. All heat exchangers used a pinch point of 5 K. The results of the
thermodynamic analysis is shown in Table 4.10. Note that since sink temperatures
needed to be tightly controlled to maintain operation, only a singular temperature
range was analysed with a source temperature of 1250 K.
Using Table 4.10, it is evident that many differences exist between the working
fluids. Since each fluid operates at a different sink temperature and has different
fluid properties, condenser pressures vary wildly with water having a low condenser
pressure of 4.7 kPa while nitrogen has a condenser pressure of close to 1.5 MPa.
These varying condenser pressures place significant limitations on acceptable pres-
sure ratios as it was aimed to limit cycle maximum pressure to 20 MPa in all
scenarios. In general, greater pressure ratios lead to a greater thermal efficiency in
a Rankine cycle, therefore the pressure ratio limitation plays a large role in limiting
the thermal efficiency of the nitrogen cycle. This occurs to a lesser extent in the
carbon dioxide cycle as well. The condenser pressure could be lowered significantly
if the sink temperature were further decreased.
Some of these pressure ratio limitations are offset by the increased temperature
range that these cycles operate over with both the argon and nitrogen cycles op-
erating with a sink temperature of 110 K. This leads to cycle thermal efficiencies
that are comparable or exceed that of the other working fluids with argon having
the greatest thermal efficiency at 53.3 %.
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Table 4.10: Results of the analysis for a simple Rankine cycle operating with the
day temperature range with variable sink temperature.
Argon Nitrogen Water Carbon
Dioxide
Sink temperature (K) 105 105 300 220
Optimum pressure ratio 18 13 4000 29
Condenser pressure
(kPa)
665.3 1466 4.719 735.1
Cycle thermal efficiency
(%)
53.3 43.29 45.69 37.07
Second law efficiency (%) 58.44 47.47 60.12 44.99
Cycle specific cost
($/kW)
545.3 597.7 766.2 865.4
Plant specific cost
($/kW)
27972 34367 32760 40305
Required mass flow rate
(kg/s)
0.255 0.163 0.05 0.183
Specific power (kJ/kg) 394.1 613.5 2000 546.4
ψ (kW/m2) 3.426 2.290 2.524 1.767
Since sink temperatures differ for all working fluids and heat sink costs were not
able to be factored into the total plant cost, it is unclear which cycle would be a more
cost-effective option. On one hand, the argon cycle has a greater thermal efficiency
which reduces the size of the upstream components and decreases the estimated plant
specific cost, however the lower sink temperatures will require the construction of a
more sophisticated heat rejection system which may prove to be a significant cost.
On the other hand, the water based Rankine cycle has a lower thermal efficiency but
a greater second law efficiency, indicating that it is more effective for its temperature
range. The plant specific cost is roughly $5000/kW more expensive for that of the
argon cycle, meaning that an extra $500,000 is available for the construction of the
more sophisticated heat sink. Due to the uncertainty of the most economical option,
it was decided that both options would be considered.
The effects of pressure ratio on cycle thermal efficiency and cycle specific cost for
the Rankine cycle operating with water as the working fluid is shown in Figure 4.13.
Note that only the water based cycle is shown here with plots for the argon based
cycle shown in Appendix B.
It can be seen, in Figure 4.13, that adjusting pressure ratio does not have a
significant effect on the thermal efficiency, past a certain point. Diminishing returns
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Figure 4.13: Effects of changing pressure ratio on the cycle efficiency and specific
cost of a simple Rankine cycle operating with water as a working fluid.
are experienced with subsequent pressure ratio increases with thermal efficiency
asymptotically approaching a value of approximately 50%.
Observing trends in the specific cost, it can be seen that the specific cost reaches
a minimum at a pressure ratio of around 400-500 then monotonically increases there-
after. This increase is only of a relatively small magnitude, however, with an increase
of around 50% when moving from a pressure ratio of 500 to 4000. Pump costs gener-
ally increase much slower than compressors with increasing pressure ratio and many
of the other components (aside from turbines) have no relationship between pressure
ratio and component cost. This makes the heat engine side of the Rankine cycle
rather inexpensive. It should be noted that the large pressure ratio of 4000 will
likely need many stages of pumps and turbines to create the overall pressure ratio.
Note that these costs are not modelled as this would require detailed turbine and
pump design. It is recommended that if this option is investigated further, turbine
and pump design be undertaken to determine the appropriate number of stages and
the associated costs.
4.5. RANKINE CYCLE 61
Figure 4.14 shows the effect of changing pressure ratio on the total plant specific
cost.
Figure 4.14: Effects of changing pressure ratio on the total specific cost of the plant.
In Figure 4.14, it is evident that the small increases in thermal efficiency that
occur with pressure ratio increases provide a significant benefit in terms of reduction
in plant specific cost. The effect of diminishing returns is still prevalent, however
has a lesser effect. Plant specific cost can likely still be reduced by increasing pres-
sure ratio further, however this would create high side pressures of greater than 20
MPa. This would require more detailed pipe design as well as further increasing the
complexity of the compressor and turbine components due to the greater number of
stages needed to achieve the required pressure ratio.
From the argon T-s diagram depicted in Figure 4.15, it can be seen that the
with the implemented pressure ratio, the cycle runs supercritically. The fluid exits
the turbine at a temperature of roughly 450 K which is much higher than the
condensation temperature of argon. This shows that improvements to the cycle can
still be made before any engineering limitations such as quality of the working fluid
are experienced. Improvements could be made by adding regeneration or creating a
reheat cycle (investigated in section 4.6).
The T-s diagram for the water-based Rankine cycle is shown in Figure 4.16.
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Figure 4.15: T-s diagram of the argon-based Rankine cycle.
Figure 4.16 shows that the water based Rankine cycle runs almost supercritically
with some small amount of two phase flow occurring at approximately 650 K. It is
possible to run the cycle supercritically, however this involves a further increase in
the cycle pressure ratio which causes the high side pressure to exceed the 20 MPa
limit. The T-s diagram also shows that after expansion through the turbine, the
fluid exists in the two phase region with a high quality close to 1. This means that
some moisture is likely to be present throughout the latter stages of the turbine,
however this is unlikely to cause a significant effect.
4.5.1 Exergy analysis
An exergy analysis was performed for the water based Rankine cycle depicted in
Figure 4.16. The results of this analysis are shown in Table 4.11.
It should be noted that due to complications with SSCAR, the heat exchanger
results for the heat exchangers in Table 4.11 were calculated manually. This occurred
as a result of the method with which the heat exchangers were modelled in the
Rankine cycle. As a result of the condensation that takes place within the heat
sink for Rankine cycles, specifying a pinch point is not sufficient to ensure that the
fluid fully condenses in the heat sink. In order to rectify this issue, heat exchanger
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Figure 4.16: T-s diagram of the water-based Rankine cycle.
Table 4.11: Exergy analysis of the optimised Rankine cycle running with a water
working fluid.
Exergy destroyed
(kW)
Exergy efficiency (%)
Pump 1.488 34.64
Heat source 422.9 93.4
Turbine 99.45 50.41
Heat sink 236 92.2
Total 759.8 45.7
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exit temperatures had to be specified using a HX block instead of a RECUP block
in SSCAR. The HX block only simulates the working fluid and does not allow for
a heat transfer fluid. This means that manual simulation of the heat exchangers
needed to be done for the purpose of the exergy analysis.
From the analysis, it is evident that the turbine destroys much more exergy than
the pump. This is due to the incompressible nature of a liquid which results in
a small change in thermodynamic properties across the pump and causes minimal
work input. It is also visible that the heat source destroys most of the exergy in the
cycle and this is due to the high degree of heat transfer that takes place within the
heat source.
4.6 Rankine cycle with reheat
The Rankine cycle’s efficiency and net power output can be improved by adding a
reheat stage, in which the working fluid performs another pass through the boiler and
is reheated after the main turbine. The fluid is then expanded through a secondary
turbine. This improves net power output as additional heat is added to the system
and is converted to work through the secondary turbine. Thermal efficiency increases
are also possible as the reheat has the potential to increase the mean temperature of
heat addition. It should be noted that the individual pressure ratios for the turbines
play an important role in the cycle thermal efficiency and these pressure ratios are
not necessarily identical. The same working fluids analysed in the Rankine cycle
were considered for the reheat variant. The results of the thermodynamic analysis
are shown in Table 4.12.
It is evident from the data displayed in Table 4.12 that the reheat variant of
the Rankine cycle was able to improve on some of the aspects of the simple cycle
with thermal efficiencies increasing by around 2-3% for most working fluids. Like
the simple Rankine cycle, argon performs the best in terms of absolute thermal
efficiency, however water performs better in terms of second law efficiency and also
has the greatest gain from the simple cycle with an efficiency gain of 5%. The water
power cycle also displays the highest specific power and hence achieves the lowest
required mass flow rate. The argon cycle performs significantly better in terms of
ψ with a 50% margin over that of the next best cycle (nitrogen). Due to its higher
thermal efficiency, the plant specific cost of the argon cycle is the lowest however
this does not take into account the additional cost of constructing the heat sink.
Due to the uncertainty associated with this cost, it was decided that the water cycle
is likely the best cycle as it can utilise greenhouse heating as a heat sink, which is
likely to be significantly cheaper than a permanently shaded radiator heat sink.
A noteworthy trend to highlight is that of the high pressure turbine pressure ratio
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Table 4.12: Results of the analysis for the reheat Rankine cycle operating with the
day source temperature and variable sink temperature.
Argon Nitrogen Water Carbon
Dioxide
Sink temperature (K) 105 105 300 220
Optimum total pressure
ratio
20 12 4000 30
High pressure turbine
pressure ratio
2 2 16 2
Low pressure turbine
pressure ratio
10 6 250 15
Condenser pressure
(kPa)
665.3 1466 4.719 735.1
Cycle thermal efficiency
(%)
55.52 41.7 50.04 36.51
Second law efficiency (%) 60.88 45.72 65.84 44.31
Cycle specific cost
($/kW)
872.9 771.3 833.1 878.1
Plant specific cost
($/kW)
27206 35833 30048 40916
Required mass flow rate
(kg/s)
0.207 0.147 0.036 0.17
Specific power (kJ/kg) 483.1 680.3 2778 588.2
ψ (kW/m2) 3.744 2.146 1.89 1.726
being significantly less than that of the low pressure turbine. The optimal cycles
have this characteristic to raise the mean temperature at which heat addition occurs
which further increases thermal efficiency. Another interesting point to note is that
the carbon dioxide cycle experiencing an efficiency decrease as a result of the reheat
addition. At the stated pressure ratio, the carbon dioxide cycle is run supercritically
with a relatively high mean temperature of heat addition. Adding a reheat portion
to the cycle serves to decrease the mean temperature which consequently results in
a small reduction in thermal efficiency. It should be noted that overall net power
output did increase, however.
Figure 4.17 shows how the high pressure turbine and low pressure turbine pres-
sure ratios influence cycle thermal efficiency and cycle specific cost for a reheat
Rankine cycle operating with water as a working fluid. It should be noted that
the figure was generated using a constant overall pressure ratio of 4000 with ad-
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justments between the individual turbine pressure ratios taking place. This means
that increasing the high pressure turbine pressure ratio resulted in a decrease in the
pressure ratio of the low pressure turbine.
Figure 4.17: Effect of changing the high pressure turbine pressure ratio on the
thermal efficiency and cycle specific cost of a water based reheat Rankine cycle.
It is shown, in Figure 4.17 that adjusting the high pressure turbine pressure
ratio has subtle effects on the thermal efficiency of the cycle with minimal changes
in overall efficiency over a wide range of pressure ratios. This is predominantly
caused by the fixing of the overall cycle pressure ratio which was found to have an
optimal value of 4000 in section 4.5.
The cycle specific cost improves as the pressure ratio through the high pressure
turbine is increased. This is a result of a reduction in heat exchanger area. As
the high pressure turbine pressure ratio increases, heat transfer within the reheat
portion of the boiler improves as a result of increased logarithmic mean temperature
difference, allowing a reduction in heat exchanger area. This, in turn, reduces cost.
The effects of adjusting the high pressure turbine pressure ratio on the overall
plant specific cost is shown in Figure 4.18.
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Figure 4.18: Effects of adjusting high pressure turbine pressure ratio on the plant
specific cost of a water based reheat Rankine cycle.
It is evident, from Figure 4.18, that thermal efficiency and cycle specific cost
play a large role in the determination of the plant specific cost for the considered
cycle and working fluid combination. It can be seen that the high pressure turbine
pressure ratio of 16 minimises the plant specific cost with costs increasing on either
side. Costs increase much faster with pressure ratios that are below optimum as
a result of both decreased thermal efficiency and large heat exchanger areas. On
the other hand, pressure ratios that are above optimum cause less of an increase in
cost. Although the thermal efficiency of these cycles are lower, the heat exchanger
performance continues to improve which causes a reduction in the cycle specific cost.
These trade off against one another and result in a smaller cost gradient.
The T-s diagram of the optimised Rankine cycle with reheat is shown in Fig-
ure 4.19.
From the T-s diagram (Figure 4.19), it can be seen that the reheat cycle improves
on the simple Rankine cycle (Figure 4.16). In the original simple cycle, the working
fluid at the outlet of the turbine was two-phase containing a small amount of liquid.
Although unlikely, this had the potential to accelerate wear in the turbine. With
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Figure 4.19: T-s diagram of the optimised reheat Rankine cycle running with water
as a working fluid.
the reheat addition, the outlet of both turbines contain only superheated vapour,
reducing the risk of any turbine damage.
It is also visible, from the diagram, that the presence of the reheat boiler also
serves to increase the mean temperature of heat addition by a significant amount
which contributes strongly to the reheat cycle’s greater thermal efficiency.
4.6.1 Exergy analysis
An exergy analysis was performed on the optimised reheat Rankine cycle. This is
presented in Table 4.13.
Note that Table 4.13 suffers from the same limitation as Table 4.11 with the
heat exchanger exergy values having to be calculated manually. The table shows
that the low pressure turbine results in greater exergy destruction than that of the
high pressure turbine. This is due to the higher power output that this turbine
has. As mentioned previously, the pump experiences low exergy destruction due
to the small change of thermodynamic properties that occurs across the pump. In
contrast, turbines impose a much larger change of thermodynamic properties and
thus result in more exergy destruction. Once again, the heat source is the major
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Table 4.13: Exergy analysis for the optimised reheat Rankine cycle operating with
a water working fluid.
Exergy destroyed
(kW)
Exergy efficiency (%)
Pump 1.079 34.64
Heat source 304.5 94
High pressure turbine 16.1 70.9
Reheat boiler 155.1 95.3
Low pressure turbine 44.0 58.3
Heat sink 197.6 92.3
Total 718.4 50.1
source of exergy destruction and this is a direct result of the large degree of heat
transfer that takes place within the heat exchanger.
4.7 Combined cycle
Two working fluid combinations were analysed for the combined cycle with the same
working fluid constituting the topping Brayton and bottoming Rankine cycle. These
were: argon and nitrogen. Note that due to some technical restrictions imposed by
SSCAR, other working fluid combinations were not able to be analysed. In the
current form, SSCAR is not able to handle two-phase flow within heat exchanger
geometries and thus cannot handle cycles that undergo boiling or condensation.
Note that this only applies to heat exchangers where a geometry has been specified
therefore cycles such as the Rankine cycle are unaffected. Using the considered
working fluids, the split ratio (ratio of Brayton mass flow rate to Rankine mass flow
rate) and pressure ratios of all components were optimised. All cycles were run
using a source temperature of 1250 K. The results of the optimisation are presented
in Table 4.14.
From Table 4.14, it can be seen that the combined cycles are able to achieve high
thermal efficiencies with both working fluids achieving beyond 70%. This is partly
due to the high temperature range that they operate over, however the combined
cycle implements efficiency enhancing technologies such as regeneration and reheat
to maximise the efficiency of the bottoming Rankine cycle. It is evident that the
nitrogen cycle performs better than the argon cycle with an efficiency difference of
approximately 5% and this leads to a plant specific cost that is $1300/kW less than
that of the argon cycle. Many trends identified in the Rankine with reheat cycle
carried over to the combined cycle with low high pressure turbine pressure ratios
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Table 4.14: Results of the analysis of the combined cycle
Argon-argon Nitrogen-nitrogen
Sink temperature (K) 105 105
Split ratio 2.5 2
Brayton pressure ra-
tio
2 2
Rankine pressure ra-
tio
22 14
High pressure turbine
pressure ratio
4.7 2
Low pressure turbine
pressure ratio
4.7 7
Condenser pressure
(kPa)
665.3 1466
Cycle thermal effi-
ciency (%)
72.64 77.2
Second law efficiency
(%)
79.3 84.3
Cycle specific cost
($/kW)
446.2 335.2
Plant specific cost
($/kW)
20572 19272
ψ (kW/m2) 1.909 1.771
leading to increased thermal efficiency due to the increase of the mean temperature
of heat addition in the nitrogen cycle. The lower plant cost and greater thermal
efficiency lead to the nitrogen cycle being the preferred option for the combined
cycle.
Both cycles have low cycle specific cost and this is primarily due to the small
components needed to operate the cycle as the cycles contain low pressure ratios
and recuperator size is kept reasonable due to the implementation of reheat.
As a result of less heat recovery in the Rankine recuperator, the argon cycle
requires a higher split ratio to transfer more heat in the high pressure recuperator.
This somewhat emphasises the poor performance of the Brayton cycle. It is impor-
tant to note that while higher split ratio tends to amplify the poor thermal efficiency
of the Brayton cycle, it also tends to increase the heat transfer to the Rankine cycle
which has the potential to increase its efficiency. This has the potential to more
than make up for the poor Brayton performance, causing an overall net gain. It can
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therefore be said that a local optimal split ratio exists for each cycle configuration.
Note that due to the same trends as the other cycles holding true for the combined
cycle, the results of the investigation into the optimal pressure ratios will not be
displayed here. Note that these graphs are shown in Appendix C. An interesting
variable to optimise comes in the form of the split ratio, as mentioned previously, and
this was optimised through changing the Brayton cycle mass flow rate whilst keeping
the Rankine mass flow rate the same. A graph showing the effects of changing split
ratio is shown in Figure 4.20.
Figure 4.20: Effects of changing split ratio on thermal efficiency and cycle specific
cost of a nitrogen-based combined cycle.
It can be seen, in Figure 4.20, that changing the split ratio has the potential to
affect the overall thermal efficiency by a moderate amount. An optimum thermal
efficiency of approximately 77% can be identified at a split ratio of 2 with decreasing
thermal efficiencies on either side. A decrease in split ratio (from the optimal of 2)
hampers heat transfer through the recuperators as the Brayton cycle does not hold
enough heat for effective heat transfer to take place. Due to the non-regenerative
form of the Brayton cycle, increasing the split ratio beyond 2 amplifies the poor
thermal performance of the Brayton cycle and causes a net loss in efficiency.
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The specific cost monotonically increases as split ratio increases. This is due
to the increase in recuperator size as well as upscaling of compressors and turbines
to handle the increased flow throughout the Brayton cycle. This becomes more
pronounced as split ratio is further increased.
The effects of adjusting split ratio on the total plant specific cost is shown in
Figure 4.21.
Figure 4.21: Effects of changing split ratio on the total plant specific cost of an
optimised nitrogen-based combined cycle.
It is evident, in Figure 4.21, that the split ratio plays a large role in the total
plant specific cost. It is interesting to note that the increased thermal efficiency
afforded by the increased split ratio only contributes to decreasing the plant cost
by approximately $200/kW. It is also clear that increasing the split ratio beyond 2
rapidly increases the specific cost of the plant and is thus non-feasible.
The T-s diagram of the optimised variant of the cycle is shown in Figure 4.22.
From Figure 4.22, it can be seen that the combined cycle consists of a regenerative
supercritical Rankine cycle with reheat connected to a simple Brayton topping cycle.
The pressure ratio of the Brayton cycle is intentionally kept low to maximise the
amount of heat input into the Rankine cycle. If the Brayton cycle were made more
efficient, less heat would be rejected by the two recuperators and the Rankine cycle
would run poorly, nullifying most of the benefit of the combined cycle.
The Rankine recuperator heavily contributes to increasing the mean temperature
of heat addition as it raises the temperature of the fluid from the sink temperature to
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Figure 4.22: T-s diagram of the optimised combined cycle running with a nitrogen
working fluid for both cycles.
approximately 500K. If this was not achieved by the recuperator, more heat would
be lost in the heat sink, dropping the thermal efficiency considerably. The mean
temperature of heat addition is also improved by the implementation of the reheat
variant which utilises a small high pressure turbine with a low pressure ratio of 2
followed by the low pressure turbine which utilises a pressure ratio of 7 and generates
more of the power. It should be noted that it is possible for more reheat stages to
be added which could possibly result in more efficient power generation, however
this is subject to diminishing returns with each extra stage contributing less of an
efficiency gain.
4.7.1 Exergy analysis
An exergy analysis was performed for the optimised combined cycle with the results
displayed in Table 4.15.
From Table 4.15, it can be seen that the Rankine recuperator is the main source
of exergy destruction through the combined cycle. This is due to the large degree of
heat recovery that takes place through the recuperator and the large temperature
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Table 4.15: Exergy analysis for the optimised combined cycle operating with a
nitrogen working fluid for both cycles.
Exergy destroyed
(kW)
Exergy efficiency (%)
Heat sink 27.87 75.2
Pump 19.76 40.6
Rankine recuperator 213.6 78.5
High pressure recu-
perator
43.54 79.4
High pressure turbine 11.2 72.1
Low pressure recuper-
ator
22.23 78.3
Low pressure turbine 35.1 68.2
Compressor 31.94 55.9
Heat source 41.2 78.8
Gas turbine 20.99 77.9
Total 467.4 77.3
increase of the working fluid. It also be seen that many of the components in the
cycle have relatively high exergy efficiencies with the exception of the pump. Due to
the small amount of exergy destruction that takes place through the pump, it can
be said that the effect of this low efficiency is limited.
4.8 Cycle comparison
Since all cycles have been analysed individually, a comparison can be made between
them in terms of the major performance criteria. A plot of the thermal efficiency
against the total plant specific cost is displayed in Figure 4.23. It should be noted
that all data displayed in this section is derived using the night temperature range.
For Rankine and combined cycles, the temperature range specified in their respective
sections are used. This was done as the fluids require a specific temperature to
condense, therefore the night and day temperature ranges only apply for the Brayton
cycles. The same plots using the day temperature data can be found in Appendix C.
It can be seen from Figure 4.23 that the thermal efficiency of the heat engine
is heavily correlated with the overall plant specific cost. This occurs as a result of
the fixed plant size of 100 kW and the method by which the costs are calculated.
Since the plant power size remains the same, a lower thermal efficiency results in
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Figure 4.23: Plot of the thermal efficiency as a function of the plant specific cost for
all cycles.
the size of the plant (e.g. the number of heliostats) to be scaled up since the heat
engine cannot convert as much thermal energy into electrical energy. Since many
component costs upstream of the heat engine are heavily dependent on the thermal
energy flow, these costs subsequently increase. It is interesting to note that the
increase is non-linear and follows an exponential trend. This means that further
increases in thermal efficiency are less effective at reducing the overall plant cost.
It is evident that the combined cycle, recuperative Brayton cycle and the re-
compression Brayton cycle display more optimal data points whereas the Rankine
cycles perform more poorly due to their low thermal efficiency and low temperature
of heat rejection.
Since it can be seen that the thermal efficiency is heavily correlated with the
plant specific cost, the thermal efficiencies of the cycles can be plotted together.
This is shown in Figure 4.24.
From Figure 4.24, it is evident that the cycle with the highest thermal efficiency
is that of the combined cycle running with a nitrogen working fluid for both cycles.
It can also be seen that the Rankine cycles typically perform much lower than that
of the other cycles and this is due to the lower temperature range that many of these
cycles operate over as well as the constraints limiting the maximum pressure in the
cycle. The nitrogen Rankine cycles are particularly plagued by this issue.
The recuperative and recompression Brayton cycles perform similarly in all in-
stances with marginal efficiency differences between them. The advantage of the
recompression cycle is its ability to mitigate the pinch point effect that develops
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Figure 4.24: Plot of the thermal efficiencies of all considered cycles and working
fluids.
within the recuperator of the recuperative Brayton cycle. This results in greater
heat recovery throughout the cycle and reduces the amount of heat lost in the sink,
improving efficiency. For the purpose of this thesis, however, heat exchangers were
mostly sized for a specific pinch point (typically 5K). This nullifies the benefit of the
recompression cycle as the pinch point through the recuperator is a pre-determined
temperature. This results in almost the same performance between the two cycles.
If the recuperators were a fixed size instead of a fixed pinch point, the recompression
cycle would display more of its benefits.
Since many cycles employed differing source and sink temperatures, it is more
effective to compare the cycles on a second law efficiency basis to eliminate differing
Carnot efficiency as a variable in the analysis. This is shown in Figure 4.25.
It is clear, from Figure 4.25, that the cycle performance is more similar when
comparing the cycles on a second law basis. The recompression cycle, recuperative
cycle and combined cycle performance for most working fluids is within 1-2% of
each other. It can therefore be said that much of the performance benefit of the
combined cycle comes from the ability to run at a higher Carnot efficiency with the
higher temperature range. Another interesting point to note is that the water based
Rankine cycles become more competitive when compared on a second law basis
since the lower temperature range that these cycles operate over limit the thermal
efficiency that can be achieved. Overall, it can be seen that the combined cycle
operating with the nitrogen working fluid still performs the best when comparing
the cycles on the basis of the second law efficiency.
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Figure 4.25: Plot of the second law efficiencies of all considered cycles and working
fluids.
The cycles can also be compared using the ψ performance criterion. This is
presented in Figure 4.26.
In Figure 4.26, it is clear that the ψ values of the Brayton cycles are significantly
larger than that of the other cycles. This is mostly due to the higher temperature
of heat rejection and the higher logarithmic mean temperature difference within
the heat sink. Due to SSCAR not being able to handle two phase flow in heat
exchangers, when modelling the Rankine cycles, the logarithmic mean temperature
difference had to be set within the heat exchanger. This was set to a value of 10 K.
This contributes to the poor heat rejection performance of the Rankine cycles. In
general, the more efficient Rankine cycle working fluids generated higher values of
ψ as a result of having less heat to reject.
Since the costs of the heat sink are unknown, it is unknown how much of an
effect this performance criteria will have on the cost of the power plant. It is thus
difficult to quantify the emphasis that should be placed upon ψ as a performance
criteria. More detailed studies would need to be performed to gain a more holistic
view.
4.9 Cycle discussion
From the analysis displayed in the previous section, it can be seen that the most
effective cycle considered is the combined cycle operating with a nitrogen working
fluid for both the topping and bottoming cycles. This was selected as the plant
specific cost of the plant is the lowest when utilising this cycle as well as the cycle
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Figure 4.26: Plot of the ψ values of all considered cycles and working fluids.
having the greatest second law efficiency, removing the possibility of it only being
effective due to the high temperature range it operates over. The cycle exhibits a
high thermal efficiency due to the effective heat regeneration that takes place through
the recuperators set up around the cycle. The split ratio of 2 helps to feed more
heat into the bottoming Rankine cycle, raising the temperature throughout the cycle
and enhancing its operation. The cycle currently operates with a thermal efficiency
of 77.2%, corresponding to a second law efficiency of 84.3%. Although the cycle
currently attains a high thermal efficiency, its operation can be further improved.
At the moment, it is limited by the constraint placed on cycle pressures whereby it
is not able to exceed 20 MPa. This is caused by the high condenser pressure which
limits the Rankine pressure ratio. Dropping the heat sink temperature is able to
reduce the required condenser pressure which allows for higher pressure ratios to be
run throughout the Rankine cycle, improving its efficiency. It should be noted that
reducing the sink temperature may incur additional costs due to heat sink design
adjustment. These additional costs may be able to be modelled once extra studies
on the topic have been completed.
It should be noted that due to the fact that the effects of heat sink cost were not
able to be quantified, the recuperative Brayton cycle running a nitrogen working fluid
is also an acceptable alternative, as it does not suffer as much from the uncertainty
surrounding the heat sink cost. Once further work has been completed in this field,
the best option can be clarified.
The cost breakdown for the combined cycle with the nitrogen working fluid are
shown in Table 4.16 and Table 4.17 for the cycle cost and plant cost respectively.
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Table 4.16: Cycle specific cost breakdown for the optimal combined cycle.
Component Specific cost ($/kW)
Heat sink 25.3
Pump 5.22
Rankine recuperator 72.6
High pressure recuperator 57.3
High pressure turbine 19.3
Low pressure recuperator 30.0
Low pressure turbine 54.2
Compressor 11.4
Heat source 21.3
Gas turbine 38.6
Total 335.2
It can be seen from Table 4.16 that the costs are spread around the cycle with the
heat exchangers making up most of the cost of the cycle. In total, heat exchangers
made up 62% of the total cost with turbines making up 33% and compressors and
pumps making up the remaining 5%. This is to be expected since the cycle consists
of many large heat exchangers to effectively regenerate the heat between the two
cycles.
Table 4.17: Cost breakdown of the plant specific cost for the optimal combined
cycle.
Subsystem Specific cost ($/kW)
Solar field 2852
Receiver 938
Thermal storage 15149
Heat engine 335
Total 19272
It can be seen in Table 4.17 that the cost of the plant is dominated by the thermal
energy storage system cost. This is due to the long lunar night which necessitates
the usage of a large energy storage system to be used to maintain baseload power
generation. It can therefore be said that reducing the unitary cost of thermal energy
storage should be a priority for future endeavours as it constitutes over 75% of the
total cost of the plant.
From the results, a number of overarching trends and recommendations can be
made for the successful design of a heat engine for a solar thermal power plant. As is
most evident in the Brayton cycles, diatomic gases, in general, have more favourable
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properties due to their lower values of 1− cv
cp
which reduces the amount of heat added
during compression. This has the greatest effect when coupled with a regenerative
cycle that recovers waste heat. Since regenerative cycles generally operate more
optimally at low pressure ratios, the decreased heat addition in the compressor allows
for a higher degree of recuperation and results in a more efficient cycle. Working
fluids with high specific heat capacity typically result in improvements in the specific
power of a given cycle. This allows for the reduction of mass flow rate through the
cycle which can subsequently reduce the size of many components (compressors,
turbines) and reduce their cost.
As mentioned previously, the primary cost drivers for the solar thermal power
plant lie in the thermal energy storage system. It was calculated that over 75%
of the total plant cost is taken up by the storage system and that the heat engine
typically only represents a small portion (< 2%) of the total cost. As a result of this,
heat engine thermal efficiency and the total plant cost are typically proportional to
one another therefore it is typically important to optimise for thermal efficiency with
little regard for the heat engine cost since these typically remain low regardless of
cycle architecture.
In terms of cycle architecture, the thesis results highlight the necessity for recu-
peration within a cycle to achieve high thermal efficiencies. As is clearly evident in
Figure 4.24, cycles that incorporated some degree of recuperation achieved thermal
efficiencies 10% or greater than that of non-recuperative cycles. It is unlikely that
non-recuperative cycles would be able to achieve this level of performance as too
much heat would be lost to the heat sink. As a direct result of increased thermal
efficiency, heat sink size and the associated cost is reduced, meaning some of the
recuperator cost is partially offset. This is a consideration that should be taken into
account when developing future space-based thermodynamic cycles.
From the exergy analyses that were conducted for each cycle, it is evident that
most of the exergy loss results from heat exchangers, typically either recuperators
or the heat sink. It can also be said that compressors or pumps are generally
the least efficient component within the cycle. It is worthwhile performing further
investigation into heat exchanger design as further optimisation of the design may
lead to significant exergy improvements which would further increase both the exergy
and energy efficiency. Depending on the pump/compressor operating conditions, the
exergy efficiency of these components plays a role of varying importance. At low
pressure ratios and mass flows, the exergy efficiency remains low however the amount
of exergy destruction also remains low, therefore it can be said that efforts would be
better spent optimising other components. At higher pressure ratios and mass flows,
exergy destruction becomes more prominent and optimisation of these components
may become a higher priority.
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In order to properly assess the feasibility of CSP for use within a lunar space set-
tlement, a comparison between photovoltaics and CSP should be conducted. Com-
paring overall energy efficiencies is an effective method of determining which option
performs better at its primary function. From a paper produced by Kotamraju et
al, 2019 [66], a high efficiency multi-junction solar cell was able to provide a solar to
electric energy efficiency of 32%. For the purpose of cost calculation in this thesis,
a solar field efficiency of 45% and a solar receiver efficiency of 60% were assumed.
Using these values along with the 77.2% thermal efficiency afforded by the combined
cycle gives an overall solar to electric efficiency of 21%. Note that the assumed values
were designed to be conservative in order to increase the accuracy of the final cost
figure. Using state-of-the-art technology would likely result in incorrect cost figures
due to the increased expense for these high end components. A paper written by
Binotti et al, 2017 [67] performs an analysis on supercritical carbon dioxide cycles for
use in CSP central receiver plants. In this analysis, a solar field efficiency of 66.8%
is used along with a solar receiver efficiency of 74.7%. Applying these values to this
thesis gives an overall solar to electric efficiency of 38.5%. It should be noted that
these values are for terrestrial based applications and further improvements may be
able to be made on the lunar surface by taking advantage of the unique properties
of the environment (low gravity, no wind, etc). From an efficiency standpoint, it
can thus be seen that CSP is competitive with solar photovoltaics. CSP also has a
number of other benefits such as the ability to provide heat through habitat heat
rejection or work in a dedicated heating operation if habitat heating is not available.
Chapter 5
Conclusions
5.1 Summary and conclusions
This project aimed to investigate the feasibility of a solar thermal power plant with
thermal energy storage as a method of powering a permanent lunar space settlement.
Cycles considered in the analysis included the: simple Brayton cycle, recuperative
Brayton cycle, recompression Brayton cycle, simple Rankine cycle, Rankine cycle
with reheat and a combined topping Brayton with bottoming Rankine cycle. Perfor-
mance metrics such as the plant specific cost, second law efficiency and the ratio of
the power output to the sink heat exchanger size were created to allow for objective
comparisons between different cycles and working fluids.
Through the analysis of these cycles, it was found that the optimal cycle consisted
of a combined cycle utilising a nitrogen working fluid for both the Brayton and
Rankine cycles. The optimal cycle ran a pressure ratio of 2 in the Brayton cycle
with an overall pressure ratio of 14 in the Rankine cycle. This was further split with
ratios of 2 and 7 in the high and low pressure turbines respectively. Using these
parameters, a thermal efficiency of 77.2% was able to be achieved with source and
sink temperatures of 1250K and 105K, respectively. Optimising the split ratio led to
the discovery that a split ratio of 2 optimised the total plant cost. It accomplished
this by enhancing the heat transfer that took place in the high pressure recuperator,
increasing the mean temperature of heat addition. This subsequently led to the
thermal efficiency increase. With the implemented source and sink temperatures, a
second law efficiency of 84.3% was achieved.
The second law efficiency achieved by the combined cycle was able to outper-
form the recuperative Brayton cycle by roughly 1%. Although the overall thermal
efficiency of the cycle was lower due to the decreased temperature range, the recuper-
ative cycle operating with a nitrogen or hydrogen working fluid managed to achieve
second law efficiencies of 83%. It should be noted that the recuperative Brayton
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cycle is significantly less complex than the combined cycle and thus deserves an
honourable mention.
A number of overarching trends and recommendations were identified and made
for further space CSP studies. These are summarised below.
• Diatomic gases generally perform better in Brayton cycle operation due to
the lower heat added during compression. The benefits of this are especially
pronounced in regenerative cycles.
• Primary cost drivers lie in the thermal energy storage system with the heat
engine contributing little to the overall cost. Large cost benefits could be
realised if the thermal storage system could be improved.
• In general, recuperation provides large thermodynamic and cost benefits and
is superior to non-recuperative cycles. Additional recuperator cost is partially
offset by the reduced heat sink cost as a result of less heat load.
• Heat exchangers are generally the cause of most exergy losses throughout the
system. Pumps and compressors typically have the lowest exergy efficiency
however, depending on operating conditions (pressure ratio and mass flow),
can contribute little or largely to the overall exergy destruction. Effort should
be spent improving heat exchanger performance to maximise both exergy and
energy efficiency.
In comparison to solar photovolatics, CSP is able to be competitive from a
conversion efficiency standpoint. Using the conservative values used in the analysis
of this thesis, CSP achieves a conversion efficiency of 21% with solar photovoltaics
achieving 32%. Applying more state-of-the-art values, CSP can achieve efficiencies
of 38-39%.
Overall, it can be seen that the unique environment of the lunar surface and
space, in general, greatly enhance the performance and attractiveness of solar ther-
mal power plants for usage within a permanent settlement. Along with this, the
technology is becoming increasingly competitive with solar photovoltaics from an
efficiency point of view. From this thesis, it is evident that the economic costs as-
sociated with solar thermal power plants are able to be optimised and that work in
this field is worthy of further study.
5.2 Possible future work
There are a number of limitations in this study that should be addressed through
future studies. Firstly, heat sink costs were not able to be located in the literature
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and this led to a primarily qualitative discussion around heat sink costs and added
much uncertainty to the final result of the thesis. It is recommended that further
study into potential heat sink designs and the economic costs surrounding each of
these designs be developed. This would allow more in-depth economic optimisations
on this topic to be conducted in the future.
Turbomachinery design and the limitations surrounding turbomachinery is an-
other topic that was not covered in this thesis. In reality, high pressure ratios are
difficult to achieve using single stage turbomachinery and thus compressors or pumps
are usually employed in series to achieve the overall pressure ratio. This has the
potential to modify the thermodynamic performance of the cycle and affect the eco-
nomic cost. Future studies should take into account these limitations and perform
their optimisations around them which would lead to a more comprehensive output.
A major limitation that affected the results of this study is the usage of order of
magnitude cost models to determine the cost of the cycle building blocks (compres-
sors, etc). As seen in the thesis, many cost models are contradictory and disagree
as to the true price of the component, leading to inaccurate cost figures which may
lead to a sub-optimal cycle being selected. Future, more in-depth studies should
consider approaching turbomachinery manufacturers for a quotation of the required
equipment which would reduce the uncertainty surrounding these costs.
Off-design performance analysis of the cycles was also not considered in this
thesis. It was assumed that the cycles always operated at certain temperatures and
pressures and that these did not vary. This is an over-simplification and is not a
valid assumption. Future studies should address this and consider differing ambient
conditions in the analysis. This may lead to the discovery of a new optimal cycle.
As identified in the analysis, recompression cycles provide a unique operating
environment in which the mass flow rate and optimal pressure ratio do not change
significantly with changes in ambient temperatures. This may allow for the cycle
to be operated during both the lunar day and night as power output would remain
relatively constant over a wide range of temperatures. It is thus recommended that
the off-design performance of the recompression Brayton cycle be investigated in the
future to determine the merits of this idea.
Appendix A
Example run file
”””
Example input f i l e f o r c y c l e mode l l e r
Recompression c y c l e running with
f i x e d e f f i c i e n c y turb ine and compressors
Author : Ingo Jahn
Last Modif ied : 10/02/2017
”””
from CoolProp . CoolProp import PropsSI
mdotb = 2 .5
mdotr = 1 .0
pr Brayton = 2 .0
pr Rankine = 22 .0
t s o u r c e = 1250.0
t s i n k = 110 .0
# s e t f l u i d
gdata . i t e r = 30
gdata . p r i n t f l a g = 2
gdata . optim = ’ root : hybr ’
#Hot s to rage heat source
Thin = t s o u r c e
mdoth = 30 .0
mheat = MASS(mdoth , ’ argon ’ , l a b e l =’ heat source ’ , mtype=’ f ixed ’ )
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ph0 = POINT(300 e3 , Thin , l a b e l =’ph0 ’ , ptype=’PT fixed ’ )
ph1 = POINT(300 e3 , Thin 1 0 0 , l a b e l =’ph1 ’ , ptype=’ f r e e ’ )
# s e t mass f l ows
m1 = MASS(mdotb , ’ argon ’ , l a b e l =’m1’ , mtype=’ f r e e ’ )
m2 = MASS( mdotr , ’ argon ’ , l a b e l =’m2’ , mtype=’ f r e e ’ )
# Def ine c o n t r o l po in t s and i n t i a l c o n d i t i o n s
#P = PropsSI ( ’P’ , ’T’ , t s i nk 5 , ’Q’ , 0 . 0 , ’ argon ’ )
#pr in t (P)
Pb = 300 e3
P = PropsSI ( ’P’ , ’T’ , t s i n k +5, ’Q’ , 0 . 0 , ’ argon ’ )
p0 = POINT(Pb , 350 .0 , ptype=’ P f ixed ’ )
p1 = POINT(Pb∗pr Brayton , 400 .0 , ptype=’ f r e e ’ )
p2 = POINT(Pb∗pr Brayton , t source , ptype=’ f r e e ’ )
p3 = POINT(Pb , 800 .0 , ptype=’ f r e e ’ )
p4 = POINT(Pb , 400 .0 , ptype=’ f r e e ’ )
p5 = POINT(P, t s i nk , ptype=’ P f ixed ’ )
p6 = POINT(P∗pr Rankine , 310 .0 , ptype=’ f r e e ’ )
p7 = POINT(P∗pr Rankine , 320 .0 , ptype=’ f r e e ’ )
p8 = POINT(P∗pr Rankine , 500 .0 , ptype=’ f r e e ’ )
p9 = POINT(P∗pr Rankine ∗∗0 .5 , 400 .0 , ptype=’ f r e e ’ )
p10 = POINT(P∗pr Rankine ∗∗0 .5 , 600 .0 , ptype=’ f r e e ’ )
p11 = POINT(P, 500 .0 , ptype=’ f r e e ’ )
p12 = POINT(P, 400 .0 , ptype=’ f r e e ’ )
# Def ine Heat Exchangers
hx source = RECUP( ’ HX source . py ’ , p1 , p2 , ph0 ,
ph1 , [m1] , [ mheat ] , l a b e l =’HX source ’ )
hx rankine = RECUP( ’ HX recuperator combined . py ’ , p6 , p7 , p11 , p12 ,
[m2 ] , [ m2] , l a b e l =’Rankine recuperator ’ )
hx HP = RECUP( ’ HX highpres . py ’ , p7 , p8 , p4 , p0 , [m2 ] , [ m1] , l a b e l =’HX HP’ )
hx LP = RECUP( ’ HX lowpres actual . py ’ , p9 , p10 ,
p3 , p4 , [ m2] , [m1] , l a b e l =’HX LP’ )
hx s ink = HX( ’ s ink ’ , t s i nk , p12 , p5 , [m2] , Volume=0.0 , l a b e l =’HX sink ’ )
# Def ine Turbines
t1 = TURB ER( p2 , p3 , [ m1] , pr Brayton , 0 . 9 0 , l a b e l =’Gas turbine ’ )
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t2 = TURB ER( p8 , p9 , [ m2] , pr Rankine ∗∗0 . 5 , 0 . 9 , l a b e l =’HP Steam turbine ’ )
t3 = TURB ER( p10 , p11 , [m2] , pr Rankine ∗∗0 .5 ,
0 . 9 , l a b e l =’LP Steam turbine ’ )
# Def ine Compressors
c1 = COMP MASSF( p0 , p1 , [ m1] , mdotb , 0 . 8 5 , l a b e l =’Compressor ’ )
c2 = COMP MASSF( p5 , p6 , [ m2] , mdotr , 0 . 8 5 , l a b e l =’Pump’ )
# MERGE
# Provide In f o f o r E f f i c i e n c y Ca l cu l a t i on
eta . Qin ( [ hx source ] )
eta . Qout ( [ hx s ink ] )
Appendix B
Argon Rankine cycle analysis
Figure B.1: Effect of pressure ratio on the thermal efficiency and cycle specific cost
on the argon-based Rankine cycle.
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Figure B.2: Effect of pressure ratio on the plant specific cost on the argon-based
Rankine cycle.
Appendix C
Day temperature comparison
graphs
Figure C.1: Plot of the thermal efficiencies of all considered cycles and working
fluids for the day temperature range.
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Figure C.2: Plot of the second law efficiencies of all considered cycles and working
fluids for the day temperature range.
Figure C.3: Plot of the psi values of all considered cycles and working fluids for the
day temperature range.
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