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SUMMARY
Integer Programming (IP) is a powerful and widely-used formulation for combi-
natorial problems. The study of IP over the past several decades has led to fascinating
theoretical developments, and has improved our ability to solve discrete optimization prob-
lems arising in practice. This thesis makes progress on algorithmic solutions for IP by
building on combinatorial, geometric and Linear Programming (LP) approaches.
We use a combinatorial approach to give an approximation algorithm for the feedback
vertex set problem (FVS) in a recently developed Implicit Hitting Set framework [44, 45].
Our algorithm is a simple online algorithm which finds a nearly optimal FVS in random
graphs. We also propose a planted model for FVS and show that an optimal hitting set for
a polynomial number of subsets is sufficient to recover the planted subset.
Next, we present an unexplored geometric connection between integer feasibility and
the classical notion of discrepancy of matrices [66]. We exploit this connection to show a
phase transition from infeasibility to feasibility in random IP instances. A recent algorithm
for small discrepancy solutions [56] leads to an efficient algorithm to find an integer point
for random IP instances that are feasible with high probability.
Finally, we give a provably efficient implementation of a cutting-plane algorithm for
perfect matchings. In our algorithm, cuts separating the current optimum are easy to
derive while a small LP is solved to identify the cuts that are to be retained for later
iterations. Our result gives a rigorous theoretical explanation for the practical efficiency of
the cutting plane approach for perfect matching evident from implementations [38, 69].
In summary, this thesis contributes to new models and connections, new algorithms and




Integer Programming (IP) is a widely-used formulation for discrete optimization/combi-
natorial problems. In a discrete optimization problem, the variables belong to a discrete
set, typically a subset of integers. This integer restriction leads to a dichotomy regarding
solvability of problems: some combinatorial problems can be solved easily by exploiting the
restriction, while others become very difficult to solve. Researchers in theoretical computer
science and optimization have long sought to understand this dichotomy in the solvability
of combinatorial problems.
Most combinatorial problems involve either verifying feasibility or optimizing an objec-
tive function subject to a given set of constraints. In the feasibility version of IP, the goal
is to verify if there exists an integer point x ∈ Rn satisfying a given set of linear constraints
Ax ≤ b, where A ∈ Rm×n is a matrix and b ∈ Rm is a vector. The linear constraints de-
scribe the facets of a polytope, and thus, one would like to verify whether a given polytope
contains an integer point. In the optimization version, the goal is to identify an integer
point x ∈ Rn that maximizes a given objective function cTx, where c ∈ Rn, subject to a set
of linear constraints Ax ≤ b:
max cTx
subject to Ax ≤ b,
x ∈ Zn.
For several decades integer programs have been used to model a variety of combinatorial
problems including network design, scheduling, routing, facility location, matching, and so
forth [59, 48]. The quest to find essential inequalities that describe the convex-hull of
integer points in a polytope led to the development of polyhedral theory [64]. This, in turn,
inspired the (now broadly accepted) notion of calling an algorithm efficient if it runs in
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time polynomial in the size of the input representation. The discovery of the ellipsoid
algorithm for Linear Programming (LP) [46] and the pioneering work of Grötschel, Lovász
and Schrijver [39], Karp and Papadimitriou [43] and Padberg and Rao [60] linked polyhedral
characterizations of polytopes with the ability to design efficient algorithms by establishing
optimization equals separation. The pursuit of an efficient algorithmic solution for general
integer programs gave birth to several new avenues which have become a rich field of study
by themselves. For example, this opened the door to algorithmic aspects of lattice problems
resulting in the discovery of lattice basis reduction [49, 50, 41]; the cutting plane method to
solve IPs led to the theory of valid inequalities and the emergence of cutting plane proofs
as a powerful proof technique in mathematical logic [18]. We refer the reader to [19] for a
more elaborate historical overview of this area.
The algorithmic complexity of IP was studied even before the theory of NP-completeness
was introduced. In fact, Dantzig suggested the possibility of IP being a complete problem
before the Cook-Levin theory of NP-completeness [22]. Combinatorial structure of certain
IP instances have been exploited to solve them efficiently either directly (e.g., matching,
minimum cut, etc.), or by devising an efficient separation oracle to be used in conjunction
with the ellipsoid algorithm. The feasibility version of general IP is NP-complete and
appears in Karp’s original list [42]. The best-known theoretical bound on the running time
for general IP is essentially nO(n) from 1987 (here, n is the number of variables) [41]. Some
popular heuristics employed in practice to solve IPs are the cutting plane method and the
branch-and-bound method. Despite the poor theoretical running time guarantees of both
methods, a combination of the two is implemented in commercial IP solvers to obtain good
bounds on the objective value.
A fundamental challenge in designing an algorithm for the feasibility version of IP seems
to be the lack of a duality theory for IP. Duality theory for LP gives an efficient method
to show that no point satisfies a given set of linear constraints. On the contrary, we lack
an efficient method to show that no integer point satisfies a given set of linear constraints.
Given that IP is NP-complete, but abounds in practice, it is natural to pursue the directions
that have been explored for other NP-complete problems – (1) approximation algorithms,
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(2) heuristic algorithms and (3) algorithms for probabilistic instances. Approximation algo-
rithms have been designed for various combinatorial problems by utilizing their underlying
combinatorial structure. The heuristic direction for IP has been well-explored through the
advent of branch-and-bound and cutting-plane methods; yet, there is no rigorous explana-
tion for why these heuristic methods are fast in practice, especially for problems solvable in
polynomial-time using other algorithms. Although probabilistic instances have been stud-
ied for many combinatorial problems, very little attention has been paid to probabilistic IP
instances in the literature.
In this thesis, we pursue these three directions to solving IPs and make contributions to
models, algorithms and analysis. On the algorithmic front, our contributions are motivated
by three prominent approaches: combinatorial, geometric and LP-based.
• We develop a combinatorial approach to analyze simple online algorithms for the
Feedback Vertex Set problem (FVS) in random graphs and planted random graphs.
• We present an unexplored geometric connection between integer feasibility and the
classical notion of discrepancy of matrices. We exploit this connection to show a
phase transition from infeasibility to feasibility in random IP instances, and give an
algorithm to find an integer point for random IP instances that are feasible with high
probability.
• We give an LP-based cutting plane algorithm to find a minimum-cost perfect matching.
Moreover, our cutting plane implementation is provably efficient.
Our contributions include new models for planted FVS and random IP instances. In the
following section we give a detailed exposition of our contributions.
1.1 Contributions
Combinatorial Approach: Implicit Hitting Set
The multi-genome alignment problem (MGA) is a fundamental problem in computational
biology. In a fresh attempt to find an efficient heuristic to solve this problem, Karp and
Moreno-Centeno give a hitting set formulation of this problem [44].
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The hitting set problem is a classic NP-hard problem that models many well-known
combinatorial problems including vertex cover and set cover. Here, we are given a universe
U of discrete elements and a collection T of subsets of U . A set is said to be a hitting set
for the collection if it has non-empty intersection with every subset in the collection. The
objective is to find a hitting set of minimum cardinality. A simple greedy algorithm finds a
hitting set whose size is at most log |U | times the size of the smallest hitting set.
In the hitting set formulation of MGA given by Karp and Moreno-Centeno, the number
of subsets |T | is exponential in the size of the universe. Under this setting, each iteration
of the greedy algorithm would run for exponential time, thereby ruling out the possibil-
ity of using it in practice. This motivated them to define the implicit hitting set (IHS)
framework. They also gave a heuristic algorithm with strong experimental results to find
a small hitting set for MGA in this framework. There has been a great need to under-
stand the significance of this framework towards developing approximation algorithms for
the combinatorial optimization problems mentioned in their list of IHS problems [45].
In Chapter 2, we use a combinatorial approach to give an approximation algorithm for
the feedback vertex set problem in the Implicit Hitting Set framework. Our algorithm is a
simple online algorithm that finds a nearly optimal feedback vertex set in random graphs
when the cycles in the graph are revealed in a Breadth-First-Search order. We also propose
a planted model for the feedback vertex set problem similar to the well-studied planted
clique/planted dense-subgraph problems. In this model, we show that an optimal hitting
set for a polynomial number of subsets is sufficient to recover the planted subset.
Geometric Approach: The Discrepancy Connection
Our geometric approach is inspired by the simple idea that a polytope is likely to contain
an integer point if it contains a large ball. We quantify the radius of the largest inscribed
ball that guarantees integer feasibility as a function of the constraint matrix describing the
polytope. We use this approach to initiate the study of integer feasibility of probabilistic
IP instances.
4
Probabilistic analysis models uncertainty by assuming inputs are drawn from a dis-
tribution. It attempts to explain the efficient behavior of heuristic algorithms on “typi-
cal” instances of problems arising in practice. Probabilistic instances have been studied
for numerous combinatorial problems e.g., random satisfiability [13, 12, 17, 8, 30], ran-
dom knapsack [6] and various other graph problems on random graphs [7]. The theory of
random satisfiability and random graph instances revealed a fascinating phase transition
phenomenon. Among Karp’s original list of 21 NP-complete problems, IP is one of the few
that has not been satisfactorily understood for random instances.
In Chapter 3, we propose a natural model for random IP instances — instances gen-
erated by random constraint matrices. In this model, we show a transition from integer
infeasibility to feasibility as the radius of the largest inscribed ball increases. From a purely
probabilistic perspective, our main contribution is a bound on the discrepancy of random
Gaussian matrices. We also use a recent algorithm due to Lovett and Meka [56] to obtain
an efficient algorithm to find integer points in random polytopes.
LP-based Approach: An Efficient Cutting-Plane Algorithm
The cutting plane algorithm is a leading approach to solve IPs. It proceeds by solving a lin-
ear relaxation of the problem (obtained by dropping integrality constraints) and repeatedly
adding inequalities (cuts) separating the optimum from the convex hull of integer solutions
while the optimum is not integral. The cutting plane algorithm was originally proposed
and used by Dantzig, Fulkerson and Johnson to solve a Traveling Salesman Problem on 49
vertices in 1954 [21]. The cuts that they added were ingenious without a rigorous justifica-
tion. In 1958, Gomory gave a methodical way to generate cuts efficiently [34, 35, 36]. He
also showed that at most 2n cuts are needed to obtain an integer solution for binary integer
programs. Improving on this remains an important open problem.
From an algorithmic point of view, cutting plane algorithms have been implemented
in commercial IP solvers for more then three decades now. Despite a tremendous body of
work, a rigorous explanation for the efficiency of the performance of cutting place algorithm
in practice is missing. It is striking that the only known bound for cutting plane algorithms
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over the past fifty-plus years is Gomory’s 2n bound for binary integer programs. A more
realistic step towards investigating the practical efficiency of cutting plane algorithms for
general IPs is to prove a bound on the number of cuts needed for combinatorial problems
known to be solvable efficiently. Matching is one of the most fundamental problems that can
be solved efficiently. A cutting plane algorithm for matching has been discussed by several
authors including Padberg and Rao [61] and Lovász and Plummer [54]. Grötschel and
Holland [38] and Trick [69] provided experimental evidence to suggest that this algorithm
is as efficient as Edmonds’ landmark minimum-cost perfect matching algorithm [28]. Their
results have eluded a rigorous explanation thus far.
In Chapter 4, we provide this by giving a provably efficient implementation of a cutting-
plane algorithm to find perfect matchings. A major step in our analysis involves showing
that there exists a short sequence of LPs that converge to the final integral solution. More-
over, the optima to each LP in the sequence is half-integral and is supported on a disjoint
union of odd cycles and matching edges. This enables us to identify potential new cuts
easily. Our algorithm adopts an LP-based approach to retain/drop inequalities from ear-
lier rounds. This method of dropping inequalities adds further theoretical justification for
dropping cuts in computational implementations of cutting plane algorithms.
1.2 Tools and Directions
We conclude this chapter with a brief summary of our tools and future directions.
(i) • The main tool in our combinatorial approach is a new model for planted FVS and
an analysis of simple algorithms for FVS in random graph in the IHS framework.
• An interesting direction is to develop approximation algorithms for other IHS
problems given in Karp’s list [45] as well as to solve their planted and random
versions exactly.
(ii) • The new geometric connection between discrepancy and integer feasibility that
we develop gives a general method to check feasibility of arbitrary IP instances.
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• Our method could potentially be exploited for combinatorial IP instances. An-
other immediate question is to analyze the integer feasibility behavior of IP in-
stances whose constraint matrices are chosen from more general distributions,
e.g., logconcave distributions.
(iii) • Our main insight in the cutting plane implementation for perfect matchings is
an LP-based machinery to generate cuts leading to strong structural properties
of the intermediate LP-optima.
• It remains open to use this machinery for other closely related combinatorial
problems to give an efficient cutting plane algorithm (e.g., subtour elimination).
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CHAPTER II
COMBINATORIAL APPROACH: FEEDBACK VERTEX SET IN
IMPLICIT HITTING SET MODEL
In this Chapter, we adopt a combinatorial approach to solving large instances of the hitting
set problem. A hitting set for a collection of sets is a set that has non-empty intersection
with each set in the collection; the hitting set problem is to find a hitting set of minimum
cardinality. Motivated by instances where the collection of sets is large, Karp introduced
the notion of implicit hitting set problems (IHS) [45]. In IHS, the collection of sets to be hit
is not listed explicitly; instead an oracle is provided, which, given a set H, either confirms
that H is a hitting set or returns a set that H does not hit. Karp showed a number of classic
examples of implicit hitting set problems including feedback vertex set, max-cut, TSP, etc.
Although the framework proved to be helpful in designing heuristics [44, 45], algorithms in
the framework with approximation guarantees were elusive.
We develop approximation algorithms by presenting a simple on-line algorithm for the
minimum feedback vertex set (FVS) problem in the IHS framework. In particular, our
algorithm gives a nearly-optimal FVS in random graphs. We also propose a planted model
for FVS in directed random graphs. Here, we show that a hitting set for a polynomial-sized
subset of cycles is a hitting set for the planted random graph and this allows us to exactly
recover the planted FVS. The results in this chapter are joint work with Richard Karp, Erick
Moreno-Centeno and Santosh Vempala and appeared in Proceedings of the Symposium on
Discrete Algorithms, 2011 [9].
2.1 Implicit Hitting Set Problems
The hitting set problem is a classic NP-hard problem that models many well-known combi-
natorial problems including vertex cover and set cover. The input to the problem consists
of a universe U of discrete elements and a collection T of subsets of U . A subset H ⊆ U is
said to be a hitting set for the collection if H ∩ S 6= ∅ for every S ∈ T . The objective is to
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find a hitting set of minimum cardinality. The hitting set problem can be formulated as a
0− 1 integer program. For each element i ∈ U , let xi be a 0− 1 variable indicating whether








xi ≥ 1 ∀ S ∈ T ,
xi ∈ {0, 1} ∀ i ∈ U.
The following greedy algorithm gives the best-known approximation guarantee: repeatedly
pick an element from the universe that is present in the largest number of sets yet to be
hit. This algorithm finds a hitting set whose size is at most log2 |U | times the size of the
smallest hitting set.
In a fresh attempt to solve the fundamental problem of multi-genome alignment (MGA)
in computational biology, Karp and Moreno-Centeno formulated it as a hitting set problem
[44]. Their hitting set formulation contained an exponential number of subsets to be hit.
Consequently, obtaining a hitting set with approximation factor log2 |U | using the greedy
algorithm which examines all subsets is unreasonable for practical applications. Motivated
by the possibility of algorithms that run in time polynomial in the size of the universe, Karp
introduced the implicit hitting set framework [45].
In an Implicit Hitting Set problem (IHS), the input is a universe U and an efficient
implicit oracle. The functionality of an implicit oracle is very similar to that of the conven-
tional separation oracle: the implicit oracle is an efficient algorithm that, on input H ⊆ U ,
runs in time poly(|U |) to return a subset that is not hit by H, if one exists. Thus, the
collection T of subsets to be hit is not specified explicitly. The objective is to find a small
hitting set by making at most poly(|U |) queries to the implicit oracle.
Implicit Hitting Set problems are special cases of implicit optimization problems where
the constraints are not listed explicitly but are specified implicitly using a succinct repre-
sentation or an auxiliary algorithm. IP is a well-known example of an implicit optimization
problem — the constraints that define the convex-hull of integer solutions are implied by
the constraints of a linear program.
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We now present some well-known examples of implicit hitting set problems. We describe
the hitting set formulation by specifying the universe and the subsets to be hit. We discuss
the existence of an efficient implicit oracle for the problem of interest in this chapter.
Efficient implicit oracles can be designed for the rest of the problems similarly [44].
• Feedback Vertex Set in a Graph or Digraph
Universe: Set of vertices of graph or digraph G.
Subsets: Vertex sets of simple cycles in G.
Given a graph G(V,E), the goal is to find a subset S ⊆ V of smallest cardinality so
that every cycle in the graph contains at least one vertex from S. We note that the
number of cycles could be exponential in the size of the graph. Yet, one can design an
efficient implicit oracle: in order to check whether a proposed set H hits all cycles (i.e.,
is a feedback vertex set) or find a cycle that is not hit by H, use a breadth-first search
procedure to identify cycles after removing the subset of vertices H from the graph.
The existence of a polynomial time implicit oracle shows that FVS is an instance of
the implicit hitting set problem.
• Feedback Edge Set in a Digraph
Universe: Set of edges of digraph G.
Subsets: Edge sets of simple cycles in G.
• Max Cut
Universe: Set of edges of graph G.
Subsets: Edge sets of simple odd cycles in G.
• k-Matroid Intersection
Universe: Common ground set of k matroids.
Subsets: Subsets in the k matroids.
• Maximum Feasible Set of Linear Inequalities
Universe: A finite set of linear inequalities.
Subsets: Minimal infeasible subsets of the set of linear inequalities.
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• Undirected TSP
Universe: Set of edges of graph G = (V,E).
Subsets: Triplets of edges incident to a node, and edge sets of simple cycles of length
strictly less than |V |.
• Synchronization in an Acyclic Digraph
Universe: A collection U of pairs of vertices drawn from the vertex set of an acyclic
digraph G.
Subsets: Minimal collection C of pairs from U with the property that, if each pair in
C is contracted to a single vertex, then the resulting digraph contains a cycle.
2.1.1 Generic vs online algorithms
The implicit oracle leads to a natural generic algorithm: first (1) propose a candidate
hitting set H, then (2) use the oracle to check if the candidate set hits all the subsets,
and if not, obtain a subset S that has not been hit, and finally (3) refine H based on S
(by adding/deleting elements) and repeat until a hitting set is found. This algorithm is
indeed a generalization of online algorithms for hitting set problems. In the online hitting
set problem, the universe is specified in advance while the subsets to be hit arrive online.
On obtaining a subset, the algorithm has to decide which new element to include in the
hitting set and commit to the element. Thus, the online algorithm is a restricted version
of the generic algorithm where the refinement procedure can only add elements. Moreover,
only those subsets that have not been hit by the candidate set are revealed by the implicit
oracle thereby saving the algorithm from having to examine all subsets in T .
It is perhaps tempting to use known algorithms for online hitting set to solve implicit
hitting set problems, especially by considering the implicit oracle as an online oracle that
reveals subsets to be hit in adversarial order. The current best-known online algorithm due
to Alon, Awerbuch and Azar [2] finds a hitting set whose size is at most O(log |U | log |T |)
times the size of the smallest hitting set. The main drawback of this algorithm is the main
motivation for defining the implicit hitting set framework – the number |T | of underlying
subsets to be hit could be exponential in the size of the universe |U |. Further, there is
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no need to assume adversarial order since the implicit oracle is an efficient algorithm that
could be designed to output sets in a favorable order.
2.1.2 Results
We apply the implicit hitting set framework and specialize the generic algorithm for FVS.
In this framework, we are allowed to examine only a polynomial number of cycles. In order
to find a small FVS, we need the oracle to output cycles that have not yet been hit in
a natural, yet helpful manner. If the oracle is adversarial, this could force the algorithm
to examine almost all cycles. We consider two natural oracles: one that outputs cycles in
breath-first search (BFS) order and another that outputs cycles in increasing order of size.
We design simple refinement strategies using these oracles that lead to algorithms with good
performance guarantees in random graphs.
Random Graph Models. By undirected random graphs, we refer to the Erdös-Rényi
model Gn,p – these are graphs on n vertices in which each edge is chosen independently with
probability p. By directed random graphs, we refer to the following well-established model
Dn,p [67] – these are directed graphs obtained by picking an instance of a random graph
Gn,2p and orienting each undirected edge {u, v} in one of the two directions {u→ v, v → u}
with equal probability.
We prove that if cycles in random graph Gn,p are obtained in a breadth-first search
ordering, there exists an efficient algorithm that examines a polynomial collection T ′ of
cycles to build an FVS of size n − (1/p) log (np)(1 − o(1)) with probability at least 3/4,
when p = o(1)1. A similar result for directed random graphs using the same algorithm
follows by ignoring the orientation of the edges. Our algorithm is an online algorithm i.e.,
it commits to only adding and not deleting vertices from the candidate FVS. We also show
a matching lower bound for FVS in random graphs.
Next, we address the planted FVS problem in the IHS framework. We propose a general
planted model for the feedback vertex set problem in directed graphs. In this model, a
subset of δn vertices, for some constant 0 < δ ≤ 1, is chosen to be the feedback vertex
1Throughout this chapter, o(1) is with respect to n.
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set; the subgraph induced on the complement is a random directed acyclic graph (DAG)
and all the other arcs are present independently with probability p. The objective is to
recover the planted feedback vertex set. We prove that the optimal hitting set for cycles
of bounded size is the planted FVS. Consequently, ordering the cycles according to their
sizes and finding an approximately optimal hitting set for the small cycles is sufficient to
recover the planted FVS. This also leads to an online algorithm when cycles are revealed in
increasing order of their size with ties broken arbitrarily.
Organization. The rest of the chapter is organized as follows. In Section 2.2, we present
the related work for the minimum FVS problem. In Section 2.3, we present an exact
algorithm for IHS and focus on specializing this algorithm to the FVS problem. In Section
2.4, we analyze the performance of the specialized algorithm for FVS in random graphs and
show near-optimality of this algorithm. In Section 2.5, we present the model for planted
FVS formally and give an algorithm to recover the planted subset by examining cycles in
increasing order of size.
2.2 Preliminaries
2.2.1 Related Work
FVS is a well-studied problem in the context of designing VLSI layouts and deadlock re-
moval in Operating Systems. The decision version of the feedback vertex set problem is
NP-complete for both directed as well as undirected graphs [42]. For undirected graphs,
the FVS can be approximated upto a factor of two [5, 4, 3]. It is also known that the ap-
proximation ratio cannot be improved unless the approximation factor of Vertex Cover can
be improved beyond two [3]. It remains open if one can approximate the FVS in directed
graphs upto a constant factor. The best-known approximation factor for directed graphs is
O(log k log log k), where k is the size of the minimum FVS, due to Seymour [65]. The FVS
problem is known to be solvable in polynomial time for various families of graphs including
cubic graphs [51, 70], permutation graphs [52] and interval and comparability graphs [53].
A result of Fernandez de la Vega [26] shows that Gn,p has an induced tree of size at
least (2/p) log np(1 − o(1)), when p = o(1). This gives the best possible existential result
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for FVS in random graphs: there exists an FVS of size at most n − (2/p) log np(1 − o(1))
with high probability in Gn,p, when p = o(1). We note that this result is not algorithmic
although de la Vega gives a greedy algorithm to obtain the largest induced tree of size
(1/p) log np(1 − o(1)) in [25]. This algorithm is based on growing the induced forest from
the highest labeled vertex and does not fall in the implicit hitting set framework (when the
graph is revealed as a collection of cycles).
A tight lower bound on the size of FVS in Dn,p is due to Spencer and Subramanian [67].
The lower bound is a consequence of the following result on the dual problem – maximum
induced acyclic subgraph.
Theorem 2.2.1 (Spencer-Subramanian [67]). Consider the random graph Dn,p, where np ≥
W , for some fixed constant W . Let r = (2/ log (1− p)−1)(log (np) + 3e). Every subgraph
induced by any subset of r vertices in G contains a cycle in it with high probability.
2.3 Algorithms
In this section, we mention an exact algorithm for implicit hitting set problems. We then
focus on specializing this algorithm to find a small FVS in directed and undirected graphs.
2.3.1 An Exact Algorithm
We give an exact algorithm for solving instances of the implicit hitting set problem opti-
mally with the aid of an oracle and a subroutine for the exact solution of (explicit) hitting
set problems. The guiding principle is to build up a short list of important subsets that
dictate the solution, while limiting the number of times the subroutine is invoked, since its
computational cost is high.
A set H ⊂ U is called feasible if it is a hitting set for the implicit hitting set problem,
and optimal if it is feasible and of minimum cardinality among all feasible hitting sets.
Whenever the oracle reveals that a set H is not feasible, it returns c(H), a subset that H
does not hit. Each generated subset c(H) is added to a growing list Γ of subsets. A set
H is called Γ-feasible if it hits every subset in Γ and Γ-optimal if it is Γ-feasible and of
minimum cardinality among all Γ-feasible subsets. If a Γ-optimal set K is feasible then it is
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necessarily optimal since K is a valid hitting set for the implicit hitting set problem which
contains subsets in Γ, and K is the minimum hitting set for subsets in Γ. Thus the goal of
the algorithm is to construct a feasible Γ-optimal set.
1. Initialize Γ← ∅.
2. Repeat:
(a) H ← U .
(b) Repeat while there exists a Γ-feasible set H ′ = (H ∪ X) − Y such that
X,Y ⊆ U , |X| < |Y |:
i. If H ′ is feasible then H ← H ′; else Γ← Γ ∪ {c(H ′)}.
(c) Construct a Γ-optimal set K.
(d) If |H| = |K| then return H and halt (H is optimal); if K is feasible then
return K and halt (K is optimal); else Γ← Γ ∪ {c(K)}.
Figure 1: Exact Algorithm for IHS
Remark. Since the exact algorithm uses a subroutine that solves an NP-hard problem
optimally, its worst-case execution time is exponential in |U |. Its effectiveness in practice
depends on the choice of the missed subset that the oracle returns [44].
2.3.2 Augment-BFS
In this section, we specialize our exact algorithm for IHS to solve a candidate instance,
namely the FVS. We use an oracle that outputs cycles in a breadth-first-order. Instead of
the exact algorithm for solving the (explicit) hitting set problem, we use a simpler strategy
of picking a vertex from each missed cycle. Essentially, the algorithm considers cycles
according to a breadth-first search ordering and maintains an induced tree on a set of
vertices denoted as surviving vertices. The vertices deleted in the process will constitute
a feedback vertex set. Having built an induced tree on surviving vertices up to a certain
depth i, the algorithm is presented with cycles obtained by a one-step BFS exploration of
the surviving vertices at depth i. For each such cycle, the algorithm picks a vertex at depth
i + 1 to delete. The vertices at depth i + 1 that are not deleted are added to the set of
surviving vertices, thereby leading to an induced tree on surviving vertices up to depth i+1.
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1. Start from an arbitrary vertex as a surviving vertex. Initialize i=1.
2. Repeat:
(a) Obtain cycles induced by one step BFS-exploration of the surviving ver-
tices at depth i. Delete vertices at depth i+1 that are present in these
cycles. Declare the remaining vertices at depth i+1 as surviving vertices.
(b) If no vertices at depth i+1 are surviving vertices, terminate and output
the set of all deleted vertices.
(c) i=i+1.
Figure 2: Algorithm Augment-BFS
2.3.3 Hit-and-Prune
In this section, we give another natural algorithm to find an FVS. Here, we use an oracle
that returns cycles according to increasing order of size. The idea is essentially to obtain
an approximate hitting set for all cycles of length k, where k is an input parameter. This
set could potentially contain the smallest hitting set. In a second phase, we prune the set
in an attempt to recover a smaller hitting set. This is the algorithm that we will use to
recover planted FVS.
1. Obtain cycles in increasing order of size until all cycles of length k are obtained.
Let T ′ be the subset of cycles. Let S be the empty set.
2. While there exists a cycle T ∈ T ′ such that S does not hit T ,
(a) Add all vertices in T to S.
3. Return H, where H = {u ∈ S : ∃ k-cycle through v in the subgraph induced
by V \ S ∪ {u}}.
Figure 3: Algorithm Hit-and-Prune(k)
2.4 FVS in Random Graphs
We consider the feedback vertex set problem for random graph Gn,p. We show that a simple
augmenting approach based on ordering cycles according to a breadth-first search (Algo-
rithm Augment-BFS described in the Section 2.3.2) has a strong performance guarantee.
We show that it finds a FVS of size at most n− (1/p) log (np)(1− o(1)) with probability at
least 3/4, when p = o(1).
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We complement our upper bound with a lower bound on the feedback vertex set for
Gn,p obtained using simple union bound arguments. We show that if p < 1/2, then every
subgraph induced by any subset of r = 2p log (np)(1 + o(1)) + 1 vertices in Gn,p contains a
cycle with high probability. This gives an upper bound of r − 1 on the maximum induced
acyclic subgraph of Gn,p. So, the size of the minimum FVS for Gn,p is at least n− r + 1 =
n− (2/p) log np.
In contrast to de la Vega’s result, our main contribution to the FVS problem in random
graphs is in showing that a simple breadth-first ordering of the cycles is sufficient to find a
nearly optimal feedback vertex set. We also note that our algorithm is an online algorithm
with good performance guarantee when the cycles are revealed according to a breadth-first
ordering. Improving on the size of the FVS returned by our algorithm appears to require
making progress on the long-standing open problem of finding an independent set of size
((1 + ε)/p) log np in Gn,p. Assuming an optimal algorithm for this problem leads to an
asymptotically optimal guarantee matching de la Vega’s existential bound.
Next, we turn our attention to the directed random graph Dn,p. The algorithm for
undirected graphs can be applied to give a nearly optimal feedback vertex set for Dn,p.
The undirected graph GD obtained by ignoring the orientation of the edges in Dn,p is the
random graph G(n, 2p). Moreover, a feedback vertex set in GD is also a feedback vertex
set in Dn,p. Therefore, by ignoring the orientation of the arcs, the Augment-BFS algo-
rithm used for undirected graphs can be used to obtain a feedback vertex set of size at
most n− (1/2p) log (2np) with probability at least 3/4. By Theorem 2.2.1, we see that the
algorithm is nearly optimal for directed random graphs.
Organization. In Section 2.4.1 we present a variant of algorithm Augment-BFS that would
be helpful for the purpose of analysis. In Section 2.4.2, we give an overview of the analysis,
prove properties about our algorithm and show an upper bound on the size of the FVS
found by the algorithm. Finally in Section 2.4.3, we prove a lower bound on the size of FVS
in random graphs thereby showing near-optimality of our algorithm.
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2.4.1 Grow induced BFS
We say that a vertex v is a unique neighbor of a subset of vertices L if and only if v is
adjacent to exactly one vertex in L.
In Algorithm Augment-BFS, we obtain induced cycles in BFS order having deleted the
vertices from the current candidate FVS S. We refine the candidate FVS S precisely as
follows to obtain an induced BFS tree with unit increase in height: Consider the set c(S) of
cycles obtained by one-step BFS exploration from the set of vertices at current depth. Let
K denote the set of unexplored vertices in the cycles in c(S) (K is a subset of the vertices
obtained by one-step BFS exploration from the set of vertices at current depth). Among the
vertices in K include all non-unique neighbors of the set of vertices at current depth into S.
Find a large independent set in the subgraph induced by the unique neighbors R ⊆ K of
the set of vertices at current depth. Include all vertices in R that are not in the independent
set into S. This iterative refinement process is a natural adaptation of the idea behind the
generic algorithm to the feedback vertex set problem where one collects a subset of cycles
to find a hitting set H for these cycles and proposes H as the candidate set to obtain more
cycles that have not been hit.
Figure 4: BFS Exploration
Essentially, the algorithm maintains an induced BFS tree by deleting vertices to remove
cycles. The set of deleted vertices form a FVS. Consequently at each level of the BFS
exploration, one would prefer to add as many vertices from the next level K as possible
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maintaining the acyclic property. One way to do this is as follows: Delete all the non-unique
neighbors of the current level from K thus hitting all cycles across the current and next
level. There could still be cycles using an edge through the unique neighbors. To hit these,
add a large independent set from the subgraph induced by the unique neighbors and delete
the rest. Observe that this induced subgraph is a random graph on a smaller number of
vertices. However, even for random graphs, it is open to find the largest independent set
efficiently and only a factor 2 approximation is known.
In our analysis, instead of using the two approximate algorithm for the independent set
problem, we use the simple heuristic of deleting a vertex for each edge that is present in the
subgraph to find an independent set at each level. In order to lower bound the size of the
induced tree, it suffices to consider growing the BFS-tree up to a certain height T using this
heuristic and then using the 2-approximate algorithm for independent set at height T to
terminate the algorithm. The size of the induced tree obtained using Algorithm Augment-
BFS is at least as large as the one produced by the process just described. To simplify our
analysis, it will be useful to restate the algorithm as Algorithm Grow-induced-BFS (Figure
5).
We remark that improving the approximation factor of the largest independent set
problem in Gn,p would also improve the size of the FVS produced. Our analysis shows that
most of the vertices in the induced BFS tree get added at depth T as an independent set.
Moreover, the size of this independent set is close to (2/p) log np(1 − o(1)). Consequently,
any improvement on the approximation factor of the largest independent set problem in
Gn,p would also lead to improving the size of the independent set found at depth T . This
would increase the number of vertices in the induced BFS tree and thereby reduce the
number of vertices in the feedback vertex set.
2.4.2 Analysis
In this section, we analyze Algorithm Grow-induced-BFS to find the size of the FVS that
it returns. For i = 0, · · · , T , let Li be the set of surviving vertices at level i with li :=
|Li|, Ri+1 be the set of unique neighbors of Li with ri+1 := |Ri+1|, and Ui be the set of
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1. Start from an arbitrary vertex v at level 0, set L0 = {v}. Mark v as exposed.
Fix c := np.
2. Explore levels i = 0, · · · , T −1, where T =
⌈







(a) Let Ki+1 be the subset of neighbors of Li among the unexposed vertices,
where Li is the set of surviving vertices at level i.
(b) Mark the vertices in Ki+1 as exposed.
(c) Let Ri+1 ⊆ Ki+1 be the subset of vertices in Ki+1 that are unique
neighbors of Li.
(d) For every edge (u, v) that is present between vertices u, v ∈ Ri+1, add
either u or v to Wi+1.
(e) Set Li+1 = Ri+1 \Wi+1.
(The set of surviving vertices at level i+1, namely Li+1 is an independent
set in the subgraph induced by Ri+1.)
3. On obtaining LT−1, set RT = unique neighbors of LT among the unexposed
vertices. In the subgraph induced by RT , find an independent set LT as
follows.
(a) Fix an arbitrary ordering of the vertices of RT . Repeat while RT 6= ∅:
• Add the next vertex v ∈ RT to LT . Let N(v)= neighbors of v in RT .
Set RT ← RT \N(v).
4. Return S = V \ ∪Ti=0Li as the feedback vertex set.
Figure 5: Algorithm Grow-induced-BFS
unexposed vertices of the graph after i levels of BFS exploration with ui := |Ui|. Observe
that Ui := V \ (L0 ∪ij=1 Ki).
We will use the following Chernoff bound for the concentration of binomial distribution.
Lemma 2.4.1 (Chernoff). Let X =
∑n
i=1Xi where Xi are i.i.d. Bernoulli random variables
with Pr (Xi = 1) = p. Then
Pr (|X − np| ≥ a√np) ≤ 2e−a2/2.
2.4.2.1 Large Set of Unique Neighbors
The following lemma gives a concentration of the number of surviving vertices, unexposed
vertices and unique neighbors to survivors at a particular level. It shows that upon exploring
t levels according to the algorithm, the number of surviving vertices at the t-th level, lt,
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is not too small while the number of unexposed vertices, ut, is large. This also helps in
proving a lower bound on the number of unique neighbors rt+1 to a level of survivors.
Lemma 2.4.2. Consider Algorithm Grow-induced-BFS to be run on random graph Gn,p,
where c = np and T is the largest integer that satisfies 16Tp(c + 20
√
c)T−1 ≤ 1/2. Then,






















































































The rest of this section will be devoted to prove this Lemma.
Proof. We prove the lemma by induction on t. We will prove the stronger induction hy-
pothesis that every li, ui for i ∈ {0, 1, · · · , t} satisfy their respective concentration bounds











We will prove the concentration of ri+1 as a consequence of li and ui satisfying their re-
spective concentration bounds. We will in fact show that the failure probability of ri+1
satisfying its concentration bound conditioned on li and ui satisfying their respective con-
centration bounds will be at most 1/(32(i + 1)2). It immediately follows that with failure
probability at most (t/16T ) + (3/32)
∑t
i=1(1/i
2) + (1/32(t+ 1)2) ≤ 1/4, every ri+1, ui and
li, for i ∈ {0, 1, · · · , t} satisfies its respective concentration bound leading to the conclusion
of the lemma.
For the base case, consider t = 0. It is clear that u0 = n − 1 and l0 = 1 satisfy the
concentration bounds with probability 1. For the induction step, the induction hypothesis
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is the following: With probability at least at, the concentration bounds are satisfied for
ui and li for every i ∈ {0, 1, · · · , t}. We will bound the probability that ut+1 or lt+1 fails
to satisfy its corresponding concentration bound conditioned on the event that ui, li for
i ∈ {0, 1, · · · , t} satisfy their respective concentration bounds.
1. To prove the concentration bound for ut+1, observe that ut+1 is a binomial distri-
bution with ut trials and success probability (1 − p)lt . Indeed, ut+1 is the number of
vertices among Ut which are not neighbors of vertices in Lt. For each vertex x ∈ Ut,
Pr (x has no neighbor in Lt) = (1− p)lt .
Therefore, by Lemma 2.4.1, we have that
Pr
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4 ln 8(t+ 1)
ut(1− p)lt
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Now, using the inductive bounds on ut and lt,
4 ln 8(t+ 1)
ut(1− p)lt
≤ 10 ln lnn
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Thus, ut+1 satisfies the concentration bound with failure probability at most 1/(32(t+
1)2) conditioned on the event that ui, li for i ∈ {0, 1, · · · , t} satisfy their respective concen-
tration bounds.
2. Next we address the failure probability of rt+1 not satisfying its concentration bound
conditioned on the event that ui, li for i ∈ {0, 1, · · · , t} satisfy their respective concentration
bounds. Claim 2.4.3 proves that the number of unique neighbors rt+1 is concentrated
around its expectation.












when t+ 1 ≤ T .
Proof. Observe that rt+1 is a binomially distributed random variable with ut trials and
success probability qt. Indeed, rt+1 is the number of vertices among Ut which are adjacent
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to exactly one vertex in Lt. For each u ∈ Ut,
Pr (u is adjacent to exactly one vertex in Lt) = plt(1− p)lt−1 = qt.
Using βt+1 =
√
4 ln 8(t+ 1), by Lemma 2.4.1, we have that













4 ln 8(t+ 1)
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Claim 2.4.4 proves the concentration of the expected number of unique neighbors of Lt
conditioned on the event that ui, li for i ∈ {0, 1, · · · , t} satisfy their respective concentration
bounds. This in turn helps in proving that rt+1 is concentrated.
Claim 2.4.4. For t+ 1 ≤ T , if ut and lt satisfy their respective concentration bounds, then





























































































when t+ 1 ≤ T .
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For the upper bound, we proceed similarly and obtain










Consequently, using Claim 2.4.4,














































when t+ 1 ≤ T .
Claims 2.4.3 and 2.4.4 together show that rt+1 satisfies the concentration bounds with
failure probability at most (1/32(t + 1)2) conditioned on the event that ut and lt satisfy
their respective concentration bounds.
3. Finally we address the failure probability of lt+1 satisfying its concentration bound
conditioned on the event that ui, li for i ∈ {0, 1, · · · , t} satisfy their respective concentration
bounds. By Step 2(e) of the algorithm, the number of surviving vertices in level t + 1 is
lt+1 := rt+1−mt+1, where mt+1 denotes the number of edges among the vertices in Rt+1. In
claim 2.4.3, we showed that the number of unique neighbors rt+1 is concentrated around its
expectation. Claim 2.4.5 proves a concentration which bounds the number of edges among
the vertices in Rt. These two bounds will immediately lead to the induction step on lt+1.
Thus, the probability that lt+1 does not satisfy its concentration bound will at most be the
probability that either mt+1 or rt+1 does not satisfy its respective concentration bound.
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Claim 2.4.5. mt+1 ≤ 8Tr2t+1p with probability at least 1− (1/16T ).
Proof. Recall that mt+1 denotes the number of edges among the vertices in Rt+1. Since
the algorithm has not explored the edges among the vertices in Rt+1, mt+1 is a random





trials and success probability p. By








Hence, mt+1 ≤ 8Tr2t+1p with probability at least 1− (1/16T ), .
We recall that lt+1 = rt+1−mt+1. The upper bound of the induction step follows using
Claim 2.4.4:























For the lower bound, we use Claims 2.4.3 and 2.4.5 conditioned on the event that lt and




















by Claim 2.4.3. Substituting for qt = plt(1− p)lt−1, we get
lt+1 ≥ ltp(1− p)lt−1ut
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using the inductive bound on ut, lt. Now, Claim 2.4.6 completes the induction step for the
lower bound on lt+1.
Thus, lt+1 satisfies the concentration bounds with failure probability at most (1/32(t+
1)2)+(1/16T ) conditioned on the event that ui, li for i ∈ {0, 1, · · · , t} satisfy their respective
concentration bounds.




+ 116T , either
ut+1 or lt+1 does not satisfy its respective concentration bounds conditioned on the event
that ui, li for i ∈ {0, 1, · · · , t} satisfy their respective concentration bounds. By induction
hypothesis, the failure probability of some ui, li for i ∈ {0, 1, · · · , t} not satisfying their
respective concentration bound is at most 1 − at. Hence, the probability that ui, li satisfy
their respective concentration bound for every i ∈ {0, 1, · · · , t+1} is at least at(1−(1/16(t+
1)2) − (1/16T )) ≥ at+1. Therefore, with probability at least at+1, every ui, li for i ∈
{0, 1, · · · , t + 1} satisfy their respective concentration bounds. This proves the stronger
induction hypothesis.
To complete the proof of Lemma 2.4.2, recollect that we showed that the failure prob-
ability of ri+1 satisfying its concentration bound conditioned on li and ui satisfying their
respective concentration bounds is at most 1/(32(i+ 1)2). By the union bound argument,




(1/32(t + 1)2) ≤ 1/4, every ri+1, ui and li, for i ∈ {0, 1, · · · , t} satisfies its respective
concentration bound leading to the conclusion of the lemma.

































Proof of Claim 2.4.6. We prove the first part of the Claim by induction. For the base case,
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i.e., n− 1 ≤ (c+ 20
√
c)n











































































































which is true for large enough c when t+ 1 ≤ T .














i.e., 1− 16Tp(c+ 20
√
c)t − (c+ 20
√
c)tp(1 + 12Tc) + 18Tp2(c+ 20
√
c)2t(1 + 12Tc)
≥ 1− 16Tp(c+ 20
√
c)t+1
i.e., (1− 16Tp(c+ 20
√
c)t)(1 + 12Tc) ≤ 16T (c+ 20
√
c− 1)
which is true since 1 + 12Tc ≤ 16T (c+ 20
√
c− 1) for large c and the rest of the terms are
less than 1 when t+ 1 ≤ T .
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2.4.2.2 Upper Bound
We will need the following theorem due to Frieze [32] in this analysis.
Theorem 2.4.7 (Frieze [32]). Let d = np and ε > 0 be fixed. Suppose dε ≤ d = o(n) for
some sufficiently large fixed constant dε. Then, almost surely, the size of the independent




(log np− log log np− log 2 + 1− 0.5ε).
Now, we are ready to analyze the performance of Algorithm Augment-BFS.
Theorem 2.4.8. For Gn,p, such that p = o(1), algorithm Augment-BFS runs in polynomial
time and produces a feedback vertex set of size at most n − (1/p) log (np)(1 − o(1)) with
probability at least 3/4.
Proof. The polynomial running time of the algorithm is straightforward. We will bound
the size of the FVS returned by the algorithm. For this, we use the fact that the size of the
surviving set of vertices is large when the algorithm has explored T−1 levels. Moreover, the
number of unexposed vertices is also large. Thus, there is a large independent set among
the unique neighbors of the surviving vertices. This set along with the surviving vertices
up to level T − 1 will form a large induced tree. We will now prove that the size of the
independent set among the unique neighbors of LT−1 is large.
By Theorem 2.4.7, if rT p > dε for some constant dε and rT p = o(rT ), then there exists
an independent set of size (2/p) log (rT p)(1− o(1)). It suffices to prove that rT is large and
is such that rT p > dε.
We note that the choice of T =
⌈





used in the algorithm satisfies the






























































Consequently, by Theorem 2.4.7, there exists an independent set of size at least
(2/p) log (rT p)(1− o(1)).
Moreover, step 3 of the algorithm finds a 2-approximate independent set (see [37, 58]).
Therefore, the size of the independent set found in step 3 is at least (1/p) log rT p(1− o(1)),










We note that this set gets added to the tree obtained by the algorithm which increases
the number of vertices in the tree while maintaining the acyclic property of the induced
subgraph. Hence, with probability at least 3/4, the induced subgraph has
∑T−1
i=0 li +
(1/p) log np(1 − o(1)) vertices. Consequently, the FVS obtained has size at most n −
(1/p) log np(1− o(1)) with probability at least 3/4.
Using the same algorithm for directed random graphs by ignoring the orientation of
edges, we have the following Corollary.
Theorem 2.4.9. For Dn,p, there exists a polynomial time algorithm that produces a FVS
of size at most n− (1/2p)(log (np)− o(1)) with probability at least 3/4.
The near-optimality of the algorithm for directed random graphs follows from Spencer
and Subramanian’s lower bound (Theorem 2.2.1).
2.4.3 Lower Bound
In this section, we prove a lower bound for the Feedback Vertex Set in random graphs. We
will need the following bound on the number of ways to partition a positive integer n into
k positive integers.
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Theorem 2.4.10 (Pribitkin [24]). Let pk(n) denote the number of ways to partition n into















where c = π
√





for |x| ≤ 1.
Remark: Since we will not need such a tight bound, we will use pk(n) < C1e
C2(n−k) for
some constants C1, C2 > 0.
We consider the dual problem for minimum FVS - namely maximum induced acyclic
subgraph.
Theorem 2.4.11. Let r = 2p log (np)(1 +o(1)) + 1. If p < 1/2, then every subgraph induced
by any subset of r vertices in Gn,p contains a cycle with high probability.
Proof. First we note that every induced subgraph on r vertices is a graph from the family
G(r, p). We bound the probability that a graph H = G(r, p) is a forest.





No. of forests with k trees on n1, · · · , nk vertices




































assuming p < 12 . Therefore,























by the remark below Theorem 2.4.10. Consequently, there exists a constant C3 such that






r−k ≤ r!(1− p)(
r
2)(C4p)





2 ≤ e(r(log (C4np)−
pr
2 ))
which tends to zero when r > 2p(logC4np).
2.5 Planted FVS
It is evident from our results in Section 2.4 that the feedback vertex set of a random graph
contains most of its vertices for p = o(1). This motivates one to ask if a significantly smaller
“planted” feedback vertex set in a random graph can be recovered in the implicit hitting
set framework. This question is similar in flavor to the well-studied planted clique problem
[40, 1, 31], but posed in the implicit hitting set framework.
We address this question, with a new model Dn,δ,p for the directed planted feedback
vertex set problem (see Section 2.5.1). In this section, we prove that for graphs Dn,δ,p, for
large enough p, it is sufficient to hit cycles of small size to recover the planted feedback
vertex set. For example, if p ≥ C0/n1/3 for some absolute constant C0, then it is sufficient
to find the best hitting set for triangles in Dn,δ,p. This would be the planted feedback
vertex set. More generally, if p ≥ C/n1−2/k for some constants C, k, 0 < δ ≤ 9/19, then
the smallest hitting set for the set of cycles of size k in D = Dn,δ,p is the planted feedback
vertex set P with high probability.
This also shows that the planted subset is indeed the smallest feedback vertex set in this
model. Now, in order to recover the planted feedback vertex set, it is sufficient to obtain
cycles in increasing order of their sizes and find the best hitting set for subset of cycles of
size k. Moreover, by straightforward counting (see Lemma 2.5.5), the expected number of
cycles of length k is at most (nkp)k = poly(n) for the mentioned range of p and constant k.
Thus, we have a polynomial-sized collection T ′ of cycles, such that the optimal hitting set
for T ′ is also the optimal hitting set for all cycles in Dn,δ,p.
However, we note that finding the smallest hitting set even for triangles is NP-hard.
Here, we use algorithm Hit-and-Prune to recover the planted feedback vertex set of slightly
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smaller size in polynomial time.
Organization. We present the planted model in Section 2.5.1 and prove properties about
this model in Section 2.5.2. We use these properties to show that the smallest FVS is the
planted subset in Section 2.5.3. Finally, in Section 2.5.4, we give a pruning based algorithm
to recover the planted subset proving Theorem 2.5.6.
2.5.1 Model
The planted directed random graph Dn,δ,p on n vertices for 0 < δ ≤ 1 is obtained as
follows: Choose δn vertices arbitrarily to be the planted subset P . Each pair (u, v) where
u ∈ P, v ∈ V , is adjacent independently with probability 2p and the corresponding edge
is oriented in one of the two directions {u → v, v → u} in Dn,δ,p with equal probability.
The arcs between vertices in V \P are obtained in the following manner to ensure that the
subgraph induced on V \P is a directed acyclic graph: Pick an arbitrary permutation of the
vertices in V \ P . With the vertices ordered according to this permutation, each forward
arc is present with probability p independently; no backward arcs occur according to this
ordering (see Figure 6). The goal is to recover the planted subset.
Figure 6: Planted Model
2.5.2 Properties of Planted Subset
The following property is formalized in Lemma 2.5.1: If S ⊆ |V \ P | is a subset of vertices
of size at least (1− δ)n/10, then with high probability, every vertex u ∈ P induces a k-cycle
with vertices in S. This will be crucial in showing that the smallest hitting set is indeed
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the planted subset and also in showing that algorithm Hit-and-Prune recovers the planted
subset.
Lemma 2.5.1. Let Dn,δ,p be a planted directed random graph where p ≥ C/n1−2/k for some
constants C, k, δ. Then, with high probability, for every vertex v ∈ P , there exists a cycle
of size k through v in the subgraph induced by S ∪ {v} in Dn,δ,p if S is a subset of V \ P of
size at least |V \ P |/10 = (1− δ)n/10.
Proof. The proof is by second moment method. Let S ⊂ V \ P , |S| ≥ (1− δ)n/10, v ∈ P .





pk. Using Chebyshev’s inequality, we can derive that




To compute the variance ofXv, we writeXv =
∑
A⊆S:|A|=k−1XA, where the random variable
XA is 1 when the vertices in A induce a cycle of length k with v and 0 otherwise.




Now, for any fixed subsets A,B ⊆ S, |A| = |B| = k−1 and |A∩B| = r, Cov (XA, XB) ≤









































for some constants Cr = Cr(δ)
→ 0
as n → ∞ if p ≥ C/n1−2/k for some sufficiently large constant C since each term in the
summation tends to 0 and the summation is over a finite number of terms. Thus



























as n→∞ if p ≥ C/n1−2/k for some large constant C.
Lemma 2.5.1 leads to the following corollaries.
Corollary 2.5.2. Let H be a hitting set for the k-cycles in Dn,δ,p where p ≥ C/n1−2/k for
some constants C, k, δ. If |H| ≤ tδn where t ≤ 9(1− δ)/10δ, then H ⊇ P .
Proof. Suppose u ∈ P and u 6∈ H. Then H should contain at least |V \ P | − |V \ P |/10
vertices from V \P , else by Lemma 2.5.1, there exists a k-cycle involving u and some k− 1
vertices among the |V \ P |/10 vertices that H does not contain contradicting the fact that
H hits all cycles of length k. Therefore, |H| > |V \ P | − |V \ P |/10 = (1 − δ)9n/10 ≥ tδn
by the choice of t. Thus, the size of H is greater than tδn, a contradiction.
Corollary 2.5.3. If a subset H ⊆ V hits all cycles of length k in Dn,δ,p, where p ≥ C/n1−2/k
for some constants C, k, δ, then |H| ≥ |P |.
Proof. If H contains all vertices in P , then we are done. Suppose not. Let u ∈ P and u 6∈ H.
Then H should contain at least |V \ P | − |V \ P |/10 vertices from V \ P , else by Lemma
2.5.1, there exists a k-cycle involving u and some k−1 vertices among the |V \P |/10 vertices
that H does not contain. This would contradict the fact that H hits all cycles of length k.
Therefore, |H| > |V \ P | − |V \ P |/10 = (1− δ)9n/10 ≥ δn = |P | since δ ≤ 9/19.
2.5.3 Hitting Set is Planted FVS
Corollary 2.5.2 states that every sufficiently small hitting set for the set of k-cycles in Dn,δ,p
should contain every vertex from the planted feedback vertex set. Corollary 2.5.3 states
that every subset that hits all cycles of length k in Dn,δ,p should be of size at least the size
of the smallest feedback vertex set. Thus, the Corollaries indeed show that the planted set
P is the smallest hitting set for all cycles in Dn,δ,p.
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Theorem 2.5.4. Let D = Dn,δ,p with planted feedback vertex set P , where p ≥ C/n1−2/k
for some constants C, k, 0 < δ ≤ 9/19. Then, the smallest hitting set for the set of cycles
of size k in D is the planted feedback vertex set P with high probability.
Proof. By Corollary 2.5.3, we know that if a subset H ⊆ V hits all cycles of length k in
Dn,δ,p, then |H| ≥ |P |. Therefore, every hitting set for the subset of k-cycles should be of
size at least |P | = δn. Also, we know that P is a hitting set for the k-cycles since P is
a feedback vertex set in Dn,δ,p. Thus, the optimum hitting set for the k-cycles is of size
exactly |P |.
Let H be the smallest hitting set for the k-cycles. Then |H| = δn. It is easily verified
that t = 1 satisfies the conditions of Corollary 2.5.2 if δ ≤ 9/19. Therefore, H ⊇ P . Along
with the fact that H = δn = |P |, we conclude that H = P .
2.5.4 Pruning Algorithm to recover Planted FVS
In this section, we give an algorithm to recover the planted feedback vertex set in Dn,δ,p.
Theorem 2.5.4 suggests an algorithm where one would obtain all cycles of length k and
find the best hitting set for these set of cycles. Even though the number of k-cycles is
polynomial, we do not have a procedure to find the best hitting set for k-cycles. However,
by repeatedly taking all vertices of a cycle into the hitting set and removing them from the
graph, we do have a simple greedy strategy that finds a k-approximate hitting set. This is
the strategy used in Algorithm Hit-and-Prune(k) given in Figure 3.
The idea behind the application of Algorithm Hit-and-Prune(k) to recover the planted
subset is the following: The set S obtained at the end of step 2 in the above algorithm
is a k-approximate hitting set and hence is of size at most kδn. Using Corollary 2.5.2, it
is clear that S contains P - indeed, if S does not contain all vertices in P , then S should
contain most of the vertices in V \ P contradicting the fact that the size of S is at most
kδn. Further, owing to the choice of δ, it can be shown that S does not contain at least
|V \ P |/10 vertices from V \ P . Therefore, by Lemma 2.5.1, every vertex v ∈ P induces
a k-cycle with some subset of vertices from V \ S. Also, since V \ P is a DAG no vertex
v ∈ V \ P induces cycles with any subset of vertices from V \ S ⊆ V \ P . Consequently, a
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vertex v induces a k-cycle with vertices in V \ S if and only if v ∈ P . Thus, the vertices in
P are identified exactly.
The following Lemma will exhibit that Algorithm Hit-and-Prune(k) examines a polyno-
mial number of cycles.
Lemma 2.5.5. The expected number of cycles of length k in Dn,δ,p is at most (nkp)
k.
Proof. The proof is by straightforward counting. The expected number of cycles of length































= ((1− δ)nkp)k(1− δ) ≤ (nkp)k.
Theorem 2.5.6. For Dn,δ,p with planted FVS P , where p ≥ C/n1−2/k for some constants
C, k ≥ 3 and 0 < δ ≤ 1/2k, Algorithm Hit-and-Prune runs in polynomial time and recovers
the planted FVS P with high probability.
Proof. Since we are using the greedy strategy to obtain a hitting set S for T ′, it is clear
the S is a k-approximate hitting set. Therefore |S| ≤ kδn. It is easily verified that t = k
satisfies the conditions of Corollary 2.5.2 if δ ≤ 1/2k. Thus, all vertices from the planted
feedback vertex set P are present in the subset S obtained at the end of step 2 in the
algorithm.
By the choice of δ ≤ 1/2k, it is true that |S| ≤ kδn ≤ 9(1 − δ)n/10 = 9|V \ P |/10.
Hence, |V \ S| ≥ |V \ P |/10.
Since S ⊇ P , the subset of vertices V \S does not contain any vertices from the planted
set. Also, the number of vertices in V \ S is at least |V \ P |/10. Consequently, by Lemma
2.5.1, each vertex v ∈ P induces at least one k-cycle with vertices in V \ S. Since V \ P
is a directed acyclic graph, none of the vertices u ∈ V \ P induce cycles with vertices in
V \ S. Therefore, a vertex v ∈ S induces a k-cycle with vertices in V \ S if and only if
v ∈ P . Hence, the subset H output by Algorithm Hit-and-Prune(k) is exactly the planted
feedback vertex set P .
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By Lemma 2.5.5, the expected number of cycles seen by the algorithm to store T ′ is
polynomial. Thus, the algorithm uses polynomial sized storage memory. Finally, since the
size of T ′ is polynomial, steps 2 and 3 of the algorithm take polynomial time leading to
polynomial running time of Algorithm Hit-and-Prune(k) in expectation.
2.6 Conclusion
Many well-known combinatorial problems can be reformulated as hitting set problems with
an exponential number of subsets to be hit. For some of these problems, there exist efficient
procedures to verify whether a candidate set is a hitting set and if not, output a subset that
is not hit. The implicit hitting set framework encompasses such problems. The motiva-
tion behind introducing this framework lies in in the possibility of efficient approximation
algorithms for large hitting set instances. We seek algorithms that run in time bounded
by a polynomial in the size of the ground set even though the number of subsets to hit is
exponential. We initiated the study towards developing such algorithms by showing an al-
gorithm for a combinatorial problem that falls in this framework — the feedback vertex set
problem in random graphs. It would be interesting to extend our results to other implicit




GEOMETRIC APPROACH: DISCREPANCY-BASED ALGORITHM
FOR IP
In this chapter, we adopt a geometric approach to integer programming. We observe a
seemingly unexplored connection between the integer feasibility of a polytope and the radius
of the largest inscribed ball in the polytope. Here, we refine this geometric connection by
studying the radius of the largest inscribed ball that guarantees integer feasibility as a
function of the constraint matrix describing the polytope. We observe that this radius
function is precisely the classical notion of linear discrepancy of the normalized constraint
matrix (normalized so that each row is a unit vector).
We exploit this connection to show a phase-transition phenomenon in random IP in-
stances. We also use a recent algorithm for low discrepancy solutions due to Lovett and
Meka [56] to obtain an algorithm to find integer points in random polytopes that are inte-
ger feasible with high probability. The results in this chapter are joint work with Santosh
Vempala [11].
3.1 Introduction
In this chapter, we give a new approach to IP via classical discrepancy theory. The approach
is centered on the simple idea that a polytope is likely to contain an integer point (hence
called integer feasible) if it contains a large ball. In fact, any polytope in n-dimensional
space that contains a Euclidean ball of radius at least
√
n/2 is integer feasible. A natural
attempt to refine this radius is to ask for the radius of the largest inscribed ball r(A) as a
function of the constraint matrix A describing the polytope. It is unclear whether such a
radius function even exists.
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3.1.1 Motivation
The main motivation for studying such a radius function comes from a natural model for
random IP instances where the constraint matrix A describing a polytope is chosen from
some distribution. While IP in its general form is intractable unless P=NP, several special
instances are very interesting and not well-understood. One simple family of instances is
randomly generated IP instances.
Random instances have been studied for several combinatorial problems e.g., random
satisfiability [13, 12, 17, 8, 30], random knapsack [6] and various other graph problems on
random graphs [7]. IP is one of the few problems in Karp’s original list [42] that has not
been satisfactorily understood for random instances. Furst and Kannan studied the random
single-row subset-sum IP [33]. Their results were generalized to multi-row IP by Pataki,
Tural and Wong [62]. They showed that if each entry in the constraint matrix A is chosen
independently and uniformly at random from the discrete set {1, 2, . . . ,M}, then with high
probability, a certain reformulation of such random IP instances can be solved very quickly
by the branch-and-bound algorithm, if M is sufficiently large. Their requirement that M
be larger than the length of the RHS vector b of the IP is very different from the flavor of
the results in well-studied random graph and random satisfiability instances. This raises
the question of what is the best model for random IP instances.
We believe that the study of various probabilistic models for IP would also reveal the
best-suited model for smoothed analysis of IP. In their landmark paper, Spielman and Teng
introduced smoothed analysis as a robust concept to explain the efficient behavior of the
Simplex algorithm for LP in practice [68]. Smoothed analysis assumes that the input
instances are specified by an adversary and then perturbed randomly. Intriguingly, they
showed that the expected running time of the Simplex algorithm on the resulting instance
decreases as the amount of randomness increases. In order to be able to algorithmically solve
smoothed IP instances, it seems imperative to algorithmically solve the more fundamental
problem of fully random IP instances.
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3.1.2 Results
Our main conceptual contribution is a connection between the radius of the largest inscribed
ball that guarantees integer feasibility and the linear discrepancy of the constraint matrix.
We show that if the radius is at least the linear discrepancy of the normalized constraint
matrix (each row is normalized to a unit vector), then the polytope contains an integer
point.
Next, we exploit this connection to show a phase-transition phenomenon in a new prob-
abilistic IP model. An IP instance {x : Ax ≤ b} in this model is described by a constraint
matrix A ∈ Rm×n whose m rows are independent uniform random unit vectors in Rn. We
recall that if each row of the constraint matrix A is a unit vector, then they describe the
normals to the facets of the polytope P = {x : Ax ≤ b}. Thus, our probabilistic IP instance
is a random polytope in Rn with m facets whose normal vectors are independent uniform
random unit vectors. The radius of the largest ball contained in the polytope determines
the right hand side vector b.
We show that for m = 2O(
√
n), there exist constants c0 < c1 such that, with high
probability, the random polytope is integer infeasible if the largest ball contained in the
corresponding polytope is centered at (1/2, . . . , 1/2) and has radius at most c0
√
log (m/n);
it is integer feasible for every center if the radius is at least c1
√
log (m/n). Thus, random
polytopes transition from having no integer points to being integer feasible within a constant
factor increase in the radius of the largest inscribed ball. When m = O(n), a constant radius
ball inscribed in the random polytope guarantees integer feasibility with high probability
(as opposed to the
√
n radius ball needed in the case of arbitrary polytopes). A recent
algorithm for finding low-discrepancy solutions [56] leads to a randomized polynomial-time




From a probabilistic perspective, we show that the discrepancy of a random m× n ma-
trix whose entries are independent and identically chosen from the Gaussian N(0, σ2) is
O(σ
√
n log (m/n)). In the process, we also upper bound the linear and hereditary discrep-
ancy of random Gaussian matrices.
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Our bounds on discrepancy of random Gaussian matrices lead to the required lower
bound on the radius of the largest inscribed ball required for integer feasibility since ran-
dom unit vectors are chosen by picking each coordinate from the Gaussian distribution
N(0, σ2 = 1/n) and normalizing the resulting vector. The normalizing coefficient is upper
bounded by a constant with high probability (by standard application of Chernoff bound),
hence the linear discrepancy gives the radius required for integer feasibility with high prob-
ability, upto a contant factor.
Organization. The rest of the chapter is organized as follows. In Section 3.2, we define
discrepancy and show the connection to integer feasibility of polytopes. In Section 3.3,
we introduce the new model for random IP instances and in Section 3.4, we review known
bounds on discrepancy and relevant concentration inequalities. In Section 3.5, we bound the
discrepancy of random Gaussian matrices and in Section 3.6, we show the phase-transition
phenomenon. Finally, in Section 3.7, we give an algorithm to find integer points in random
feasible IP instances using a recent algorithm of Lovett and Meka [56].
3.2 New tool: Discrepancy for IP
In this section, we present a simple but seemingly powerful connection between IP and





Suppose we would like to verify if a given polytope contains −1/1 points (as opposed to
integer points). Given a matrix A ∈ Rm×n, and a real positive value r, consider the polytope
P (A, r) = {x ∈ Rn : |Aix| ≤ r ∀ i ∈ [m]}. The discrepancy of a matrix A is exactly the
least r so that the polytope P (A, r) contains a −1/1 point. The following proposition is an
immediate consequence of this definition.
Proposition 3.2.1. The polytope P (A, disc(A)) = {x ∈ Rn : |Aix| ≤ disc(A) ∀ i ∈ [m]}
contains a −1/1 point.
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This is a consequence of the point x ∈ {−1,+1}n that minimizes discrepancy being
contained in the polytope P (A,disc(A)). Thus, if we can evaluate the discrepancy of the
constraint matrix A describing a given polytope P = {x : Ax ≤ b}, then by verifying if ||b||∞
is at least disc(A), we have a simple heuristic to verify if the polytope contains a −1/1 point.
Hence, if each row of A is a normalized unit vector, then the polytope P = {x : Ax ≤ b}
contains a −1/1 point if it contains a ball of radius at least disc(A) centered around the
origin.
The following related notion of linear discrepancy helps in characterizing integer feasi-






Proposition 3.2.2. Every polytope Px0(A) = {x ∈ Rn : |Ai(x− x0)| ≤ bi for i ∈ [m]}
where bi ≥ lindisc(A) contains an integer point for every x0 ∈ Rn.
Proposition 3.2.2, similar to Proposition 3.2.1, is an immediate consequence of the def-
inition of linear discrepancy. By definition, every polytope Px0(A) where bi ≥ lindisc(A)
contains a point x ∈ {0, 1}n for every x0 ∈ [0, 1]n. The proposition follows, since by linear
transformation, we may assume that x0 is in the fundamental cube defined by the standard
basis unit vectors. Thus, if each row of the matrix A ∈ Rm×n is a unit vector, then linear
discrepancy of the constraint matrix gives one possible radius of the largest inscribed ball
that guarantees integer feasibility of polytopes described by the constraint matrix A.
This approach to verify integer feasibility of arbitrary polytope fails since it is NP-hard
to find the discrepancy of a set-system to within a factor of
√
n [14]. We show that this
approach can still be used for random polytopes due to tight bounds on the discrepancy
and the linear discrepancy of Gaussian matrices.
3.3 New model for random IP
A random polytope P (n,m, x0, R) = {x ∈ Rn : Aix ≤ bi ∀ i ∈ [m]} is defined as follows: we
pick a random m× n matrix A with i.i.d. rows from a spherically symmetric distribution;
and a vector b ∈ Rm such that the hyperplane for each constraint is at distance R from x0,
i.e., bi = R‖Ai‖+Aix0, where Ai is the i’th row of A.
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Figure 7: Random IP instance P (n,m, x0, R)
The condition above implies that P (n,m, x0, R) contains a ball of radius R centered at
x0. We study the integer feasibility of P (n,m, x0, R) as a function of the radius R. As
the radius R of the random polytope P (n,m, x0, R) increases, it is likely that the polytope
contains an integer point.
3.4 Preliminaries
3.4.1 Related work
The central quantity that leads to all known bounds on discrepancy and linear discrepancy




where AU denotes the submatrix of A containing columns indexed by the set U . The best
known bound on discrepancy and hereditary discrepancy of arbitrary matrices is due to
Spencer [66].
Theorem 3.4.1 (Spencer [66]). For any matrix A ∈ Rm×n and any subset U ⊆ [n], there
exists a point z ∈ {−1,+1}|U | such that
|AiU z| ≤ 11
√





for every i ∈ [m].
Lovász, Spencer and Vesztergombi [55] showed the following relation between hereditary
discrepancy and linear discrepancy.
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Theorem 3.4.2 (Lovász-Spencer-Vesztergombi [55]). For any matrix A, lindisc(A) ≤
herdisc(A).









contains an integer point for every x0 ∈ Rn.
3.4.2 Concentration Inequalities
We will use the following concentration inequalities to derive the phase-transition radius.
Lemma 3.4.3. Let Y be a random variable drawn from the Gaussian distribution N(0, σ2).
Then for any λ > 0,


















Lemma 3.4.4. Let Y be a random variable drawn from the Gaussian distribution N(0, σ2).
Then for any λ ≥ 1,
Pr (|Y | ≥ λσ) ≤ 2e−
λ2
2 .
Lemma 3.4.5 (Dasgupta-Schulman [23]). Let X1, . . . , Xn be independent random variables




X2j − nσ2| ≥ λ
√
nσ2
 ≤ 2e−λ224 .
Lemma 3.4.6 (Matoušek-Spencer [57]). Let X1, . . . , Xn be independent random variables
each drawn uniformly from {−1,+1}. Then, for any subset S ⊆ [n], any fixed set of vectors




aijXj | ≥ λ
 ≤ 2e− λ22∑j∈S a2ij .
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3.5 Discrepancy of Gaussian Matrix
In this section, we bound the hereditary discrepancy of Gaussian matrices. This leads to
bounds on discrepancy and linear discrepancy.
Implications of known bounds. It is tempting to use known concentration inequalities
in conjunction with Spencer’s result (Theorem 3.4.1) to bound the hereditary discrepancy
of Gaussian matrices. In this setting, each entry Aij is from N(0, σ
2). Using standard
concentration for |Aij | and a union bound to bound the maximum entry |Aij | leads to the
following weak bound: whp, the polytope P = {x ∈ Rn| |Ai(x− x0)| ≤ bi for i ∈ [m]} with
bi = Ω(σ
√
n logmn log (2m/n)) contains an integer point for any x0 ∈ Rn. This is too
weak for our purpose (recall that
√
n radius ball in arbitrary polytopes already guarantees
integer feasibility and our goal is to guarantee integer feasibility with smaller inscribed ball
in random polytopes).
Our Strategy. Our overall strategy to bound hereditary discrepancy is similar to that of
Spencer (Theorem 3.4.1). As a first step we show that there exists a partial vector with
small discrepancy, i.e., a point z ∈ {0,−1,+1}|S| with at least |S|/2 non-zero coordinates
such that |ASi z| is small for any subset S ⊆ [n]. Next for any U ⊆ [n], we repeatedly use
the existence of this partial vector to derive a vector x ∈ {−1, 1}|U | with small discrepancy
— we start with x = 0, S = U and use z to fix at least half of the coordinates of x to +1 or
−1; then we take S to be the set of coordinates that are set to zero in the current x and use
z to fix at least half of the remaining coordinates of x to +1 or −1; we repeat this until all
coordinates of x are non-zero. Since at most |S|/2 coordinates are set to zero in each round
of fixing coordinates, we will repeat at most log |U | ≤ log n times. The total discrepancy is
bounded by the sum of the discrepancies incurred in each round of fixing. Thus, the goal
is to bound the discrepancy incurred in each round of fixing.
In Section 3.5.1, we show that the discrepancy incurred when S is the set of coordinates
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yet to be fixed is bounded by


















We note that Spencer’s bound can be recovered from our bound. From inequality (7), it is
clear that an upper bound on the length of partial sub-vectors AiS leads to an upper bound
on the discrepancy incurred by the partial vectors z.
Bounding discrepancy of partial vector. The general bound given in (7) depends on
the length of the vector AiS . We describe two straightforward approaches which do not
lead to tight bounds.
Approach 1. It is straightforward to obtain ‖AiS‖ ≤ 2σ
√
|S| logmn whp for random
Gaussian vectors Ai using well-known upper bound on the maximum coefficient of AiS .
This leads to an upper bound of
8σ
√
|U | log (mn) log 2m
|U |
on the discrepancy of AU . Although this bound on the discrepancy of AU is good enough
when the cardinality of U is smaller than some threshold, it is too large for large U . E.g.,
when U = [n], this gives a total discrepancy of at most O(σ
√
n log (mn) log (2m/n)).
Approach 2. Another possible approach to obtain tighter bounds is to bound the length
of vector AiS when each entry in the vector is from N(0, σ
2) (as opposed to bounding the
maximum coefficient): using Lemma 3.4.5, for any fixed S ⊆ [n] and i ∈ [m],
Pr
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By union bound, we get that
Pr
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Thus, taking λ = |S|
√
48(log(n) + (1/|S|) logm) we get
‖AiS‖ ≤ 48σ|S|
√
log n+ (1/|S|) logm for every i ∈ [m] and S ⊆ [n] whp.


























This gives the discrepancy to be at most O(σn
√
log n log (2m/n)), which is still large. In
fact, when each entry is from N(0, σ2), it is possible that there exists a subset of coordinates
S ⊆ [n] such that the length of AiS is Ω(σ|S|).
New Approach. In order to bound the total discrepancy, we only need to bound the length
of the remaining vector after each round of fixing. Let S denote the set of coordinates to be
fixed in the current round. The existence lemma (Lemma 3.5.3) picks some subset from S
of at least |S|/2 coordinates to fix so that the discrepancy is at most 4 ‖AiS‖
√
log(2m/|S|).
Hence, it leaves at most |S|/2 coordinates among the possible |S| coordinates for the next
round. It is sufficient to bound the probability that there exists a subset T ⊆ S of size at
most |S|/2 such that the length of the vector AiT is large. We do not need the length of
AiT to be small for every subset T ⊆ S. Thus, the union bound is only over the choices
of the coordinates yet to be fixed (subsets of S of size at most |S|/2) and not over all
possible subsets of coordinates. We use this approach in Lemma 3.5.5 to obtain a stronger
bound on the length of the vectors AiSk for every i ∈ [m] and every collection of subsets
(S1, S2, . . . , Sk) where Sk ⊆ Sk−1 and |Sk| ≤ n2−k. This helps us obtain the tighter bound
for hereditary discrepancy.
Organization. We show the existence of a partial vector with small discrepancy in Section
3.5.1. Then we bound lengths of Gaussian subvectors in Section 3.5.2. We bound the
hereditary discrepancy of Gaussian matrices in Section 3.5.3.
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3.5.1 Partial Vector
We do not assume any randomness on the choice of the matrix A in this section. We show
that for any matrix A and any subset S, there exist two vectors x, y ∈ {+1,−1}|S| such
that
1. |AiSx−AiSy| is small for every i ∈ [m] and
2. x and y differ in a large number of coordinates.
Thus, taking z = x−y2 gives a vector z so that z ∈ {0,−1,+1}
|S| and z has a large number
of non-zero coordinates. Further, since |AiS (x− y)| is small, |AiSz| is also small for every
i ∈ [m]. We will quantify the magnitudes formally in Lemma 3.5.3.
Proof Sketch. The existence of vectors x, y will be shown by the probabilistic method.
In order to show that there exist vectors x, y ∈ {−1,+1}|S| satisfying condition 1 above,
we consider the value |AiSx| for every x ∈ {−1,+1}|S|. We show that there exist x, y ∈
{−1,+1}|S| so that the difference between |AiSx| and |AiSy| is small for each i ∈ [m]. For
this, we consider a real line for each i ∈ [m] and equi-partition the i’th line into small
parts for each i ∈ [m]. Then, we show that there exist an exponential number of vectors
x ∈ {−1,+1}|S| such that their corresponding |AiSx| values fall in the same part for every
i ∈ [m]. Thus, we get a set containing exponential number of vectors in {−1,+1}|S| so that
for any pair of vectors x, y in this set, |AiSx| − |AiSy| is at most the length of each part
corresponding to i ∈ [m]. Therefore, we have an exponential number of vectors satisfying
property 1.
Finally, since an exponential number of vectors x ∈ {−1,+1}|S| satisfy property 1, there
should exist at least two such vectors x and y with large hamming distance. Thus, among
the set of vectors satisfying property 1, there should exist at least two vectors satisfying
property 2.
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Notation. We define the following function for equi-partitioning. For any λ > 0, define
buckets
Bλ0 := [−λ, λ]
for every positive integer l, Bλl := ((2l − 1)λ, (2l + 1)λ]
Bλ−l := [−(2l + 1)λ,−(2l − 1)λ).
Suppose we have a real vector t = (t1, · · · , tm). Then define the bucketing function P t(x) =
(P t11 (x), · · · , P tmm (x)) where
P λi (x) = j if
∑
k∈S
Aikxk ∈ Bλj .
Thus, the length of each part in the equipartition for the i’th vector is 2ti.
Let Y be a random variable chosen from a discrete set D. Then, the entropy of Y is
defined to be
ENT (Y ) :=
∑
d∈D
Pr (Y = d) log
1
Pr (Y = d)
.
The following lemma shows the existence of a point z with discrepancy of Ai due to z
being at most ti for each i ∈ [m] if the entropy of the bucketing function is small.





|S|/5, then there exists a point z ∈ {0,−1,+1}|S| with at least |S|/2 non-zero coordinates
such that
|AiSz| ≤ ti for each i ∈ [m].




≤ r5 , there exists a vector b = (b1, . . . , bm) such that
Pr
(




5 . Since total number of possible choices for x is 2r, at least 2
4r
5 of the
choices for x should map to b. This implies that there exist x, y which differ in at least
r/2 coordinates such that P t(x) = P t(y) [47]. Taking z = x−y2 completes the proof of the
lemma.
Our next lemma upper bounds the entropy. This is very similar to Lemma 2.3 in [57].
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Lemma 3.5.2. Let S be an arbitrary subset of [n]. Let x ∈ {−1,+1}|S| be chosen uniformly









9 if λ > 0.1,
40 ln (1/λ) if λ ≤ 0.1.






















= 1 for each j ∈ [n],










2 for any Ai.
By Lemma 3.4.6,







8 , k ≥ 1
g0 := 1− 2e−
λ2
8 .
By Lemma 3.4.6, pk, p−k ≤ gk and p0 ≥ g0. The function −x log x is increasing in (0, 1/e)
and decreasing in [1/e, 1].







≤ −g0 log g0 + 2
∞∑
k=1
−gk log gk ≤ 26e−
λ2
9 .
When 0.1 ≤ λ ≤ 10, by Jensen’s inequality,
∑100
k=−100−pk log pk ≤ log |K| ≤ 8. For
|k| ≥ 101, gk < 1/e and hence
∞∑
k=101
−pk log pk ≤
∞∑
k=101












≤ 9 ≤ 26e−
λ2
9 .
When λ < 0.1, by Jensen’s inequality,
∑
k:|k|≤λ−20 −pk log pk ≤ log |K|. For |k| > λ−20,







≤ log(1 + 2λ−20) + 2
∑
k:|k|≥λ−20
−gk log gk ≤ 40 ln (1/λ).
We now prove the partial vector lemma.
Lemma 3.5.3. For any set of vectors A1, . . . , Am ∈ Rn and any subset S ⊆ [n], there exists
a point z ∈ {0,−1,+1}|S| with at least |S|/2 non-zero coordinates such that











≤ r/5 for ti = 8 ‖AiS‖
√
log 2mr , i ∈ [m]. The existence of a point
z ∈ {0,−1,+1}|S| with at least |S|/2 non-zero coordinates such that
|AiSz| ≤ ti for each i ∈ [m]
follows by Lemma 3.5.1.













Due to the choice of ti, we have that ti/ ‖AiS‖ = 8
√




















3.5.2 Bounding Lengths of Gaussian Subvectors
In this section we bound lengths of Gaussian subvectors. These bounds will be useful in
conjunction with the partial vector lemma (Section 3.5.1) to bound discrepancy of Gaussian
matrices.
Lemma 3.5.4. If each entry Aij is drawn i.i.d. from N(0, σ






for every subset S ⊆ [n].
Proof. If each entry Aij is drawn i.i.d. from N(0, σ
2), then by Lemma 3.4.4 the maximum
entry |Aij |, i ∈ [m], j ∈ [n] is at most 2σ
√
logmn with high probability.
Next we obtain an upper bound on the length of AiS when |S| is large.
Lemma 3.5.5. Suppose we have a matrix A ∈ Rm×n where m ≥ n ≥ logm and each
entry Aij is drawn from N(0, σ
2). For any collection of subsets S0, S1, S2, . . . , Slog (n/ logm)
of the set [n], where S0 ⊆ [n], Sk ⊆ Sk−1, |Sk| ≤ n2−k for k = 0, 1, . . . , log (n/ logm), the
following holds with high probability.
‖AiSk‖2 ≤ 16n2−kσ2 (8)
for every i ∈ [m] and k = 0, 1, . . . , log (n/ logm).
Proof. Let S be a collection of subsets S0, S1, . . . , Slog (n/ logm) of [n] such that S0 ⊆ [n], Sk ⊆
Sk−1 and |Sk| ≤ n2−k for k = 0, 1, . . . , log (n/ logm). We will show that (8) holds for every
possible S.
We say that a subset Sk of the collection S is heavy if there exists i ∈ [m] such
that it violates (8). We denote a collection S of subsets to be heavy if there exists
k ∈ {0, 1, . . . , log (n/ logm)} such that Sk is heavy.
Thus, a collection is heavy if one of its subsets is heavy. We will bound the probability
that there exists a heavy collection. Therefore,





∃Sk ⊆ Sk−1, |Sk| ≤ n2−k : Sk is heavy
)
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We bound each term in the above sum as follows. For k = 0,
Pr (S0 ⊆ [n] is heavy) ≤ Pr
(




∃i ∈ [m] : ‖Ai‖2 > 16nσ2
)
≤ 2e−5n ·m (Using Lemma 3.4.5)
≤ 2e−4 logm (n ≥ logm).
For each k = 1, 2, . . . , log(n/ logm),
Pr
(


















≤ 2e−2 logm (k ≤ log (n/ logm)).
Thus,









We will derive an upper bound on the hereditary discrepancy. The bound on the discrepancy
of submatrix AS that we derive is independent of the size of S. This is unlike Spencer’s
result (Theorem 3.4.1) where the discrepancy of AS is bounded by a function of |S|.
Theorem 3.5.6. Suppose we have m vectors A1, · · · , Am ∈ Rn, such that Aij is drawn
from the distribution N(0, σ2) for each i ∈ [m], j ∈ [n]. Then, for any S ⊆ [n], with high












for every i ∈ [m].
54
Proof. We use Lemma 3.5.3 repeatedly to fix the coordinates of x. We start with S0 = S.
By Lemma 3.5.3 there exists a point z0 ∈ {0,−1,+1}|S0| containing at most |S0|/2 zeros.
Let S1 denote the subset of coordinates of z0 that are zero. Then we set z(j) = z0(j) for
every j 6∈ S1. We take S = S1. By Lemma 3.5.3 there exists a point z1 ∈ {0,−1,+1}|S|
containing at most |S|/2 zeros. Let S2 denote the subset of coordinates of z1 that are zero.
Then we set x(j) = z1(j) for every j 6∈ S2. We repeat this until the number of coordinates of
x that are yet to be set is at most a constant with high probability. We set these remaining
coordinates to be −1/1 arbitrarily. The discrepancy incurred by x due to this arbitrary
setting is at most a constant.
We use Lemma 3.5.5 to bound the discrepancy incurred when the number of coordinates
to be fixed is greater than logm and Lemma 3.5.4 to bound the discrepancy incurred when
the number of coordinates to be fixed is at most logm.
By Lemma 3.5.3, the discrepancy incurred by x while setting its coordinates using subset
Sk, k ∈ {0, 1, . . . , log (n/ logm)} is at most










with high probability. Here, the second inequality is by using Lemma 3.5.5.



















For k ≥ log (n/ logm), the number of coordinates |Sk| ≤ logm. By Lemma 3.5.3, the
discrepancy incurred by x while setting its coordinates using subset Sk, k ∈ {log (n/ logm)+
1, . . . , log |S|} is at most







n2−k log (mn) log
2m
n2−k
with high probability. Here, the second inequality is by using Lemma 3.5.4 and |Sk| ≤ n2−k.
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logm log (mn) log
2m
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The following upper bound on linear discrepancy follows from Theorems 3.4.2 and 3.5.6.
For the sake of completeness, we also give a direct proof. Our proof strategy is well-known
(see Corollary 8 in [66]).
Theorem 3.5.7. Let A ∈ Rm×n be a random matrix with i.i.d. entries from N(0, σ2). For
any x0 ∈ Rn, with high probability, there exists a point x ∈ Zn obtained by rounding each







Proof. We will find x by rounding x0. Without loss of generality, let x0 be such that
x0(j) ∈ [0, 1] for each j ∈ [n]. Let the vector x0 be rational. Suppose each coordinate in x0
can be expressed in binary using at most p bits. We will round in p phases - each phase will
reduce the number of bits needed to express each coordinate in the rounded vector by one.
Consider the binary expansion x0(j) =
∑p
k=0 δj,k2
−k, δj,k ∈ {0, 1}. Let S denote the set
of coordinates of x0 which require precision at the p-th bit, i.e., S = {j : δj,p = 1}. Now,











Now, consider the following rounding procedure to obtain x1: Set z(j) = 0 for every j 6∈ S
and x1 = x0 + z2
−p. It is clear that the number of bits needed to express x1 is at most
p − 1. This is because, exactly those coordinates which required precision at the p-th bit
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were rounded. Further, they were rounded in a manner so that the p-th bit is set to 0. This
is because z(j) ∈ {+1,−1} for every j ∈ S (rounding could possibly change the p− 1-th bit
in each coordinate). We also have that










We repeat this rounding procedure at most p − 1 times thereby reducing the number
of bits of precision by at least one each time. Thus, the final x obtained needs one bit of





























































3.6 Phase-transition in random IP
In this section, we show a phase-transition phenomenon for probabilistic IP instances in
the model described in Section 3.3. In Section 3.6.1, we show a threshold on the radius
for integer infeasibility. In Section 3.6.2, we derive the upper bound on radius for integer
feasibility from discrepancy bounds and show the phase-transition phenomenon.
3.6.1 Radius for Integer Infeasibility
To get an infeasibility threshold, we begin with a lower bound R0 so that any 0/1 point
is infeasible for P (n,m, x0, R0) for every x0 ∈ [0, 1], and then extend this to ensure that
all integer points are infeasible. The following lemma shows an upper bound on the radius
required so that the random polytope P (n,m, 0, R) does not contain an integer point with
all nonzero coordinates.
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Lemma 3.6.1. For m ≥ 1000n, let A ∈ Rm×n be a matrix whose entries are chosen i.i.d.
from the Gaussian distribution N(0, σ2). With probability at least 1 − 2−n, there does not
exist x ∈ Zn ∩ {x ∈ Rn : |xj | ≥ 1 ∀ j ∈ [n]} such that
|Aix| ≤ σ
√
n log (2m/n) for every i = 1, . . . ,m.
Proof. For each r > 0, we define the set
Ur := Zn ∩ {x : ‖x‖ = r, |xj | > 0 ∀j ∈ [n]}.
We will show that with probability at least 1 − 2−n, there does not exist x ∈ ∪r≥0Ur







































We will obtain an upper bound on Px that depends only on r. To bound the size of the
set Ur, we observe that every point in Ur is an integer point on the surface of a sphere of
radius r centered around the origin and hence is contained in an euclidean ball of radius
r + 1 centered around the origin. Thus, |Ur| can be bounded by the volume of the sphere
of radius r + 1 ≤ 2r centered around the origin:













Next we bound Pr. We have two cases.























r2 + n log 2mn






















r2 + n log 2mn








































Case 2. Let r >
√
n log (2m/n). Since Aix is distributed according to N(0, r
2σ2), by









































































































































































(since m ≥ 1000n).
We obtain the following Corollary from Lemma 3.6.1 by the choice of x0.
Corollary 3.6.2. For m ≥ 1000n, let A ∈ Rm×n be a matrix whose entries are chosen
i.i.d. from the Gaussian distribution N(0, σ2). Let x0 := (1/2, . . . , 1/2) ∈ Rn. Then,
Pr
(




























The result follows by Lemma 3.6.1.
3.6.2 Threshold Radius
We now have all the ingredients needed to show the threshold radius.



















Then, with probability at least 1− 2me−n/96,
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1. for every x0 ∈ Rn, the random polytope P (n,m, x0, R) contains an integer point when
R ≥ R1, and
2. for x0 = (1/2, . . . , 1/2), the random polytope P (n,m, x0, R) does not contain an inte-
ger point when R ≤ R0 if m = 2O(
√
n).
Proof. Let P = {x ∈ Rn : aix ≤ bi ∀ i ∈ [m]}, where each ai is chosen from a spherically
symmetric distribution. Then αi = ai/ ‖ai‖ for i ∈ [m] is distributed randomly on the unit
sphere. A random unit vector αi can be obtained by drawing each coordinate from the
Gaussian distribution N(0, σ2 = 1/n) and normalizing the resulting vector. Thus, we may
assume αi = Ai/ ‖Ai‖ where each coordinate Aij is drawn from the Gaussian distribution
N(0, 1/n). Here, we show that the probability that there exists a vector Ai that gets scaled
by more than a constant is at most 2me−n/96.
Taking r = n and σ2 = 1/n in Lemma 3.4.5, we have
Pr
(







Hence, with probability at least 1−2me−n/96, we have that
√
1/2 ≤ ‖Ai‖ ≤
√
3/2 for every
i ∈ [m]. We now show the upper and lower bounds.
1. Since P contains a ball of radius R1, P ⊇ Q where
Q = {x ∈ Rn| |αi(x− x0)| ≤ R1 for i ∈ [m]}
Using Theorem 3.5.7 and σ2 = 1/n, we know that there exists x ∈ Zn such that for
every i ∈ [m]































for every i ∈ [m]. Thus the polytope Q is integer feasible and consequently P is also
integer feasible.
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2. For x0 = (1/2, . . . , 1/2), let
P =
{










Then, P contains a ball of radius R0 centered around x0 and hence is an instance of
the random polytope P (n,m, x0, R0). Further, with probability at least 1−2me−n/96,
P is contained in
Q =
{










By Corollary 3.6.2, with high probability, we have that Q ∩ Zn = ∅. Thus, with
probability at least 1− 2me−n/96, we have that P ∩ Zn = ∅.
Remark. For m = 2O(
√
n), the second term in R1 is of the same order as the first and so the
two thresholds are within a constant factor of each other. Thus, in this case, the transition
between infeasibility and feasibility happens within a constant factor increase in the radius.
3.7 Algorithm to find Integer Point
We complement our integer feasibility result for random polytope with an algorithm to find
an integer point. With R = Ω(
√
logm) and x0 = (1/2, ...1/2), there is a trivial algorithm
— pick a random 0/1 vector; most such vectors will be feasible in P (n,m, x0, R). But with
smaller R, and arbitrary centers x0, only an exponentially small fraction of nearby integer
vectors might be feasible, so such direct sampling/enumeration would not give a feasible
integer point.
We will show an algorithm to find small linear discrepancy solutions for Gaussian ma-
trices. The algorithm to find integer points in random polytopes with large inscribed ball
follows. Our algorithm for small linear discrepancy solutions for Gaussian matrices is essen-
tially an extension of Lovett-Meka’s algorithm for constructive discrepancy minimization
[56]. The algorithm runs in phases. In each phase, we start with the current point x ∈ [0, 1]n
and perform a random walk to arrive at a partial vector y with at least half of the non-
integer coordinates of x being close to integers in y. Further, the discrepancy overhead
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incurred by y (i.e., |Ai(y − x)|) is small. Thus, each phase could be viewed as an equivalent
of the partial-vector lemma (Lemma 3.5.3 in Section 3.5.1).
In the description of the algorithm, let N (V) be the standard multi-dimensional Gaus-
sian distribution in the subspace V — a random vector G from N (V) is obtained by taking
an orthonormal basis {b1, . . . , bd} for V and setting G =
∑d
k=1Gkbk, where Gk ∼ N (0, 1).
The algorithm is described in Figure 8. The sub-routine Edge-Walk is a mild variation of
the algorithm used in Theorem 4 of Lovett-Meka [56]. Its functionality is summarized in
Lemma 3.7.1.
Input: Point x0 ∈ Rn, matrix A ∈ Rm×n where each Aij ∼ N(0, σ2).
Output: An integer point y such that











∀ i ∈ [m].
1. Initialize. x = x0 − bx0c, δ = 1/8 logm, S(x) = {j ∈ [n] : δ < x(j) < 1− δ},
ci = 8
√
log (m/|S(x)|) for every i ∈ [m].
2. While(|S(x)| > 0)
(i) Edge-Walk. Set γ = 100δ/
√
log (nm/γ), T = 16/(3γ2), X0 = x.
For t = 1, . . . , T do
(a) Let Cvart := {j ∈ [n] : Xt−1(j) ≥ 1 − δ or Xt−1(j) ≤ δ} be the set of
variable constraints ‘nearly hit’ so far.
(b) Let Cdisct := {i ∈ [m] : |Ai(Xt−1 − x0)| ≥ (ci− δ)||Ai||2} be the set of
facet constraints ‘nearly hit’ so far.
(c) Let Vt := {u ∈ Rn : u(j) = 0 ∀ j ∈ Cvart , Aiu = 0 ∀ i ∈ Cdisct } be
the linear subspace orthogonal to the ‘nearly hit’ variable and facet
constraints.
(d) Set Xt := Xt−1 + γUt, where Ut ∼ N (Vt).
(ii) Update. x ← XT , S(x) = {j ∈ [n] : δ < x(j) < 1 − δ},
ci = 8
√
log (m/|S(x)|) for every i ∈ [m].
3. Randomized Rounding. For each j ∈ [n] set
y(j) =
{
dx0(j)e with probability x(j),
bx0(j)c with probability 1− x(j).
4. Output y.
Figure 8: Algorithm Round-IP
Lemma 3.7.1. Let A1, . . . , Am ∈ Rn be vectors. Let x0 ∈ [0, 1]n be a “starting” point.
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Let c1, . . . , cm ≥ 0 be thresholds such that
∑m
i=1 exp(−c2i /16) ≤ n/16. Let δ ∈ (0, 0.5] be
a small approximation parameter. Then Algorithm Edge-Walk is a randomized algorithm
which with probability at least 0.1 finds a point x ∈ [0, 1]n such that
1. |Ai(x− x0)| ≤ ci||Ai||2 for every i ∈ [m], and
2. the size of the set {j : xj ≥ 1− δ or xj ≤ δ} is at least n/2.
Moreover, the algorithm runs in time O((m+ n)3δ−3 log (nm/δ)).
In Algorithm Round-IP, we repeatedly invoke the Edge-Walk algorithm. Each such
call reduces |S(x)| by at least 1/2. Thus, Step 2 terminates in at most log n calls to the
Edge-Walk algorithm. Further, the total discrepancy overhead incurred by x is at most
the sum of the discrepancy overhead incurred in each call to the Edge-Walk algorithm.
Also observe that in each call, we have
∑m
i=1 exp(−c2i /16) ≤ |S(x)|/16. The sum of the
discrepancy overheads is bounded similar to the proof of Theorem 3.5.6 using Lemmas
3.5.4 and 3.5.5. Finally, in Step 3, we do a randomized rounding. By standard Chernoff
bound, the discrepancy incurred due to randomized rounding will be shown to be small.
3.7.1 Algorithmic Partial Vector
We state the polynomial time algorithm Edge-Walk here and elaborate on its functionality.
Given a point x0 as input, the algorithm finds a point x such that at least half the coordinates
of x are close to being integers and the discrepancy overhead incurred by x is small. This
algorithm is essentially an application of Lovett-Meka’s algorithm [56]. Here, we restate
a mild variation of Theorem 4 of Lovett-Meka. Lemma 3.7.1 can be obtained from this
theorem as a straightforward Corollary by taking a = 0, b = 1.
Theorem 3.7.2 (Lovett-Meka [56]). Let v1, . . . , vm ∈ Rn be vectors, and a, b be reals such
that |a|, |b| ≤ 1. Let x0 ∈ [a, b]n be a “starting” point. Let c1, . . . , cm ≥ 0 be thresholds such
that
∑m
i=1 exp(−c2i /16) ≤ n/16. Let δ ∈ (0, 0.1] be a small approximation parameter. Then
Algorithm Edge-Walk given in Figure 9 is a randomized algorithm which with probability at
least 0.1 finds a point x ∈ [a, b]n such that
1. |vTi (x− x0)| ≤ ci||vi||2 for every i ∈ [m],
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2. The size of the set {j : xj ≥ b− δ or xj ≤ a+ δ} is at least n/2.
Moreover, the algorithm runs in time O((m+ n)3δ−3 log (nm/δ)).
The algorithm starts from the point x0 and performs a random walk with small step
size. During the walk, if the current point is close to being an integer or close to a facet of
the polytope, then the random walk continues in an orthogonal subspace. Thus, once the
walk almost hits a face of the polytope, it stays on/close to that face; if a coordinate of the
current point is close to being an integer, then the walk stays on the subspace defined by
fixing that coordinate. After a sufficiently large number of steps, several coordinates of the
current point are close to being integers while the number of facets of the polytope that the
current point is close to is also small.
Input: Point x0 ∈ Rn, vectors v1, . . . , vm ∈ Rn, real values a, b such that |a|, |b| < 1,
a < b, δ ∈ [0, 0.1] and c1, . . . , cm such that
∑m
j=1 exp(−c2j/16) ≤ n/16.
Output: A point x such that |vTi (x− x0)| ≤ ci||vi||2 for every i ∈ [m] and |{j : xj ≥
b− δ or xj ≤ a+ δ}| ≥ n/2.
1. Let γ > 0 be a small step size so that γ = δ/
√
log (nm/γ). Let T = 16/(3γ2).
For t = 1, . . . , T do
(a) Let Cvart := {j ∈ [n] : Xt−1(j) ≥ b − δ or Xt−1(j) ≤ a + δ} be the set of
variable constraints ‘nearly hit’ so far.
(b) Let Cdisct := {i ∈ [m] : |vTi (Xt−1 − x0)| ≥ (ci−δ)||vi||2} be the set of facet
constraints ‘nearly hit’ so far.
(c) Let Vt := {u ∈ Rn : u(j) = 0 ∀ j ∈ Cvart , vTi u = 0 ∀ i ∈ Cdisct } be the linear
subspace orthogonal to the ‘nearly hit’ variable and facet constraints.
(d) Set Xt := Xt−1 + γUt, where Ut ∼ N (Vt).
2. Return XT .
Figure 9: Algorithm Edge-Walk
Since the proof of correctness of Theorem 3.7.2 using the above algorithm hardly deviates
from that of Lovett-Meka’s, we refer the reader to Lovett-Meka for a complete proof. The
only non-trivial Claim that needs to be verified from their proof is Claim 13. The Claim
follows in a straightforward manner since only the closeness of the current solution to the
variable constraints matter and not the exact constraints. We also need |a|, |b| ≤ 1 for their
Claim 15 to hold.
65
3.7.2 Finding an Integer Point
We now show the performance of Algorithm Round-IP for Gaussian matrices.
Theorem 3.7.3. There is a randomized polynomial-time algorithm that takes as input a
random matrix A ∈ Rm×n with i.i.d. entries from N(0, σ2) and a point x0 ∈ Rn, and
outputs an integer point y such that for every i ∈ [m],











with high probability. Moreover, the algorithm runs in time
O(n log n(m+ n)3(logm)3 log nm logm).
Proof. Without loss of generality, we may assume that x0 ∈ [0, 1]n and our objective is to
find x ∈ {0, 1}n with low discrepancy overhead. We use Algorithm Round-IP. We will show
that it succeeds with probability at least 1/n in finding a point x ∈ {0, 1}n such that












The success probability of this algorithm can be amplified by repeating it n times.
Let x denote the vector at the end of Step 2 in Algorithm Round-IP and let xk de-
note the vector x in Algorithm Round-IP after k calls to the Edge-Walk algorithm. Let
Sk = {j ∈ [n] : xk(j) ≥ 1 − δ or xk(j) ≤ δ}. First observe that during the k’th
call to the Edge-Walk subroutine, we have
∑m
i=1 exp(−c2i /16) ≤ |Sk|/16. By Lemma
3.7.1, the discrepancy overhead incurred in the k’th run of the Edge-Walk sub-routine
for k ∈ {0, 1, . . . , log (n/ logm)} is










with high probability. Here, the second inequality is by using Lemma 3.5.5 and |Sk| ≤ n2−k.





















For k ≥ log (n/ logm), the number of non-integer coordinates |Sk| ≤ logm. By Lemma
3.7.1, the discrepancy overhead incurred in the k’th call to the Edge-Walk sub-routine,
where k ∈ {log (n/ logm) + 1, . . . , log n} is







n2−k log (mn) log
m
n2−k
with high probability. Here, the second inequality is by using Lemma 3.5.4 and |Sk| ≤ n2−k.




















Since each call to the Edge-Walk subroutine reduces s(x) by at least half, we call the
Edge-Walk subroutine at most log n times. Each call succeeds with probability 1/2. Hence,
with probability at least 1/2logn = 1/n, at the end of Step 2, we obtain a point x such that
x ∈ [0, 1]n and x(j) ≥ 1− δ or x(j) ≤ δ for every j ∈ [n] and the total discrepancy overhead
is bounded as follows:
max
i∈[n]












Next we show that the randomized rounding performed in Step 3 incurs small discrep-
ancy. Consider a coordinate j ∈ [n] that is rounded. Then,
E (y(j)− x(j)) = 0,


















Hence, by union bound, we get that |Ai(y − x)| ≤ 4∆i
√
logm ≤ 4 ‖Ai‖ for every i ∈ [m]
















The running time of the algorithm is obvious – each call to the Edge-Walk subroutine takes
O((m+n)3 log (nm logm)(logm)3) time, the number of calls is O(log n) and the number of
steps before each call is O(n).
We use Theorem 3.7.3 to obtain an algorithm to find integer points in random polytopes
containing a ball of large radius.
Theorem 3.7.4. Given a random polytope P = P (n,m, x0, R) where R ≥ 16R1, there is
a randomized polynomial-time algorithm to find an integer point x ∈ P with probability at
least 1− 2me−n/96.














and αi = Ai/ ‖Ai‖, i ∈ [m]. Solve the following linear programming problem to find the
center of the largest ball contained in the polytope.
maxR
R ≤ bi −Aix, ∀ i ∈ [m].
Let (x0, R) be a solution to the above LP. Since P contains a ball of radius RALG, there
exists βi ≥ RALG ‖Ai‖ for every i ∈ [m] such that
P ⊇ {x ∈ Rn| |Ai(x− x0)| ≤ βi for i ∈ [m]}.
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Observe that the polytope
Q := {x ∈ Rn| |αi(x− x0)| ≤ RALG for i ∈ [m]}
is contained in P . We will show that there exists a randomized polynomial-time algorithm
to find an integer point in Q that succeeds with probability at least (1−2me−n/96)/2. This
success probability is over the choice of Ais.
Since each Ai is drawn from a spherically symmetric distribution, αi = Ai/ ‖Ai‖ is
distributed uniformly on the unit sphere. A random unit vector αi on a sphere is obtained
by drawing each coordinate aij i.i.d. from the Gaussian distribution N(0, 1/n) and scaling




ij . Similar to the proof of Theorem 3.6.3, ai gets
scaled by at most 2 for every i ∈ [m] with probability at least 1−2me−n/96. Using Theorem
3.7.3 and σ2 = 1/n, we know that there exists a randomized polynomial time algorithm
that succeeds with high probability to find x ∈ Zn such that for every i ∈ [m]































for every i ∈ [m]. The success probability of the algorithm reduces by a factor of 1 −
2me−n/96 due to the randomness in the input.
3.8 Conclusion
We exhibit a new geometric connection between integer feasibility of IP and the classical
notion of discrepancy of matrices. We exploit this connection to show a phase transition
in random IP instances defined by random constraint matrices. We believe that our result
acts as a starting point for the study of natural random IP instances. We conclude by
considering some open problems.
An immediate question is to understand the integer feasibility behavior of random IP
instances for more general distributions of the constraint matrix, for example, constraint
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matrices in which the rows are not necessarily independent of each other. In particular,
constraint matrices whose joint distribution is logconcave.
Another open question is to perform optimization over random polytopes, even along
a random objective direction. The ability to verify feasibility of random polytope does
not immediately lead to an algorithm to optimize over such polytopes, mainly due to the
conditioning induced while testing feasibility. Even though we expect the optimum to be
concentrated for any fixed direction c, an algorithm to find the optimum point seems elu-
sive. Perhaps, an algorithm to verify integer feasibility of random polytope would help make
progress towards optimization – in this chapter, we only provide an algorithm that finds
an integer point in random instances that are feasible with high probability. More specif-
ically, how efficient are cutting-plane and branch-and-bound algorithms for optimization
over random polytopes?
From a purely probabilistic perspective, our work also raises the issue of the existence
of a sharp threshold. Does there exist a sharp threshold radius R∗ so that the random
polytope P (n,m, x0, R) is integer infeasible whp for some center x0 if R < R
∗ and is integer
feasible for all center x0 whp if R ≥ R∗?
Propositions 3.2.1 and 3.2.2 hold for arbitrary constraint matrices and do not require
any randomness. It would be interesting to understand if these observations could be used
to solve IP formulations of combinatorial feasibility and optimization problems. The main
bottleneck is the ability to compute the discrepancy of a matrix. Since it is NP-hard
to compute discrepancy of arbitrary matrices within a factor of
√
n [14], it appears that
these propositions cannot even be used as heuristics to check the feasibility of arbitrary
IP instances. However, one might be able to overcome this bottleneck by exploiting the
structure of the constraint matrix describing certain combinatorial polytopes.
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CHAPTER IV
LP APPROACH: CONVERGENCE OF CUTTING PLANES FOR
MIN-COST PERFECT MATCHING
In this chapter we study the efficiency of cutting plane algorithms. Cutting plane algorithms
are commonly used for NP-hard combinatorial problems to obtain lower bounds. Due to
their practical efficiency, they are also used for problems known to be solvable in polynomial
time using other algorithms. A classic example is the minimum-cost perfect matching
problem.
The cutting plane approach to matchings has been discussed by several authors over
the past decades [61, 38, 54, 69, 29], but its convergence has long been an open question.
We prove that the cutting plane approach using Edmonds’ blossom inequalities converges
in polynomial time for the minimum-cost perfect matching problem. Our new insight is
an LP-based method to retain/drop cuts. This careful cut retention procedure leads to a
sequence of intermediate linear programs with a linear number of constraints whose optima
are half-integral and supported by a disjoint union of odd cycles and edges. This structural
property of the optima is instrumental in finding violated blossom inequalities (cuts) in
linear time. Further, the number of cycles in the support of the half-integral optima acts
as a potential function to show efficient convergence to an integral solution. The results in
this chapter are joint work with László Végh and Santosh Vempala [10].
4.1 Introduction
The cutting plane algorithm introduced by Gomory [34, 35, 36] is a leading approach to
solve IPs. It can be summarized as follows:
1. Solve the linear programming relaxation (LP) of the given IP to obtain a basic optimal
solution x.
2. If x is integral, terminate. If x is not integral, find a linear inequality that is valid for
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the convex hull of all integer solutions but violated by x.
3. Add the inequality, possibly drop some other inequalities and solve the resulting LP
to obtain a basic optimal solution x. Go back to Step 2.
For the approach to be efficient, we require the following: (a) an efficient method for finding
a violated inequality (called a cutting plane) and (b) a bound on the number of iterations
needed for convergence. In his seminal work, Gomory [36] gave an efficient method for
finding cutting planes and showed a bound of 2n on the number of iterations for convergence
for 0− 1 integer programs.
There is a rich theory on the choice of cutting planes, both in general and for specific
problems of interest. Several years after Gomory’s introduction of cutting plane algorithms,
the complete characterization of the Matching polytope by Edmonds [27] inspired Chvátal
to revisit Gomory’s cutting plane generation method from a polyhedral perspective [15]. He
viewed the cutting plane procedure as a recursive procedure for deriving all valid linear in-
equalities for the integer-hull of a polytope. He showed that Gomory’s systematic approach
of adding cuts can be used to derive the integer hull within a finite number of rounds. This
gave birth to the study of closure properties of polytopes under various cut choices.
Given the lack of a Farkas Lemma and a duality theory for IPs, it was believed that
cutting planes could serve as a means to show integer infeasibility of polytopes efficiently.
This led to the study of cutting plane proof techniques as a powerful proof technique in
mathematical logic [18]. Researchers have since attempted to prove/disprove the efficiency
of this proof technique by showing exponential lower bounds for particular cut choices [16].
In the most general case, Pudlák showed an exponential lower bound on the length of cutting
plane proofs for any systematic cut-generation procedure [63].
4.1.1 Motivation
Despite the enormous history of work in this area, there are no polynomial bounds on the
convergence of the cutting plane method even for specific problems. Gomory’s bound of
2n remains the best known bound for general 0-1 integer programs. It is possible that this
bound can be significantly improved for IPs with small Chvátal-Gomory rank [29]. A more
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realistic possibility is that the approach is provably efficient for combinatorial optimization
problems that are known to be solvable in polynomial time. An ideal candidate could be
a problem that (a) has a polynomial-size IP-description (the LP-relaxation is polynomial-
size), and (b) the convex-hull of integer solutions has a polynomial-time separation oracle.
Perhaps the first such interesting problem is minimum-cost perfect matching: given a
graph with costs on the edges, find a perfect matching of minimum total cost.
The polyhedral characterization of matching was discovered by Edmonds [27]. Basic
solutions of the linear program below (extreme points of the polytope) correspond to perfect
matchings of the graph. We use δ(S) to denote the set of edges which have exactly one end







x(δ(u)) = 1 ∀u ∈ V (degree constraints)
x(δ(S)) ≥ 1 ∀S ( V, |S| odd, 3 ≤ |S| ≤ |V | − 3 (blossom inequalities)
x ≥ 0 (nonnegativity constraints)
The relaxation with only the degree and nonnegativity constraints, known as the bi-
partite relaxation, suffices to characterize the convex-hull of perfect matchings in bipartite
graphs, and serves as a natural starting relaxation for the cutting plane approach. The
inequalities corresponding to sets of odd cardinality greater than 1 are called blossom in-
equalities. These inequalities have Chvátal rank 1, i.e., applying one round of all possible
Gomory cuts to the bipartite relaxation suffices to recover the perfect matching polytope
of any graph. Moreover, although the number of blossom inequalities is exponential in the
size of the graph, for any point not in the perfect matching polytope, a violated (blossom)
inequality can be found in polynomial time [61]. This suggests a natural cutting plane
algorithm (Figure 10), described by Padberg and Rao [61] and by Lovász and Plummer
in their classic book on matching theory [54]. Grötschel and Holland [38], Trick [69], and
Fischetti and Lodi [29] found experimental evidence that this algorithm converges quickly,
but it has been an open problem to rigorously explain their findings.
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1. Start with the bipartite relaxation.
2. While the current solution is fractional,
(a) Find a blossom inequality violated by the current solution and add it to
the LP.
(b) Solve the new LP.
Figure 10: Cutting plane method for matchings
Most polynomial time algorithms are variants of Edmonds’ primal-dual algorithm for
weighted matching [27]. It is perhaps tempting to interpret this as a cutting plane al-
gorithm, by adding cuts corresponding to the shrunk sets in the iterations of Edmonds’
algorithm. However, there is no correspondence between the solution x of the LP given by
non-negativity, degree constraints and a family F of blossom inequalities, and the partial
matching M in the iteration of Edmonds’ algorithm when F is the set of shrunk nodes. In
particular, the next odd set S shrunk by Edmonds’ algorithm might not even be a cut for
x (i.e., x(δ(S)) ≥ 1). It is even possible that the bipartite relaxation already has an integer
optimal solution, whereas Edmonds’ algorithm proceeds by shrinking and unshrinking a
long sequence of odd sets.
4.1.2 Results
In this chapter, we resolve the polynomial-time convergence of the cutting plane method
for matchings. We show an implementation of the cutting plane method so that
1. every intermediate LP is defined by blossom inequalities corresponding to a laminar
family of odd sets,
2. the optimum of every intermediate LP is half-integral and supported by a disjoint
union of odd cycles and edges, and
3. the total number of iterations to arrive at a minimum-cost perfect matching for a
n-vertex graph is O(n log n).
A collection of sets is called a laminar family if any two sets in the collection are either
disjoint or nested.
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Moreover, the set of inequalities used at each step can be identified by solving an LP
of the same size as the current LP. To our knowledge, this is the first polynomial bound
on the convergence of a cutting plane method (for matchings or in general). It is easy to
verify that a laminar family of nontrivial odd sets may have at most n/2 members, hence ev-
ery intermediate LP has at most 3n/2 inequalities apart from the non-negativity constraints.
Organization. In Section 4.2, we review basic definitions and well-known properties about
perfect matchings. In Section 4.3 we motivate a half-integrality conjecture and present our
cutting plane implementation. In Section 4.4 we formulate a notion of factor-critical sets
and fitting duals that play a central role in the analysis of our cutting plane algorithm. In
Section 4.5 we prove properties about intermediate primal and dual solutions and analyze
the running time of our algorithm.
4.2 Perfect Matchings and Linear Programs
Let G = (V,E) be a graph, c : E → R be a cost function on the edges and assume G has a





x(δ(u)) = 1 ∀u ∈ V
x ≥ 0
x ∈ Zn
It is well-known that basic feasible solutions x to the LP relaxation of this problem need
not be integral (e.g., see Figure 11).
Graph G with all Optimum solution to
edge costs being one bipartite relaxation
Figure 11: Non-integral Solution to Bipartite Relaxation
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The LP relaxation is known as the bipartite relaxation. The bipartite relaxation suffices
to characterize the convex-hull of perfect matchings in bipartite graphs, and serves as a











π(u) + π(v) ≤ c(uv) ∀uv ∈ E
We call a vector x ∈ RE proper-half-integral if x(e) ∈ {0, 1/2, 1} for every e ∈ E and
supp(x) is a disjoint union of edges and odd cycles. The bipartite relaxation of any graph
has the following well-known property.
Proposition 4.2.1. Every basic feasible solution x of P0(G, c) is proper-half-integral.
The polyhedral characterization of the matching problem was discovered by Edmonds
[27] as an exponential-sized LP. Let O be the set of all odd subsets of V of size at least 3,
and let V denote the set of one element subsets of V . Edmonds showed that the follow-
ing primal program characterizes minimum-cost perfect matching, i.e., the solution to the




c(uv)x(uv) (P (G, c))
x(δ(u)) = 1 ∀u ∈ V








Π(S) ≤ c(uv) ∀uv ∈ E
Π(S) ≥ 0 ∀S ∈ O
Let F ⊂ O be a laminar family of odd sets of cardinality at least 3. All basic feasible
solutions to P (G, c) are integral. Moreover, any basic solution can be fully defined by
using only a laminar collection of tight inequalities (these will generate all the other tight
inequalities) [20].
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4.3 A Cutting Plane Algorithm for Perfect Matching
In this section we present the cutting plane algorithm for perfect matching. Before pre-
senting our algorithm, we elaborate on the significance of half-integral primal solutions to
generate faster cuts in Section 4.3.1 and justify the choice of dropping cuts that were added
in earlier rounds in Section 4.3.2.
4.3.1 Half-integrality for faster cut-generation
For arbitrary graphs, the bipartite relaxation has the nice property that any basic solution
is half-integral and thus its support is a disjoint union of edges and odd cycles. This makes it
particularly easy to find violated blossom inequalities – any odd component of the support
gives one. This is also the simplest heuristic that is employed in the implementations
[38, 69] for finding violated blossom inequalities. However, if we have a fractional solution
in a later phase, there is no guarantee that we can find an odd connected component
whose blossom inequality is violated, and therefore sophisticated and significantly slower
separation methods are needed for finding cutting planes, e.g., the Padberg-Rao procedure
[61].
At first sight, maintaining half-integrality seems to be impossible. Figure 12 shows
an example where the starting solution consists of two odd cycles. There is only one
reasonable way to impose cuts, and it leads to a non half-integral basic feasible solution.
Observe however, that in the example, the bipartite relaxation also has an integer optimal
solution. The problem here is the existence of multiple basic optimal solutions. To avoid
such degeneracy, we will ensure that all linear systems that we encounter have unique
optimal solutions.
This uniqueness can be achieved by a simple deterministic perturbation of the integer
cost function, which increases the input size polynomially. Given an integer cost function
c : E → Z on the edges, let us define the perturbation c̃ by ordering the edges arbitrarily,
and increasing the cost of edge number i by 1/2i.
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Graph G with all The starting optimum x0 Basic feasible solution obtained
edge costs being one and the cut to be imposed after imposing the cut
Figure 12: Counterexample to the half-integrality conjecture.
4.3.2 Retain cuts with positive dual values
The main difficulty that we have to overcome is the following: ensuring unique optimal
solutions does not suffice to maintain half-integrality of optimal solutions upon adding any
sequence of blossom inequalities (or even adding a laminar family of blossom inequalities).
In fact, these inequalities have to be chosen with some care and it is also crucial that we
eliminate certain older ones that are no longer useful. Eliminating cutting planes that
have zero dual values in any later iteration is common in most implementations of the
cutting plane algorithm; although this is done mainly to keep the number of inequalities
from blowing up, another justification is that a cut with zero dual value may not be a facet
contributing to the current LP optimum.
At any iteration, inequalities that are tight for the current optimal solution are natural
candidates for retaining in the next iteration while the new inequalities are determined
by odd cycles in the support of the current optimal solution. However, it turns out that
keeping all tight inequalities does not maintain half-integrality. Our main algorithmic insight
is that the choice of cuts for the next iteration can be determined by examining optimal
dual solutions to the current LP. We use a restricted type of dual optimal solution (later
called positively-fitting dual) that can be computed either by solving a single LP of the same
complexity or combinatorially. Moreover, we also ensure that the set of cuts imposed in
any LP are laminar and correspond to blossom inequalities.
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4.3.3 Algorithm C-P-Matching
The intermediate LPs in our cutting plane algorithm will consist of bipartite relaxation




c(uv)x(uv) (PF (G, c))
x(δ(u)) = 1 ∀u ∈ V





Π(S) (DF (G, c))
∑
S∈V∪F :uv∈δ(S)
Π(S) ≤ c(uv) ∀uv ∈ E
Π(S) ≥ 0 ∀S ∈ F
We will use Π(v) to denote Π({v}) for dual solutions. For an arbitrary laminar family
F ⊆ O, basic feasible solutions to PF (G, c) can be half-integral but non-proper (i.e., the
optimum could contain even cycles).
Assume we are given a dual feasible solution Γ to DF (G, c). We say that a dual optimal






among all dual optimal solutions Π. A Γ-extremal dual optimal solution can be found by
solving a single LP if we are provided with the primal optimal solution to PF (G, c) (see
Section 4.5.3.3).
The cutting plane implementation that we propose is shown in Figure 13. From the
previous set of cuts, we keep only those which have a positive value in an extremal dual
optimal solution; let H′ denote their set. We add the new cut set H′′ based on odd cycles
in the support of the current solution. However, in order to maintain laminarity of the cut
family, we do not add the vertex sets of these cycles but instead their union with all the
sets in H′ that they intersect. We shall show that these unions are also odd sets and thus
give blossom inequalities. We note that in the first iteration, there is no need to solve the
dual LP as F will be empty.
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1. Perturb the integral cost function by ordering the edges arbitrarily and in-
creasing the cost of edge i by 1/2i.
2. Starting LP. Let F be the empty set, so that the starting LP PF (G, c) is the
bipartite relaxation P0(G, c) and the starting dual Γ is identically zero.
3. Repeat until x is integral:
(a) Solve LP. Find an optimal solution x to PF (G, c).
(b) Choose old cutting planes. Find a Γ-extremal dual optimal solution
Π to DF (G, c). Let
H′ = {S ∈ F : Π(S) > 0}.
(c) Choose new cutting planes. Let C denote the set of odd cycles in
supp(x). For each C ∈ C, define Ĉ as the union of V (C) and the maximal
members of H′ intersecting it. Let
H′′ = {Ĉ : C ∈ C}.
(d) Set the next F = H′ ∪H′′ and Γ = Π.
4. Return the minimum-cost perfect matching x.
Figure 13: Algorithm C-P-Matching
4.4 Factor-critical matchings
In what follows, we formulate a notion of factor-critical sets and factor-critical duals, that
play a central role in the analysis of our algorithm and are extensions of concepts central
to the analysis of Edmonds’ algorithm.
Let H = (V,E) be a graph and F be a laminar family of subsets of V . We say that an
edge set M ⊆ E is an F-matching, if it is a matching, and for any S ∈ F , δM (S) ≤ 1. For a
set S ⊆ V , we call a set M of edges to be an (S,F)-perfect-matching if it is an F-matching
covering precisely the vertex set S.
A set S ∈ F is defined to be F-factor-critical in H, if for every node u ∈ S, there exists
an (S \ {u},F)-perfect-matching using the edges of H. Given a laminar family F and a
feasible solution Π to DF (G, c), let GΠ = (V,EΠ) denote the graph of tight edges. A set
S ∈ F is (Π,F)-factor-critical if S is F-factor-critical in GΠ. The corresponding matching
Mu is called the Π-critical-matching for u in S. If F is clear from the context, then we
simply call the set S to be Π-factor-critical.
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A feasible solution Π to DF (G, c) is an F-fitting dual, if every S ∈ F is (Π,F)-factor-
critical, and Π(Z) > 0 for every non-maximal member of F . A family F ⊆ O is called a
proper odd family, if F is laminar, and there exists an F-fitting dual solution. This will be a
crucial notion: the set of cuts imposed in every iteration of the cutting plane algorithm will
be a proper odd family. The following observation provides some context and motivation
for these definitions.
Proposition 4.4.1. Let F be the set of contracted sets at some stage of Edmonds’ matching
algorithm. Then the corresponding dual solution Π in the algorithm is an F-fitting-dual. 
We call Π to be an F-positively-fitting dual, if Π is a feasible solution to DF (G, c), and
every S ∈ F such that Π(S) > 0 is (Π,F)-factor-critical. Clearly, every F-fitting dual is
also an F-positively-fitting, but the converse is not true. This property will be satisfied by
the extremal dual optimal solutions found in every iteration.
We conclude this section by summarizing elementary properties of Π-critical matchings.
Lemma 4.4.2. Let F be a laminar odd family, Π a feasible solution to DF (G, c), and let
S ∈ F be a (Π,F)-factor-critical set. For u, v ∈ S, let Mu, Mv be the Π-critical-matchings
for u, v respectively.
(i) For every T ∈ F such that T ( S,
|Mu ∩ δ(T )| =

1 if u ∈ S \ T,
0 if u ∈ T.
(ii) Assume the symmetric difference of Mu and Mv contains an even cycle C. Then the
symmetric difference Mu∆C is also a Π-critical matching for u.
Proof. (i) Mu is a perfect matching of S \ {u}, hence for every T ( S,
|Mu ∩ δ(T )| ≡ |T \ {u}| (mod 2).
By definition of Mu, |Mu ∩ δ(T )| ≤ 1 for any T ( S, T ∈ F , implying the claim.
(ii) Let M ′ = Mu∆C. First observe that since C is an even cycle, u, v 6∈ V (C). Hence
M ′ is a perfect matching on S \{u} using only tight edges w.r.t. Π. It remains to show that
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|M ′∩δ(T )| ≤ 1 for every T ∈ F , T ( S. Let γu and γv denote the number of edges in C∩δ(T )
belonging toMu andMv, respectively. Since these are critical matchings, we have γu, γv ≤ 1.
On the other hand, since C is a cycle, |C∩δ(T )| is even and hence γu+γv = |C∩δ(T )| is even.
These imply that γu = γv. The claim follows since |M ′ ∩ δ(T )| = |Mu ∩ δ(T )| − γu + γv.
4.5 Analysis
Our analysis to show half-integrality is based on the intimate relationship that match-
ings have with factor-critical graphs (deleting any node leaves the graph with a perfect
matching): for example, contracted sets are factor-critical both in the unweighted [28] and
weighted [27] matching algorithms by Edmonds. The definitions of factor-criticality given
in Section 4.4 help establish the existence of positive-fitting duals. This in conjunction with
the following uniqueness property is needed to prove the existence of a proper-half-integral
solution in each step. We require that the cost function c : E → R satisfies:
For every proper odd family F , PF (G, c) has a unique optimal solution. (*)
In Section 4.5.4, we show that arbitrary integer cost function can be perturbed to achieve
this property.
We use the number of odd cycles in the support of an optimal half-integral solution as
a potential function to show convergence. We first show that odd(xi+1) ≤ odd(xi), where
xi, xi+1 are consecutive optimal LP solutions, and odd(.) is the number of odd cycles in the
support. We further show that the cuts added in iterations where odd(xi) does not decrease
continue to be retained until odd(xi) decreases. Since the maximum size of a laminar family
of nontrivial odd sets is n/2, we get a bound of O(n log n) on the number of iterations.
The proof of the potential function behavior is quite intricate. It proceeds by designing a
half-integral version of Edmonds primal-dual algorithm for minimum-weight perfect match-
ing, and arguing that the optimal solution to the extremal dual LP must correspond to the
one found by this primal-dual algorithm. We emphasize that this algorithm is used only
in the analysis. Nevertheless, it is rather remarkable that even for analyzing the cutting
plane approach, comparison with a new extension of Edmonds’ classic algorithm provides
the answer.
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4.5.1 Overview and Organization
The proof of efficient convergence of our cutting plane algorithm is established in two parts.
In the first part, we show that half-integrality of the intermediate optimum solutions is
guaranteed by the existence of an F-positively-fitting dual optimal solution to DF (G, c).
In Section 4.5.2, we show that if x is the unique optimal solution to PF (G, c) and if there
exists an F-positively-fitting dual optimal solution, then x is proper-half-integral.
This proper-half-integral property is shown using a basic contraction operation. Given
Π, an F-positively-fitting dual optimal solution for the laminar odd family F , contracting
every set S ∈ F with Π(S) > 0 preserves primal and dual optimal solutions (similar to
Edmonds’ primal-dual algorithm). This is shown in Lemma 4.5.1. Moreover, if we had a
unique primal optimal solution x to PF (G, c), its image x
′ in the contracted graph is the
unique optimal solution; if x′ is proper-half-integral, then so is x. Now, half-integrality of
the optimum follows: we contract all maximal sets S ∈ F with Π(S) > 0. The image x′ of
the unique optimal solution x is the unique optimal solution to the bipartite relaxation in
the contracted graph, and consequently, half-integral.
F-positively-fitting dual optimal solutions are hence quite helpful, but their existence
is far from obvious. We next show that if F is a proper odd family, then the extremal
dual optimal solutions found in the algorithm are in fact F-positively-fitting dual optimal
solutions. Furthermore, the next set of cuts is a proper odd family.
In order to show that a proper odd family F always admits an F-positively-fitting dual
optimum, and that every extremal dual solution satisfies this property, we need a deeper
understanding of the structure of dual optimal solutions. Section 4.5.3 is dedicated to this
analysis. Let Π be an F-fitting dual solution, and Ψ an arbitrary dual optimal solution to
DF (G, c). The main Lemma 4.5.10 shows the following relation between Ψ and Π inside
S ∈ F , if S is tight for a primal optimal solution x. Let ΠS(u) and ΨS(u) denote the sum
of the dual values of sets containing u that are strictly contained inside S in solutions Π
and Ψ respectively, and let ∆ = maxu∈S(ΠS(u) − ΨS(u)). We show that every edge in
supp(x) ∩ δ(S) is incident to a node u ∈ S such that ΠS(u) − ΨS(u) = ∆. We also show
(Lemma 4.5.12) that if S ∈ F is both Π- and Ψ-factor-critical, then Π and Ψ are identical
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inside S.
If Ψ(S) > 0 but S is not Ψ-factor-critical, the above property (called consistency later)
enables us to modify Ψ by moving towards Π inside S, and decreasing Ψ(S) so that optimal-
ity is maintained. Thus, we either get that Ψ and Π are identical inside S thereby making
S to be Ψ-factor-critical or Ψ(S) = 0. A sequence of such operations converts an arbitrary
dual optimal solution to an F-positively-fitting dual optimal one, leading to a combinatorial
procedure to obtain positively-fitting dual optimal solutions (Section 4.5.3.2). Moreover,
such operations decrease the secondary objective value h(Ψ,Π) and thus show that every
Π-extremal dual optimum is also an F-positively-fitting dual optimum.
As a consequence of every intermediate set of cuts being a proper odd family and
uniqueness of primal optimal solutions, we can guarantee that the primal optimal solutions
obtained during the execution of the algorithm are proper-half-integral. In the second part of
our analysis, we show efficient convergence by considering the number of odd cycles, odd(x),
in the support of the current primal optimal solution x. We first show that this quantity
is non-increasing during the algorithm. This is already true if we choose an arbitrary
F-positively-fitting dual optimal solution Π in each iteration of the algorithm. In order to
show that the number of cycles cannot remain the same and has to strictly decrease within
a polynomial number of iterations, we need the more specific choice of extremal duals.
Suppose the number of odd cycles does not decrease between iterations i and j. Then,
with the choice of extremal duals to retain cuts, we show that all cuts added between iter-
ations i and j are retained until round j + 1. The main ingredient to prove this progress
is by coupling our intermediate primal and dual solutions with the solutions of a Half-
integral Primal-Dual algorithm for half-integral matching, a variation of Edmonds’ primal-
dual weighted matching algorithm that we design for this purpose. We assume familiarity
with Edmonds’ algorithm [27]. We describe only one phase of this algorithm needed by our
argument. However, it can be easily extended to a strongly polynomial combinatorial algo-
rithm that finds a minimum cost perfect matching starting from an optimal solution to the
bipartite relaxation, and maintaining a proper half integral solution in every intermediate
phase. In contrast, Edmonds’ algorithm always maintains an integral matching, starting
84
from the empty set, and gradually extending the set of nodes covered by the matching.
The Half-integral Primal-Dual algorithm starts from an optimal proper-half-integral
partial matching x in G, leaving a set W of nodes exposed. Further, we have a dual Π on a
laminar support V ∪K with K ⊆ O; x and Π satisfy primal-dual slackness conditions. The
algorithm transforms x to a proper-half-integral perfect matching and Π to a dual solution
with support contained in V ∪ K, satisfying complementary slackness. We sketch how we
apply the Half-integral Primal-Dual algorithm to show convergence.
Let us consider two consecutive primal solutions xi and xi+1, with duals Πi and Πi+1.
We contract every set S ∈ O with Πi+1(S) > 0; let Ĝ be the resulting graph. As we have
seen by Lemma 4.5.4 the image x′i+1 of xi+1 is the unique optimal solution to the bipartite
relaxation in Ĝ. The image x′i of xi is proper-half-integral in Ĝ with some exposed nodes
W ; let Π′i be the image of Πi. Every exposed node in W corresponds to a cycle in supp(xi).
We start the Half-integral Primal-Dual in Ĝ with the solutions x′i and Π
′
i, and we prove
that it must terminate with the primal solution x′i+1. The analysis of the Half-integral
Primal-Dual algorithm reveals that the total number of exposed nodes and odd cycles does
not increase; this will imply that the number of odd cycles in the cutting plane algorithm
does not increase.
To prove convergence, we show that if the number of cycles does not decrease between
phases i and i + 1, then the Half-integral Primal-Dual algorithm also terminates with the
extremal dual optimal solution Π′i+1. This enables us to couple the performance of Half-
integral Primal-Dual between phases i and i+1 and between i+1 and i+2: the (alternating
forest) structure built in the former iteration carries over to the latter one. As a consequence,
all cuts added in iteration i will be imposed in all subsequent phases until the number of
odd cycles decreases.
Thus, during each iteration of adding cuts in our algorithm either the number of cycles
decreases or the size of the laminar family of cuts increases. Since the size of a laminar
family is O(n), polynomial convergence follows.
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4.5.2 Contractions and Half-Integrality
We define an important contraction operation and derive some fundamental properties.
Let F be a laminar odd family, Π be a feasible solution to DF (G, c), and let S ∈ F be a





to be the total dual contribution of sets inside S containing u.
By contracting S w.r.t. Π, we mean the following: Let G′ = (V ′, E′) be the contracted
graph on node set V ′ = (V \ S) ∪ {s}, s representing the contraction of S. Let V ′ denote
the set of one-element subsets of V ′. For a set T ⊆ V , let T ′ denote its contracted image.
Let F ′ be the set of nonsingular images of the sets of F , that is, T ′ ∈ F ′ if T ∈ F , and
T ′ \ {s} 6= ∅. Let E′ contain all edges uv ∈ E with u, v /∈ S and for every edge uv with
u ∈ S, v ∈ V − S add an edge sv. Let us define the image Π′ of Π to be Π′(T ′) = Π(T ) for
every T ′ ∈ V ′ ∪ F ′ and the image x′ of x to be x′(u′v′) = x(uv). Define the new edge costs
c′(u′v′) =

c(uv) if uv ∈ E[V \ S],
c(uv)−ΠS(u) if u ∈ S, v ∈ V \ S.
Lemma 4.5.1. Let F be a laminar odd family, x be an optimal solution to PF (G, c), Π
be a feasible solution to DF (G, c). Let S be a (Π,F)-factor-critical set, and let G′, c′,F ′
denote the graph, costs and laminar family respectively obtained by contracting S w.r.t. Π
and let x′,Π′ be the images of x,Π respectively. Then the following hold.
(i) Π′ is a feasible solution to DF ′(G
′, c′). Furthermore, if a set T ∈ F , T \ S 6= ∅ is
(Π,F)-factor-critical, then its image T ′ is (Π′,F ′)-factor-critical.
(ii) Suppose Π is an optimal solution to DF (G, c) and x(δ(S)) = 1. Then x
′ is an optimal
solution to PF ′(G
′, c′) and Π′ is optimal to DF ′(G
′, c′).
(iii) If x is the unique optimum to PF (G, c), and Π is an optimal solution to DF (G, c),
then x′ is the unique optimum to PF ′(G
′, c′). Moreover, x′ is proper-half-integral if
and only if x is proper-half-integral. Further, assume C ′ is an odd cycle in supp(x′)
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and let T be the pre-image of V (C ′) in G. Then, supp(x) inside T consists of an odd
cycle and matching edges.
Proof. (i) For feasibility, it is sufficient to verify
∑
T ′∈V ′∪F ′:u′v′∈δ(T ′)
Π′(T ′) ≤ c′(u′v′) ∀u′v′ ∈ E′.
If u, v 6= s, this is immediate from feasibility of Π to DFi(G, c). Consider an edge sv′ ∈
E(G′). Let uv be the pre-image of this edge.
∑
T ′∈V ′∪F ′:sv′∈δ(T ′)
Π′(T ′) = Π(S) +
∑
T∈F :uv∈δ(T ),T\S 6=∅
Π(T ) ≤ c(uv)−ΠS(u) = c′(sv′).
We also observe that u′v′ is tight in G′ w.r.t Π′ if and only if the pre-image uv is tight in
G w.r.t Π.
Let T ∈ F be (Π,F)-factor-critical with T \ S 6= ∅. Now, it is sufficient to verify that
T ′ is (Π′,F ′)-factor-critical whenever T contains S. Let u′ ∈ T ′ be the image of u and
consider the projection M ′ of the Π-critical-matching Mu. The support of this projection
is contained in the tight edges with respect to Π′. Let Z ′ ( T ′, Z ′ ∈ F ′ and let Z be the
pre-image of Z ′. If u′ 6= s, then |M ′∩δ(Z ′)| = |Mu∩δ(Z)| ≤ 1 and since |Mu∩δ(S)| = 1 by
Lemma 4.4.2, the matching M ′ is a (T ′ \ {u′},F ′)-perfect-matching. If u′ = s, then u ∈ S.
By Lemma 4.4.2, Mu ∩ δ(S) = ∅ and hence, M ′ misses s. Also, |Mu ∩ δ(Z)| ≤ 1 implies
|M ′ ∩ δ(Z ′)| ≤ 1 and hence M ′ is a (T ′ \ {s},F ′)-perfect-matching.
(ii) Since x(δ(S)) = 1, we have x′(δ(v)) = 1 for every v ∈ V ′. It is straightforward to
verify that x′(δ(T ′)) ≥ 1 for every T ′ ∈ F ′ with equality if x(δ(T )) = 1. Thus, x′ is feasible
to PF ′(G
′, c′). Optimality follows as x′ and Π′ satisfy complementary slackness, using that
the image of tight edges is tight, as shown by the argument for part (i).
(iii) For uniqueness, consider an arbitrary optimal solution y′ to PF ′(G
′, c′). Let Mu be
the Π-critical matching for u in S. Define αu = y
′(δ(u)) for every u ∈ S, i.e., αu is the total





y′(u′v′) if uv ∈ E \ E[S],
w(uv) if uv ∈ E[S].
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Then, y is a feasible solution to PF (G, c) and y satisfies complementary slackness with Π.
Hence, y is an optimum to PF (G, c) and thus by uniqueness, we get y = x. Consequently,
y′ = x′.
The above argument also shows that x must be identical to w inside S. Suppose x′ is
proper-half-integral. First, assume s is covered by a matching edge in x′. Then αu = 1 for
some u ∈ S and αv = 0 for every v 6= u. Consequently, w = Mu is a perfect matching on
S − u. Next, assume s is incident to an odd cycle in x′. Then αu1 = αu2 = 1/2 for some
nodes u1, u2 ∈ S, and w = 12(Mu1 + Mu2). The uniqueness of x implies the uniqueness of
both Mu1 and Mu2 . Then by Lemma 4.4.2(ii), the symmetric difference of Mu1 and Mu2
may not contain any even cycles. Hence, supp(w) contains an even path between u1 and
u2, and some matching edges. Consequently, x is proper-half-integral. The above argument
immediately shows the following.
Claim 4.5.2. Let C ′ be an odd (even) cycle such that x′(e) = 1/2 for every e ∈ C ′ in
supp(x′) and let T be the pre-image of the set V (C ′) in G. Then, supp(x)∩E[T ] consists of
an odd (even) cycle C and a (possibly empty) set M of edges such that x(e) = 1/2 ∀ e ∈ C
and x(e) = 1 ∀ e ∈M . 
Next, we prove that if x is proper-half-integral, then so is x′. It is clear that x′ being the
image of x is half-integral. If x′ is not proper-half-integral, then supp(x′) contains an even
1/2-cycle, and thus by Claim 4.5.2, supp(x) must also contain an even cycle, contradicting
that it was proper-half-integral. Finally, if C ′ is an odd cycle in supp(x′), then Claim 4.5.2
provides the required structure for x inside T .
Corollary 4.5.3. Assume x is the optimal solution to PF (G, c) and there exists an
F-positively-fitting dual optimum Π. Let Ĝ, ĉ be the graph, and cost obtained by contracting
all maximal sets S ∈ F with Π(S) > 0 w.r.t. Π, and let x̂ be the image of x in Ĝ.
(i) x̂ and Π̂ are the optimal solutions to the bipartite relaxation P0(Ĝ, ĉ) and D0(Ĝ, ĉ)
respectively.
(ii) If x is the unique optimum to PF (G, c), then x̂ is the unique optimum to P0(Ĝ, ĉ). If
88
x̂ is proper-half-integral, then x is also proper-half-integral.
We now prove the main lemma of this section.
Lemma 4.5.4. Let F be a laminar odd family and assume PF (G, c) has a unique optimal
solution x. If there exists an F-positively-fitting dual optimal solution, then x is proper-
half-integral.
Proof. Let Π be an F-positively-fitting dual optimum, and let x be the unique optimal
solution to PF (G, c). Contract all maximal sets S ∈ F with Π(S) > 0, obtaining the graph
Ĝ and cost ĉ. Let x̂ be the image of x in Ĝ. By Corollary 4.5.3(ii), x̂ is unique optimum to
P0(Ĝ, ĉ). By Proposition 4.2.1, x̂ is proper-half-integral and hence by Corollary 4.5.3(ii), x
is also proper-half-integral.
4.5.3 Structure of Dual Solutions
In this section, we show two properties about positively-fitting dual optimal solutions – (1)
an optimum Ψ to DF (G, c) can be transformed into an F-positively-fitting dual optimal
(Section 4.5.3.2) if F is a proper odd family and (2) a Γ-extremal dual optimal solution to
DF (G, c) as obtained in the algorithm is also an F-positively-fitting dual optimal solution
(Section 4.5.3.3). In Section 4.5.3.1, we first show some lemmas characterizing arbitrary
dual optimal solutions.
4.5.3.1 Consistency of Dual Solutions
Assume F ⊆ O is a proper odd family, with Π being an F-fitting dual solution, and let Ψ be
an arbitrary dual optimal solution to DF (G, c). Note that optimality of Π is not assumed.
Let x be an optimal solution to PF (G, c); we do not assume uniqueness in this section. We
shall describe structural properties of Ψ compared to Π; in particular, we show that if we
contract a Π-factor-critical set S, the images of x and Ψ will be primal and dual optimal
solutions in the contracted graph.
Consider a set S ∈ F . We say that the dual solutions Π and Ψ are identical inside S, if
Π(T ) = Ψ(T ) for every set T ( S, T ∈ F ∪ V. We defined ΠS(u) in the previous section;
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we also use this notation for Ψ, namely, let ΨS(u) :=
∑





We say that Ψ is consistent with Π inside S, if ΠS(u) − ΨS(u) = ∆Π,Ψ(S) holds for every
u ∈ S that is incident to an edge uv ∈ δ(S) ∩ supp(x). Consistency is important as it
enables us to preserve optimality when contracting a set S ∈ F w.r.t. Π. Assume Ψ is
consistent with Π inside S, and x(δ(S)) = 1. Let us contract S w.r.t. Π to obtain G′ and
c′ as defined in Section 4.5.2. Define
Ψ′(T ′) =

Ψ(T ) if T ′ ∈ (F ′ ∪ V ′) \ {s},
Ψ(S)−∆Π,Ψ(S) if T ′ = {s}
Lemma 4.5.5. Let F ⊆ O be a proper odd family, with Π being an F-fitting dual solution
and let Ψ be an optimal solution to DF (G, c). Let x be an optimal solution to PF (G, c).
Suppose Ψ is consistent with Π inside S ∈ F and x(δ(S)) = 1. Let G′, c′,F ′ denote the
graph, costs and laminar family obtained by contraction. Then the image x′ of x is an
optimum to PF ′(G
′, c′), and Ψ′ (as defined above) is an optimum to DF ′(G
′, c′).
Proof. Feasibility of x′ follows as in the proof of Lemma 4.5.1(ii). For the feasibility of
Ψ′, we have to verify
∑
T ′∈V ′∪F ′:uv∈δ(T ′) Ψ
′(T ′) ≤ c′(uv) for every edge uv ∈ E(G′). This
follows immediately for every edge uv such that u, v 6= s since Ψ is a feasible solution for
DF (G, c). Consider an edge uv ∈ E(G), u ∈ S. Let sv ∈ E(G′) be the image of uv in G′,





= ΨS(u) + Ψ(S) +
∑
T∈F :uv∈δ(T ),T−S 6=∅
Ψ(T )
= ΨS(u) + ∆ +
∑
T ′∈V ′∪F ′:sv∈δ(T ′)
Ψ′(T ′).
In the last equality, we used the definition Ψ′(s) = Ψ(S) − ∆. Therefore, using ΠS(u) ≤
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ΨS(u) + ∆, we obtain∑
T ′∈V ′∪F ′:sv∈δ(T ′)
Ψ′(T ′) ≤ c(uv)−ΨS(u)−∆ ≤ c(uv)−ΠS(u) = c′(uv). (9)
Thus, Ψ′ is a feasible solution to DF ′(G
′, c′). To show optimality, we verify complementary
slackness for x′ and Ψ′. If x′(uv) > 0 for u, v 6= s, then x(uv) > 0. Thus, the tightness of
the constraint for uv w.r.t. Ψ′ in DF ′(G
′, c′) follows from the tightness of the constraint
w.r.t. Ψ in DF (G, c). Suppose x
′(sv) > 0 for an edge sv ∈ E(G′). Let uv ∈ E(G) be the
pre-image of sv for some u ∈ S. Then the tightness of the constraint follows since both
the inequalities in (9) are tight – the first inequality is tight since uv is tight w.r.t. Ψ,
and the second is tight since ΠS(u)−ΨS(u) = ∆(S) by the consistency property. Finally,
if Ψ′(T ′) > 0 for some T ′ ∈ F ′, then Ψ(T ) > 0 and hence x(δ(T )) = 1 and therefore,
x′(δ(T ′)) = 1.
Lemma 4.5.6. Let F be a proper odd family with Π being an F-fitting dual, and let x be
an optimal solution to PF (G, c). If x(δ(S)) = 1 for some S ∈ F , then x(δ(T )) = 1 for every
T ( S, T ∈ F , and all edges in supp(x) ∩ E[S] are tight w.r.t. Π.
Proof. Let αu = x(δ(u, V \ S)) for each u ∈ S, and for each T ⊆ S, T ∈ F , let α(T ) =∑
u∈T αu = x(δ(T, V \ S)). Note that α(S) = x(δ(S)) = 1. Let us consider the following





z(δ(u)) = 1− αu ∀u ∈ S
z(δ(T )) ≥ 1− α(T ) ∀T ( S, T ∈ F








Γ(T ) ≤ c(uv) ∀uv ∈ E[S]
Γ(Z) ≥ 0 ∀Z ( T,Z ∈ F
For a feasible solution z to PF [S], let x
z denote the solution obtained by replacing x(uv)
by z(uv) for edges uv inside S, that is,
xz(e) =

x(e) if e ∈ δ(S) ∪ E[V \ S],
z(e) if e ∈ E[S].
91
Claim 4.5.7. The restriction of x inside S is feasible to PF [S], and for every feasible
solution z to PF [S], x
z is a feasible solution to PF (G, c). Consequently, z is an optimal
solution to PF [S] if and only if x
z is an optimal solution to PF (G, c).
Proof. The first part is obvious. For feasibility of xz, if u /∈ S then xz(u) = x(u) = 1.
If u ∈ S, then xz(u) = z(u) + x(δ(u, V \ S)) = 1 − αu + αu = 1. Similarly, if T ∈ F ,
T \S 6= ∅, then xz(δ(T )) = x(T ) ≥ 1. If T ⊆ S, then xz(δ(T )) = z(δ(T )) +x(δ(T, V \S)) ≥
1− α(T ) + α(T ) = 1.





Claim 4.5.8. Let Π̄ denote the restriction of Π inside S, that is, Π̄(T ) = Π(T ) for every
T ∈ V ∪ F , T ( S. Then Π̄ is an optimal solution to DF [S].
Proof. Since Π is an F-fitting dual and S ∈ F , we have a Π-critical-matching Mu inside S
for each u ∈ S. Let w =
∑
u∈S αuMu. The claim follows by showing that w is feasible to
PF [S] and that w and Π̄ satisfy complementary slackness.
The degree constraint w(δ(u)) = 1 − αu is straightforward and using Lemma 4.4.2, if
T ( S, T ∈ F , then w(δ(T )) =
∑
u∈S\T αu = 1 − α(T ). The feasibility of Π to DF (G, c)
immediately shows feasibility of Π̄ to DF [S].
Complementary slackness also follows since by definition, all Mu’s use only tight edges
w.r.t. Π (equivalently, w.r.t. Π̄). Also, for every odd set T ( S, T ∈ F , we have that
w(δ(T )) = 1 − α(T ) as verified above. Thus, all odd set constraints are tight in the
primal.
By Claim 4.5.7, the solution obtained by restricting x to E[S] must be optimal to
PF [S] and thus satisfies complementary slackness with Π̄. Consequently, every edge in
E[S] ∩ supp(x) must be tight w.r.t. Π̄ and equivalently w.r.t. Π. By the definition of the
F-fitting-property, every non-maximal set T of F satisfies Π(T ) > 0, and in particular,
every set T ( S, T ∈ F satisfies Π̄(T ) = Π(T ) > 0. Thus, complementary slackness gives
x(δ(T )) = 1.
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We need one more claim to show a strong structure property about dual solutions.
Claim 4.5.9. Let S ∈ F be an inclusionwise minimal set of F . Let Λ and Γ be fea-
sible solutions to DF (G, c), and suppose S is (Λ,F)-factor-critical. Then ∆Λ,Γ(S) =
maxu∈S |ΛS(u)− ΓS(u)|. Further, if ∆Λ,Γ(S) > 0, define
A+ := {u ∈ T : Γ(u) = Λ(u) + ∆Λ,Γ(S)},
A− := {u ∈ T : Γ(u) = Λ(u)−∆Λ,Γ(S)}.
Then |A−| > |A+|.
Proof. Let ∆ = maxu∈S |ΛS(u) − ΓS(u)|, and define the sets A− and A+ with ∆ instead
of ∆Λ,Γ(S). Since S is (Λ,F)-factor-critical, for every a ∈ S, there exists an (S \ {a},F)
perfect matching Ma using only tight edges w.r.t. Λ, i.e., Ma ⊆ {uv : Λ(u) + Λ(v) = c(uv)}
by the minimality of S. Further, by feasibility of Γ, we have Γ(u) + Γ(v) ≤ c(uv) on every
uv ∈ Ma. Thus, if u ∈ A+, then v ∈ A− for every uv ∈ Ma. Since ∆ > 0, we have
A+∪A− 6= ∅ and therefore A− 6= ∅, and consequently, ∆ = ∆Λ,Γ(S). Now pick a ∈ A− and
consider Ma. This perfect matching Ma matches each node in A
+ to a node in A−. Thus,
|A−| > |A+|.
We now prove the main lemma of this section.
Lemma 4.5.10. Let F ⊆ O be a proper odd family, with Π being an F-fitting dual solution
and let Ψ be an optimal solution to DF (G, c). Let x be an optimal solution to PF (G, c).
Then Ψ is consistent with Π inside every set S ∈ F such that x(δ(S)) = 1. Further,
∆Π,Ψ(S) ≥ 0 for all such sets.
Proof. We prove this by induction on |V |, and subject to this, on |S|. Let S be a (Π,F)-
factor-critical set. First, consider the case when S is an inclusion-wise minimal set. Then,
ΠS(u) = Π(u), ΨS(u) = Ψ(u) for every u ∈ S. By Claim 4.5.9, we have that ∆ :=
∆Π,Ψ(S) ≥ 0. We are done if ∆ = 0. Otherwise, define the sets A− and A+ as in the claim
using ∆Π,Ψ(S).
Now consider an edge uv ∈ E[S] ∩ supp(x). By complementary slackness, we have
Ψ(u) + Ψ(v) = c(uv). By dual feasibility, we have Π(u) + Π(v) ≤ c(uv). Hence, if u ∈ A−,
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x(δ(u)) = 1 + |A+| ≤ |A−|.
Thus, we should have equality throughout. Hence, x(δ(A−, V \ S)) = 1. This precisely
means that Ψ is consistent with Π inside S.
Next, let S be a non-minimal set. Let T ∈ F be a maximal set strictly contained in S.
By Lemma 4.5.6, x(δ(T )) = 1, therefore the inductional claim holds for T : Ψ is consistent
with Π inside T , and ∆(T ) = ∆Π,Ψ(T ) ≥ 0.
We contract T w.r.t. Π and use Lemma 4.5.5. Let the image of the solutions x, Π, and
Ψ be x′, Π′ and Ψ′ respectively and the resulting graph be G′ with cost function c′. Then
x′ and Ψ′ are optimum to PF ′(G
′, c′) and DF ′(G
′, c′) respectively, and by Lemma 4.5.1(i),
Π′ is an F ′-fitting dual. Let t be the image of T by the contraction. Now, consider the
image S′ of S in G′. Since G′ is a smaller graph, it satisfies the induction hypothesis.
Let ∆′ = ∆Π′,Ψ′(S
′) in G′. By induction hypothesis, ∆′ ≥ 0. The following claim verifies
consistency inside S and thus completes the proof.
Claim 4.5.11. For every u ∈ S, ΠS(u)−ΨS(u) ≤ Π′S′(u′)−Ψ′S′(u′), and equality holds if
there exists an edge uv ∈ δ(S) ∩ supp(x). Consequently, ∆′ = ∆.
Proof. Let u′ denote the image of u. If u′ 6= t, then Π′S′(u′) = ΠS(u),Ψ′S′(u′) = ΨS(u)
and therefore, ΠS(u) − ΨS(u) = Π′S′(u′) − Ψ′S′(u′). Assume u′ = t, that is, u ∈ T . Then
ΠS(u) = ΠT (u) + Π(T ), ΨS(u) = ΨT (u) + Ψ(T ) by the maximal choice of T , and therefore
ΠS(u)−ΨS(u) = ΠT (u)−ΨT (u) + Π(T )−Ψ(T )
≤ ∆(T ) + Π(T )−Ψ(T )
= Π′(t)−Ψ′(t) (Since Π′(t) = Π(T ), Ψ′(t) = Ψ(T )−∆(T ))
= Π′S′(t)−Ψ′S′(t). (10)
Assume now that there exists a uv ∈ δ(S) ∩ supp(x). If u ∈ T , then using the consistency




Claim 4.5.9 can also be used to derive the following important property.
Lemma 4.5.12. Given a laminar odd family F ⊂ O, let Λ and Γ be two dual feasible
solutions to DF (G, c). If a subset S ∈ F is both (Λ,F)-factor-critical and (Γ,F)-factor-
critical, then Λ and Γ are identical inside S.
Proof. Consider a graph G = (V,E) with |V | minimal, where the claim does not hold for
some set S. Also, choose S to be the smallest counterexample in this graph. First, assume
S ∈ F is a minimal set. Then consider Claim 4.5.9 for Λ and Γ and also by changing
their roles, for Γ and Λ. If Λ and Γ are not identical inside S, then ∆ = maxu∈S |ΛS(u)−
ΓS(u)| > 0. The sets A− and A+ for Λ and Γ become A+ and A− for Γ and Λ. Then
|A−| > |A+| > |A−|, a contradiction.
Suppose now S contains T ∈ F . It is straightforward to see that T is also (Λ,F)-
factor-critical and (Γ,F)-factor-critical by definition. Thus, by the minimal choice of the
counterexample S, we have that Λ and Γ are identical inside T . Now, contract the set T
w.r.t. Λ, or equivalently, w.r.t. Γ. Let Λ′, Γ′ denote the contracted solutions in G′, and let
F ′ be the contraction of F . Then, by Lemma 4.5.1(i), these two solutions are feasible to
DF ′(G
′, c′), and S′ is both Λ′-factor-critical and Γ′-factor-critical. Now, Λ′ and Γ′ are not
identical inside S′, contradicting the minimal choice of G and S.
4.5.3.2 Finding a Positively-fitting Dual Optimal Solution
Let F ⊆ O be a proper odd family with Π being an F-fitting dual. Let Ψ be a dual optimum
solution to DF (G, c). Our goal is to satisfy the property that for every S ∈ F , if Ψ(S) > 0,
then Ψ and Π are identical inside S. By Lemma 4.5.12, it is equivalent to showing that Ψ
is F-positively-fitting. We modify Ψ by the algorithm shown in Figure 14.
The correctness of the algorithm follows by showing that the modified solution Ψ̄ is also
dual optimal, and it is closer to Π.
Lemma 4.5.13. Let F ⊆ O be a proper odd family with Π being an F-fitting dual and let
Ψ be a dual optimum solution to DF (G, c). Suppose we consider a maximal set S such that
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1. Repeat while Ψ is not F-positively-fitting dual.
(a) Choose a maximal set S ∈ F with Ψ(S) > 0, such that Π and Ψ are not
identical inside S.
(b) Set ∆ := ∆Π,Ψ(S).
(c) Let λ := min{1,Ψ(S)/∆} if ∆ > 0 and λ := 1 if ∆ = 0.
(d) Replace Ψ by the following Ψ̄.
Ψ̄(T ) :=

(1− λ)Ψ(T ) + λΠ(T ) if T ( S,
Ψ(S)−∆λ if T = S,
Ψ(T ) otherwise .
(11)
2. Return F-positively-fitting dual optimum Ψ.
Figure 14: Algorithm Positively-fitting-dual-opt
Π and Ψ are not identical inside S, take λ = min{1,Ψ(S)/∆Π,Ψ(S)} if ∆Π,Ψ(S) > 0 and
λ = 1 if ∆Π,Ψ(S) = 0 and set Ψ̄ as in (11). Then, Ψ̄ is also a dual optimal solution to
DF (G, c), and either Ψ̄(S) = 0 or Π and Ψ are identical inside S.
Proof. Let x be an optimal solution to PF (G, c). Since Ψ(S) > 0, we have x(δ(S)) = 1 and
by Lemma 4.5.10, we have ∆ = ∆Π,Ψ(S) ≥ 0. Now, the second conclusion is immediate
from definition: if λ = 1, then we have that Π and Ψ̄ are identical inside S; if λ < 1, then
we have Ψ̄(S) = 0. For optimality, we show feasibility and verify the primal-dual slackness
conditions.
The solution Ψ̄ might have positive components on some sets T ( S, T ∈ F where
Π(T ) > 0. However, x(δ(T )) = 1 for all such sets by Lemma 4.5.6. The choice of λ also
guarantees Ψ̄(S) ≥ 0. We need to verify that all inequalities in DF (G, c) are maintained
and that all tight constraints in DF (G, c) w.r.t. Ψ are maintained. This trivially holds if
uv ∈ E[V \ S]. If uv ∈ E[S] \ supp(x), the corresponding inequality is satisfied by both Π
and Ψ and hence also by their linear combinations. If uv ∈ E[S]∩ supp(x), then uv is tight
for Ψ by the optimality of Ψ, and also for Π by Lemma 4.5.6.
It remains to verify the constraint corresponding to edges uv with u ∈ S, v ∈ V \ S.
The contribution of
∑
T∈F :uv∈δ(T ),T\S 6=∅Ψ(T ) is unchanged. The following claim completes
the proof of optimality.
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Claim 4.5.14. Ψ̄S(u) + Ψ̄(S) ≤ ΨS(u) + Ψ(S) with equality whenever uv ∈ supp(x).
Proof.
Ψ̄(T )−Ψ(T ) =

λ(Π(T )−Ψ(T )) if T ( S,
−∆λ if T = S.
Thus,
Ψ̄S(u) + Ψ̄(S) = λ(ΠS(u)−ΨS(u)) + Ψ̄(S)−Ψ(S) + ΨS(u) + Ψ(S)
= λ(ΠS(u)−ΨS(u)−∆) + ΨS(u) + Ψ(S).
Now, ΠS(u)−ΨS(u) ≤ ∆, and equality holds whenever uv ∈ supp(x) ∩ δ(S) by the consis-
tency of Ψ and Π inside S (Lemma 4.5.10).
Corollary 4.5.15. Let F be a proper-odd-family with Π being an F-fitting dual feasible
solution. Algorithm Positively-fitting-dual-opt in Figure 14 transforms an arbitrary dual
optimal solution Ψ to an F-positively-fitting dual optimal solution in at most |F| iterations.
Proof. The correctness of the algorithm follows by Lemma 4.5.13. We bound the running
time by showing that no set S ∈ F is processed twice. After a set S is processed, by
Lemma 4.5.13, either Π and Ψ will be identical inside S or Ψ(S) = 0. Once Π and Ψ
become identical inside a set, it remains so during all later iterations.
The value Ψ(S) could be changed later only if we process a set S′ ) S after processing
S. Let S′ be the first such set. At the iteration when S was processed, by the maximal
choice it follows that Ψ(S′) = 0. Hence Ψ(S′) could become positive only if the algorithm
had processed a set Z ) S′, Z ∈ F between processing S and S′, a contradiction to the
choice of S′.
4.5.3.3 Extremal Dual Solutions
Assume F ⊆ O is a proper odd family, with Π being an F-fitting dual. Let x be the unique
optimal solution to PF (G, c). Let Fx = {S ∈ F : x(δ(S)) = 1} the collection of tight sets
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−r(S) ≤ Ψ(S)−Π(S) ≤ r(S) ∀S ∈ V ∪ Fx∑
S∈V∪Fx:uv∈δ(S)
Ψ(S) = c(uv) ∀uv ∈ supp(x)
∑
S∈V∪Fx:uv∈δ(S)
Ψ(S) ≤ c(uv) ∀uv ∈ E \ supp(x)
Ψ(S) ≥ 0 ∀S ∈ Fx
The support of Ψ is restricted to sets in V ∪ Fx. Primal-dual slackness implies that the
feasible solutions to this program coincide with the optimal solutions of DF (G, c), hence an
optimal solution to D∗F is also an optimal solution to DF (G, c).
Lemma 4.5.16. Let F ⊂ O be a proper odd family with Π being an F-fitting dual. Then,
a Π-extremal dual is also an F-positively-fitting dual optimal solution.
Proof. We will show that whenever Ψ(S) > 0, the solutions Ψ and Π are identical in-
side S. Assume for a contradiction that this is not true for some S ∈ F . Let λ =
min{1,Ψ(S)/∆Π,Ψ(S)} if ∆Π,Ψ(S) > 0 and λ = 1 if ∆Π,Ψ(S) = 0. Define Ψ̄ as in
(11). By Lemma 4.5.13, Ψ̄ is also optimal to DF (G, c) and thus feasible to D
∗
F . We
show h(Ψ̄,Π) < h(Ψ,Π), which is a contradiction.







If T \ S = ∅, then Ψ̄(T ) = Ψ(T ) and thus τ(T ) = 0. If T ( S, T ∈ V ∪ F , then
|Ψ̄(T ) − Π(T )| = (1 − λ)|Ψ(T ) − Π(T )|, and thus τ(T ) = λ|Ψ(T ) − Π(T )|. Since Ψ̄(S) =
Ψ(S)−∆λ, we have τ(S) ≥ −∆λ.
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Case 1: If ∆ > 0, then pick u ∈ S satisfying ΠS(u) − ΨS(u) = ∆. Then the above
inequalities give








The last inequality follows since |S| > γ.
Case 2: If ∆ = 0, then λ = 1 and therefore,





Now, if Π and Ψ are not identical inside S, then there exists a node u ∈ S for which the
RHS is strictly positive. Thus, in both cases, we get h(Ψ̄,Π) < h(Ψ,Π), a contradiction to
the optimality of Ψ to D∗F .
We are now ready to prove the main lemma of this section showing that intermediate
laminar set of blossoms lead to a proper-odd-family.
Lemma 4.5.17. Suppose that in an iteration of Algorithm C-P-Matching, F is a proper
odd family with Π being an F-fitting dual solution. Then the Π-extremal dual solution Ψ is
an F-positively-fitting dual optimal solution. Furthermore, the next set of cuts H = H′∪H′′
is a proper odd family with Ψ being an H-fitting dual.
Proof. By Lemma 4.5.4, the unique optimal x to PF (G, c) is proper-half-integral. We
already know that a Π-extremal dual solution Ψ is also F-positively-fitting by Lemma 4.5.16.
We need to show that the next family of cuts is a proper-odd-family. Recall that the set
of cuts for the next round is defined as H′ ∪ H′′, where H′ = {T ∈ F : Ψ(T ) > 0}, and
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H′′ is defined based on some cycles in supp(x). We need to show that every member of
H′ ∪H′′ is Ψ-factor-critical. This is straightforward for members of H′ by the definition of
the F-positively-fitting property.
It remains to show that the members of H′′ are also Ψ-factor-critical. These are defined
for odd cycles C ∈ supp(x). Now, Ĉ ∈ H′′ is the union of V (C) and the maximal members
S1, . . . , S` of F ′ intersecting V (C). We have Ψ(Sj) > 0 for each j = 1, . . . , ` and hence
x(δ(Sj)) = 1.
Let u ∈ Ĉ be an arbitrary node; we will construct the Ψ-critical matching M̂u. Let us
contract all sets S1, . . . , S` to nodes s1, . . . , s` wrt Ψ. We know by Lemma 4.5.1(iii) that
the image x′ of x is proper-half-integral and that the cycle C projects to a cycle in x′.
The proper-half-integral property guarantees that C is contracted into an odd cycle C ′ in
supp(x′). Let u′ be the image of u; the pre-image of every edge in C ′ is a tight edge w.r.t.
Ψ in the original graph since Ψ is an optimum to the dual problem DF (G, c). Since C
′ is
an odd cycle, there is a perfect matching M ′u′ that covers every node in V (C
′) \ {u′} using
the edges in C ′.
Assume first u ∈ Sj for some 1 ≤ j ≤ `. Then u′ = sj . The pre-image M̂ of M ′u′ in the
original graph contains exactly one edge entering each Sk for k 6= j and no edges entering
Sj . Consider the Ψ-critical matching Mu for u in Sj . For k 6= j, if akbk ∈ M̂ ∩ δ(Sk),
ak ∈ Sk, then, let Mak be the Ψ-critical matching for ak in Sk. The union of M̂ , Mu and
the Mak ’s give a Ψ-critical matching for u inside Ĉ.
If u ∈ Ĉ \ (∪`j=1Sj), then similarly there is a Ψ-critical matching Mak inside every Sk.
The union of M̂ and the Mak ’s give the Ψ-critical matching for u inside Ĉ. We also have
Ψ(S) > 0 for all non-maximal sets S ∈ H′ ∪H′′ since the only members with Ψ(S) = 0 are
those in H′′, and they are all maximal ones.
4.5.4 Uniqueness
In Section 4.5.3.2, we proved that if F is a proper odd family, then there always exists an F-
positively-fitting optimal solution (Corollary 4.5.15). This argument did not use uniqueness.
Indeed, it will also be used to derive that a perturbation of the original integer cost function
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satisfies our uniqueness assumption (*). We will need the following simple claim.
Claim 4.5.18. For a graph G = (V,E), let a, b : E → R+ be two vectors on the edges with
a(δ(v)) = b(δ(v)) for every v ∈ V . If a and b are not identical, then there exists an even
length closed walk C such that for every odd edge e ∈ C, a(e) > 0 and for every even edge
e ∈ C, b(e) > 0.
Proof. Due to the degree constraints, z = a − b satisfies z(δ(v)) = 0 for every v ∈ V , and
since a and b are not identical, z has nonzero components. If there is an edge uv ∈ E with
z(uv) > 0 then there must be another edge uw ∈ E with z(uw) < 0. This implies the
existence of an alternating even closed walk C where for every odd edge e ∈ C, 0 < z(e) =
a(e)− b(e), and for every even edge, 0 > z(e) = a(e)− b(e). This proves the claim.
We are now ready to prove the statement about intermediate solutions being unique
optimal solutions upon perturbation.
Lemma 4.5.19. Let c : E → Z be an integer cost function, and c̃ as follows. Choose
an arbitrary ordering of the edges, and increase the cost of the i’th edge by 1/2i. Then c̃
satisfies (*).
Proof. Let c̃ denote the perturbation of the integer cost c : E → Z. Consider a graph G =
(V,E), perturbed cost c̃ and proper odd family F where (*) does not hold. Choose a coun-
terexample with |F| minimal. Let x and y be two different optimal solutions to PF (G, c̃).
Since F is a proper-odd-family, by Corollary 4.5.15, there exists an F-positively-fitting dual
optimal solution, say Π.
First, assume F = ∅. Then x and y are both optimal solutions to the bipartite relaxation
P0(G, c̃). As they are not identical, Claim 4.5.18 gives an even closed walk C such that
x(e) > 0 on every even edge and y(e) > 0 on every odd edge. Let γ1 and γ2 be the sum
of edge costs on even and on odd edges of C, respectively. Then for some ε > 0, we could
modify x by decreasing x(e) by ε on even edges and increasing on odd edges, and y the other
way around. These give two other optimal matchings x̄ and ȳ, with c̃T x̄ = c̃Tx+ (γ2− γ1)ε
and c̃T ȳ = c̃T y+(γ1−γ2)ε. Since x̄ and ȳ are both optimal, this gives γ1 = γ2. However, the
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fractional parts of γ1 and γ2 must be different according to the definition of the perturbation,
giving a contradiction.
If F 6= ∅, after modifying x, y to non-identical optimal solutions a, b respectively (if
necessary), we will similarly identify an alternating closed walk C in supp(a)∪ supp(b) with
the additional property that if C intersects δ(S) for some member S ∈ F , then it does so
in exactly one even and one odd edge. The modifications ā and b̄ defined as above would
again be feasible, implying γ1 = γ2.
We first claim that Π(S) > 0 must hold for all S ∈ F . Indeed, if Π(S) = 0 for some
S ∈ F , then x and y would be two different optimal solutions to PF\{S}(G, c̃), contradicting
the minimal choice of F . Let T ∈ F ∪ {V } be a smallest set with the property that
x(δ(u, V − T )) = y(δ(u, V − T )) for every u ∈ T , but x and y are not identical inside T .
Note that V trivially satisfies this property and hence such a set exists. Let S denote the
collection of maximal sets S in F such that S ( T (S could possibly be empty).
Inside each maximal set S ∈ S, we modify x and y such that they are still both optimal
and different from each other after the modification. Since Π(S) > 0, we have x(δ(S)) = 1,
y(δ(S)) = 1 and S is Π-factor-critical. For u ∈ S, let Mu denote the Π-critical matching






uMu. If x and y are not identical inside S and αu = α
′
u for every u ∈ S, then S
contradicts the minimality of T . Hence, for each maximal set S ∈ S we have two cases –
either (1) x and y are identical inside S, and thus for every u ∈ S, αu = α′u or (2) αu 6= α′u
for some u ∈ S.
Fix S ∈ S. The following modified solutions
a(e) :=

x(e) if e ∈ δ(S) ∪ E[V \ S],
w(e) if e ∈ E[S],
b(e) :=

y(e) if e ∈ δ(S) ∪ E[V \ S],
w′(e) if e ∈ E[S],
are also optimal solutions since we used only tight edges w.r.t. Π for these modifications.
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Claim 4.5.20. Consider two edges u1v1 ∈ δ(S)∩supp(a), u2v2 ∈ δ(S)∩supp(b), u1, u2 ∈ S.
Then there exists an even alternating path PS inside S between u1 and u2 such that a(e) > 0
for every even edge and b(e) > 0 for every odd edge. Also, consider the extended path
P ′S = u1v1PSu2v2. If there exists a set Z ( S,Z ∈ F such that V (P ′S) ∩ Z 6= ∅, then P ′S
intersects δ(Z) in exactly one even and one odd edge.
Proof. By the modification, supp(a) ∩ E[S] and supp(b) ∩ E[S] contain the Π-critical-
matchings Mu1 and Mu2 respectively.
By the modification, supp(a)∩E[S] contains the Π-critical-matching Mu1 and supp(b)∩
E[S] contains the Π-critical-matching Mu2 . Then the symmetric difference of Mu1 and Mu2
contains an u1 − u2 alternating path satisfying the requirements (by Lemma 4.4.2).
We perform the above modifications inside every S ∈ S, and denote by a and b the
result of all these modifications. Let us now contract all sets in S w.r.t. Π; let G′, c̃′,F ′
denote the resulting graph, costs and laminar family respectively. By Lemma 4.5.1(ii), the
images a′ and b′ are both optimal solutions in P ′F ′(G
′, c̃′).
We claim that a′ and b′ are still not identical inside T ′. Indeed, assume a′ and b′ are
identical inside T ′. Then we must have had case (1) for every S ∈ S. Note that we only
modified x and y on the edge set ∪S∈SE[S], and hence the contracted images must be
identical: x′ = a′ and y′ = b′, and consequently, x′ = y′. As x and y are not identical inside
T , they must differ inside at least one S ∈ S. This contradicts the fact that case (1) applied
for every S ∈ S.
By the assumption on T , we also have a′(δ(u′, V ′ − T ′)) = b′(δ(u′, V ′ − T ′)) for every
u′ ∈ T ′. Hence Claim 4.5.18 is applicable, giving an alternating closed walk C ′ with a′(e) > 0
on every even edge and b′(e) > 0 on every odd edge. Now, we can extend C ′ to an even
alternating closed walk C in the original graph using the paths PS as in the above claim.
The resulting closed walk C will have the property that if there exists a set Z ( S,Z ∈ F
such that V (C) ∩ Z 6= ∅, then C intersects δ(Z) in exactly one even and one odd edge.
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4.5.5 Half-Integral Primal-Dual Algorithm
4.5.5.1 Outline
Let us now turn to the description of the Half-integral Primal-Dual algorithm. We assume
familiarity with Edmonds’ algorithm [27] in the following sketch (see following section for
complete description). In every step of the algorithm, we maintain z to be a proper-half-
integral partial matching with exposed set T ⊆ W , Λ to be a dual solution satisfying
complementary slackness with z, and the support of Λ is V ∪ L for some L ⊆ K. We start
with z = x, T = W , Λ = Π and L = K. We work on the graph G∗ resulting from the
contraction of the maximal members of L.
By changing the dual Λ, we grow an alternating forest of tight edges in G∗, using only
edges e with z(e) = 0 or z(e) = 1. The forest is rooted at the exposed set of nodes T .
The solution z will be changed according to the following three scenarios. (a) If we find an
alternating path between two exposed nodes, we change z by alternating along this path
as in Edmonds’ algorithm. (b) If we find an alternating path P from an exposed node to a
1/2-cycle C in supp(z), we change z by alternating along P , and replacing it by a blossom
(an alternating odd cycle) on C. (c) If we find an alternating path P from an exposed node
to a blossom C, then we change z by alternating along P and replacing the blossom by a
1/2-cycle on C. If none of these cases apply, we change the dual Λ in order to extend the
alternating forest. If Λ(S) decreases to 0 for some S ∈ Λ, then we remove S from Λ and
unshrink it in G∗.
The modifications are illustrated in Figure 4.5.5.1. Note that in case (c), Edmonds’
algorithm would instead contract C. In contrast, we do not perform any contractions, but
allow 1/2-cycles in the Half-integral Primal-Dual algorithm. For the special starting solution
x ≡ 0, Π ≡ 0, our Half-integral Primal-Dual algorithm will return a proper-half-integral
optimum to the bipartite relaxation.
4.5.5.2 The Complete Half-integral Primal-Dual Algorithm
The Half-integral Primal-Dual algorithm will be applied in certain contractions of G, but
here we present it for a general graph G = (V,E) and cost c. We use the terminology of
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Figure 15: Possible primal updates in the Half-integral Primal-Dual algorithm
Edmonds’ weighted matching algorithm [27] as described by Schrijver [64, Vol A, Chapter
26].
Let W ⊆ V , and let F ⊂ O be a laminar family of odd sets that are disjoint from W . Let
VW denote the set of one-element subsets of V \W . The following primal PWF (G, c) and dual
DWF (G, c) programs describe fractional matchings that leave the set of nodes in W exposed
(unmatched) while satisfying the blossom inequalities corresponding to a laminar family F .
The primal program is identical to PF (G \W, c) while optimal solutions to DF (G \W, c)






c(uv)x(uv) (PWF (G, c))
x(δ(u)) = 1 ∀u ∈ V −W
x(δ(u)) = 0 ∀u ∈W





Π(S) (DWF (G, c))
∑
S∈VW∪F :uv∈δ(S)
Π(S) ≤ c(uv) ∀uv ∈ E
Π(S) ≥ 0 ∀S ∈ F
The algorithm is iterative. In each iteration, it maintains a set T ⊆W , a subset L ⊆ F
of cuts, a proper-half-integral optimal solution z to P TL (G, c), and an L-fitting dual optimal
solution Λ to DTL(G, c) such that Λ(S) > 0 for every S ∈ L. In the beginning T = W ,
L = F and the algorithm terminates when T = ∅.
We work on the graph G∗ = (V∗, E∗), obtained the following way from G: We first
remove every edge in E that is not tight w.r.t. Λ, and then contract all maximal members
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of L w.r.t. Λ. The node set of V∗ is identified with the pre-images. Let c∗ denote the
contracted cost function and z∗ the image of z. Since E∗ consists only of tight edges,
Λ(u) + Λ(v) = c∗(uv) for every edge uv ∈ E∗. Since F is disjoint from W , the nodes in L
will always have degree 1 in z∗.
In the course of the algorithm, we may decrease Λ(S) to 0 for a maximal member S of
L. In this case, we remove S from L and modify G∗, c∗ and z∗ accordingly. This operation
will be referred as ‘unshrinking’ S. New sets will never be added to L.
The algorithm works by modifying the solution z∗ and the dual solution Λ∗. An edge
uv ∈ E∗ is called a 0-edge/12 -edge/1-edge according to the value z
∗(uv). A modification
of z∗ in G∗ naturally extends to a modification of z in G. Indeed, if S ∈ L∗ is a shrunk
node, and z∗ is modified so that there is an 1-edge incident to S in G∗, then let u1v1 be the
pre-image of this edge in G, with u1 ∈ S. Then modify z inside S to be identical with the
Λ-critical-matching Mu1 inside S. If there are two half-edges incident to S in G
∗, then let
u1v1, u2v2 be the pre-image of these edges in G, with u1, u2 ∈ S. Then modify z inside S
to be identical with the convex combination (1/2)(Mu1 +Mu2) of the Λ-critical-matchings
Mu1 and Mu2 inside S.
A walk P = v0v1v2 . . . vk in G
∗ is called an alternating walk, if every odd edge is a
0-edge and every even edge is a 1-edge. If every node occurs in P at most once, it is called
an alternating path. By alternating along the path P , we mean modifying z∗(vivi+1) to
1− z∗(vivi+1) on every edge of P . If k is odd, v0 = vk and no other node occurs twice, then
P is called a blossom with base v0. The following claim is straightforward.
Claim 4.5.21 ([64, Thm 24.3]). Let P = v0v1 . . . v2k+1 be an alternating walk. Either P is
an alternating path, or it contains a blossom C and an even alternating path from v0 to the
base of the blossom. 
Half-integral Primal-Dual
Input. A subset W ⊆ V , a proper odd family F ⊂ O with all members disjoint from W , a
proper-half-integral optimal solution w to PWF (G, c), and an F-fitting dual optimal solution
Γ to DWF (G, c).
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Output. A proper-half-integral optimal solution z to PL(G, c) and an L-fitting dual optimal
solution Λ to PL(G, c) for some L ⊆ F .
We initialize z = w, L = F , Λ = Γ, and T = W . The algorithm terminates if T = ∅.
Let G∗, z∗ be as defined above. Let R ⊇ T be the set of exposed nodes and nodes incident
to 12 -edges in z
∗.
Case I: There exists an alternating T -R-walk in G∗. Let P = v0 . . . v2k+1 denote a shortest
such walk.
(a) If P is an alternating path, and v2k+1 ∈ T , then change z by alternating along P .
(b) If P is an alternating path, and v2k+1 ∈ R − T , then let C denote the odd cycle
containing v2k+1. Change z by alternating along P , and replacing z on C by a blossom
with base v2k+1.
(c) If P is not a path, then by Claim 4.5.21, it contains an even alternating path P1 to a
blossom C. Change z by alternating along P1, and setting z
∗(uv) = 1/2 on every edge
of C.
Case II: There exists no alternating T -R-walk in G∗. Define
B+ := {S ∈ V∗ : ∃ an even alternating path from T to S},
B− := {S ∈ V∗ : ∃ an odd alternating path from T to S}.
For some ε > 0, reset
Λ(S) :=

Λ(S) + ε if S ∈ B+,
Λ(S)− ε if S ∈ B−.
Choose ε to be the maximum value such that Λ remains feasible.
(a) If some new edge becomes tight, then E∗ is extended.
(b) If Λ(S) = 0 for some S ∈ L ∩ B− after the modification, then unshrink the node S.
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The scenarios in Case I are illustrated in Figure 4.5.5.1. In Case II, we observe that
T ∈ B+ and further, B+ ∩ B− = ∅ (otherwise, there exists a T − T alternating walk and
hence we should be in case I). The correctness of the output follows immediately due to
complementary slackness. We show the termination of the algorithm along very similar
lines as the proof of termination of Edmonds’ algorithm.
Let β(z) denote the number of exposed nodes plus the number of cycles in supp(z). We
first note that β(z) = β(z∗). This can be derived from Lemma 4.5.1(iii) (We apply this
Lemma in G \ T , observing that P TL (G, c) is identical to PL(G \ T, c)). Our next lemma
(Lemma 4.5.22) shows that β(z) is non-increasing. If β(z) is unchanged during a certain
number of iterations of the algorithm, we say that these iterations form a non-decreasing
phase. We say that the algorithm itself is non-decreasing, if β(z) does not decrease anytime.
In the next section, we investigate properties of non-decreasing phases. These results will
also show that every non-decreasing phase may contain at most |V | + |F| iterations and
therefore the algorithm terminates in strongly polynomial time.
Lemma 4.5.22. Let z be an arbitrary solution during the algorithm, and let α be the number
of odd cycles in supp(w) that are absent in supp(z). Then |W | + odd(w) ≥ β(z) + 2α. At
termination, |W |+ odd(w) ≥ odd(z) + 2α.
Proof. Initially, β(z) = |W |+ odd(w). Let us check the possible changes in β(z) during an
iteration of the algorithm. In Case I(a), the number exposed nodes decreases by two. In
Case I(b), both the number of exposed nodes and the number of cycles decrease by one. In
Case I(c), the number of exposed nodes decreases by one, but we obtain a new odd cycle,
hence β(z) remains unchanged. In Case II, z is not modified.
The only way to remove a cycle from supp(z) is by performing the operation in Case I(b).
This must be executed α times, therefore β(z) ≤ β(w)− 2α. Further, there are no exposed
nodes at the end of the Half-integral Primal-Dual. Thus, on termination β(z) = odd(z),
and the claim follows.
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4.5.5.3 The non-decreasing scenario
Let us now analyze the first non-decreasing phase P of the algorithm, starting from the
input w. These results will also be valid for later non-decreasing phases as well. Consider
an intermediate iteration with z, Λ being the solutions, L being the laminar family and T
being the exposed nodes. Recall that R ⊇ T is the set of exposed nodes and the node sets
of the 1/2-cycles. Let us define the set of outer/inner nodes of G∗ as those having even/odd
length alternating walk from R in G∗. LetNo andNi denote their sets, respectively. Clearly,
B+ ⊆ No, B− ⊆ Ni in Case II of the algorithm.
Lemma 4.5.23. If P is a non-decreasing phase, then if a node in V∗ is outer in any
iteration of phase P, it remains a node in V∗ and an outer node in every later iteration of
P. If a node is inner in any iteration of P, then in any later iteration of P, it is either an
inner node, or it has been unshrunk in an intermediate iteration.
Proof. Since P is a non-decreasing phase, Cases I(a) and (b) can never be performed. We
show that the claimed properties are maintained during an iteration.
In Case I(c), a new odd cycle C is created, and thus C is added to R. Let P1 =
v0 . . . v2` denote the even alternating path with v0 ∈ T , v2` ∈ C. If a node u ∈ V∗ had an
even/odd alternating walk from v0 before changing the solution, it will have an even/odd
walk alternating from v2` ∈ R after changing the solution.
In Case II, the alternating paths from T to the nodes in B− and B+ are maintained
when the duals are changed. The only nontrivial case is when a set S is unshrunk; then all
inner and outer nodes maintain their inner and outer property by the following: if u1v1 is
a 1-edge and u2v2 is a 0-edge entering S after unshrinking, with u1, u2 ∈ S, we claim that
there exists an even alternating path inside S from u1 to u2 using only tight edges wrt Λ.
Indeed, during the unshrinking, we modify z to Mu1 inside S. Also, by the Λ-factor-critical
property, all edges of Mu2 are tight w.r.t. Λ. Hence the symmetric difference of Mu1 and
Mu2 contains an alternating path from u1 to u2.
We have to check that vertices in No − B+ and Ni − B− also maintain their outer and
inner property. These are the nodes having even/odd alternating paths from an odd cycle,
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but not from exposed nodes. The nodes in these paths are disjoint from B− ∪ B+ and are
thus maintained. Indeed, if (B− ∩ No) \ B+ 6= ∅ or (B+ ∩ Ni) \ B− 6= ∅, then we would get
an alternating walk from T to an odd cycle, giving the forbidden Case I(b).
The termination of the algorithm is guaranteed by the following simple corollary.
Corollary 4.5.24. The non-decreasing phase P may consist of at most |V |+ |F| iterations.
Proof. Case I may occur at most |W | times as it decreases the number of exposed nodes.
In Case II, either Ni is extended, or a set is unshrunk. By Lemma 4.5.23, the first scenario
may occur at most |V | times and the second at most |F| times.
In the rest of the section, we focus on the case when the entire algorithm is non-
decreasing.
Lemma 4.5.25. Assume the Half-integral Primal-Dual algorithm is non-decreasing. Let Γ
be the initial dual and z, Λ be the terminating solution and L be the terminating laminar
family. Let No and Ni denote the final sets of outer and inner nodes in G∗.
• If Λ(S) > Γ(S) then S is an outer node in V∗.
• If Λ(S) < Γ(S), then either S ∈ F \L, (that is, S was unshrunk during the algorithm
and Λ(S) = 0) or S is an inner node in V∗, or S is a node in V∗ incident to an odd
cycle in supp(z).
Proof. If Λ(S) > Γ(S), then S ∈ B+ in some iteration of the algorithm. By Lemma 4.5.23,
this remains an outer node in all later iterations. The conclusion follows similarly for
Λ(S) < Γ(S).
Lemma 4.5.26. Assume the Half-integral primal-dual algorithm is non-decreasing. Let z,
Λ be the terminating solution, L be the terminating laminar family and G∗ the corresponding
contracted graph, No and Ni be the sets of outer and inner nodes. Let Θ : V∗ → R be an
arbitrary optimal solution to the dual D0(G
∗, c∗) of the bipartite relaxation. If S ∈ V∗ is
incident to an odd cycle in supp(z), then Λ(S) = Θ(S). Further S ∈ No implies Λ(S) ≤
Θ(S), and S ∈ Ni implies Λ(S) ≥ Θ(S).
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Proof. For S ∈ No ∪ Ni, let `(S) be the length of the shortest alternating path. The proof
is by induction on `(S). Recall that there are no exposed nodes in z, hence `(S) = 0 means
that S is contained in an odd cycle C. Then Θ(S) = Λ(S) is a consequence of Lemma 4.5.12:
both Θ and Λ are optimal dual solutions in G∗, and an odd cycle in the support of the
primal optimum z is both Λ-factor-critical and Θ-factor-critical.
For the induction step, assume the claim for `(S) ≤ i. Consider a node U ∈ V∗ with
`(U) = i+ 1. There must be an edge f in E∗ between S and U for some S with `(S) = i.
This is a 0-edge if i is even and a 1-edge if i is odd.
Assume first i is even. By induction, Λ(S) ≤ Θ(S). The edge f is tight for Λ, and
Θ(S) + Θ(U) ≤ c∗(f). Consequently, Λ(U) ≥ Θ(U) follows. Next, assume i is odd. Then
Λ(S) ≥ Θ(S) by induction. Then, Λ(U) ≤ Θ(U) follows as f is tight for both Λ and Θ.
4.5.6 Convergence
Let us consider two consecutive solutions in Algorithm C-P-Matching. Let x be the unique
proper-half-integral optimal solution to PF (G, c) and Π be an F-positively-fitting dual op-
timal solution to DF (G, c). We define H′ = {S : S ∈ F ,Π(S) > 0} and H′′ based on odd
cycles in x, and use the proper odd family H = H′ ∪H′′ for the next iteration. Let y be the
unique proper-half-integral optimal solution to PH(G, c), and let Ψ be anH-positively-fitting
dual optimal solution to DH(G, c). We already know that Π is an H-fitting dual feasible
solution to DH(G, c) by Lemma 4.5.17.
Let us now contract all maximal sets S ∈ H with Ψ(S) > 0 w.r.t. Ψ to obtain the graph
Ĝ = (V̂ , Ê) with cost ĉ. Note that by Lemma 4.5.12, Π and Ψ are identical inside S, hence
this is the same as contracting w.r.t. Π. Let x̂, ŷ, Π̂, and Ψ̂ be the images of x, y, Π, and
Ψ, respectively.
Let H̄′′ = {S : S ∈ H′′,Ψ(S) > 0}, and let W = ∪H̄′′ denote the union of the members
of H̄′′. Let Ŵ denote the image of W . Then Ŵ is the set of exposed nodes for x̂ in Ĝ ,
whereas the image of every set inH′′\H̄′′ is an odd cycle in x̂. Let ζ = {T ∈ H′ : T∩W = ∅},
K = {T ∈ ζ : Ψ(T ) = 0} and ζ̂ and K̂ be their images. Here, we observe that K̂ contains
all sets in ζ̂ of size at least 3.
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Using the notation above, we will couple the solutions of the Half-integral Primal-Dual
algorithm and the solutions of our cutting plane algorithm. For this, we will start the Half-
integral Primal-Dual algorithm in Ĝ with Ŵ , from the initial primal and dual solutions
x̂ and Π̂. Claim 4.5.27(ii) justifies the validity of this input choice for the Half-integral
Primal-Dual.
Claim 4.5.27. (i) For every L̂ ⊆ K̂, ŷ is the unique optimal solution to PL̂(Ĝ, ĉ) and Ψ̂
is an optimal solution to DL̂(Ĝ, ĉ).
(ii) x̂ is a proper-half-integral optimal solution to P ŴK̂ (Ĝ, ĉ) and Π̂ is a K̂-positively-fitting
dual optimal solution to DŴK̂ (Ĝ, ĉ).
Proof. (i) For L̂ = ∅, both conclusions follow by Corollary 4.5.3 – y is the unique optimal
solution to PH(G, c) and Ψ is an H-positively-fitting dual optimum.
For an arbitrary L̂ ⊆ K̂, since y(δ(S)) ≥ 1 for every S ∈ H′ in the pre-image of L̂, ŷ is
a feasible solution to PL̂(Ĝ, ĉ). Since ŷ is optimum to the bipartite relaxation, this implies
optimality of ŷ to PL̂(Ĝ, ĉ). Now, Ψ̂ is optimum to DL̂(Ĝ, ĉ) since Ψ̂ satisfies complementary
slackness with ŷ. Uniqueness follows since a different optimal solution to PL̂(Ĝ, ĉ) would
also be optimal to P0(Ĝ, ĉ), but ŷ is known to be the unique optimum to P0(Ĝ, ĉ).
(ii) We will use Lemma 4.5.1 on an appropriate graph. We first setup the parameters
that we will be using to apply this Lemma. First observe that x is the unique optimum to
PF (G, c) as well as PH′(G, c) and Π is an optimum to DH′(G, c).
LetGW denote the graphG\W , cW denote the cost function restricted to this graph. Let
ΠW denote Π restricted to the set ζ and xW denote the solution x projected on GW . Since
x(δ(W,V \W )) = 0, xW is the unique optimal solution to Pζ(GW , cW ). By complementary
slackness, ΠW is optimum to Dζ(G
W , cW ).
We now apply Lemma 4.5.1(iii) by considering the graph GW with cost cW and the
laminar odd family ζ on the vertices of GW . Now, ΠW is a feasible solution to Dζ(G
W , cW ),
xW is an optimum to Pζ(G
W , cW ). Let S ∈ ζ \ K, i.e., Ψ(S) > 0. Since S ∈ ζ \ H′ we have
Π(S) = ΠW (S) > 0 and hence S is a ΠW -factor-critical set. Contract all such sets S wrt ΠW .
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Then, by the conclusion of the Lemma, we have that x̂W is the unique proper-half-integral
optimum to Pζ̂(Ĝ
Ŵ , ĉŴ ). Since K̂ is the set of nonsingular elements of N̂ , it is equivalent
to saying that x̂ is the unique optimum to P ŴK̂ (Ĝ, ĉ). By Lemma 4.5.1(ii), we also have that
Π̂W is optimum to Dζ̂(Ĝ
Ŵ , ĉŴ ) and hence is optimum to DK̂(Ĝ
Ŵ , ĉŴ ) = DK̂(Ĝ \ Ŵ , ĉ).
Recall that every optimal solution to DK̂(Ĝ \ Ŵ , ĉ) that is feasible to D
Ŵ
K̂ (Ĝ, ĉ) is also
optimal to DŴK̂ (Ĝ, ĉ). Observe that Π̂ is 0 on every node and subset of Ŵ . Consequently,
all nonzero values of Π̂ and Π̂W coincide. Since Π̂ is feasible to DŴK̂ (Ĝ, ĉ), we get that Π̂ is
also optimum to DŴK̂ (Ĝ, ĉ). Further, Π̂ is K̂-positively-fitting by definition of K̂.
Lemma 4.5.28. Suppose we start the Half-integral Primal-Dual algorithm in Ĝ, ĉ, K̂, Ŵ ,
from the initial primal and dual solutions x̂ and Π̂. Then the output ẑ of the algorithm is
equal to ŷ.
Proof. Since ẑ is the output of the Half-integral Primal-Dual algorithm, it is an optimal
solution to PL̂(Ĝ, ĉ) for some L̂ ⊆ K̂. By Claim 4.5.27(i), ŷ is the unique optimal solution
to this program, and consequently, ẑ = ŷ.
We are now ready to prove the non-increasing property of the number of odd cycles.
Lemma 4.5.29. Assume the cost function c satisfies (*). Then odd(x) is non-increasing
during the algorithm.
Proof. Using the notation above, let us start the Half-integral Primal-Dual algorithm in Ĝ,
ĉ, K̂, Ŵ , from the initial primal and dual solutions x̂ and Π̂. Let ẑ be the output of the
Half-integral Primal-Dual algorithm.
By Lemma 4.5.28, ẑ = ŷ. We first observe that odd(x) = |W | + odd(x̂). This easily
follows by Lemma 4.5.1(iii), applied in G \W . Let α = |H′′ \ H̄′′|. There is an odd cycle in
supp(x) corresponding to each member of H′′ \ H̄′′. None of these cycles may be contained
in supp(ẑ) = supp(ŷ) as otherwise the corresponding cut in H′′ would be violated by y.
Thus Lemma 4.5.22 implies odd(ŷ) = odd(ẑ) ≤ |W | + odd(x̂) − 2α and Lemma 4.5.1(iii)
implies odd(y) = odd(ŷ). Hence, odd(y) ≤ odd(x)− 2α.
The next claim formulates a simple consequence of the above proof.
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Claim 4.5.30. If odd(y) = odd(x), then H′′ = H̄′′. Further, the Half-integral Primal-Dual
algorithm applied in Ĝ, ĉ, K̂, Ŵ , with starting solution x̂, Π̂ is non-decreasing. 
This claim already implies that the new cuts are retained in the next iteration when
the number of odd cycles did not decrease. To analyze the scenario odd(x) = odd(y), the
results in Section 4.5.5.3 are applicable since the algorithm was non-decreasing. Let us start
the Half-integral Primal-Dual algorithm in Ĝ, ĉ, K̂, Ŵ , from the initial primal and dual
solutions x̂ and Π̂. Consider the final dual solution Λ̂ with corresponding laminar family L̂
and define Λ in G as follows.
If S ( T for some T ∈ H, Ψ(T ) > 0, then set Λ(S) = Ψ(S) (this defines the dual
solutions for sets and nodes inside T that were contracted to obtain Ĝ). If Ŝ ∈ L̂ ∪ V̂, then
set Λ(S) = Λ̂(Ŝ) for its pre-image S (this defines the dual solutions for sets and nodes on
or outside T that were contracted to obtain Ĝ).
Claim 4.5.31. Λ is an optimal solution to DH(G, c).
Proof. We show feasibility here. Optimality follows by complementary slackness with y and
the definition of shrinking. The nontrivial part to show feasibility is to verify that Λ(S) ≥ 0
if S ∈ H. This is straightforward if S ⊆ T for some T ∈ H, Ψ(T ) > 0, or if Ŝ ∈ L̂. Let
S ∈ H be a maximal set with Ψ(S) > 0, and let s denote its image in Ĝ. Then during
the Half-integral Primal-Dual algorithm, Λ̂(s) might have decreased below 0. We show that
this cannot be the case.
By Claim 4.5.27(i), Ψ̂ is an optimal solution to the bipartite relaxation D0(Ĝ, ĉ). If
Λ̂(s) < 0, then Λ̂(s) < 0 < Π̂(s). We started the algorithm with the dual solution Γ = Π̂,
therefore by Lemma 4.5.25, either (1) s is an inner node or (2) s ∈ V∗ and s is incident
to an odd cycle in supp(z). In both cases, by Lemma 4.5.26, we get that Λ(S) = Λ̂(s) ≥
Ψ̂(s) = Ψ(S) ≥ 0.
Lemma 4.5.32. Assume odd(x) = odd(y) for the consecutive solutions x and y. Then
Λ̂ = Ψ̂ and hence Λ = Ψ.
Proof. By Lemma 4.5.12, if S is such that Ψ(S) > 0, then Ψ is identical to Π inside S, and
so by definition, also to Λ. Therefore, it suffices to prove Λ̂ = Ψ̂. By Claim 4.5.27(i), Ψ̂ is
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an optimal solution to D0(Ĝ, ĉ). The following claim completes the proof by showing that
h(Λ,Π) ≤ h(Ψ,Π), and equality can hold only if Λ and Ψ are identical.
Claim 4.5.33. For every S ∈ V̂ ∪ K̂, |Λ̂(S) − Π̂(S)| ≤ |Ψ̂(S) − Π̂(S)| and equality holds
only if Λ̂(S) = Ψ̂(S).
Proof. The claim will follow by showing that for every S ∈ V̂ ∪ K̂, either Π̂(S) ≤ Λ̂(S) ≤
Ψ̂(S) or Π̂(S) ≥ Λ̂(S) ≥ Ψ̂(S). By Claim 4.5.30, odd(x) = odd(y) implies that the Half-
integral primal-dual algorithm was non-decreasing. Let ẑ be the terminating primal solu-
tion, and let G∗ = (V∗, E∗), c∗ be the corresponding contraction of maximal sets of L̂ in Ĝ,
ĉ. Note that Ψ̂(S) = 0 if S ∈ L̂. Let Θ : V∗ → R be defined as follows:
Θ(S∗) =

Ψ̂(S)−∆Λ̂,Ψ̂(S) if S ∈ L̂,
Ψ̂(S) if S ∈ V∗ \ L̂.
Claim 4.5.34. Θ is an optimal solution to D0(G
∗, c∗). Further, Θ(S) ≤ 0 holds for every
S ∈ L̂.
Proof. If S ∈ L̂, then Λ̂(S) > 0 and hence ŷ(δ(S)) = 1. L̂ is a proper odd family in Ĝ with
Λ̂ being an L̂-fitting dual (by definition of the algorithm). By Claim 4.5.27(i), ŷ and Ψ̂ are
optimal solutions to PL̂(Ĝ, ĉ) and to DL̂(Ĝ, ĉ), respectively. Hence, by Lemma 4.5.10, Ψ̂ is
consistent with Λ̂ inside every set S ∈ L̂ such that ŷ(δ(S)) = 1. Further, ∆Λ̂,Ψ̂(S) ≥ 0 for
every S ∈ L̂. Thus, by Lemma 4.5.5, Θ is an optimum dual solution to D0(G∗, c∗). The
second part follows since Ψ̂(S) = 0 and ∆Λ̂,Ψ̂(S) ≥ 0 if S ∈ L.
Now consider S ⊆ V. If Λ̂(S) > Π̂(S), then by Lemma 4.5.25, we have that S ∈ V∗ and
S ∈ No. Consequently, by Lemma 4.5.26, Θ(S) ≥ Λ̂(S). If S ∈ L̂, then 0 ≥ Θ(S∗) ≥ Λ̂(S),
a contradiction to Λ̂(S) > 0. Thus, S = {s} for some s ∈ V̂. Hence, Ψ̂(s) = Θ(s) ≥ Λ̂(s) >
Π̂(s).
If Λ̂(S) < Π(S), then by Lemma 4.5.25, we have that either (1) S ∈ K̂ \ L̂, that is,
Λ̂(S) = 0 and S was unshrunk or (2) S ∈ Ni or (3) S ∈ V∗ and S is incident to an odd
cycle C in supp(z). If (1), then Ψ̂(S) = 0 = Λ̂(S) < Π(S). In both cases (2) and (3),
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Lemma 4.5.26 gives Θ(S) ≤ Λ̂(S). If S ∈ L̂, then Ψ̂(S) = 0 ≤ Λ̂(S) < Π̂(S). If S = {s} for
some s ∈ V̂ , then Ψ̂(s) = Θ(s) ≤ Λ̂(s) ≤ Π̂(s).
We are now ready to prove the main lemma needed to show convergence.
Lemma 4.5.35. Assume the cost function c satisfies (*) and that odd(x) does not decrease
between iterations i and j. Let Fk be the set of blossom inequalities imposed in the k’th




Proof. Let xi be the solution in the i’th iteration (above, we used x = xi and y = xi+1).
Assume the number of odd cycles does not decrease between iterations i and j. By
Claim 4.5.30, if we run the Half-integral Primal-Dual algorithm between xk and xk+1,
for i ≤ k < j, it is always non-decreasing.
We first run the Half-integral Primal-Dual on the contracted graph Ĝ = Ĝi starting
from primal solution x̂ = x̂i and dual solution Π̂ = Π̂i. Lemmas 4.5.28 and 4.5.32 show that
it terminates with the primal optimal solution ŷ = x̂i+1 and dual optimal solution Λ̂ = Ψ̂.
For j = i + 1, the statement follows by Claim 4.5.30 since H̄′′ = H′′ means that all
cuts added in iteration i have positive dual value in iteration i+ 1. Further, all sets in H′′
were contracted to exposed nodes in x̂i. By Lemma 4.5.25, these will be outer nodes on
termination of the Half-Integral Primal-Dual algorithm as well. Let G∗ be the contracted
graph upon termination of the Half-Integral Primal-Dual algorithm.
Let J = J ′ ∪J ′′ be the set of cuts imposed in the (i+ 2)’th round, with J = {S ∈ H :
Ψ(Z) > 0}, and let J ′′ be defined according to odd cycles in xi+1. Let Φ be the extremal
dual optimal solution to DJ (G, c).
Let us run the Half-integral Primal-Dual algorithm from xi+1 to xi+2. We start the
algorithm with the contracted graph Ĝi+1, which results by contracting all sets with Φ(S) >
0, S ∈ J . Let Ĝ∗i+1 be the initial contraction of Ĝi+1 used by the algorithm.
The key observation is that while the underlying graphs Ĝi and Ĝi+1 are different, Ĝ
∗
i+1
can be obtained from G∗ by contracting those odd cycles corresponding to the members of
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J ′′. Every other node that was inner or outer node in G∗ will also be inner or outer node
in Ĝ∗i+1, including the members of H′′. By Lemma 4.5.25, the members of H′′ will be outer
nodes at termination, along with the new outer nodes J ′′.
Iterating this argument one can show that every set that was imposed based on an odd
cycle between iterations i and k will be outer nodes at the termination of the Half-integral
Primal-Dual from xk to xk+1.
We conclude the chapter with the main theorem about the convergence of Algorithm
C-P-Matching.
Theorem 4.5.36. For any graph G = (V,E) on n nodes and cost function c : E → Z,
let c̃ denote the perturbation of c. Using cost function c̃, there exists a sequence of sets of
blossom inequalities (cutting planes) such that
(i) every LP encountered has a laminar family of blossom inequalities,
(ii) the optimum of each LP is unique and half-integral, and
(iii) the total number of iterations to arrive at a minimum-cost perfect matching is
O(n log n).
Moreover, the set of inequalities used at each step can be identified by solving an LP of
the same size as the current LP. The optimal solution returned for c̃ is also optimal to the
original cost c.
Proof. We use Algorithm C-P-Matching given in Figure 13 for a perturbed cost function.
By Lemma 4.5.19, the perturbed cost function satisfies (*). Let i denote the index of the
iteration. We prove by induction on i that every intermediate solution xi is proper-half-
integral and (i) follows immediately by the choice of the algorithm. The proper-half-integral
property holds for the initial solution x0 by Proposition 4.2.1. The induction step follows
by Lemmas 4.5.4 and 4.5.17 and the uniqueness property. Further, by Lemma 4.5.29, the
number of odd cycles in the support does not increase.
Assume the number of cycles in the i’th phase is `, and we have the same number of
odd cycles ` in a later iteration j. Between iterations i and j, the set H′′k always contains
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k are imposed in the family Fj+1. Since Fj+1 is a laminar odd family, it can
contain at most n/2 subsets, and therefore j−i ≤ n/2`. Consequently, the number of cycles
must decrease from ` to `− 1 within n/2` iterations. Since odd(x0) ≤ n/3, the number of
iterations is at most O(n log n).
Finally, we show that optimal solution returned by the algorithm using c̃ is also optimal
for the original cost function. Let M be the optimal matching returned by c̃, and assume for
a contradiction that there exists a different perfect matching M ′ with c(M ′) < c(M). Since
c is integral, it means c(M ′) ≤ c(M) − 1. In the perturbation, since c(e) < c̃(e) for every
e ∈ E, we have c(M) < c̃(M) and since
∑
e∈E(c̃(e)− c(e)) < 1, we have c̃(M ′) < c(M ′) + 1.
This gives c̃(M ′) < c(M ′) + 1 ≤ c(M) < c̃(M), a contradiction to the optimality of M for
c̃.
4.6 Conclusion
The cutting plane algorithm is a well-known heuristic for solving IP in practice. It has been
studied extensively in order to develop deeper cuts, which intuitively appear to expedite
the process of convergence to integer solution. Yet, a rigorous theoretical treatment of the
practical efficiency of cutting plane algorithms using simple cut-generation methods has re-
mained elusive. A reasonable first step is to find efficient cutting-plane implementations for
integer polytopes with polynomial-time separation oracles. We make progress towards this
by showing an efficient cutting plane implementation for minimum-cost perfect matching.
Our initial motivation was to bound the number of iterations of the cutting plane method
using the Padberg-Rao separation procedure as a cut-generation procedure. This question
remains open and any analysis would have to deal with non-half-integral solutions. In
retrospect, it is plausible that our approach which avoids the use of Padberg-Rao procedure
is more efficient in practice.
Within our algorithm, Lemma 4.5.4 shows that it is sufficient to use positively-fitting
dual optimal solutions to maintain proper-half-integrality. Can we prove efficient conver-
gence of our cutting plane algorithm using positively-fitting dual optimal solutions (without
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using extremal dual solutions)? We believe that such a proof of convergence should depend
on whether the following adversarial variation of Edmonds’ algorithm for perfect matching
runs in polynomial time: We run the Edmonds’ perfect matching algorithm, but after every
few iterations, the adversary replaces the current dual solution with a different one, still
satisfying complementary slackness with the (unchanged) primal solution.
Given the encouraging results in this chapter, it would be interesting to prove efficient
convergence of the cutting plane method for other combinatorial polytopes. For example,
one could try a similar approach for finding an optimal solution for b-matchings. Another
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[16] Chvátal, V., Cook, W., and Hartmann, M., “On cutting-plane proofs in combi-
natorial optimization,” Linear Algebra and its Applications, vol. 114-115, pp. 455–499,
Mar 1989.
[17] Chvátal, V. and Reed, B., “Mick gets some (the odds are on his side),” in Proceed-
ings of the 33rd Annual Symposium on Foundations of Computer Science, FOCS ’92,
pp. 620–627, 1992.
[18] Cook, W., Coullard, C. R., and Turán, G., “On the complexity of cutting-plane
proofs,” Discrete Appl. Math., vol. 18, pp. 25–38, Nov. 1987.
[19] Cook, W., “Fifty-plus years of combinatorial integer programming,” 50 Years of In-
teger Programming 1958-2009, pp. 387–430, 2010.
[20] Cunningham, W. H. and Marsh, A. B., “A primal algorithm for optimum match-
ing,” Polyhedral Combinatorics, vol. 8, pp. 50–72, 1978.
[21] Dantzig, G., Fulkerson, R., and Johnson, S., “Solution of a large-scale traveling-
salesman problem,” Operations Research, vol. 2, pp. 393–410, Nov 1954.
[22] Dantzig, G., “On the significance of solving some linear programs with some integer
variables,” Econometrica, vol. 28, pp. 30–34, 1960.
[23] Dasgupta, S. and Schulman, L. J., “A two-round variant of EM for Gaussian mix-
tures,” in Proceedings of the 16th Conference on Uncertainty in Artificial Intelligence,
UAI ’00, pp. 152–159, 2000.
[24] de Azevedo Pribitkin, W., “Simple upper bounds for partition functions,” The
Ramanujan Journal, vol. 18, no. 1, pp. 113–119, 2007.
[25] de la Vega, F., “Induced trees in sparse random graphs,” Graphs and Combinatorics,
vol. 2, pp. 227–231, 1986.
[26] de la Vega, F., “The largest induced tree in a sparse random graph,” Random
Structures and Algorithms, vol. 9, no. 1-2, pp. 93–97, 1996.
[27] Edmonds, J., “Maximum matching and a polyhedron with 0, 1-vertices,” Journal of
Research of the National Bureau of Standards, vol. 69, no. 1-2, pp. 125–130, 1965.
[28] Edmonds, J., “Paths, trees, and flowers,” Canadian Journal of Mathematics, vol. 17,
no. 3, pp. 449–467, 1965.
[29] Fischetti, M. and Lodi, A., “Optimizing over the first Chvátal closure,” Mathemat-
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