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Il problema inverso di Galois è la domanda se esiste o no un’estensione di un
campo dato avente gruppo di Galois assegnato. Mentre il problema classico
di associare un gruppo ad ogni estensione algebrica è ampiamente risolto, il
problema inverso è attualmente aperto. Il caso che andremo ad analizzare sarà
quello in cui il campo base sarà Q e i gruppi saranno finiti. Molti dei risultati
che otterremo saranno automaticamente validi anche su Qab.
Il primo strumento di cui ci si avvale è il Teorema di Irriducibilità di Hilbert:
Teorema. Per ogni polinomio f (X, Y) ∈ Q(X)[Y] irriducibile su Q(X) e di grado
almeno 1 in Y, esistono infinite specializzazioni X 7→ b ∈ Q per le quali f (b, Y) ∈
Q[Y] resta irriducibile su Q.
Il fatto interessante è che la specializzazione conserva, oltre all’irriducibilità,
anche il gruppo di Galois del polinomio f , quando questo generi un’estensione
normale. In tal modo possiamo studiare le estensioni di Q(t) piuttosto che le
estensioni di Q. Vedremo di questo teorema una dimostrazione facente uso di
soli teoremi elementari di analisi complessa; in Appendice sarà trattata anche
una dimostrazione basata sulla teoria dei modelli non standard.
Il secondo teorema che useremo è il Teorema di Esistenza di Riemann in
forma profinita
Teorema. Sia S un insieme finito di posti di P(C(t)/C). Allora il gruppo di Galois
dell’estensione algebrica massima NS ramificata solo in S è
Gal(NS/C(t)) ∼= 〈γ1, . . . ,γs | γ1 · · · γs = e〉ˆ
con s = |S|.
I generatori γi sono generatori di gruppi di inerzia sopra i posti di S. Con-
seguenza immediata è che ogni gruppo finito che abbia s generatori σ1, . . . , σs
che soddisfino σ1 · · · σs = e si realizza su C(t). Vedremo come il Teorema di
Esistenza di Riemann si può trasferire sui sottocampi algebricamente chiusi di
C, tra i quali ci interesserà Q.
Con i teoremi appena citati abbiamo quindi modo di conoscere la struttura
del gruppo Gal(NS/Q(t)). Conoscere anche la struttura di Gal(NS/Q(t)) ci
permetterebbe di risolvere il problema inverso su Q; tuttavia tale struttura non




L’azione del gruppo Gal(Q/Q) sul primo fattore si può esprimere in modo
parzialmente esplicito tramite il carattere ciclotomico. Se assumiamo che il




dove [γ] è la classe di coniugio di γ in Gal(NS/Q(t)).
Ora le possibili scelte di s generatori per un gruppo G assegnato classificano
completamente tutte le sottoestensioni di MS con gruppo G; in particolare
due sistemi di generatori inducono la stessa estensione se e soltanto se sono
equivalenti per automorfismo di G. Tale classificazione è detta classificazione
di Hurwitz. In particolare due sistemi di generatori coniugati in G inducono lo
stesso sottocampo. Vedremo che l’estensione Nσ identificata da un particolare
sistema di generatori σ = (σ1, . . . , σs) ha un campo minimale di definizione Kσ
(sotto l’ipotesi che G abbia complementare per il centro), ovvero un sottocampo
tale per cui esiste un N′σ tale per cui Gal(N′σ/Kσ) ∼= Gal(Nσ/Q(t)). Il nostro
scopo è dunque arrivare a mostrare che Kσ = Q(t).
Studiando l’azione del carattere ciclotomico, nell’ipotesi che S sia invariante
per Gal(Q/Q), mostreremo allora che il campo Kσ deve necessariamente
contenere un’estensione abeliana di Q dipendente solo dalle classi di coniugio
dei generatori e da S. Tale campo sarà proprio Q nell’ipotesi, per esempio, che
le classi di coniugio dei generatori siano razionali, ovvero tali per cui Cm = C
per ogni m che non divide |G|.
Per riuscire a dire che Kσ ∩Q coincide con l’estensione abeliana faremo
allora uso della condizione di rigidità: si dirà rigido un vettore di classi C =
(C1, . . . , Cs) ∈ Cl(G)s quando tutte le scelte di generatori σi ∈ Ci soddisfacenti
le proprietà prima citate saranno coniugate fra di loro in G. Quando tale
condizione è soddisfatta, e il vettore C è anche di classi razionali, otterremo
che è possibile realizzare il gruppo G su Q(t).
Il criterio di rigidità appena enunciato si può poi rapidamente generalizzare
al caso in cui il vettore C non sia razionale, ma tale per cui Cm = (Cm1 , . . . , C
m
s )
sia di nuovo il vettore C con le componenti permutate. In tal caso vedremo
come una scelta oculata del luogo di ramificazione S permette di ottenere
nuovamente realizzazioni di G su Q(t). Ulteriori generalizzazioni si possono
ottenere considerando il fatto che le sottoestensioni di indice finito di Q(t)
sono della forma Q(t˜); è possibile infatti in questo modo estendere la ricerca
dei gruppi G oltre che in Gal(NS/Q(t)) anche in Aut(NS/Q). Potremo inoltre
valutare la possibilità di realizzare simultaneamente il gruppo G, in questo
caso specifico con centro banale, e un suo gruppo di automorfismi H conside-
rando G < H; sotto opportune ipotesi sarà possibile ottenere un’estensione
N tale per cui Gal(N/Q(t′)) ∼= G e Gal(N/Q(t′′)) ∼= H, compatibilmente con
l’immersione G < H.
Le realizzazioni ottenute con i criteri di rigidità possono poi essere unite
l’una all’altra per ottenere gruppi più complessi. Vedremo come prodotti
diretti ed alcuni tipi speciali di prodotto semidiretto, i prodotti a ghirlanda,
saranno costruibili a patto di aver già realizzato i loro fattori. Vedremo anche,
attraverso il concetto di realizzazione GAR, che è anche possibile costruire
gruppi a partire dai loro fattori di composizione; in altre parole, se abbiamo
iv
Introduzione
φ : G → H un epimorfismo e H è un gruppo realizzato come Gal(K/Q),
scopriremo che sotto opportune condizioni algebriche su ker(φ) esisterà una
sovraestensione L ⊃ K con gruppo di Galois G su Q e tale per cui la restrizione
a K fornirà proprio l’omomorfismo φ. Un criterio particolare di rigidità ci
fornirà immediatamente dei gruppi con realizzazione GAR.
Infine vedremo degli esempi classici di applicazione dei criteri di rigidità;
otterremo realizzazioni di Sn, di An e di PSL2(p) (per p 6≡ ±1( mod 24)) su
Q. Vedremo inoltre molto rapidamente come le tecniche di composizione dei
gruppi possono essere eseguite in modo algoritmico, così da permettere la






Definizione 1.1. Un campo k si dice hilbertiano se per ogni polinomio f (x, y) ∈
k(x)[y] irriducibile rispetto a y esistono infiniti b ∈ k per cui f (b, y) è irriducibile
in k[y].
Tutti i campi hanno l’interessante proprietà di conservare, quando si con-
servi l’irriducibilità dei polinomi, i gruppi di Galois delle estensioni normali.
Questo fatto è fondamentale per giustificare tutto lo studio che seguirà nelle
prossime pagine.
Proposizione 1.2. Sia k un campo (anche non hilbertiano), K un’estensione finita
normale di k(x) e f (x, y) il polinomio minimo di un generatore dell’estensione. Allora
per quasi tutti i b ∈ k si ha che se f (b, y) è irriducibile su k[y], il campo K′ :=
k[y]/( f (b, y)) è di Galois su k con gruppo di Galois isomorfo a G := Gal(K/k(x)).
Dimostrazione. Chiamiamo ωb l’omomorfismo di specializzazione k(x)[y] →








K ∼= k(x)[y]/( f (x, y)) ωb // K′ ∼= k[y]/( f (b, y))
Ogni elemento di G agisce allora, tramite ωb, come automorfismo di G′ :=
Gal(K′/k), poiché ωb(k(x)) = k. Per valutarne l’iniettività, siano α1, . . . , αn le
radici di f (x, y) in K rispetto a y, in modo che sia f (x, y) = (y− α1) · · · (y− αn).
Tali radici sono tutte distinte per irriducibilità di f come pure le loro immagini
in K′ per la stessa ragione su ωb( f ). Due automorfismi σ, σ′ ∈ G sono distinti
quando differiscono su un generatore αi, pertanto anche tramite ωb resteranno
distinti.
Basta notare ora che i gradi delle estensioni sono uguali, quindi anche gli
ordini di G e G′, per concludere che G ∼= G′.
Per tutti i campi hilbertiani valgono le seguenti proprietà:
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Proposizione 1.3. Se k è hilbertiano, qualsiasi sua estensione finita l è hilbertiana.
Inoltre gli infiniti b che rendono irriducibile un polinomio dato possono essere scelti
in k.
Dimostrazione. Sia h(x, y) un polinomio in l(x)[y] irriducibile rispetto a y. Esso
genera un’estensione L := l(x)[y]/(h(x, y)) di grado degy(h) · [l : k] su k; sia
f (x, y) il polinomio minimo di un generatore di L/k(x) e b un valore per cui
esso resti irriducibile dopo l’applicazione di ωb. Il campo ωb(L) è generato su
ωb(l(x)) = l da una radice di h(b, y), quindi confrontando i gradi deduciamo
che h(b, y) è irriducibile.
Per ipotesi di hilbertianità di k esistono infiniti b che rendono f (b, y) irri-
ducibile, pertanto ve ne sono infiniti anche per h(x, y) ed appartengono a k.
Proposizione 1.4. Se k è hilbertiano, per qualunque famiglia finita di polinomi
p1(x, y), . . . , pn(x, y) irriducibili su k(x) esistono infiniti b ∈ k per cui le loro
specializzazioni restano irriducibili.
Dimostrazione. Prendiamo un’estensione K di k(x) che contenga una radice
per ognuno dei polinomi pi(x, y); sia f (x, y) il polinomio minimo di un suo
generatore. Analogamente alla proposizione precedente, per ogni b per cui
f (b, y) resta irriducibile il raffronto dei gradi delle estensioni garantisce che
i pi(b, x) sono irriducibili anch’essi. Quindi esistono infiniti b che rendono
irriducibili simultaneamente tutti i pi.
Quest’ultima proposizione ha una sorta di inverso che ci sarà molto utile
per lo studio dell’hilbertianità di Q.
Proposizione 1.5. Se per qualsiasi famiglia finita di polinomi p1(x, y), . . . , pn(x, y) ∈
k[x, y] irriducibili di grado maggiore di 1 in y esistono infiniti b ∈ k per i quali nessun
polinomio specializzato pi(b, y) ha radice in k, allora k è hilbertiano.
Dimostrazione. Sia f (x, y) un polinomio in k[x, y] irriducibile su k(x) di grado
n ≥ 1 in y. Nell’estensione da esso generata esso sarà il prodotto di monomi
(y− αi), tali per cui qualsiasi loro prodotto calcolato su un sottoinsieme proprio
di indici I ⊂ {1, . . . , n} non apparterrà a k(x)[y]; in particolare, ognuno di
questi prodotti avrà un coefficiente dI(x) /∈ k(x).
Siano pI(x, y) dei polinomi irriducibili a coefficienti in k che abbiano dI(x)
come radici. Per ipotesi esistono infiniti b tali per cui le loro specializzazioni
pI(b, y) non hanno radici in k. Pertanto, specializzando, vale che ∏i∈I(y −
ωb(αi)) /∈ k(y), poiché uno dei suoi coefficienti sarà dI(b) che non apparterrà
a k in quanto radice di pI(b, y). Allora f (b, y) è irriducibile per infiniti b, e k è
hilbertiano.
Proposizione 1.6. Se k è hilbertiano e f (x1, . . . , xs) è un polinomio in s ≥ 2 variabili
irriducibile su k di grado almeno 1 in xs, esistono infiniti b per i quali f (b, x2, . . . , xs)
sia irriducibile su k.
Dimostrazione. Riduciamo il problema al caso in due variabili usando la specia-
lizzazione di Kronecker Sd f (x, y) := f (x, y, yd, . . . , yd
s−2
). Scegliamo d intero
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maggiore di tutti i gradi delle variabili xi in f e scriviamo la fattorizzazione in
irriducibili di Sd f :
Sd f (x, y) = g(x)∏
i
gi(x, y).
Vi sono infiniti b per cui tutti i gi restano irriducibili per la proposizione 1.4; im-
poniamo anche che valga g(b) 6= 0. Supponiamo ora che sia f (b, x2, . . . , xs) =
h1(x2, . . . , xs)h2(x2, . . . , xs). Le relative specializzazioni Sdh1(y) e Sdh2(y) sa-
ranno prodotti di fattori gi(b, y) più un eventuale costante, per cui costruiamo
H1(x, y) e H2(x, y) come prodotto dei fattori gi corrispondenti. In tal modo
Sd f (x, y) = g(x)H1(x, y)H2(x, y).
Scriviamo per ogni monomio xkyl l’espansione in base d di l; da essa
otteniamo due polinomi h˜1(x1, . . . , xs), h˜2(x1, . . . , xs) per cui Sd h˜1 = gH1 e
Sd h˜2 = gH2. Tali polinomi sono gli unici a soddisfare tali condizioni con gradi
in x2, . . . , xs tutti minori di d. Se il grado massimo di f˜ := h˜1h˜2 nelle varie
variabili fosse minore di d, avremmo per unicità dell’espansione in base d che
f = f˜ , contro l’ipotesi di irriducibilità.
Osserviamo ora che gli h˜i(b, x2, . . . , xs) sono multipli scalari di hi(x2, . . . , xs),
poiché hanno gradi limitati da d− 1 e la stessa specializzazione di Kronecker
a meno di costante. Questo implica che f˜ (b, x2, . . . , xs) è un multiplo scalare
di f (b, x2, . . . , xs). Il polinomio f˜ contiene però un monomio c(x)x
i2
2 · · · xiss con
almeno un iv ≥ d, pertanto deve valere c(b) = 0. Questo può accadere in al
più un numero finito di casi, per cui per i restanti infiniti b f (b, x2, . . . , xs) deve
essere irriducibile.
Corollario 1.7. Ogni estensione finitamente generata di un campo hilbertiano k è
hilbertiana.
Inoltre gli infiniti b che rendono irriducibile un polinomio dato possono essere scelti
in k.
Dimostrazione. Sia K := k(t1, . . . , ts) un’estensione di k puramente trascendente.
Se f (x, t1, . . . , ts, y) è un polinomio irriducibile in k[x, t1, . . . , ts, y] esso è irri-
ducibile anche in K[x, y]. Esistono infiniti b ∈ k per i quali f (x, t1, . . . , ts, y) è
irriducibile in K[y] per la proposizione 1.6, pertanto K è hilbertiano. Ora per la
proposizione 1.3 ogni sua estensione finita è hilbertiana, con la proprietà che i
valori b possono essere scelti in k, da cui la tesi.
Abbiamo ora gli strumenti per dedurre la proprietà fondamentale che ci
interessa dei campi hilbertiani.
Teorema 1.8. Se k è hilbertiano, ogni gruppo di Galois che si realizza su k(x1, . . . , xs),
con x1, . . . , xs algebricamente indipendenti su k, si realizza anche su k.
Dimostrazione. Sappiamo che G ∼= Gal(K/k(x1, . . . , xs)). Basta applicare in-
duttivamente il corollario 1.7 a k(x1, . . . , xs−1)(xs) per far calare il grado di
trascendenza su k, mentre ad ogni passo la proposizione 1.2 ci garantisce la
conservazione del gruppo di Galois.
Possiamo dire di più. Diamo prima due definizioni e un lemma algebrico.
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Definizione 1.9. Un’estensione K di k si dice regolare se è un’estensione fini-
tamente generata di k con la proprietà che k sia algebricamente chiuso in K
(k ∩ K = k).
Diremo anche che L/K è regolare nel caso di estensioni finitamente generate
su k se k ∩ K = k ∩ L.
Definizione 1.10. Si dice che un gruppo G occorre regolarmente su k, oppure
che ha una G-realizzazione su k, se esiste un’estensione regolare K algebrica e
normale su k(x), con x vettore finito di variabili algebricamente indipendenti
su k, per cui G ∼= Gal(K/k(x)).
Lemma 1.11. Sia K un’estensione di k finita su k(x), dove x è un vettore finito di
variabili algebricamente indipendenti su k, e sia f (x, y) ∈ k(x)[y] il polinomio minimo
di un generatore dell’estensione. Allora K è regolare su k se e soltanto se f è irriducibile
in k(x).
Dimostrazione. Sia k˜ la chiusura algebrica di k in K. Se k˜ 6= k allora [K : k˜] <









Viceversa sia k˜ un’estensione finita di k. Sia allora K˜
il composto di k˜ e K in una chiusura algebrica di k(x), e
si intersechi K con k˜(x); il campo risultante sarà necessa-
riamente k(x). Si deve allora avere che [K˜ : k˜] = [K : k],
dunque il polinomio del generatore dell’estensione deve
restare irriducibile. Per arbitrarietà di k˜, f resta irriducibile
in k.
Teorema 1.12. Se un gruppo G ha una G-realizzazione su k, ha anche una G-
realizzazione su ogni sua estensione finita k′.
Dimostrazione. Sia K/k(x) una realizzazione geometrica di G. Sia f (x, y) il
polinomio minimo di un generatore dell’estensione; tale polinomio resta irridu-
cibile anche in una qualsiasi estensione k′ algebrica su k, in particolare quando
è finita. Allora il polinomio definisce un’estensione K′ := k′(x)[y]/( f (x, y))
per cui [K′ : k′(x)] = [K : k(x)].
Essendo K ∩ k′ = k per ipotesi di regolarità, abbiamo K′ = k′K, per cui K′
è di Galois su k′(x) e il suo gruppo, per proprietà delle torri, è isomorfo a
Gal(K/k(x)).
Vediamo ora un teorema più complesso dei precedenti, che ci consente
di estendere l’hilbertianità di k ad alcune estensioni algebriche anche non
finitamente generate.
Lemma 1.13. Sia k hilbertiano e l/k una sua estensione finita. Siano pi, p˜i ∈
l[x1, x2][y] monici in y, con x1 e x2 algebricamente indipendenti su l. Supponia-
mo che pi non abbia radici in un campo di spezzamento di p˜i; allora esistono infiniti
b1, b2 ∈ k per i quali la specializzazione pi(b1, b2, y) non abbia radici in un campo di
spezzamento di p˜i(b1, b2, y).
Dimostrazione. Sia K/l(x1, x2) un’estensione di Galois finita contenente le radici
di pi e p˜i. Essa sarà generata da un α con polinomio minimo f (y) = f (x1, x2, y),
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monico in y, a coefficienti in l[x1, x2]. La proposizione 1.7 ci garantisce che
possiamo trovare infiniti b1, b2 in k per cui f (b1, b2, y) sia irriducibile su l.
Senza perdere di generalità, supponiamo che pi e p˜i siano polinomi separa-
bili (modificando pi e p˜i tramite l’eliminazione dei fattori irriducibili ripetuti
sono ancora verificate le ipotesi e non cambia l’insieme delle radici nemmeno
via specializzazione). Solo per un numero finito di specializzazioni di x1 i
discriminanti diventano nulli; per ognuna delle restanti specializzazioni solo
un numero finito di scelte di b2 annullano i discriminanti. Pertanto possiamo
supporre che le specializzazioni di pi e p˜i restino separabili.
A questo punto basta sfruttare l’azione di Gal(K/l(x1, x2)) sulle radici dei
due polinomi. Per l’ipotesi sui campi di spezzamento, esiste un omomomrfismo
σ che fissa le radici di pi ma permuta le radici di p˜i; grazie alla proposizione
1.2 sappiamo che la stessa cosa accade quindi nel campo specializzato, di
conseguenza le radici di pi(b1, b2, y) non possono essere contenute nel campo
di spezzamento di p˜i(b1, b2, y).
Teorema 1.14 (Weissauer). Sia k un campo hilbertiano e N una sua estensione
di Galois (anche infinita). Sia M un’estensione propria finita di N. Allora M è
hilbertiana.
Inoltre i valori che rendono irriducibili un polinomio possono essere scelti in k(θ),
dove θ è un generatore di N su M.
Dimostrazione. Come fatto per Q, verificheremo che ogni famiglia finita di
polinomi pi(x, y) ∈ M[x, y] irriducibili su M(x) e di grado maggiore di 1 in y
esistono infiniti b ∈ M per cui le specializzazioni non hanno radici in M.
Prendiamo allora una famiglia finita di polinomi pi come appena detto, e
supponiamo che siano tutti monici escludendo il numero finito di possibili
specializzazioni di x che annullino il coefficiente di grado massimo di qualche
pi. Supponendo anche che siano distinti, definiamo p(x, y) := ∏i pi(x, y), che
sarà un polinomio separabile. Nostro obiettivo ora è dimostrare che esistono
infiniti b ∈ M per i quali p(b, y) non ha radici in M.
Dimostriamo innanzitutto che i fattori con radici in M(x) sono trascura-
bili. Se così fosse per un polinomio pj(x, y), essendo M(x) normale su M(x)
avremmo la fattorizzazione pj(x, y) = ∏k(y− gk(x)). Per ogni b ∈ M tale che
gk(b) ∈ M abbiamo gσk (b) = gk(b) per ogni σ ∈ Gal(M(x)/M(x)), per tanto
se tali b fossero infiniti avremmo gβk = gk e quindi gk ∈ M(x), contro l’ipotesi
di irriducibilità. Quindi i fattori pj con una radice in M(x) hanno polinomi
senza radici in M per quasi tutte le specializzazioni, per cui li trascuriamo dal
prodotto p(x, y).
Sia ora M = N(θ). Immaginando M immerso in una chiusura algebrica
di k costruiamo l’estensione finita l di k aggiungendo i coefficienti di p(x, y)
e θ e facendo la chiusura normale. Chiamiamo k˜ := N ∩ l e, dato che θ /∈ k˜,
fissiamo un θ˜ ∈ l coniugato non banale di θ su k˜. Consideriamo ora i polinomi
pi(y) := p(x1 + θx2, y) e p˜i(y) := p(x1 + θ˜x2, y) come polinomi a coefficienti in
l(x1, x2), dove x1, x2 sono algebricamente indipendenti su l.
Poniamo t = x1 + θx2, t˜ = x1 + θ˜x2. Abbiamo l(x1, x2) = l(t, t˜), e t è
trascendente su l(t˜). Il polinomio pi(y) = p(t, y) ∈ l[t, y] non ha radici in l(t)
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per quanto affermato in precedenza, pertanto tutti i suoi fattori irriducibili
hanno grado maggiore di 1.
Sia L˜ il campo di spezzamento di p˜i(y) su l(t˜). Dato che t è trascendente
su l(t˜), quindi anche su L˜, i fattori irriducibili di pi(y) restano irriducibili; L˜(t)
contiene però tutte le radici di p˜i(y) e l(x1, x2), pertanto contiene il campo
di spezzamento di p˜i su l(x1, x2). Quindi pi non ha radici nel campo di
spezzamento di p˜i.
Chiamiamo ora M˜ il composto di N e l; è normale su k in quanto compo-
sizione di due estensioni normali. Fissiamo ora pib1b2(y) := pi(b1 + b2θ, y) e
p˜ib1b2(y) := p˜i(b1 + b2θ˜, y). Prendiamo l’intersezione del campo di spezzamen-
to di pib1b2 con M˜, e chiamiamolo S; esso sarà generato dalle radici di pib1b2
contenute in M˜. S∩N è un’estensione normale di k˜, poiché ogni automorfismo
di N/k˜ si estende ad un automorfismo di M˜/k˜ che lascia fisso l per costruzione
di k˜ e pertanto lascia S invariato. Di conseguenza S = (S ∩ N)l è normale su
k˜, quindi esiste un suo automorfismo che lascia invariato k˜ e che manda θ in
θ˜ (per costruzione di θ). Applicatolo alle radice di pib1b2 le manda in radici di
p˜ib1b2 , quindi il campo di spezzamento di pib1b2 su l è contenuto nel campo di
spezzamento di p˜ib1b2 .
Applichiamo infine il lemma 1.13 ai polinomi pi e p˜i; esistono infiniti b1, b2
in k per i quali pib1b2 non ha radici nel campo di spezzamento di p˜ib1b2 . Questo
implica allora che pib1b2 non ha radici in M˜, ovvero nemmeno in M. Dato che
b1 + θb2 sono tutti distinti, poiché θ /∈ k, otteniamo infiniti valori b ∈ k(θ) per
cui p(x, y) non ha radici. Quindi M è hilbertiano, e i valori b hanno la proprietà
richiesta.
Dal teorema appena enunciato possiamo dedurre il seguente teorema.
Teorema 1.15. Sia k hilbertiano. Se un gruppo G occorre regolarmente su k, allora per
ogni m ≥ 1 esiste un’estensione di Galois di k(x1, . . . , xm) regolare su k con gruppo
isomorfo a G.
Dimostrazione. Data una realizzazione K/k(x1, . . . , xn), è semplice aumentare
il numero di variabili aggiungendone di nuove algebricamente indipendenti
dalle precedenti. La regolarità è evidentemente conservata come pure il gruppo
di Galois. Sia f (y) il polinomio minimo di un generatore dell’estensione, e
supponiamo per semplicità che sia monico e a coefficienti in k[x1, . . . , xn].
Per diminuire il numero di variabili prendiamo il campo κ = k(x21, . . . , xn−1),
N = k(x21, . . . , xn−1) e M = k(x1, . . . , xn−1). Vale M = N(x1). Applicando il
teorema 1.14 abbiamo che M è hilbertiano, e i valori b possono essere scelti in
k(x1).
Per ipotesi di regolarità f (y) è irriducibile anche su M(xn) (proposizione
1.11). Allora esistono infiniti b ∈ k(x1) che rendono la sua specializzazione
f (x1, . . . , xn−1, b, y) irriducibile su M e a coefficienti in k(x1, . . . , xn−1). L’esten-
sione da esso generata su k(x1, . . . , xm−1) è quindi regolare e il suo gruppo di
Galois è ancora G per la proposizione 1.2.
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1.2 Teorema di Irriducibilità di Hilbert
Affrontiamo ora una dimostrazione analitica del fatto che Q e Qab siano
hilbertiani; lo saranno di conseguenza, per la proposizione 1.3, tutti i campi di
numeri. Partiamo da un classico risultato di analisi, il teorema della funzione
implicita in versione analitica.
Proposizione 1.16. Sia p(z, x) un polinomio in x di grado n a coefficienti olomorfi
in z. Se in un punto z0 il polinomio è separabile, allora esiste un intorno V di z0 nel
quale esistono n funzioni ψ1, . . . ,ψn tali che p(z,ψi(z)) = 0 identicamente su V.
Dimostrazione. Sia xi una radice di p(z0, x) e ε un valore tale per cui non ci siano
radici nemmeno per |x− xi| ≤ ε. Allora, per continuità, possiamo scegliere
δ in modo che per |z− z0| < δ non ci siano zeri per |x− xi| = ε. Usiamo ora









Per la scelta di δ la dipendenza da z è olomorfa, quindi n(z) è costantemente 1









che per il teorema del residuo sarà proprio lo zero del polinomio. Di nuo-
vo la dipendenza è olomorfa, quindi φi è una funzione olomorfa tale che
p(z, φi(z)) = 0 e φi(z0) = xi.
Il nostro scopo sarà ora controllare il comportamento delle funzioni ψi per
dedurre che Q è hilbertiano. Fissiamo innanzitutto un teorema del valor medio
generalizzato.
Lemma 1.17. Siano s0 < s1 < . . . < sm numeri reali con m ≥ 1. Sia φ(s) una
funzione a valori reali definita nell’intervallo [s0, sm] e con derivate continue fino
all’ordine m. Sia Vm il determinante di Vandermonde:
Vm =
∣∣∣∣∣∣∣






1 sm s2m · · · smm
∣∣∣∣∣∣∣ =∏i>j(si − sj)














1 sm s2m · · · sm−1m φ(sm)
∣∣∣∣∣∣∣ .
Dimostrazione. Definiamo la funzione F(s):
F(s) =
∣∣∣∣∣∣∣







1 s s2 · · · sm−1 φ(s)
∣∣∣∣∣∣∣ .
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Chiamiamo c il valore
c =
F(sm)
(sm − s0) · · · (sm − sm−1)
e G(s) la funzione
G(s) = F(s)− c(s− s0) · · · (s− sm−1).
La funzione G(s) si annulla in tutti i punti si, pertanto applicando ripetuta-
mente il teorema del valor medio si ha G(m)(σ) = 0 per qualche σ compreso
fra s0 e sm. Esplicitando la derivata di G(s):
G(m)(σ) = F(m)(σ)−m!c = 0.




















Diamo anche la seguente definizione:
Definizione 1.18. Un insieme M ⊂N si dice sparso se esiste un numero reale
α con 0 < α < 1 per cui si abbia
|M ∩ {1, . . . , n}| ≤ nα
per quasi tutti gli n ∈N.
Osservazione 1.19. L’unione finita di insiemi sparsi è sparsa e gli insiemi finiti
sono sparsi.
Usiamo ora il lemma appena dimostrato per ricavare il seguente teorema:
Teorema 1.20. Sia ϕ(t) una funzione meromorfa in un intorno di 0. Sia B(ϕ)
l’insieme dei b ∈ N per i quali ϕ(1/b) sia definito e intero. Allora B(ϕ) è un insieme
sparso a meno che ϕ non sia della forma p(t)/tk con p(t) ∈ C[t].
Dimostrazione. Supponiamo che ϕ non sia della forma p(t)/tk e che B(ϕ) non
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I suoi coefficienti non sono quasi tutti nulli, e sono tutti reali, poiché ϕ(t) = ϕ(t)
su 1/B(ϕ), che è un insieme che si addensa sull’origine.





Prendiamo ora una successione s0, . . . , sm crescente di interi per i quali φ(si) ∈






abbia sole potenze negative e poniamo µ in modo che sia dµ 6= 0. Allora
sµφ(m)(s) tende a dµ per s che va a infinito; pertanto esiste un S > 0 tale per
cui 0 < |sµφ(m)(s)| < |2dµ| per s ≥ S.
Supponiamo ora che sia s0 > S. Prendiamo σ come nel lemma 1.17; poiché
tutti i valori nella matrice sono interi, Vmφ
(m)(σ)
m! è intero non nullo di modulo
maggiore di 1. Ricaviamo quindi
(sm − s0)(m+1)(m+2)/2 ≥ Vm ≥ 1|φ(m)(σ)| ≥
1
|2dµ|σ
µ ≥ 1|2dµ| s
µ
0 .
Prendendo λ = 2µ/(m + 1)(m + 2) otteniamo che
sm − s0 ≥ sλ0 .
L’insieme B(ϕ) può ora essere scritto come unione di un insieme finito di
interi minori di Sm e di m insiemi infiniti sui quali vale b− a ≥ aλ tra due
elementi successivi. Sia B uno di questi insiemi con tale proprietà.
Sia n un intero qualsiasi, e sia n′ il numero di b ∈ B per cui √n < b ≤ n.
Ogni b fra questi soddisfa la diseguaglianza b − √n ≥ √nλ, quindi vale
(n′ − 1) ≤ n1−λ/2. Ricaviamo quindi:
|B ∩ {1, . . . , n}| ≤ √n + n′ ≤ √n + n1−λ/2 + 1
che implica evidentemente che B è sparso. Di conseguenza anche B(φ) è sparso.
Applichiamo ora il teorema appena dimostrato alle radici di un polinomio
irriducibile a coefficienti in Q.
Lemma 1.21. Sia p(x, y) ∈ Q[x, y] irriducibile su Q(x) e di grado n > 1 in y.
Allora per quasi tutti gli x0 ∈ Z valgono le seguenti:
(a) Esiste un ε > 0 e n funzioni olomorfe ψ1(t), . . . ,ψn(t) definite per |t| < ε tali che
siano le radici di p(x0 + t, y) ∈ Q[y].
(b) Se una ψi(t) è una funzione razionale di t, esistono solo un numero finito di q ∈ Q
per cui ψi(q) ∈ Q.
(c) Sia B(p, x0) l’insieme dei b ∈ N per i quali p(x0 + 1/b, c) = 0 per qualche
c ∈ Q. Allora B(p, x0) è sparso.
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Dimostrazione. (a) Il polinomio p(x, y) è irriducibile su Q(x), pertanto è separa-
bile e il suo discriminante D(x) è non nullo. Esistono allora soltanto un numero
finito di b per i quali p(b, y) non è separabile; escludendo questi possiamo
allora applicare la proposizione 1.16 e ottenere le funzioni ψi(t) desiderate.
(b) Supponiamo ora che ψ := ψi sia una funzione razionale di t. Allora
la funzione p(x0 + t,ψ(t)) è identicamente nulla come funzione razionale in
t, ovvero p(x0 + x,ψ(x)) è nullo in C(x). L’elemento ψ(x) è quindi algebrico
su Q(x), ma dato che C(x) ∩Q(x) = Q(x) otteniamo che i coefficienti di ψ(t)
sono algebrici su Q. Per ogni automorfismo σ di Q/Q, ψσ(q) = ψ(q) quando
q ∈ Q e ψ(q) ∈ Q. Se l’insieme dei q possibili è infinito allora vale sempre
ψσ = ψ, quindi ψ(x) ∈ Q(x) è uno zero di p(x, y) su Q(x). Dato però che p ha
grado maggiore di 1 in y ed è irriducibile questo è assurdo.































con coefficienti interi. Ponendo z = p′n(x)y e moltiplicando tutto per p′n(x)n−1
otteniamo un polinomio p′(x, z) monico in z a coefficienti interi:








Ora se p(x0 + 1/b, c) = 0 per c ∈ Q e b ∈ Z abbiamo p′(b, p′n(b)c) = 0;
questo implica che p′n(b)c è intero su Z, quindi intero in quanto razionale.
Inoltre per qualche i, e se b è sufficientemente grande, vale c = ψi(1/b).
Definiamo allora φi(t) = p′n(t−1)ψi(t). Allora b ∈ B(p, x0) e 1/b < ε
implicano che φi(1/b) ∈ Z per qualche i. Di conseguenza escludendo un
numero finito di elementi B(p, x0) è contenuto negli B(φi). Quando φi è una
funzione razionale, il punto (b) ci garantisce che B(φi) è finito; altrimenti
applichiamo il teorema 1.20 e otteniamo che B(φi) è sparso. Quindi B(p, x0) è
sparso per quasi tutti gli x0 ∈ Z.
Teorema 1.22 (Irriducibilità di Hilbert). Q è hilbertiano.
Dimostrazione. Per la proposizione 1.5 ci basta verificare che per qualunque
famiglia di polinomi pi(x, y) ∈ Q[x, y] irriducibili su Q(x) e di grado maggiore
di 1, esistono infiniti b per i quali le specializzazioni non hanno radice in Q.
Siano allora pi(x, y) polinomi del tipo richiesto. Esisterà certamente un x0
per i quali si applica il lemma 1.21 simultaneamente su tutti i polinomi. Sia
C l’insieme dei b ∈N tali per cui nessun polinomio pi(x0 + 1/b, y) ha radice
in Q. Il suo complementare è l’unione dei B(pj, x0), pertanto è sparso e C è
infinito.
Teorema 1.23. Qab è hilbertiano.
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Dimostrazione. Qab può essere scritto come estensione di N := Qab ∩R sem-
plicemente come N[ı]. N è un’estensione normale di Q poiché Gal(Qab/Q) è
abeliano, quindi qualunque sottogruppo, e pertanto qualunque sottoestensione,
è normale. Possiamo allora applicare il 1.14 e dedurre che Qab è hilbertiano.
1.3 Teorema di Esistenza di Riemann
Daremo per scontato il risultato seguente:
Teorema 1.24. Sia X una superficie di Riemann compatta e P ∈ X . Allora esiste
una funzione meromorfa su X che ha un polo in P e olomorfa su X \ {P}.
Per una dimostrazione compatta si veda [9, Cor. 6.23] oppure, per una
trattazione più generale all’interno della teoria delle superfici di Riemann, [2,
Th. 14.12].
Da questo teorema è assai semplice ricavare il teorema di esistenza di
Riemann.
Teorema 1.25 (Esistenza di Riemann). Sia X una superficie di Riemann compatta,
{P1, . . . ,Pn} un insieme di punti distinti e {c1, . . . , cn} un insieme di valori in C.
Esiste una funzione meromorfa f : X → C tale che:
f (Pi) = ci ∀1 ≤ i ≤ n.
Dimostrazione. Siano fi : X → C ognuna con polo solamente in Pi come da
teorema 1.24. Possiamo allora definire le seguenti funzioni:
gij :=
fi − fi(Pj)
fi − fi(Pj) + dij
per i 6= j, con dij costanti non nulle tali che il denominatore non si annulli su
nessun punto tra i Pk. Allora gij(Pi) = 1, gij(Pj) = 0 e gij(Pk) 6= ∞ per ogni







per ottenere la funzione richiesta.
Grazie a questo risultato possiamo stabilire una corrispondenza biunivoca
tra estensioni di campo di C(t) e rivestimenti ramificati di P1(C). Con questa
corrispondenza potremo studiare la struttura dei gruppi di Galois su C(t) con
mezzi topologici; studiamo allora le proprietà dei rivestimenti ramificati.
Stabiliamo prima la notazione.
Definizione 1.26. Sia X una superficie di Riemann e pi : Y → X un suo
rivestimento ramificato. Chiameremo:
• M(X ) il campo delle funzioni meromorfe su X .
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• pi∗ la mappaM(X )→M(Y) che manda f → f ◦ pi.
• Deck(pi) il gruppo di automorfismi del rivestimento pi, ovvero gli auto-
morfismi g : Y → Y per i quali pi = pi ◦ g.
• D il disco unitario {z ∈ C | |z| < 1}.
• D∗ il disco unitario privato dell’origine D \ {0}.
Lemma 1.27. Un rivestimento non ramificato pi : Y → X di una superficie di
Riemann induce su Y una struttura di superficie di Riemann; con tale struttura gli
omomorfismi di rivestimenti diventano olomorfismi.
Tale struttura è l’unica che rende pi un olomorfismo.
Dimostrazione. Sia (Uα, zα) un atlante di X tale per cui pi−1(Uα) è unione
disgiunta di aperti Vα omeomorfi a Uα. Ci basta verificare che (Vα, zα ◦ pi)
è un atlante di Y . Le mappe zα ◦ pi sono evidentemente omeomorfismi da
Vα nel disco unitario pi(Uα) = D; dati Vα e Vα′ a intersezione non vuota,
(zα′ ◦ pi) ◦ (zα ◦ pi)−1 = zα′ ◦ pi ◦ pi−1 ◦ z−1α = zα′ ◦ z−1α è una mappa analitica
(considerando le opportune restrizioni). Tale atlante definisce univocamente
la struttura di superficie di Riemann su Y , pertanto è l’unica che rende pi un
olomorfismo.
Siano ora pi e pi′ due rivestimenti da due superifici Y e Z su X , tali per
cui esista una funzione continua φ : Y → Z per il quale pi = pi′ ◦ φ. Allora
localmente vale φ = pi′−1 ◦ pi (scelta un opportuna inversa locale di pi′), quindi
φ è un biolomorfismo locale, quindi è un olomorfismo.
Quest’ultima affermazione vale anche per i rivestimenti ramificati a patto
di classificarne il comportamento locale.
Proposizione 1.28. Sia pi : X → D∗ un rivestimento di grado n del disco unitario
senza centro D∗ := {z ∈ C | 0 < |z| < 1}. Allora esiste un omeomorfismo
φ : X → D∗ tale che pi = (φ)n.
Dimostrazione. Il rivestimento dato dalla mappa exp : H → D∗, dove H =
{z ∈ C | <(z) < 0}, è un rivestimento universale poiché H è semplicemente
connesso; esiste pertanto una mappa continua ψ : H→ X tale che pi ◦ ψ = exp.
Il sottogruppo di Deck(exp) ∼= Z associato a ψ è quindi nZ; il suo generatore
agisce su H come traslazione z 7→ z + 2piın. Ora la mappa g(z) := exp(z/n) è
un rivestimento di D∗ che ha come sottogruppo associato lo stesso nZ, quindi è
omeomorfo tramite una φ a X in modo che g = φ ◦ ψ. Evidentemente abbiamo
(g)n = exp.
Basta ora verificare (φ ◦ ψ)n = (g)n = exp = pi ◦ ψ. Essendo ψ surgettiva
abbiamo la relazione desiderata.
Proposizione 1.29. Sia X una superficie di Riemann e S un suo sottoinsieme discreto
di punti; poniamo X ′ := X \ S . Se pi′ : Y ′ → X ′ è un rivestimento proprio non
ramificato esiste una superficie Y , un rivestimento ramificato pi : Y → Y e un
biolomorfismo φ : Y ′ → Y \ pi−1(S) tale per cui pi ◦ φ = pi′. Inoltre Deck(pi) ∼=
Deck(pi′).
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Dimostrazione. Sia P ∈ S e prendiamo una carta centrata in P , ovvero un
aperto UP 3 P e una mappa zP : UP → D per la quale zP (P) = 0, tale per cui
pi′ è un omeomorfismo con le componenti connesse della sua controimmagine.
In questo modo zP ◦ pi′ diventa un rivestimento da ogni sua componente
connessa nel disco senza centro D∗; essendo la mappa propria, il suo grado è
finito ed esiste un omeomorfismo φ : pi′−1(UP )→ D∗ per il quale pi′ = (φ)n.
Per il lemma 1.27 tale omeomorfismo è un biolomorfismo.
Di nuovo, per proprietà della mappa pi′, esistono solo un numero finito di
componenti connesse ViP in pi
′−1(UP ); associamo ad ognuna di esse un nuovo
punto P i ed estendiamo la topologia con gli aperti della forma pi′−1(A)∪ {P i}
al variare di A aperto contenente P in X . La topologia indotta resta di
Hausdorff, ed estendendo le mappe φ ponendo φ(P i) = 0 si verifica facilmente
che la struttura di superficie di Riemann indotta da pi′ su Y ′ si estende su
Y := Y ∪ {P i}. Poniamo infine pi|Y ′ = pi′ e pi(P i) = P e otteniamo il
rivestimento richiesto.
Deck(pi) si mappa su Deck(pi′) tramite restrizione. Se supponiamo che un
automorfismo lasci fisso Y ′, anche i punti P i resteranno fissi; per verificarlo
basta prendere un suo intorno aperto connesso V omeomorfo alla sua imma-
gine tramite pi e notare che l’automorfismo può solo lasciare V \ {P i} fisso
o mandarlo in un altro aperto da lui disgiunto. Di conseguenza P non può
essere mandato in un’altra componente connessa e resta fisso.
La mappa è anche surgettiva, poiché si estende naturalmente considerando
l’azione appena indicata di Deck(pi′) sui suoi intorni aperti.
Il teorema appena visto ha un interessante inverso:
Proposizione 1.30. Sia f : Y → X una mappa olomorfa non costante fra superficie
di Riemann. Esistono due atlanti di X e Y tali per cui la mappa f , localmente, è
rappresentata da z 7→ zk con k ∈ Z.
Dimostrazione. Sia (U, z) un atlante di X e (V, s) un atlante di Y . A meno di
raffinare l’atlante di Y , supponiamo che per ogni V si abbia f (V) ⊂ U per
qualche U. Supponiamo inoltre, a meno di aumentare il numero di carte, che
ogni punto α ∈ Y abbia una carta nel quale s(α) = 0; lo stesso si supponga per
X .
La mappa φ := z ◦ f ◦ s−1 è una mappa analitica del disco D in sé non
costante con φ(0) = 0. Possiamo allora scrivere φ(y) = ykg(y), con g(0) 6= 0.
Esiste quindi un disco D′ sufficientemente piccolo nel quale si possa scrivere
g(y) = h(y)k, con h olomorfa. La mappa ψ := yh(y) è localmente inveribile
nell’origine; sia s′ := ψ ◦ s. Vale quindi:
z ◦ f ◦ s′−1 = z ◦ f ◦ s−1 ◦ ψ−1 = φ ◦ ψ−1 = (ψ−1 ◦ ψ)k = zk.
Restringendo opportunamente i domini U e V e riscalando le due mappe in
modo che vadano sull’intero disco unitario otteniamo due carte nelle quali f è
rappresentata da z 7→ zk.
Definizione 1.31. Chiamiamo indice di ramificazione di f in P ∈ Y l’esponente
k della proposizione 1.30.
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Proposizione 1.32. Sia f : Y → X una funzione olomorfa non costante tra superfici
di Riemann compatte. Allora f è un rivestimento ramificato.
Dimostrazione. Localmente l’azione di f è della forma z 7→ zk. Dalla dimostra-
zione della proposizione 1.30 deduciamo che i punti per i quali si ha k > 1
sono gli zeri della derivata di f vista localmente; pertanto accadrà solo su un
insieme finito discreto A di punti. Per tutti i punti di Y ′ := Y \ A abbiamo
quindi che f è aperta e localmente invertibile, quindi un omeomorfismo locale.
È anche una mappa propria, in quanto fra compatti, quindi è un rivestimento.
Riaggiungendo i punti A otteniamo un rivestimento ramificato.
Definizione 1.33. Sia pi : Y → X un rivestimento ramificato finito di superfici
di Riemann. Per ogni aperto U sufficientemente piccolo in X prendiamo le
componenti Vi e le mappe τi inverse locali di pi. Data una funzione f ∈ M(Y)





(x− fi) = xn + c1xn−1 + . . . + cn. (1.3.1)
I coefficienti ci sono detti funzioni simmetriche di f rispetto a pi.
Osservazione 1.34. Le funzioni simmetriche sono ben definite su tutto X e
sono meromorfe.
Teorema 1.35. Sia pi : Y → X un rivestimento ramificato finito di superfici di
Riemann compatte. Allora il campo M(Y) su Y è algebrico su M(X ) attraverso
l’immersione pi∗ e vale la relazione:
Deck(pi) ∼= Aut(M(Y)/M(X ))
Il grado dell’estensione di campi è uguale al grado del rivestimento, e l’uno è normale
solo quando l’altro è normale.
Dimostrazione. Sia p(x) un polinomio come nell’equazione (1.3.1). Dato che
localmente vale pi∗ fi = f si deduce che che f è localmente radice del polinomio
p∗(x) con coefficienti c∗i := pi
∗(ci), quindi è algebrico di grado al più n su
pi∗(M(X )).
Per estendere il teorema al caso ramificato basta applicarlo al rivestimento
pi′ : Y ′ → X ′ ricavato dal precedente eliminando i soli punti di ramificazione;
basta poi notare che una funzione f ∈ M(Y ′) si estende su Y solo quando i
coefficienti ci del suo polinomio si estendono su X . Infatti se f si estende, i
coefficienti si estendono banalmente anch’essi; mentre quando i coefficienti si
estendono su un punto P localmente su Y f verifica un polinomio a coefficienti
limitati, pertanto è limitata anch’essa e si può estendere.
Il grado dell’estensione di campi è quindi al più n; prendiamo ora con il
teorema di esistenza di Riemann una funzione f0 che sulla fibra di un punto
non ramificato assuma valori tutti distinti. Se soddisfacesse un polinomio di
grado m < n non potrebbe assumere più di m valori possibili, poiché ciascuna
delle fi soddisferebbe un polinomio fissato di grado m. Pertanto l’estensione è
di grado n.
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Ora α ∈ Deck(Y/X ) agisce evidentemente come automorfismo di campi
mappando f 7→ f ◦ α. Il suo campo fisso contiene evidentemente M(X ).
L’azione di un automorfismo non banale però permuta sempre almeno due
punti della fibra di un punto non ramificato, per cui l’azione su f0 non è banale
e Deck(M(Y)/M(X )) si immerge iniettivamene in Aut(M(Y)/M(X )).
Verifichiamo ora che l’immersione è anche surgettiva. Il polinomio mini-
mo di f0 è separabile, pertanto il suo discriminante sarà una funzione su Y
meromorfa non nulla; i punti dove esso si annulla saranno quindi un insieme
discreto. Considerando quindi la superficie Y ′ ottenuta eliminando tali punti
(che saranno un’unione finita di fibre) abbiamo che f0 assume solo valori
distinti sulle fibre e definisce pertanto una permutazione di tali punti ogni
qualvolta che si applichi un automorfismo del campo. L’azione su f0 è però
della forma f0 7→ a0 + a1 f0 + · · · + an−1 f n−10 , per cui prendendo un aperto
sufficientemente piccolo in pi(Y ′) l’azione sulle controimmagini permuterà
le componenti connesse. Pertanto, essendo localmente un biolomorfismo ed
essendo una mappa bigettiva l’automorfismo di campo è implementato da un
automorfismo di rivestimento. L’automorfismo si estende ora in modo unico
per la proposizione 1.29.
L’affermazione sulla normalità è ora conseguenza del fatto che se f0 ha n
coniugati distinti, allora il suo valore in un punto della fibra deve variare su
tutti gli n possibili, quindi gli automorfismi di rivestimento associati agiscono
transitivamente sulla fibra. Viceversa, se l’azione di Deck(pi) sulle fibre è
transitiva allora f0 ha n coniugati distinti.
Vale anche il risultato inverso:
Teorema 1.36. Sia X una superficie di Riemann compatta e L una estensione algebrica
finita diM(X ). Allora esiste una superficie Y ed un rivestimento ramificato pi : Y →
X per cui si abbia
L/M(X ) ∼=M(Y)/M(X ).
Dimostrazione. Innanzitutto prendiamo p(x) il polinomio minimo di un ge-
neratore f0 dell’estensione. Essendo irriducibile, il suo discriminante è una
funzione meromorfa non nulla su X , quindi si annulla solo su un insieme
discreto A. Chiamiamo X ′ := X \ A.
Prendiamo una carta (U, z) con z : D → U omeomorfismo centrata in un
punto P ∈ X ′. Possiamo vedere localmente il polinomio p(x) come funzione a
due variabili p˜(w, x):
p˜(w, x) = xn + (c1 ◦ z−1)(w)xn−1 + . . . (cn ◦ z−1)
con w ∈ D; abbiamo la condizione che p˜(0, x) ha radici distinte. Allora,
per la proposizione 1.16, esistono n funzione φ′i tale che p˜(w, φ
′
i(w)) = 0
identicamente in un intorno di 0. Siano φi = φ′i ◦ z−1.
Sia ora Y ′ lo spazio delle coppie (P , A, φ), dove A è un intorno di P in
X ′ e φ una funzione olomorfa su A tale che p(φ) = 0. Abbiamo appena
visto che se A è sufficientemente piccolo esistono n di tali funzioni distinte.
Quozientiamo ora lo spazio per la relazione ∼, dove (P , A, φ) ∼ (P ′, A′, φ′)
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se P = P ′ e φ|A∩A′ = φ′|A∩A′ . Usiamo come base di aperti gli insiemi della
forma BU, f := {(P , A, φ)∼ | P ∈ U ∧U ⊂ A ∧ φ|U = f } al variare di U aperto
in X ′ e f funzione olomorfa su U. Tale spazio è evidentemente di Hausdorff.
Definiamo ora pi′ : Y ′ → X ′ come la mappa che manda (P , A, φ)∼ in P .
Per quanto visto ogni punto di X ′ ha un intorno U sul quale esistono funzioni
φ1, . . . , φn distinte che annullino p(x), con la proprietà aggiuntiva che i loro
valori siano distinti su tutto U; pertanto pi′−1(U) sarà l’unione disgiunta degli
BU,φi . Inoltre pi
′ è evidentemente un omeomorfismo con l’immagine su tali
aperti, quindi è un rivestimento.
Di conseguenza, per la proposizione 1.27, Y ′ è una superficie di Riemann
(a meno di verificarne la connessione). pi′ ha grado finito n, pertanto è una
mappa propria e per la proposizione 1.29 si può estendere a pi : Y → X , con
Y compatta.
Su Y ′ è definita una funzione f0 che soddisfa il polinomio p(x): basta
prendere f0((P , A, φ)∼) := φ(P). Tale funzione si estende naturalmente su Y ,
poiché i coefficienti del polinomio sono definiti in realtà su tutto X .
Per vedere la connessione di Y basta notare che se vi fossero più componenti
connesse, ognuna di queste fornirebbe un rivestimento di X di grado minore di
n; pertanto f0 avrebbe polinomio minimo di grado minore di n e il polinomio
p(x) sarebbe riducibile, contro l’ipotesi.
Teorema 1.37. L’associazione appena stabilita è biunivoca, nel senso che due rive-
stimenti pi,pi′ di grado finito di una superficie X sono omeomorfi se e soltanto se le
estensioni di campo delle funzioni meromorfe sono isomorfe.
Dimostrazione. Se due rivestimenti pi e pi′, da Y e Y ′, sono omeomorfi tramite
φ, la mappa f 7→ f ◦ φ è chiaramente un isomorfismo di campi φ∗ per il quale
pi′ ◦ φ∗ = pi.
Per il passo inverso è sufficiente verificare che un rivestimento di grado
finito è omeomorfo alla superficie costruita nel teorema 1.36. Sia pi : Y → X
un rivestimento di grado finito, f0 un generatore dell’estensione di campi e
p(x) il suo polinomio minimo. Siano X ′ e Y ′ le superfici private dei punti
che annullano il discriminante di p(x) e delle loro controimmagini per pi, che
saranno un insieme discreto e quindi finito; f0 assumerà valori distinti sulle
fibre. Definiamo la mappa φ : (P , A, φ)∼ 7→ P i, dove P i è il punto di Y ′ tale
per cui f0(P i) = φ(P). È chiaramente un omeomorfismo. Per la proposizione
1.29 esiste un solo modo per reintrodurre i punti che annullano il discriminante
di p(x) compatibilmente con le mappe di rivestimento, quindi l’omeomorfismo
si estende a tutta la superficie Y .
Con questo bagaglio di strumenti concludiamo quindi che i rivestimenti di
grado finito di P1(C), la retta complessa, sono in corrispondenza biunivoca
con le estensioni finite del suo campo di funzioni C(t) (a meno di isomorfi-
smo); rivestimenti normali vanno in estensioni normali. Inoltre, per il teorema
di esistenza di Riemann, su ogni superficie compatta esiste una funzione
meromorfa non costante; essa sarà quindi, per la proposizione 1.32, un rivesti-
mento di P1(C), quindi tutte le superfici compatte sono identificate a meno di
biolomorfismo con le estensioni finite di C(t).
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Per concludere l’identificazione stabiliamo anche la corrispondenza tra
punti P ∈ X e in posti P ∈ P(M(X )/C).
Teorema 1.38. Sia pi : X → P1(C) un rivestimento ramificato di grado finito.
Allora per ogni punto P ∈ X l’insieme delle funzioni che si annullano su P è un
posto P ∈ P(M(X )/C); viceversa, il luogo di zeri di un posto P è un punto P .
Inoltre ogni posto ha indice di ramificazione su P(C(t)/C) rispetto all’immersione
pi∗ uguale all’indice di ramificazione del punto associato rispetto a pi.
Dimostrazione. L’anello delle funzioni olomorfe in P è evidentemente un anello
di valutazione discreta (O,P), con P ideale delle funzioni che si annullano in
P . Ovviamente C∗ ⊂ O∗, pertanto P è un posto di P(M(X )/C).
Prendiamo ora P e sia P′ := P∩C(t). Quest’ultimo è un posto non banale
di C(t)/C, pertanto si annulla su un punto P ∈ P1(C). Un elemento f di P
avrà polinomio minimo con termine noto in P, quindi nullo in P , pertanto si
dovrà annullare su almeno un punto della fibra di P . Supponiamo che vi sia
un altro elemento g ∈ P che non si annulli in nessun punto della fibra di P
dove già si annulla f ; esiste allora una loro combinazione lineare α f + βg a
coefficienti in C∗ che non si annulli in nessun punto della fibra. Tale elemento
appartiene però a P, quindi per la stessa ragione di f e g deve annullarsi su
un punto della fibra. Quindi f e g hanno uno zero comune. Per concludere,
supponiamo che il luogo degli zeri di P contenga due punti distinti P1 e P2.
Per il teorema di esistenza di Riemann esiste una funzione h nulla su P1 e non
nulla su P2; allora h /∈ P, quindi h−1 ∈ OP. Per un esponente abbastanza
grande h−k f non ha zero in P1, ma deve appartenere a P, quindi P1 non
appartiene al suo luogo di zeri. Assurdo.
Per controllare gli indici di ramificazione ci basta considerare che localmente
pi in un punto di ramificazione P agisce come z 7→ ze, quindi se una f ∈ P1(C)
annulla con ordine in pi(P) allora pi∗( f ) si annulla con ordine e in P . Gli indici
di ramificazione pertanto coincidono.
Studiamo quindi i rivestimenti di grado finito di P1(C), con la condizione
aggiuntiva che il luogo di ramificazione sia interamente contenuto in un
insieme finito S di cardinalità s ∈ N, sapendo che vi corrisponderanno le
estensioni di C(t) ramificate solo su un insieme fissato S di posti. Il primo
passo, ovviamente, è calcolare il rivestimento universale della retta complessa.
Teorema 1.39 (Hurwitz). Sia S = {P1, . . . ,Ps} un insieme di punti di P1(C) e
P0 un punto base fuori da S . Allora si ha che:
pi1(P1(C) \ S;P0) ∼= 〈γ1, . . . ,γs|γ1 · · · γs = e〉.
Dimostrazione. Se s = 1 la nostra superficie è omeomorfa a C, che è contrattile,
pertanto con pi1 banale. Se s = 0 allora la retta complessa è unione di C e
P1(C) \ {0}; sono entrambi semplicemente connessi perché contrattili e la loro
intersezione è connessa, quindi per il teorema di Van Kampen è semplicemente
connessa.
Trascuriamo d’ora in poi la scelta del punto base; i gruppi fondamentali
sono comunque isomorfi. Se s > 1, a meno di inversione possiamo supporre
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che ∞ ∈ S . Calcoliamo prima pi1(C \ S). Con un opportuno omeomorfismo
spostiamo i punti di S ∩C sui punti {1, . . . , s− 1} (ad esempio scegliendo una
retta tale per cui le proiezioni dei punti di S su di essa siano tutte distinte,
poi deformando il piano lungo la retta perpendicolare e infine deformando
lungo la retta stessa per equidistanziare i punti; per finire una rototraslazione).
Dividiamo il piano in fasce F1 := {z | <(z) < 1}, Fi := {z | i− 1 < <(z) <
i + 1} per 1 < i < s − 1, Fs−1 := {z | <(z) > s − 2}. La loro unione è C,
mentre le loro intersezioni due a due sono semplicemente connesse. Il pi1 di
ognuna di esse è il gruppo fondamentale del piano senza l’origine, pertanto
ciclico infinito; per il teorema di Van Kampen applicato induttivamente a
F1 ∪ F2, F1 ∪ F2 ∪ F3, . . . otteniamo che il gruppo fondamentale del piano senza
s − 1 punti è il gruppo libero generato da s − 1 elementi che chiameremo
γ1, . . . ,γs−1. Prediamo ora un disco D centrato nell’origine di raggio s + 1 e il
complementare C di un disco chiuso centrato nell’origine di raggio s. Il gruppo
fondamentale di D è il gruppo appena descritto; il gruppo fondamentale di C è
ciclico infinito (invertendo z 7→ 1/z C diventa un disco privato del centro). Il pi1
di C ∩D è di nuovo Z, e il suo generatore identifica il cammino γ1 · · · γs−1 con
un generatore γ−1s di pi1(C). Pertanto, per Van Kampen, il gruppo risultante
per qualsiasi scelta del punto base sarà isomorfo al gruppo di s generatori con
la relazione γ1 · · · γs = e.
Il rivestimento universale di P1(C) \ S ha pertanto gruppo di automorfismi
isomorfo al gruppo indicato. Esso è però infinito, per cui la corrispondenza
con le estensioni di campi non si estende come nel teorema 1.35. Dobbiamo
quindi fare un passo aggiuntivo.
Teorema 1.40 (RET profinito). Sia S un insieme finito di posti di C(t) e S il
corrispondente insieme di punti di P1(C). Chiamiamo NS l’estensione massima di
C(t) in una chiusura algebrica C(t) che sia ramificata solo in S; allora vale per ogni
P0:
Gal(NS/C(t)) ∼= pˆi1(P1(C) \ S ;P0)
Dimostrazione. Chiamiamo pi il rivestimento universale di P1(C) \ S . Ad
ogni sottogruppo normale di indice finito N è associato un rivestimento
p˜i : Y → P1(C) \ S con gruppo di automorfismi isomorfo al quoziente per
N. Compattifichiamo con la proposizione 1.29 e applichiamo il teorema 1.35:
ad ogni sottogruppo normale N di indice finito in Deck(pi) corrisponde un’e-
stensione di Galois MN/C(t) con gruppo isomorfo al quoziente, ramificata
solamente in S. Viceversa per ogni estensione normale finita M esiste un
rivestimento ramificato in S al quale corrisponde un sottogruppo normale di
indice finito NM. Ci basta quindi esplicitare il completamento profinito:
pˆi1(P1(C) \ S ; P0) ∼= lim←−
N
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Chiamiamo d’ora in poi Γs il gruppo Gal(NS/C(t)). Possiamo raffinare il
teorema appena enunciato analizzando l’azione dei generatori γi sugli elementi
del campo:
Teorema 1.41. Sia S = {P1, . . . ,Ps} un insieme di posti di C(t) e siano γi i
rispettivi generatori di Γs costruiti secondo le indicazioni dei teoremi precedenti.
Esistono allora delle estensioni Pi dei posti in NS tali per cui:
∀1 ≤ i ≤ n 〈γi〉 = I(Pi/Pi).
Dimostrazione. Sia pi : U → P1(C) \ S un rivestimento universale secondo la
notazione del teorema precedente, P0 un punto base in P1(C) \ S e P0 un suo
sollevamento fissato in U ; prendiamo poi rivestimento finito p˜i : Y → P1(C)
con la proiezione δ : U → Y .
Un cammino ci rappresentante la classe di omotopia γi si solleva in modo
unico ad un cammino c˜i tale per cui c˜i(0) = v(P0) = P˜0. Possiamo, tra-
mite omotopia, trasformare il cammino ci in un cammino doppio da P0 a
Pi (rientrando nella compattificazione P1(C)), e il suo nuovo sollevamento
c˜i identificherà un punto P˜i della fibra pi−1(Pi). In questo modo possiamo
associare ad ognuno dei cammini un’azione di sul rivestimento definita da
di(P˜0) = c˜i(1) con la proprietà che di(P˜i) = Pi.
Sia ora P˜i il posto associato a P˜i. L’azione dei di sul campo di funzioni,
che chiameremo σi, lascia evidentemente invariato P˜i, pertanto appartiene al
suo gruppo di decomposizione; avendo Pi campo residuo C, esso è proprio
il gruppo di inerzia. Se invece prendiamo un automorfismo di campo che
lasci fisso P˜i, la trasformazione associata sul rivestimento lascia fisso P˜i; dovrà
allora essere una potenza di di.
Abbiamo quindi ottenuto che σi genera il gruppo d’inerzia I(P˜i/Pi), men-
tre il limite proiettivo dei σi nel gruppo Γs è proprio γi; prendendo quindi
Pi =
⋃
M⊂NS P˜i deduciamo la tesi.
1.4 Discesa a k
Il passo successivo che ci serve per poter proseguire la nostra ricerca di gruppi
su Q è trasferire i teoremi appena enunciati su campi algebricamente chiusi
più piccoli; il nostro obiettivo sarà in effetti parlare di Q. In generale al
teorema di Riemann si applica principio di Lefschetz, quindi i risultati della
sezione precedente hanno validità su tutti i campi algebricamente chiusi di
caratteristica zero. Ci accontenteremo però di una breve dimostrazione ristretta
ai soli sottocampi di C.
Diamo prima una definizione che ci sarà utile anche in seguito:
Definizione 1.42. Siano N/K un’estensione di campi e G un gruppo di suoi
automorfismi. Un sottocampo K′ ⊂ K si dice campo di definizione di N/K,
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oppure che N/K è definito su K′, se esiste una sottoestensione NK′ tale che:
NK′ ∩ K = K′, NK′K = N.
Se inoltre NK′ è invariante per l’azione di G, K′ si dice campo di definizione di
N/K con G, o che N/GK è definito su K′.
Stabiliamo inoltre un lemma anch’esso utile:
Lemma 1.43. Sia k un campo algebricamente chiuso e P un posto in P(k(t)/k). Se
z è un generatore di P, allora il completamento kP è isomorfo a k((z)) identificando k
e z.
Se N/k(t) è un’estensione finita e P˜ è un’estensione di P in N, allora NP˜ è
isomorfo a k((s)) con se = z, per z generatore di P e e := e(P˜|P).
Se inoltre N/k(t) è normale, l’azione il gruppo di inerzia è ciclico e l’azione di
un generatore sul completamento k((s)) è di fissare k e moltiplicare s per una radice
primitiva e-esima dell’unità.
Dimostrazione. z è della forma t − α oppure 1/t, quindi k(t) = k(z). Ci
basta verificare allora che gli elementi della forma 1/(z− β) con β ∈ k∗ sono
invertibili nel campo delle serie formali:
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Per la seconda affermazione notiamo che NP˜ contiene k(t)P, pertanto è
isomorfo ad un’estensione di k((z)). Nel completamento il posto P′ (completa-
mento di P) ha una sola estensione P˜′ (il completamento di P′), quindi vi è














ha soluzione: α0 può essere scelto tra le radici e-esime di α′0; per induzione,
αn va scelto in modo da soddisfare αiαe−10 = α
′
ie − f (α0, . . . , αi−1), ed esiste in
quanto α0 6= 0. Sostituendo quindi v′ con v := v′η−1 otteniamo ve = v′eη−e =
zη′η′−1 = z.
Dunque NP˜ è un’estensione non ramificata di k((v)). Ogni suo elemento si






con gli ηi elementi di ordine 0. Poiché il campo residuo del posto P˜ è un’e-
stensione di k, gli elementi di ordine 0 sono tutti della forma η = α+ vη′, con
αi ∈ k e η′ di ordine 0. Sostituendo in ordine i coefficienti di n con coefficienti
in k, partendo da η0, otteniamo che di fatto n è un elemento di k((v)), quindi
NP˜ = k((v)).
Il gruppo di inerzia di P˜ su P lascia invariati gli ordini rispetto a P˜ degli
elementi di N e lascia fisso il campo residuo k, pertanto la sua azione si estende
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in modo unico su NP˜ e manda v in ζv con ζ radice e-esima dell’unità. Per
confronto dei gradi il gruppo di inerzia si mappa suriettivamente sul gruppo
di Galois di NP˜/k(t)P, quindi un generatore agisce come moltiplicazione per
una radice primitiva.
Teorema 1.44. Sia k un sottocampo algebricamente chiuso di C e S = {P1, . . . ,Ps}
un insieme finito di posti di P(k(t)/k). Allora ogni estensione finita N/C(t) non
ramificata fuori da S è definita su k(t). Inoltre l’estensione Nk := Nk(t) è unica.
Dimostrazione. Sia N/C(t) un’estensione finita non ramificata fuori da S. Chia-
miamo ∆ il gruppo degli automorfismi di C/k estesi a C(t) fissando l’elemento
t. Supponiamo inoltre che N sia un’estensione normale; per ogni altra estensio-
ne N′ basterà prendere la chiusura normale, che evidentemente sarà ramificata
solo su S, e poi prendere il campo fisso del gruppo associato nella corrispon-
dente estensione di k(t). Ipotizziamo per semplicità che S non contenga il posto
infinito (basta fare un cambio di parametro t 7→ 1/(t− α) con (t− α) /∈ Pi).
Consideriamo l’azione di ∆ su N: poiché in ogni gruppo finitamente
generato ci sono un numero finito di sottogruppi normali di indice fissato, ci
possono essere solo un numero finito di possibili δ(N) al variare di δ ∈ ∆. Di
conseguenza lo stabilizzatore ∆N di N ha indice finito, quindi C(t)
∆N /k(t) è
un’estensione finita di costanti, ma essendo k algebricamente chiuso otteniamo
C∆N = k.
Scegliamo ora un posto Pa di k fuori da S associato ad un punto in a ∈ k,
P˜a una sua estensione in N e studiamo l’azione di ∆N sulle estensioni di Pa. Di
nuovo l’orbita è necessariamente finita, quindi come sopra ∆a (lo stabilizzatore
di P˜a in ∆N) ha indice finito in ∆N e C∆a = k.
Sia m0 ≥ 1 il minimo intero per il quale esista una funzione z con polo
unico in P˜a di ordine m0; esiste sicuramente per il teorema 1.24 e sfruttando
opportunamente la corrispondenza fra campi e superficie. Qualunque altra
funzione z′ con la stessa proprietà è della forma αz+ β, con α, β ∈ C: scrivendo
lo sviluppo in serie di Laurent in una carta, si vede che esiste uno scalare tale
per cui αz− z′ ha polo di ordine minore di m0 in P˜a; per minimalità di m0
z− αz′ non ha né zeri né poli ed è quindi costante.
Inoltre Pa spezza completamente in N, quindi i coniugati di z su C(t)
hanno poli tutti distinti fra di loro e ne consegue che N = C(t, z).
Passiamo al completamento Na := NP˜a . Sempre poiché Pa non ha rami-
ficazione, Na è isomorfo al campo delle serie formali C((t− a)). Qualunque




ai(t− a)i ai ∈ C.
Modifichiamo dunque z per avere a−m0 = 1 e a0 = 0 nel suo sviluppo. Fac-
ciamo ora agire ∆a: per costruzione lascerà invariato P˜a, quindi anche (t− a)
e la sua azione sarà determinata coefficiente per coefficiente. δ(z) è dunque
una funzione con polo in P˜a di ordine m0 e quindi della forma bz + c. Con-
frontando i coefficienti a−m0 e a0 otteniamo che in realtà δ(z) = z, ovvero z è
invariante per ∆a.
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In conclusione, il polinomio minimo di z su C(t) deve essere anche esso
invariante per ∆a, pertanto i suoi coefficienti giacciono in k(t). Di conseguenza
l’estensione k(t, z)/k(t) ha lo stesso grado di C(t, z)/C(t), quindi è linearmente
disgiunta da C(t). Pertanto soddisfa tutte le proprietà della definizione 1.42.
Supponiamo ora di avere due estensioni N1, N2 distinte finite su k(t) con
N1C = N2C = N. Allora il grado di N1N2/k(t) è strettamente maggiore del
grado di N1/k(t) = N/C(t); dato che N1 e N2 sono entrambe disgiunte da C(t)
questo implica che N1N2C/C(t) abbia anch’essa grado maggiore di N/C(t),
contraddicendo l’ipotesi.
Col teorema appena visto si stabilisce quindi una corrispondenza biunivoca
tra estensioni di C e di k ramificate solo in un insieme finito S definito su k, e
tale corrispondenza rispetta intersezioni e composizioni. È quindi immediato
trasferire i teoremi 1.40 e 1.41:
Teorema 1.45 (RET profinito su k). Sia S un insieme finito di posti di k(t) e S˜ il
corrispondente insieme di punti di P1(k). Chiamiamo NS l’estensione massima di k(t)
in una chiusura algebrica k(t) che sia ramificata solo in S; allora vale:
Gal(NS/k(t)) ∼= Γs.
Teorema 1.46. Sia S = {P1, . . . ,Ps} un insieme di posti di k(t) e siano γi i rispettivi
generatori di Γs. Esistono allora delle estensioni Pi dei posti in NS tali per cui:
∀1 ≤ i ≤ n 〈γi〉 = I(Pi/Pi).
Quest’ultimo risultato può essere anche raffinato in vista del lemma 1.43.
Teorema 1.47. Sia S = {P1, . . . ,Ps} un insieme di posti di k(t). I generatori
γi del teorema 1.46 possono essere scelti in modo che in ogni estensione normale
finita N/Q(t) ramificata in S la loro azione sui completamenti sia determinata dalla
moltiplicazione del parametro locale per ζe, dove e è l’indice di ramificazione.
Dimostrazione. Prendiamo un posto P sopra P := Pi e sia γ′ un generatore del
gruppo di inerzia I(P|P); sia anche z un parametro locale per P.
Fissiamo un’estensione normale N finita su Q(t); in essa γ′ è un generatore
del gruppo di inerzia, pertanto nel completamento agirà come moltiplicazione
per ζke con k ∈ (Z/eZ)∗. Sia k(N) la funzione che associa alle estensioni norma-
li il corrispondente esponente in (Z/eNZ)∗, dove eN è l’indice di ramificazione
di P ristretto a N. Verifichiamo ora che k(N) è ben definito e identifica un
elemento kˆ ∈ Zˆ∗.
Innanzitutto, se v e v′ sono due parametri locali per cui NP = Q((v)) =
Q((v′)), allora v′ = ζv per ζ radice dell’unità. L’azione di γi di conseguenza è
ζke con lo stesso k in entrambi i casi, per cui k(N) è ben definito.
Date due estensioni normali di grado finito N1/Q(t) e N2/Q(t) prendiamo
N3 := N1N2, che sarà normale e finita su Q(t). Siano P1, P2, P3 le rispettive
restrizioni di P. Allora i completamenti (N1)P1 e (N2)P2 saranno contenuti in
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(N3)P3 . Chiamando v1, v2, v3 i rispettivi parametri locali e e1, e2, e3 gli indici di
ramificazione abbiamo




poiché vale veii = z. Allora evidentemente k(N3) ≡ k(Ni) mod ei per i = 1, 2.
Inoltre esistono estensioni con tutti gli indici di ramificazione possibili
(basta prendere i polinomi xe = z). Quindi k(N) passa al limite profinito e
definisce un elemento kˆ ∈ Zˆ∗.





2.1 Il carattere ciclotomico
Chiamiamo d’ora in poi NS l’estensione algebrica massima di Q(t) ramificata
solo in S, con S insieme finito di posti di Q(t), e Γs il gruppo di Galois associato
in cui vi sia la corrispondenza esposta fra generatori e gruppi di inerzia
degli elementi di S. Sia inoltre ΓQ il gruppo di Galois assoluto di Q, ovvero
Gal(Q/Q). Identificheremo d’ora in poi liberamente ΓQ e Gal(Q(t)/Q(t)).
Teorema 2.1 (Teorema di spezzamento). Sia S un insieme di posti in P(Q(t)/Q)
invariante per l’azione di ΓQ. Allora NS è di Galois su Q(t) e vale la fattorizzazione
Gal(NS/Q(t)) ∼= Γs o ΓQ. (2.1.1)
I complementari di Γs possono essere scelti tra i gruppi di decomposizione di posti di
grado uno in P(Q(t)/Q) non ramificati in NS.
Dimostrazione. NS è certamente algebrica su Q; ogni sua immersione in una
chiusura algebrica NS permuta gli elementi di S, pertanto, in quanto estensione
massima ramificata in S, resta invariante e quindi è di Galois.
Ora sia P un posto di P(Q(t)/Q) di grado uno che si estenda ad un P
non ramificato in NS. Gli elementi Γs permutano fedelmente le estensioni di P,
poiché non ha ramificazione su Q(t) e quindi spezza completamente, pertanto
il suo gruppo di decomposizione su Q(t) ha intersezione banale con Γs; la sua
proiezione al quoziente per Γs, invece, è il gruppo di decomposizione da Q(t)
a Q(t), ma essendo P di grado 1 questo è tutto ΓQ.
Il gruppo di decomposizione di P è quindi un complementare di Γs e vale
la fattorizzazione cercata.
L’azione di ΓQ su Γs non è nota esplicitamente, ma alcune informazioni
sono ricavabili dall’azione sulle radici dell’unità. Diamo quindi la seguente
definizione:
Definizione 2.2. Si dice carattere ciclotomico la funzione
c : ΓQ → Zˆ∗, δ→ c(δ) = (cn(δ))n∈N
dove cn(δ) ∈ (Z/nZ)∗ è l’esponente tale per cui δ(ζn) = ζcn(δ)n .
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Proposizione 2.3. Il carattere ciclotomico è ben definito ed è un isomorfismo fra Γabs
e Zˆ∗.
Dimostrazione. Il carattere ciclotomico è evidentemente ben definito: se m | n
allora ζcm(δ)m = δ(ζm) = δ(ζn/mn ) = ζ
cn(δ)n/m
n . Quindi cm(δ) ≡m cn(δ).
Il campo fisso di ker(c) è l’estensione di Q generata dalle radici dell’unità;
per il teorema di Kronecker-Weber questa estensione contiene tutte le estensioni
abeliane, nonché è abeliana anche essa in quanto composizione di estensioni
abeliane disgiunte. Di conseguenza ΓQ/ ker(c) si mappa surgettivamente su
tutti i quozienti abeliani di ΓQ, ovvero è ΓabQ .
Se ci rimettiamo nelle ipotesi del teorema 2.1, ovvero che S sia invariante
per ΓQ, e chiamiamo iδ l’intero per cui si abbia δ(Pi) = Piδ per i posti di S,
possiamo ricavare l’azione di ΓQ sulle classi di coniugio dei generatori γi di Γs.
Teorema 2.4. Sia S un insieme di posti di Q(t) invariante per l’azione di ΓQ, ∆ un
complementare chiuso di Γs in Gal(NS/Q(t)) e siano γi i generatori di Γs associati ai
posti secondo le convenzioni stabilite.
Identificando ∆ con ΓQ otteniamo che per ogni δ ∈ ΓQ vale
[γδi ] = [γ
c(δ)
iδ ]
dove [γ] indica la classe di coniugio di γ in Γs.
Dimostrazione. Mettiamoci in una sottoestensione N normale su Q(t) e finita su
Q(t); sia P˜i un’estensione di Pi tale per cui la restrizione γ˜i generi il gruppo di
inerzia su Q(t). Il teorema 1.47 afferma allora che γ˜i agisce sul completamento
NP˜i = Q((vi)) moltiplicando il parametro locale vi per la radice dell’unità
ζe, con e indice di ramificazione. Fissiamo ora i parametri locali zi ∈ Pi in
modo che siano coniugati fra di loro per l’azione di ΓQ e stabiliamo per P˜i
un parametro locale vi nel completamento con vei = zi; chiamiamo γi le azioni
indotte dai γ˜i. Fissati P˜iδ := δ(P˜i), γ˜iδ un generatore del gruppo di inerzia
di P˜iδ e v
′
iδ un parametro locale del completamento rispetto a Piδ , qualsiasi
δ ∈ ΓQ si estende in modo unico ad una mappa
δˆ : NP˜i → NP˜iδ
zi 7→ δ(zi) = ziδ
α ∈ Q 7→ δ(α)
pertanto deve valere
vi ∈ Q 7→ ζviδ .
Calcoliamo infine
(δ ◦ γi)(vi) = δ(ζevi) = ζce(δ)e ζviδ = γce(δ)iδ (ζviδ) = (γ
ce(δ)
iδ ◦ δ)(vi).
Restringendo le mappe γi e δ a N otteniamo δ ◦ γ˜i = γ˜ce(δ)iδ ◦ δ, ossia γ˜δi = γ˜
ce(δ)
iδ .
Ricordando ora che i possibili γ˜i sono coniugati fra di loro tramite Γs,
pertanto anche tramite Gal(N/Q(t)), otteniamo




2.2 Campi di definizione 2. Rigidità
con [γ˜] classe di coniugio di γ˜ in Gal(N/Q(t)).
Per passare al completamento profinito osserviamo che ogni estensione nor-
male N/Q(t) ramificata solo in S ha chiusura normale su Q(t) di grado finito
su Q(t); infatti il polinomio che genera N ha un numero finito di coefficienti,
pertanto un numero finito di coniugati possibili su Q(t), e componendo tutte
le estensioni generate dai polinomi coniugati otteniamo un’estensione normale
su Q(t) di grado finito su Q(t). Possiamo quindi passare al limite e ottenere
l’equazione desiderata.
2.2 Campi di definizione
Dobbiamo ora cercare di trasferire le estensioni di Q(t) su campi più pic-
coli, possibilmente su Q(t). Cerchiamo dunque delle condizioni per cui un
sottocampo soddisfi la definizione 1.42.
Proposizione 2.5. Sia N/K un’estensione di Galois con gruppo G e K′ un suo campo
di definizione su cui K è di Galois. Allora anche N/K′ è di Galois e si ha
Gal(N/K′) ∼= Gal(N/K)oGal(K/K′).
Se K′ è anche campo di definizione con G il prodotto sopra indicato è diretto.
Dimostrazione. Sia N′ l’estensione di K′ disgiunta da K/K′ e per cui si abbia N′K
= N. Gli automorfismi di K/K′ si sollevano in modo unico a N/N′ e viceversa









Il gruppo di automorfismi generato da Gal(N/K) e
Gal(N/N′) ha campo fisso N′ ∩ K, ovvero K′ stesso, di conse-
guenza N/K′ è di Galois. Inoltre per corrispondenza di Galois
Gal(N/K) ∩Gal(N/N′) = {e}, ed essendo N/N′ normale il
sottogruppo associato è normale e otteniamo la fattorizzazione
indicata.
Se il campo K′ è anche di definizione per G abbiamo che
N′/K′ è normale, quindi Gal(N/N′) è normale e deve commutare con G. Il
prodotto è pertanto diretto.
Facciamo ora un’ipotesi che nei casi da noi studiati sarà sempre verificata,
ovvero che in K esista sempre un posto di grado 1.
Definizione 2.6. Un campo K si dice dischiuso se possiede un posto di grado
uno.
Teorema 2.7. Sia K/k(t) un’estensione algebrica con k algebricamente chiuso e N/K
un’estensione finita di Galois. Un sottocampo dischiuso K′ di K tale che kK′ = K è di
definizione per N/K se e solo se N/K′ è di Galois.
27







Dimostrazione. Un’implicazione ci è data dalla propo-
sizione 2.5. Supponiamo ora che N/K′ sia di Galois.
Chiamiamo k′ = K′ ∩ k, ∆ il gruppo Gal(K/K′) che sarà
isomorfo a per ipotesi a Gal(k/k′), P′ un posto di K′ di
grado uno e P˜, P delle sue estensioni compatibili a N e
K rispettivamente.
Sia L il campo di inerzia di P˜/P e D la restrizione
di P˜ in tale campo. Gli automorfismi che non lasciano
fisso K agiscono in modo non banale su k; ma quest’ul-
timo è isomorfo al campo residuo di P compatibilmente
con l’azione di Galois per l’ipotesi sul grado, quindi in
particolare gli automorfismi detti non appartengono al
gruppo di inerzia. Questo implica K ⊂ L.
L’estensione D/P′ non è ramificata; scegliamo quindi un elemento z ∈ K′
che sia parametro locale in P′ e il completamento LD sarà isomorfo a k((z))
e NP˜ isomorfo a k((y)), dove y
e(P˜/D) = z. Un qualsiasi automorfismo δ ∈ ∆
agisce su k((z)) coefficiente per coefficiente, pertanto possiamo estenderlo
in modo unico a δˆ su k((y)) in modo che fissi y. Definiamo ora il seguente
gruppo:
∆˜ = {δ˜ | δ˜ ≡ δˆ|N , δ ∈ ∆}.
Questo è un sottogruppo chiuso di Gal(N/K′) isomorfo a ∆ con la proprietà
aggiuntiva di essere complementare a Gal(N/K). Di conseguenza N′ = N∆˜
è un’estensione di K′ linearmente disgiunta da K e per cui si ha N′K = N,
quindi N/K è definito su K′.
L’estensione appena ottenuta non è di Galois, pertanto non è sufficiente a
darci una realizzazione del gruppo G su K′. Cerchiamo allora delle condizioni
per cui K′ è anche di definizione per G.
Proposizione 2.8. Sia N/K un’estensione finita di Galois gruppo di automorfismi G
e campo di definizione K′ sul quale N è normale. Allora K è anche di definizione per
N/GK se e solo se gli elementi di Inn(Gal(N/K′)) agiscono su G come Inn(G) e il
centro di G ha complementare chiuso nel centralizzatore CGal(N/K′)(G).
Dimostrazione. Chiamiamo Γ = Gal(N/K′). Se K′ è di definizione per N/GK
la fattorizzazione della proposizione 2.5 fornisce un complementare ∆ di G
in Γ; esso è anche un complementare per Z(G) in CΓ(G) = ∆× Z(G). Dato
che G è un fattore diretto, gli elementi di Inn(Γ) agiscono su G solo tramite la
componente in G, quindi come Inn(G).
Viceversa, prendiamo un qualsiasi γ ∈ Γ e chiamiamo g il corrispondente
elemento di G che ne esprime l’azione, ovvero γhγ−1 = ghg−1 per ogni h ∈ G.
Scrivendola come g−1γh = hg−1γ ricaviamo immediatamente γ ∈ g CΓ(G),
quindi G e CΓ(G) generano tutto il gruppo. Il complementare ∆ di Z(G) in
CΓ(G) è quindi complementare di G in Γ ed è contenuto nel suo centralizzatore,
pertanto Γ ∼= ∆×G. Il suo campo fisso è un’estensione normale di K′ invariante
per l’azione di G che quindi soddisfa la definizione 1.42.
Forniamo ora, dopo un lemma di teoria dei gruppi, una condizione suffi-
ciente per il verificarsi delle ipotesi appena richieste.
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Lemma 2.9. Sia G un gruppo, H un suo sottogruppo contenente Z(G) e Γ il prodotto
semidiretto Go H/Z(G) in cui si considera l’azione di coniugio. Se H possiede un
complementare per Z(G) allora
CΓ(G) ∼= H
e l’isomorfismo manda (g, e) 7→ g per tutti gli elementi g ∈ Z(G).
Dimostrazione. Calcoliamo il centralizzatore:
CΓ(G) = {(g, h) | (g, h) · (l, e) · (g, h)−1 = (l, e) ∀l ∈ G}
= {(g, h) | (g, h) · (l, e) · (h−1gh, h−1) = (l, e) ∀l ∈ G}
= {(g, h) | (ghlh−1, h) · (h−1g−1h, h−1) = (l, e) ∀l ∈ G}
= {(g, h) | (ghlh−1hh−1g−1hh−1, hh−1) ∀l ∈ G}
= {(g, h) | (ghlh−1g−1, e) = (l, e) ∀l ∈ G}
= {(g, h) | ghl = lgh ∀l ∈ G}
= {(g, h) | gh ∈ Z(G)}.
Sia M il complementare di Z(G) in H. Allora per ogni h ∈ H esiste un unico
hm ∈ M e un z ∈ Z(G) per cui h = hmz, pertanto hZ(G) = hmzZ(G) =
hmZ(G). Riscriviamo allora
CΓ(G) = {(g, hm) | ghm ∈ Z(G), hm ∈ M}.
e costruiamo la funzione:
φ : CΓ(G) −→ Z(G)× H′
(g, h) 7→ (ghm, hm)
che è un omomorfismo:
φ(g, h) · (g′, h′) = φ(ghmg′h−1m , hmh′m)
= φ(g′g, hmh′m) = (g′ghmh′m, hmh′m)
= (ghmg′h′m, hmh′m) = (ghm, hm) · (g′h′m, h′m)
= φ(g, h)φ(g′, h′).
Dato che esiste un unico hm per ogni classe h e che ghm = e implica g = hm = e,
poiché M ∩ Z(G) = {e}, φ è anche un isomorfismo. Quindi CΓ(G) ∼= Z(G)×
M ∼= H.
Per l’ultima affermazione basta osservare che φ(g, e) = (g, e), con g ∈ Z(G),
e che l’isomorfismo tra Z(G)×M e H manda proprio (Z(G), e) in Z(G).
Teorema 2.10. Sia N/K un’estensione di Galois con le stesse ipotesi del teorema 2.7.
Supponiamo anche che ogni elemento di Gal(N/K′) agisca come un automorfismo
interno su G e che esista un posto P′ di grado uno in K′ per cui il centro di G abbia un
complementare in NG(I(P˜/P)), dove P˜ è un’estensione di P′ a N e P la restrizione
a K. Allora K′ è anche campo di definizione di N/GK.
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Dimostrazione. Nella dimostrazione del teorema
2.7abbiamo costruito un gruppo ∆ all’interno del
gruppo di decomposizione D(P˜|P′). Chiamiamo
ora ∆∗ = ∆ ∩ CΓ(G), N∗ il suo campo fisso e K∗ la
rispettiva intersezione con K; tale sottogruppo è nor-
male in ∆ in quanto lo è CΓ(C), mentre commuta
con G, quindi è normale in Γ. Chiamiamo infine H il gruppo Gal(N∗/K′) e
osserviamo che è isomorfo a Go ∆/∆∗; per costruzione ∆ agisce su G come
Inn(G), quindi quozientando per gli elementi che commutano con G abbiamo
che H si immerge in Go Inn(G).
Ogni elemento di ∆ ha la proprietà di lasciare invariato, agendo su G, il
gruppo di decomposizione D(P˜|P) = I(P˜|P) (il campo k è algebricamente
chiuso, per cui non vi può essere inerzia). Di conseguenza i corrispondente
automorfismi in Inn(G) saranno rappresentati da elementi di NG(GI). Questa
proprietà si trasferisce ovviamente su Gal(N∗/N′) = ∆/∆∗. Se chiamiamo M
il sottogruppo di NG(GI) formato dagli elementi che nel coniugio agiscono
come elementi di ∆, vale Z(G) < M e ∆/∆∗ ∼= M/Z(G); inoltre il centro
possiede, per ipotesi, complementare in NG(GI) e quindi anche in M. Inoltre
M/Z(G) è un sottogruppo di Inn(G) = G/Z(G) corrispondente all’azione di
∆, pertanto isomorfo a ∆/∆∗.
Applicando il lemma precedente a G e M otteniamo che CGoM/Z(G)(G) è
isomorfo a M. M/Z(G) è però isomorfo a ∆/∆∗, quindi otteniamo M ∼= CH(G).
Dunque CH(G) possiede un complementare di Z(G), per cui si applica la
proposizione 2.8 all’estensione N∗/K′ e otteniamo un’estensione N′′/K′ di
Galois che soddisfi le proprietà che ci servono.
2.3 Rigidità debole
Ora che abbiamo preparato alcuni strumenti per cambiare campo base delle
estensioni di Q(t), tentiamo di classificare queste ultime sulla base di sole
proprietà algebriche del gruppo di Galois associato. Dallo studio di questa
classificazione ricaveremo poi i criteri detti di “rigidità”.
Teorema 2.11 (Classificazione di Hurwitz). Definiamo i seguenti oggetti:
ES(G) := {N | Q(t) ⊂ N ⊂ NS, Gal(N/Q(t)) ∼= G}
Σs(G) := {σ = (σ1, . . . , σs) | 〈σ〉 = G, σ1 · · · σs = e}
ψσ : Γs → G,
ψσ(γi) = σi




HS : Σs(G)/ Aut(G) → ES(G)
σAut(G) → Nσ
è una bigezione. Le componenti σi di σ forniscono i generatori dei gruppi di inerzia
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dei posti Pi tramite
ϕσ : G → Gal(Nσ/Q(t)), σi → ψ−1σ (σi) ker(σ).
Dimostrazione. Siano σ, τ ∈ Σs(G). Se Nσ = Nτ allora ker(σ) = ker(τ ) da cui
deduciamo che ϕσ e ϕτ inducono un isomorfismo tra Γ/ ker(σ) e G; da questo
discende che esiste un automorfismo α ∈ Aut(G) per il quale α ◦ ϕσ = ϕτ . In
particolare allora avremo che σα = τ .
Se viceversa esiste un automorfismo tale per cui σα = τ vale l’uguaglianza
ϕτ = α ◦ ϕσ , dalla quale deduciamo l’uguaglianza dei kernel e quindi dei
campi fissi associati. La mappa HS è pertanto iniettiva.
D’altra parte ad una qualsiasi estensione N ∈ ES(G) è associato un sot-
togruppo chiuso Ψ ≤ Γs per cui G ∼= Γs/Ψ; la proiezione canonica sceglie
un vettore σ = (γ1, . . . ,γs) di generatori in Σs(G) per cui si abbia Nσ = N.
Quindi HS è anche surgettiva.
L’affermazione sui gruppi di inerzia discende direttamente dal teorema
1.47.
Consideriamo ora la fattorizzazione (2.1.1); ogni δ˜ di un complementare Γ˜Q
di Γs isomorfo a ΓQ agisce su Hom(Γs, G) a destra:
Hom(Γs, G)× Γ˜Q → Hom(Γs, G)
(ψ, δ˜) → ψ.δ˜ con (ψ.δ˜)(γ) = ψ(δ˜γδ˜−1).
L’azione si trasferisce naturalmente su Σs(G):
(σ, δ˜)→ σ.δ˜ = σδ˜−1 con σδ˜ = ψσ(γδ˜). (2.3.2)
Accade ora che due sollevamenti di uno stesso δ ∈ ΓQ in due complementari
di Γs differiscano per un elemento di Γs, quindi l’azione su Σs(G) definisce
un’azione di ΓQ su Σs(G)/ Inn(G) e possiamo porre:
([σ], δ˜)→ [σ].δ˜ = [σ]δ−1 con [σ]δ = [σδ˜].
Proposizione 2.12. Siano δ ∈ ΓQ, [σ] ∈ Σs(G)/ Inn(G) e Ci le classi di coniugio




Dimostrazione. Basta effettuare il calcolo e applicare il teorema 2.4:
Cδi = [σ
δ˜
i ] = [ψσ(γi)
δ˜] = [ψσ(γ
c(δ)
iδ )] = [σ
c(δ)
iδ ] = C
c(δ)
iδ .
Nell’ipotesi in cui S sia un insieme fissato da ΓQ abbiamo che le classi di
coniugio vengono mappate simultaneamente nelle loro potenze: Cδi = C
c(δ)
i .
ΓQ agisce quindi come gruppo di permutazione sull’insieme
C∗ := {Cn | n ∈ (Z/|G|Z)∗}
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definito per i vettori C = (C1, . . . , Cs) ∈ Cl(G)s. L’azione è transitiva poiché il
carattere ciclotomico è surgettivo su Zˆ∗.
Definizione 2.13. Si chiama grado di irrazionalità d(C) la cardinalità di C∗.
Un vettore C con d(C) = 1 verrà detto razionale.
Chiamiamo ora ΓC lo stabilizzatore del vettore C per l’azione di ΓQ e
calcoliamone il campo fisso.
Proposizione 2.14. Sia C = (C1, . . . , Cs) ∈ Cl(G)s un vettore di classi di G. Il
campo fisso QC := Q
ΓC è abeliano di grado d(C) su Q.
Dimostrazione. L’azione di ΓQ è fattorizzata tramite il carattere ciclotomico,
pertanto il quoziente ΓQ/ΓC sarà isomorfo ad un quoziente di c(ΓQ) = Zˆ∗ che
è abeliano. Il suo grado è uguale all’indice di ΓC in Γ; ma essendo l’azione di
ΓQ transitiva su C∗ esso è uguale al numero di elementi nell’unica orbita, ossia
d(C).
Consideriamo ora invece lo stabilizzatore Γσ dell’azione di ΓQ sull’insieme
Σs(G)/ Inn(G).
Definizione 2.15. Definiamo l’insieme
Σ(C) := {σ ∈ Σs(G) | σi ∈ Ci}
e la quantità
l(C) := |Σ(C)/ Inn(G)|.
Un vettore C è detto rigido se l(C) = 1.
Teorema 2.16. Sia G un gruppo finito e σ ∈ Σ(C) un sistema di generatori. Se
l’insieme dei posti ramificati S di Nσ/Q(t) è fissato da ΓQ, il campo fisso kσ := Q
Γσ
contiene QC e vale la relazione
[kσ : QC] ≤ l(C).
Dimostrazione. Γσ è evidentemente un sottogruppo di ΓC; il suo indice sarà
al più il numero di elementi dell’insieme su cui agisce, quindi l(C). La tesi
discende allora dalla definizione di QC.
Ora è semplice dare un primo criterio di rigidità.
Proposizione 2.17. Nell’ipotesi che S sia fissato da ΓQ il campo Nσ è di Galois
su Kσ := kσ(t), e gli automorfismi di Nσ/Kσ agiscono su Gal(Nσ/Q(t)) come
automorfismi interni. Inoltre Kσ è il più piccolo campo che gode di questa proprietà.
Dimostrazione. Sia δ ∈ Gal(Q(t)/Kσ) e sia δ˜ una sua estensione a NS. Per
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Tutte le estensioni lasciano invariato Nσ , che quindi è di Galois su Kσ . Ora
sia τ ∈ G tale che σδ˜ = στ (esiste per definizione di Kσ) e applichiamolo al
sistema di generatori in Gal(Nσ/Q(t)):
ϕσ(σ)δ˜ = ψ−1σ (σ)δ˜ ker(σ) = ψ−1σ (σδ˜) ker(σ) = ϕσ(στ) = ϕσ(σ)ϕσ(τ).
δ˜ agisce allora come automorfismo interno su un sistema di generatori, quindi
su tutto G.
Viceversa se Nσ è di Galois su un campo K e i suoi automorfismi agiscono
come automorfismi interni su G abbiamo che [σδ˜] = [σ], pertanto il suo gruppo
di Galois è contenuto in Γσ e vale l’inclusione di campi richiesta.
Quest’ultima proposizione insieme al teorema 2.10 ci dà una prima discesa:
Teorema 2.18. Sia G un gruppo in cui il centro ha un complementare e σ un sistema
di s generatori di G. Allora il campo Kσ è un campo di definizione per Nσ/GQ(t).
Dimostrazione. Abbiamo appena visto che Nσ/Kσ è di Galois e gli automorfismi
agiscono come automorfismi interni su Gal(Nσ/Q(t)). Sia ora P un posto di
P1(Kσ/kσ) di grado uno non ramificato in Nσ/Kσ .
Il gruppo di inerzia su P è banale in quanto non vi è ramificazione, quindi
il suo normalizzatore è l’intero gruppo G che ha complementare per il centro.
Possiamo allora applicare il teorema 2.10 e dedurre che Kσ è un campo di
definizione per Nσ/GQ(t).
Ora è sufficiente applicare tutte le ultime conclusioni nel caso rigido e
otteniamo automaticamente il seguente criterio:
Teorema 2.19 (Criterio debole di rigidità). Sia G un gruppo finito in cui il centro
ha un complementare e C ∈ Cl(G)s un vettore rigido di classi di G. Allora per
qualsiasi scelta di s posti Pi di grado uno in QC(t) esiste un’estensione di Galois
N/QC(t) non ramificata fuori da S con
Gal(N/QC(t)) ∼= G
e per la quale i gruppi di inerzia sopra i Pi sono generati elementi σi nelle rispettive
classi Ci.
Se il vettore è anche razionale abbiamo QC = Q.
2.4 Rigidità forte
Il criterio può essere notevolmente migliorato se facciamo una scelta più oculata
dei punti di ramificazione; faremo agire il gruppo simmetrico sui vettori di
classi C come (C1, . . . , Cs)ω = (Cω(1), . . . , Cω(s)) e vedremo come questo ci
porterà a realizzazioni su Q(t) con vettori non razionali. Diamo delle nuove
definizioni:
Definizione 2.20. Chiamiamo gruppo completo di simmetria di C il gruppo
Sym(C) := {ω ∈ Ss | Cω ∈ C∗}.
Un suo sottogruppo sarà chiamato gruppo di simmetria di C.
33
2. Rigidità 2.4 Rigidità forte
Definizione 2.21. Sia V un gruppo di simmetria di C. Definiamo
CV := {Cω | ω ∈ V}
e chiamiamo grado di irrazionalità V-simmetrizzato di C la quantità
dV(C) := |C∗|/|CV |.
Un vettore per cui dV(C) = 1 è detto V-simmetrico.
Sulla falsariga delle definizioni precedenti scriviamo




Il primo risultato immediato è:
Proposizione 2.22. Il campo QVC è un’estensione abeliana di Q contenuta in QC di
grado dV(C).
Dimostrazione. Analogamente al caso debole l’azione di ΓQ si fattorizza attra-
verso il carattere ciclotomico, pertanto l’estensione risultante è sicuramente
abeliana.
Osserviamo ora che ΓQ agisce transitivamente su C∗/CV , quindi lo stabi-
lizzatore di un qualsiasi elemento ha indice uguale a dV(C); per definizione
però lo stabilizzatore della classe di C è proprio ΓVC .
Supponiamo ora che il luogo di ramificazione S sia solamente invariante per
azione di ΓQ ma in generale non fissato. Chiamiamo piS la rappresentazione
di permutazione di ΓQ in Ss indotta dalla permutazione degli elementi di S;
abbiamo che Cδ ∈ C∗ se e soltanto se piS(δ) ∈ Sym(C).
Teorema 2.23. Sia G un gruppo finito e σ ∈ Σ(C), con C ∈ Cl(G)s. Sia S un
insieme di s posti invariante per ΓQ e piS la rappresentazione di permutazione di ΓQ
associata. Se V = pis(ΓQ) è un gruppo di simmetria di C allora il campo Kσ contiene
QVC .
Se inoltre ΓVC agisce come permutazione inversamente al carattere ciclotomico su
CV , ovvero se CpiS(δ) = Cc(δ)
−1
, allora
[Kσ : QVC(t)] ≤ l(C). (2.4.1)
Dimostrazione. Per ogni δ ∈ Γσ abbiamo Cδi = Cc(δ)iδ = Ci per il teorema 2.12,
quindi (CpiS(δ))c(δ). Per ipotesi CpiS(δ) ∈ CV , pertanto abbiamo Cc(δ) ∈ CV e ne
consegue δ ∈ ΓVC , così da avere l’inclusione richiesta.
Viceversa, se vale anche Cpi(δ) = Cc(δ)
−1
otteniamo Cδ = C per tutti i δ ∈ ΓVC .
Di conseguenza l’indice di Γσ in ΓVC è limitato dall’insieme delle possibili orbite,
ovvero l(C).
Possiamo infine ottenere un rafforzamento del criterio di rigidità.
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Teorema 2.24 (Criterio di rigidità forte). Sia G un gruppo finito il cui centro
possiede un complementare e C ∈ Cl(G)s un vettore rigido di classi. Sia V un gruppo
di simmetria di C tale che per ogni δ ∈ ΓVC esiste un unico ω ∈ V per cui Cc(δ) = Cω .
Allora esiste un’estensione normale regolare N/QVC(t) con gruppo di Galois G.
Se C è anche V-simmetrico allora QVC = Q.
Dimostrazione. Decomponiamo l’insieme delle classi {C1, . . . , Cs} in orbite per
l’azione di V. Per ogni orbita B costruiamo il relativo gruppo
ΓB = {δ ∈ ΓVC | Cc(δ)i = Ci ∀Ci ∈ B}.
Questo gruppo contiene ΓC mentre ΓVC/ΓB agisce fedelmente e transitivamente
su B; pertanto QB = Q
ΓB è contenuto in QC e contiene QVC , sul quale ha grado
|B|.
Scegliamo ora una classe Ci qualsiasi di B e gli associamo un elemento
primitivo ai di QB/QVC . Al variare di δ ∈ ΓVC/ΓB definiamo Pω(i) = (t− aδ
−1
i ),
dove ω è usa permutazione associata a δ, in modo da assegnare ad ogni classe
di B un posto Pj (la definizione è buona poiché le permutazioni ω possibili
coincidono per costruzione su B).
A meno di adattare la scelta degli ai possiamo fare in modo che tutti i Pj
siano distinti e formino un insieme S di s elementi invariante per ΓQ. Per




Quindi ora possiamo applicare il teorema precedente ed ottenere l’estensione
richiesta.
La richiesta su V, necessaria per costruire l’insieme S in modo che piS(δ)
sia la permutazione corrispondente alla permutazione delle classi di coniugio
determinata dall’esponenziazione per c(δ). Definiamo
Inv(C) = {ω | ω(C) = C} ⊂ Sym(C)
come il gruppo delle permutazioni che lasciano invariato il vettore C. Tale
gruppo è ovviamente banale se le classi di coniugio sono tutte distinte. La
richiesta del teorema 2.24 è soddisfatta allora esattamente quando V∩ Inv(C) =
{e}, poiché allora la permutazione indotta da c(δ) per qualche δ ∈ ΓVC identifica
un unico elemento di V.
Per la proposizione 2.17 e il teorema 2.23 il criterio di rigidità forte non
può essere migliorato se non sulla costante l(C); infatti data una qualsiasi
G-realizzazione regolare di G su un campo k(t), con k estensione finita di Q,
essa si immergerà in un’opportuna estensione NS di Q(t), verranno identificati
dei generatori con le rispettive classi di coniugio e allora sarà identificato un
campo minimale kmin ⊂ k. Con tecniche più generali è però possibile ottenere,
in alcuni casi speciali, maggiorazioni migliori della (2.4.1).
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2.5 Automorfismi geometrici
Si può estendere la ricerca dei campi di definizione sfruttando il gruppo
Aut(Q(t)/Q); ogni sottocampo di Q(t) contenente Q è infatti, per il teorema
di Lüroth, della forma Q(t˜), dandoci quindi delle informazioni aggiuntive sui
campi realizzabili geometricamente su Q. Studiamo innanzitutto il gruppo
Aut(Q(t)/Q) ∼= PGL2(Q).
Teorema 2.25. Sia J un sottogruppo di Aut(Q(t)/Q). Allora J è isomorfo a Zn,
Dn, A4, S4 oppure A5. Inoltre vi sono solo 3 posti ramificati in P(Q(t)J/Q) e i tre
posti insieme ai rispettivi indici di ramificazione identificano univocamente l’estensione
Q(t)/Q(t)J .
Dimostrazione. Supponiamo che vi siano s posti di P(Q(t)J/Q) ramificati in
Q(t)/Q(t)J (chiaramente s ≥ 2); l’estensione è normale, quindi ognuno di essi
ha un unico indice di ramificazione che chiameremo ei. Scriviamo la formula
di Hurwitz:


























Riordiniamo gli ei in modo che sia 1 < e1 ≤ . . . ≤ es; dato che in particolare
ei ≥ 2, s−∑i 1/ei ≥ s/2 e quindi s ≤ 3. Nel caso s = 2 poniamo e1 = e′1d e

















di conseguenza e′1 = e
′













Se tutti gli indici fossero maggiori di 2 il membro a destra varrebbe 1; vale
pertanto e1 = 2. Se poniamo e2 = 2 abbiamo e3 = |J|/2. Se invece i restanti
indici fossero maggiori di 3 il membro a destra varrebbe 1, quindi rimane il
caso e2 = 3. I valori possibili rimanenti per e3 sono infine 3, 4 e 5, ed in tutti i
casi esiste un valore intero di |J| opportuno.
Per la classificazione di Hurwitz possiamo trovare al più gruppi della forma
J = 〈σ1, σ2, σ3〉 σe11 = σe22 = σe33 = e σ1σ2σ3 = e |J| = ne1,e2,e3
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dove ne1,e2,e3 è il valore di |J| che risolve le equazioni precedenti, o della forma
J = 〈σ1, σ2〉 σe11 = σe22 = e σ1σ2 = e |J| = e1.
Nel secondo caso il gruppo esiste ed è evidentemente Zn. Nel primo caso si cal-
cola facilmente che le relazioni richieste forniscono esattamente le presentazioni
di Dn, A4, S5, A5.
Conseguenza di ciò è che ogni altra scelta di tre generatori soddisfacente le
relazioni date è coniugata tramite Aut(J), quindi la classificazione di Hurwitz
ci dice che fissati tre punti di ramificazione in Q(t) esiste un’unica estensione
con gruppo J e indici di ramificazione assegnati.
Fissiamo ora la notazione per poter parlare degli automorfismi geometrici
in termini analoghi a quelli usati nelle sezioni precedenti. Chiamiamo AS il
gruppo di automorfismi che lascia fisso il luogo di ramificazione S
AS := {η ∈ Aut(Q(t)/Q) | Sη = S}.
Sia piS : AS → Ss la rappresentazione di permutazione associata. Per ogni
sottogruppo V di piS(AS) chiamiamo
AVS := pi
−1
S (V) = {η ∈ AS | piS(η) ∈ V}. (2.5.7)
Proposizione 2.26. Per s ≥ 3 la rappresentazione piS è fedele. In particolare per ogni
V ∈ piS(AS)
AVS ∼= V.




con ad− bc 6= 0. L’azione corrispondente sui posti, letta in termini di punti di




pertanto è determinata dall’azione su tre punti qualsiasi distinti. La rappresen-
tazione è quindi fedele.
Gli automorfismi η ∈ AS, per definizione, lasciano invariato S, pertanto
qualunque estensione alla chiusura algebrica Q(t) lascia invariato NS; in parti-
colare quindi ogni η si estende ad un automorfismo di NS/Q. Due estensioni η˜
e η˜′ sono tali che η˜−1 ◦ η˜′ ∈ Γs; quindi se analogamente alla (2.3.2) costruiamo
un’azione a destra su Σs(G) dall’insieme A˜S delle possibili estensioni di AS
Σs(G)× A˜S → Σs(G)
(σ, η˜)→ σ.η˜ = ση˜−1 con ση˜ = ψσ(γη˜).
l’azione su Σs(G)/ Inn(G) non dipenderà dall’estensione scelta e sarà quindi
un’azione da AS.
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L’azione di AVS si trasferisce quindi su Σ(C
V)/ Inn(G). Il numero di orbite di
questa azione verrà denotato con lV(C). Diamo un nome allo stabilizzatore di
un elemento
AVσ := {η ∈ AVS | [σ]η = [σ]}
e definiamo un indice di rigidità “parziale”
lVU(C) := |{[σ]A
V
S | σ ∈ Σ(C), AVσ = Uα per un α ∈ Aut(AVS )}|
contando le orbite il cui stabilizzatore è U a meno di automorfismo.
Definizione 2.27. Se un’orbita dell’azione di AVS su Σ(C
V)/ Inn(G) è tale che
lVHVσ
(C) = 1, allora tale orbita viene detta AVS -orbita rigida.
Se inoltre Σ(CV)/ Inn(G) è una sola AVS -orbita (rigida) allora C viene detto
vettore di classi V-rigido.
Estendiamo ora il gruppo ΓQ in modo da includere gli automorfismi
geometrici
ΓVS := 〈ΓQ, AVS 〉 < Aut(Q(t)/Q) (2.5.10)
e definiamo il nuovo stabilizzatore degli elementi di Σs(G)/ Inn(G)
ΓVσ := {δ ∈ ΓVS | [σ]δ = [σ]}.
Osservazione 2.28. Il carattere ciclotomico si estende su ΓVσ in modo naturale,
poiché AVS agisce banalmente su Q, in particolare sulle radici dell’unità. Il suo
kernel conterrà quindi AVS .
Definizione 2.29. Un insieme s posti S ⊂ P(Q(t)/Q) viene detto V-configura-
zione, con V < Ss, se piS(Γ) ⊂ V e se inoltre AVS ∼= V.
Possiamo allora generalizzare il teorema 2.23
Teorema 2.30. Sia G un gruppo finito e σ ∈ Σ(C), con C ∈ Cl(G)s, V un gruppo
di simmetria di C e S un insieme di s posti che sia una V-configurazione.




C ] ≤ lVAVσ (C).
In particolare l’estensione KVσ/QVC è regolare se [σ]
AVS è un’orbita rigida.
Dimostrazione. Notiamo che per ogni elemento δ ∈ ΓVσ vale piS(δ) ∈ V per
l’ipotesi fatta su S, quindi da Cδ = C ricaviamo Cc(δ) = CpiS(δ)
−1 ∈ CV ; in
particolare allora esso apparterrà al gruppo Γ˜VC := 〈ΓVC , AVS 〉.
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Il gruppo Γ˜VC agisce su Σ(C
V)/ Inn(G); poi-







, dove δ agisce come automor-











σ) ≤ (AVS : AVσ)lVAVσ (C).
Per costruzione l’estensione K˜VC /Q
V
C è regolare,






[KVσ : K˜VC ]









In particolare l’estensione KVσ/QVC è regolare se
[σ]A
V
S è un’orbita rigida.
Il teorema appena enunciato non basta, però, a dare realizzazioni su QVC ,
poiché non è detto che l’estensione KVσ/kVσ sia razionale.
Teorema 2.31. Ogni sottocampo K di Q(t) trascendente su Q ha genere 0 come
campo di funzioni su Q∩ K.
Dimostrazione. Si veda [1, Th. 16.7].
Teorema 2.32. Un campo di funzioni K/k di genere 0 è razionale se e soltanto se ha
un posto di grado dispari.
Dimostrazione. Fissiamo la notazione: P sarà un posto generico di P(K/k), con
valutazione associata vP e grado f (P), L(a) lo spazio degli elementi di K con
divisore multiplo di −a, l(a) la dimensione di L(a) come spazio vettoriale su
k, d(a) il grado di a, div(x) il divisore di x ∈ K, div∞(x) il divisore dei poli e
infine d un divisore della classe canonica.
Richiamiamo la formula di Riemann-Roch:
l(a) = d(a) + l(d− a) + 1− g. (2.5.11)
Ricordiamo inoltre che d(a) = 2g − 2 e se d(a) > 2g − 2 vale l(d− a) = 0.
Supponiamo allora che sia g = 0 e che esista un posto P di grado dispari.
Poniamo a := P− kd in modo che sia d(a) = 1 > −2. Otteniamo, applicando
la formula (2.5.11),
l(a) = d(a) + l(d− a) + 1 = 2.
Troviamo quindi due elementi α, β ∈ L(a) linearmente indipendenti; ponendo
x := β/α abbiamo che 1 e x appartengono a L(div(α) + a). In particolare
P′ := div(α) + a è un divisore intero e il suo grado è d(P′) = d(a) = 1, quindi
è in realtà un posto di grado 1. Inoltre div(x) +P′ è un divisore intero, quindi
otteniamo che
[K : k(x)] = d(div∞(x)) = d(P′) = 1.
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Se viceversa K = k(x), allora d(div∞(x)) è un posto di grado 1, e in
particolare ha grado dispari.
Proposizione 2.33. Nelle ipotesi del teorema 2.30 se V possiede un’orbita di lunghez-





Dimostrazione. Sia P un posto di P(Q(t)/Q) tale che la sua
orbita per V sia di ordine dispari; sia ΓP il suo stabilizzatore
per l’azione di ΓVσ . Poiché quest’ultimo gruppo agisce come
sottogruppo di V, l’orbita di P sarà di ordine dispari anche per
la sua azione, quindi in particolare (ΓVσ : ΓP) è dispari.
Siano ora KP := Q(t)ΓP , kP := KP ∩Q e P′ := P|KP ∈
P(KP|kP). Se (t − α) è un parametro locale di P, con α ∈
Q, dobbiamo avere α ∈ kP(t) = KP(t), poiché il gruppo di
Galois associato a KP(t) lascia fisso sia t che P, quindi anche
α. Il campo residuo di P|kP(t) è quindi kP, ma essendo tale
posto anche un’estensione di P′, anche P′ ha campo residuo kP,
quindi è di grado 1. Dato ora che P′ è un’estensione di P′′ :=
P′|KVσ , il campo residuo di P′′ è una sottoestensione di kP/kVσ ;
il grado di quest’ultima estensione è un divisore di [KP : KVσ ] = (ΓVσ : ΓP),
quindi è dispari, quindi anche il campo residuo di P′′ ha grado dispari su kVσ .
Per definizione quindi P′′ è un posto di grado dispari.
Ora per il teorema 2.31 KVσ ha genere 0; per quanto detto appena detto ha
un posto di grado dispari, quindi è razionale per il teorema 2.32.
Possiamo quindi enunciare il criterio finale.
Teorema 2.34 (Criterio di rigidità torta). Sia G un gruppo finito il cui centro
possiede un complementare e C ∈ Cl(G)s un vettore di classi. Sia V un gruppo di
simmetria di C con un’orbita di lunghezza dispari in {1, . . . , s} e una V-configurazione
S. Se Σ(CV)/ Inn(G) contiene un’orbita AVS -rigida esiste un’estensione normale
regolare N/QVC(t˜) con gruppo di Galois G.
Se C è anche V-simmetrico allora QVC = Q.
2.6 Gruppi di automorfismi
Il criterio di rigidità può essere esteso se al posto di realizzare G cerchiamo di
ottenere la realizzazione di un gruppo H, con Inn(G) < H < Aut(G). Quando
il centro di G è banale otterremo quindi anche delle realizzazioni di G sotto
opportune ipotesi aggiuntive.
Fissiamo della nuova notazione estendendo le vecchie definizioni:
CH := {Cα | α ∈ H}
Sym(CH) := {ω ∈ Ss | Cωα ∈ CH per qualche α ∈ H}
e chiamiamo gruppi di simmetria di CH i sottogruppi V < Sym(CH). Mantenia-
mo quindi le stesse definizioni dei gruppi AVS e Γ
V
S date in (2.5.7) e (2.5.10). Al
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variare di σH ∈ Σ(CH)/H definiamo stabilizzatori e campi fissi:
ΓV
σH









Proposizione 2.35. Se il campo KV
σH
è dischiuso, allora è un campo di definizione
per Nσ/Q(t).
Dimostrazione. Sia δ ∈ ΓV
σH
un automorfismo di Q(t)/KV
σH
. Per ipotesi ogni δ
lascia invariante S, quindi si estende a δ˜ su NS. Ci basta allora scrivere l’azione
di δ˜ su ker(σ):
ker(σ)δ˜ = ker(σδ˜
−1
) = ker(σα) = ker(σ)
poiché la classificazione di Hurwitz è proprio a meno di automorfismi. In





Osservazione 2.36. Per un ragionamento identico a quello della proposizio-
ne 2.33, se V ha un’orbita di lunghezza dispari in S allora KV
σH
è dischiuso e





Cerchiamo ora di stimare il grado di kV
σH
su Q. Analogamente ai ragiona-
menti fatti finora definiamo
CHV := {Cαω | α ∈ H,ω ∈ V}
e ne prendiamo lo stabilizzatore in Γ tramite l’azione del carattere ciclotomico
ΓHVC := {δ ∈ Γ | Cc(δ) ∈ CHV}.
Definizione 2.37. Si dice grado di irrazionalità HV-simmetrizzato di C la quantità
dHV(C) := (Γ : ΓHVC ) =
|C∗|
|CHV ∩ C∗| .
Il vettore C si dice HV-simmetrico se dHV(C) = 1.
Confrontando gli indici otteniamo immediatamente
Proposizione 2.38. Il campo fisso QHVC := Q
ΓHVC è abeliano e contenuto in QC con
grado
[QHVC : Q] = d
HV(C).
In particolare QHVC = Q se C è HV-simmetrico.
Definiamo di nuovo la quantità
lVU(C) := |{σHA
V
S | σ ∈ Σ(C), AVσ = Uα per un α ∈ Aut(AVS )}|
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per contare il numero di AVS -orbite in Σ(C
HV)/H con stabilizzatore U < AVS (a
meno di automorfismo). Diciamo quindi anche che σHA
V
S è un’orbita AVS -rigida
se lHVU (C) = 1 per U = A
V
σH
. Se Σ(CHV)/H consiste di una sola AVS -orbita, il
vettore C si dice HV-rigido.
Teorema 2.39. Sia G un gruppo finito, Inn(G) < H < Aut(G), C ∈ Cl(G)s con
s ≥ 3, V un gruppo di simmetria di CH e S una V-configurazione. Allora il campo
fisso KV
σH













/QHVC è regolare se σ
HAVS è un’orbita rigida.
Dimostrazione. La dimostrazione è identica a quella del teorema 2.30: dall’i-
potesi piS(Γ) < V ricaviamo Cc(δ) ∈ CHV per ogni δ ∈ ΓVσH , ossia, definendo
Γ˜HVC := 〈ΓHVC , AVS 〉, ΓVσH < Γ˜HVC . Otteniamo di nuovo AVσδH = (AVσH )δ
−1
e








































S è rigido si ottiene immediatamente la regolarità di KV
σH
/QHVC .
Proposizione 2.40. Siano G, H e C come nel teorema 2.39, V un gruppo di simmetria





∼= A, Gal(NH/KVσ) ∼= Inn(G).
NH/Kvσ è regolare.
Dimostrazione. Nella proposizione 2.35 abbiamo visto che l’estensione Nσ/KVσH
è di Galois. Sia allora NH il campo fisso del centralizzatore del suo gruppo
di Galois e NHσ il campo fisso del centralizzatore di Gal(Nσ/Q(t)). Vale
ovviamente Q(t)NH = NHσ . Il gruppo generato da G e dal centralizzatore è
invece ΓVσ , quindi
Gal(NH/KVσ) ∼= Gal(NHσ /Q(t)) ∼= Inn(G).
L’estensione NH/KVσ è quindi regolare. Inoltre Gal(NH/KVσH ) è isomorfo ad
un sottogruppo di H. L’ipotesi che H agisca sull’orbita di ΓVS di [σ] ci dice













2.6 Gruppi di automorfismi 2. Rigidità
Teorema 2.41. Siano G, H, C e V come nel teorema 2.39, e supponiamo che V
possieda un’orbita di lunghezza dispari. Supponiamo inoltre che C sia V-rigido e
che per ogni α ∈ H esista un δ ∈ ΓQ tale per cui CαV = Cc(δ)V . Allora esiste
un’estensione di Galois NH/QHVC (t˜) tale per cui N
H/QVC è regolare e
Gal(NH/QHVC (t˜)) ∼= A, Gal(NH/QVC(t˜)) ∼= Inn(G).
Se C è HV-simmetrico allora vale inoltre QHVC = Q.
Dimostrazione. Dato che C è V-rigido e CHV ⊂ CΓV abbiamo che Σ(CΓV)/ Inn(G)
contiene una sola ΓVS -orbita. Allora σ
H ⊂ [σ]ΓVS . Si può allora applicare la
proposizione 2.40 e ottenere che il campo KHVC è il campo cercato. Applicando
a questo punto il teorema 2.39 e la proposizione 2.35, insieme all’ipotesi di
disparità di un’orbita di V, otteniamo che KV
σH
è razionale e soddisfa la formula.
Teorema 2.42. Siano G, H, C e V come nel teorema 2.39, e supponiamo che V
possieda un’orbita di lunghezza dispari. Supponiamo che Σ(CV)/ Inn(G) contenga
una AVS -orbita rigida su cui agisce H. Esiste allora un’estensione regolare N
H/QVC(z˜)
tale che
Gal(NH/QVC(z˜)) ∼= A, Gal(NH/QVC(t˜)) ∼= Inn(G).
Se C è V-simmetrico allora vale inoltre QVC = Q.
Dimostrazione. Sia [σ]A
V
S la AVS -orbita rigida. Per ipotesi σ





S . Possiamo allora applicare la proposizione 2.40
per trovare un’estensione NH con Gal(NH/KV
σH
) ∼= H con NH regolare su KVσ .
Dall’inclusione fra le orbite sopra scritta otteniamo
[KVσ : K
V













quindi KVσ è regolare su KVσH . D’altra parte per rigidità ricaviamo dal teore-
ma 2.30 che KVσ è regolare su QVC , quindi lo è anche K
V
σH
. L’ipotesi di disparità





Tramite i criteri di rigidità esposti è possibile costruire G-realizzazioni per
svariati gruppi; vedremo ora, calandoci nel contesto più generale del problema
di immersione, come sia possibile trovare realizzazioni mettendo insieme quelle
già ottenute.
3.1 Problemi di immersione
Definizione 3.1. Un problema di immersione è un’estensione di Galois finita L/K
e un omomorfismo surgettivo φ : H → Gal(L/K); una soluzione del problema
di immersione è un’estensione M/K contenente L con un isomorfismo ψ :
H → Gal(M/K) tale che φ = resML ◦ψ.
Risolvere un problema di immersione è ovviamente più complesso che
risolvere il generico problema inverso, poiché quest’ultimo si riconduce al
primo quando l’estensione data è banale. D’altra parte è estremamente semplice
mostrare casi in cui il problema di immersione non ha soluzione. Presentiamo
brevemente un esempio classico di problema non risolvibile.
Proposizione 3.2. Supponiamo che esista d ∈ K \ K2 (quindi char(K) 6= 2). Il
problema di immersione dato dall’unica mappa surgettiva φ : Z4 → Gal(K(
√
d)/K)
è risolubile se e soltanto se d è somma di due quadrati in K.




c) con c = a + b
√
d





Possiamo rapidamente calcolare il polinomio minimo di
√
c su K:
p(x) := x4 − 2ax2 + (a2 − db2) = (x2 − (a + b
√
d))(x2 − (a− b
√
d)).
Innanzitutto l’estensione risultante è di Galois se e soltanto se y1 :=√
a + b
√
d e y2 :=
√
a− b√d generano la stessa estensione di K(√d); tale
condizione è soddisfatta se e soltanto se il prodotto y21y
2




y1 = e + f y2 ↔ y21 = a2 + b2y22 + 2aby2 ↔
a = 0, b 6= 0 y21 = b2y22 ↔ a = 0, b 6= 0y21y22 = (by22)2.
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Deve quindi essere s := y21y
2
2 = (a
2 − db2) quadrato in K(√d).
Sia ora σ un automorfismo. Se σ(y1) = ±y1 ha ordine al più 2; pertanto
studiamo il caso σ(y1) = y2, dove abbiamo σ(y2) = ±y1. Tale automorfismo
ha ordine 4 se e soltanto se σ(y2) = −y1, e dall’equazione
σ(
√
s) = σ(y1y2) = ±y1y2 = ±
√
s
ricaviamo quindi che ha ordine 4 se e soltanto se la sua azione su
√
s non è
banale. Quindi se ha ordine 4 troviamo che s non è un quadrato in K.
Se invece il gruppo non è ciclico, ovvero se σ(y2) = y1,
√
s è fissato da σ; ma
anche l’automorfismo y1 7→ −y1 fissa
√
s e pure y1 7→ −y2 che è composizione
dei precedenti. Questo implica che
√
s ∈ K, quindi s quadrato in K. In sintesi
Gal(L/K) è ciclico se e soltanto se s è un quadrato di K(
√
d) ma non in K.
Scrivendo esplicitamente la relazione:
a2 − db2 = (e + f
√
d)2 = e2 + d f 2 + 2e f
√
d
otteniamo che a2 − db2 = e2 oppure a2 − db2 = d f 2. Per concludere notiamo

















d ci fornisce l’estensione ciclica richiesta.
Quindi su Q è sufficiente, per esempio, prendere d < 0 per avere infiniti
esempi di problemi di immersione non risolvibili.
Definizione 3.3. Si dice kernel di un problema di immersione il kernel del
relativo omomorfismo φ.
Definizione 3.4. Un problema di immersione si dice spezzato se il gruppo H
che si mappa su Gal(L/K) si spezza nel prodotto semidiretto del kernel e di
Gal(L/K).
Definizione 3.5. Un problema di immersione si dice abeliano se il suo kernel è
abeliano.
Osservazione 3.6. Se φ : H → Gal(L/K) è un problema di immersione con
kernel U, e U0 è un sottogruppo normale di H contenuto in U, allora è
risolvibile se e soltanto se sono risolvibili i problemi φ0 : H/U0 → Gal(L/K)
e, fissata una soluzione di quest’ultimo problema ψ0 : H/U0 → Gal(M0/K),
ψ0 ◦ pi : H → Gal(M0/K).
Quest’ultima osservazione ci permette di ridurre i problemi di immersione
ai casi in cui il kernel non abbia sottogruppi che siano normali in tutto H,
ovvero ai casi in cui il kernel sia un sottogruppo normale minimale.
Lemma 3.7. Se U è un sottogruppo normale minimale di un gruppo finito H allora è
isomorfo al prodotto diretto Sm di m ≥ 1 copie di un gruppo semplice S.
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Dimostrazione. Sia U minimale. Esso conterrà un sottogruppo minimale nor-
male U0 in U; se U0 = U allora U è semplice e abbiamo ottenuto la tesi con
S = U e m = 1. Se invece U0 6= U allora i coniugati Uh0 al variare di h ∈ U
sono sottogruppi normali minimali di U; per minimalità, l’intersezione di
una coppia distinta di due di essi è banale, quindi commutano fra di loro. Il
gruppo generato da tutti gli Uh0 è necessariamente U, altrimenti sarebbe un
sottogruppo normale di H più piccolo; esiste quindi un omomorfismo dal
prodotto diretto degli Uh0 distinti surgettivo su U.
Dato che abbiamo supposto U0 6= U possiamo assumere per ipotesi in-
duttiva che sia U0 ∼= Sl con S semplice e l ≥ 1. Il prodotto diretto degli Uh0
sarà allora isomorfo ad un prodotto diretto Sn; un suo quoziente sarà allora
isomorfo a U tramite la mappa costruita in precedenza. Se S è abeliano è della
forma Zp, quindi U è un gruppo abeliano con elementi di ordine p e pertanto è
della forma Zmp per il teorema di struttura dei gruppi abeliani. Per il caso non
abeliano possiamo invece fare un ragionamento più forte: dimostreremo che
ogni sottogruppo normale N C Sn è il prodotto diretto di alcune componenti
S, quindi anche che il quoziente Sn/N è sempre della forma Sm. Procediamo
per induzione su n.
Il passo n = 1 è evidente, se N è sottogruppo normale di S o è S o è banale.
Nel caso generale sia pii la proiezione sulla componente i-esima; se pii(N) è il
gruppo banale allora N è un sottogruppo di Sn−1, scartando la componente
i, e possiamo applicare l’ipotesi induttiva. Altrimenti pii(N) possiede un
elemento non banale, quindi N contiene un elemento (a1, . . . , ai, . . . , an) con
ai 6= e. Se g ∈ S è un elemento qualsiasi per il quale gaig−1 6= ai, che esiste
sicuramente in quanto altrimenti ai sarebbe nel centro di S che per ipotesi di
semplicità è banale, allora coniugando per (e, . . . , g, . . . , e) otteniamo un vettore
(a1, . . . , gaig−1, . . . , an) ∈ N. In particolare allora moltiplicando un vettore per
l’inverso dell’altro otteniamo (e, . . . , b, . . . , e) ∈ N con b 6= e. Questo implica
che N interseca la componente i-esima in un sottogruppo normale non banale,
quindi in tutto S.
3.2 Prodotti a ghirlanda
Definizione 3.8. Sia Γ un gruppo che agisce sull’insieme {1, . . . , m} e G1 un
gruppo. Il prodotto a ghirlanda di G1 e Γ, indicato con G1 om Γ è il prodotto
semidiretto Gm1 o Γ, con Gm1 prodotto diretto di m copie di G1, e l’azione di Γ
determinata da (g1, . . . , gm)γ = (gγ−1(1), . . . , gγ−1(m)).
Stabiliamo la convenzione d’ora in poi per cui G1 è visto come sottogrup-
po di G1 om Γ identificandolo con la prima componente di Gm1 . Con questa
convenzione l’elemento γgγ−1 è (e, . . . , e, g, e, . . . , e), con g nella posizione γ(1).
Lemma 3.9. Sia H il prodotto a ghirlanda di G1 e Γ, con Γ che agisce transitivamente
su {1, . . . , m}. Sia Γ1 lo stabilizzatore di 1 in Γ. Allora per qualunque gruppo H′ con
sottogruppi G′1 e Γ
′ tali per cui vi siano due omomorfismi φ : G1 → G′1 e ψ : Γ→ Γ′
con le seguenti proprietà:
(1) G′1 commuta con ψ(γ)G
′
1ψ(γ
−1) per ogni γ ∈ Γ \ Γ1;
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(2) ψ(γ) commuta con G′1 per ogni γ ∈ Γ1;
gli omomorfismi si estendono in modo unico ad un omomorfismo ϕ : H → H′.
Dimostrazione. Siano γi ∈ Γ elementi tali per cui γi(1) = i. Allora ogni elemento
può essere scritto in modo unico come
(g1, . . . , gm) · γ = γ1g1γ−11 · · · γmgmγ−1m · γ
con g1, . . . , gm ∈ G1 e γ ∈ Γ. Con questa scrittura è possibile definire la
funzione ϕ : H → H′
ϕ((g1, . . . , gm) · γ) := ψ(γ1)φ(g1)ψ(γ−11 ) · · ·ψ(γm)φ(gm)ψ(γ−1m ) · ψ(γ).
Per verificare che sia un omomorfismo scriviamo esplicitamente un prodotto:
hh′ = (γ1g1γ−11 · · · γmgmγ−1m · γ) · (γ′1g′1γ′−11 · · · γ′mg′mγ′−1m · γ′)
= (γ1g1γ−11 · γγi1 g′i1γ−1i1 γ
−1) · · · (γmgmγ−1m · γγim g′imγ−1im γ−1) · (γγ′)
dove ij è l’indice tale per cui γγij(1) = j. In particolare abbiamo che γγij ∈ γjΓ1.
Dato che però Γ1 commuta con G1 per costruzione, otteniamo la scrittura:
hh′ = γ1(g1g′i1)γ
−1
1 · · · γm(gmg′im)γ−1m · γγ′.
Per ipotesi anche ψ(Γ1) commuta con φ(G1), mentre i vari ψ(γi)φ(G1)ψ(γ−1i )
commutano fra di loro quando i γi non sono nella stessa classe modulo Γ1, quin-
di gli stessi riordinamenti fatti sopra si possono ripetere dopo l’applicazione di
ϕ. In questo modo otteniamo che ϕ è un omomorfismo.
Corollario 3.10. Se G è un gruppo abeliano e Γ un gruppo finito di cui si considera
l’azione regolare su {1, . . . , |Γ|}, allora ogni prodotto semidiretto H = G o Γ è
isomorfo ad un quoziente di G o|Γ| Γ.
Dimostrazione. Basta notare che esistono due mappe naturali (surgettive) φ :
G → Γ e ψ : Γ→ Γ, con la proprietà che ψ(γ)φ(G)ψ(γ−1) = φ(G)ψ(γ) = φ(G);
per abelianità allora è rispettata la condizione (1). Inoltre lo stabilizzatore di 1
è il gruppo banale, poiché la rappresentazione regolare è fedele e transitiva;
pertanto è rispettata anche la condizione (2), quindi esiste un omomorfismo
surgettivo da G o|Γ| Γ a H. In particolare H è isomorfo al quoziente del prodotto
a ghirlanda per il kernel dell’omomorfismo.
Il prodotto a ghirlanda si presta per la costruzione di occorrenze regolari
di gruppi; il principio è quello di aggiungere variabili trascendenti in modo
da procurarsi la realizzazione di un prodotto di più copie di un gruppo già
realizzato, poi di permutare le nuove variabili fra di loro in modo da ottenere
il prodotto cercato. Stabiliamo prima un risultato preliminare che ci sarà
indispensabile nella successiva costruzione.
Lemma 3.11. Sia l/k un’estensione finita di Galois e Γ un gruppo di automorfismi di
L = l(x1, . . . , xs) con x1, . . . , xs algebricamente indipendenti su l. Supponiamo che
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l sia invariante in L per l’azione di Γ e che la restrizione di tale azione fornisca un
isomorfismo di Γ con Gal(l/k). Se lo spazio vettoriale generato da x1, . . . , xs su l è
Γ-invariante, allora il campo fisso di Γ è puramente trascendente su k:
LΓ = k(t1, . . . , ts)
con t1, . . . , ts algebricamente indipendenti su k. I t1, . . . , ts possono essere scelti in
modo da formare una base su l dello spazio generato dagli x1, . . . , xs su l.
Dimostrazione. Sia Ω := 〈x1, . . . , xs〉l . Lo spazio ΩΓ è naturalmente uno
spazio vettoriale su k; prendiamo allora in esso t1, . . . , th vettori k-linearmente
indipendenti. Se tali vettori fossero l-linearmente dipendenti, vi sarebbe una
scelta di coefficienti tali che ∑i aiti = 0 con almeno un ai = 1. Calcolandone
la traccia i vettori ti restano fissi per costruzione, pertanto otteniamo una
combinazione lineare ∑i Tlk(ai)ti = 0, con almeno un coefficiente uguale a|Γ| 6= 0. Quindi sono anche l-linearmente indipendenti.





con n = |Γ|. La matrice (γ(α)i−1) è una matrice di Vandermonde calcolata
sui coniugati di α che sono tutti distinti, quindi in particolare è invertibile.
Da questo ricaviamo che i vettori γ(u) sono combinazioni a coefficienti in l
dei vettori ui; ma tali ui sono fissati dall’azione di Γ per costruzione, quindi
giacciono in ΩΓ. In particolare allora u è combinazione l-lineare di vettori di
ΩΓ.
Per arbitrarietà di u deduciamo quindi che una base come k-spazio vettoriale
di ΩΓ genera su l tutto Ω ed è di vettori l-linearmente indipendenti, quindi è
anche una l-base di Ω. Fissiamo quindi l’automorfismo l-lineare φ per il quale
φ(xi) = ti.
Esiste allora un unico modo di estendere φ ad un automorfismo di campo
di L; in particolare otteniamo L = l(t1, . . . , ts) con t1, . . . , ts algebricamente
indipendenti su l (se lo fossero lo sarebbero anche gli x1, . . . , xs). Il campo
LΓ contiene certamente k(t1, . . . , ts), mentre [L : k(t1, . . . , ts)] = [l(t1, . . . , ts) :
k(t1, . . . , ts)] = [l : k] = |Γ| = [L : LΓ]. Quindi LΓ = k(t1, . . . , ts).
Proposizione 3.12. Sia l/k un’estensione normale finita, Γ il suo gruppo di Galois
e Γ1 un suo sottogruppo con campo fisso l1. Sia m := [Γ : Γ1] e sia data una
rappresentazione di permutazione transitiva di Γ su {1, . . . , m} in modo che Γ1 sia lo
stabilizzatore di 1. Sia poi G1 un gruppo finito che occorre regolarmente su l1, sia H il
prodotto a ghirlanda G1 om Γ e pi : H → Γ la proiezione canonica.
Esiste allora un vettore t := t1, . . . , tM di elementi algebricamente indipendenti su
l, un’estensione L/l(t) regolare su l e di Galois su k(t) e un isomorfismo φ : H →
Gal(L/k(t)) per il quale resLl ◦φ = pi.
Inoltre, se in H esiste un sottogruppo normale N tale per cui Gm1 · N = H, allora
H/N occorre regolarmente su k.
Dimostrazione. Supponiamo che K1/l1(x1) sia una realizzazione regolare di G1,
con x1 vettore di elementi algebricamente indipendenti su l1, quindi anche su
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l. Sia x = (x1, . . . , xM) un vettore di elementi algebricamente indipendenti su l
che estenda x1, partizionato in vettori x1, . . . , xm ognuno della stessa lunghezza.
Poniamo che l’azione di Γ sugli elementi di x permuti le partizioni x1, . . . , xm
come γ(xi) = xγ(i). Imponiamo inoltre che Γ1 lasci puntualmente fisso il
vettore x1.
Estendiamo nuovamente x con gli elementi y1, . . . , ym in modo che siano
ancora tutti algebricamente indipendenti su l. Poniamo che Γ agisca sugli yi
come γ(yi) = yγ(i).
Ora estendiamo l’azione di Γ su tutto l’anello l(x)[y1, . . . , ym]. Sia f1(x1, y1) ∈
l1(x1)[y1] che generi l’estensione K1/l(x1), ossia per il quale si abbia K1 ∼=
l1(x1)[y1]/( f1). Definiamo poi fi(xi, yi) := γ( f1) per γ(1) = i (tale definizione
è buona poiché se due γ coincidono su 1, differiscono per un elemento di Γ1
che per costruzione agisce banalmente su l1(x1)[y1]). Tali polinomi restano
tutti irriducibili su l(x) per il lemma 1.11. Poniamo
L := l(x)[y1, . . . , ym]/( f1, . . . , fm).
L’azione di Γ si trasferisce in modo naturale su L. Notiamo che L è un’e-
stensione regolare, poiché è di fatto il composto in una chiusura algebrica di
l(x) di estensioni Ki regolari su l. Essendo inoltre tutte estensioni normali
essa è un’estensione normale di l(x). Notiamo che il suo gruppo di Galois
G := Gal(L/l(x)) contiene m sottogruppi Gi che definiamo come i gruppi di
automorfismi che fissato yj per ogni j 6= i. Ognuno di questi sottogruppi ha
intersezione banale con gli altri, mentre ognuno di essi è isomorfo a G1 per
costruzione; inoltre commutano evidentemente fra di loro. Quindi ∏i Gi ⊂ G,
e dal raffronto dei gradi otteniamo proprio G = ∏i Gi ∼= Gm1 .
L’azione di Γ su L è tale che γ(yi) = yγ(i); dato che Γ(l(x)) = l(x) possiamo
scrivere γGiγ−1 = Gγ(i). In particolare abbiamo che G1 commuta con γG1γ−1
ogni volta che γ ∈ Γ \ Γ1.
Se γ ∈ Γ1 invece esso agisce in modo banale su l1(x1)(y1); in particolare
allora γ lascia fisso tutti i coniugati di y1, pertanto γgγ
−1(y1) = g(y1) per ogni
g ∈ G1. Quindi in particolare γgγ−1 = g, ossia Γ1 commuta con G1.
Per il lemma 3.9 esiste quindi un unico omomorfismo φ dal prodotto
H = G1 om Γ in Aut(L), dove G1 e Γ sono mappati identicamente in se stessi.
L’immagine H′ di questo omomorfismo è generata dall’immagine di Gm1 , che di
fatto è ∏i Gi = Gal(L/l(x)), e da Γ, quindi il suo campo fisso LH
′
è l’intersezio-
ne di l(x) e del campo fisso di Γ, cioè l(x)Γ. Per calcolare quest’ultimo campo
possiamo applicare il lemma 3.11 e ottenere che è della forma k(t) con t vettore
di M elementi algebricamente indipendenti su l. In sintesi H′ = Gal(L/k(t)).
Notiamo infine che per confronto di ordini H′ è di fatto isomorfo ad H, mentre
φ(Gm1 ) = Gal(L/l(x)) implica che res
L
l ◦φ è banale su φ(Gm1 ), quindi che in
effetti resLl ◦φ = φ.
Se N è un sottogruppo normale di H tale che Gm1 ·N = H, allora LN ∩ l(x) =
k(t). In particolare allora LN è regolare su k e fornisce un’occorrenza di H/N
in quanto H/N ∼= Gal(LN/k(t)).
Corollario 3.13. Sia H il prodotto a ghirlanda di G1 e Γ, con Γ che agisce transitiva-
mente su {1, . . . , m}.
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(a) Se G1 e Γ occorrono regolarmente su un campo k, allora occorre regolarmente
anche H.
(b) Sia pi : H → Γ la proiezione naturale. Se k è hilbertiano, l/k è un’estensione con
gruppo di Galois Γ e G1 occorre regolarmente su k allora il problema di immersione
dato da pi su k ha soluzione.
Dimostrazione. (a) Sia y un vettore di elementi algebricamente indipendenti
su k tale per cui si abbia un’estensione L/K, con K = k(y), regolare su k e
con gruppo di Galois Γ. Sia Γ1 lo stabilizzatore di 1 in Γ; sul campo fisso
l1 := LΓ1 occorre regolarmente G1 per il lemma 1.11. Possiamo quindi appli-
care la proposizione 3.12 per ottenere un vettore di elementi algebricamente
indipendenti su K tale per cui H ∼= Gal(L′/K(t)) per un opportuno L′ regolare
su L. In particolare L′ ∩ k = L′ ∩ L ∩ k = L ∩ k = k, e unito al fatto che L′ è
un’estensione di k(y, t) che è puramente trascendente su k otteniamo che H
occorre regolarmente su k.
(b) La proposizione 3.12 ci fornisce un isomorfismo φ : H → Gal(L/k(t)).
Se k è hilbertiano esiste una specializzazione delle variabili trascendenti tale
per cui un polinomio che generi l’estensione resti irriducibile; in particolare
H ∼= Gal(L′/k). Basta osservare che L ∩ k = l per dedurre che la specializ-
zazione è un isomorfismo quando ristretta a l, e in particolare che anche il
suo gruppo di Galois viene mappato isomorficamente in Gal(L′/k). Di con-
seguenza l’isomorfismo φ˜ indotto dalla specializzazione ha la proprietà che
resL
′
l ◦φ˜ = pi.
Corollario 3.14. (a) Ogni gruppo abeliano finito occorre regolarmente su k.
(b) Sia H = G1o Γ, con G1 abeliano. Se Γ occorre regolarmente su k anche H occorre
regolarmente su k.
(c) Se k è hilbertiano ogni problema di immersione abeliano spezzato su k ha soluzione.
Dimostrazione. (a) Innanzitutto procuriamoci una realizzazione per tutti i gruppi
ciclici. Sia allora n ≥ 2 un intero fissato. Sia l/k l’estensione di k costruita
aggiungendo la radice n-esima dell’unità (eventualmente già in k); il gruppo
Zn occorre regolarmente su l in quanto gruppo di Galois di l(x)/l(xn).
Poniamo ora Γ = Gal(l/k) e consideriamo la rappresentazione regolare di
permutazione di Γ su {1, . . . , |Γ|} e poniamo H := Zn o|Γ| Γ. Esiste allora per
il lemma 3.9 un omomorfismo da H in Zn che sia l’identità su Zn e banale
su Γ. Il suo kernel N ci fornisce un sottogruppo normale di H tale per cui
Z|Γ|n · N = H; unendo questo al fatto che lo stabilizzatore di 1 in Γ è banale
possiamo applicare la proposizione 3.12 e ottenere che Zn occorre regolarmente
su k.
Ricordiamo ora che per il corollario 3.10 ogni prodotto semidiretto con fat-
tore normale abeliano, in particolare anche diretto, è isomorfo ad un quoziente
di un prodotto a ghirlanda; per il corollario 3.13 se G1 e G2 sono due gruppi
abeliani che occorrono regolarmente su k anche il loro prodotto a ghirlanda
occorre regolarmente su k come pure tutti i suoi quozienti; in particolare anche
il prodotto diretto. Per concludere basta usare il teorema di struttura dei
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gruppi abeliani finiti e spezzare ogni gruppo abeliano in prodotto diretto di
gruppi ciclici.
(b) Di nuovo per il corollario 3.10 il prodotto semidiretto si può scrivere
come quoziente di un prodotto a ghirlanda dei due fattori; dato che entrambi
occorrono regolarmente su k, anche il prodotto richiesto occorre regolarmente
su k.
(c) Sia φ : H → Γ = Gal(l/k) con kernel abeliano G1. Per ipotesi G1 ha un
complementare in H isomorfo a Γ tramite φ; esiste allora un omomorfismo
pi, per il corollario 3.10, da H′ := G1 o|Γ| Γ su H che sia surgettivo. Per il
corollario 3.13 esiste un’estensione L′/k che risolve il problema di immersione
φ′ := φ ◦ pi. Restringendosi ora al campo fisso del kernel di pi otteniamo
evidentemente una soluzione del problema di immersione originale.
3.3 Realizzazioni GAR e GAL
Abbiamo appena visto un criterio generale per la soluzione di problemi di
immersione abeliani, cioè che sono risolubili ogni qualvolta sono problemi di
tipo spezzato. Vediamo ora invece come si possano formulare dei criteri, uno
dei quali sarà di rigidità, con cui assicurare l’esistenza di soluzioni a problemi
di immersione con kernel non abeliani.
Nostro scopo sarà risolvere problemi minimali, pertanto con kernel della
forma Sm con S semplice non abeliano; ci restringeremo quindi a parlare di
gruppi con centro banale.
Definizione 3.15. Sia G un gruppo finito con centro banale. Una G-realizzazione
di G della forma K/k(x) è detta GA-realizzazione se esiste un sottocampo
k ⊂ F ⊂ k(x) tale per cui Gal(K/F) ∼= Aut(G) e il sottogruppo Inn(G) è
identificato, nell’isomorfismo, con Gal(K/k(x)).
Tale realizzazione è detta GAR-realizzazione se soddisfa anche la condi-
zione per cui ogni sottocampo F ⊂ R ⊂ k(x) con kR = k(x) è puramente
trascendente su k˜ = k ∩ R.
Una GA-realizzazione è invece detta GAL-realizzazione se il k-spazio
vettoriale generato da x è invariante per l’azione di Gal(k(x)/F).
Possiamo enunciare per gruppi con GAR-realizzazioni un risultato analogo
alla proposizione 3.12.
Proposizione 3.16. Sia l/k un’estensione finita, Γ il suo gruppo di Galois, ϕ : H →
Γ un omomorfismo surgettivo fra gruppi finiti con kernel U. Supponiamo che U
abbia una GAR-realizzazione su k. Allora esiste un vettore di elementi algebricamente
indipendenti t = (t1, . . . , ts) su l, un’estensione L/l(t) regolare su t e di Galois su
k(t) ed un isomorfismo φ : H → Gal(L/k(t)) con resLl ◦φ = ϕ.
Dimostrazione. Siano K, k(x) ed F campi che forniscano una GAR-realizzazione
di U. Siano L := Kl e F′ := Fl. Dato che K è regolare su k, vale K ∩ l(x), quindi
Gal(L/k(x)) ∼= Gal(L/K)×Gal(L/l(x)) ∼= Γ×U. In particolare Gal(L/K) è
isomorfo a Gal(l/k) = Γ attraverso la restrizione su l. Otteniamo da questo che
F′ è invariante per l’azione di Gal(L/K), quindi quest’ultimo gruppo si mappa
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in Aut(F′/F); in particolare, la mappa è iniettiva, quindi Aut(F′/F) contiene al-
meno |Γ| = [l : k] elementi. Dato però che [F′ : F] ≤ [l : k] otteniamo che F′ è di
























φ1 : Gal(L/F) = Gal(L/K)×Gal(L/F′)→ Γ×Aut(U).
Costruiamo inoltre l’omomorfismo φ0 : HΓ×Aut(U)
che mappa h 7→ (φ(h), ιh), dove con ιh intendiamo
l’automorfismo ih(u) = huh−1. Quest’omomorfismo è
iniettivo: ker(φ0) = ker(φ) ∩ CH(U) = U ∩ CH(U) =
Z(U) = {e}. Definiamo quindi φ := φ−11 ◦ φ0, che sarà
un omomorfismo iniettivo da H in Gal(L/F), H′ :=
φ(H) e R := LH
′
. Vale ovviamente F ⊂ R.
Osserviamo ora che Γ×Aut(U) = φ0(H) · ({e} ×
Aut(U)), mentre {e} × Inn(U) = φ0(H) ∩ ({1} ×
Aut(U)) poiché per definizione U = ker(ϕ). Applicando φ−11 otteniamo
Gal(L/F) = H′ ·Gal(L/F′), Gal(L/l(x)) = H′ ∩Gal(L/F′)
dalle quali ricaviamo
F = R ∩ F′, l(x) = RF′ = RFl = Rl.
Otteniamo quindi R ∩ l = R ∩ F′ ∩ l = F ∩ l = k, mentre R ∩ l = R ∩ Ll =
R ∩ l = k; quindi R è regolare su k. D’altra parte kR = kRl = kl(x) = k(x).
Dalla definizione di GAR-realizzazione otteniamo quindi che R è della forma
k(t), con t collezione di elementi algebricamente indipendenti su k.
Abbiamo quindi costruito un omomorfismo φ : H → Gal(L/k(t)). Calco-
liamo ora resLl ◦φ. Per costruzione della mappa φ1, restringersi a l equivale a
proiettare sulla prima componente del prodotto diretto, ossia resLl = pi1 ◦ φ1.
Scrivendo esplicitamente il conto: resLl ◦ φ = pi1 ◦ φ1 ◦ φ = pi1 ◦ φ0 = ϕ.
Corollario 3.17. Si ha che:
(a) Se k è hilbertiano, ogni problema di immersione il cui kernel ha una GAR-
realizzazione ha soluzione.
(b) Sia H un gruppo finito che abbia U come sottogruppo normale. Se H/U occorre
regolarmente su k, con H/U ∼= Gal(K/k(y)), e U ha una GAR-realizzazione su
k(y), allora H occorre regolarmente su k.
Dimostrazione. (a) La dimostrazione è identica a quella del corollario 3.13;
dato un problema φ : H → Gal(l/k), si costruisce tramite la proposizione 3.16
un’estensione L/k(t) con le giuste proprietà sugli isomorfismi, poi si specializza
per hilbertianità notando che l viene lasciato intatto dalla specializzazione.
(b) Se U ha una GAR-realizzazione su k(y) allora è possibile, per mezzo
della proposizione 3.16, costruire un’estensione L/k(y, t) con gruppo H regola-
re su k, con y, t di elementi algebricamente indipendenti su k. In particolare
quindi H occorre regolarmente su k.
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Le GAR-realizzazioni sono quindi uno strumento piuttosto potente; la
proprietà che le definisce è però difficilmente verificabile in modo diretto. Le
GAL-realizzazioni sono invece più facilmente verificabili, ed hanno inoltre
migliori proprietà di invarianza.
Lemma 3.18. (a) Se un gruppo U ha una GAL-realizzazione su k, ha una GAL-
realizzazione su ogni campo k′ contenente k.
(b) Ogni GAL-realizzazione è anche una GAR-realizzazione.
(c) Se un gruppo U quasi semplice ha una GAL-realizzazione su k, allora anche Um
ha una GAL-realizzazione per ogni m ≥ 1.
Dimostrazione. (a) Siano K, k(x) e F i campi della GAL-realizzazione di U.
Prendendo un polinomio f (x, y) che generi l’estensione K/k(x), possiamo
usarlo per generare un’estensione K′/k′(x) con gruppo di Galois isomorfo
(tramite restrizione) grazie al lemma 1.11. L’azione di Q := Gal(k(x)/F) su
k(x) come azione k-lineare si estende in modo unico ad un’azione k′-lineare su
k′(x) che sarà quindi anche un automorfismo di campi. Sicuramente abbiamo
l’inclusione F′ := Fk′ ⊂ k′(x)Q, pertanto [k′(x) : F′] ≥ |Q| = [k(x) : F], dalla
quale ricaviamo, tramite [K′ : k′(x)] = [K : k(x)], [K′ : F′] ≥ [K : F].
Se γ1 è un generatore di K su F, allora K′ è generato su F′ da tutti i coniugati
di γ1 su F. In particolare allora K′ è di Galois su F′, in quanto gli automorfismi
che fissano F′ fissano anche F e quindi lasciano invariato l’insieme dei coniugati
di γ1; inoltre la restrizione da Gal(K′/F′) a Gal(K/F) è iniettiva, poiché un
automorfismo che lasci fisso K lascia fisso i coniugati di γ1, quindi anche
K′. Unendo questa informazione alla diseguaglianza prima ricavata sui gradi
otteniamo che Gal(K′/F′) ∼= Gal(K/F) (tramite restrizione).
In questo modo K′, k′(x) e F′ sono una GA-realizzazione. Sappiamo
però anche che Gal(K′/F′) lascia invariato lo spazio generato da x1, . . . , xs
su k, quindi resterà invariato anche generando su k′. Abbiamo ottenuto una
GAR-realizzazione su k′.
(b) Siano di nuovo K, k(x) e F i campi della GAL-realizzazione. Sia ora
R contenente F e tale che kR = k(x). In base al ragionamento precedente
siamo liberi di estendere k a k˜ := R ∩ k, prendendo F˜ := k˜F ⊂ R; supponia-
mo allora per semplicità che sia già R ∩ k = k senza bisogno di estendere
preliminarmente.
Dall’ipotesi kR = k(x) ricaviamo che ogni xi è multiplo per un valore di k di
un elemento di R; in particolare allora possiamo prendere un estensione finita
l tale per cui lR = l(x). Assumiamo anche, a meno di prendere la chiusura
normale, che l/k sia di Galois. Sappiamo che l(x)/F è di Galois, in quanto
composto delle estensioni normali k(x)/F e lF/F; definendo F′ := lF troviamo
che F′ ∩ k(x) = F, quindi che Gal(l(x)/F) ∼= Gal(l(x)/k(x))×Gal(l(x)/F′).
Notiamo ora che Gal(l(x)/R) lascia l invariante, mentre la sua restrizione
su l è un isomorfismo con Gal(l/k), in quanto il suo campo fisso è R ∩ l = k;
inoltre la sua azione ristretta a k(x) lascia invariato lo spazio vettoriale generato
dagli x1, . . . , xs su k, quindi, per unicità dell’estensione come azione lineare su
l, lascia invariato anche lo spazio generato su l. Possiamo allora applicare il
lemma 3.11 e ottenere che R è di fatto puramente trascendente su k, ossia della
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forma R = k(t). Quindi la GAL-realizzazione presa in considerazione è una
GAR-realizzazione.
(c) Studiamo innanzitutto il gruppo degli automorfismi di Um. Dato che U
è quasi semplice, è un sottogruppo di Aut(S) contenente Inn(S), con S gruppo
semplice non abeliano; dato che se un elemento φ ∈ Aut(S) commuta con tutto
Inn(S) vale ig(φ(h) = φ(ig(h)) = φ(ghg−1) = φ(g)φ(h)φ(g−1) = iφ(g)(φ(h))
per ogni g, h ∈ S, otteniamo φ(g) = g poiché gli automorfismi interni coin-
cidono, quindi φ = {e}. In particolare Z(U) contiene il centralizzatore di
Inn(S), quindi Z(U) = {e}. Poniamo allora A = Aut(U) e identifichiamo U
con Inn(U) < A.
Consideriamo ora A˜ = A om Sm il prodotto a ghirlanda con il gruppo
simmetrico. Il gruppo Um si immerge naturalmente in A˜ come sottogruppo
normale, mentre il suo centralizzatore è il solo stabilizzatore di 1, pertanto è
banale. Possiamo allora immergere A˜ in Aut(Um).
Sappiamo inoltre che se prendiamo un sottogruppo N normale in Aut(S)
non banale esso dovrà contenere S; basta infatti calcolare, per un generico
φ ∈ N \ {e} e per un g ∈ S tale che φ(g) 6= g
(ιgφιg−1φ
−1)(h) = g(φ(g−1φ−1(h)g))g−1 = (gφ(g−1))h(gφ(g−1))−1 = ιgφ(g−1)(h)
ovvero N 3 ιgφι−1g φ−1 = ιgφ(g−1) ∈ S. Allora N ∩ S è un sottogruppo normale
non banale di S, quindi S stesso. In questo modo S è l’unico sottogruppo
minimale normale di U.
Se ora N è un sottogruppo normale di Um, abbiamo che se N proiettato su
una componente U del prodotto diretto ha immagine non banale contiene il
sottogruppo S di tale componente. Se infatti N possiede un qualsiasi elemento
g = (g1, . . . , gi, . . . , gm) con gi 6= e, allora ponendo h := (e, . . . , e, h, e, . . . , e) con
h nella posizione i otteniamo hgh−1g−1 = (e, . . . , e, hgh−1g−1, e, . . . , e). Basta
allora prendere un h che non commuta con g, cosa sicuramente possibile in
quanto Z(S) = {e}. In particolare, allora, i sottogruppi normali minimali sono
tutti della forma S, con S sottogruppo minimale di una componente U del
prodotto diretto.
Abbiamo allora che Sm, inteso come prodotto dei sottogruppi minimali
delle componenti, è invariante per l’azione di Aut(Um); inoltre sempre per la
considerazione precedente Sm ha m sottogruppi normali massimali, ognuno
ottenuto sostituendo una componente del prodotto con il sottogruppo banale,
quindi l’azione di Aut(Um) può solamente permutare questi sottogruppi. I
centralizzatori in Aut(Um) di ognuno di tali sottogruppi massimali sono evi-
dentemente le singole componenti U, pertanto Aut(Um) permuta i fattori del
prodotto diretto; il kernel dell’azione di permutazione è allora Am. Possiamo
allora concludere che |Aut(Um) ≤ |Am| · |Sm| = |A˜|, quindi che Aut(Um) = A˜.
Prendendo allora una GAL-realizzazione K/k(x) di U costruiamo, con
l’identica procedura usata nella proposizione 3.12, un’estensione K˜/k(x˜), con
x˜ vettore di m copie x1, . . . , xm algebricamente indipendenti di x, che sia il
composto di estensioni Ki/k(xi) con gruppo di Galois U. Il suo gruppo
complessivo sarà Um.
Sia ora F il sottocampo di k(x1) fissato da Aut(U). Il gruppo Gal(K/F)
si estende ovviamente su K˜, lasciando fisse le varie estensioni Ki per i 6= 2.
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Facciamo ora agire Sm su K˜ come permutazione dei Ki; allora il lemma 3.9 ci
garantisce l’esistenza di un omomorfismo da A˜ in Aut(K˜). Questo omomor-
fismo è iniettivo su Um e Sm; il suo kernel quindi è un sottogruppo normale
che interseca Um nel gruppo banale. Il kernel commuta pertanto con Um, è
contenuto nel gruppo di Sm delle permutazioni banali e quindi è il gruppo
banale. Abbiamo quindi che Aut(U) ∼= A˜ si immerge in Aut(K˜).
L’ultima condizione da verificare è che l’azione di A˜ lasci invariato lo spazio
vettoriale generato da x1, . . . , xM su k; ma ciò è evidentemente verificato, in
quanto A lascia invariato lo spazio generato dagli x1, . . . , xm per ipotesi, mentre
Sm permuta solamente gli elementi xi.
Corollario 3.19. (a) Sia H un gruppo finito nel quale tutti i fattori di composizio-
ne sono non abeliani e hanno una GAL-realizzazione su k. Allora H occorre
regolarmente su k.
(b) Sia U un gruppo quasi semplice con una GAL-realizzazione su k. Allora tutti i
problemi di immersione con kernel Um su k′ ⊂ k hilbertiano hanno soluzione.
Dimostrazione. (a) Se Sm è un sottogruppo minimale di H, S è un fattore di
composizione di H, quindi ha una GAL-realizzazione; in particolare allora
anche Sm ha una GAL-realizzazione. Supponendo induttivamente che H/Sm
occorra regolarmente su k, esiste un’estensione K/k(x) con gruppo H/Sm;
allora Sm ha una GAR-realizzazione su k(x) per la proposizione 3.18, quindi
in particolare il problema di immersione dato dalla proiezione H → H/Sm ha
soluzione e fornisce una realizzazione regolare di H su k(x). In particolare, H
occorre regolarmente su k.
(b) Um ha in queste ipotesi una GAR-realizzazione su k′; quindi per il
corollario 3.17 i problemi di immersione su k′ con kernel Um hanno tutti
soluzione.
È molto semplice verificare l’esistenza di GAL-realizzazioni date delle
opportune ipotesi di rigidità.
Proposizione 3.20. Sia G un gruppo finito con centro banale immerso in H :=
Aut(G).
(a) Se [H : G] = 2 e H ha un vettore C ∈ Cl(H)3 rigido razionale, allora G ha una
GAL-realizzazione su Q.
(b) Se H/G è ciclico e H ha un vettore C ∈ Cl(H)3 rigido di cui una componente è
contenuta in G, allora G ha una GAL-realizzazione su Qab.
Dimostrazione. Sia k = Q nel caso (a) e k = Qab nel caso (b). Sia S = {0, 1,∞}
il luogo di ramificazione e K l’estensione di k(x) con gruppo H data dal
teorema 2.19. Imponiamo anche che il generatore di un gruppo di inerzia su 1
appartenga alla classe di coniugio contenuta in G, nel caso che sia k = Qab.
L’estensione KG/k(x) è un’estensione ciclica di grado n := [H : G]. Nel caso
n = 2 l’estensione è quadratica, quindi della forma k(z)/k(x) con z2 ∈ k(x);
se invece n > 2 k(x) contiene tutte le radici dell’unità, quindi per la teoria di
Kummer KG = k(x)( f 1/n) con f = f (x) ∈ k(x). Possiamo supporre che sia
f (x) ∈ k[x] con nessun fattore irriducibile di molteplicità ≥ n.
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Dato che l’estensione K/k è regolare abbiamo N := Q(x)( f 1/n) = LG. In
entrambi i casi possibili almeno una classe di coniugio di C è contenuta in
G (per n = 2 basta ricordare che σ1σ2σ3 = e), quindi l’estensione N/Q(x) è
ramificata solo in {0,∞}. Dall’equazione
yn = f (x) =∏
i
(x− αi)mi
ricaviamo che per n ≥ 2 vi può essere ramificazione solo in {0,∞} solo nel
caso f (x) = cxm; inoltre poiché il grado è proprio n, m deve essere coprimo
con n. Se quindi fissiamo a, b interi in modo che sia ma + nb = 1, abbiamo che
z := xb( f 1/n)a genera KG su k(x) con zn = cax ∈ k(x).
A questo punto basta osservare che ponendo F := k(x) otteniamo una
GAL-realizzazione, in quanto Gal(k(x)/F) permuta gli ζz, lasciando quindi





4.1 Costante di struttura
La proprietà di rigidità l(C) = 1 può essere verificata computazionalmente
usando l’approccio di forza bruta, ossia verificando manualmente che effettiva-
mente ogni sistema di s generatori di C è coniugato agli altri. Tale sistema è
però palesemente inefficiente. Esiste invece un modo per verificare la rigidità
basato sui caratteri irriducibili del gruppo.
Sia Σ˜(C) ⊃ Σ(C)
Σ˜(C) := {σ ∈ Gs | σi ∈ Ci, σ1 · · · σs = e}
ossia trascuriamo l’ipotesi che i σi generino il gruppo G.
Definizione 4.1. Si chiama costante normalizzata di struttura di C ∈ Cl(G)s di








|CG(〈σ1, . . . , σs〉)| .








CG(〈σ1, . . . , σs〉) .
Ricordando che |G|/| Inn(G)| = |Z(G)| otteniamo la tesi.
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4. Esempi e algoritmi 4.1 Costante di struttura
Teorema 4.3. Sia C = (C1, . . . , Cs) ∈ Cl(G)s un vettore di classi di un gruppo finito
G con s ≥ 2. Allora








|CG(σi)| , σi ∈ Ci.
Dimostrazione. Per ogni χ ∈ Irr(G) sia Rχ : G → GLn(C) la corrispondente





è G-invariante, quindi per il lemma di Schur è un multiplo dell’identità; è in
particolare χ(σ)/χ(1) I˙n. Quindi per qualsiasi scelta di σ, τ ∈ G abbiamo
1





Applicando la formula ripetutamente otteniamo
1
|G|s ∑ρ ∈ G
sR(σρ11 · · · σρss τ) =
χ(σ1) · · · χ(σs)
χ(1)s
R(τ).
Sostituiamo τ = e e calcoliamo la traccia:
1
|G|s ∑ρ ∈ G
sχ(σρ11 · · · σρss ) =









La funzione e è il carattere (a meno di un fattore |G|) della rappresentazione
regolare, quindi vale 1 su e e 0 sul resto. Possiamo allora scrivere
m(C) := ∑
ρ∈Gs
e(σρ11 · · · σρss ) = |G|s−1 ∑
χ∈Irr(G)
χ(σ1) · · · χ(σs)
χ(1)s−2
.













Infine, basta sostituire il valore di m(C) per ricavare la tesi.
Corollario 4.4. Un vettore di classi C ∈ Cl(G)s di un gruppo finito G è rigido se
(a) G = 〈σ1, . . . , σs〉 per qualche σi ∈ Ci con σ1 · · · σs = e,
(b)
|G|s−2|Z(G)|
|CG(σ1)| · · · |CG(σs)| ∑χ∈Irr(G)
χ(σ1) · · · χ(σs)
χ(1)s−2
= 1.
Dimostrazione. La seconda condizione significa n(C) = 1; dato che l(C) ≤ n(C)
otteniamo proprio l(C) = 1.
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4.2 Esempi
Per un elenco piuttosto completo delle realizzazioni note costruite tramite
criteri di rigidità si veda [5, Ch. 2].
4.2.1 I gruppi Sn e An
L’esempio più classico di gruppo realizzabile come gruppo di Galois su Q
è il gruppo simmetrico ed il suo sottogruppo normale An. Una sempli-
ce dimostrazione si può ottenere semplicemente considerando l’estensione
Q(t1, . . . , tn)/Q(s1, . . . , sn), dove gli si sono le funzioni simmetriche elementari
dei ti. Il suo gruppo di Galois è evidentemente Sn. Tramite hilbertianità di Q
abbiamo quindi una realizzazione su Q. Vediamo invece ora come sia possibile
utilizzare la rigidità.
Lemma 4.5. Sia C(i) la classe di coniugio degli i-cicli di Sn, n ≥ 3. Allora le classi
C(2), Cn−1 e C(n) formano una tripla rigida razionale in Sn.
Dimostrazione. Innanzitutto notiamo che un qualunque (n− 1)-ciclo, un qualun-
que n-ciclo ed una trasposizione generano Sn. Infatti due qualsiasi coppie (i, j)
e (i′, j′) possiamo applicare l’n-ciclo per portare i sul punto fisso dell’(n− 1)-
ciclo, poi spostare liberamente j e infine usare l’n-ciclo per portare l’immagine
di i su i′ e l’immagine di j (scelta opportunamente) su j′; coniugando allora la
trasposizione a disposizione è possibile ottenere tutte le trasposizioni, quindi
generare tutto Sn.
Prendiamo ora σ1 = (n − 1, n), σ2 = (1, . . . , n − 1) e σ3 = (n, n − 1, n −
2, . . . , 2, 1). Vale σ1 · σ2 · σ3 = e e Sn = 〈σ1, σ2, σ3. Supponiamo che σ′1σ2 è un
n-ciclo, con σ′1 trasposizione. σ
′
1 è necessariamente della forma (j, n). Allora
σ
n−1−j
2 manda j in n − 1 e fissa n, quindi σ′1 è coniugato a σ1 tramite una
potenza di σ2.
Allora data una qualsiasi altra scelta di generatori σ′i delle stesse classi
di coniugio dei σi, abbiamo che esiste un coniugio τ che manda σ′2 in σ2;
necessariamente allora στ1 ha la proprietà che σ
τ
1 σ2 è un n-ciclo. In particolare






2 . Usando ora come coniugio τ
′ := σ−k2 τ otteniamo
σ′τ′1 = σ1, σ
′τ′
2 = σ2 e di conseguenza σ
′τ′
3 = σ3. Quindi Σ(C) ha una sola orbita
per l’azione di Inn(G), ossia l(C) = 1 e il vettore è rigido.
Per ogni m - n! gli i-cicli restano evidentemente i-cicli, quindi anche la
condizione di razionalità è soddisfatta da C.
In questo modo otteniamo
Corollario 4.6. Sn ha una G-realizzazione su Q per ogni n.
Dimostrazione. Il caso n ≥ 3 si ottiene dal lemma 4.5 unito al teorema 2.19 e
il fatto che Z(Sn) = {e}. Il caso n = 2 si ricava immediatamente dal fatto che
S2 ∼= Z2 si realizza come Q(y)/Q(x) dove y2 = x.
Nel caso in cui n 6= 6 abbiamo anche Aut(An) ∼= Sn e Aut(Sn) = Sn, mentre
vale sempre [Sn : An] = 2; ricaviamo quindi dalla proposizione 3.20 il seguente
corollario.
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Corollario 4.7. Per n 6= 6 i gruppi An e Sn hanno GAL-realizzazione su Q, quindi
su tutti i campi di caratteristica 0.
Dalla dimostrazione della proposizione 3.20 notiamo che comunque anche
A6 ha una G-realizzazione su Q; non otteniamo però una GA-realizzazione,
quindi nemmeno una GAL-realizzazione.
4.2.2 Il gruppo PSL2(p)
Un esempio relativamente semplice di applicazione del criterio di rigidità si può
costruire su una sottofamiglia dei gruppi semplici An(q); ci concentreremo ora
sul caso in cui q è un primo dispari e n = 2, ovvero su PSL2(p) ∼= SL2(p)/{±1}.

























a b + ka

















a + kb b
c + kd d
)
.
Moltiplicando a destra per UT1 possiamo assicurarci che il coefficiente a diventi
non nullo; usando invece U1 possiamo assicurarci che anche il coefficiente in b
non lo sia, ed utilizzando di nuovo UT1 ridurci al caso a = 1. A questo punto
possiamo tramite moltiplicazione per U1 trasformare il coefficiente b in 0. Per
ipotesi sul determinante otteniamo allora d = 1. La matrice che rimane è allora
una potenza di UT1 .
Lemma 4.9. Sia U una matrice non triangolare superiore in SL2(p) con traccia 2.
Allora U è coniugata ad una potenza di UT1 tramite una potenza di U1.














Per ipotesi c 6= 0, quindi scegliendo k = (1− a)c−1 e ricordando l’ipotesi su










Lemma 4.10. Le matrici di PSL2(p) \ {e} di traccia ±2 appartengono ad esattamente












) è coniugata a ±U1 se e soltanto u (rispettivamente −v) è un
quadrato in Fp.
Dimostrazione. Se ±U ∈ PSL2(p) è triangolare superiore ha un rappresentante






Sia U ∈ SL2(p) di traccia 2 rappresentante di ±U ∈ PSL2(p) che non sia in
forma triangolare superiore. Il lemma 4.9 ci garantisce che U è coniugata ad



























; B deve necessariamente essere triangolare superiore, poiché






















La soluzione si ha solamente se u (−v) è un quadrato. Se non è questo il caso















e ripetere l’identico ragionamento con UT1 , sapendo questa volta che −u e v
sono quadrati.
Lemma 4.11. Sia τ 6= 1, 2. Sia C(τ) la classe di coniugio in PSL2(p) di±
(
τ − 1 1
τ − 2 1
)−1
.
Se 2− τ non è un quadrato (rispettivamente, è un quadrato) in Fp allora la terna
C1, C2, C(τ) (rispettivamente, C1, C1, C(τ)) è rigida.
Dimostrazione. La matrice ±
(
τ − 1 1
τ − 2 1
)
appartiene a C2 (risp., C1) se (2− τ)





)−1 ( 1 0




τ − 1 1
τ − 2 1
)
mostra che esistono σ1 ∈ C1, σ2 ∈ C2 e σ3 ∈ C3 per cui σ1σ2σ3 = e (risp.,
σ2 ∈ C1). Sappiamo dal lemma 4.8 che σ1 e σ2 generano PSL2(p), in quanto
σ2 = (UT1 )
k con k 6= 0.





un primo coniugio possiamo supporre che σ′1 = σ1. Ci basta allora verificare
che σ′2 ∈ C2 (risp., C1) è coniugato a σ2 tramite un elemento che commuta con
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σ1. Dato che σ1 e σ′2 generano tutto il gruppo certamente σ′2 non è triangolare






tramite un elemento che commuta con σ1.
Considerando ora che la traccia è una funzione costante sulle classi di
coniugio, abbiamo che σ1σ′2 ha la stessa traccia di σ1σ2 ed è quindi τ. Essendo





, vale c = τ − 2. Il lemma 4.10 ci fornisce
quindi il risultato.
Lemma 4.12. Sia C(τ) il vettore di classi costruito nel lemma 4.11 e V il suo gruppo
completo di simmetria. Se p 6≡ ±1( mod 24) e p > 3, allora esiste un τ per cui
C(τ) è V-simmetrico.
Dimostrazione. Scegliamo τ in modo che (2− τ) non sia un quadrato (esiste
poiché p > 3). In questo caso C(τ) è la terna (C1, C2, C(τ)); abbiamo che
Cm1 = C1 quando m ∈ F∗p è un quadrato in Fp e Cm1 = C2 quando non lo
è per il lemma 4.10. La terna C è allora V-simmetrica solamente quando
C(τ)m = C(τ), poiché se C(τ)k = Ci avremmo anche C(τ) = Ck
′
i = Cj con
i, j ∈ {1, 2}, mentre la traccia degli elementi di C(τ) è τ 6= ±2.









. Notiamo che A22 = −e, quindi in
PSL2(p) C(2) è una classe razionale, mentre da A33 = e deduciamo che A3 e
A23 soddisfano lo stesso polinomio caratteristico
X2 − X + 1.
Tale polinomio ha due radici distinte in Fp(
√
3), quindi A3 e A23 sono coniugate
con coefficienti in Fp(
√
3). Tale coniugio si riporta (come nel caso della forma
di Jordan reale) in SL2(p), quindi anche in PSL2(p).
Ora 2 è non quadrato modulo p se e soltanto se p 6≡ ±1( mod 8), mentre
3 non è un quadrato modulo p se e soltanto se p 6≡ 1( mod 3). Quindi
se p 6≡ ±1( mod 24) abbiamo che per almeno una scelta τ = 0,−1 si ha
CV = C∗, ovvero C è V-simmetrico.
Teorema 4.13. Il gruppo PSL2(p) occorre regolarmente suQ per ogni primo p 6≡ ±1(
mod 24).
Dimostrazione. Se p > 3 il lemma 4.12 esiste una terna C razionale e V-
simmetrica, con V = Sym(C); per il teorema 2.24 esiste una G-realizzazione su
QVC = Q, quindi PSL2(p) occorre regolarmente su Q.
Per i casi restanti notiamo che PSL2(2) ∼= S3, poiché in tal caso si tratta di
tutte le permutazioni dei tre punti di P1(F2), mentre PSL2(3) ∼= A4, poiché
sono l’unico sottogruppo delle permutazioni dei quattro punti di P1(F3) di
indice 2 (il determinante delle matrici invertibili può avere 2 valori possibili ed
è surgettivo). Entrambi i gruppi hanno una G-realizzazione per il corollario 4.7.
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Teorema 4.14. Il gruppo PSL2(p) occorre regolarmente su Qab per ogni primo p.
Dimostrazione. Per tutti i casi non compresi nel teorema 4.13 vale comunque
che C è una terna rigida, quindi per il teorema 2.24 esistono G-realizzazioni su
estensioni abeliane di Q finite; in particolare allora esistono G-realizzazioni su
Qab.
4.3 Algoritmi
Nel lavoro [4] sono presentate brevemente le varianti algoritmiche delle tecniche
descritte nel capitolo 3, e sono esplicitati i risultati con i quali si dimostra che
tutti i gruppi transitivi di ordine fino a 15 si realizzano su Q. Ne accenniamo
qui rapidamente le idee fondamentali basate tutte sulla tecnica del risolvente,
che può essere usata efficacemente sia per i calcoli che vedremo ora sia per
risolvere il problema diretto, ovvero ricostruire il gruppo di Galois a partire
da un polinomio. Di fatto la strategia del cosiddetto metodo Stauduhar [7]
è sostanzialmente equivalente all’argoritmo del campo fisso che vedremo fra
breve. Lavoriamo assumendo che siano dati un polinomio f monico irriducibile
a coefficienti in Z, l’insieme Ω = {α1, . . . , αn} delle sue radici e G il gruppo di
Galois di f comprensivo della sua azione di permutazione su Ω.
4.3.1 Algoritmo del campo fisso
Supponiamo di avere un gruppo di permutazione G˜ ed un epimorfismo φ :
G → G˜. Sia H˜ lo stabilizzatore di un punto in G˜. Chiamiamo allora H la
controimmagine φ−1(H˜); il gruppo G agirà sulle classi laterali G/H come G˜.
Cerchiamo di calcolare un polinomio g che sia il polinomio minimo di un
elemento del campo Fix(H). Facciamo cadere, in questo algoritmo, l’ipotesi
che f sia irriducibile, ma assumeremo solo che sia separabile (condizione che è
facile imporre sostituendo f con f / gcd( f , f ′)); tra le sue possibili applicazioni
ci sarà, infatti, la costruzione di un polinomio f˜ irriducibile che ha lo stesso
campo di spezzamento di f .
Definizione 4.15. Sia G un gruppo di permutazione che agisce su un insieme
{α1, . . . , αn} e H un suo sottogruppo. Ponendo xi := xαi , con xi variabi-
li indipendenti, diciamo che un polinomio F ∈ Z[x1, . . . , xn] è H-invariante
relativamente a G se
(a) Fσ = F per ogni σ ∈ H,
(b) Fσ 6= F per ogni σ ∈ G \ H




In questo caso si chiama risolvente il polinomio
RG,H,F := ∏
σ∈G//H
(X− Fσ) ∈ Z[x1, . . . , xn, X]
dove G//H è un sistema di rappresentanti delle classi laterali G/H.
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Osservazione 4.16. Per ogni H < G esiste sempre un polinomio H-invariante
relativamente a G. Basta prendere




2 · · · xnn)σ.
Un modo alternativo più efficiente per costruire un polinomio H-invariante
relativamente a G è il seguente:
1. Porre d := 1.
2. Calcolare tutti i polinomi omogenei H-invarianti di grado d.
3. Controllare che siano relativi a G, ossia che non restino fissati da nessun
σ ∈ G \ H.
4. Se ve ne sono di relativi a G, restituirne uno.
5. Porre d := d = 1 e tornare al passo 2.
Un polinomio H-invariante relativo a G ha l’interessante proprietà per cui
F(α1, . . . , αn) ∈ Fix(H), mentre il polinomio RG,H,F specializzato è il suo poli-
nomio caratteristico su Q. Allora RG,H,F è potenza di un polinomio irriducibile,
e nel caso in cui sia irriducibile si ha proprio Gal(RG,H,F) ∼= G˜. Per ottenere
che RG,H,F specializzato sia irriducibile dobbiamo cambiare il polinomio f , a
patto di conservarne il campo di spezzamento.
Definizione 4.17. Sia f (x) ∈ k(x) un polinomio e siano α1, . . . , αn le sue radici.
Un polinomio h ∈ k(t) si dice trasformazione di Tschirnhausen per f se il campo
di spezzamento del polinomio h f (x) := ∏(x− h(αi)) è lo stesso di f .
Osservazione 4.18. Data un polinomio h(x) ∈ k(x), se il polinomio h f (x) è
separabile allora h è una trasformazione di Tschirnhausen. Se infatti g(x) =
∏σ(x − σ(α)) è un fattore irriducibile di f , avremo che hg(x) = ∏σ(x −
σ(h(α))) ha radici distinte. In particolare allora il campo di spezzamento di hg
non è lasciato fisso da nessun automorfismo non banale del campo di g, quindi
i due campi sono uguali.
Possiamo allora applicare una trasformata di Tschirnhausen ad f . Usiamo
l’idea di [3] per verificare che è effettivamente calcolabile una trasformata che
renda RG,H,F irriducibile.
Lemma 4.19. Esiste un insieme finito T ⊂ k[x], dipendente da RG,H,F e da f ed
effettivamente calcolabile, tale per cui esista una trasformazione di Tschirnhausen tale
per cui h f e RG,H,F(h(α1), . . . , h(αn)) sono separabili.
Dimostrazione. Sia fˆ (x1, . . . , xn, x) = ∏i(x− xi). Sia d un intero maggiore del
grado totale del discriminante




(Fσ − Fτ) ∈ k(x1, . . . , xn).
Poniamo yi := ∑n−1j=0 α
j
izj, con zj nuove variabili. Poiché per ipotesi di separa-
bilità di f le radici αi sono tutte distinte, le variabili yi sono algebricamente
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indipendenti quanto le zj (la matrice di trasformazione da zi a yi è infatti
di Vandermonde sugli αi, quindi invertibile). In particolare allora il polino-
mio D2(y1, . . . , yn) 6= 0 ed ha grado massimo rispetto ad ogni yi minore di
d. In particolare allora se fissiamo un insieme U ⊂ k di cardinalità d, esisterà
una scelta di specializzazioni yi 7→ ui ∈ U tale per cui D2(u1, . . . , un) 6= 0.
Il polinomio h(x) = ∑ uixi è allora la trasformata richiesta ed appartiene a
T = {u0 + u1x + · · ·+ un−1xn−1 + xn | ui ∈ U}.
Riepilogando:
1. Calcolare un polinomio F che sia H-invariante relativo a G.
2. Generare un insieme T(α1, . . . , αn) di trasformazioni di Tschirnhausen come
nel lemma 4.19.
3. Calcolare RG,H,F(α1, . . . , αn).
4. Se gcd(RG,H,F(α1, . . . , αn), R′G,H,F(α1, . . . , αn)) = 1 restituire RG,H,F(α1, . . . , αn).
5. Applicare una trasformazione di T all’insieme di radici {α1, . . . , αn} e
tornare al passo 3.
4.3.2 Prodotto diretto
Supponiamo ora di avere due polinomi irriducibili f1, f2 ∈ Z[x] tali per cui
G1 = Gal( f1) e G2 = Gal( f2). Siano N1 e N2 i relativi campi di spezzamento
e supponiamo che sia N1 ∩ N2 = Q. Si consideri come sempre già descritta
l’azione di G1 e G2 sui rispettivi insiemi di radici che chiameremo {α1, . . . , αn}
e {β1, . . . , βm}.
1. Porre f˜ := f1 f2.
2. Porre G˜ il prodotto diretto di G1 e G2 con l’azione indotta sull’insieme
{α1, . . . , αn, β1, . . . , βm}.
3. Calcolare il polinomio f restituito dall’algoritmo del campo fisso applicato
a f˜ e all’epimorfismo identico da G˜ su G.
4. Restituire f .
4.3.3 Prodotto a ghirlanda
Sia G dato come i gruppi precedenti e H un gruppo di Galois suQ(t), realizzato
regolarmente con un polinomio g(t, x) ∈ Z[t, x].
1. Sia K := Q(α), con α zero di f .
2. Sia γ un intero algebrico scelto casualmente in K.
3. Porre h := N(g(γ, x)), con N norma da K a Q estesa a K(x) ponendo
N(x) = x.
4. Se h è riducibile tornare al passo 2.
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5. Se Gal(h) ∼= H o G restituire h, altrimenti tornare al passo 2.




L’utilizzo dei modelli non standard consente di dare uno sguardo diverso alla
proprietà di hilbertianità, fornendo caratterizzazioni di natura algebrica assai
diverse dalle proprietà studiate nella sezione 1.1. La dimostrazione originale
del teorema 1.14, pubblicata in [10] con riferimenti a [6], fa proprio uso di
questi strumenti, dai quali si ricava anche l’hilbertianità di tutti i campi con
formula del prodotto.
A.1 Ingrandimenti
Per una presentazione tradizionale della teoria dei modelli non standard si
veda [8]. Daremo ora le definizioni ed enunceremo i fatti fondamentali di cui
faremo uso in seguito.
Dato un insieme X qualsiasi, i cui singoli oggetti sono considerati privati









e poniamo X := ∪∞k=0Xk.
Definizione A.1. L’insieme X si dice sovrastruttura di X. Gli elementi di X
vengono detti atomi, mentre i restanti vengono denominati entità.
È una verifica semplice controllare, a patto di trascurare l’eventuale struttura
insiemistica sugli elementi di X, che la sovrastruttura è chiusa per le comuni
operazioni di teoria degli insiemi.
Proposizione A.2. (a) ∅ ∈ X .
(b) Se y è un’entità, ogni x ∈ y appartiene a X .
(c) Se y è un’entità, ogni x ⊂ y è un’entità.
(d) Se x è un’entità, P(x) è un’entità.
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(e) Ogni sottoinsieme x finito di X è un’entità.




y∈x y è un’entità.
(g) Se x e y sono entità, la coppia (x, y) è un’entità.
(h) Se l’assioma della scelta è vero nella teoria insiemistica in cui si costruisce X ,
allora è vera anche la sua formulazione in X .
Definizione A.3. Una mappa ∗ : X → ∗X si dice omomorfismo di sovrastrutture
se
(a) Per ogni entità x vale {∗y | y ∈ x} ⊂ ∗x} e si ha inclusione stretta per ogni
x infinito.
(b) ∗X è l’insieme degli atomi di ∗X .
(c) Se x ∈ y per due entità, ∗x ∈ ∗y.
(d) Preserva la relazione di uguaglianza: ∗{(x, x) | x ∈ X} = {(y, y) | y ∈ ∗X}.
(e) Se y = {x1, . . . , xn} è un insieme finito, ∗y = {∗x1, . . . , ∗xn}.
(f) ∗∅ = ∅.
(g) ∗(x ∩ y) = ∗x ∩ ∗y, ∗(x ∪ y) = ∗x ∩ ∗y.
(h) Preserva domini e immagini delle relazioni.
(i) ∗{(x, y) | x ∈ y ∈ A} = {(z, w) | z ∈ w ∈ ∗A}.
Teorema A.4 (Trasferimento). Per ogni formula ϕ del prim’ordine nel linguaggio
della teoria degli insiemi con parametri in X
X |= ϕ⇐⇒ ∗X |= ∗ϕ
dove con ∗ϕ si intende la formula ϕ nella quale i parametri sono stati trasformati
secondo ∗.
Definizione A.5. Una relazione binaria R(x, y) su X è detta finitamente soddi-
sfacibile se per ogni scelta xi ∈ X, con i = 0, . . . , n, esiste un ω ∈ X per il quale
R(xi,ω) è verificato per tutti gli i.
Definizione A.6. Un omomorfismo di sovrastrutture ∗ : X → ∗X si dice
ingrandimento se ogni relazione binaria R finitamente soddisfacibile ha una
soluzione universale ω ∈ ∗X per la quale R(x,ω) vale per ogni x ∈ X.
Teorema A.7. Ogni struttura X ha un ingrandimento ∗X .
Identificheremo d’ora in poi, parlando di ingrandimenti, la sovrastruttura
X con la sua immagine in ∗X .
Lemma A.8. Per un ingrandimento ∗ si ha ∗A = A se e soltanto se A è finito.
Dimostrazione. Se A è finito ∗A = A per definizione di omomorfismo di
sovrastrutture.
Se invece A è infinito, la relazione 6= ristretta all’insieme A è finitamente
soddisfacibile, quindi in ∗A possiede una soluzione universale ω. Pertanto
ω ∈ ∗A \ A, quindi ∗A 6= A.
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A.2 Hilbertianità
Sia ora k un campo di caratteristica 0 e ∗ un ingrandimento fissato. ∗k è
naturalmente un’estensione di campo di k, identificando k con l’immagine
tramite ∗ dei suoi elementi.
Proposizione A.9. k è algebricamente chiuso in ∗k.
Dimostrazione. Fissati a0, . . . , an ∈ k coefficienti di un polinomio privo di radici
in k abbiamo per trasferimento che
∃x(a0 + · · ·+ anxn = 0)
è falsa in ∗k, quindi in particolare il polinomio continua a non avere radici
nemmeno in ∗k.
Abbiamo quindi che ogni elemento t ∈ ∗k \ k è trascendente su k. Possiamo
allora riformulare la proprietà di Hilbert:
Proposizione A.10. k è hilbertiano se e soltanto se esiste un t ∈ ∗k \ k per cui k(t) è
algebricamente chiuso in ∗k.
Dimostrazione. Sia t ∈ ∗k \ k un elemento tale per cui k(t) sia algebricamente
chiuso in ∗k. Siano fi(X, T) polinomi irriducibili in T, con i = 1, . . . , s; per
trascendenza di t, anche i polinomi fi(X, t) sono tutti irriducibili. Fissati quindi
t1, . . . , tn un numero finito arbitrario di elementi di k è verificata la formula
∃v : ∀1 ≤ i ≤ s fi(X, v) è irriducibile, v 6= t1, . . . , tn.
Per trasferimento questa formula è vera anche in k, quindi esistono infiniti
v ∈ k per i quali gli fi(X, v) sono irriducibili, ossia k è hilbertiano.
Se viceversa k è hilbertiano, la relazione
R((x, f ), v)↔ f (X, v) è irriducibile, v 6= x
ristretta ai polinomi f ∈ k(X)[T] irriducibili in T è finitamente soddisfacibile,
quindi ha una soluzione universale t per la quale f (X, t) è irriducibile in
∗k(X)[T] per tutti i polinomi f (X, T) irriducibili; inoltre vale necessariamente
t ∈ ∗k \ k. Allora k(t) è algebricamente chiuso in ∗k.
Proposizione A.11. k è hilbertiano se e soltanto se esiste un sottocampo k ⊂ l ⊂ ∗k
hilbertiano e algebricamente chiuso in ∗k.
Dimostrazione. Se k è hilbertiano è sufficiente scegliere l = k.
Sia invece l un sottocampo hilbertiano algebricamente chiuso in ∗k. Se
prendiamo un’ulteriore ingrandimento + abbiamo che esiste un t ∈ +l \ l per il
quale l(t) è algebricamente chiuso in +l. Per trasferimento +l è algebricamente
chiuso in +(∗k), quindi vale k(t)∩ +(∗k) = k(t)∩ +l = k(t)∩ l(t)∩ +l = k(t) per
trascendenza di t su l.
Basta ora osservare che + ◦ ∗ è un ingrandimento di k, quindi k è hilbertiano.
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Definiamo ora il campo lt come la chiusura algebrica di k(t) in ∗k, al variare
di t ∈ ∗k \ k.
Lemma A.12. Siano L1 ed L2 due estensioni finite di un campo K di caratteristica
0 e sia L il loro composto. Dato un posto P in L ramificato su K, se gli indici di
ramificazione della restrizione a L1 e L2 coincidono allora L/L1 e L/L2 sono estensioni
non ramificate in P.
Dimostrazione. ChiamiamoP1 eP2 le restrizioni diP su L1 e L2 rispettivamente.
Sia invece P′ la restrizione a K. Il gruppo di inerzia di P su P′ è ciclico di
ordine e(P|P′); sia σ un suo generatore. Se i gruppi di inerzia di P1 e P2,
che sono immagine tramite restrizione di GI(P|P′), hanno lo stesso ordine,
esiste un intero f minimo tale per cui σ f ha immagine banale se ristretto a
L1 e L2. Dato però che L è il composto di L1 e L2, σ f è banale su L e quindi
f = e(P|P′). In particolare allora la ramificazione non aumenta da L1 e L2 a L.
Proposizione A.13. k è hilbertiano se e soltanto se esiste un t ∈ ∗k \ k ed un posto di
P(k(t)/k) che abbia solamente un numero finito di estensioni a lt.
Dimostrazione. Ovviamente se k è hilbertiano ricaviamo dalla proposizione A.10
un t tale per cui k(t) = lt. Allora qualunque posto di P(k(t)/k) ha un’unica
estensione in lt.
Supponiamo invece che k non sia hilbertiano. Esistono allora un numero
finito di polinomi f1(X, T), . . . , fn(X, T) irriducibili in T di grado maggiore di
0 in T, tali per cui per quasi tutti i valori t ∈ k almeno un polinomio fi(X, t) è
riducibile. Dato che gli insiemi finiti vengono conservati tramite la mappa ∗,
vale allora che per ogni s ∈ ∗k \ k almeno un polinomio fi(X, s) è riducibile in
∗k.
Fissato allora un t ∈ ∗k \ k abbiamo che i polinomi fi(X, t) sono irriducibili
su k(t) per trascendenza di t, mentre almeno uno di essi diventa riducibile in ∗k;
quindi, chiamando K il campo di spezzamento degli fi(X, t) su k(t), abbiamo
K ∩ ∗k 6= k(t).
Possiamo dire di più. Prendiamo un posto P ∈ P(k(t)/k) di grado uno
che non sia ramificato in F; chiamiamo i Φ il sottogruppo di Aut(k(t)/k) che
lasciano P fisso. Ogni elemento α ∈ Φ si estende ad un automorfismo della
chiusura algebrica di k(t), pertanto per ogni estensione α˜ è definito Kα˜; essendo
K un’estensione normale di k(t), Kα˜ non dipende dalla particolare estensione
scelta, quindi scriveremo d’ora in poi Kα. Ovviamente Fα sarà il campo di
spezzamento dei polinomi fi(X, tα). Dato che di nuovo almeno uno degli
fi(X, tα) diventa riducibile in ∗k, poiché tα /∈ k, abbiamo che Kα ∩ ∗k 6= k(t).
Definiamo KΦ come il composto di tutte le estensioni Kα al variare di α ∈ Φ.
Sia ora DK l’insieme dei posti di k(t) ramificati in K e DΦ l’insieme dei posti
ramificati in KΦ ∩ ∗k. Dato che Kα ∩ ∗k 6= k(t) esiste almeno un posto che si
ramifica in Kα, DαK ∩ DΦ 6= ∅ per ogni α ∈ Φ. L’azione di Φ è però l’azione di
PGL2(k), dunque agisce transitivamente sulle terne di posti di primo grado; in
particolare DΦ deve essere quindi infinito, perché è possibile mandare un posto
qualsiasi in un altro lasciando fisso P. Otteniamo allora [KΦ ∩ ∗k : k(t)] = ∞.
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Osserviamo ora che fissata P˜ estensione di P f in K, il suo campo residuo
è un’estensione normale del campo residuo di P; in particolare allora i cam-
pi residui dei P˜α coincidono tutti, da cui deduciamo che per una qualsiasi
estensione P in KΦ il campo residuo, essendo il composto dei campi residui
delle sottoestensioni che generano KΦ, ha grado finito. Sommando questo al
fatto che P resta non ramificato in tutte le estensioni Kα, quindi anche in KΦ,
abbiamo che deve avere infinite estensioni in KΦ, quindi anche in lt.
Se il posto P non è di grado 1 sappiamo che avrà un parametro locale della
forma u := tk + ak−1 + · · ·+ a0; considerando allora k(u) e P′ ∈ P(k(u)/k) tale
per cui P | P′, possiamo ripetere il ragionamento prendendo Φ < Aut(k(u)/k)
lo stabilizzatore di P′. Otteniamo di nuovo che P′ ha infinite estensioni in lt;
sappiamo però che P è l’unico posto sopra P′ dal confronto dei gradi, quindi
anche P ha infinite estensioni in lt.
Per concludere, ci basta osservare che nel caso ramificato esistono sempre
almeno due posti ramificati, dunque anche DαK ∩ DΦ \ {P} 6= ∅; inoltre le
estensioni Kα hanno tutte lo stesso indice di ramificazione per qualsiasi esten-
sione di P, quindi per il lemma A.12 il composto KΦ ha anch’esso indice di
ramificazione finito e P ha infinite estensioni in lt.
A.3 Valori assoluti
Sia S un insieme di valori assoluti k. Consideriamo i suoi elementi in forma
logaritmica, ovvero v(·) = − log | · |. Se definiamo





Ov = {x ∈ k | v(x) ≥ 0 ∀v ∈ S}
otteniamo immediatamente
∗(OS) = {x ∈ ∗k | v(x) ≥ 0 ∀v ∈ ∗S} = O∗S.
Se ∆ è il gruppo dei valori, chiamiamo ∆fin il sottogruppo convesso di ∗∆ gene-
rato da v(k \ {0}). Chiamiamo ∆˙ il quoziente ∗∆/∆fin e v˙ la relativa valutazione
indotta; l’insieme delle v˙ verrà chiamato S˙. Definiamo analogamente quindi
OS˙ e abbiamo naturalmente l’inclusione O∗S ⊂ OS˙. Abbreviamo per semplicità
la notazione a O, ∗O, O˙ omettendo l’insieme S.
Lemma A.14. (a) Vale k = Quot(O) se e soltanto se O˙ = QuotO(∗O).
(b) Se per ogni x ∈ k \ {0} l’insieme Sx dei poli di x è finito, allora per ogni elemento
x ∈ O˙ si ha che ∗Sx è finito e ∗Sx ⊂ S.
Dimostrazione. (a) Una valutazione v˙ ∈ S˙ è per definizione banale su k, quindi
anche su O, cosicché abbiamo automaticamente l’inclusione QuotO(∗O) ⊂ O˙.
Se vale l’uguaglianza ogni elemento ξ ∈ k \ {0} ⊂ O˙ appartiene a QuotO(∗O),
quindi si scrive come ξ = a/b, con b ∈ O e a ∈ k ∩ ∗O = O. Quindi
k = Quot(O).
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Sia invece, in caso di inclusione stretta, ξ ∈ O˙ con ξ /∈ QuotO(∗O). Allora
per ogni b ∈ O \ {0} esiste un v ∈ ∗S per il quale v(bξ) < 0. Inoltre per ogni
numero finito di bi abbiamo, ponendo b := ∏i bi, che esiste un v per il quale
v(bξ) < 0; in particolare allora
0 > v(bξ) = v(b1 · · · bsξ) = v(b1) + · · ·+ v(biξ) + · · · v(bs) ≥ v(biξ),
ovvero la relazione {(b, v) | v(bξ) < 0} è finitamente soddisfacibile. Esiste
allora una soluzione universale v ∈ ∗S tale per cui
v(bξ) < 0 ∀b ∈ O \ {0}.
Supponiamo che per assurdo sia k = Quot(O). Allora v(ξ) /∈ ∆fin, poiché
altrimenti esisterebbe un a ∈ k tale per cui v(a) ≤ v(ξ) < 0 e moltiplicando
a per il suo denominatore b ∈ O si avrebbe 0 ≤ v(b · a) ≤ v(bξ) < 0. Allora
v˙(ξ) < 0, contro l’ipotesi che ξ ∈ O˙.
(b) Se Sx è finito per ogni x ∈ k \ {0}, allora ∗Sx = Sx ⊂ S; in particolare
allora per ogni v ∈ ∗S \ S vale v(k \ {0}) = 0. Questo implica in particolare
che {x | v(x) < 0} = {x | v˙(x) < 0}, quindi per ogni x ∈ O˙ si deve avere
∗Sx ⊂ S. Se ∗Sx fosse infinito la relazione {(v, v′) | v 6= v′, v ∈ ∗S, v′ ∈ ∗Sx}
sarebbe finitamente soddisfacibile e avrebbe soluzione universale in ∗S \ S.
A.4 Sottocampi di ∗k
Sia ora l un sottocampo di ∗k con grado di trascendenza 1 su k. I valori assoluti
v˙ ∈ S˙ corrispondono allora a posti di l/k (non banali).
Definizione A.15. l si dice S-aritmetico se ogni posto non banale di l/k è
indotto da un valore assoluto v˙ ∈ S˙.
Definiamo l’anello Ol := O˙ ∩ l. Otteniamo immediatamente:
Lemma A.16. l è S-aritmetico se e soltanto se Ol = k.
Lemma A.17. Siano α e β due elementi coprimi rispetto a S˙ e supponiamo che valga
(α, β) 6= O˙. Allora lα/β è S-aritmetico.
Dimostrazione. Poniamo t := α/β e supponiamo che lt non sia S-aritmetico.
Esiste allora un posto non indotto da S˙; prendiamo l una sottoestensione
finita su k(t) sulla quale la restrizione del posto non è indotta da S˙. Se tale
sottoestensione non esistesse, avremmo l ∩ O˙ = l per tutte le sottoestensioni
finite, quindi anche lt ∩ O˙ = lt, ovvero anche lt sarebbe S-aritmetico.
Dato che è possibile costruire un elemento di l che abbia zeri di ordine
arbitrariamente grande su qualsiasi numero finito di posti assegnati e polo
solamente in un posto dato, e che in Ol esiste un elemento con almeno un
polo, abbiamo che l = Quot(Ol). Inoltre essendo l’intersezione di anelli di
valutazione discreta Ol è un dominio di Dedekind. Possiamo allora porre
a = {x ∈ Ol | v˙(x) ≥ max(v˙(t), 0) ∀v˙ ∈ S˙}
b = {x ∈ Ol | v˙(x) ≥ max(−v˙(t), 0) ∀v˙ ∈ S˙}.
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Otteniamo tOl = a · b−1. Per ipotesi di coprimalità di α e β abbiamo
a = αO˙ ∩ l, b = βO˙ ∩ l
mentre per coprimalità di a e b otteniamo
Ol = a+ b = αO˙ ∩ l + βO˙ ∩ l = (α, β) ∩ l 3 1.
Quindi O˙ = (α, β), contro l’ipotesi.
Corollario A.18. Sia t ∈ ∗k \ k tale che {v˙ ∈ S˙ | v˙(t) < 0} è finito. Se lt è
S-aritmetico allora k è hilbertiano
Dimostrazione. Se lt è S-aritmetico allora ogni posto di lt/k è indotto da un
v˙ ∈ S˙; in particolare allora i poli di t in P(lt/k) sono un insieme finito. Questo
significa che il posto all’infinito di k(t) ha un numero finito di estensioni in lt,
dunque per la proposizione A.13 k è hilbertiano.
A.5 Campi con formula del prodotto
Definizione A.19. k si dice campo con formula del prodotto su S, con S insieme
di valori assoluti, se valgono le seguenti proprietà:
(a) Sx = {v ∈ S | v(x) < 0} è finito per ogni x ∈ k \ {0}.
(b) ∑v∈S v(x) = 0 per ogni x ∈ k \ {0}.
(c) Esiste un x ∈ \{0} e un v ∈ S per cui v(x) 6= 0.
Lemma A.20. Sia k un campo con formula del prodotto su S e t ∈ ∗k \ k. Se esiste
un v ∈ S tale per cui v˙ sia non banale su k(t), allora lt è S-aritmetico.
Dimostrazione. Sia l una sottoestensione di lt finita su k(t). L’anello Ol contiene
un ideale massimale Pl := {x ∈ Ol | v˙(x) > 0} dal quale prendiamo un
elemento ξ non nullo. L’insieme dei poli di ξ in ∗S è finito per il lemma A.14.
Avendo scelto ξ ∈ O˙, abbiamo che w(ξ) < 0 per w ∈ ∗S implica w˙(ξ) = 0,










Dato che v˙(ξ) > 0, otteniamo v(ξ) /∈ ∆fin; allora il membro di sinistra
dell’ultima disuguaglianza non appartiene a ∆fin. Assurdo.
Teorema A.21. I campi con formula del prodotto sono hilbertiani.
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Dimostrazione. Sia x ∈ k \ {0} e v ∈ S tale per cui v(x) 6= 0. Prendiamo un
elemento ω ∈ ∗N \N e fissiamo t := xω. I poli di t in ∗S sono gli stessi di
x, in quanto Sx è un insieme finito. Vale v(t) = ω · v(x), quindi v˙(t) 6= 0.
Possiamo allora applicare il lemma A.20 e ottenere un lt S-aritmetico. Per il
corollario A.18 k è hilbertiano.
A.6 Estensioni algebriche
Consideriamo ora un’estensione K/k algebrica, possibilmente infinita. In
generale l’ingrandimento ∗K/∗k non sarà un’estensione algebrica, ma solamente
sotto opportune condizioni. Definiamo:
k˙ := ∗k · K,
K˙ := ∗k ∩ ∗K.
L’estensione K˙/k˙ è algebrica.
Definizione A.22. Un’estensione K/k algebrica si dice di tipo finito se per ogni
n ∈N l’insieme Ln(K/k) := {L | k ⊂ L ⊂ K, [L : k] ≤ n} è finito.
Lemma A.23. L’estensione K˙/k˙ è banale se e soltanto se K/k è di tipo finito.
Dimostrazione. Notiamo che Ln(K/k) è definito al prim’ordine come
Ln(K/k) = {L ∈P(K) | L campo ∨
∀x ∈ L∃c0, . . . , cn−1 ∈ k xn + cn−1xn−1 + · · ·+ c0 = 0}
quindi
∗Ln(K/k) = {L ∈ ∗P(K) | L campo ∨
∀x ∈ L ∃c0, . . . , cn−1 ∈ ∗k
xn + cn−1xn−1 + · · ·+ c0 = 0} ⊂ Łn(∗K/∗k).
Se però consideriamo un’estensione L/∗k con [L : ∗k] ≤ n, prendendone un
generatore α abbiamo
L = {x ∈ ∗K | ∃c1, . . . , cn ∈ ∗k x = c1 + · · ·+ cnαn}.
L’insieme L è allora interno, ossia L ∈ ∗P(K), quindi ∗Ln(K/k) = Ln(∗K/∗k).
In virtù di questa affermazione l’ipotesi sul tipo finito implica Ln(K/k) =
Ln(∗K/∗k). Abbiamo ∗L = ∗(k(α)) = ∗k(α) = ∗k · L, quindi ogni estensione
algebrica finita di ∗k contenuta in ∗K è composizione di un’estensione algebrica
di k contenuta in K e di ∗k. In particolare allora K˙ = ∗kK˙ = k˙.
Se invece K/k non è di tipo finito esiste almeno un’estensione L di grado
finito che non è composto di ∗k e di un’estensione finita di k; allora L * ∗k · K,
quindi k˙ 6= K˙.
Supponiamo ora di avere K/k di Galois, con gruppo profinito Γ. Sia ∆ un
gruppo di automorfismi di K finito.
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Definizione A.24. K/k si dice ∆-estensione se
(a) Il campo K∆ è Γ-invariante.
(b) k è ∆-invariante e [k : k∆] = |∆|.
Lemma A.25. Sia K/k una ∆-estensione.
(a) Se l è una sottoestensione normale, allora K/l e l/k sono ∆-estensioni.
(b) Se l è un sottocampo di k algebricamente chiuso in k sul quale ∆ agisce fedelmente,
e L la chiusura algebrica di l in K, allora L/l è una ∆-estensione.
Dimostrazione. (a) Ovviamente l è ∆-invariante, per ipotesi di normalità di
l/k; inoltre l∆ ∩ k ⊂ K∆ ∩ k, ma K∆ ∩ k = k∆ per confronto dei gradi, quindi
l∆ ∩ k = k∆. In particolare allora [l : l∆] = [k : k∆] = |∆|. Infine l∆ = l ∩ K∆
è ovviamente Γ-invariante, mentre k∆ è invariante per l’azione di Gal(l/k) in
quanto restrizione dell’azione di Γ.
(b) Abbiamo immediatamente [l : l∆] = |∆|. Inoltre ∆(l ∩ K) = ∆(l) ∩ K =
l ∩ K, quindi L è ∆-invariante. Infine L∆ = L ∩ K∆ è Γ-invariante, quindi anche
Gal(L/l) invariante in quanto restrizione dell’azione di Γ.
Proposizione A.26. Se K/k è una ∆-estensione, tale è anche K˙/k˙.
Dimostrazione. Notiamo che se l ∈ Ln(K/k), allora la chiusura normale l˜ di l
appartiene a l˜ ∈ Ln!(K/k); quest’affermazione è esprimibile al primo ordine,
quindi è vera anche in ∗K, da cui ricaviamo che K˙/k˙ è di Galois. L’azione di ∆
si estende naturalmente a ∗K, quindi a K˙; essendo l’azione di ∆ fedele su k, lo è
anche su ∗k, quindi [k˙ : k˙∆] = |∆|.
A.7 Elementi hilbertiani
Estendiamo la notazione lt al caso di un vettore t = (t1, . . . , tn) di elementi di
∗k definendo lt := k(t1, . . . , tn) ∩ ∗k.
Definizione A.27. t si chiama sistema hilbertiano (di lunghezza n) per ∗k se
t1, . . . , tn sono algebricamente indipendenti su k e se lt = k(t).
Proposizione A.28. Un campo k è hilbertiano se e soltanto se in ∗k esistono sistemi
hilbertiani di qualsiasi lunghezza n ∈N \ {0}.
Dimostrazione. Se esiste un sistema hilbertiano t, il campo k(t) ha una formu-
la del prodotto, quindi è hilbertiano, mentre è algebricamente chiuso in ∗k;
applicando la proposizione A.11 otteniamo che k è hilbertiano.
Viceversa supponiamo k hilbertiano. Sappiamo ora dalla proposizione A.10
che esiste un sistema hilbertiano di lunghezza 1. Procediamo ora per indu-
zione e supponiamo che esista un t = (t1, . . . , tn−1) sistema hilbertiano in
∗k. Prendiamo un ulteriore ingrandimento + di ∗k; dato che ∗k è hilbertiano
per trasferimento da k, esiste un elemento tn ∈ +(∗k) \ ∗k per cui ∗k(tn) è al-
gebricamente chiuso in +(∗k). Dato che k(t) è algebricamente chiuso in ∗k,
77
A. Metodi non standard A.7 Elementi hilbertiani
k(t, tn) è algebricamente chiuso in ∗k(tn) e quindi anche in +(∗k). Il sistema
t′ := (t1, . . . , tn) è quindi hilbertiano in +(∗k).
La relazione
R = {(( f , t), t′) | f (t, X), f (t′, X) irriducibili e t 6= t′}





(R(( f , ti), t) ∨ t 6= ti)
è allora verificata in +(∗k), quindi anche in k, per ogni scelta fissata di un
numero finito di ti ∈ kn; ne consegue che R è finitamente soddisfacibile ed ha
pertanto soluzione universale anche in ∗k.
Lemma A.29. Sia K/k un’estensione qualsiasi. Se t è un sistema hilbertiano per ∗K
le cui componenti appartengono a ∗k \ k, allora è anche un sistema hilbertiano per ∗k.
Dimostrazione. Dato che per ogni x ∈ K la formula x /∈ k deve restare vera in ∗K,
deduciamo che ∗k ∩ K = k. Allora lt = k(t) ∩ ∗k ⊂ K(t) ∩ ∗k ⊂ K(t) ∩ ∗k = k(t).
Lemma A.30. Sia K/k un’estensione algebrica di tipo finito. Allora ogni sistema
hilbertiano t per k lo è anche per K. Inoltre se k è hilbertiano lo è anche K.
Dimostrazione. Dall’ipotesi che t è un sistema hilbertiano per k otteniamo
k(t) ∩ ∗k = k(t)
K · (k(t) ∩ ∗k) = K · k(t) = K(t)
(K · k(t)) ∩ k˙ = K(t)
K(t) ∩ k˙ = K(t).
D’altra parte k˙ = K˙ per il lemma A.23 K˙ = k˙, quindi
K(t) ∩ ∗K = K(t) ∩ K˙ = K(t) ∩ k˙ = K(t).
Per la proposizione A.28 quando k è hilbertiano possiede un sistema
hilbertiano, e tale resta per K, quindi anche K è hilbertiano.
Lemma A.31. Sia K/k una ∆-estensione con un sistema hilbertiano t per ∗k. Se t è
∆-invariante, allora lt/K(t) è una ∆-estensione.
Dimostrazione. Dalla dimostrazione del lemma precedente ricaviamo che lt ⊂ K˙,
mentre K(t) ⊂ k˙, con K(t) algebricamente chiuso in k˙. Per la proposizione A.26
K˙/k˙ è una ∆-estensione, mentre ∆ agisce fedelmente su K(t) per ipotesi di
invarianza di t; quindi possiamo applicare il lemma A.25(b) e ottenere che
lt/K(t) è una ∆-estensione.
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Proposizione A.32. Sia K/k una ∆-estensione. Se esiste un sistema hilbertiano
∆-invariante per ∗k di lunghezza maggiore di 1 e ∆ 6= {e}, allora K è hilbertiano.
Dimostrazione. Sia t un sistema hilbertiano ∆-invariante di ∗k. L’estensione
lt/K(t) è allora una ∆-estensione per il lemma A.31.
Per qualsiasi scelta di ci ∈ k non tutti nulli, l’elemento t := c1t1 + · · ·+ cntn
è hilbertiano, poiché k(t) è algebricamente chiuso in k(t). Lo stesso vale per
K(t).
Osserviamo ora che lt · K(t) è una sottoestensione normale su K(t) di lt,
quindi per il lemma A.25(a) ∆ agisce su lt · K(t). Se però δ è un elemento non
banale, possiamo facilmente costruire un t tale per cui tδ/t /∈ K. Notiamo
allora che tδ e t sono algebricamente indipendenti su K, quindi ltδ ∩ lt = K.
Deduciamo allora che
K(t) = ltδ · K(t) ∩ lt · K(t) = lt · K(t).
Dato che K(t) è algebricamente chiuso in K(t) otteniamo allora lt = K(t).
Teorema A.33 (Weissauer). Se K/k è un’estensione algebrica di un campo hilbertiano
k, allora ogni estensione finita propria di K è hilbertiana.
Dimostrazione. Sia L/K un’estensione finita propria. Scegliamo allora un
elemento α tale per cui l := k(α) è normale su k e l · K ⊃ L. Il gruppo ∆ :=
Gal(l/k) ci permette di applicare la proposizione A.32 e ottenere che l ·K ha un
sistema hilbertiano. D’altra parte nella dimostrazione della proposizione A.32
abbiamo scelto t in modo che fosse tδ/t /∈ l · K; siamo allora liberi di scegliere
t in qualunque sottoestensione di l · K diversa da K, in particolare in L. Per il
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