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Uniform Detectability of Linear Time Varying Systems with
Exponential Dichotomy
Markus Tranninger1, Richard Seeber2, Martin Steinberger1, and Martin Horn1,2
Abstract—Exponential dichotomies play a central role in
stability theory for dynamical systems. They allow to split
the state space into two subspaces, where all trajectories
in one subspace decay whereas all trajectories in the other
subspace grow, uniformly and exponentially. This paper studies
uniform detectability and observability notions for linear time
varying systems, which admit an exponential dichotomy. The
main contributions are necessary and sufficient detectability
conditions for this class of systems.
I. INTRODUCTION
Detectability and observability are essential concepts in
the observer design for dynamical systems. In the linear
time invariant case, it is well known that detectability is
equivalent to asymptotic stability of the unobservable part of
the system. For time varying systems, it is harder to obtain
such insights, and attempts to extend this characterization
were recently made in [1], [2], [3]. The main difficulty is that
detectability is inherently linked to the uniformity of stability
properties of the underlying observer error dynamics, see,
e.g. [3], [4]. In the linear time invariant case, exponential
and uniform exponential stability notions coincide. They
differ significantly and show different robustness properties,
however, in the time varying case [5].
For periodic, analytic and so-called constant rank systems,
a smooth Kalman decomposition exists and allows to split
the state space into an observable and unobservable part [6],
[7]. Hence, similar insights as in the time invariant case
are possible in these cases, but the system classes are quite
restrictive. In the general linear time varying case, the desired
system decomposition is hard to achieve. Moreover, it might
be not continuous, i.e., the dimensions of the resulting
subsystems change over time. Detectability conditions for
linear time varying systems are rarely studied in literature.
In [8, Lemma 3.4], detectability is linked to the existence of
uniformly bounded solutions of the filter Riccati equation,
which guarantees the existence of an observer [4]. This does
not allow to obtain the same insights as in the time invariant
case, however.
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Exponential dichotomies allow a different splitting of the
state space into two invariant subspaces. All solutions in one
subspace decay exponentially and uniformly with respect to
the initial time (stable subspace), whereas the solutions in
the other subspace grow uniformly with an exponential rate
(unstable subspace).
Detectability or the dual concept stabilizability for systems
with exponential dichotomy are rarely studied in literature.
The only work the authors are aware of is [9]. There, the
concept of controllability into subspaces is introduced and
it is shown that controllability into the stable subspace is
necessary and sufficient for stabilizability. Recently, numer-
ical tools, which allow to determine if a system has an
exponential dichotomy and compute the splitting numerically
were presented in [10], [11]. This motivates further investiga-
tions on detectability for systems with exponential dichotomy
in order to obtain computable detectability conditions. The
present work is a step towards this goal.
The main result is a necessary and sufficient detectabil-
ity condition for systems with exponential dichotomy in
block triangular form. This system class is relevant, because
the continuous QR-decomposition allows a well-conditioned
transformation of a given linear system to upper triangular
form and, moreover, the numerical tools in order to detect
an exponential dichotomy are based on this upper triangular
form [11]. In the course of proving the main result, it
is furthermore shown that for anti-stable systems, uniform
complete observability is necessary and sufficient for the
considered detectability property.
The paper is structured as follows. Section II presents
the considered problem statement in detail. The concept
of an exponential dichotomy and the required observability
notions are recalled in Section III. The main result, i.e.,
necessary and sufficient detectability conditions for systems
with exponential dichotomy in block triangular form are
presented in Section IV. Moreover, the required tools to
prove the main result are established. Section V discusses
the achieved results and points out possible applications and
future research directions.
Notation: Matrices are printed in boldface capital letters,
whereas column vectors are boldface lower case letters. The
vector qi denotes the i-th column of the Matrix Q whose
entries are qij . The matrix In is the n × n identity matrix.
The 2-norm of a vector or the corresponding induced matrix
norm is denoted by ‖·‖. Symmetric positive definite (positive
semidefinite) matrices MT = M are denoted by M ≻ 0
(M  0). If for two symmetric matrices M2 − M1 ≻
0 ( 0), then M1 ≺ M2 (M1  M2). The unique
square root of a positive semidefinite matrixM is a positive
semidefinite matrix N such that N2 =M. This square root
is represented by M1/2. The time derivative of a function
x(t) is represented by x˙(t).
II. PROBLEM STATEMENT
The linear time varying system
x˙(t) = A(t)x(t), x(t) ∈ Rn, (1a)
y(t) = C(t)x(t), y(t) ∈ Rp, (1b)
is considered for t ∈ J = [0,∞) and the matrices A(t) and
C(t) of appropriate dimension are assumed to be continuous
and uniformly bounded. System (1a) has the unique solution
x(t) = Φ(t, t0)x0, where Φ(t, t0) is the state transition
matrix, x(t0) = x0 ∈ R
n the initial state and t0 ∈ J the
considered initial time. This state transition matrix can be
obtained by the associated fundamental matrix differential
equation
X˙(t) = A(t)X(t), X(t) ∈ Rn×n. (2)
Using any solution of (2) with X(0) = X0 as a non-singular
matrix, the state transition matrix is given by
Φ(t, t0) = X(t)X
−1(t0). (3)
For linear systems, stability is entirely characterized by the
state transition matrix and the considered stability concept is
introduced in the following.
Definition 1 (uniform exponential stability) System (1a)
is called uniformly exponentially stable if there exists a
constant µ > 0 and a scalar K ≥ 1 such that
‖Φ(t, t0)‖ ≤ Ke
−µ(t−t0) (4)
holds for all t0 ∈ J and all t ≥ t0.
The overall goal of the present work is to derive condi-
tions, which guarantee the existence of an observer in the
form
˙ˆx(t) = A(t)xˆ(t) + L(t) [y(t) −C(t)xˆ(t)] (5)
such that the resulting estimation error dynamics
e˙(t) = [A(t)− L(t)C(t)] e(t) (6)
with e(t) = x(t) − xˆ(t) is uniformly exponentially sta-
ble. This motivates the definition of uniform exponential
detectability introduced in the following, see also [8].
Definition 2 (uniform exponential detectability) System (1),
or equivalently the pair (A(t),C(t)) is called uniformly
exponentially detectable if there exists a uniformly bounded
output injection gain L(t) such that system (6) is uniformly
exponentially stable.
In the following, the term detectability refers to uni-
form exponential detectability according to this definition.
The ultimate goal is to derive conditions, which guarantee
detectability of system (1) under the assumption, that the
system possesses an exponential dichotomy. The concept of
an exponential dichotomy is introduced in the following.
III. EXPONENTIAL DICHOTOMY AND OBSERVABILITY
This section recalls the basic ideas of exponential di-
chotomies and observability of linear time varying systems.
A. Exponential Dichotomy
An exponential dichotomy is a type of conditional ex-
ponential stability for time varying linear systems. It was
introduced by O. Perron and generalizes hyperbolicity in
a linear time-invariant setting, i.e., the absence of purely
imaginary eigenvalues, to the time-varying case. More details
can be found in [12, Ch. 5], [13, Ch. 4, §3] or [14], [15].
The concept of an exponential dichotomy is introduced in
the following definition.
Definition 3 (exponential dichotomy) System (1a) admits an
exponential dichotomy (ED) on J if there exists a projection
matrix P ∈ Rn×n, i.e., a matrix such that P2 = P, and
constants K ≥ 1 and α > 0 such that
‖X(t)PX−1(t0)‖ ≤ Ke
−α(t−t0) for t ≥ t0 ≥ 0;
(7a)
‖X(t)(In −P)X
−1(t0)‖ ≤ Ke
α(t−t0) for 0 ≤ t ≤ t0,
(7b)
for some fundamental matrix solution X(t).
Under an exponential dichotomy, the set of all solutions
S = {X(t)ξ : ξ ∈ Rn} of system (1a) can be written as
the direct sum of the sets S1 = {X(t)Pξ : ξ ∈ R
n} and
S2 = {X(t)(In −P)ξ : ξ ∈ R
n}. Moreover, every solution
x(t) in S1 satisfies ‖x(t)‖ ≤ Ke
−α(t−t0)‖x(t0)‖, while ev-
ery solution x(t) in S2 satisfies ‖x(t)‖ ≥ K
′eα(t−t0)‖x(t0)‖
for all t ≥ t0 ≥ 0 and some K
′ > 0, see [14, p. 11].
System (1a) is uniformly exponentially stable if and only if
it admits an exponential dichotomy with P = In, because
then (7a) reduces to a bound on the state transition matrix
Φ(t, t0) = X(t)X
−1(t0), which coincides with the definition
of uniform exponential stability, see Definition 1.
It should be remarked that any projection matrix of rank
k ≤ n is similar to the projection matrix
P =
[
0(n−k)×(n−k) 0
0 Ik
]
, (8)
see [14]. Hence, without loss of generality, it can be assumed
that P is already in the form of (8). To see this, let (1) have
an exponential dichotomy with some fundamental matrix
X(t) and a projection matrix P˜ with rank P˜ = k. For a
suitable similarity transformation matrix U it follows that
P = U−1P˜U, where P is in the form (8). By rewriting (7a),
one directly obtains
‖X(t)UPU−1X−1(t0)‖ =
‖Y(t)PY−1(t0)‖ ≤ Ke
−α(t−t0) for t ≥ t0 ≥ 0;
(9)
with the new fundamental solution Y(t) = X(t)U. This
analogously holds for (7b). Hence, (1) also has an expo-
nential dichotomy with a projection matrix P in the form
of (8).
A state transformation, which preserves the stability prop-
erties of the system is called a Lyapunov transformation [16,
Definition 3.1.1]. It is a smooth and invertible linear change
of coordinates x(t) = T(t)z(t) with T(t), T−1(t) and T˙(t)
uniformly bounded for all t ∈ J. The transformed system is
given by
z˙(t) =
[
T−1(t)A(t)T(t) −T−1(t)T˙(t)
]
z(t). (10)
Systems (1a) and (10) are also called kinematically similar.
B. Observability
An important concept for the subsequent detectability
analysis is uniform complete observability, which was in-
troduced by Kalman [4].
Definition 4 (uniform complete observability) The symmet-
ric positive semidefinite n× n matrix
M(t1, t0) =
∫ t1
t0
ΦT(s, t0)C
T(s)C(s)Φ(s, t0) ds (11)
is the so-called observability Gramian. System (1) is called
uniformly completely observable, if there exist positive con-
stants β1, β2 and σ such that
β1In M(t0 + σ, t0)  β2In for all t0 ∈ J. (12)
The upper bound β2 always exists due to the boundedness
assumptions on the coefficient matrices. Uniform complete
observability of (1) is sufficient for detectability, see, e.g., [3].
A result presented in [17, Lemma 1] states that uniform
complete observability is preserved under output injection.
Lemma 5 (uniform complete observability under output in-
jection, [17]) The pair (A(t),C(t)) is uniformly completely
observable if and only if for any bounded and integrable
matrix L(t), the pair (A(t)− L(t)C(t),C(t)) is uniformly
completely observable.
According to Lemma 5 and [17, Lemma 2], this also
guarantees the existences of constants β¯1, β¯2 > 0 such that
β¯1In 
∫ t0+σ
t0
ΦTe (s, t0)C
T(s)C(s)Φe(s, t0) ds  β¯2In
(13)
holds for the same σ and for all t0 ∈ J, where the matrix
Φe(·, ·) is the state transition matrix of (6).
IV. UNIFORM EXPONENTIAL DETECTABILITY OF
SYSTEMS WITH EXPONENTIAL DICHOTOMY
In the following, mainly systems in triangular or block
triangular form are considered. This is motivated by the
fact that uniform exponential detectability is invariant with
respect to Lyapunov transformations. Moreover, every linear
system is similar to an upper triangular system by an
orthogonal change of coordinates introduced in the following
together with the main result.
A. Necessary and Sufficient Condition for Uniform Exponen-
tial Detectability
Consider X(t) as the fundamental solution in (7).
Based on Perron’s lemma [16, Theorem 3.3.1 & Remark
3.3.2], there exists an orthogonal Lyapunov transformation
R(t) = QT(t)X(t) such that R(t) is upper triangular with
a positive diagonal. The transformation to upper triangular
form can be obtained by means of the continuous QR
decomposition [15]. The matrices Q and R are the solutions
of the differential equations
R˙(t) = B(t)R(t), B = QTAQ− S, (14)
Q˙(t) = Q(t)S(t), S = −ST, (15)
with skew-symmetric matrix S according to sij = q
T
i Aqj ,
i > j, Q = [q1, . . . ,qn] and a bounded upper triangular
matrix B. The initial condition is X(0) = Q(0)R(0), where
Q(0) and R(0) can be obtained by the QR-decomposition.
Note that Q and R are uniquely defined if the diagonal of
R is positive [15].
The transformation to upper triangular form is especially
useful for determining if a given system possesses an ex-
ponential dichotomy. Algorithms for the computation of the
projection matrix P are proposed in [10], [11].
If system (1) possesses an exponential dichotomy with a
fundamental solution X(t) and a projection matrix P in the
form (8), then also the transformed system z˙(t) = B(t)z(t)
with z(t) = QT(t)x(t) has an exponential dichotomy with
the same projection matrix P and the fundamental matrix
solution R(t) = QT(t)X(t). This can be seen by using
X(t) = Q(t)R(t) in the definition of an exponential di-
chotomy (7). Considering (7a), this yields
‖Q(t)R(t)PR−1(t0)Q
T(t0)‖ =
‖R(t)PR−1(t0)‖ ≤ Ke
−α(t−t0) for t ≥ t0 ≥ 0,
(16)
which follows directly from the orthogonality of Q. An
analogous statement holds for (7b). This allows to state the
main result directly for the class of block upper triangular
systems.
Theorem 6 (detectability of block triangular systems) Let a
system x˙(t) = B(t)x(t), x(t) ∈ Rn have a block triangular
structure partitioned according to[
x˙1(t)
x˙2(t)
]
=
[
B11(t) B12(t)
0 B22(t)
] [
x1(t)
x2(t)
]
(17a)
with x1(t) ∈ R
n−k and x2(t) ∈ R
k. The system output is
given by
y(t) =
[
C1(t) C2(t)
] [x1(t)
x2(t)
]
. (17b)
The block matricesB11(t), B12(t), B22(t), C1(t) andC2(t)
are uniformly bounded matrices of appropriate dimensions.
It is assumed, that (17a) possesses an exponential dichotomy
with P in the form of (8).
Then, system (17) is uniformly exponentially detectable if
and only if the pair (B11(t),C1(t)) is uniformly completely
observable.
In order to prove this result, additional tools for the anal-
ysis of systems with exponential dichotomy are presented in
the following.
B. Anti-Stable and Block Diagonal Systems
An important property of systems with an exponential
dichotomy is the so-called reducibility to block diagonal
form [14, Chapter 5]. Unlike the transformation to triangu-
lar form, this transformation is possibly badly conditioned
numerically. Nevertheless, this property will be used in
the following sections to obtain insight into the introduced
detectability condition.
Definition 7 (reducibility) System (1a) is reducible to block
diagonal form with dimension k, if there exists a Lyapunov
transformation x(t) = S(t)z(t), which transforms (1a) to the
block diagonal system
z˙(t) = D(t)z(t), D(t) =
[
D1(t) 0
0 D2(t)
]
, (18)
where D2(t) is a k × k matrix.
A result presented in [18], which guarantees reducibility to
block diagonal form for systems with exponential dichotomy,
is summarized in the following.
Lemma 8 (reducibility for systems with exponential di-
chotomy) Let system (1a) have an exponential dichotomy
with P in the form of (8) and a corresponding fundamental
matrix solution X(t). Then, there exists a Lyapunov trans-
formation
S(t) = X(t)T−1(t) (19)
with a symmetric positive definite T(t) such that
T2(t) = PXT(t)X(t)P+(I−P)XT(t)X(t)(I−P). (20)
This transformation reduces (1a) to the block diagonal
system (18) with D2(t) as a matrix of dimension k × k.
Moreover, z˙(t) = D(t)z(t) has an exponential dichotomy
with the same projection matrix P and the same α.
Proof. Since ‖X(t)PX−1(t)‖ ≤ K , [18, Lemma 1] and
its proof guarantee that S(t) and its inverse are bounded.
Furthermore, [18, Lemma 2] and its proof show that bound-
edness of A(t) implies that S˙(t) = A(t)S(t)− S(t)D(t) is
bounded, and thatD(t) commutes with P in (8). Hence, (19)
is a Lyapunov transformation and D(t) is block diagonal.
The last statement then follows from [18, Lemma 3]. 
For the two special cases P = 0 and P = In one gets the
straightforward relation D(t) = A(t) and hence these two
trivial cases are neglected in the following. The system in
block diagonal form is decoupled and the two independent
systems
z˙1(t) = D1(t)z1(t) (21a)
z˙2(t) = D2(t)z2(t) (21b)
are of order n − k and k, respectively. System (21a) is a
so-called anti-stable system, because it has an exponential
dichotomy with projection P1 = 0 and all trajectories grow
uniformly and exponentially. The second system (21b) has
an exponential dichotomy with P2 = Ik and hence it is
uniformly exponentially stable. The following result presents
a detectability condition for anti-stable systems.
Proposition 9 (uniform exponential detectability of an-
ti-stable systems) Let (1a) admit an exponential dichotomy
with P = 0. Then, system (1) is uniformly exponentially de-
tectable if and only if it is uniformly completely observable.
Proof. Sufficiency follows, e.g., from the observer design
presented in [3], [4], which guarantees the existence of an
observer. For necessity, let the system be uniformly expo-
nentially detectable but not uniformly completely observable.
With the aid of the variational equation, the solution of (6)
can be stated as
e(t) = Φ(t, t0)e(t0)−
∫ t
t0
Φ(t, s)L(s)C(s)Φe(s, t0)e(t0) ds.
(22)
Hence, the relation
Φe(t2, t1) = Φ(t2, t1)−
∫ t2
t1
Φ(t2, s)L(s)C(s)Φe(s, t1) ds
(23)
holds for all t1, t2. Multiplication of (23) withΦ(t1, t2) gives
Φ(t1, t2)Φe(t2, t1) = I−
∫ t2
t1
Φ(t1, s)L(s)C(s)Φe(s, t1) ds.
(24)
For any s ≥ t1, one can bound Φ(t1, t2) according to
‖Φ(t1, s)‖ ≤ Ke
−α(s−t1) ≤ K (25)
for someK, α > 0, see (7b). By the uniform exponential de-
tectability assumption, system (6) is uniformly exponentially
stable for a bounded ‖L(t)‖ ≤ KL and
‖Φe(t2, t1)‖ ≤ Kee
−µ(t2−t1) (26)
holds for all t2 ≥ t1 and some µ > 0 and Ke ≥ 1. Together
with the bounds on Φ, Φe and L(t), the multiplication
of (24) with some vector ξ of appropriate dimension and
taking the norm on both sides results in the inequality
KKe‖ξ‖e
−µ(t2−t1) ≥ ‖ξ‖−KKL
∫ t2
t1
‖C(s)Φe(s, t1)ξ‖ds.
(27)
By assumption, the pair (A(t),C(t)) is not uniformly
completely observable and hence according to Lemma 5,
the pair (A(t) − L(t)C(t),C(t)) is also not uniformly
completely observable. By negating the statements in Defi-
nition 4, it follows that for any σ > 0 and any β1 > 0 there
exists a non-trivial vector η ∈ Rn and a t0 ∈ J such that
the inequality
ηT
∫ t0+σ
t0
ΦTe (s, t0)C
T(s)C(s)Φe(s, t0) dsη < β1‖η‖
2
(28)
or equivalently∫ t0+σ
t0
‖C(s)Φe(s, t0)η‖
2 ds < β1‖η‖
2 (29)
is fulfilled. By applying Schwarz’s inequality, one obtains∫ t0+σ
t0
‖C(s)Φe(s, t0)η‖ ds <
√
β1σ‖η‖. (30)
Now, let t1 = t0 and t2 = t0 + σ in (27) and choose ξ = η
and t0 such that (28) is fulfilled. By selecting σ =
ln(3KKe)
µ
and β1 = (9K
2K2Lσ)
−1 and combining (30) with (27) one
obtains
1
3
‖η‖ = KKe‖η‖e
−µσ ≥ ‖η‖ −KKL
√
β1σ‖η‖ =
2
3
‖η‖.
(31)
This is a contradiction and hence uniform exponential de-
tectability implies uniform complete observability for anti-
stable systems. 
The proof was inspired by the proof of Theorem 3 in [19].
There, the goal was to show that for systems with bounded
coefficient matrices, the dual concept uniform complete
controllability is equivalent to complete stabilizability with
arbitrary decay rate. A key difference to the present proof
is that the decay rate µ in [19] has to be chosen in an
appropriate way. This is avoided in the proof of Proposition 9
by utilizing the fact that the system is anti-stable.
To sum up, Proposition 9 states that uniform complete
observability is the minimum requirement in order to obtain
a uniformly exponentially stable observer error system by a
bounded feedback gain for anti-stable systems. This can be
extended to general systems with exponential dichotomy. It
can be assumed without loss of generality, that the system
is already in block diagonal form[
z˙1(t)
z˙2(t)
]
=
[
D1(t) 0
0 D2(t)
] [
z1(t)
z2(t)
]
(32a)
y(t) =
[
C1(t) C2(t)
] [z1(t)
z2(t)
]
(32b)
with z2(t) ∈ R
k. It is assumed that (32a) has an exponential
dichotomy with the projection matrix P in the form of (8)
and matrices D1(t), D2(t), C1(t) and C2(t) of appropriate
dimension. The following result follows from Proposition 9.
Proposition 10 System (32) is uniformly exponentially de-
tectable, if and only if the pair (D1(t),C1(t)) is uniformly
completely observable.
Proof. For necessity, assume that the pair (D1(t),C1(t)) is
not uniformly completely observable. Let the initial condition
for z2 be z2(t0) = 0. Hence, system (32) reduces to z˙1(t) =
D1(t)z1(t), y(t) = C1(t)z1(t) for t ≥ t0. This anti-stable
system is not uniformly completely observable and hence
not uniformly exponentially detectable, see Proposition 9.
For sufficiency, assume that (D1(t),C1(t)) is uniformly
completely observable and consider an observer of the form
˙ˆz1(t) = D1(t)zˆ1(t) + L1(t) [y(t) −C(t)zˆ(t)] , (33a)
˙ˆz2(t) = D2(t)zˆ2(t). (33b)
The dynamics of the estimation error e(t) = z(t)− zˆ(t) can
be derived as
e˙1(t) = [D1(t)− L1(t)C1(t)] e1(t)− L1(t)C2(t)e2(t)
(34a)
e˙2(t) = D2(t)e2(t). (34b)
Equation (34b) is uniformly exponentially stable. According
to Proposition 9, there exists a uniformly bounded feed-
back gain L1(t) such that the unperturbed error system
e˙1(t) = [D1(t)− L1(t)C1(t)] e1(t) is uniformly exponen-
tially stable. Hence, for the uniformly bounded feedback
gain L(t) = [LT1 (t) 0
T]T, the block triangular error system
e˙(t) = [D(t) − L(t)C(t)]e(t), i.e., (34), is uniformly
exponentially stable, see [20, Theorem 2]. Thus, system (32)
is uniformly exponentially detectable. 
The transformation (19), which brings system (1) to block
diagonal form is hard to obtain in practice, because it requires
the unbounded solution of the fundamental matrix differen-
tial equation. The transformation to triangular form requires
only to solve the orthogonal differential equation (15). As
already shown, the projection matrix P is preserved under
the transformation to triangular form. A relation of block tri-
angular systems to the corresponding reduced block diagonal
form is presented in the following.
Proposition 11 (exponential dichotomy of block triangular
systems) Let a system x˙(t) = B(t)x(t), x(t) ∈ Rn have a
block triangular structure partitioned according to[
x˙1(t)
x˙2(t)
]
=
[
B11(t) B12(t)
0 B22(t)
] [
x1(t)
x2(t)
]
. (35)
The block matrices B11(t), B12(t) and B22(t) are of dimen-
sion (n− k)× (n− k), (n− k)× k and k× k, respectively,
with 1 ≤ k ≤ n− 1. It is assumed that x˙1(t) = B11(t)x1(t)
has an exponential dichotomy with P1 = 0 and x˙2(t) =
B22x2(t) has an exponential dichotomy with P2 = Ik. Then,
system (35) has an exponential dichotomy with the projection
P =
[
0 0
0 Ik
]
. (36)
Moreover, it is reducible to the block diagonal form (18) with
D1(t) = B11(t).
Proof. According to [10, Theorem 24], system (35) has an
exponential dichotomy with projection
P =
[
0 0
0 Ik
]
(37)
and the fundamental matrix solution
X(t) =
[
X11(t) X12(t)
0 X22(t)
]
. (38)
The matricesX11(t) andX22(t) are any non-singular funda-
mental matrix solutions of the systems x˙1(t) = B11(t)x1(t)
and x˙2(t) = B22(t)x2(t), respectively. The matrix X12(t)
is given by
X12(t) = −X11(t)
∫
∞
t
X−111 (τ)B12(τ)X22(τ) dτ . (39)
Hence, it remains to be shown that the transformation to the
block diagonal form (18) does not change the upper block,
i.e., thatD1(t) = B11(t). The transformation matrix is given
by (19) with fundamental matrix solution (38). It follows
from (20) with P as in (37) that
T2(t) =
[
XT11(t)X11(t) 0
0 NT(t)N(t)
]
(40)
with NT(t)N(t) = XT12(t)X12(t) +X
T
22(t)X22(t). Hence,
T(t) is block diagonal with T(t) = diag (X11(t),N(t)) and
the transformation matrix is given by
S(t) = X(t)T−1(t) =
[
In−k X12(t)N
−1(t)
0 X22(t)N
−1(t)
]
. (41)
Its inverse is given by
S−1(t) =
[
In−k −X12(t)X
−1
22 (t)
0 NX−122 (t)
]
(42)
and the time derivative of S(t) can be stated as
S˙(t) =
[
0 ddt
[
X12(t)N
−1(t)
]
0 ddt
[
X22(t)N
−1(t)
]
]
(43)
By a straightforward computation using (41), (42) and (43)
in D(t) = S−1(t)B(t)S(t) − S−1(t)S˙(t), one can see that
the upper left block remains unchanged for an upper block
triangular coefficient matrix and hence D1(t) = B11(t). 
The previous results allow to state the proof of the main
result.
C. Proof of Theorem 6
It follows from Proposition 11 that system (17a) is re-
ducible to block diagonal form z˙(t) = D(t)z(t) with
D1(t) = B11(t). The block diagonal system has an expo-
nential dichotomy with the same projection matrix P. It is
shown in the proof of Proposition 11 that the transformation
matrix is given by
S(t) =
[
In−k S12(t)
0 S22(t)
]
. (44)
The matrices S12(t) and S22(t) are stated in (41). The
important point in this proof is that
y(t) = C(t)S(t)z(t)
=
[
C1(t) C2(t)
] [In−k S12(t)
0 S22(t)
] [
z1(t)
z2(t)
]
=
[
C1(t) C˜2(t)
] [z1(t)
z2(t)
]
,
(45)
with C˜2(t) = C1(t)S12(t) + C2(t)S22(t). The rest of the
proof follows from the proof of Proposition 10.
V. CONCLUSION AND OUTLOOK
This work presents necessary and sufficient conditions for
uniform exponential detectability of systems, which admit an
exponential dichotomy. In particular, the cases of diagonal,
anti-stable, and upper block triangular systems are consid-
ered in detail. The latter form is of particular importance,
because it can be obtained in a numerically well-conditioned
way by means of a continuous QR decomposition.
Future research aims at the combination of the presented
detectability conditions with numerical tools for the stability
analysis. Moreover, it would be interesting to combine results
on the robustness of uniform complete observability [21]
with the roughness property of exponential dichotomies to
investigate similar properties in a robust framework. This
may also allow the extension of the ideas to certain classes
of nonlinear systems.
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