Radiation pressure acceleration of protons to 93 MeV with circularly polarized petawatt laser pulses Laser particle acceleration has been explored to realize compact ultrashort proton accelerators for potential applications to high-energy density physics, ultrafast radiography, and cancer therapy. [1] [2] [3] [4] The acceleration of protons and ions using lasers has the advantages of yielding an extremely high electric field over MV/lm and ultrashort durations of picoseconds or less for novel scientific and engineering applications. In experiments, the target normal sheath acceleration (TNSA) scheme, utilizing expanding hot electrons, has been extensively investigated due to its robustness to physical conditions. 5, 6 Well characterized high-energy protons generated by TNSA have been used for applications such as radiographic imaging of electrostatic fields in plasma and irradiation of tumor cells. 7, 8 However, the slow scaling of proton energy E p to laser intensity I, E p / I 0:5À1 , is a severe limitation of the TNSA in increasing the proton energy. 9, 10 In contrast, the radiation pressure acceleration (RPA) scheme, in which proton acceleration is achieved by the radiation pressure of ultrahigh intensity laser pulses, is expected to be considerably more efficient than TNSA due to its fast scaling of E p / I 2 .
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The experimental implementation of RPA, performed by irradiating ultrathin targets with ultra-intense laser pulses, is a challenging task requiring delicate experiments under extreme conditions. [12] [13] [14] [15] If the target is sufficiently thin, electrons can be pushed forward as a whole by the radiation pressure of the laser light, and the resulting charge separation field can pull protons and ions also as a whole. The collective displacement of the electrons by the radiation pressure of an ultra-intense laser pulse and the consequent collective acceleration of protons are clearly seen in Fig. 1(a) , obtained from a 3-dimensional particle-in-cell (3D PIC) simulation. More specifically, the radiation pressure induces a double layer structure of opposite charges, of which an electrostatic field accelerates the protons, as shown in Fig. 1(b) . The plasma needs to be thicker than the skin depth of the target for achieving significant reflections. Since the laser momentum transfer to electrons is proportional to the laser intensity, the energy of protons, pulled by the electrons, increases in proportion to the square of the laser intensity at nonrelativistic proton speeds.
For the acceleration to be efficient, the whole target should be driven by the radiation pressure while maintaining its high reflectivity. When the target is thicker than the plasma skin depth, such a situation is realized by the onset of relativistic transparency, of which condition is given as , and k lm the laser wavelength in lm). r is the normalized areal density of the target electrons, i.e., r ¼ n e d=ðn c kÞ where n e denotes the electron number density, d is the target thickness, k is the laser wavelength, and n c is the critical density for the wavelength. 16 Furthermore, when complete charge separation is assumed, the radiation pressure and the electrostatic pressure on the electron layer are balanced at this condition, making the double layer structure stable. 17 In addition, circularly polarized (CP) laser pulses are preferred over linearly polarized (LP) laser pulses since CP pulses quench the longitudinal electron oscillations, which can destabilize the double layer structure. Consequently, for the realization of RPA, superintense CP laser pulses with extremely high contrast should be delivered to targets, slightly thicker than the skin depth; such a requirement makes the experimental demonstration of RPA challenging.
Here, we report the experimental demonstration of RPA by applying ultra-intense CP laser pulses to ultrathin (! 10 nm) polymer targets. Polymer targets are preferred over diamond-like carbon or metals because of their relative proton-richness and low electron densities. The RPA of protons was clearly confirmed from the proton energy scaling to laser intensity, optimal target thickness, laser polarization dependence, and 3D PIC simulations. Our achievement of energetic protons via RPA mechanism indicates that the laser energy transfer to particles can be controlled in the relativistic regime and that RPA can be a practical scheme for a laser-based proton accelerator in the 100-MeV range.
Experiments were performed using a petawatt (PW) laser delivering an energy of 27 J with a 30-fs duration (FWHM, Gaussian) and a center wavelength of 800 nm. The laser pulse was delivered to a double plasma mirror (DPM) system to achieve a high temporal contrast of 3 Â 10 À11 at 6 ps before the main pulse and better at earlier times. The total reflectivity of the DPM system was 33% mainly due to the transmission (82%) of a half-wave plate and the reflectivity (39%) of the DPM. Subsequent to the DPM system, a 8.5-J, an s-polarized laser pulse was focused onto ultrathin polymer targets (F8BT) using an off axis parabolic (OAP) mirror (f =3, f ¼ 600 mm). The measured focal spot size at FWHM was 3.5 lm Â 4.6 lm along the horizontal and vertical directions, respectively, and the calculated energy concentration within the FWHM range was about 30%. Consequently, the maximum intensity on the target was 7:0 Â 10 20 W=cm 2 (a 0 ¼ 18) for LP. The laser intensity was controlled from 1:6 Â 10 20 W=cm 2 (a 0 ¼ 8:7) to 7:0 Â10 20 W=cm 2 (a 0 ¼ 18) by adjusting the laser energy. To produce CP laser pulses, we installed a mica quarter-wave plate before the OAP mirror. The transmission of the quarter wave plate was 87%, yielding a maximum intensity of 6:1 Â10
20 W=cm 2 (a 0 ¼ 17) for the CP pulses. Not only CP pulses but also LP pulses were used to find out the effect of hot electrons in RPA.
The target, which is made of F8BT, is proton-rich and has an electron density around 200n c . The target thickness was varied from 10 nm to 100 nm. The characteristics of the polymer F8BT target are described elsewhere. 18, 19 The target surface was placed at an incident angle of 2:5 with respect to the target normal to reduce the back reflection from the targets. For the detection of proton spectra with high energies and charge-to-mass resolutions, a Thomson parabola spectrometer (TPS) was used. The ion traces were recorded using a microchannel plate (MCP) with a phosphor screen imaged to a 16-bit charge-coupled device (CCD) camera. The solid angle of the TPS was 3:5 Â 10 À8 steradians (sr). The magnetic field distribution, including the fringe effect, was measured using a Hall probe for a precise determination of proton energy. 20 The magnetic field in the central magnet region was 0.40 T. For protons with energy up to 6.2 MeV, the calibration of the MCP-phosphor screen-CCD system was performed by installing slotted CR-39 track detectors in front of the MCP. 21 For higher energy protons, we assumed that the efficiency (counts/particle) is constant. Considering that the detection efficiency of a MCP decreases as proton energy increases, 22 our assumption of constant efficiency for proton energy over 6.2 MeV should be considered conservative. The energy measurement error, estimated by considering the line broadening of parabolic ion traces, caused by the finite size of the collimator and the spatial resolutions of MCP and CCD, was about 64.7 MeV for 93-MeV protons and smaller for lower energy protons.
The RPA of protons was realized after careful optimization of the experimental parameters. High-contrast, ultraintense CP laser pulses were applied to ultrathin polymer targets. The resulting spectra are shown in Fig. 2(a) , obtained from a 15-nm-thick target subjected to a CP laser pulse with an intensity of 6:1 Â 10 20 W=cm 2 . The maximum proton energy was 93 MeV, while the maximum C 6þ energy was 174 MeV. In Fig. 2(b) , the proton spectra (the cases yielding the highest proton energy with LP and CP laser pulses) are broad and modulated. The plateau structure in the proton energy spectrum for !30 MeV is a feature significantly different from the exponential decay of the TNSA results, 5 and the modulation might be attributed to the Rayleigh-Taylor instability appearing as transverse density modulations. 15, [23] [24] [25] The area covered by a light blue strip, just below the parabolic trace of protons in Fig. 2(a) , was used to estimate the signal level of the background. The maximum proton energy obtained with the CP laser pulse (93 MeV) is considerably higher than that with the LP laser pulse (67 MeV), is a strong indication of the RPA process; it is confirmed further with other evidences.
We investigated the crucial features of RPA by controlling the target thickness and laser intensity. When the laser intensity is fixed, the formula a 0 = ffiffi ffi 2 p ¼ pr determines the corresponding optimum thickness for targets thicker than the plasma skin depth, which is 9 nm for our targets (n e ¼ 200n c ). For a target thickness thinner than the optimum, the laser pulse transmits through the target, decreasing the reflectivity, and the double layer structure is destabilized due to pressure unbalancing on the electron layer. For more thickness, the laser pulse interacts only with a limited portion of the target, and hole boring acceleration, 2 inefficient in the case of ultrashort pulses considered here, sets in. Consequently, at a given laser intensity, the maximum proton energy should be highest for the target with the optimum thickness. This prediction was successfully confirmed in the experiments, as shown in Fig. 3(a) ; the target thickness was varied from 10 nm to 100 nm while the laser intensity was fixed at 6:1 Â 10 20 W=cm 2 for CP and 7:0 Â 10 20 W=cm 2 for LP. For the CP laser pulses, the highest proton energy of 93 MeV was obtained at a thickness of 15 nm, close to the estimation from the optimum condition formula, 16 nm. Our 3D PIC simulations also exhibited the same optimum thickness. Interestingly, the LP cases showed a reasonable conformance albeit the formula is less valid for LP due to longitudinal oscillation: the highest proton energy of 67 MeV was obtained at a thickness of 20 nm. The existence of the optimum thickness at a value close to the prediction of the formula a 0 = ffiffi ffi 2 p ¼ pr strongly indicates that the optimum condition of RPA, i.e., onset of relativistic transparency and pressure balancing, facilitates the generation of energetic protons.
We also examined how the maximum proton energy scales with the laser intensity since the fast (quadratic) scaling from the RPA model 2, 11 has been considered the most important feature of RPA. When comparing the experimental results to the model prediction, it should be noted that the model is based on highly simplifying assumptions: uniformity in the transverse plane, d-like thickness (n p ðzÞ; n e ðzÞ / dðzÞ) ensuring a collective movement of the whole target, a single ion species, and CP laser pulses. Furthermore, the model does not include the acceleration existing even after pulse reflection, discussed below with Fig. 4(b) . According to our simulations, at an intensity of 6:2 Â 10 20 W=cm 2 for CP, about 14% of the maximum proton energy was due to the post-acceleration. For LP, it was about 30% at an intensity of 3:0 Â 10 20 W=cm 2 , due to hot electrons generated by the LP pulses. Any comparison between experimental data and the model prediction should be made with these preexisting sources of discrepancy in mind. The experimental results and the model curve are shown in Fig. 3(b) ; the target thicknesses were 15 nm for CP (the experimental optimum thickness for CP for the intensity 6:1 Â 10 20 W=cm 2 ) and 20 nm for LP (the experimental optimum thickness for LP for the intensity 7:0 Â 10 20 W=cm 2 ). The model curve was obtained from the formula E p ¼ 0:5m p c 2 F 2 =ðF þ 1Þ, where m p denotes the proton mass and F ¼ 2:2F 1e8 =ðq 1 d 10 Þ a normalized fluence with F 1e8 being the fluence in units of 10 8 J=cm 2 ; q 1 ¼ m p n p =ðg cm -3 Þ, and d 10 ¼ d=10 nm. 2 Since the model assumes a single ion species only, we set n p to n e ¼ 200n c . According to the model curve, the proton energy scales as I 1:9 in the intensity range in Fig. 3(b) . The experimental result with the CP pulses shows a reasonable agreement with the model curve, albeit some discrepancy is observed. On considering the the absence of the post-acceleration in the model, the discrepancy at lower intensities may be attributed to the fact that the assumption of collective movement of the whole target is not well satisfied at these intensities in reality: a hole-boring-like condition should occur when relativistic transparency is not sufficient. However, toward the highest intensity that matches better the optimum condition, the physical assumptions of the model are satisfied better, leading to a better conformance.
An interesting feature, Fig. 3(b) , is that the CP pulses show better performance than the LP pulses as the intensity increases over 5:4 Â 10 20 W=cm 2 (a 0 ¼ 16), not observed at lower laser intensities and proton energies. [26] [27] [28] It agrees well with the 2D PIC simulation results that showed such behavior for a 0 ! 15. 3 In the case of low-intensity LP pulses, the hot electrons produced due to the longitudinal oscillation may provide a sheath which can dominantly contribute to the proton energy gain when the RPA by the time-averaged ponderomotive force is not very efficient. 29 At higher intensities, the hot electrons may disturb RPA by dispersing the double layer structure. Along with the near-quadratic scaling of the proton energy, this outperformance of the CP pulses over the LP pulses strongly support our claim on the experimental demonstration of RPA, opening a realistic pathway for producing highly energetic protons.
In order to examine the underlying physics of RPA, 3D PIC simulations were performed for the experimental conditions. The simulations were carried out using the relativistic electromagnetic code ALPS. 30, 31 A laser pulse was launched normally from a boundary with a Gaussian spatial profile (FWHM ¼ 4 lm) and a sin 2 temporal profile (FWHM ¼ 30 fs) with a center wavelength of 800 nm. Initially a thin target is positioned at z ¼ 0. The target was modelled by a cold neutral plasma composed of electrons, carbon ions (C 6þ ), and protons with electron number density n e ¼ 209n c . In simulations, the longitudinal mesh size was set to k=800, the transverse mesh sizes to k=40, and the macro-particle per cell to 20 for electrons and 10 for each ion species (protons and carbon ions). Absorbing boundary condition was used for both particles and fields.
For the case of the 15-nm target driven with a CP pulse of intensity 6:2 Â 10 20 W=cm 2 , we calculated the evolution of the proton phase space distribution (Fig. 4(a) ). The figure clearly shows that protons were well bunched in the phase space, signifying that most protons were accelerated as a whole, and that the protons followed a spiral motion around the moving phase center were determined by collective electrons, as also observed in other simulations. 3, 32 At the peak of the laser pulse (t ¼ 30 fs), the proton spectrum contains a peaked structure as shown in Fig. 4(c) . The maximum proton energy increases to 77 MeV at the end of the laser pulse (t ¼ 60 fs) and reaches over 90 MeV at t ¼ 100 fs (Fig. 4(b) ); however, it becomes very broad. As RPA is effective only during the presence of the laser pulse, further acceleration of protons takes place due to the charge separation existing after the laser-pulse termination. The final proton energy was thus determined by RPA and the post acceleration. As marked by blue dots in Fig. 4(b) , 86% of the final energy was contributed by RPA in the CP case. It should be noted that this rapid acceleration during the presence of the laser pulse signifies the momentum transfer in RPA. In contrast, for other mechanisms based on the transfer of laser energy such as TNSA, the acceleration occurs over a much longer time scale, mostly after pulse termination. Consequently, these detailed features from PIC simulations are yet another evidence confirming RPA as the main mechanism in our experimental results.
We note that the observed spectral shape is not quasimonoenergetic, contrary to the predictions of the previously reported PIC simulations. 13, 14 This discrepancy can be attributed to the nonrealistic conditions assumed in the simulations, such as a super-Gaussian or flat-top laser profile, and reduced physical dimensions. 11, 14, 33 When proton acceleration is performed with Gaussian laser beams, quasimonoenergetic protons cannot be produced as shown in our experimental and simulation results. Unless the above mentioned ideal conditions are fulfilled experimentally, the generation of quasi-monoenergetic protons would remain challenging.
In conclusion, we have experimentally demonstrated the RPA of protons through the interaction of ultrahigh contrast CP laser pulses with ultrathin targets. The quadratic scaling of the proton energy to the laser intensity and the optimal target thickness agreed closely with the predictions of the RPA model. It was shown that, at highest intensities, CP pulses were considerably more efficient than LP pulses in proton acceleration. By applying CP pulses with an intensity of 6:1 Â 10 20 W=cm 2 to an optimal 15-nm polymer target, we obtained 93-MeV protons. With upcoming ultra-intense lasers and the precision characterization of energetic particles, laser proton/ion acceleration would promote applications in high-energy density physics, plasma diagnostics, laser nuclear physics, and hadron oncology.
