We present the results 1 of the analysis of the first 9 months of data of the Swift BAT survey of AGN in the 14 − 195 keV band. Using archival X-ray data or follow-up Swift XRT observations, we have identified 129 (103 AGN) of 130 objects detected at |b| > 15
+0.16
−0.22 , and a high luminosity power law slope b = 2.55 +0.43 −0.30 , similar to the values that have been reported based on INTEGRAL data. We obtain a mean photon index 1.98 in the 14 − 195 keV band, with an rms spread of 0.27. Integration of our luminosity function gives a local volume density of AGN above 10 41 erg s −1 of 2.4 × 10 −3 Mpc −3 , which is about 10% of the total luminous local galaxy density above M * = −19.75. We have obtained X-ray spectra from the literature and from Swift XRT follow-up observations. These show that the distribution of log n H is essentially flat from n H = 10 20 cm −2
to 10 24 cm −2 , with 50% of the objects having column densities of less than 10 22 cm −2 . BAT Seyfert galaxies have a median redshift of 0.03, a maximum log luminosity of 45.1, and approximately half have log n H > 22. Subject headings: galaxies: active − gamma rays: observations − surveys 1. INTRODUCTION It is now realized that most of the AGN in the Universe have high column densities of absorbing material in our line of sight, which significantly changes their apparent properties across much of the electromagnetic spectrum. In many well studied objects this material significantly reduces the soft Xray, optical, and UV signatures of an active nucleus essentially "hiding" the object. While it is commonly believed that extinction-corrected [OIII] can be used as an "unbiased" tracer of AGN activity , there is a large scatter between [OIII] and 2 − 10 keV X-ray flux (Heckman et al. 2005) and between [OIII] and BAT flux (Meléndez et al 2008) . We acknowledge that some Compton thick AGN are detected in [OIII] that cannot be detected in hard X-rays, but Compton thick AGN are outside the scope of this paper. Therefore, surveys of AGN which rely primarily on rest frame optical and UV studies are very incomplete and have led to misleading results concerning the number, luminosity function, and evolution of active galaxies (e.g., Barger et al. 2005) .
While the distribution of column densities is under intensive investigation, it is clear from both X-ray (Tozzi et al. 2006 , Cappi et al. 2006 and IR data (Alonso-Herrero, et al. 2006 ) that a large fraction of AGN have column densities greater than 3 × 10 22 cm −2 in the line of sight. Using the galactic reddening law (Predehl & Schmitt 1995) , this is equivalent to A V > 13, making the nuclei essentially invisible in the optical and UV bands. This effect seems to dominate the population seen in deep X-ray surveys (e.g., Barger et al. 2005 , Brandt & Hasinger 2005 where a large fraction 1 NASA/Goddard Space Flight Center, Astrophysics Science Division, Greenbelt, MD 20771 2 CRESST/Joint Center for Astrophysics, University of Maryland, Baltimore County, Baltimore, MD 21250 3 CRESST/Department of Astronomy, University of Maryland College Park, College Park, MD 20742 1 to appear in The Astrophysical Journal, July 10, 2008, v. 681 of the X-ray selected objects do not have optical counterparts with classical AGN signatures.
There are only two spectral bands in which the nuclear emission is strong and where, provided the column densities are less than 1.5×10 24 cm −2 (Compton-thin objects), this obscuring material is relatively optically thin. These bands, the hard X-ray (E > 20 keV) and the IR (5 − 50µm), are optimal for unbiased searches for AGN (Treister et al. 2005) . While recent results from Spitzer are finding many AGN via their IR emission, IR selection is hampered by several effects (Barmby et al. 2006 , Weedman et al. 2006 , Franceschini et al. 2006 ): (1) the strong emission from star formation, (2) the lack of a unique "IR color" to distinguish AGN from other luminous objects (Stern et al. 2005) , and (3) the wide range in IR spectral parameters (Weedman et al. 2006) . Thus, while an IR survey yields many objects, it is very difficult to quantify its completeness and how much of the IR luminosity of a particular galaxy is due to an active nucleus. These complications are not present in a hard X-ray survey since at E > 20 keV virtually all the radiation comes from the nucleus and selection effects are absent for Compton thin sources. Even for moderately Compton thick sources (Λ < 2.3 is absorption < 90%), a hard X-ray survey has significant sensitivity, but without an absorption correction the luminosity will be underestimated. Essentially every object more luminous that 10 42 erg s −1 is an AGN. A hard X-ray survey is thus unique in its ability to find all Compton thin AGN in a uniform, well-defined fashion, and to determine their intrinsic luminosity. However, due to the relative rarity of bright AGN (even the ROSAT all sky survey has only ∼1 src deg −2 at its threshold − Voges et al. [1999] ), one needs a very large solid angle survey to find the bright, easily studied objects.
With the recent Chandra and XMM data (e.g., Alexander et al. 2003 , Giacconi et al. 2002 , Yang et al. 2004 Mainieri et al. 2002 , Szokoly et al. 2004 , Zheng et al. 2004 , Mainieri et al. 2005 , Barger et al. 2001 , 2003 there has been great progress in understanding the origin of the X-ray background As only the sky |b| > 15 • is considered here, the maximum value is 74%. The corresponding curves as a function of limiting flux for the analyses of INTE-GRAL data by Beckmann et al. (2006b) and by Sazonov et al. (2007) are shown for comparison, the flux having been converted assuming a power law spectrum with index −2. and the evolution of AGN. It is now clear that much of the background at E > 8 keV is not produced by the sources detected in the 2 − 8 keV band (Worsley et al. 2005) , and is likely to come from a largely unobserved population of AGN with high column density and low redshift z < 1. Thus the source of the bulk of the surface brightness of the X-ray background, which peaks at E ∼30 keV (Gruber et al. 1999 ) is uncertain. The measurement of the space density and evolution of this putative population of highly absorbed AGN and the derivation of the distribution of their column densities as a function of luminosity and of redshift is crucial for modeling the X-ray background and the evolution of active galaxies. Progress in this area requires both a hard X-ray survey of sufficient sensitivity, angular resolution and solid angle coverage to find and identify large numbers of sources, and follow-up observations with softer X-ray measurements to obtain precise positions and detailed X-ray spectral properties.
Due to a lack of instrumentation with sufficient angular resolution to permit identification of unique counterparts in other wavelength bands and with sufficient solid angle and sensitivity (Krivonos et al. 2005) to produce a large sample, there has been little progress in hard X-ray surveys for over 25 years (e.g. Sazonov et al. 2005 Sazonov et al. , 2007 . This situation has been radically changed by the Swift BAT survey (Markwardt et al. 2005 ) and recent INTEGRAL results (Beckmann et al. 2006b , Sazonov et al. 2007 , Krivonos et al. 2005 , Bird et al. 2007 ) which have detected more than 100 hard X-ray selected AGN, thus providing the first unbiased sample of Compton thin AGN in the local Universe.
In this paper we describe results from the first 9 months of the hard X-ray survey using the BAT instrument on the Swift mission (Gehrels et al. 2005) , concentrating on sources with |b| > 15
• . Above this latitude limit, we have identified all but one of the sources detected at > 4.8σ with optical counterparts using Swift XRT and archival X-ray data. With these same data we have also obtained X-ray spectra. With a median positional uncertainty of 1.7' and a sensitivity limit of a few times 10 −11 erg cm −2 s −1 in the 14 − 195 keV band, the BAT data are about 10 times more sensitive than the previous all-sky hard X-ray survey (HEAO 1 A-4: Levine et al. 1984 ) and the positions are accurate enough to allow unique identifications of nearly all of the sources. Spectra are characterized by a photon index Γ, where N (E) ∝ E −Γ . Luminosities are calculated using h 70 = 1, Ω = 0.3.
BAT SURVEY
The second BAT catalog is based on the first 9 months of BAT data (starting mid December 2005) and has several refinements compared to the catalog of the first 3 months of data (Markwardt et al. 2005) . The combination of increased exposure, more uniform sky coverage and improved software has increased the total number of BAT sources by a factor ∼2.5.
We show the sky coverage in Figure 1 and the sensitivity of the survey as a function of exposure in Figure 2 . There is a loss of sensitivity due to increased noise at low galactic latitudes from nearby bright sources, and because of spacecraft constraints there tends to be somewhat reduced exposure in directions close to the ecliptic plane. Nevertheless the sensitivity achieved is comparatively uniform.
We have picked a significance threshold of 4.8σ, which, based on the distribution of negative pixel residuals ( Figure  3 ), corresponds to a probability of ∼1 false source in the catalog. In Table 1 we show all the sources detected at > 4.8σ and with |b| > 15
• . The table also includes sources that have been confidently identified with AGN but that lie at |b| < 15
• or, while having significances less than 4.8σ in the final analysis have appeared at higher significance in partial or preliminary analyses. Of the 44 AGN presented in Table 1 of Markwardt et al. (2005) , only J1306.8−4023 does not appear in Table 1 of this study. The spectral type is from Véron-Cetty & Véron (2006) , and where that is not available, we examined 6DF, SSDS or our own observations and classified the AGN. There are seven objects that do not have an optical classification, of which 2 have not been observed and the remainder do not have optical AGN lines.
We have verified the completeness of our sample by examining the values of V /V max as a function of significance. Above 4.8σ detection significance we find a value of 0.5, as expected for a complete sample from a uniform distribution (Figure 4) .
Basing the detection on significance in the total 14 − 195 keV band is close to optimal for sources with average spectra. We might miss some sources because their spectra are much steeper. However, as shown in Figure 5 , there is no apparent correlation between BAT hardness ratio and detection significance and thus we believe that this selection effect is negligible in the present sample.
Because source detection is based on the entire 9 months of data, it is possible that some sources might have been missed if they had been very bright for only a fraction of the observing time. This is confirmed by comparing the present results with those of Markwardt et al. (2005) . We found that 9 of the Markwardt et al. sources do not lie above our significance threshold of 4.8σ in the 9 months data.
The accuracy of source positions ( Figure 6 ) based on the total AGN sample, depends on significance, however, at the significance limit of 4.8σ of our survey, the maximum 2σ er- ror circle radius is ∼6'.
SAMPLE IDENTIFICATION
BAT is a wide field (∼ 2 steradians) coded aperture hard X-ray instrument (Barthelmy et al 2006) . During normal operations it usually covers ∼ 60% of the sky each day at < 20 milliCrab sensitivity. The BAT spectra were derived from an all sky mosaic map in each energy bin averaged over 9 months of data beginning on 5 Dec 2004. The survey was processed using the BAT Ftools 4 and additional software normalize the rates to on axis and to make mosaic maps. The intrinsic binning in the BAT survey data product has 80 energy bins but to 4 http://heasarc.nasa.gov/ftools/ftools menu.html reduce processing time we used 4 energy bins for this survey. The energy bin edges are 14, 24, 50, 100, 195 keV for the 9 month survey, but will be expanded to 8 bins in the 22 month survey by dividing each of the current bins. The energies are calibrated in-flight for each detector using an on-board electronic pulser and the 59.5 keV gamma-ray line and lanthanum L and M K X-ray lines from a tagged 241 Am source. The average count rate in the map bin that contains the known position of the counterpart was used. Due to the the strong correlation of the signal in adjacent map bins of the oversampled coded aperture image, it is not necessary to perform a fit to the PSF. Each rate was normalized to the Crab nebula rate using an assumed spectra of 10.4E −2.15 ph cm −2 s −1 keV −1 for the BAT energy range. Due to the large number of different pointings that contribute to any position in the map, this is a good approximation of the average response. This has been verified by fitting sources known to have low variability and generally produces a good connection to X-ray spectra in sources. Error estimates were derived directly from the mosaic images using the RMS image noise in a region around the source of roughly 3
• in radius. This is the optimum procedure due to the residual systematic errors of 1.2 to 1.8 times statistical values in the current BAT mosaics. Analysis of the noise in the images suggests that the variations in noise are small on this scale. Analysis of negative fluctuations shows that the noise is very well fit by a Gaussian distribution and that this normalization is very accurate on average. All fitting of the BAT data was performed on this normalized data using a diagonal instrument response matrix. This procedure correctly accounts for instrumental systematics in sources with spectral indices similar to the Crab. While there may be significant systematic errors for sources with spectra that are much flatter than the Crab, this is not a significant problem for any of the sources presented in this paper.
We first attempted to identify the BAT sources using archival X-ray, optical, and radio data. The typical high galactic latitude BAT source is a bright (2MASS J band magnitude > 13) and nearby (z < 0.1) galaxy. While the counterpart is often a ROSAT or radio source, this is not a reliable indicator. In particular we found little or no correlation between the BAT counting rates and the ROSAT all-sky survey fluxes (Figure 7 ), making it difficult or impossible to utilize the ROSAT data to consistently identify the sources. An examination of random positions suggests this type of source rarely falls in a BAT error circle. While this approach was fruitful, we found a significant number of objects with either no obvious counterpart or multiple possible counterparts, due to clustering. We have followed up with Swift XRT all but one of the BAT sources in the second catalog that did not have evident identifications with previously known AGN, or that did not have archival X-ray measurements of absorption column n H from XMM, ASCA, Chandra or Beppo-Sax. We find that if the Swift XRT exposure is on the order of 10 ks or greater, we have a high probability of identifying an appropriate candidate. We define an appropriate candidate as one which is within the BAT 2σ error contour and whose X-ray flux is commensurate with the BAT detection. Because of the possibility of source variability and of the low time resolution possible with the BAT data (∼2 weeks per significant data point) we require only that the X-ray flux is consistent with an absorbed power law model that has a flux within a factor of ten of that predicted from the BAT detection. A detailed analysis of the variability of the BAT data is presented in Beckmann et al (2006b) and a comparison of the XRT and other data in Winter et al (2008a) .
We have based our identifications on observations in the harder, 2 − 10 keV, part of the XRT band to minimize the probability of a false identification. A Swift XRT detection limit of 0.001 ct s −1 , or 10 total counts (0.5 − 10) keV in a 10 ks exposure, corresponds to a 0.5 − 10 keV flux of about 3.7 × 10 −14 erg cm −2 s −1 for an unabsorbed source or to 6.3 × 10 −14 erg cm −2 s −1 for one with an average n H of 10 22 . Using the Moretti et al. (2003) log N − log S distribution based on Chandra data there are ∼50 or 20 sources deg −2 , respectively, at these levels. Thus the probability of finding a detectable source falling by chance within a 2σ BAT error circle (6' radius at threshold) is high. However most of these sources would be expected to have a very low flux in the BAT band and thus not be candidates for the counterparts of the BAT sources. We select the brightest source or sources at energies > 3 keV as possible counterparts. A joint fit to the BAT and XRT data is performed using a simple spectral model (partially covered power law) and allowing the relative normalization between the BAT and XRT data to be a free parameter to account for variability. Agreement is defined as a relative normalization factor < 10. A more complex model The dashed line corresponds to 30/SNR, or 6 arcmin at 5σ significance. The vertical dotted line is at the 4.8σ threshold used in this study. Sources below this threshold are not complete and have been identified because their known spectrum is consistent with the BAT result. Note that near the threshold the errors can occasionally be larger than this model predicts.
is not usually required because the XRT data has insufficient statistical significance to constrain complex models. See Winter et al (2008a) for a complete description. More complex models are required in a few cases where our sources have very high column densities or are Compton thick (Winter et al. 2008c) . These cases are flagged in the table as complex. We have used similar criteria for identifications based on archival data from other missions.
When an XRT counterpart has been found, the error circle radius is ∼4", and at the brightness of the optical counterparts (see below), there is a very high probability of identifying the object in 2MASS or DSS imaging data. For all but one of the |b| > 15
• sources there is a redshift in the literature (based on NED), or from our follow-up program (Winter et al. 2008c ) but often there is not an available optical spectrum. Thus a significant number of the objects do not have certain optical classifications. We have used the optical spectral types reported in Véron-Cetty & Véron (2006) for AGN, where available. In other cases we have used our own optical classifications based on SDSS or 6dF on-line data or what is available in NED and SIMBAD. We show in Figure 8 some of the optical counterparts and the XRT error circles.
With these criteria we have only one unidentified source out of 130 sources with σ > 4.8 and |b| > 15
• , but 13 out of 150 at |b| < 15
• . This difference arises from the much higher density of stars at lower galactic latitudes and to the high degree of reddening and lack of large spectroscopic surveys in the galactic plane. The relative completeness of the identifications in the BAT survey data contrasts with that of the INTEGRAL data (Masetti et al. 2006a) , and Bird et al. 2007 and is due to the extensive XRT follow-up and the accurate positions possible with the XRT. The one unidentified high latitude source above 4.8σ, SWIFT J1657.3+4807, has no reasonable X-ray counterpart in the XRT field of view. Obvious possibilities are (1) that this source is a transient, or (2) that it has an extraordinarily high column density such that the flux in the 2 − 10 keV band is reduced by a factor of ∼300, e.g., a line of sight column density of > 3 × 10 24 cm −2 , or a line of sight Compton optical depth of 2 (which would also require that there be no scattering into the line of sight greater than 0.2%), or (3) that it is a "false" source, of which we expect ∼ 1 in the survey above our significance threshold.
We have examined the BAT light curves of all of the sources in Table 1 (including those below the 4.8σ threshold) and have determined that the sources SWIFT J0201.9-4513, SWIFT J0854.2+7221, SWIFT J1319.7-3350, SWIFT J1328.4+6928 are almost certainly transients.
4. RESULTS 4.1. Log N-Log S When investigating the log N −log S law, correct allowance for sky coverage near the detection threshold is crucial. The sky coverage as a function of limiting flux that we have used (Figure 1 ) was obtained using the same measured RMS noise in the 9 month all-sky image that was used in assessing source significances. This direct measure of sky coverage is much more reliable than measures based on exposure as the systematic noise level varies across the sky and is not a simple function of exposure. At high fluxes the main uncertainties are due to Poisson statistics with a small number of objects. At low fluxes they are associated with the correction for completeness, which is a strong function of the flux, that is itself uncertain.
The log N − log S distribution (Figures 9, 10) is well fit by the standard S −3/2 function for uniformly distributed sources and a normalization of 142.63 ± 9.864 AGN with flux > 3 × 10 −11 erg cm −2 s −1 . Formally we find a slope of 1.42 ± 0.14. Using a spectral slope for each object, we can compare this log N − log S law with those derived from IN-TEGRAL data (Beckmann et al. 2006b , Krivinos et al. 2005 , Sazonov et al. 2007 ). Converting our log N − log S into the Krivinos et al. 17 − 60 keV band we find a normalization which is ∼70% of their value. Conversion into the 20 − 40 keV band leads to 50% of the Beckmann et al. value. The most likely explanation of these differences lies in the conversion factors used to convert BAT or INTEGRAL counts to erg s −1 (i.e., the instrument calibrations). The Crab spectrum used by the Krivonos et al. group for INTEGRAL calibration is 10 × E −2.1 (see Churazov et al. 2007 for a detailed discussion of the use of the Crab nebula as a calibrator). The BAT team uses 10 × E −2.15 . In the 20 − 60 keV band the INTE-GRAL normalization gives a Crab flux which is 1.15 higher. This would account for a normalization of the log N − log S law higher by a factor 1.23, very close to what is seen, and consistent within the uncertainties. The closeness of the BAT sample introduces some uncertainty in the distance measurement due to the random velocities of galaxies (∼ 500 km s −1 ). To evaluate the effect of this uncertainty we have performed a Monte Carlo simulation of the luminosity function, including the uncertainty in luminosity and in distance due to the velocity error. This analysis indicates that the effect on the fitted parameters is < 1σ. The break log luminosity could be 0.2 dex higher due to this error compared with an noise error of 0.4. The largest effect was on the high luminosity slope which could be 0.3 larger due to systematics (error 0.35). These systematic errors do not substantially effect the Swift/BAT luminosity function at its current statistical accuracy. Thus the log N − log S law in the 14 − 195 keV band is now established to ∼25% accuracy − we know the number of sources quite accurately, but we do not know their flux to better than 15%.
Luminosity Function
The high identification completeness of our survey and the good understanding of the sky coverage are important in finding the luminosity function. We use the standard broken power law form
This provides an excellent description of the data with the parameters given in Table 2 . For comparison of other observations with ours we have converted luminosities quoted in other energy bands assuming a spectrum breaking from a slope of 1.7 to a slope of 2.0 at 10 keV. The BAT luminosity function shown in Figure 11 agrees well with those obtained by Beckman et al. (2006b) and by Sazonov et al. (2007) using data from INTEGRAL both in terms of the slopes and the break luminosities, though their errors are generally somewhat larger. However we find a significantly lower break luminosity than found by Barger et al. (2005) and by La Franca et al. (2005) from observations at lower energies. The rather large difference cannot be caused by spectral conversion factors that neglect absorption in the 2−10 keV band, since this would make the observed 2 − 10 keV luminosity even lower compared to the 14 − 195 keV value, exacerbating the problem. We thus believe that the disagreement between the luminosity functions is due to a deficit of objects at log L(erg s −1 )< 44.11 in the 2 − 10 keV band. Considering that the bulk of the objects and their emitted luminosity lies near the break luminosity, this could imply a substantial modification to the present day evolution models (e.g., Gilli, Comastri & Hasinger 2007) .
As we show in the next section, the probability of an object being absorbed is a function of 14 − 195 keV luminosity. Hence there is a strong selection against detecting low luminosity AGN in softer X-ray surveys (see the discussion in Sazonov et al. 2007 ).
Nature of the Identifications
There are 151 sources in Table 1 sources -BL Lacs and Blazars -(17 out of 152 overall) and the remainder are Seyferts and galaxies which show indications of activity. In addition, we have detected 32 galactic sources and 2 galaxy clusters which meet the latitude and significance criteria for the complete sample. At low latitudes we also detect at > 4.8σ 103 galactic sources, 3 galaxy clusters, and 13 unidentified sources. Although they are included in Table 1 , we have not used sources identified as blazar or BL Lac, nor any source with z > 0.5, in the distribution functions.
We use the J band magnitudes from the 2MASS survey to categorize the objects since that is the largest homogeneous data base which covers the largest fraction of the Swift BAT sources. It is noticeable that the faintest optical counterparts are the blazars and the galactic sources. The optically determined AGN tend to be in fairly bright galaxies. One of the reasons that there are so few blazar identifications at low galactic latitudes is the relative faintness of the likely optical counterparts combined with the lack of available redshifts and the effect of galactic reddening.
Nine of the objects have not previously been optically classified as AGN. An excellent example of this is the object NGC 4138 (Ho 1999 Notice the peak at low column densities and the relatively flat distribution above it. The galactic column density has not been subtracted.
The median redshift of the non-blazars is ∼ 0.017. However, the blazar redshift distribution is very different with a long tail to high redshift and a median redshift of 0.24 (mean of 0.76). Thus we have been careful in determining the overall luminosity function to separate the blazars from the nonblazars since this will significantly change the slope of the high luminosity end of the luminosity function.
X-ray Spectral Analysis
The X-ray spectra of many of the sources have been published (see the references in Table 1 ). In these cases we have used the previously reported values of the column densities of the sources, while noting that the signal to noise of the observations varies greatly, as does the sophistication of the analysis and the type of models used to classify the spectra. Many of the spectra are rather complex (Winter et al. 2008a) , making assignment of errors to the column density difficult FIG. 13.-The fraction of BAT selected AGN with n H > 10 22 cm 2 as a function of 14−195 keV luminosity. The position of the break in the luminosity function slope is indicated. The smooth curve is simply one form which is consistent with the data. As elsewhere, only AGN with |b| > 15 • and significance greater than 4.8σ have been included. We note that if AGN with |b| < 15 • are included the drop at high luminosity is less pronounced but it is still significant at the > 2σ level.
FIG. 14.-Histogram of the X-ray spectral index in the BAT band minus the X-ray spectral index. The X-ray indices are mostly from ASCA and XRT with some from various other missions. The mean difference is 0.26 with a standard deviation of 0.36. and highly model dependent. Where the column densities in Table 1 were obtained with Swift XRT follow-up observations, for homogeneity we report the results of simple absorbed power law fits. As shown in Figure 7 , a large fraction of the BAT sources are not detected by the ROSAT all sky survey, despite its factor of 100 better sensitivity for unabsorbed sources. This graphically illustrates the importance of obscuration in the selection of X-ray samples.
A detailed analysis of the archival XMM, ASCA, BeppoSax, and Chandra data as well as the Swift XRT data will presented in another paper (Winter et al. 2008a ).
The distribution of absorption for the non-blazars ( Figure  12 ) is almost flat for log n H (cm −2 ) in the range 21−24, with a strong peak at low column density due primarily to the effects of galactic obscuration. The relative paucity of Compton thick objects (log n H [cm is severely reduced so our level of completeness is uncertain. In addition we are only able to fit simplified models for many of these objects. Thus quantification of the lack of Compton thick objects awaits more observations with high sensitivity X-ray spectrometers (e.g., XMM, Suzaku).
As shown in Figure 13 , the fraction of strongly absorbed AGN drops with increasing luminosity. This is consistent with the previous claims of a drop in the absorbed fraction at higher luminosities, but it is not yet of sufficient statistical significance to confirm this dependence. While this has been seen in several X-ray selected surveys (Ueda et al. 2003 , La Franca et al. (2005 , Shinozaki et al. 2006) , the fact that the selection of BAT sources is independent of the line of sight column density confirms and extends these results.
BAT Spectral Analysis
At the present stage of analysis we only have four channel spectra available (this is a limitation of the present analysis software and is not intrinsic to the experiment). We have thus fit only simple power law models to the data.
The fact that the BAT hardness ratio shows no correlation with signal-to-noise ( Figure 5 ) indicates that there is no selection bias due to spectral parameters. The median spectral index is Γ = 1.98, in agreement with the INTEGRAL results from Beckmann et al. (2006b) , with an rms spread 0.27. For a sample of 74 sources which have archival X-ray spectrum spectra at lower energies (e.g., Markowitz & Edelson 2004) , the BAT slope is on average ∼ 0.23 steeper than in the X-ray band (Figure 14) . A viable explanation for this (Nandra et al. 1999 ) is that the BAT data are detecting the "true" X-ray spectral slope of 2, while the X-ray data are strongly influenced by the effects of reflection. Malizia et al. (2003) found using BeppoSAX hard X-ray data that Seyfert 2s are systematically harder than Seyfert 1s. A similar result is reported by Beckmann et al. (2006a) . Comparison of the spectral index distributions of Seyfert 1 and Seyfert 2s (Figure 15 ) confirms this finding -according to a Kolmogorov-Smirnov test the two distributions have a probability of less than 0.1% of arising from the same parent distribution function.
5. DISCUSSION 
Luminosity Function
As shown above the low luminosity slope of the luminosity function of hard X-ray selected AGN is steeper than that of the 2 − 8 keV function of Barger et al. 2005 . We believe that this is due to the high fraction of heavily absorbed objects at low BAT luminosities. Thus the contribution of low luminosity objects to the 10 − 100 keV background is larger than originally calculated. This is confirmed by the agreement of the slope of our luminosity function with the absorption corrected low luminosity slope of La Franca et al. (2005) , which unlike Barger et al (2005) assumes an absorption that depends on luminosity. The break in the luminosity function is quite robust and thus is an intrinsic feature of the luminosity function and is not due to a spectral selection effect. Integration of our luminosity function gives a local volume density of n(L X > 10 41 erg s −1 ) = 2.4 × 10 −3 Mpc −3 , compared to a density of 0.02 Mpc −3 galaxies brighter than M * = −19.75 (Cross et al. 2001) , and a local emissivity of 2.3×10 39 erg s
Mpc −3 . The choice of M * is that is the knee in the luminosity function and is the typical absolute magnitude for a galaxy. It is a simple way of estimating the galaxy density. The typical J band absolute magnitude at the knee is M * = −21.73 (Cole et al 2001) . The median BAT J band absolute magnitude is M = −23.8 and only 3 BAT AGN have M > −22. Hence > ∼ 10% of luminous galaxies in the local Universe are AGN with a hard X-ray luminosity > ∼ 10 41 erg s −1 . Because of the low median redshift of the sample, the BAT data are not sensitive to evolution in the luminosity function and V /V max ∼0.5 is as expected.
Log N-Log S
There have been numerous predictions of the hard X-ray log N − log S (Treister et al. 2006 , Gandhi & Fabian 2003 and our data allow a direct comparison of these models. We find that converting the observed BAT log N − log S to the band predicted by these authors that we have good agreement with the predictions of Gandhi et al. (2004) , but lie a factor of 2 lower than that predicted by Treister et al. (2006) . Since each of these models makes different assumptions, our hard X-ray survey should be able to determine which are valid. In Figures 13 and 15 the distribution of column densities over all objects is almost flat and appears to depend on hard X-ray luminosity. Similar results based on the RXTE slew survey were obtained by Sazonov & Revnivtsev (2004) . The standard unified model predicts that the ratio of absorbed to unabsorbed objects should be 4 : 1, as opposed to our observed value of 1 : 1. This difference is probably due to the neglect of the luminosity dependence of absorption in the simple unified model. The BAT results are roughly consistent with dependence of absorption on luminosity seen previously (Ueda et al. 2003 , Steffen et al. 2003 , Gilli et al. 2007 . We note that the distribution of column densities in Tozzi et al. (2006) from the Chandra deep fields is rather different from the BAT sample in that the Tozzi et al. sample seems to be missing the low n H half of the distribution. This has been confirmed by Wang et al. (2007) and by Gilli et al. (2007) . Direct comparison of the n H distribution from the BAT sample and Tozzi et al shows apparent differences, especially at low n H . Taken at face value, this would indicate an evolution of the n H distribution between the low median redshift of the BAT sample (0.03) and the redshift of the Tozzi sample (∼ 0.7). This is similar to the results reported by La Franca et al. (2005) , however Hasinger et al (2008) find no such dependence.
The distribution of n H

CONCLUSION
We have presented the results of an AGN survey using data from the BAT instrument on Swift. The use of a hard X-ray bandpass means that the survey is immune to the effects of X-ray absorption that have traditionally plagued similar studies in optical and soft X-ray bandpasses, raising serious questions concerning completeness. Utilizing the standard AGN broken power law prescription to characterize the differential luminosity distribution function, we find that the data can be very well described taking a break luminosity log L * (erg s −1 )= 43.85 ± 0.26, a low luminosity power law slope a = 0.84 Mpc −3 , roughly 10% of the local density of luminous galaxies.
The BAT survey has detected 31 AGN at > 4.8σ that were not previously detected in hard X-rays, of which 9 were not previously identified as AGN by other techniques. In addition, there are 14 BAT AGN that were also detected contemporaneously in hard X-rays by INTEGRAL, of which 5 had not been previously identified as AGN. For sources that were detected by both instruments, there is a good correlation between the BAT and INTEGRAL flux, with the exception of a few sources that are almost certainly variable. There are 42 INTEGRAL AGN with SNR > 4.8 that were not detected by BAT. Only 11 of these have a flux (scaled to the BAT energy band assuming E −2 spectrum) that is greater than 3 × 10 −11 erg cm −2 s −1 , where a BAT detection is likely. Most of these high-flux, undetected sources are within 30
• of the Galactic Center, where the BAT survey has significantly reduced sensitivity due to lower exposure and increased systematic errors. Of the BAT detected sources, 13% were not previously known to be AGN.
With increased exposure, both the BAT and INTEGRAL survey sensitivities will improve, and we expect most of the new unidentified hard X-ray sources to be in the interesting class of very heavily absorbed AGN. INTEGRAL detected 111 AGN at > 4.8σ in ∼ 4 yr. Due to its larger FOV and random observing strategy, BAT detected 126 AGN in 0.75 yr, a rate 6 times faster than INTEGRAL. We expect both missions to continue accumulating new AGN at the same rates, in which case BAT AGN will become an increasing fraction of the new detections. At 3 yr after the Swift launch, we predict 450 BAT detected AGN and more than 60 that not have been previously identified as AGN. The hard X-ray measurements are unique in another sense. We believe they yield a accurate measurement of the average luminosity of these sources. We have shown (Winter et al. 2008bc ) that the luminosity and power law index for absorbed sources cannot be accurately derived from 2 − 10 keV X-ray measurements alone, even with XMM or Chandra. For the ∼ 1/2 of all AGN that are absorbed, the BAT and INTEGRAL surveys provide a unique new measurements of the luminosity and underlying power law. This is the second paper in a series. In future papers we will present the X-ray spectral properties of these objects, the long term BAT light curves, detailed spectral analysis of the BAT data and the optical properties of the hosts of the BAT sources, and extend the sample by a factor of two in size. The normalization of the BAT AGN luminosity function (A) is 1.8 +2.7 −1.1 × 10 −5 erg s −1 Mpc −3 at log L(erg s −1 )= 44.
