Abstract. Gioan introduced the circuit-cocircuit reversal system of an oriented matroid and showed that its cardinality equals the number of bases when the underlying matroid is regular. We prove that the equality fails whenever the underlying matroid is not regular, hence giving a new characterization of regular matroids.
Introduction
In [6] , Gioan introduced the cycle-cocycle reversal system of a finite graph, which consists of equivalence classes (the cycle-cocycle reversal classes) of orientations of the graph. He proved the following theorem. Theorem 1.1 can be thought as a "linear algebra free" formulation of Kirchhoff's Matrix-Tree theorem, which states that the number of spanning trees of G equals the determinant of the reduced Laplacian of G. In particular, the cyclecocycle reversal system is related to various combinatorial objects associated to the graph Laplacian, notably the sandpile group (also known as the critical group or Jacobian group in the literature). The notion of chip-firing (related to the sandpile model) can also be partially interpreted by cycle/cocycle reversals in Gioan's setup. We refer the reader to [1] for details.
Gioan further generalized his setup to regular matroids in [7] and proved the following result: The concepts introduced in [7] provide an approach to generalize the theory of sandpile groups and chip-firing to regular matroids. We refer the reader to [2] for details.
The definition of a circuit-cocircuit reversal system can be extended to any oriented matroid. Gioan himself noticed that Theorem 1.2 is not true in general for non-regular oriented matroids [7, Proposition 2] . Our main contribution in this paper is to show that Theorem 1.2 actually characterizes regular matroids: Theorem 1.3. Let M be a non-regular oriented matroid. Then the number of circuit-cocircuit reversal classes of M is less than the number of bases of M.
Background

2.1.
Oriented Matroids and (Non-)Regular Matroids. In this section we recall the definitions of oriented matroids and regular matroids, and collect some essential notions and facts. We assume that the reader is familiar with the basic theory of matroids; for a more comprehensive overview, we refer the reader to book on matroids by Oxley [10] and the book on oriented matroids by Björner et. al. [4] .
An oriented matroid, roughly speaking, is a matroid together with some "sign" data. More precisely, let E be a set. A signed subset of E is a map X : E → {+, −, 0} that assigns signs to its elements; the support X of a signed subset X is {e ∈ E : X(e) = 0}. Similarly, we define X + and X − to be {e ∈ E : X(e) = +} and {e ∈ E : X(e) = −}, respectively. Definition 2.1. An oriented matroid M = (E, C) consists of a non-empty finite set E and a collection C of signed subsets that satisfies the following axioms:
(
A signed subset in C is said to be a signed circuit.
Note that {C : C ∈ C} is the collection of circuits of a matroid with ground set E, called the underlying matroid of M.
Dually, we have the notion of signed cocircuits of an oriented matroid, cf. A matroid is regular if it is representable over any field. Equivalently, a matroid is regular if it is representable over R by a totally unimodular matrix [10, Theorem 6.6.3] . In particular, every regular matroid is orientable; furthermore, the oriented structure of a regular matroid is unique up to reorientation [4, Corollary 7.9.4] .
We conclude our introduction to regular matroids with an excluded minor characterization, which is the corollary of two classical theorems. 2.2. Circuit-cocircuit Reversal System. Let M be an oriented matroid on E. An orientation O of M is a map from E to {+, −}. An orientation O is compatible with a signed (co)circuit C if O(e) = C(e) for every e ∈ C. We have the following dichotomy.
Theorem 2.3 ([4, Corollary 3.4.6])
. In an orientation O, every element is either contained in a signed circuit compatible with O or a signed cocircuit compatible with O, but not both. The set of elements contained in some signed circuit (resp. cocircuit) is called the circuit part (resp. cocircuit part) of O.
Given an orientation O, a circuit reversal (resp. cocircuit reversal) picks a signed circuit (resp. cocircuit) C compatible with O and reverses the sign of O(e) for every e ∈ C. Such an operation does not change the circuit (resp. cocircuit) part of the orientation [7, Proposition 1] . We say two orientations O 1 , O 2 are circuit-cocircuit reversal equivalent if O 1 can be transformed into O 2 via a sequence of circuit and cocircuit reversals. The set of equivalence classes is the circuit-cocircuit reversal system of M and each equivalence class is a circuitcocircuit reversal class.
Activities of Orientations.
Fix an arbitrary total ordering of elements of E. An element of E is internally (resp. externally) active in an orientation O if it is the minimal element in some signed cocircuit (resp. circuit) compatible with O. The internal (resp. external) activity ι(O) (resp. ǫ(O)) is the number of internally (resp. externally) active elements in O. We have the following expansion of the Tutte polynomial of M [8] .
Theorem 2.4. Let M be an oriented matroid. Then
where the sum is taken over all 2 |E| orientations of M.
Circuit-cocircuit Minimal Orientations
Fix a total ordering of E, together with a reference orientation of E. An orientation is circuit-cocircuit minimal with respect to the chosen data if every active element is oriented according to its reference orientation.
We first prove a folklore enumerative result on the number of circuit-cocircuit minimal orientations, which has not been explicitly written down in the literature to the best of the author's knowledge.
Theorem 3.1. Let M be an oriented matroid on E. Fix an arbitrary ordering < and reference orientation of E. Then the number of circuit-cocircuit minimal orientations of M equals the number of bases of M.
where O ι,ǫ is the set of orientations with internal activity ι and external activity ǫ. It is well-known that T M (1, 1) equals the number of bases of M [5] , so it suffices to show that we can partition each O ι,ǫ into groups of size 2 ι+ǫ such that there is a unique circuit-cocircuit minimal orientation within each group.
Pick an arbitrary orientation O from O ι,ǫ (if it is not empty). Let e 1 < . . . < e ι (resp. e ′ 1 < . . . < e ′ ǫ ) be the elements that are internally (resp. externally) active in O. For k = 1, 2, . . . , ι, denote by F k the union of (the support of) all signed cocircuits compatible with O whose minimal elements are at least e k ; dually, for k = 1, 2, . . . , ǫ, denote by F ′ k the union of (the support of) all signed circuits compatible with O whose minimal elements are at least e ′ k . The partition
) of E is the active partition of O; note that each component contains precisely one active element.
It is easy to see that reversing the elements of any F k (resp. F ′ k ) produces an orientation with the same active partition (hence the same internal and external activities). By induction, reversing any union of components from F also produces an orientation in O ι,ǫ , and such a reversal procedure induces an equivalence relation of O ι,ǫ . Since each equivalence class contains 2 ι+ǫ orientations, and exactly one orientation in each class is circuit-cocircuit minimal, this gives our desired partition of O ι,ǫ .
We will use the set of circuit-cocircuit minimal orientations as an intermediate object between bases and circuit-cocircuit reversal classes to prove Theorem 1.3. Proposition 3.2. Every circuit-cocircuit reversal class of M contains at least one circuit-cocircuit minimal orientation. Furthermore, a circuit-cocircuit minimal orientation equivalent to a given orientation can be obtained greedily.
Proof. Start with an arbitrary orientation, and greedily reverse any compatible signed (co)circuit whose minimal element is not oriented according to its reference orientation. Once the procedure stops, we will have a circuit-cocircuit minimal orientation equivalent to the starting orientation, so it suffices to show the procedure always terminates. If this is not the case, then since the number of orientations is finite, we must (WLOG) we return to the starting orientation. Let e to be the minimal element that was reversed (which must occur at least twice) in the process. When e was reversed for the first time, we must have reversed it to agree with its reference orientation, so the second reversal is not valid, a contradiction.
Corollary 3.3. The number of circuit-cocircuit reversal classes is at most the number of bases, with equality if and only if no two circuit-cocircuit minimal orientations are contained in the same class.
As an immediate application of Corollary 3.3, we can give a short proof of Theorem 1.2: two circuit-cocircuit reversal equivalent orientations of a regular matroid differ by a disjoint union of signed circuits and cocircuits (this follows, for instance, from the totally unimodular matrix representation of the matroid), so at most one orientation within a class can be circuit-cocircuit minimal.
Proof of the Main Theorem
We prove Theorem 1.3 in this section. The idea of our proof is to use the fact that in a non-binary matroid, the symmetric difference of two cocircuits need not be a disjoint union of cocircuits, so the argument (a posteriori the conclusion) at the end of Section 3 fails. We will be using Theorem 2.2 in an essential way, so we start with an observation on U 2,4 which can be verified by a slightly tedious but routine case by case analysis. Proposition 4.1. Up to reorientation, the unique oriented structure on U 2,4 is the one induced by the four-point line configuration. Namely, the list of signed cocircuits is (+ + + 0), (+ + 0 −), (+ 0 − −), (0 + + +) and their negations.
Next we construct a special pair of cocircuits with respect to a U 2,4 -minor. These cocircuits will be used in the main proof below. Lemma 4.2. Let M be an oriented matroid over E and let B be a subset of E such that M \ B ∼ = U 2,4 = {e 1 , e 2 , e 3 , e 4 }. WLOG the U 2,4 -minor has the oriented structure described in Proposition 4.1. Then there exists a pair of cocircuits
e) ≥ 0 for every e ∈ E, i.e., the signs of an element agree in D 1 and D 2 whenever the element is in the support of both cocircuits. 
We claim that choosing D (1), so it remains to show D contains both e 1 , e 2 in its support. If not, then by deleting {b 1 , . . . , b p+1 } from D (resp. M \ {b p+2 , . . . , b m }), we have a signed subset X of {e 1 , . . . , e 4 } with X(e 4 ) = − and otherwise non-negative, but not positive on both e 1 , e 2 . By [4, Theorem 3.7.11] , X is a signed covector and thus contains a signed cocircuit, but U 2,4 does not have such a signed cocircuit.
Proof of Theorem 1.3. By Theorem 2.2, M contains U 2,4 as a minor, say M/A\ B = {e 1 , e 2 , e 3 , e 4 } is isomorphic to U 2,4 , in which we will assume it has the oriented structure described in Proposition 4.1. Apply Lemma 4.2 to obtain a pair of signed cocircuits D 1 , D 2 of M/A, thus of M itself. By reorientation, we may assume that D 1 is non-negative while D 2 is non-positive outside D 1 ∩ D 2 . Take the positive orientation for each element of E as the reference orientation.
We start with the orientation O 1 whose all elements are positive. Note that O 1 is circuit-cocircuit minimal with respect to any ordering of E. D 1 is compatible with O 1 , so we can reverse D 1 in O. Afterward, −D 2 is compatible with the new orientation by (1) in Lemma 4.2, so we can perform a second cocircuit reversal with −D 2 . We denote byÕ 2 the resulting orientation. Denote by S = D 1 △D 2 the set of elements that are negative inÕ 2 . It follows that S ⊂ B ⊂ A c is in the cocircuit part ofÕ 2 , and e 4 ∈ S ∩ {e 1 , e 2 , e 3 , e 4 } ⊂ {e 3 , e 4 }.
Fix a total ordering of E such that the elements in S are larger than the rest of the elements, and perform the greedy reversal procedure described in Proposition 3.2 to obtain a circuit-cocircuit minimal orientation O 2 fromÕ 2 . We claim that the support of any signed (co)circuit reversed in the process is contained in S (hence we actually only performed cocircuit reversals). Recall that greedy means we will never reverse a signed circuit or cocircuit whose minimal element is already positive, therefore the first reversal involves a cocircuit whose minimal element is in S, thus the whole cocircuit is in S as well. Since no element outside S became negative after the first reversal, the same argument holds for the rest of the greedy reversal procedure by induction.
Next we claim that O 2 (e 4 ) = − = O 1 (e 4 ). If not, let D be a signed cocircuit of M containing e 4 that was reversed in the greedy reversal procedure. D is necessarily contained in S by the argument above. If we contract A and delete B from M, we obtain a covector D| {e 1 ,e 2 ,e 3 ,e 4 } ⊂ {e 3 , e 4 } in U 2,4 , which is impossible. Now the theorem follows from Corollary 3.3, since we have two distinct circuitcocircuit minimal orientations O 1 , O 2 that are equivalent.
Our proof of Theorem 1.3 only guarantees that the number of bases of a nonregular oriented matroid is at least one larger than the number of circuit-cocircuit reversal classes. We believe that a stronger inequality is possible. More precisely, we conjecture that there exists an absolute constant K > 1 such that the number of bases of a non-regular oriented matroid is at least K times the number of circuit-cocircuit reversal classes; we further conjecture that K can be taken to be 3, which matches the ratio in the case of U 2,4 . Judging from the importance of U 2,4 -minors in our proof, the results of Bixby [3] and Seymour [11] that every element (resp. every pair of elements) of a 2-connected (resp. 3-connected) nonbinary matroid is contained in some U 2,4 -minor might be helpful.
