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ABSTRACT
Mira variables are useful distance indicators, due to their high luminosities and well-defined period-luminosity
relation. We select 1863Miras from SAAO andMACHOobservations to examine their use as distance estimators
in theMilkyWay. Wemeasure a distance to the Galactic centre of R0 = 7.9±0.3 kpc, which is in good agreement
with other literature values. The uncertainty has two components of ∼0.2 kpc each: the first is from our analysis
and predominantly due to interstellar extinction, the second is due to zero-point uncertainties extrinsic to our
investigation, such as the distance to the Large Magellanic Cloud (LMC). In an attempt to improve existing
period-luminosity calibrations, we use theoretical models of Miras to determine the dependence of the period-
luminosity relation on age, metallicity, and helium abundance, under the assumption that Miras trace the bulk
stellar population. We find that at a fixed period of log P = 2.4, changes in the predicted Ks magnitudes can be
approximated by∆MKs ≈ −0.109(∆[Fe/H])+0.033(∆t/Gyr)+0.021(∆Y/0.01), and these coefficients are nearly
independent of period. The expected overestimate in the Galactic centre distance from using an LMC-calibrated
relation is ∼0.3 kpc. This prediction is not validated by our analysis; a few possible reasons are discussed. We
separately show that while the predicted color-color diagrams of solar-neighbourhood Miras work well in the
near-infrared, though there are offsets from the model predictions in the optical and mid-infrared.
Keywords: stars: AGB and post-AGB – stars: variables: general – Galaxy: bulge – Galaxy: centre – galaxies:
Magellanic Clouds – infrared: stars.
1. INTRODUCTION
Measurements of Hubble’s constant, i.e. the current ex-
pansion rate of the universe, are of great interest in modern
astrophysics, since its value is a fundamental parameter of
Λ-CDM cosmology. Freedman et al. (2012) and Riess et al.
(2018) have respectively measured Hubble’s constant in the
local universe to 3.5% and 2.3% uncertainty. These values
are now in tension with other measurements, such as those de-
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termined from the cosmic microwave background (Addison
et al. 2017; Planck Collaboration et al. 2018). This tension
might be due to ground-breaking new physics, so to study the
discrepancy it is critical to probe and extend the local distance
ladder by independent means.
Mira variables provide a plausible extension to the extra-
galactic distance scale. They are bright in the infrared for both
intermediate-age and old stellar populations, fairly numerous,
and have awell-defined period-luminosity relation (Feast et al.
1989; Hughes & Wood 1990; Whitelock et al. 2008). Thus,
one can envisage future catalogues of Mira variables toward
great distances produced from James Webb Space Telescope
(JWST) photometry. Miras are pulsating variable stars that lie
in the late evolutionary stages of the asymptotic giant branch
(AGB). They are characterized by long pulsation periods of
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greater than 100 days and high near-infrared and bolometric
luminosities. In particular, they have large amplitude varia-
tions in infrared and visual wavelengths. Mira variables eject
a considerable portion of their mass into surrounding regions,
due to their pulsation, and the mass of the resulting circum-
stellar dust shells is correlated to their periods (Anandarao
et al. 1993). Therefore, while all stars experience extinction
due the intervening interstellar dust, Miras also experience
intrinsic extinction due to circumstellar dust, and this latter
phenomenon affects longer period stars the greatest.
AGB variables lie on distinct sequences in diagrams of pe-
riod versus luminosity, with each sequence corresponding to
a different normal mode of pulsation. Mira variables lie on a
single sequence, which corresponds to the fundamental mode
(Wood & Sebo 1996; Wood 2015). While these sequences
are not as tight as those of some other types of variables,
most notably Cepheids, they are still quite well-defined. For
example, Macri et al. (2015) measured a root-mean-square
of 0.087 for the Ks-band near-infrared period-luminosity re-
lation of Large Magellanic Cloud (LMC) fundamental-mode
Cepheids, Yuan et al. (2017) measured a scatter of 0.118 mag
to the period-luminosity relation of the oxygen-rich Miras in
the LMC with periods shorter than 400 days.
The Mira period-luminosity relations can be expressed
in the form MKs = δ + ρ[log P − 2.38], where the pe-
riod P is measured in days. For example, Whitelock et al.
(2008), who used a sample of LMC Miras, measured the
slope to be ρ = −3.51 ± 0.2, while the zero-point, which
was derived using solar-neighbourhood Miras, was deter-
mined to be δ = −7.15 ± 0.07, assuming an extinction-
corrected LMC distance modulus of µLMC = 18.39 ± 0.05
(van Leeuwen et al. 2007). Thus, the parameters of the Mira
period-luminosity relation can be calculated to better than
6% uncertainty. More recently, Yuan et al. (2017) measured
MKs = µLMC+(−7.23±0.001)+(−3.77±0.07)[log P−2.38],
which is written in Table 3 of that work as Ks = (−6.93 ±
0.001) + (−3.77 ± 0.07)[log P − 2.30].
If the total extinction of the Miras’ light is known, then
the period-luminosity relation makes Mira variables useful
distance indicators, since
µ = m − M − A (1)
where µ is the distancemodulus,m is the apparent magnitude,
M is the absolute magnitude, and A is the amount of extinc-
tion. One goal of this paper is to determine the viability of this
technique, since a number of difficulties can arise in making
such a distance estimation. First, it is important to select a
sample of Mira variables that has sufficient photometric com-
pleteness. Nearer stars tend to be brighter, while distant stars
tend to be fainter; therefore, if the sample contains a dispro-
portionate amount of bright or faint stars, there may be a bias
in the distance determinations. Secondly, the local Galac-
tic Mira period-luminosity relation determined by Whitelock
et al. (2008) has a slope and zero-point based on Miras from
the LMC; however, different galaxies vary widely in age and
metallicity. The dependence of the period-luminosity relation
on properties such as age and chemical composition has not
been probed in great depth, so measurements of distances to
other galaxies that rely on an LMC-based period-luminosity
relation may require a correction based on these differences.
Therefore, another goal of this paper is to use theoretical
models to determine whether such corrections are needed.
We use a complete sample of Miras and improved extinc-
tion estimates to measure the distance to the Galactic centre.
The Galactic centre provides a useful testbed for using Mi-
ras as distance indicators, as its mean distance is measured
precisely, and the characteristics of the stellar population in
the surrounding Bulge are well-measured. Currently, the best
estimate of the distance is R0 = 8.122 ± 0.031 kpc (Gravity
Collaboration et al. 2018), which comes from modelling the
astrometric and radial velocity time-series data of the orbit of
the star S2 around the supermassive black hole in the Galactic
centre. This result is consistent with the prior literature value
of R0 = 8.2 ± 0.1 kpc (Bland-Hawthorn & Gerhard 2016),
which was determined by examining distance measurements
made using a variety of techniques; however, there is tension
between these values and a recent measurement of 8.9 kpc
made using Miras (Catchpole et al. 2016). In this paper, we
calculate our own distance estimate, as well as examine issues
contributing to the uncertainty in this measurement. In Sec-
tion 2, we select a photometrically complete sample of Bulge
Miras and state the assumptions we make about the Bulge
in fitting the distance to the Galactic centre. In Section 3,
we compare the results of measuring distance using different
extinction estimates. In Section 4, we examine the depen-
dence of the Mira period-luminosity relation on age, helium
abundance, and metallicity using theoretical models of Mira
variables. We conclude our results in Section 5.
2. DATA AND BULGE MODEL ASSUMPTIONS
2.1. Distance measurement method and assumptions
Our intent is to re-examine the distance measurement to
the Galactic centre usingMira variables in the Galactic bulge.
This is accomplished by plotting the distancemodulus of each
star in our sample against Galactic longitude, then applying
a least-squares fit to the sample and choosing the zero-point
of the solution as the Galactic centre (Collinge et al. 2006).
To accurately determine R0, it is important that we choose
a photometrically complete sample of Miras. We begin by
using 643 Mira variables selected by Catchpole et al. (2016)
from two fields observed by the South African Astronomical
Observatory (SAAO), 6528 Miras listed by Soszyński et al.
(2013) from the Optical Gravitational Lensing Experiment
(OGLE), and 1286 Miras from the MACHO survey (Bern-
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hard & Hümmerich 2013; Bernhard et al. 2016; Alcock et al.
1999). We assume these stars are oxygen-rich, since nearly
all Bulge Miras are O-rich and contamination by carbon-rich
Miras would predominantly occur at very long periods, which
we address in section 3.4. In addition, any error introduced
by such contamination would not be caused directly by the
presence of C-rich Miras, but rather by the difference in con-
tamination rate by C-rich Miras between the Bulge and the
LMC (Whitelock et al. 2008).
We cross-match the coordinates of each star with theWide-
field Infrared Survey Explorer, or WISE (Wright et al. 2010),
using VizieR with a match radius of 0.5 arcseconds in order
to obtain theW1 andW2 magnitudes. This leaves 635 SAAO
Miras, 5821 OGLE Miras, and 1238 MACHO Miras. The
distribution of the Miras in Galactic coordinates is shown in
Figure 1. We also cross-match all the Miras with the Two
Micron All-Sky Survey (2MASS) to obtain the JHKs pho-
tometry for our sample (Skrutskie et al. 2006). The 2MASS
JHKs arrays observed objects nearly simultaneously, so that
all photometric measurements are made at the same phase in
the Miras’ luminosity variation. Both the WISE and 2MASS
magnitudes are calibrated to the Vega scale.
Some of the equations imported for our analysis were
derived using SAAO magnitudes. There are no equiv-
alents to these equations that are based on 2MASS
measurements, so to make these equations compati-
ble with the 2MASS photometry, we invert the trans-
formations given by Carpenter (2001) and revised at
‘www.astro.caltech.edu/∼jmc/2mass/v3/transformations/’:
(Ks)2MASS = KSAAO − 0.024 + 0.017(J − K)SAAO
(J − H)2MASS = 0.944(J − H)SAAO − 0.048
(J − Ks)2MASS = 0.944(J − K)SAAO − 0.005
(H − Ks)2MASS = 0.945(H − K)SAAO − 0.043.
(2)
All values and relations given from this point forward are in or
have been converted to the 2MASS system, unless otherwise
specified. Unfortunately, those relations are largely calibrated
off stars bluer than Miras. The sample includes 635 stars for
which there are both SAAO and 2MASS measurements. We
find that the mean offset between the SAAO-derived versus
measured 2MASS magnitudes are 0.01, 0.00, and 0.03 mag
in J,H, and Ks . We thus opt not to adjust the color transfor-
mations.
We identify and remove duplicate stars between catalogues
if the difference in position is less than 0.001° and the periods
differ by less than 50 days. We find 183 such duplicate
stars, which leaves a total of 7511 Miras for analysis. For a
sense of the size of the distribution of Miras across the sky,
the sample extends a mean angle of 5.3° from the Galactic
centre, corresponding to an average transverse separation of
about 0.7 kpc. If we only include SAAO andMACHO objects
in this calculation, then the mean angle increases to 8.2°,
corresponding to an average transverse separation from the
Galactic centre of 1.1 kpc.
For comparing the color predictions of computational mod-
els used in this study to real stars, we also obtain 251 solar-
neighbourhood Miras and semi-regular variables from Table
1 of Whitelock et al. (2000), as these stars do not suffer from
significant interstellar extinction (see Section 4). These stars
were originally observed by Hipparcos (ESA 1997), so we
obtained the period for each object from the Hipparcos data.
There are 63 matching objects in the WISE catalogue, which
givesW1,W2, andW3 magnitudes. There are also 52 match-
ing objects in the SDSS catalogue (Ahn et al. 2012), which
gives ugriz magnitudes on the AB scale.
2.2. Photometry and period data quality
To assess the photometric completeness of each survey,
we make the following assumptions. If we wish to sample
stars on both the near and far sides of the Bulge, then we
require our data to cover distances between 4 and 12 kpc. In
addition, Whitelock et al. (2008) find that Miras with periods
of 2.1 < log P < 2.7 have a range of absolute Ks-magnitudes
between -6.3 and -8.4. Estimating an average extinction of
0.75 and plugging these values in equation 1, we find that
to have a Mira sample that is complete on both sides of the
bulge, our sample must have apparent Ks-magnitudes at least
as bright as 4.6 and at least as faint as 9.8. Since the range in
Ks for any Mira is greater than 0.4 magnitudes and our data
is comprised of single observations, our analysis would be
improvedwithmore time-series observations of the Bulge. At
the same time, the light curves of Miras are fairly symmetric
in the infrared, and so should not be biased (Glass et al. 1995).
We compare distributions of the apparent 2MASS Ks mag-
nitudes for the Bulge Miras in each catalogue in Figure 2.
While the SAAO and MACHO Miras show nearly identical
Ks magnitude distributions, the OGLE catalogue stars ap-
pear shifted towards higher magnitudes, indicating that the
survey is comparatively faint. This is not due to incomplete-
ness at the faint end in the SAAO and MACHO samples. As
stated previously, to be considered photometrically complete,
each sample must cover at least the apparent Ks-magnitudes
4.6 < mK < 9.8. Each catalogue is sampled at the faint end
and contains stars with mK > 10; however, while both SAAO
and MACHO have stars brighter than mK = 4.5, the brightest
Mira in the OGLE catalogue is only mK = 4.9. In addi-
tion, it has been shown that the MACHO survey is relatively
complete in Bulge RR Lyrae stars, which have an average
absolute magnitude in the V band of MV ∼ 0 (Kunder &
Chaboyer 2008). According to Table 4 of Kharchenko et al.
(2002), Miras are typically brighter, with an average absolute
magnitude between −3.5 < MV < −1, depending on their
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Figure 1. Map in Galactic coordinates of all the Miras used in the study. Each Mira is color-coded according to the survey that it came from.
The newest 192 Miras identified in the MACHO survey are marked in black dots.
periods. This implies that the Miras from the MACHO and
SAAO catalogues are well-sampled throughout the Bulge.
If the SAAO and MACHO surveys are as complete as
OGLE on the faint end, then the relative shift of the OGLE
survey towards higher magnitudes means that the OGLE sur-
vey does not contain many of the brighter stars on the near
side of the Bulge. This is due to the saturation limit of
the OGLE survey at I ≈ 12.5 mag (Soszyński et al. 2013).
Since only a small fraction of overexposed long-period vari-
ables are included in the catalogue, the OGLE Miras have
low completeness for brighter stars. In addition, since the
mean of the I-magnitude distribution for the OGLE Miras is
I¯ = 13.77 ± 1.27 magnitudes, there is some overlap with
the saturation limit. We conclude that a photometrically
complete sample of Miras, i.e. a set of Miras that is well
sampled throughout the Galactic Bulge, should not contain
OGLE stars, which leaves us with 1863 Miras in our sample.
Further justification of this is presented in Section 3.4.
In examining the quality flags associated with the 2MASS
photometry for the Bulge Miras, we find that less than 3% of
the 2MASSmeasurements are flagged as unreliable or of poor
quality. In addition, we find that 77.1% of theWISEmeasure-
ments for the Bulge are unaffected by artefacts, while 18.5%
may be contaminated by scattered light and 4.0% contami-
nated by diffraction spikes from nearby bright sources, with
the remaining 0.4% contaminated by other artefacts. Since
the stars affected by 2MASS artefacts constitute only a small
fraction of our data and the WISE photometry does not play a
central part of the analysis, we have chosen to use the full set
of measurements, as the contaminated measurements should
not significantly impact our results.
The reliability of the periods determined by SAAO, OGLE,
and MACHO is demonstrated by comparing the periods of
the duplicate stars discussed previously. If we examine the
ratios of the duplicate star periods, we get a mean period
ratio of P1/P2 = 1.00 ± 0.02, which verifies the reliability
of our period data. The Hipparcos periods of the solar-
neighbourhoodMiras that we use have previously been shown
to be consistent with other determinations (Whitelock et al.
2000).
2.3. Bulge model
The distance modulus for each star is given by equation
(1). The absolute magnitude in the Ks-band is given by the
period-luminosity relation in Whitelock et al. (2008), which
we have converted to the 2MASS system:
MKs = −3.50(log P − 2.38) − 7.257. (3)
In this equation, MKs is the mean magnitude. This re-
lation was transformed by using the first of equations (2)
and substituting the (J − K)SAAO color in that equation with
J −K = −0.39+0.71 log P, which was derived byWhitelock
et al. (2000). The zero-point is 0.1 magnitudes brighter than
the best-fitting value thatWhitelock et al. (2008) derived from
LMCdata, as we are using an updated distancemodulus to the
LMC of 18.49, which is precisely and accurately measured
from eight long-period, late-type eclipsing systems composed
of cool, giant stars (Pietrzyński et al. 2013). Interestingly, this
value is in agreement with that derived by Whitelock et al.
(2008) using the Hipparcos parallaxes of solar neighbour-
hood Miras to anchor their distance scale. The uncertainties
in equation (3) are discussed in Section 3.5. We note that the
distances derived in this manner are nearly indistinguishable
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Figure 2. Ks magnitude distributions of Miras in various catalogues. Each histogram is normalized such that the height represents a probability
density. In the left panel, there is an offset between the catalogues that indicates the OGLE survey is biased towards fainter stars compared to
the SAAO survey. In the center panel, the MACHO survey also has a larger left tail, indicating it contains brighter stars than the OGLE survey.
In comparison, the right panel shows that the distributions for SAAO and MACHO almost completely overlap.
from the distances calculated using the Yuan et al. (2017)
period-luminosity relation (the offsets are typically no more
than 30 pc).
For each method of estimating extinction, the distance to
the centre of the Galaxy, R0, is estimated by computing the
least-squares fit of distance modulus versus longitude, and
then taking the distance at l = 0◦ as the best fit (Collinge et al.
2006), as shown in Figure 3. Although distance modulus
is a logarithmic quantity, the variation in µ is much smaller
than the mean value of µ, which allows us to approximate the
distance modulus as a linear quantity. The inclination of the
modulus-longitude relation at longer-periods is due to the bar
structure of the Bulge. The nearer side of the bar is at positive
longitudes, and thus stars at negative longitudes appear fainter
on average (Collinge et al. 2006; Catchpole et al. 2016).
The fact that our sample of stars does not cover the Galactic
midplane allows us to avoid selection effects caused by the
highly filamentary structure of extinction near |b| = 0 (Bovy
et al. 2016). However, the sample’s asymmetric distribution
in b does affect our derivation of the distance modulus, since
this introduces a dependence on Galactic latitude (Wegg et al.
2015). This effect is due to the elliptic shape and angle of
the Bulge. In fact, Nataf et al. (2016) fit the models of Wegg
et al. (2015) to get the following equation for the apparent
magnitude of red clump stars in the Bulge
IRC,0 = 14.3955 − (0.0239 × l) + (0.0122 × |b|), (4)
which indicates that the expected dependence of distance
modulus on latitude is 0.0122 magnitude per degree. The
mean absolute latitude of the SAAO and MACHO stars is
4.84°, so this gives an expected offset of 0.06 magnitudes.
Assuming µ0 ≈ 14.6, this leads to a distance offset of about
0.23 kpc, which is on the order of other sources of uncertainty.
This indicates that the distance moduli we derive require a
small geometric correction. We make this correction by sub-
tracting 0.2 kpc from the distance estimate. Alternatively,
one might directly apply the distance modulus offsets from
Wegg et al. (2015) rather than the smoothed relation above.
The final result differs by ∼0.007 kpc, and thus the correction
is negligible.
Lastly, in order to remove foreground and background Mi-
ras (i.e., Miras that are not actually part of the Bulge popula-
tion), we only use Miras that are within 4 kpc of the Galactic
centre. To accomplish this, we assume the Bland-Hawthorn
& Gerhard (2016) distance to the Galactic centre of 8.2 kpc
and apply this spherical volume restriction separately for each
extinction estimate, since each estimate gives different dis-
tances to the stars. In each case, between 12−17% of objects
were removed from the dataset to be fit (6% in the case of
the Gonzalez et al. 2011, 2012 map, where stars outside of a
certain range of angles were not assigned reddening values,
see Section 3.2). The stars that lay outside of the sphere are
closer to the plane on average than stars inside the sphere,
which is consistent with the removed stars being part of the
background disc.
3. EXTINCTION CORRECTIONS
When studying Miras, there are two types of extinction one
must take into account. The first is extinction caused by inter-
stellar dust. This is an effect experienced by all types of stars,
and the amount of extinction depends on the direction of and
distance along the line of sight. The second type of extinc-
tion is caused by dust expelled from the Miras, and thus only
occurs in the regions near the star. Most extinction maps only
measure interstellar extinction; however, there are methods
for measuring the total extinction from both interstellar and
circumstellar dust and we are careful to make this distinction
(Yuan et al. 2017).
In our study, we compare several different methods of es-
timating extinction. We use the intrinsic period-color rela-
tions given by Whitelock et al. (2000) and Glass et al. (1995)
to predict total extinction. We use the reddening map de-
scribed by Schlegel et al. (1998) and recalibrated by Schlafly
& Finkbeiner (2011), and the reddening map given by Gonza-
lez et al. (2011, 2012) to measure interstellar extinction only.
We also use the Rayleigh-Jeans color excess method (Ma-
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Figure 3. Distance modulus versus longitude for all stars (including
OGLE) of different period intervals and |b| < 4.5°. The lines
represent least-squares fits, with the black line being the fit through
all the stars and the red line being the fit through stars with |l | < 3°.
The zero-points of the fits are given in Table 1.
jewski et al. 2011), which relates extinction to mid-infrared
colors.
The reddening maps of Gonzalez et al. (2012) and Schlafly
& Finkbeiner (2011) are "2D" reddening maps, meaning they
do not account for the increase in extinction along the line of
sight, but rather are mean reddening values for small angular
regions on the sky. The error in the extinction estimate from
this depth effect is expected to be small, as a typical source
from our sample is ∼700 pc removed from the Galactic mid-
plane, with none closer than ∼200 pc. Since the scale height
of dust in the Milky Way is about 125 pc, our sources are
far enough from the midplane that the prevalence of dust and,
therefore, the dependence of extinction on distance is reduced
(Marshall et al. 2006).
3.1. Period-color Relations
Whitelock et al. (2000) derive the following relations be-
tween the periods and mean intrinsic colors for local Galactic
Miras, which has been transformed to give colors on the
2MASS system:
(J − Ks)0 = −0.37 + 0.67 log P. (5)
Similarly, Glass et al. (1995) give the relation
(J − Ks)0 = −0.12 + 0.53 log P. (6)
These equations are plotted in Figure 4. By subtracting these
relations from the observed Mira colors, we can obtain the
reddening of the Miras’ light, or the color excess in (J − Ks).
Reddening and extinction are correlated, since both are caused
by dust; however, it is easier to first predict reddening instead
of extinction, since an object’s intrinsic color is not affected
by its distance. The extinction in Ks can then be derived from
the color excess in (J − Ks) using either the total-to-selective
extinction ratio determined by Nishiyama et al. (2009) from
Bulge red clump and red giant branch stars:
AKs
E(J − Ks) = 0.495, (7)
or that given by Glass (1999):
AKs
E(J − Ks) = 0.53. (8)
Combining these equations and extinction coefficients gives
four methods of estimating extinction. Since the period-
color relations predict the intrinsic colors of the Miras, they
automatically account for both interstellar and circumstellar
reddening, making them total reddening maps. The error due
to circumstellar dust is likely reduced – whereas Galactic dust
maps effectively set the total-to-selective extinction ratio of
circumstellar dust to zero, estimates from period-color rela-
tions set them equal to the total-to-selective extinction ratios
of interstellar dust. It would be advantageous if robust esti-
mates of circumstellar extinction coefficients were available.
This would improve distance estimates, and provide the op-
tion of extending the analysis to longer-period Miras, which
have more circumstellar dust.
We find that the Whitelock et al. (2000) relation gives neg-
ative reddening values for 15 objects and the Glass et al.
(1995) relation gives negative values for 3 objects. Whether
we choose to keep these objects, remove them, or replace them
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with reddening values from another map such as Schlafly &
Finkbeiner (2011) (see Section 3.2), we find that the R0 dis-
tances we derive differ by less than 0.002 kpc for stars of pe-
riod log P < 2.6 and 0.03 kpc for stars of period log P > 2.6.
As our final distance estimate will be restricted to stars with
log P < 2.6 (justified in Section 3.2), this correction is negli-
gible.
3.2. Dust Reddening Maps
The map described by Schlegel et al. (1998) was recali-
brated by Schlafly & Finkbeiner (2011) using stellar spectra
from the Sloan Digital Sky Survey (Aihara et al. 2011). The
Schlafly & Finkbeiner (2011) map predicts reddening caused
by interstellar dust, which is therefore an underestimate of the
reddening to our sample, which is often contaminated by cir-
cumstellar dust. For this map, we use the larger Glass (1999)
coefficient to convert the reddening to extinction.
Figure 4 shows the (J −Ks) colors of all Miras dereddened
using the Schlafly& Finkbeiner (2011) map, with lines drawn
in to represent the period-color relations given by Whitelock
et al. (2000) and Glass et al. (1995). Up to about log P ≈ 2.6,
the data follows these lines quite well; thus, for Miras of
shorter periods, the Schlafly & Finkbeiner (2011) map ap-
pears to be in good agreement with the Whitelock et al.
(2000) relation converted to 2MASS photometry. Longer
period Mira variables have higher mass loss rates, resulting
in greater amounts of circumstellar dust, so the discrepan-
cies between the maps at values of log P & 2.6 are expected
(Whitelock 1990; Anandarao et al. 1993). For stars with
log P < 2.6, the Whitelock et al. (2000) reddening estimate
is larger than the Schlafly & Finkbeiner (2011) estimate by a
median offset of 0.051 magnitudes, indicating the two extinc-
tions maps are consistent with each other up to log P ≈ 2.6.
The reddening map described by Gonzalez et al. (2011,
2012) was determined using data from the ESO public sur-
vey, Vista Variables in the Via Lactea. Similar to the Schlafly
& Finkbeiner (2011) extinction map, this map predicts inter-
stellar extinction only, so we paired it with the Glass (1999)
ratio. The Gonzalez et al. (2011, 2012) map covers the region
−10° ≤ l ≤ +10.2° and −10° ≤ b ≤ +5°, so we could not
obtain reddening estimates for several of the stars in our sam-
ple. Figure 5(a) compares theWhitelock et al. (2000) relation
and Gonzalez et al. (2012) calculation for the color excess in
(J − Ks). While the data shows the two reddening estimates
are generally consistent with one another, there is significant
scattering above the line of slope unity. This is, again, due
to the fact that the method using the Whitelock et al. (2000)
relation estimates both interstellar and circumstellar extinc-
tion, while the Gonzalez et al. (2012) map only accounts for
interstellar extinction. Figure 5(b) compares the Schlafly &
Finkbeiner (2011) and Gonzalez et al. (2012) extinction esti-
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Figure 4. A color-period diagram of all the Miras, corrected for
extinction using the Schlafly & Finkbeiner (2011) reddening map.
The lines represent the Whitelock et al. (2000) and Glass et al.
(1995) period-color relations. Because the Schlafly & Finkbeiner
(2011) map only takes into account the interstellar extinction, the
data points deviate from the reported period-color relation due to
circumstellar extinction. Nonetheless, at short periods (log P < 2.6)
the lines track the data well. At log P > 2.6, circumstellar extinction
dominates.
mates, and the plot also shows that the values are generally
consistent, since they follow a trend line with a slope of one.
3.3. Rayleigh-Jeans color Excess Method
The Rayleigh-Jeans color excess method described by Ma-
jewski et al. (2011) gives the extinction in terms of H and
4.5 µm (or W2) magnitudes and assumes that the intrinsic
(H − [4.5µ])0 color of the stars being used is 0.08 magnitude:
AKs = 0.918(H − [4.5µ] − 0.08). (9)
However, this method yields a median star distance of 5.22
kpc. The cause of this underestimate is most likely that these
stars have different mid-infrared colors than what is assumed
by equation (9), showing that the Rayleigh-Jeans method of
reddening estimation fails for Mira variable stars. That is as
expected from the analysis and discussion of Majewski et al.
(2011), as the (H−[4.5µ])0 color of M-stars is expected to be
redder. We therefore did not include this method for further
analysis. This issue is revisited in Section 4.
3.4. Comparison of R0 Estimates
We divide the entire sample of stars into subsets of various
period intervals, because of the effect described previously
of longer-period stars having greater circumstellar extinction.
We then use the method described in Section 2 to calculate
R0 for each dataset. As an example, Table 1 lists various
estimates of R0 using stars in certain intervals of period and
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Figure 5. The top panel shows extinction measured according to the
method using the Whitelock et al. (2000) relation versus extinction
according to the Gonzalez et al. (2012) map, for stars with log P <
2.5. The data points above the line y = x are caused by the fact that
theWhitelock et al. (2000)method is a total extinctionmap, while the
Gonzalez et al. (2012) map only predicts interstellar extinction. The
bottom panel shows extinction measured according to the Schlafly&
Finkbeiner (2011) map versus extinction according to the Gonzalez
et al. (2012) map, for stars with log P < 2.5. The data approximately
follows the line of slope unity, indicating that the two extinction
estimates are consistent with one another.
Galactic coordinates, with the extinction correction coming
from the Whitelock et al. (2000) method, which accounts
for both interstellar and circumstellar extinction. Since this
initial test of the linear fits includesOGLEobjects, uses SAAO
photometry, and does not restrict the sample to stars within a
spherical volume, the values are in fairly close agreement with
the R0 estimates calculated by Catchpole et al. (2016)—there
are small offsets due to our different cross-matching criteria
with the 2MASS catalogue.
To verify that we should not include Mira variables from
the OGLE catalogue, we perform the line fittings for each cat-
alogue separately, using theWhitelock et al. (2000) extinction
map with the Glass (1999) coefficient. The results are shown
in Table 2. The OGLE catalogue yields larger R0 values for
both short-period and long-period Miras, which is expected
given that many of the Miras are brighter than OGLE’s sat-
uration limit. There is a small offset between the SAAO and
MACHO stars, the cause of which is unclear.
The results of performing the line fittings for each extinction
map excluding the OGLE Mira variables are shown in Table
3. In comparison with Table 4, which shows the same line
fittings but including OGLE Miras, we see that every method
of extinction estimation yields a smaller distance by about 0.5
kpc. This confirms that using the OGLE photometry biases
our distance estimate to much higher values. In addition, in
Table 3 the distances determined by the period-color relations
are smaller than those determined by the interstellar extinc-
tion maps, in part because the period-color relations apply
to individual Mira variables, making them sensitive to even
small amounts of circumstellar extinction. The period-color
relations also have the added advantage of not being suscep-
tible to the resolution and depth effects that are inherent in
the Schlafly & Finkbeiner (2011) and Gonzalez et al. (2012)
reddening maps.
Of the two period-color relations used, we believe that of
Whitelock et al. (2000) produces the most reliable distance
estimate. It can be argued that for the purpose of this study,
the period-color relation derived by Glass et al. (1995) is su-
perior to theWhitelock et al. (2000) relation, since the former
was determined using Bulge Miras and the latter using solar-
neighbourhood Miras. However, the reddening according to
the Whitelock et al. (2000) map is more consistent with the
Schlafly & Finkbeiner (2011) and Gonzalez et al. (2012) red-
dening maps at shorter periods (Figure 4). Therefore, pairing
the Whitelock et al. (2000) relation with the Nishiyama et al.
(2009) coefficient, which is supported by Fritz et al. (2011),
gives the most reliable extinction estimate.
The conversion from reddening to extinction deserves
scrutiny, because there is no conclusively established “best"
reddening law for the bulge. Nataf et al. (2016) demonstrated
that the reddening law varies significantly from sightline to
sightline. For example, their Figure 4 shows a spread of about
40% in the measured values of AI/E(V − I). The distribution
of reddening laws they show includes both the Nishiyama
et al. (2009) and Glass (1999) reddening coefficients. There
is currently no map of reddening law variations throughout
the bulge and we do not have enough colors to calibrate the
extinction to reddening ratio for the Miras on a star-by-star
basis.
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In estimating the distance, we choose to use stars with
log P < 2.6, since distances estimated with longer period
stars are affected by greater circumstellar extinction, as well
as possible contamination byC-richMiras, as described by Ita
&Matsunaga (2011), Matsunaga et al. (2017), and Yuan et al.
(2017). The third dredge-up, which can produceC-richMiras,
is demonstrated to be rare in the bulge (Uttenthaler et al. 2007,
2015), and especially less common among the short-period
Miras we use in our analysis. The effect of C-rich Miras is a
point of interest, and merits further investigation, especially
in the Bulge; however, here we assume that removing long-
period Miras nullifies the effect of C-rich contamination.
To summarize, we make the following choices in choosing
the best distance estimate for the Galactic Centre:
1. Only Miras from the SAAO and MACHO surveys
are used, since the OGLE catalogue may be af-
fected by saturation.
2. We measure reddening using the Whitelock et al.
(2000) period-color relation, since it measures to-
tal extinction and is more consistent with the in-
terstellar dust maps at low periods.
3. The reddening estimate is pairedwith theNishiyama
et al. (2009) extinction to reddening ratio.
4. Only stars with log P < 2.6 are used for the line
fitting, since longer period stars are affected by
greater circumstellar extinction and contamination
by C-rich Miras.
5. Referring to Table 3, the above choices give a dis-
tance of R0 = 8.1 kpc.
6. To account for the geometric effect of the Mira
latitude distribution, we subtract 0.2 kpc, yielding
R0 = 7.9 kpc.
The statistical uncertainties from the different extinction es-
timates and fitting the distancemodulus total to about 0.2 kpc.
An additional error of 0.2 kpc from zero-point uncertainties
is discussed in Section 3.5 below. We exclude the systematic
uncertainty associated with using LMC relations, as this error
is addressed in Section 4. Thus, our best and final distance
estimate is R0 = 7.9 ± 0.3 kpc. This is in good agreement
with the measurement from the orbit of the star S2 around Sgr
A* of R0 = 8.122 ± 0.031 kpc (Gravity Collaboration et al.
2018), as well as that of the best estimate from other studies,
R0 = 8.2 ± 0.1 kpc (Bland-Hawthorn & Gerhard 2016).
3.5. Distance error due zero-point uncertainties
Equation 3 is derived from a fit to the period-luminosity
relation of Miras in the Large Magellanic Cloud, and thus
includes two separate sources of error. The original value of
Table 1. Estimates of R0 for different intervals of period andGalactic
latitude and longitude and using the Whitelock et al. (2000) period-
color relation with the Glass (1999) extinction coefficient. JHK
values in the SAAO system were used for the calculations. The
sample fitted includes OGLE Miras, excludes the most recent 192
Miras found in the MACHO survey, and does not make a cut on
Miras outside a spherical volume of 4 kpc around theGalactic centre.
These values are all in close agreement with the estimates derived
by Catchpole et al. (2016).
All longitudes | l | ≤ 3°
Period Range R0 (kpc) N R0 (kpc) N
|b | < 4.5°
2.1 < log P < 2.2 8.857 113 8.664 67
2.2 < log P < 2.3 9.015 310 8.689 198
2.1 < log P < 2.3 8.969 423 8.683 265
2.3 < log P < 2.4 8.879 704 8.744 437
2.4 < log P < 2.5 9.144 1415 8.906 814
2.5 < log P < 2.6 8.820 1785 8.721 1021
2.1 < log P < 2.6 8.949 4327 8.778 2537
2.6 < log P < 2.7 8.368 1104 8.325 622
|b | > 4.5°
2.1 < log P < 2.6 8.734 1163 9.004 293
2.6 < log P < 2.7 7.985 275 8.444 91
|b | > 6.0°
2.1 < log P < 2.6 8.233 468 8.397 44
2.6 < log P < 2.7 7.514 89 8.712 19
SAAOMiras only
2.1 < log P < 2.6 8.150 512
2.6 < log P < 2.7 7.389 87
the intercept, δ, from Whitelock et al. (2008), is (11.241 +
µLMC) ± 0.026. The LMC distance estimate from Pietrzyński
et al. (2013) is 18.49± 0.05. The sum of these two in quadra-
ture is ∼ 0.056 magnitudes, or ∼ 200 pc.
This is a zero-point error that is separate and independent
from our other sources of uncertainty. Future investigations
should be able to adjust the final results accordingly, as the
data on the LMC eventually improves.
4. EFFECTS OF AGE AND METALLICITY
In order to investigate the dependence of the Mira Ks–
log P relations on age, metallicity, and helium abundance, we
have derived theoretical Ks–log P relations using the linear,
non-adiabatic, radial pulsation code described in Wood &
Olivier (2014). This code has been used to identify the pul-
sation modes associated with the five most prominent period-
luminosity sequences exhibited by pulsating AGB stars in the
LMC (Wood 2015; Trabucchi et al. 2017). It is assumed
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Table 2. R0 estimates for each catalogue separately. As expected,
the OGLE catalogue gives a significantly higher distance estimate
compared to SAAO and MACHO.
2.1 < log P < 2.6 2.6 < log P < 2.7
Catalogue R0 (kpc) N R0 (kpc) N
SAAO 7.854 410 7.479 71
OGLE 8.580 3581 8.083 977
MACHO 8.252 834 7.589 201
Table 3. Estimates of R0 using different extinction maps and ex-
cluding OGLE survey Miras. Names in parentheses indicate the
coefficient used to convert between reddening and extinction.
2.1 < log P < 2.6 2.6 < log P < 2.7
Method R0 (kpc) N R0 (kpc) N
Whitelock (Nishiyama) 8.098 1245 7.538 272
Glass (Nishiyama) 7.969 1255 7.438 275
Whitelock (Glass) 8.049 1244 7.480 272
Glass (Glass) 7.927 1257 7.395 273
Gonzalez 8.725 600 8.224 134
Schlafly 8.151 1250 7.998 263
Table 4. Similar to Table 3, but including OGLE catalogue stars.
The R0 values of Table 3 agree more closely with estimates reported
by other studies than the values shown here, possibly because of
saturation in the OGLE catalogue.
2.1 < log P < 2.6 2.6 < log P < 2.7
Method R0 (kpc) N R0 (kpc) N
Whitelock (Nishiyama) 8.618 3999 8.150 1012
Glass (Nishiyama) 8.474 4045 8.006 1035
Whitelock (Glass) 8.542 4020 8.052 1028
Glass (Glass) 8.387 4066 7.883 1046
Gonzalez 8.854 3838 8.796 851
Schlafly 8.719 3947 8.712 874
that the Mira variables are radial fundamental mode pulsators
(Wood 2015). We expect that differential effects on the pe-
riod caused by changes in mass (age), metallicity and helium
abundance are reliable, although the absolute value of the pe-
riod will have some uncertainty due to the uncertainty in the
mixing length parameter of convection.
The age associated with each Ks–log P model relation is
calculated using the equation
log
(
M
M
)
= 0.026+0.126 [Fe/H]−0.276 log
( t
10
)
−0.937(Y−0.27)
(10)
fromNataf et al. (2012). Here, [Fe/H] is themetallicity,Y is
the helium mass fraction, and t is the age in Gyr. Bolometric
corrections are used to obtain the J and Ks magnitudes for
each track using the relation
MKs = Mbol, − 2.5 log (L/L) − BCKs, (11)
where BC stands for bolometric correction. We have used
tables of bolometric corrections from Casagrande & Vanden-
Berg (2014) and fixed Mbol, = 4.75. A similar equation
is used for MJ . While Casagrande & VandenBerg (2014)
did find some discrepancies between predictions and obser-
vations of giant stars, these are our best available estimates
for the bolometric corrections, so we choose to ignore these
considerations.
Using the models, which give P for input values of L,
M , Y and [Fe/H], and these relations, we can determine the
theoretical period-luminosity and period-color relations. We
fit lines to these relations using a least-squares fit and find that
all the tracks are nearly parallel. We then examine how the
period-luminosity and period-color relations of the theoretical
tracks are affected by changes in age, metallicity, or helium
abundance. As shown in Figure 6, the period-Ks magnitude
relation depends on all three quantities, while the period-
color relation depends rather weakly on age andmost strongly
on metallicity. Figure 7 shows that the theoretical period-
color relations are comparable to the Whitelock et al. (2000)
relation we use in our analysis. The offsets are small, but real,
so we use the theoretical models only for predictions relative
to the LMC, as such relative predictions are less sensitive
to zero-point issues. In addition, the offset size depends
on chemical composition. This motivates future research to
measure the metallicities of Bulge Miras either directly or
to infer them from kinematics. If the Miras trace the metal-
rich bulge population, they will have a lower radial velocity
dispersion than if they trace the metal-poor bulge population
(Ness et al. 2013a; Babusiaux et al. 2014).
From these models, we deduce what the offsets in R0 would
be if we assumed different values for age and metallicity, rel-
ative to the R0 that would be calculated using LMC relations.
The extended star formation history in the LMC means that
the period-luminosity relation there is defined by multiple
masses and ages, as shown byWood&Sebo (1996) andWood
(2015). However, since the predicted near-infrared colors and
magnitudes have an almost linear dependence on age, helium,
and metallicity, we conclude that the color and magnitude at
the mean age and metallicity are equal to the mean color and
magnitude of the population as a whole. Using the models
in this way also assumes that the Miras trace the bulk stellar
population of a galaxy. We can see evidence for this assump-
tion if we examine Figure 2, panel D, of Feast & Whitelock
(2000), which shows the derived metallicity distribution of
Bulge Miras assuming a period-color relation calibrated off
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Figure 6. Period-luminosity (Ks) and period-color relations obtained from the theoretical AGB models. The left panels show the period-Ks
magnitude relations and the right panels show the period-color relations. The top panels show the relations at fixed metallicity and helium, with
varying age. The bottom panels show the relations at fixed age, with varying helium and metallicity. While the period-Ks magnitude relation
depends on all three quantities, the period-color relation has a weak dependence on age and depends most strongly on metallicity.
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Figure 7. Predicted period-color relations for the computational
models. We show two tracks of different chemical composition in
blue and compare them to the Whitelock et al. (2000) relation in
red. The predicted period-color relations nearly match the slope of
the empirical relation, but are offset in the zero-point. The data
shown in black is the same data we use in Figure 4, which has been
dereddened using the Schlafly & Finkbeiner (2011) map.
Table 5. Estimated extinction and Ks magnitude errors, using the
LMC track (Y = 0.25, [Fe/H] = −0.5, Age = 6 Gyr) as the calibra-
tor. The errors are calculated at the fixed value log P = 2.4. Distance
offsets are calculated assuming a distance modulus of 14.6, which is
about 8.3 kpc. Negative values of the offsets correspond to the stars
being intrinsically bluer and fainter.
Y, [Fe/H], Age (Gyr) Aerr Offset (kpc) MKs,err Offset (kpc)
0.25, -0.5, 7 -0.001 0.003 0.036 -0.137
0.29, 0.3, 7 -0.083 0.323 0.032 -0.122
0.37, 0.3, 7 -0.068 0.263 0.197 -0.721
0.25, -0.5, 10 -0.003 0.012 0.137 -0.509
0.29, 0.3, 10 -0.087 0.340 0.132 -0.491
0.37, 0.3, 10 -0.070 0.272 0.294 -1.054
0.27, -0.1, 10 (MW) -0.045 0.174 0.135 -0.500
of Galactic globular clusters. This distribution is negative
skewed and centered at a slightly sub-solar metallicity, span-
ning the range −1.50 ≤ [Fe/H] ≤ +0.50. Comparing this to
Figure 6 of Ness et al. (2013b), which is the Bulge metallicity
distribution function derived from spectroscopic metallicities
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of Bulge red clump stars, we can see that the two plots are
visually quite similar. This suggests that the work of Feast
& Whitelock (2000) holds up two decades later, and that the
Miras approximately trace the bulk population.
We take the theoretical track at age 6 Gyr, 0.25 helium
abundance, and [Fe/H] = −0.5 to represent the LMC (Harris
& Zaritsky 2009; Weisz et al. 2013; Choudhury et al. 2016).
Using the line fits, we first calculate what the discrepancies
in extinction and MKs would be between the LMC track and
other tracks at fixed period (See Table 5). Since the tracks are
nearly parallel, these discrepancies remain about the same
across different periods. We then convert these errors to
distance offsets using log(d) = 1 + µ/5, where d is in pc and
we assume µ = 14.6. Lastly, we interpolate the errors and
offsets of the MilkyWay relations relative to the LMC, where
the track with age 10 Gyr, 0.27 helium, and [Fe/H] = −0.1
is used to approximate the Milky Way Bulge (Nataf 2016;
Bensby et al. 2017). The results of Choudhury et al. (2016)
and Bensby et al. (2017) indicate that the Bulge is at least
∼ 0.30 dex more metal-rich, on average, than the LMC, and
the difference may be as much as 0.40 dex once the alpha-
enhancements are taken into account.
We find that theMilkyWay track underestimates extinction
by −0.045, which would cause our previously calculated R0
to increase by about 0.2 kpc. On the other hand, the Milky
Way track also overestimates the Ks magnitude by 0.135,
which would cause the distance estimate to decrease by ∼
0.5 kpc. Overall, an R0 value calculated using Milky Way
quantities should be smaller than the R0 calculated assuming
LMC relations by ∼ 0.3 kpc.
While age is a less important factor than metallicity, we
would like to make age corrections as well. We assume that
the age of the Bulge is twice the age of the LMC, though the
exact age distribution of the bulge is still controversial. For
example, Clarkson et al. (2011) rule out a population younger
than 5 Gyr, whereas Bensby et al. (2017) estimate that ∼ 20%
of bulge stars are younger than 5 Gyr. As we have already
emphasized, in the regime where the corrections are linear
with age, it is the mean value of the age that matters most,
and that value is taken to be 10 Gyr, as opposed to LMC’s 6
Gyr.
Finally, we determine the coefficients relating changes in
J and Ks magnitudes to age, metallicity, and helium abun-
dance. We also include equations for changes in bolometric
magnitude, effective temperature, V , I, and H magnitudes,
since space-based studies of Miras will make use of these
quantities (the V , I, and H magnitudes were derived from
bolometric corrections in the same way as J and Ks). At a
fixed period of log P = 2.4, the changes in these quantities
can be calculated using Table 6. The covariances between
changes in age, metallicity, and helium abundance are small.
In addition, since the period-luminosity and period-color re-
Table 6. Coefficients relating changes in various magnitudes to
changes in metallicity, age, and helium at period of log P = 2.4. For
example, according to this table, if the age of a star changes by 1
Gyr, then its J magnitude will change by 0.034 mag. The infrared
colors can be used for Miras over a large range of periods; however,
the Mbol, logTeff , MV , and MI equations show greater variability
across periods, so their coefficients are less generally useful.
∆M ∆M/∆[Fe/H] ∆M/ ∆tGyr ∆M/ ∆Y0.01
∆Mbol −7.974 ± 1.084 0.398 ± 1.198 −0.028
∆ logTeff 5.337 ± 11.091 1.230 ± 2.422 −0.233
∆MV 6.251 ± 0.057 0.064 ± 0.013 −0.044
∆MI 2.606 ± 0.054 0.052 ± 0.012 −0.022
∆MJ 0.085 ± 0.002 0.035 ± 0.001 0.017
∆MH 0.024 ± 0.001 0.033 ± 0.001 0.020
∆MKs −0.109 ± 0.001 0.033 ± 0.001 0.021
lations in the J, H, and Ks bands are parallel for different
values of age, metallicity, and helium abundance, the coef-
ficients in Table (6) vary by a negligible amount at different
values of log P, so the relations for infrared bands can be used
forMiras over a range of log P. However, theMbol, logTeff ,V ,
and I equations show a much greater variability. For exam-
ple, at log P = 2.0, the coefficient relating ∆MV and [Fe/H] is
4.297, while at log P = 2.6 the coefficient is 7.314. Thus, this
variable dependence of the Mbol, logTeff , V , and I equations
on metallicity makes it difficult to apply them across a range
of periods.
The predicted metallicity dependence in Ks is∼ 4× smaller
than that reported by Groenewegen & Blommaert (2005) in
their comparison of SMC, LMC, and Bulge data. That may be
due to the effect of saturation biasing the size and distribution
of the OGLE-II sample. Indeed, they report a distance to the
Galactic centre of 9.0 kpc under the assumption of µLMC =
18.50, which is now ruled out by Galactic structure studies
and well-explained by the issue of saturation.
4.1. Comparison to solar neighbourhood Miras
Figure 8 shows color-color diagrams for solar-neighbourhood
Miras, with lines indicating the colors predicted by the track
used to approximate the metallicity and age of Milky Way
Miras. In this plot, we have included colors from WISE and
SDSS in order to explore the uses and limitations of this extra
photometric information. The theoretical bolometric correc-
tions used to calculate the various colors are computed in the
same way as the J and Ks bolometric corrections described
above. In addition, since these stars are within the solar
neighbourhood, several of the WISE and SDSS magnitudes
suffer from saturation, althoughWISE profile-fitting photom-
etry is still able to extract reliable estimates for most of these
measurements (Cutri et al. 2012). Sources affected by satu-
ration are denoted in grey and blue colors (Nikutta et al. 2014
discuss saturation of WISE sources in great detail). While
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the theoretical colors well match the data in the near-infrared,
the tracks do not match nearly as well in the optical or mid-
infrared. This discrepancy is either due to the uncertainties in
the colors caused by saturation issues, or a deficiency in the
model. If it is the latter, then it indicates that the dependencies
we get for the period-luminosity relations only give relative
changes, and the coefficients in Table 6 should be considered
uncertain. Table 6 gives approximate values, since they are
based on AGB models and not specifically on Miras.
The mean value of (H −W2) for the solar-neighbourhood
Miras is 1.29 magnitudes. Referring back to Section 3.3, this
is considerably higher than the 0.08magnitudemean assumed
by the Rayleigh-Jeans color excess method of calculating ex-
tinction. Therefore, the colors of theMiras we use give overly
large extinction estimates, which explains why the median
star distance was only 5.22 kpc, justifying our decision to not
include the Rayleigh-Jeans method in our analysis.
The predicted colors from Casagrande & VandenBerg
(2014) should not be expected to work for the C-rich Mi-
ras, given that these have significant features unaccounted
for by those models. Long-period Miras (which are more
likely to be C-rich) are denoted by X’s in Figure 8. They
are indeed less well-fit by the predicted relations, though this
discrepancy can only explain some of the observed scatter.
4.2. Discussion of the predicted distance offset
The predicted distance offset for Galactic bulge Miras of
∼0.30 kpc would result in a final inferred distance of about
7.6 ± 0.3 kpc, which is mildly in tension with the literature
estimate of 8.2±0.1 kpc, at the 2.0-σ level (Bland-Hawthorn
& Gerhard 2016). Its tension with the recent measurement
from the orbit of the star S2, 8.122 ± 0.031 kpc (Gravity
Collaboration et al. 2018), is a milder 1.73-σ. We discuss
several reasons why that might be, and how the issue might
be resolved.
The first is that the offset is still small enough that one can
reasonably suspect it to be a fluke. The respective odds of a
2.0 and 1.73-σ event are ∼ 4.5% and ∼ 8.4% if one assumes
Gaussian errors, which might not apply here.
A second possibility is that the spatial heterogeneity of the
Mira sample could also provide its own errors, for example
if the sample happens to correlate with reddening law vari-
ations, which are themselves heterogeneous with direction
(e.g. Schlafly et al. 2016; Alonso-García et al. 2017).
A third possibility is that the Bulge Mira population’s sam-
pling of stellar population parameters is a function of period,
at least for short-period Miras (log P ≤ 2.6). For example,
Catchpole et al. (2016) showed in their Section 6 that the
spatial distribution of shorter-period Miras is consistent with
hotter kinematics, which are associated with the more metal-
poor and thus likely older component of the bulge (Pietrukow-
icz et al. 2012; Clarkson et al. 2018). This and other evidence
suggests that a star with a particular initial mass, metallicity,
and initial helium abundance becomes a Mira whose period
evolves little over time.
These concerns, aswell as themodel predictionswhich they
address, are testable. D’Orazi et al. (2018) have accurately
and precisely measured the abundance ([Fe/H] = −0.55 ±
0.15) of a 202-day period Mira in the globular cluster NGC
5927 bymeans of a brief, 300 second spectroscopic exposure.
The Mira is a little fainter (Ks = 8.9 ± 0.15) than most Bulge
Miras, and thus the methodology of D’Orazi et al. (2018) can
be applied to Bulge Miras. It is thus demonstrably possible to
ascertain these predictions of asymptotic giant branchmodels,
and whether or not subcomponents of the stellar population
with specific ages and metallicities can produce Miras with a
range of periods.
We note that D’Orazi et al. (2018) also measured [Na/Fe] in
thisMira, though they state that further investigation is needed
to confirm if this specific abundance is reliable. Should these
calibrations be completed, there will be a means to infer he-
lium abundances for globular cluster Miras, as helium and
sodium abundance offsets correlate on the asymptotic giant
branches of globular clusters (Marino et al. 2017). This will
provide a means to not just test the dependence on age and
metallicity discussed above, but also that on helium abun-
dance.
5. CONCLUSION
In this study, we examine the validity of making distance
measurements using Mira variables by using them to mea-
sure the distance to the Galactic centre, as well as probing
the dependence of the Mira period-luminosity relation on a
galaxy’s age and composition. In selecting an ideal sample of
Bulge Miras for fitting the distance to the Galactic centre, we
find that the OGLE catalogue (Soszyński et al. 2013) has low
completeness for brighter stars (i.e., stars on the near side of
the Bulge) due to saturation, making it unsuitable to use for
our distance study.
In comparing several methods of estimating extinction, we
find that color-based techniques for calculating extinction to-
wards Miras work better than Galactic dust maps. That may
be because former method is less sensitive to the effects of cir-
cumstellar extinction. After applying such a method, choos-
ing stars with periods log P < 2.6, and making a geometric
correction, we determine that our best estimate for the dis-
tance to the Galactic centre is R0 = 7.9 ± 0.3 kpc, which is
in good agreement with measurements of R0 based on other
methods in the literature (Bland-Hawthorn & Gerhard 2016;
Gravity Collaboration et al. 2018).
We use theoretical tracks and bolometric corrections to
model Mira period-luminosity and period-color relations and
study their dependence on age and chemical composition.
In comparing the colors predicted by these models to the
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Figure 8. Color-color diagrams of solar neighbourhood Miras, where dots represent Miras with log P < 2.6 and Xs represent Miras with
log P > 2.6. Grey dots and Xs indicate measurements that may be affected by saturation, while black dots and red Xs are unaffected, and the
lines indicate the colors predicted by the AGB models for the Milky Way (Y = 0.27, [Fe/H] = −0.1, Age = 10 Gyr). The y-axis colors are
given by the text in each plot, while the x-axis color is always (J −Ks). The theoretical tracks seem to model the data fairly well in near-infrared
colors, but the diagrams showing ugriz and WISE colors indicate that there are still significant discrepancies. This could either be due to the
uncertainty in the data due to saturation or the model’s failure to reproduce certain colors. Therefore, calculations based on these models should
be considered only approximate.
colors of solar-neighborhood Miras, we find discrepancies
in the optical and near-infrared photometric bands, which is
either due to saturation or deficiencies in the models. This
suggests that the relations we derive should only be used as
approximations.
However, assuming that these models are valid for Galactic
Miras, we find that there is a non-negligible dependence of the
relations on metallicity and helium, with a smaller effect from
stellar age. Since the Milky Way Bulge is about twice as old
and twice as metal-rich as the LMC, using relations based on
the LMC should cause an overestimate of R0 on the order of
∼ 0.3 kpc. This has not been validated by our analysis, andwe
look forward to more precise tests from future investigations.
Thus, as we strive to use Mira variables to make increasingly
precise distance estimates, both within and outside of the
Galaxy, accurately determining the variation of the period-
luminosity relations from galaxy to galaxy will become more
important.
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