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Toward an Automated Assessment Method of Manual Dexterity
Edwin Daniel On˜a, Alberto Jardo´n, and Carlos Balaguer
Abstract— RoboHealth is a project that is focused on giving
assistance to medical staff in order to improve the quality of
treatment provided to patients in rehabilitation processes. The
project covers two aspects during the rehabilitation process: as-
sessment and therapy itself. In previous work [1], an automatic
assessment system was presented for the evaluation of patient
progress and effectiveness of the therapy, that is based on the
Box and Blocks Test (BBT) of manual dexterity. In this article,
an extension of the first trials including more participants is
presented. This further advocates the use of automated methods
in physical rehabilitation assessment.
I. INTRODUCTION
Since rehabilitation is a laborious process of expensive in-
tervention, evaluating its therapeutic effectiveness is particu-
larly important [2]. This assessment is commonly performed
by health professionals themselves, using standardized scales
in order to have objectivity in the evaluation, but which are
subject to the subjectivity of the observer. In some cases, the
evaluation methods are composed of well-defined exercises
based on numerical scales, which may be susceptible to be
automated. Thus, an objective assessment of the physical
condition of the subject to be treated is obtained. In addition,
the rehabilitator is provided with more time to assess the
results, and based on them, correct the therapy method
applied, change the level of difficulty or analyse the process.
For a rehabilitation process to be automated, the method
to extract metrics and the degree of acceptance by both
users and health professionals should be assessed. To design
assistance rehabilitation systems, although the focus is on
the subject to be treated, it is important to systematize the
understanding of the requirements demanded by therapists in
order to enable an easier integration of technology in their
daily activities [3]. Regarding the method, those tests that
are administered without direct contact of the professional
are more susceptible to be automated. Concerning metrics,
it is essential to assess which ones give relevant information
and are less invasive for the subject to be evaluated [4].
II. MATERIAL AND METHODS
A. The Box and Blocks Test
BBT is a clinically validated system for the individual
measure of gross manual dexterity and coordination. The
The research leading to these results has received funding from the
ROBOHEALTH-A project (DPI2013-47944-C4-1-R) funded by Spanish
Ministry of Economy and Competitiveness and from the RoboCity2030-III-
CM project (S2013/MIT-2748), funded by Programas de Actividades I+D
en la Comunidad de Madrid and cofunded by Structural Funds of the EU.
E. D. On˜a, Robotics Lab, University Carlos III of Madrid, Spain (corre-
sponding author: eona@ing.uc3m.es).
A. Jardo´n, University Carlos III of Madrid, Spain (ajardon@ing.uc3m.es).
C. Balaguer, University Carlos III of Madrid, Spain (bala-
guer@ing.uc3m.es).
Kinect sensor
Traditional BBT
Graphical
interface
Fig. 1: Setting for the ABBT at the Assistive Robotics
Laboratory at the UC3M.
test consists of a wooden box with two 290 mm side
length square compartments, and 150 wooden cube-shaped
blocks of 25 mm. A 100 mm high partition located between
the two compartments must be overcome with the user’s
hand to count the block as valid. The objective of the test
is to transport from a one compartment to the other the
maximum number of blocks in one minute. For the score,
the therapist must count the number of cubes transported.
The development of the test includes three stages: a 15-
second trial prior to testing; the procedure done with the
dominant hand (unaffected) in one minute, and finally the
procedure executed with the non-dominant hand (affected) in
one minute. When testing begins, the subject should grasp
one block at a time, transport the block over the partition
and release it into the opposite compartment to score. The
rules and the instructions for the examiner and the subject
are available in [5].
B. Automating the traditional method
The proposed system in [1], named as the Automated Box
and Blocks Test (ABBT) has two targets: to automated the
scoring of the traditional BBT, and to enable the autonomous
test administration, with the minimal participation of medi-
cals or without it.
To address the first aim, a Kinect R© for Windows R© sensor
is placed on top of a lightweight cube-shaped structure (Fig.
1). This sensor is used for monitoring the test development
and for detecting the cubes displaced. The data acquired is
processed on Matlab R©. To count the blocks, first the border
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TABLE I: Demographics of the participants and trial results
Participant Age Affectation Gender Total score
∗
DH NDH
Subject 1 23 Left-sided Male 35 / 44 28 / 32hemiparesis
Subject 2 54 Akinetic-rigid Female 45 / 56 37 / 49syndrome
Subject 3 55 Right-sided Female 36 / 50 11 / 11hemiparesis
Subject 4 58 Right-sided Male 33 / 54 3 / 3hemiparesis
Average of ABBT detection success rate: 73% 91%
∗Scoring for the ABBT and the BBT (bold) grouped by dominant hand (DH) and non-dominant hand (NDH)
of the box is detected by using the depth data and a heigh
threshold. Based on that, both the left and right compartments
are identified. A region of interest (ROI) is cropped from
the color frame according to the evaluated hand. A series
of morphologycal operations (opening, closing, erosion) are
applied to the ROI to detect the cubes.
The automatic test administration is addressed through a
graphycal interface, which guides the subject during the test
developing. Also, it is able to show and to record results.
At laboratory, the success detection rate was of 100 % up
to 25 blocks, that improves a similar work in [6]. In order
to evaluate the performance of the ABBT in a real situation,
an extension of the first pilot trial but with more individuals
was conducted at a healthcare facility.
III. RESULTS
Four subjects with diferent levels of upper limb impair-
ments were selected by medical professionals. The partic-
ipants were chosen according to the following inclusion
criteria: a) Affectation of the upper extremity, b) Gripping
ability, c) Spasticity according to Modified Ashworth Scale≤
2, and d) Ability to understand Mini-mental test instructions
≥ 24.
Participants were proposed to use the ABBT alone, with-
out help of therapist. Namely, the test was administrated
automatically. Demographics data of the participants in the
trial are shown in Table I. Also, a comparative between the
scoring obtained by using the traditional method (BBT) and
by using the automated method (ABBT) is shown (the two
last columns on the right side). This results are grouped by
dominant hand and non dominant hand.
It can be seen that the success rate was different depending
on whether the exercise is performed with the unaffected or
affected hand. For the first case, the average of the success
rate in the detection of cubes was 73%, while for the second
case, the average was 91%. On the one hand, this difference
is due to the greater speed of movement with the healthy
hand, and that makes difficult the detection of the cubes. On
the other hand, the variations in environmental conditions
also add some error when working with color segmentation.
IV. DISCUSSION
The manual score of BBT not only requires to obtain the
total number of cubes, since they could be counted at the
end of the test, but also that the attempts must be valid (hand
overcome the central barrier, not to move more than one cube
at the time). These requirements are addresses in the ABBT
implementation to allow the therapist to focus attention on
the subject movements and to evaluate the way that the test
is performed. Thus, additional information is obtained which
could be limited by using the traditional method. Even more,
ABBT itself acquires extra information such as the time
in which the cube has been detected. The analysis of this
information can be related to indicators of coordination or
dexterity.
Although it is true that the ABBT’s graphycal interface has
allowed to administer the test with minimal intervention of
the therapist, it is also necessary to improve the detection
performance of the counting blocks algorithm in future
developments.
The subjective experience of the participants was favor-
able, being remarkable that all were able to complete the
ABBT. The possibility of having a tool like the ABBT, that
would allow to improve the assessment by focusing attention
on the subject and not on the test, has been highlighted by
the medical professionals. For example, the physician may
detect if the individual performs some type of compensation
to assist in the movement, such as leaning the trunk forward
or forcing the shoulder. In this way, the rehabilitation therapy
could be redirected to correct these conditions.
V. CONCLUSION
In this paper, we report the results of a pilot trials extension
that presents the effectiveness of the ABBT, which must
be improved in next works. The qualitative experiences of
the subjets were positive. Also, counting with a low-cost
automated system of assessment was positively highlighted
by medical professionals. This further supports the feasibility
of the use of automated systems in assessment of stroke
physical rehabilitation.
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Abstract—Robust ethical and research governance is vital to 
safeguard both the participant and the researcher in the 
development of novel technology. Designing new technology 
solutions with people living with disabilities can raise a host of 
ethical challenges and risks. The lessons learned from working 
within an ethical framework to develop brain computer 
interfaces and a multimodal perception system with upper limb 
exoskeleton and robotics are presented. The ethical challenges 
that emerged are considered within three domains: obtaining 
ethical approval; the technology; and the target end user.  
I. INTRODUCTION 
NDIVIDUALS are living for longer with more complex 
disability as a result of medical advancements. Currently 
technology solutions do not meet the needs of everyone in 
society. To enable people living with minimal muscle 
control to communicate and be more independent in their 
environment, more research is required to harness the 
potential of new and emerging technologies. User centered 
design offers a methodological approach to create a better 
match between the technology solution and those that would 
use it [1]. Stakeholders who use, support the use and 
prescribe such solutions are core to this research process. 
However, the very nature of bringing people with complex 
disabilities into the center of the research process with 
innovative systems brings a range of ethical considerations.      
The evolution of technology is bringing us into an 
unknown environment. Technologies such as brain computer 
interfaces (BCI), exoskeleton, and robotics have primarily 
been tested within controlled laboratory environments with 
healthy users. To move this research into a real world setting 
with people who could benefit from the systems, requires 
robust ethical and research governance. An ethical approach 
was developed based on reflections of national and 
international best practice, legislation and policy. It is 
underpinned by four principles of medical ethics: autonomy, 
beneficence, non-maleficence and justice. The dignity, 
rights, safety and well-being of participants must be the 
primary consideration in any research study. 
 
The research leading to these results has received funding from the 
European Community's Horizon 2020 programme, AIDE project: "Adaptive 
Multimodal Interfaces to Assist Disabled People in Daily Activities" (grant 
agreement no: 645322).  
J. D. L. and E. A. are with the Cedar Foundation, 31 Ulsterville Avenue, 
Belfast, Antrim, BT97AS (email: j.daly@cedar-foundation.org, 
e.armstrong@cedar-foundation.org).  
S.M. is with the Faculty of life and Health Sciences, Ulster University, 
Jordanstown, BT370QB, Northern Ireland, United Kingdom (email: 
s.martin@ulster.ac.uk). 
II. THE CHALLENGES OF WORKING ETHICALLY 
Engaging in innovative research with a vulnerable 
population requires a careful and sensitive approach. Within 
some jurisdictions there is a mandatory requirement to seek 
independent ethical review.  This is not standard in all 
countries where innovation and novel research for 
vulnerable people is undertaken. Research with individual 
living with neurological conditions to develop BCI for home 
use[2] and a multimodal perception system with upper limb 
exoskeleton and robotics [3] has enabled reflection on some 
of the challenges that emerged within this work.  
A. Obtaining local ethical approval 
Following the correct procedures to obtain ethical approval 
differs according to the jurisdictions you are working within. 
However, the fundamental approach remains the same, to 
create a protocol outlining the way you will safeguard 
participants and the data collected. The challenge of user 
centered design is the evolving nature of the approach and 
the different stages within the lifespan of development. 
Therefore, it is recommended to obtain ethical approval and 
research governance in a phased approach over time, to 
ensure each stage of the design cycle and the engagement of 
stakeholders is reflected upon, with learning informing the 
next stage. For example, one project incorporating a user 
centered design approach to develop a BCI within the United 
Kingdom used the following approach: one application was 
made to gather user requirement through focus groups, a 
second application was made to evaluate the first research 
prototype and finally, substantial amendments were made to 
the second application as the design of the system evolved 
and when testing moved into the home environment. Each 
application was required to go through a University 
committee and a National committee.  
Experience affirmed local ethics committees to be naïve to 
the types of technology, leading to a more paternalistic 
outlook and protectionist approach. The more literature and 
information that can be provided to reassure the committee 
about your approach is helpful to support the decision 
making process [4]. Additionally, the length of time to get 
approval varies but it can add considerable time to any 
research project. 
B. Ethical implications of novel technology  
The ground breaking nature of this type of research means 
we are journeying into unchartered waters. Some ethical 
issues can be predicted from the outset but others emerged 
as the research and development progresses. For example, 
preparation can be made in terms of: who can assess the 
Ethical Challenges in the Design and Development of Assistive and 
Rehabilitation Technology 
Jean Daly Lynn, Elaine Armstrong and Suzanne Martin  
I 
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data? Where is the data stored? How can you ensure the 
participants privacy and anonymity are maintained? User 
centered design includes cycles of testing followed by cycles 
of innovation and changes to the system. Therefore, careful 
consideration needs to be given to assess if the changes are 
significant enough to the hard or software to make a 
substantial amendment to the original application made to 
the local ethics committee.   
The unreliability of new technology can be a significant 
issue when testing is undertaken with target end users [2]. 
Although the technical team endeavor to produce an error 
free prototype, the evaluation phase is where instability, 
signal interference and usability issues come to light. A 
testing phase with health users in advance of testing with 
end users can support the technical team reduce the 
unreliability. Devices will most likely not have obtain 
necessary safety certification such as the European CE mark. 
However, a risk assessment is essential in advance of any 
testing. Careful consideration must be given to identify the 
party responsible for liability if something was to go wrong. 
In the past, our technical partners have been responsible for 
obtaining insurance to evaluate the system with end users.   
C. Target end users 
The target end users living with complex disabilities are 
considered a vulnerable group. Careful consideration needs 
to be given to manage expectations and ensure that 
individuals contributions are meaningful and worthwhile. 
The selection of appropriate participants is very important. 
Fig. 1 illustrates the ethical pathway developed to approach 
potential participants. It is essential participants understand 
the limitations of the device they are about to use rather than 
what they perceive the device to be able to do from the 
media or a film [4]. It can be very frustrating when a system 
fails to respond to the user in a quick and accurate manner. 
 
Fig. 1. The ethical recruitment pathway 
Informed consent is an essential component of ethical 
research and is often a key issue in successfully gaining 
ethical approval [5]. The approaches adopted to reduce the 
concerns of external committees in the event signing a 
consent form is not possible included methods such as voice 
recording consent, proxy consent from a legal guardian and 
process consent [6]. In order to safeguard the participant, it 
is essential that the research team is vigilant to the changing 
physiological state of the participant over the testing period 
and also throughout the duration of the project as a person’s 
condition could change. With this in mind, a timeframe for 
using the system should be implemented. The personal 
resources expended by the participant can also be 
considerable in terms of their involvement in the overall 
project and also during each testing session.  In particular, 
high degrees of concentration are required to learn to interact 
with new systems. Therefore, the team needs to be vigilant 
for signs of fatigue and a desire to end testing especially in 
participants that can’t verbally express their wishes. Finally, 
if the system has been a successful solution for an individual 
it can be very challenging to remove this at the end of the 
research. Especially as the devices in question are not yet 
commercial available. 
III. DISCUSSION 
This paper explores aspects of ethical and research 
governance that emerge when working with novel 
technologies and vulnerable populations. Engagement is 
important and careful consideration to the highlighted issues 
ensures it is possible to undertake ethically sound user 
centered research in the development of assistive 
technologies and robotics. Key recommendations from this 
work include: seek review from an independent source, 
develop a protocol to select and recruit the appropriate 
participants into the research; create clear expectations for 
the system including the potential for unreliability and its 
removal when the project is complete; and it might be 
necessary to complete a number of applications to the 
required ethics committee during the lifespan of the project. 
 
IV. CONCLUSION 
Innovative solutions can be developed through strong 
collaborative approaches with people living with complex 
disabilities, caregivers, healthcare professionals and 
developers. This paper presents some of the lesson learnt 
during the ethical engagement of people living with complex 
disability in user centred design studies to develop new 
systems that they could benefit from in the future.   
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Abstract—User centered design (UCD) is used to ensure 
target end users are at the heart of the design and development 
of assistive technology and robotics.  The present paper sets out 
a user centered methodological approach. The design cycle 
focuses on three components to enhance the communication 
between the technical team and stakeholders. User specification 
is focused on identifying what users want from the system. Data 
was collected from people living with neurological conditions, 
therapists and caregivers and analyzed using PACT (People, 
Activities, Context and Technology). The system design 
required decisions on the component specifications of the 
system and  functionality mapped to the user’s requirements. 
Finally, iterative cycles of testing with end users is proposed. 
An evaluation matrix focusing on effectiveness, efficiency and 
user satisfaction will be applied. UCD is essential for the 
appropriate development of emerging technology and this 
approach can support future user centered development of 
systems. 
I. INTRODUCTION 
he AIDE project is developing a multimodal system that 
can be customized and adapted to the needs of the user. 
It is described as an adaptive modular and multimodal 
interface because it will use lots of different ways of picking 
up commands from the user and this is incorporated with a 
range of technologies to enable the user establish control 
over the applications or services they want. The system will 
use brain computer interface, eye tracking, voice control and 
EoG to determine the commands from the user depending on 
their preference, abilities and level of impairment. User 
centered design has been adopted to create a methodological 
framework for the development of this adaptive, modular 
interface that will enable control over an upper limb 
exoskeleton, robotic arm, environment control, 
communication applications and entertainment systems. 
 User centered design is a multidisciplinary approach 
adopted in the design and evaluation of new systems to 
engage with and focus on the needs of those who are the 
target end users of the device [1]. The purpose of this 
approach is to increase the usability of the device, expand 
user acceptance, improve quality and reduce device 
 
The research leading to these results has received funding from the 
European Community's Horizon 2020 programme, AIDE project: "Adaptive 
Multimodal Interfaces to Assist Disabled People in Daily Activities" (grant 
agreement no: 645322).  
J. D. L. and E. A. are with the Cedar Foundation, 31 Ulsterville Avenue, 
Belfast, Antrim, BT97AS (email: j.daly@cedar-foundation.org, 
e.armstrong@cedar-foundation.org). S.M. is with the Faculty of life and 
Health Sciences, Ulster University, Jordanstown, BT370QB, Northern 
Ireland, United Kingdom (email: s.martin@ulster.ac.uk). 
 
abandonment [2]. Although the approach has been used in 
the field of engineering for some time it is relatively new to 
the development of assistive technology and robotics [3] [4]. 
A number of challenges are associated with incorporating 
user centered methodology with end users living with 
complex disability[5]. For example, the time required to 
meaningfully engage with end users, the time committee to 
the project and also giving developers enough time to 
implement changes. Additionally, the challenges relating to 
the stability of the system. However, with careful handling 
and the implementation of a robust structure for the design 
process these challenges can be overcome [5]. The purpose 
of this paper is to illustrate the methodological framework 
adopted to develop the AIDE prototype. 
II. METHODOLOGICAL APPROACH 
The project has adopted a user centered design approach in 
the development of this system. This means that all of the 
stakeholders will be invited to play a key role throughout the 
lifecycle of the design, development and evaluation of the 
system. The aim of this engaging iterative approach is to 
deliver a prototype at the end of the project that will meet 
the needs of the target users. The project works closely with 
potential end users to help the technical partners start to 
understand the lived experience of such conditions. It is also 
important to identify what functionalities therapists and 
families would like on the system to enable and support their 
clients. Fig. 1 illustrates the phases of development within 
this design approach. This design cycle approach is crucial 
to enhance the communication between the end users and the 
design team [6].  
  
 
 
 
 
 
Fig. 1. The user centered design approach  
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A. User Specifications 
Early engagement with end users, family caregivers and 
healthcare professionals is essential to inform the technical 
design of novel systems. Focus groups were undertaken with 
end users [7] and therapists to identify their needs and 
requirements. Caregivers were asked to complete a 
customized survey. A PACT (People, Activities, Context 
and Technology) analysis was undertaken to synthesis the 
data collected. The PACT analysis provides a useful 
structure to translate user requirements into technical 
specification [8]. During the iterative testing phase the users 
requirements can be built upon or adjust which feeds into 
another iterative of system design and testing. 
B. System Development 
The PACT analysis enables the technical team to define 
the hard and software components of the system according 
to the desires of the stakeholders. Scenarios of use are then 
developed according to the needs and requirements of the 
user and the capabilities of the system. Four scenarios were 
set out: Scenario 1) Communication, Scenario 2) 
Environmental Control, Scenario 3) Hygiene Task; Scenario 
4) Preparing a meal, eating it and drinking. Finally, a 
roadmap was developed as a frame of reference to ensure 
user requirements are met at each stage of the project. The 
user requirements are set out and mapped against the 
planned technical specification and the performance 
measurement tools to identify the outcome from testing.  
TABLE 1  
EVALUATION MATRIX 
Usability Construct Measurement Tool 
Effectiveness • Accuracy and Success rate  
• (nº success(S), nº No detection(ND), nº errors(E))  
• Functionality testing  
• (0: unsuccessful; 1:acceptable; 2: completely functional) 
Estimation of user intention using EEG/ EoG/EMG (signal used ☐ not 
used ☐) (nº success(S), nº No detection(ND), nº errors(E)) 
Efficiency • Time to complete tasks 
NASA TLX  
Satisfaction VAS- Satisfaction:  0 (not at all satisfied) to 10 (absolutely satisfied) 
QUEST 2.0 
System Usability Scale 
 
 
C. Iterative Testing 
The iterative testing phase requires user centred 
measurement tools to evaluate the performance during 
testing phases and the technical team to enhance the design 
according to user specification in between testing stages. 
The evaluation approach was adopted from previous 
research in BCI [3] [5] and refined to meet the needs of the 
additional technology and systems within the project. In line 
with ISO 9241-210, usability is achieved through measuring 
three constructs: effectiveness, efficiency, and satisfaction. 
The effectiveness will be determined by measuring 
performance over a set protocol (See Table 1). Efficiency 
relates to the amount of resources required to operate the 
device. This will be identified through taking a measurement 
of time and the NASA-TLX questionnaire to indicate 
perceived workload [9]. Finally, the satisfaction of the user 
with the device is measured by the QUEST [10], the System 
Usability Scale [11] and a Visual Analogue Scale for 
satisfaction rating between 0 and 10.  
III. DISCUSSION  
The present paper outlines a user centered framework that 
can be incorporated into the design and development of 
assistive technology and robotics. Through multi-
stakeholder engagement the design approach offers key 
components to enhance communication between 
stakeholders and developers. It also enables the flexibility to 
move backwards and forwards through the design stages to 
continue improve and build on the existing prototype 
according to the current needs of the users.  
Challenges to incorporate this approach include obtaining 
ethical approval at the different stages of development, 
keeping stakeholders engaged and motivated in the process, 
and translating the information between the technical team 
and non-expert users. The present field of research is only 
beginning its journey from laboratory based research with 
healthy users to truly engaging with individuals living with 
complex disabilities in real world environments. This 
framework offers an opportunity for research teams to 
ensure stakeholders are at the heart of new innovations. 
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Activities of Daily Living Tasks Prediction in Smart House
Environments
A. Bertomeu-Motos, L.D. Lledo, S. Ezquerro, J.M. Catalan, F.J. Badesa, N. Garcia-Aracil
Abstract— The Activities of Daily Living (ADL) have been
defined as those purposeful activities in the areas of self-care,
productivity, and leisure, which are part of human’s daily life.
This research studies the accuracy of three different prediction
models: Support Vector Machines (SVM); Artificial Neural
Networks (ANN); and Decision Trees (DT). This research aims
to study this supervised learning models through data that can
be acquired from the fusion of the smart environment, user
location and wearable sensors. The success rate obtained is over
than 90% with the DT model. It can be concluded that a high
success rate can be obtained with this model, however it could
be studied the routine adaptation of this model performing an
adapted decision tree with new labeled data coming from each
user.
I. INTRODUCTION
The Activities of Daily Living (ADL) have been de-
fined as those purposeful activities in the areas of self-
care, productivity, and leisure, which are part of human’s
daily life. Basic tasks, consist of personal care as eating,
drinking or bathing; and instrumental tasks, those activities
which let an individual live independently in a community
as prepare meals, shopping or caring for others divide the
ADL tasks [1].
The increase of machine learning techniques has caused
interest in the development of smart environments assisted
with valuable functions such as remote health monitoring
and intervention. From literature, recognition research using
smart environments, first-person cameras or combination of
cameras and RFID sensors, among others can be found. This
technique is focused on the support care of the elderly or
people with dementia [2], [3], [4]. However, the prediction
of ADL through a fusion of wearable sensors, user’s location
and smart environment is not studied.
This research aims to study three different prediction mod-
els based on supervised learning adapted to this environment.
The task prediction is performed through the fusion of these
devices as a preliminary test, in a virtual house, where the
training data can be easily generated.
II. PREDICTIVE MODELS
This research studies the accuracy of three different pre-
diction models: Support Vector Machines (SVM); Artificial
This work has been supported by the European Commission (ICT-22-
2014: Multimodal and Natural computer interaction) through the project
AIDE: “Adaptive Multimodal Interfaces to Assist Disabled 542 People in
Daily Activities”(Grant agreement no: 645322) and by Generalitat Valen-
ciana and Conselleria d’Educacio´, Investigacio´, Cultura y Esport through
the APOTI 2016/A/021.
The authors are with Neuro-Bioengineering Research Group, Miguel
Hernandez University, Elche, Spain 03202 (corresponding author to provide
e-mail: abertomeu@umh.es).
Neural Networks (ANN); and Decision Trees (DT). The
selected prediction models are based on supervised learn-
ing, i.e. the models receive a set of labeled examples as
training data and make predictions for all unseen points. A
virtual home environment, explained below, was developed
to compute the necessary examples to train the models.
A. Artificial Neural Network
A neuron is a cell in the brain whose principal function
is the collection, processing, and dissemination of electrical
signals. These neurons can connect to each other through the
axon to form neural networks being able to communicate
between them. Thus, the Artificial Neural Networks (ANNs)
were created trying to emulate these brain connections hav-
ing the ability to perform distributed computation, to tolerate
noisy inputs and to learn [5]. They have become one of
the most popular and effective forms of learning system.
The ANNs are composed of nodes or units connected by
directed links. A link from one unit to another serves to
propagate its activation. Each ling also has a numeric weight
associated with it, which determines the strength and sign of
the connection. The activation function is designed to activate
the unit when the right inputs are given, and inactive when
the wrong inputs are given. There are two different functions
however, the sigmoid functions have been chosen due to the
differentiable feature, important for the learning algorithm
applied.
B. Support Vector Machine
Support Vector Machine is a learning algorithm that create
a linear separating hyperplane through an efficient training
algorithm. Furthermore, it can represent complex, nonlinear
functions using a kernel method [5]. Example of a decision
boundary using SVM with linear kernel. SVMs provide
Fig. 1. Virtual home environment developed to generate the training data.
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similar prediction accuracy to neural networks while being
considerably easier to train compared to a complex NN.
C. Decision Tree
Classification and regression trees, also called Decision
Trees (DTs) are defined by recursively portioning the input
spaces, and defining a local model in each resulting region
of input space [5]. A decision tree represents a function
that takes as input a vector of attribute values and returns
a single output value. A decision tree reaches its decision by
performing a sequence of tests where each test performs a
Boolean classification (true or false).
D. Training data acquisition
The learning models need data to predict a new output
value from a new situation. The graphic interface created can
simulate a controlled daily routine of a user in a simulated
environment to acquire and test the presented models (see
Fig. 1). This interface allows the navigation through a virtual
smart house, a online detection of the objects and the user
location and a manual selection of the rest of the model
parameters to label the desired activity. The save button
enables the user to acquire the scenario as a simulated data.
Each sample is labeled into five inputs, the data that can be
gathered from the user and the environment, and one output,
the action that the user is performing.
• Five system inputs:
– Day time: early morning, late morning, afternoon,
evening, night.
– Room: living room, bath, kitchen, bedroom, other.
– Brightness: dark, light.
– Temperature: cold, good, hot.
– Observed object: light, fridge, glass, bottle, mi-
crowave, plate, cutlery, toothbrush, towel, tap, com-
puter, music, book, TV, nothing.
• One system output (task): drinking, eating, switch on/off
the light, brushing teeth, wiping face, switch on/off TV,
entertainment, switch on/off air conditioner, nothing.
III. ACCURACY OF THE MODELS
The training data generated, 418 samples, was used to train
the selected learning algorithms, 60% of the data, and to test
the accuracy of the algorithms, 40% of the data. The training
data was selected after a random shuffle and a mean of 50
different trials were performed in every test.
A NN was implemented as one input layer with five units,
one per each environment component, a output layer with
nine units, one per each activity, and one hidden layer with
ten units, is chosen [5]. The best the regularization parameter
(lambda) is selected after the valuation of eight values: 0.01,
0.03, 0.1, 0.3, 1, 3, 10 and 30. the first three values obtained
similar costs but 0.1 lambda value was selected.
In Section II, the SVM kernels were introduced. Three dif-
ferent kernels: linear, polynomial and gaussian, were tested.
The best kernel that suits the features of the systems was the
Gaussian kernel.
Fig. 2. Success rate of each learning algorithm studied and its training
time. The dotted green line shows the 75% rate considered as good success
rate.
After the study of the best NN and SVM models, the
precision of the three selected models were performed.
Figure 2 shows that the best precision model is the DT.
The success rate obtained is around 90% and 6.5 ms of
cost training, over the optimal success rate (75%). As it was
expected, NN model has not enough data training to fit the
model properly. SVM is also over the optimal accuracy but
it is less than the DT model with higher training time.
IV. CONCLUSION
Three different learning algorithms were studied under the
fusion of the wearable sensors, user’s location and smart en-
vironment. The models are able to predict the user intention,
i.e. the ADL tasks that he/she wants to perform, from the
environment information acquired through the smart house
environment. The results show that the best success rate is
obtained with the decision tree model with an approximately
90% of accuracy with low training time (6.5 ms). Hidden
Markov Model (HMM) is a tool that could determine the
task that a user is performing from the information of the
corresponding devices accurately. This information can be
used as a DT reinforcement generating new real data to
train this model increasing the success rate over the time
and taking into account the routine of each user.
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Abstract—Sophisticated technologies or methods are 
required to control an exoskeleton, because of the interaction 
with human users. However, for any control method, the basic 
task is to capture the user’s motion intention. 
Electromyographic (EMG) signals carry information about the 
human motion intention encoded in the muscle activity of the 
user even prior the movement. Here, we developed an advanced 
machine learning (ML) algorithm for detecting the intention of 
a reaching movement as fast as possible, and discuss its 
applicability to the control of an upper-limb exoskeleton used 
as an assistive device for people with severe arm disabilities. 
I. INTRODUCTION 
xoskeletons must be provided with human-machine 
interfaces (HMI) capable to identify the user’s intention 
and operate in cooperation with humans to assist them to 
perform multiple activities of daily living. In the recent 
years, EMG signals have been increasingly used for the 
control of robots [1], still their usability to implement shared 
control schemes for assistive exoskeletons is under study. 
Here we aimed to develop fast and accurate EMG-based 
algorithms for detecting user's motion intention and to 
envisage shared control schemes for assisting people with 
severe arm disabilities wearing an upper-limb exoskeleton. 
II. MATERIALS AND METHODS 
A. Exoskeleton 
In this work we used NESM [2], [3], an upper-limb 
robotic exoskeleton with four active degrees of freedom 
allowing for shoulder adduction/abduction, 
flexion/extension, intra/extra rotation, and for elbow 
flexion/extension. The controller of the robot implements 
both a joint position and a joint torque control mode. The 
first guides each motor to follow a reference trajectory in the 
joint space, whereas the second commands torque to the 
actuation units to either be transparent or assist the user’s 
movement. 
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B. Setup of the study 
A graphical user interface (GUI) was implemented in 
LabView (National Instruments, Austin, Texas, US) with 
three LEDs (W, C, and E) placed on different positions on a 
computer screen (15 cm apart, at left, center, and right, 
respectively; Fig. 1). The subject (healthy, male, 36 years 
old) was instructed to (i) keep a resting position as long as 
all the LEDs were off, (ii) move the arm towards the LED 
which switched on, (iii) stop when the target was reached 
and keep the position, and (iv) move back to the resting 
position as soon as the LED switched off. Seven sessions 
per-subject were performed, each consisting of 24 reaching 
trials and lasting ~ 5 min (the targets were presented in 
random order). During each user movement the exoskeleton 
was in transparent mode.  
 
  
Fig. 1. Snapshots of the experimental setup. 
 
EMG signals from seven muscles of the right shoulder 
(Trapezius, Anterior/Posterior Deltoid), arm (Biceps and 
Triceps Brachii) and forearm (Flexor/Extensor Carpi 
Ulnaris) were recorded at 1.5 kHz with a TeleMyo 2400R 
(Noraxon Inc., AZ, US), and low-pass filtered at 500 Hz.  
C. Motion intention detection 
GMM first estimated a bimodal distribution describing the 
values assumed by the EMG signal in an initial (training) 
time window in two different classes (or states), e.g. rest and 
movement; then, the parameters were sequentially evaluated 
for each new sample, and an optimal threshold between rest 
and movement was calculated, minimizing the classification 
error [4]. The detector evaluated the outputs of multiple 
GMM algorithms working in parallel on 4 features: MMAV, 
SSI, VAR, and LOG [5]. We compared the performance of 3 
detector types based on: (i) single EMG signals, (ii) multiple 
EMG signals, with a majority voting procedure for the final 
decision, (iii) a compound EMG signal,  
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        (1) 
 
which takes into account the instantaneous variations of all 
the EMG signals at the same time. Three parameters were 
used to evaluate the performances of the detectors type:  
 
             
  
     
                              (2) 
 
           
  
     
                               (3) 
 
                                               (4) 
 
where TP, FN and FP are the true positives, false 
negatives and false positives;    is the detected onset time 
and    is the movement onset time, estimated as the time 
instant corresponding to the 10% of the peak values assumed 
by kinematic variables when the LED was on. Finally, we 
investigated whether it was possible to find a minimum 
number of muscles to be used, which not significantly 
degraded the detection performances. For this analysis, 
performance was assessed by taking the average of precision  
and sensitivity values. 
.   
III. RESULTS 
The three detector types showed to be equally sensitive 
and precise, but the detector based on the compound EMG 
signal was capable to detect movement onset much earlier 
than the other two, even ~ 40 ms before the movement onset 
time,    (Fig. 2A). When the number of muscles included in 
the analysis increased, the performances steadily improved 
and showed increased robustness, i.e. lower variability (Fig. 
2B). The relative importance of each muscle Mi (i =1,2,…7) 
in detecting the onset was evaluated as the average 
performance across all the combinations of muscles 
containing Mi. Not significant differences were found across 
muscles (Fig. 2C).  
IV. DISCUSSION 
GMM is a fast and accurate method for detection of EMG 
onset [4]. Still, its computational requirements must be 
minimized for real-time application. By using the compound 
EMG signal instead of multiple EMGs processed in parallel, 
we have shown that it is possible to maintain (or even 
improve) performance while reducing computational load. 
All the seven recorded muscles were important for accurate 
and robust onset detection, and cannot be excluded to further 
reduce the computational load. Future work will be devoted 
to study in a larger cohort of healthy subjects the efficiency 
of the proposed algorithm, to investigate its real-time 
performances, and to evaluate the efficacy of its application 
in people with severe arm disabilities.  
 
Fig. 2.Detection algorithm performances. (A) Performances of the three 
compared detectors measured by latency, precision and sensitivity. (B) 
Detector performances as a function of the number of muscles. (C) 
Relative importance of each muscle in onset detection performance. In (B) 
and (C) performance was assessed by taking the average of precision  and 
sensitivity values. 
V. CONCLUSIONS 
Fast and accurate detection of motion intention is pivotal 
to implement useful control schemes for upper-limb assistive 
devices. To this aim, exoskeleton provided with EMG-based 
HMI and an advanced ML algorithm represent a suitable 
solution. 
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 
Abstract—This paper presents a shared human-machine 
control system of an upper-limb robotic exoskeleton for people 
with highly reduced arm mobility, to perform activities of daily 
living. The control system is based on a finite-state machine 
that splits the main task in elementary actions that can be 
accomplished separately by the device. A finite-state machine 
for a drinking task has been implemented and validated on 
three healthy subjects on a preliminary integrated system. The 
drinking task was triggered by the user via a gaze tracking 
interface; then the arm and hand exoskeletons performed the 
task autonomously. 
I. INTRODUCTION 
n the state of the art of multi-modal architectures for the 
control of upper limb robotic exoskeletons, few wearable 
robotic platforms exploiting a shared human-robot control 
system have been developed and tested in activities of daily 
living (ADL) scenarios. In [1], a shared control architecture 
using BCI and gaze tracking for the control of an arm and a 
hand exoskeleton was developed to perform reaching and 
grasping tasks in rehabilitation scenarios. Similarly, in [2] a 
robotic arm exoskeleton, Neuromuscular Electrical 
Stimulation for arm and hand motion and a hand orthosis 
were combined to simulate a drinking task in post-stroke 
subjects. The AIDE project aims to develop and validate a 
modular and adaptive multimodal human-machine interface 
system to allow people with moderate and severe 
impairments interacting with intelligent devices to perform 
ADLs and participate in society. The AIDE shared-control 
system combines information gathered from the user, the 
interfaces and the context, in order to support him/her in 
controlling the robotic devices or external applications to 
perform the desired activity. In this paper, a preliminary 
version of the AIDE setup is presented, with the validation 
of a finite state-machine (FSM) to perform a drinking task. 
This version of the platform combines an arm and a hand 
exoskeleton, together with a gaze tracker to detect the user's 
intention to perform the task. 
II. MATERIALS AND METHODS 
A. NeuroExos Shoulder-Elbow Module (NESM) 
The arm exoskeleton used in the experiments, NESM [3], 
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consists of four active rotational degrees of freedom (DOFs) 
to address the shoulder abduction/adduction (S-AA), 
flexion/extension (S-FE), internal/external rotation (S-IE) 
and the elbow flexion/extension (E-FE). Each actuation unit 
has a series-elastic actuator architecture, similar to the one 
described in [4], employing a brushless DC motor, a 
reduction stage, a custom spring, two absolute encoders and 
a servo driver. Both position and torque closed-loop control 
modalities can be implemented on the low-level control 
layer of the robot, to provide completely passive or assist-as-
needed mobilization. Passive DOFs and size regulations 
have been designed to ensure high wearability of the system 
and comfort of the user. The former allow the rotation axis 
of each actuation unit to follow the rotation axis of the 
corresponding biological joint, the latter are used to adjust 
the lengths of the frames to fit the device to a wide range of 
user’s body sizes. 
B. Hand Exoskeleton 
The hand exoskeleton is an electrical-driven robot with 4-
active DOFs, for the mobilization of the fingers in assistance 
applications. Four linear actuators mobilizes the proximal 
interphalangeal (PIP) and metacarpophalangeal (MCP) joints 
of the first, second and third finger, and only the MCP of the 
fourth. Another linear actuator addresses the thumb 
flexion/extension, while adduction/abduction movement is 
fixed in an abduction position, to achieve opposition. 
C. Gaze Tracker 
The gaze tracker is a commercial device from Tobii, 
Sweden. The device acquires a video stream and estimates 
the point where the user is looking at. Online processing of 
the video stream allows getting a stable gaze tracking, 
recognizing 3D objects and understanding the context. 
D. Finite-State Machine 
The shared human-robot control of the AIDE system has 
been designed with a two-layer architecture: first, a FSM 
splits the main task into single elementary actions; second, a 
command generation layer calculates the desired 
angles/torques trajectories to be fed to the low-level control 
of the robotic devices, in order to drive them to the 
execution of the actions. Targeting patients with severe 
movement disabilities implies that the robot must be 
controlled in position mode, thus the exoskeletons needs to 
mobilize the user’s arm and hand. For this purpose, the 
command generation layer needs to calculate the desired 
reference angles of the joints for the low-level joint position 
control. The FSM and command generation layers of the 
A Shared Human-Machine Control System of an Upper-Limb 
Exoskeleton for Activities of Daily Living 
E. Trigili, S. Crea, A. Baldoni, N. García Aracil, N. Vitiello 
I 
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shared control system have been implemented on the real-
time processing unit of the platform. A drinking scenario 
was identified as the main task to be performed. The gaze 
tracker was used to identify the glass the user wanted to 
grasp, choosing from two different ones according to their 
color. UDP protocol was used for the communication of the 
three devices. The FSM considered the following elementary 
actions: 
1. Target identification: the exoskeletons are in a resting 
position and the control system waits for the trigger 
from the gaze tracker. 
2. Reaching the glass: when the trigger is active, the 
NESM moves towards the selected glass. The desired 
joint angles are extracted from a pre-recorded 
movement trajectory. 
3. Grasping: when the NESM movement is completed, a 
closing trigger is sent to the hand exoskeleton. 
4. Reaching the mouth: as soon as the hand closing 
action is completed, a command is sent to the NESM 
starts to move towards the mouth. Again, the joint 
trajectories are extracted from pre-recorded 
trajectories. 
5. Reaching the table: the NESM automatically drives 
the exoskeleton back to the table at the previous 
object position. 
6. Releasing: when the movement is completed, the 
controller sends the trigger to the hand exoskeleton to 
open the hand and release the object. 
7. Going to resting position: after the opening of the 
hand is completed, the NESM is controlled to move 
to the initial resting position. 
Experiments for testing the shared human-robot control 
consisted in two phases. In the first phase, the participant 
was requested to execute the identified elementary actions of 
the drinking task for two target glasses in a fixed position, 
the exoskeleton was controlled in transparent mode and 
angle trajectories were measured and stored. Offline data 
analysis was performed to calculate the average angles 
trajectories for each target. In the second phase of the 
experiment, the participants wore also the hand exoskeleton 
and the gaze tracker (Fig. 1a). The arm exoskeleton was 
controlled in position mode and the glasses were used for 
target identification. The subject was instructed on how to 
select a glass and then relax to let the exoskeletons complete 
the task.  
III. RESULTS 
Fig. 1b shows the kinematic data from the NESM for one 
of the subjects during a complete drinking task, segmented 
into single elementary actions. Three healthy subjects 
successfully completed the protocol. 
IV. DISCUSSION AND CONCLUSIONS 
All of the participants were always able to trigger the 
movement of the exoskeleton toward the desired glass, with 
the possibility to switch continuously between different 
targets. At the same time, the replay of the arm trajectories 
allowed successfully reaching and grasping. The interface 
resulted intuitive and easy to set, while the robotic devices 
provided completely passive mobilization in a safe way, 
demonstrating the feasibility of these devices to be used in 
daily-life activities. For future works, the FSM will be 
enriched with the inclusion of different triggers and 
interfaces tailored to the users’ residual movement 
capabilities, in order to provide the autonomous control of 
the execution of robot-assisted tasks, to help them improve 
their independence and self-fulfillment in daily life. 
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Stochastic method to reduce the 3D pose estimation error caused by
uncertainties in the calibration process
Jose´ M. Catala´n, Jorge A. Dı´ez, Arturo Bertomeu-Motos, Jose´ M. Sabater, Francisco J. Badesa,
and Nicola´s Garcia-Aracil
Abstract—This paper present two calibration methods, an
analytic process and a stochastic RANSAC procedure, with
which to determinate the relation between the reference system
of an assistive robot and a 3D tracking camera system. The
objective of this study, is to test if an iterative method like
RANSAC is able to help solve issues that arise in analytical
calibration methods because of the uncertainty in the colloca-
tion of a tracking element exactly on a known place of the robot
with the purpose of relate the robot kinematics with the camera
information. The result is intended to be used in the control of
a assistance robot from the camera system information.
I. INTRODUCTION
In robotic assistance, the first step to successfully grasp
an object is to be able to locate its position in a known
reference system as accurately as possible. To do that, is
essential to use a tracking camera system. Irrespective of the
its technology, a calibration method must be implemented in
order to relate the information of the tracking camera system
with the reference system of the robot to be able to control it.
This can be obtained with an analytical method of tracking a
robot link with the purpose of relate the camera information
with its forward kinematics [1]. That’s the easiest way to do
it, but, as will be show later, it has some problem that could
be difficult to solve depending on the morphology of the
robot [2]. In this document, it will be studied if an iterative
method like RANSAC (Random sample consensus) might
solve or reduce the 3D pose estimation error due to the
uncertainties that appear during the calibration process.
II. MATERIAL AND METHODS
A. Cameras
The purpose of this study is to reduce the 3D pose
estimation error of a RGB-D camera caused because of the
This work has been supported by Generalitat Valenciana and Conselleria
d’Educacio´, Investigacio´, Cultura y Esport through the grant APOTIP
2016/A/021, and ACIF code 2016/216, and and through the European
Commission (ICT-22-2014: Multimodal and Natural computer interaction).
The work has also been supported by the project AIDE: Adaptive
Multimodal Interfaces to Assist Disabled People in Daily Activities (Grant
agreement no: 645322).
Jose´ M. Catala´n is with Universidad Miguel Herna´ndez, Elche, Spain,
jcatalan@umh.es.
Jorge A. Dı´ez, Arturo Bertomeu-Motos, Jose´ M. Sabater, Francisco J.
Badesa and Nicola´s Garcia-Aracil are with Universidad Miguel Herna´ndez,
Elche, Spain.
uncertainties during the carried out calibration process to
relate the reference system of the camera with the robot’s one
as accuracy as posible. It has been used the ORBBEC Astra S
camera with a resolution of 1280x1024. With the purpose of
take a good reference point to see if the algorithm works fine,
it will be used a tracking camera system of high accuracy, the
Optitrack V120:Trio. It will be used an ARUCO marker to
track the end-effector of the robot with the RGB-D camera.
B. Analytic
If it is possible to track a point with a direct transformation
with some of the robot’s links, is relatively easy to relate the
information of the camera with the kinematic of the robot.
For example, in this case it has been designed a piece easy
to attach on the end-effector of the robot. By designed, there
is a known fixed transformation between the grasping point
of the robot and the tracker. In that case, it is possible to
define the transformation between the reference system of the
camera and the reference system of the robot, T robotcamera ,as in
(1), where T roboteef correspond with the forward kinematics,
T eeftrck is the offset to the tracker position, and T
camera
trck is the
pose of the tracker provided by the camera.
T robotcamera = T
robot
eef · T eeftrck · (T cameratrck )−1 (1)
C. Stochastic
The problem of the analytic method is the assumption of
a eefTtrck totally known. This is a problem not because of
the impossibility to obtain the real tranformation, is because
depends on the morphology of the robot is hard to place
physically the tracker exactly where we want, and also,
sometimes is dificult que design a tracker with a known
transformation because in some robots, the defined grasping
point is not aline with the robot kinematics.
When the tracker is putted on the robot, an error in
position too big during the positioning cause an error in
the orientation estimation, and an error in orientation, makes
very difficult to calibrate the system with a little error. If the
robot kinematics are known, is not hard to put the tracker
on a place very near to its grasp point, but is impossible to
know physically the exactly orientation of the grasping point
in order to put correctly the tracker. The error caused by an
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Fig. 1. Statistical parameters of the position estimation error obtained
during a trajectory recorded with the Optitrack V120:Trio. The red line
correspond with the median, the blue box is defined by the 25 and 75
percentile, the minimum and maximum is defined by the black striped line,
and the red dots represent atypical values.
error in the position during the positioning of the tracker
can be avoid keeping constant the orientation of the robot.
But an error in orientation does not have solution, and a
too big one makes impossible to control de robot with the
camera system information. For these reasons, it was decided
to use a method with which reduce the error cause for the
uncertainties during the positioning of the tracker.
The Random sample consensus (RANSAC) is an iterative
method able to compute the transformation that relate the
points belonging one reference system to another. If it is used
the result of this algorithm to locate the end-effector tracker
in the reference system of the robot, it will be obtained
an traslation error because of the position error during the
positioning of the tracker. In the very beginning with the
robot stopped, it is possible to obtain this translation, T objtrck,
and correct it as in (2), where T robotcamera is the transformation
matrix provided by the RANSAC algorithm, T cameratrck is the
pose of the tracker obtained by the camera, T roboteef is the
result of the forward kinematic, and T eeftrck is the offset to
the tracker position. It is important to emphasize that to
compute this transformations, should not be use orientation
information, because RANSAC only use points, therefore is
not able to relate the information of orientation between both
reference systems.
T objtrck = (T
robot
camera · T cameratrck )−1 · T roboteef · T eeftrck (2)
It has been used the analytical method to obtain the
relation between the orientation of an object in one reference
system to the other one, because it was observed that the
analytical method obtain a good estimation of the relation
for the orientation information.
Fig. 2. Statistical parameters of the position estimation error obtained
during a trajectory recorded with the ORBBEC Astra S. The red line
correspond with the median, the blue box is defined by the 25 and 75
percentile, the minimum and maximum is defined by the black striped line,
and the red dots represent atypical values.
TABLE I
STATISTICAL PARAMETERS
Analytic Stochastic
P [cm] O [rad] P [cm] O [rad]
Tracking Camera 0.61±0.32 0.03±0.25 0.36±0.21 0.03±0.25
RGB-D 5.07±2.09 0.11±0.21 2.15±1.32 0.11±0.21
III. RESULTS
It has been test the Optitrack V120:Trio and the ORBBEC
Astra S with both method and it has been obtained the
statistical parameters collected in the Table. I. According to
this Table, the position error has been cut in half with the
stochastic method for both camera systems. This improve-
ment is also visible in Fig. 1 and Fig. 2.
IV. CONCLUSION
In this study has been demonstrate that an stochastical
method onsiderably reduces the errors caused by uncertain-
ties in the positioning of the tracker during the calibration
process. This method achieve to calibrate a system with
a lot of uncertainties based on a simple process (which
consist of an iterative capture point) by the use of a low
computacional load algorithm, which make it perfect for real-
time applications.
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NAOTherapist: Autonomous Assistance of Physical Rehabilitation
Therapies with a Social Humanoid Robot
Jose´ Carlos Pulido, Jose´ Carlos Gonza´lez and Fernando Ferna´ndez
Abstract— The main goal of NAOTherapist is to provide a
social robot with enough autonomy to carry out a non-contact
upper-limb rehabilitation therapy for patients with physical
impairments, such as cerebral palsy and obstetric brachial
plexus palsy. Our robotic system is focused on pediatric patients
aiming to increase their motivation and engagement with the
treatment. The robot shows a set of prescribed exercises and
the patient has to repeat them correctly by imitation. The
rehabilitation tool supervises and gives a set of clues and
correction mechanisms to help them during the training. The
system has been initially evaluated with a large number of
healthy children, a first experience of 3 pediatric patients and
a long-term evaluation with 8 patients during 4 months.
I. INTRODUCTION
Neurorehabilitation therapies focus on the recovery of
damaged neuronal areas and muscles by the repetitive prac-
tice of certain motor or cognitive activities. Some of the main
challenges to be faced are to maintain motivation of the
patients while going through these therapies and the large
amount of time required by the therapists, specially with
children. The development of novel devices may be a way
of addressing these challenges to ensure the progress of the
patient while providing clinical support to professionals.
The field of Socially Assistive Robotics comprises all
those robotic platforms that provide assistance to people
through social interaction [1]. These robots have demon-
strated improvements in the commitment and positive effects
on the motivation of several groups of patients who suffer
from physical impairments (cerebral palsy, stroke) [2] or cog-
nitive disorders [3]. These novel approaches are expected to
obtain a better adherence to clinical treatment. Additionally,
these systems offer novel rehabilitation tools to relieve the
workload of professionals while reducing the socio-economic
costs. Some requirements are important to be considered: the
appearance of the robot, fulfilment of the clinical objectives
through social interaction and the autonomy of the platform.
Although some of the previous works attempt to fulfill these
requirements, our proposal is more ambitious, since we focus
on the complete autonomy of the system: a clinical support
tool for the automated definition of therapies adapted to
each patient, together with non-teleoperated execution while
monitoring the planned sessions by a social humanoid robot.
This work is partially funded by grant TIN2015-65686-C5-1-R and
TIN2012-38079-C03-02 of Spanish Ministerio de Economı´a y Competi-
tividad. We also are grateful to the medical team of the Hospital Virgen del
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The arm is not 
raised enough 
Shows wrong arm 
with the wrist 
Robot imitates 
child’s posture 
a) Wrong pose detected. b) 1st correction. 
c) 2nd correction - Mirroring. d) 2nd correction – Show posture. 
Child look at his 
arm to fix the pose 
Fig. 1. The social robot helps the patient to carry out correctly the pose
by using the speech-based and the mirror-based correction mechanisms.
Our proposed system is called NAOTherapist and it is the
result of a new development phase in the Therapist project
[4]. In the first approach, a bear-like robotic platform called
Ursus executed a sequence of preprogrammed behaviors to
carry out rehabilitation movements. We consider that during
physiotherapy sessions, the lack of human intervention and
a fluent interaction promotes an active engagement. We
have taken all these elements into account in designing the
NAOTherapist architecture [5]. In essence, the use case1
consists of a NAO robot which performs a set of prescribed
arm-poses that a patient has to imitate. The robot is able
to react autonomously and check the pose of the patient
helping him to correct it, if required. We ensure that the
patient feels supported while doing the exercises by giving
him a set of different clues and correction mechanisms as
shown in Figure 1. The robotic platform has been evaluated
among three different phases as described in Section IV.
II. NAOTHERAPIST ARCHITECTURE
The main goal of the NAOTherapist architecture is to pro-
vide the robot with enough autonomy to carry out physiother-
apy sessions without the need of a human teleoperator. So,
the robot needs to perceive and understand the environment
and react in accordance with the goals of the session. This
automatic reasoning is carried out using Automated Planning
techniques [6], where the perceived environment is encoded
as a symbolic representation of the state of the world.
1Video of the use case: https://youtu.be/75xb39Q8QEg
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The cognition process of NAOTherapist has a design based
on three levels of planning [5]. A high level comprises the
therapy designer that deals with the task of planning the
sessions that form part of the therapy. The medium and
low levels are included in the execution of the sessions.
A control system is included in the medium level which
is in charge of providing the necessary actions that the
robot has to execute while sensing and monitoring that the
received effects match the excepted ones. The perception
process builds the internal state of the world. A Kinect
3D sensor serves the anthropometric data of the patient to
infer information such as the correctness of the poses. In
case of a mismatch between the expected and actual state
of the world after the execution of a medium-level action,
a replanning mechanism provides a new plan that meets
the new perceived state. The low level corresponds to the
path-planning mechanism to move the joints of the robot.
It receives specific low-level actions that were previously
transformed from the planned medium-level ones.
III. USE CASE
The use case starts when the patient enters the experimen-
tal room and the system tracks the patient by capturing his
body characteristics. The patient is one or two meters away
from the robot. The robot greets him and the training begins
after introducing the first exercise. The exercises consist of
a sequence of poses. Depending on the exercise, the patient
must maintain each pose for a certain amount of time. The
robot guides the training process giving instructions and
feedback. Each pose of the patient is verified with respect
to that shown by the robot. If both poses differ, the system
executes a correction mechanism. Patients have two attempts
performing a pose correctly as shown in Figure 1: after the
first failed attempt, the robot shows the incorrect arm or
arms and warns the patient the arms to be corrected. In the
second correction, the robot imitates the detected posture and
shows him how to move the arms to achieve the correct pose.
This is called “mirrored correction”. If the patient fails after
these two tries, the pose is skipped. The system runs the
rest of poses that comprises the exercise sequentially until it
finishes. A break is programed between exercises to have a
rest. Once all of the exercises are completed, the robot closes
the session inviting him to play the next day.
The architecture fulfills all requirements of the afore-
mentioned use case, but the use of Automated Planning
also makes it easier to change the activity. We tested this
flexibility by using the same architecture with an adapted
Simon game2 with poses instead of colors [7], in which the
robot performs several poses in a row and the user has to
memorize and perform them to advance to longer rounds.
IV. EVALUATION
The evaluation mechanisms are based on questionnaires
to participants, relatives and experts, interaction level from
video analysis and logs of the system. The Table I shows
2Video of the simon game: https://youtu.be/picw9sD5VH4
TABLE I
PHASES OF THE EVALUATION OF THE NAOTHERAPIST PLATFORM
1st Phase 2nd Phase 3rd Phase
First contact Long term
Participants 117 3 8
Condition Healthy 2 OBPP, 1 ICP 6 OBPP, 2 ICP
Age 7.9 ± 1.4 7.66 ± 0.94 6.87 ± 2.42
Gender 53 F, 64 M 3 M 3 F, 5 M
Duration (min.) 5 ± 0.83 13 ± 0.81 24 ± 2.71
Num. of sessions 1 1 11.62 ± 3.93
Place Schools Hospital
the three different stages of evaluation. The first phase was
carried out with 117 healthy children to measure the degree
of interaction and improve the autonomy of the prototype in
accordance with the ongoing requirements. Schoolchildren
did not have any problem following the session and they
mostly considered the robot as a social entity being actively
engaged throughout the activity. Secondly, three pediatric
patients3 from the HUVR had a first experience with the
robotic tool and shared their impression of the usefulness of
the NAOTherapist prototype. They enjoyed the activity and
were delighted to participate in future evaluations. The third
phase refers to a long-term evaluation with 8 patients from
the HUVR during 4 months, where a constant adherence to
the rehabilitation sessions was achieved. These results are
still being analyzed and will be published in future works.
V. CONCLUSION
Naotherapist proposes a general framework of hands-off
robotics rehabilitation with very promising results. Partici-
pants are able to follow the sessions with the instructions
provided by the robot. The platform works autonomously
and achieves an active engagement by getting the children’s
attention. Experts believe that the robot is a useful tool for
physiotherapy not only for training but also for diagnosis.
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Abstract—This work describes two mechanical design 
solutions adopted to develop a novel robotic tele-rehabilitation 
system for in-home use. To make home-use a reality, it is of 
paramount importance for the system to be low-cost, safe, 
reliable and simple to operate. These demanding specifications 
often end up in low performance systems that seriously affect 
the rehabilitation outcomes. The proposed solutions are related 
to mechanical transmission and force sensing with the aim of 
minimizing the trade-off between performance and cost. The 
research is part of the ongoing HOMEREHAB European 
project. 
I. INTRODUCTION 
EHABILITATION can help hemiparetic patients to learn 
new ways of using and moving their weak arms and 
legs. It is also possible with immediate therapy that people 
who suffer from hemiparesis may eventually regain 
movement [1]. However, reductions in healthcare 
reimbursement place constant demands on rehabilitation 
specialists to reduce the cost of care and improve 
productivity [2]. Service providers have responded by 
shortening the length of patient hospitalization [3, 4]. 
Additionally, early home supported discharge of subacute 
stroke patients has been proved to have a significant impact 
on motor recovery after stroke although it requires some 
level of innovation of methods and tools for service delivery 
to really become a sustainable solution for the healthcare 
system [5, 6]. 
This work is part of an ongoing project called 
HOMEREHAB (http://homerehab.umh.es/) that will develop 
a new tele-rehabilitation robotic system for delivering 
therapy to stroke patients at home. Currently, only a few 
commercial systems are available for in-home use (e.g. 
HandMentorTM [7], ReJoyce [8] and Armeo®Boom from 
Hocoma), and their performances are not comparable to in-
person therapies [9]. Key challenges not addressed properly 
for home systems include features such as affordability, 
autonomy, and high performance. 
HOMEREHAB will develop a desktop-type robotic 
system, based on the RoboTherapist 2D [10]. The aim is to 
adapt the system for in-home use by making it smaller, 
lighter and cheaper, but maintaining its high performance. 
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To this purpose, the work describes two main mechanical 
challenges regarding the transmission system and force 
measurement and their proposed solutions .  
II. MECHANICAL DESIGN CHALLENGE 
RoboTherapist 2D is an outstanding system conceived to 
rehabilitate post-stroke patients at the hospital. However, its 
big size, weight and cost make it not suitable for in-home 
use. This need led to the development of HOMEREHAB. 
The workspace for HOMEREHAB system is in the form 
of a semi-circle with its major and minor axis in the 
transversal plane equal to 800 mm and 400 mm respectively, 
and it provides a force of at least 25 N at the end-effector. 
These specifications are similar to those found in 
RoboTherapist and guarantee proper range of motion and 
forces for rehabilitation therapies. Pneumatic actuators of 
RoboTherapist have been replaced by electric DC motors for 
an easier in-home setup.  
Regarding patient movements, RoboTherapist 2D was 
conceived to work on a table plane, in 2D. HOMEREHAB 
kinematics has been designed to work in the same plane, but 
it also allows movements in 3D (sagittal plane) by easily 
unlocking a mechanical bolt. Desired range of motion is up 
to 500 mm perpendicular to the table plane. 
A. Kinematics and Transmission System 
The kinematic chain chosen for HOMEREHAB resembles 
to that of a PHANToM haptic system rotated (Fig. 1). It is a 
parallelogram-type mechanism, with an additional degree of 
freedom for perpendicular movements to the working plane 
(which can be easily blocked when only 2D motion is 
required). Haptic devices like the PHANToM are designed 
with appropriate pulleys and cable transmission to achieve 
high back-drivability. However, the size of the desired 
workspace makes the device quite large and bulky.  
 
Fig. 1. Kinematic design of HOMEREHAB robot.  
Robotic Technology for Post-Stroke In-Home Tele-Rehabilitation  
M. Chiurazzi, X. Justo, J. J. Gil, I. Díaz, L.D. Lledó, F. J. Badesa and N. García-Aracil  
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For the desired workspace and end-effector force, and by 
using for example 200 W Maxon motors the size of the 
pulleys shown in Fig. 1 go up to 240 mm of diameter (which 
offers a reduction of 20:1). This solution, though having 
good back-drivability performance, results in a too large 
device for in-home use.  
We have adopted a trade-off solution by selecting DC 
motors with 1 stage reduction (ratio 4.3:1), thus losing 
certain back-drivability but reducing space. This implies that 
the diameter of the pulleys is reduced to 106 mm. 
Future work will evaluate how the transparency of the 
system is degraded due to this fact, as well as its effect on 
the overall stability of the controller. 
B. Low-Cost High-Quality Force Measurement 
Mechanisms and haptic devices with high back-drivability 
are usually commanded by impedance-type control 
algorithms since they are easier to control and cheaper as 
they do not need any force sensor. For other systems a force 
sensor is necessary and admittance-type controllers are 
preferred. However, the problem for using a force sensor 
resides in its high cost. 
As stated in the previous subsection, HOMEREHAB 
system may not be as back-drivable as desired due to the 
reduction mechanism selected, but it still should be possible 
to control the system without any force sensor. Nevertheless , 
this work also presents a novel force sensing method, which 
allows obtaining a high quality force measurement at low 
cost (Fig. 2).  
 
Fig. 2. Novel force sensor developed for HOMEREHAB inside the 
end-effector. 
 
It consists of a flexural system made up by four lever 
opposed couples distributed at 90º. With the same rudiment 
as a precision balance plate, each lever can be flexed in a 
radial direction, so that a local deformation of the material 
occurs. Strain gauges are used to read this local deformation. 
This inexpensive sensor is glued to the surface of the 
deforming part (in this case, the lever) in order to make its 
length variable when the part is deformed. This length 
variation generates a variation of the internal resistance, 
causing the measure of the resistance fluctuations possible, 
and thus, obtaining a relation between resistance variation 
and lever deformation. 
This type of measuring needs to be stabilized. To this 
purpose four strain gauges are needed to obtain a stable 
measure. To ensure this, levers are designed in couples 
opposed vertically (as seen in Fig. 2), and also distributed 
90º to its central axis. In this way, 180º opposed couples are 
obtained for the two planar axis, obtaining four levers (with 
a strain gauge on each lever) for both axis of 2D movement. 
Levers can be precisely designed to fulfill desired 
working range and precision while choosing an overall 
rigidity for the end-effector. This ensures enough liberty in 
the design so that different level sensors can be made 
depending of the range of forces and the precision required. 
III. CONCLUSION 
This work describes the trade-off between robotic design 
requirements for in home systems and the performance 
required for optimal rehabilitation therapies, which current 
commercial systems designed for laboratories and hospitals 
do not completely fulfill. Two mechanical solutions 
regarding system transmission and force measurement are 
proposed to develop a low cost and yet high performance 
robotic rehabilitation system for in-home use. Results  are 
integrated into the HOMEREHAB project, which 
additionally allows for the smart monitoring of the patient’s 
physiological state, and the adaptation of the rehabilitation 
therapy to these data for an optimal service. 
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 
Abstract— This paper present two designed studies for 
analyze and characterize the psyco-emotional states by psycho-
physiological measurements in a group of healthy volunteers 
and the first analysis of the usefulness of this information. The 
aim is the characterization of the psychophysiological state 
during the performance of active therapy with the E2REBOT 
robotic platform, which we have developed for upper limb 
rehabilitation. Psycho-physiological measurements by means of 
the Self-Assessment Manikim (SAM) test and biomedical 
signals (heart rate variability, skin conductance, and skin 
temperature) were obtained in this first trial with E2REBOT. 
The protocol design and the results of the experiments are 
presented. These results suggest that is possible to 
quantitatively characterize the psycho-physiological state of an 
individual who interacts with the E2REBOT system. 
I. INTRODUCTION 
he possibility to determine the psico-emotional states on 
a physical human–robot interaction (pHRI) offers an 
interesting range of opportunities; for example to known the 
emotional state of a patient in rehabilitation or for 
modulating a pHRI cooperative scenario in order to improve 
the rehabilitation therapeutic experience of a patient. 
The autonomic nervous system (ANS) is the means by 
which emotions are reflected in terms of physiological 
signals, such as heart rate parameters, breathing and body 
temperature [1]. Therefore, the physiological responses of 
the ANS to different stimulus allow determining the 
instantaneous psycho-emotional state of a person. 
Others approaches to study the psycho-emotional state is 
by the use of test batteries, one example is the Self-
Assessment Manikim (SAM) [2], but not all of them are 
suitable to characterize online the emotional states. 
For these reasons, the physiological signals could be 
suitable to characterize the emotional states in a more 
objective and less invasive way. We have reviewed different 
works in the field of psycho-physiology to determine which 
physiological signals could be used to characterize the 
emotional states. Table I shows the prevalence of these 
signals; the most used are the heart rate variability (HRV) 
[8] and the second is the electro-dermal activity (EDA). 
Human motor performance, speed and variability are 
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susceptible to emotional states [9]. Mental states can be 
shaped by the perception of the subject performance on a 
given moment [10]. Our hypothesis is that “human psycho-
physiological state” may be able to be determined on 
different scenarios offered by our E2REBOT robotic 
platform. 
Previous works for pHRI, evolved from including one 
signal (heart rate (HR) [11], to more complex systems that 
include heart rate (HR), respiration rate (RR), galvanic skin 
response (GSR), and skin temperature (SKT) [12]. 
II. SYSTEM COMPONENTS AND MATERIALS 
A. System Setup 
The robotic platform used for the experimental setup is 
the E2REBOT system (as shown in Fig. 1). It includes a 
haptic robot equipped with a JR3 force/torque sensor 
mounted at the end effector, used as the center hardware 
platform for the system. 
Physiological signals were registered by using a Biopac 
MP100 system. All the raw and processed information of the 
signals were stored in a codified file meanwhile cinematics 
and the dynamics data of the therapy were stored in a 
relational database (SQL SERVER 2012). 
 
Fig. 1. The E2REBOT platform 
B. Protocol designed Study 1 
47 volunteers were recruited from colleagues of the 
CARTIF Foundation, 23 were females and 24 males. The 
mean age of the volunteers was 37.27 years with a standard 
deviation of 7.52 years; the mean weight was 70.85 (kg) 
with a standard deviation of 16.16 (kg), while the mean 
height was 171.06 (cm) with a standard deviation of 9.04 
(cm). 
We performed one basal register of 5 (min), two 
A study for the Psycho-Emotional characterization of the physical 
human–robot interaction (pHRI) with the E2REBOT Robotic 
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therapeutic stages (5 min), each one with a recovery stage, 
and during all experiments the biomedical signals were 
registered (32 min). 
C. Protocol designed Study 2 
50 volunteers were recruited from colleagues of the 
CARTIF Foundation, 22 were females and 28 males. The 
mean age of the volunteers was 38.23 years with a standard 
deviation of 7.78 years; the mean weight was 71.25 (kg) 
with a standard deviation of 15.6 (kg), while the mean height 
was 172.15 (cm) with a standard deviation of 8.05 (cm). 
The protocol included one basal register of 5 (min), 
therapeutic stages “Active Assisted” (5 min), one recovery 
stage (3 min), therapy of pick and move basic geometric 
figures (1.5 min), one recovery stage (3 min), therapy of 
pick and move kitchen items in a kitchen virtual 
environment (1.5 min) (Fig. 2), one recovery stage (3 min), a 
clock therapy (1 min) and a last recovery stage (3 min), 
during all experiments the biomedical signals were 
registered (26 min). 
 
Fig. 2. E2REBOT platform. Graphical User Interface 
III. RESULTS 
The electrocardiogram (ECG), electrodermal activity 
(EDA) and skin temperature (SKT) have been collected and 
sampled at 1 KHz from the subject during all de the whole 
experience. 
From the recorded signals of study 1, temporal and 
spectral indices of HRV, frequency of SCR and the tonic 
level SCL of EDA, and the average skin temperature were 
calculated. These indices were statistically analyzed for the 
characterization of the psycho-physiological states of the 
subjects during each stage of the experiment. We have to 
process de the signals of the study 2 in order to compare the 
results and to analyze them. 
IV. DISCUSSION 
Quantitative determination of the states of an individual 
when he/her interacts with a robotic platform may be 
clinically useful, because it could offer more information to 
therapists over the status, progress and prognosis of the 
patient as well as information of the psycho-emotional 
impact of the therapeutic planning. Providing this useful 
information could help in reorientation the therapeutic plan. 
Other possibility is to improve automatically the physical 
human- robot interaction (PHRI) by adapting their behavior 
and cooperation level accordingly to the human 
psychophysiological state. 
V. CONCLUSION 
In this work we present two protocol designs to research 
and characterize the psycho-physiological states of subjects 
interacting with the E2REBOT robot platform. The results of 
study 1 were analyzed for a clinical use. These results 
suggest that is possible to quantitatively characterize the 
psycho-physiological state of an individual who interacts 
with E2REBOT. 
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Abstract—Brain/neural-computer interaction (BNCI) 
systems translating brain/neural activity into control 
commands of external devices, such as exoskeletons or robots, 
are promising tools to restore lost functions, e.g. in paralysis. A 
critical challenge in long-term use of these systems relates to 
adapting the difficulty of BNCI control to avoid decline of 
reliability due to mental fatigue, particularly in patient 
populations with lesions of the central nervous system. 
Therefore, it would be important to establish physiological 
measures indicating the level of task difficulty before decline of 
BNCI control performance. Here we tested whether heart rate 
variability (HRV) can be used to assess task difficulty during 
EEG/EOG-based BNCI system control. A first study indicated 
reliable detection of task difficulty across three different levels 
of BNCI control difficulty based on HRV, while BNCI control 
performance remained stable. These findings pave the way for 
establishing a novel BNCI calibration approach that 
continuously adapts BNCI control difficulty avoiding early 
mental fatigue. 
I.   INTRODUCTION 
rain/neural-computer interaction (BNCI) systems can be 
used to control external devices or computers, for 
example a hand exoskeleton, translating electric brain 
activity and other neural signals such as electrooculography 
(EOG) into control commands. Use of such system enabled 
individuals with high spinal cord injury (SCI) suffering from 
severe hand paralysis to perform fully independent activities 
of daily living such as eating and drinking in an outside 
restaurant [1]. Moreover, repeated use of brain-controlled 
exoskeletons triggered neurological recovery, despite 
clinically complete SCI [2] or chronic stroke [3]. As BNCI 
systems aim at optimizing true positive and false positive 
rates (TPR/FPR), i.e. the ratio between correct and incorrect 
detections of an intended action derived from physiological 
signals, tuning the signal detection thresholds is critical: 
while high detection thresholds result in low FPR, but high 
task difficulty, low detection thresholds yield low task 
difficulty, but high FPR. Because high task difficulty 
increases the probability of mental fatigue limiting reliable 
BNCI control over longer periods, while low detection 
thresholds increase FPR, it would be important to establish a 
physiological measure that indicates task difficulty 
independent of BNCI control performance allowing for 
tuning detection thresholds and BNCI task difficulty before 
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occurrence of mental fatigue. Based on previous work 
showing that mental workload results in decrease of heart 
rate variability (HRV) [4], we tested whether performing an 
abstract skill, such as BNCI control based on 
electroencephalography (EEG), has a similar influence on 
HRV when performed under different levels of task 
difficulty.  
II.   MATERIAL AND METHODS 
A.   Study participant 
A healthy volunteer (male, age: 39 years) was invited to 
participate in an experimental session at the University 
Hospital of Tübingen. The study was approved by the local 
ethics committee and the participant provided informed 
consent before entering the study.  
B.   Physiological recordings 
A five-channel EEG was recorded from conventional 
recording sites (F3, T7, C3, Cz and P3 according to 
international 10/20 system) using a wireless EEG system 
with solid-gel electrodes (Enobio®, Neuroelectrics 
Barcelona S.L., Spain). Ground and reference electrodes 
were placed at AFz and FCz, respectively. EEG was 
sampled at 500 Hz and pre-processed using a small 
Laplacian filter. One additional channel was used to record 
horizontal EOG from the left outer canthus (LOC) 
referenced to the mastoid. 
During the entire session electrocardiography (ECG) was 
recorded (BioHarness 3®, Medtronic, Annapolis, USA). 
Subsequently, HRV was assessed in the time-domain by 
calculating the standard deviation of beat-to-beat intervals 
(SDNN) in milliseconds [4]. 
C.   BNCI system and paradigm 
A customized version of BCI2000 was used for online 
BNCI control [5]. The BNCI system was calibrated at the 
beginning of the session and remained unchanged for the 
entire session. Computation of motor imagery-related 
sensorimotor rhythm event-related desynchronization (SMR-
ERD, 8-15 Hz) was performed according to Pfurtscheller 
[6]. During calibration, detection thresholds for SMR-ERD 
and horizontal eye movements (HOV) were determined. 
After calibration, the participant was instructed to either 
relax (rest) or imagine a grasping movement of his right 
hand (task) according to randomized cues, which were 
presented on a screen in front of the participant. Each trial 
(rest/task) had a duration of 5 s. The trials were separated by 
inter-trial intervals (ITIs) of 4 s each. During the entire trials, 
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the participant received continuous visual feedback of the 
accumulated time the SMR-ERD threshold was exceeded. 
Participants were instructed to maximize the time the SMR-
ERD threshold was exceeded and to avoid exceeding the 
SMR-ERD threshold during rest trials. In case of false 
positive detection of SMR-ERD during rest trials, the 
participant was instructed to use HOV to reset the 
accumulated time. The session was 15 min long and 
subdivided into three blocks of equal duration. Each block 
had a different level of task difficulty, with SMR-ERD 
detection thresholds set at 10%, 50% and 100% of the SMR-
ERD detection threshold identified during calibration. 
D.   Statistical analysis 
BNCI control performance was defined as average time 
SMR-ERD exceeded the SMR-ERD detection threshold 
during trials in each block.  
To investigate the effect of task difficulty on BNCI control 
performance and HRV, a one-way ANOVA was performed 
with factors ‘block’ and ‘average trial performance’, and 
‘block’ and ‘HRV’, respectively. In case of statistical 
significance, Bonferroni corrected post-hoc t-tests were 
performed. 
III.   RESULTS 
While one-way ANOVA for ‘block’ and ‘average trial 
performance’ was not significant (F(2,96) = 1.01, p = 0.368) 
indicating that BNCI task performance was comparable 
across blocks  (Fig. 1), a one-way ANOVA evidenced a 
significant effect for ‘block’ and ‘HRV’ (F(2,600) = 
12009.27, p < 0.001) (Fig. 2). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Average trial performance of performed SMR-ERD for each 
level of task difficulty. 
 
Corrected post-hoc t-tests indicated a significant HRV 
decrease across ‘blocks’ (p < 0.001). 
IV.   DISCUSSION 
While BNCI control performance was stable across 
different levels of task difficulty, HRV showed a distinct 
decrease along increased task difficulty. These results 
suggest that HRV can be used to reliably detect task 
difficulty during EEG/EOG-based BNCI control 
independent of BNCI control performance, and paves the 
way to establish novel BNCI calibration approaches that 
optimize tuning of signal detection thresholds to avoid 
mental fatigue. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Heart rate variability (HRV) for each level of task difficulty. 
 
Larger studies confirming these findings will be needed. 
Future studies should also investigate the level of mental 
fatigue and BNCI control performance over multi-hour use, 
and generalizability of these results to BNCI systems used in 
everyday life environments.  
V.   CONCLUSION 
HRV might be a sensitive biomarker of BNCI control-
related task difficulty allowing for the development of novel 
calibration approaches avoiding mental fatigue before 
decline of BNCI control performance.  
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 
Abstract— This extended abstract studies which is the 
optimum amount of sizes that a hand exoskeleton needs in order 
to be useful to as many adult subjects as possible. For this 
purpose, U.S. Army anthropometric data has been used in 
combination with a musculoskeletal simulation in order to check 
the effect of the deviations of the real hand measures with respect 
to the design ones. 
I. INTRODUCTION 
Exoskeletons have become popular devices in researches 
about assisting human movements, either for aiding disabled 
people to improve their quality of life or for easing the 
workload in a healthy subject [1]. These robotic devices 
interact with its human user by means of joints that are aligned 
with the carrier’s ones. Thus, it is important to ensure that 
power transmission between both, human and robot, joints 
does not produce abnormal reaction forces that can lead to 
damages in the user [2]. 
For this reason, during the development of a hand 
exoskeleton for neurorehabilitation purposes [3], we have 
decided to perform an ergonomics study in order to pre-
establish the amount of sizes needed to cover the hand size of 
the most adult population. 
II. MATERIALS AND METHODS 
A. Anthropometric study 
Since the anthropometry varies significantly among 
different populations [4], as a starting point, we have chosen 
occidental adult subjects as target population, whose 
measures can be approximated by the Hand Anthropometry 
of U.S. Army [5]. 
This document contains exhaustive and detailed data 
related to all relevant hand features for both genders with ages 
from 18 to 49 years old, as well as for several races. In order 
to check if these measurements are suitable to a broader 
public, we have contrasted some general dimensions with 
another anthropometric survey aimed to civilian people, 
which is less detailed. This last study is focused on Spanish 
working population, which is the closest group of users to test 
the device [6].  Table 1 shows a comparison between 
statistical values for civilian and army populations.  
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B. Simulation model 
Simulations of the interaction between the exoskeleton and 
the finger have been performed using a musculoskeletal 
model of the metacarpophalangeal joint [7] and a conceptual 
exoskeleton model, as shown in Fig. 1. A torque of 1 Nm is 
applied at both joints, with opposed turning direction so they 
tend to balance their action. The objective of the simulation 
consists in computing the muscular effort required to maintain 
the phalanx in a steady position. 
  Several simulations have been performed changing the y 
Deviation and x Deviation parameters as well as the direction 
of the resistance torque. Two simulations neglecting the robot 
assistance have been performed in order to know the muscular 
activity needed to stand in position without external aid. 
III. RESULTS 
From Table 1 we conclude that despite the Spanish civilian 
hands are generally smaller than U.S. Army ones, due to 
obvious reasons, a great percentage of subjects (66% in the 
worst case and 97% in the best) satisfy the measures of the 
detailed survey. So, for the design of a first prototype, U.S. 
data can be considered approximate enough. 
Further analysis of the anthropometric data show that 
feminine and masculine distributions present a remarkable 
interlinking, so the measures of small male hands correspond 
to medium woman hands and big female hands are similar to 
medium masculine hands. Figure 2 illustrates this fact with 
the index length parameter. 
A. Blanco, S. Ezquerro, J.M. Sabater, F.J. Badesa and N. García-Aracil 
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Determination of sizes for a hand exoskeleton by musculoskeletal 
simulations and anthropometric data 
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Figure 1. Schematical model used in simulation 
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Figure 2. Overlapping between distributions 
Two different sizes designed for female and male mean 
hands could be a first approximation in order to satisfy the 
measures of a considerable amount of subjects. 
 
With the simulations, varying the parameters around the 
mean with maximum misalignment equal to twice the 
standard deviation, muscular activity has been computed. 
Results are shown in Figures 3 and 4. It can be seen that the 
deviation in the width of the finger does not affect greatly to 
the performance of the device. 
 
 
Figure 3. Fraction of muscular activity needed to keep the finger position 
(Finger joint: 1 Nm flexion. Robot joint: 1 Nm extension) 
 
Figure 4. Fraction of muscular activity needed to keep the finger position 
(Finger joint: 1Nm extension. Robot joint: 1 Nm flexion) 
In order to hold the position of the finger without the aid 
of the robot, the required muscular effort is about 20% when 
the applied torque tries to extend the hand, and about 200% 
when it tries to flex the hand.  
IV. CONCLUSION 
As a criterion to decide whether the size of the exoskeleton 
is suitable for a particular hand, the resulting muscular 
activity must be equal or less than the required to hold the load 
without any assistance. Since extensor muscles cannot stand 
the torque of 1 Nm, in that case the exoskeleton is useful even 
if the size is not the best. However, when the resistance torque 
works in extension direction, if the phalanx is 1.5 mm shorter 
than designed, the exoskeleton becomes an additional 
obstacle. Thus, an exoskeleton size can be used by hands 
bigger than designed, but not much smaller. 
Therefore, at least three sizes are necessary. We propose a 
size centered in women’s mean, a second one centered in 
men’s mean and an additional one for small female hands. 
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Feature Spanish civilian U.S. Army Comparison 
Mean (cm) Standard 
deviation 
(cm) 
Mean (cm) Standard 
deviation 
(cm)  
Minimum 
(cm) 95% 
confidence 
Maximum 
(cm) 95% 
confidence 
Spanish 
population 
below US 
minimum 
(%) 
Spanish 
population 
below US 
maximum 
(%) 
Spanish 
population 
inside US 
range 
Female population 
Hand Length 17,30 0,87 17,79 0,98 15,83 19,75 4,55 99,76 95,20 
Hand Breadth 
(Metacarpal) 
7,76 0,47 7,95 0,38 7,19 8,71 11,26 97,84 86,58 
Index Length 6,85 0,40 6,96 0,46 6,04 7,88 2,14 99,50 97,36 
Index Proximal 
Breadth 
1,81 0,15 1,99 0,13 1,73 2,25 29,69 99,83 70,14 
Index Distal 
Breadth 
1,55 0,14 1,73 0,12 1,49 1,97 33,41 99,87 66,45 
Male population 
Hand Length 18,82 0,98 19,41 1,03 17,35 21,47 6,68 99,66 92,98 
Hand Breadth 
(metacarpal) 
8,93 0,60 9,04 0,42 8,20 9,88 11,19 94,33 83,15 
Index Length 7,39 0,46 7,53 0,49 6,55 8,51 3,39 99,25 95,86 
Index Proximal 
Breadth 
2,08 0,15 2,30 0,16 1,98 2,62 25,25 99,98 74,73 
Index Distal 
Breadth 
1,82 0,16 2,01 0,15 1,71 2,31 24,59 99,89 75,30 
Table 1. Comparison of hand dimensions between Spanish civilian population and U.S. Army personnel 
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3D OBJECT DETECTION AND POSE ESTIMATION 
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Abstract—This paper presents the development of a software 
module to estimate the location and pose estimation of 3D texture 
less objects. The presented algorithms have some interesting 
properties for their application in real live environments: real 
time, simultaneous object detection and robust detection under 
varying lighting conditions and heavy cluttered scenes. This 
software module is one of the pieces of AIDE system. 
 
I. INTRODUCTION  
The purpose of this module is to estimate the location and 
the pose estimation of 3D texture-less objects.  This method 
will be mainly based on the work of Hinterstoisser [1].  For 
the detection part the template-based LINEMOD approach 
is used [2]. The developed algorithms have got the 
following features: real time, simultaneous object detection 
and robust detection under varying lighting conditions and 
heavy cluttered scenes.  
 
 
II.  SELECT 3D OBJECT (GAZE ESTIMATION)  
In order to get the 3D object’s ID to which the user is looking 
(gaze point) at, we use a wearable device called Tobii Pro 
Glasses 2.  
 
 
        Fig. 1 RGB camera used to detect the object’s ID. 
 
 
III.  OBJECT’S ID EXTRACTION BY MEANS OF AN 
RGB CAMERA 
The second objective of the system was to determine the ID 
of a texture-less 3D object which could have any shape or 
appearance (usually slightly textured 3D models) using an 
RGB camera. 
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mortega@lableni.com, vnaranjo@i3b.upv.es, malcaniz@lableni.com 
 
 
 
 
LINE2D [2] method to perform this task. Generally, the 
LINE2D algorithm obtains many false positives. It is 
necessary to remove as many false positives as possible in 
order to get the correct 3D object’s ID to which the user is 
looking at. To do so: 
•   Only the image captured by the camera in a region of 
interest around the gaze point obtained with the Tobbi 
system will be processed. The size of region of 
interest was determined   using visual 
saliency detection [3]. 
•   Color comparison between the most similar template 
obtained by the LINE2D algorithm and the 2D 
location of the object in the image acquired by the 
camera will be done. This color comparison will be 
performed by HSV color space decomposition.  
 
 
 
Fig. 2.  Plate detection by means of LINE2D algorithm. 
IV.   DETECTION AND POSE ESTIMATION OF 3D 
OBJECTS USING AN RGB-D CAMERA 
The purpose of this module is to estimate the pose of the 
identified object by the RGB-D camera. The system needs 
the following features: 
•   Detect the 3D object from any point of view. 
•   Estimate the object’s pose precisely and in real time 
(>10 fps for a VGA resolution) 
•   To be partially sensitive to the lighting conditions of 
the scene (it uses RGB-D cameras). 
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•   Work correctly in complex scenarios (multiple 
objects, partially visible objects, variable lighting 
conditions). 
In our case, and RGB-D camera placed at the user’s head 
height will be used. The camera used was an ASUS Xtion 
Pro. 
 
Just as in the previous case (3D object’s ID determination 
using an RGB camera) information obtained from the 3D 
model will be used. Specifically, given a database of training 
RGB-D images annotated with 6D poses or 3D model, detect 
all instances of known objects in a test image and estimate 
their 6D poses. 
 
In this case, the algorithm used was a modification of the 
LINE2D algorithm known as LINEMOD, which takes 
advantage of the RGB-D cameras information. This 
algorithm allows to locate in real time the position of the 3D 
object inside of the RGB-D image. In particular, this 
algorithm returns the most similar template found in the 
database (formed by the different point of views of the 
object) and its location in the 2D image acquired by the 
RGB-D camera.  
 
Fig. 3. Extracted features by means of the LINE-MOD 
algorithm. 
This method outperforms LINE2D as it uses both depth and 
color information, so it is more robust. Another notable 
aspect of the LINEMOD algorithm is that it works in 
complex scenarios (multiple objects, variable lighting 
conditions, etc). As in the previous case, this method 
produces false positives as well, so a post-processing step to 
only keep the most similar templates is needed. To perform 
this task various algorithms were performed. The first 
algorithm is similar to the one used in LINE2D method: 
color information of both the 3D model and the RGB camera 
that captures the scene information was used. Moreover, in 
order to remove more false positives by means of the depth 
information provided by the RGB-D camera, the Iterative 
Closest Point (ICP) algorithm was used. This algorithm 
minimizes the distance among two point clouds. To do that, 
the point clouds were computed from the depth images and 
the calibration data from the RGB-D camera.  
Once removed the false positives, the most similar 
template’s pose was refined again by means of the ICP 
algorithm, but this time using all the points available in the 
point cloud associated to the template. 
  
Fig. 2: 3D object detection pypeline 
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