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1 Introduction
The study of slender elastic structures is an archetypical problem in continuum mechanics, dynamical
systems and bifurcation theory, with a rich history dating back to Euler’s seminal work in the
18th century. These filamentary elastic structures have widespread applications in engineering and
biology, examples of which include cables, textile industry, DNA experiments, collagen modelling
etc [1, 2]. One is typically interested in the equilibrium configurations of these rod-like structures,
their stability and dynamic evolution and all three questions have been extensively addressed in
the literature, see for example [3, 4, 5, 6] and more recently [7, 8, 9]. However, it is generally
recognized that there are still several open non-trivial questions related to three-dimensional analysis
of rod equilibria, inclusion of topological and positional constraints and different kinds of boundary
conditions.
In this paper, we study three different problems in the analysis of rod equilibria ordered in terms
of increasing complexity. All three problems focus on naturally straight, inextensible, unshearable
rods with kinetic symmetry, subject to terminal loads and controlled end-rotation. The first problem
is centered around the stability of the trivial solution or the unbuckled solution in three dimensions
(3D), subject to a terminal load and controlled end-rotation with three different types of boundary
conditions. This can be regarded as a generalization of the recent two-dimensional analysis of three
classical elastic strut problems in [7]. We work with the Euler angle formulation for the rod geometry
and work away from polar singularities; this excludes rods with self-intersection or self-contact but
still accounts for a large class of physically relevant configurations in an analytically tractable way
[3, 10, 11]. We study the stability of the trivial solution for (i) purely Dirichlet conditions for
the Euler angles, (ii) mixed Dirichlet-Neumann conditions for the Euler angles and (iii) purely
Neumann conditions for Euler angles. We study stability largely in terms of the positivity of the
second variation of a rod energy within the Kirchhoff rod model, that is quadratic in the strain
variables, as has been extensively used in the literature [3, 4, 8, 9]. In the Dirichlet case, we optimize
the stability estimates in our previous work in [10], i.e., we compute the critical force F = Fc such
that the trivial solution is locally stable, in the nonlinear sense, for all forces F < Fc and unstable for
F > Fc. We analytically compute eigenfunctions and the corresponding eigenvalues for the second
variation operator, followed by bifurcation diagrams for the Euler angles in three dimensions, as a
function of the applied load. The second variation analysis only gives insight into local stability i.e.
stability with respect to small perturbations. In Proposition 1, we obtain global stability results for
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the trivial solution, in the presence of Dirichlet boundary conditions, valid for large perturbations
within an explicitly defined class.
Neumann boundary conditions pose new challenges for traditional methods in stability analysis
[8]. We analyze the stability of the trivial solution in 3D, subject to a terminal load and imposed
twist, for Dirichlet-Neumann and Neumann-Neumann conditions. We do not appeal to conjugate-
point type methods but directly work with the second variation of the rod-energy, without introduc-
ing boundary terms. The second variation is then simply a measure of the energy difference between
the perturbed state and the trivial solution, for small perturbations, and we deduce conditions for
the positivity of the energy difference leading to local stability. In particular, we obtain explicit
stability estimates in terms of the material constants, applied force, twist and bypass the problems
encountered in conjugate-point type methods for Neumann boundary conditions [8].
The second problem concerns the stability of helical rod equilibria in 3D, subject to a terminal
load in the vertical direction. We explicitly construct a family of helical equilibria of the rod-energy,
following the methods in [12], for given values of the applied force and material/elastic constants.
We then study the corresponding second variation of the rod-energy and analytically demonstrate
that such non-trivial equilibria are stable for a range of compressive and tensile forces. In addition
to a static stability analysis, we numerically study the dynamic evolution of these helices using a
simple gradient-flow model for the rod-energy, based on the principle that the system evolves along a
path of decreasing energy. Although, it would be more realistic to solve Kirchhoff nonlinear dynamic
equations [2, 13], we believe that the gradient flow model is simpler and yet preserves the qualitative
features of the dynamic evolution. The stable helices, of course, remain stable with time but the
unstable helices demonstrate interesting unwinding patterns, as a function of the imposed boundary
conditions for the Euler angles.
The third problem focuses on the static and dynamic equilibria of the localized buckling solutions
reported in [13]. We numerically find that these solutions are unstable, by computing negative
eigenvalues of the Hessian operator associated with the quadratic rod-energy. We, further, adopt
a gradient flow model for the dynamical evolution of these unstable equilibria and the evolution
proceeds along a path of decreasing energy and reveals a variety of different spatio-temporal patterns,
again strongly dependent on the boundary conditions for the Euler angles. The numerical algorithm
accounts for integral isoperimetric constraints on the evolution and can be adapted to include a
larger class of integral constraints. In all cases, we use a combination of variational techniques,
analysis and numerical computations to study the static and dynamic stability of rod equilibria,
ranging from the trivial solution to non-trivial helical solutions and finally buckled solutions. The
analytical methods are transparent, simply rely on variational inequalities and are independent of
any numerics, making them of independent interest for one-dimensional boundary-value problems.
The numerics have new features, see Section 6, are guided by the analysis and collectively, these
methods offer new insight into the interplay of boundary conditions, terminal loads and stability in
the analysis of rod equilibria.
The paper is organized as follows. In Section 2, we review the Kirchhoff rod model; in Sec-
tion 3, we analyze three different boundary-value problems for the trivial unbuckled solution in 3D.
In Section 4, we analytically and numerically study the static stability and dynamic evolution of
prototypical helical equilibria in 3D and in Section 5, we focus on the localized buckling solutions
reported in [13]. In Section 6, we present a discretization of the gradient flow method and illustrate
the incorporation of nonlinear integral constraints into the algorithm. In Section 7, we outline our
conclusions and future perspectives.
2
2 The Kirchhoff Rod Model
We work with a thin Kirchhoff rod whose geometry is fully described by its centreline along with a
frame that describes the orientation of the material cross-section at each point of the centreline [14,
15, 16, 2, 3]. We work in the thin filament approximation so that all physically relevant quantities
are attached to the central axis and although this approximation does not describe cross-sectional
deformations, it is suitable for long-scale geometrical and physical descriptions of slender filamentary
structures [12, 3]. The rod is inextensible, unshearable, uniform and isotropic by assumption [3, 14].
Our methods can be generalized to extensible, anisotropic rods but we focus on simple and generic
cases to illustrate our methods [10].
We denote the centreline by a space-curve, r(s) = (x(s), y(s), z(s)) : R→ R3, and the framing is
described by an orthonormal set of directors, {di(s)}, i = 1, 2, 3, where s is the arc-length along the
rod. In particular, d3 is the tangent unit-vector to the rod axis and inextensibility requires that
dr
ds
= d3, (1)
where s ∈ [0, L] and L is the fixed length of the rod [14, 15, 2, 12, 16]. The orientation of the basis,
{di(s)}, changes smoothly relative to a fixed basis, {ei}, and this change is described by
ddi
ds
= κ× di i = 1, 2, 3 (2)
where
κ = (κ1, κ2, κ3)
is the strain vector; κ1, κ2 contain information about bending or curvature and κ3 is the physical
twist [10, 11].
We adopt the Euler angle formulation and use a set of Euler angles, Θ(s) = (θ(s), φ(s), ψ(s)),
to describe the orientation of the director basis [3, 10]. The Euler angles are taken to be twice
differentiable by assumption, i.e., Θ ∈ C2 ([0, L];R3). Further, we always take 0 < θ < pi, i.e., we
avoid the polar singularities at θ = 0 and θ = pi since a lot of our mathematical machinery fails
at the polar singularities [3]. This restriction necessarily excludes rods with self-contact but still
accounts for a large class of physically relevant rod configurations, as we shall see in the subsequent
sections. The tangent vector, d3, is given by
d3 = (sin θ cosφ, sin θ sinφ, cos θ) (3)
and the rod configuration can then be recovered from (1); there are explicit expressions for d1,d2
but we do not need them here [3]. The strain components are given in terms of the polar angles by
κ1 = −φs sin θ cosψ + θs sinψ
κ2 = φs sin θ sinψ + θs cosψ
κ3 = ψs + φs cos θ (4)
where θs =
dθ
ds etc.
The isotropic rod, under consideration, obeys linear constitutive stress-strain relations and has
an isotropic, quadratic strain energy given by
V [θ, φ, ψ] :=
∫ 1
0
A
2
(
θ2s + φ
2
s sin
2 θ
)
+
C
2
(ψs + φs cos θ)
2 + FL2 · d3 ds (5)
3
where the rod-length L has been scaled away, A,C > 0 are the bending and twist elastic constants
respectively with CA ∈
[
2
3 , 1
]
and F is an external terminal load [13]. We note that there are
anisotropic rod energies with additional effects and constraints in the literature but the simple
energy in (5) is regarded as adequate for a large class of experiments in biology and engineering [1].
We are interested in modelling the rod equilibria, or equivalently the critical points of the energy
(5) given by classical solutions of the associated Euler-Lagrange equations:
Aθss = Aφ
2
s sin θ cos θ − Cφs sin θ(ψs + φs cos θ) +
∂
∂θ
(
FL2 · d3
)
d
ds
[
Aφs sin
2 θ + C cos θ (ψs + φs cos θ)
]
=
∂
∂φ
(
FL2 · d3
)
ψs + φs cos θ = Γ (6)
where Γ is a constant for 0 ≤ s ≤ 1, depending on (F, A,C, L). In what follows, we analyze the
stability of prototypical rod equilibria under a variety of boundary conditions: Dirichlet conditions
(clamped), Neumann conditions (pinned), mixed conditions (Dirichlet for some Euler angles and
Neumann for others), with and without isoperimetric constraints of the form
ri(1) = ri(0) (7)
for some i = 1, 2, 3. If r(1) = r(0) i.e. if ri(1) = ri(0) for all i, then we would have a closed rod, which
is outside the scope of this paper. The isoperimetric constraints translate into integral constraints
for the Euler angles as shown below:
x(1) = x(0)⇒
∫ 1
0
sin θ cosφ ds = 0
y(1) = y(0)⇒
∫ 1
0
sin θ sinφ ds = 0
z(1) = z(0)⇒
∫ 1
0
cos θ ds = 0. (8)
3 Boundary conditions and the stability of the ground state
Our first example concerns a naturally straight Kirchhoff rod, initially aligned along the xˆ-axis,
subject to controlled end-rotation and a terminal force, F = F xˆ, at the end s = 1. This example
builds on our previous work in [10, 11] and our aim is to improve the previous results and carefully
study the effect of boundary conditions on the stability of the unbuckled straight state. A sample
unbuckled ground state configuration can be seen in Figure 1.
With F = F xˆ, the rod-energy in (5) becomes
V [θ, φ, ψ] :=
∫ 1
0
A
2
(
θ2s + φ
2
s sin
2 θ
)
+
C
2
(ψs + φs cos θ)
2 + FL2 sin θ cosφ ds. (9)
In particular, F > 0 corresponds to a compressive force and F < 0 corresponds to a tensile force. It
is trivial to note that the unbuckled state, represented by the following triplet of Euler angles,
Θ0(s) =
(pi
2
, 0, 2piMs
)
(10)
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Figure 1: Unbuckled twisted ground state with L = 1 and M = 1. We plot the three directors d1
(red), d2 (blue) and the tangent d3 (green). Furthermore we emphasize the twist of the rod by a
red ribbon which corresponds to d1.
is a solution of the Euler-Lagrange equations in (6). We investigate the stability of Θ0 for three
different boundary-value problems
Dirichlet:⇒ θ(0) = θ(1) = pi
2
φ(0) = φ(1) = 0
ψ(0) = 0 ψ(1) = 2piM, (11)
Neumann:⇒ θs(0) = θs(1) = 0
φs(0) = φs(1) = 0
ψ(0) = 0 ψ(1) = 2piM, (12)
and
Mixed:⇒ θ(0) = θ(1) = pi
2
φs(0) = φs(1) = 0
ψ(0) = 0 ψ(1) = 2piM. (13)
We first present some energy estimates that are useful for a global and local stability analysis
of Θ0. Our first result concerns the energy difference between an arbitrary configuration of Euler
angles, Θ = (θ, φ, ψ), and the unbuckled state, Θ0 =
(
pi
2 , 0, 2piMs
)
. We can write Θ as
Θ(s) = (θ(s), φ(s), ψ(s))
θ(s) =
pi
2
+ α(s) 0 ≤ s ≤ 1
φ(s) = β(s) 0 ≤ s ≤ 1
ψ(s) = 2piMs+ γ(s) γ(0) = γ(1) = 0, (14)
since ψ is subject to Dirichlet conditions in all three boundary-value problems, (11)-(13). Further,
−pi2 < α < pi2 since θ does not encounter the polar singularities by assumption. The functions, α and
β, measure the deviation of (θ, φ) from the unbuckled state and are not subject to any end-point
constraints, since the choice of end-point constraints will depend on the choice of the boundary-value
problem in (11)-(13).
From (14), it is straightforward to check that
(ψs + φs cos θ)
2 = 4pi2M2 + (γs − βs sinα)2 + 4piM (γs − βs sinα) . (15)
5
Therefore, using (14), (15) and γ(0) = γ(1) = 0, we find that
2
(
V [θ, φ, ψ]− V
[pi
2
, 0, 2piMs
])
=
=
∫ 1
0
A
(
β2s cos
2 α+ α2s
)
+ C (γs − βs sinα)2 − 4piMCβs sinα+ 2FL2 (cosα cosβ − 1) ds.(16)
Equation (16) is valid for all triplets of Euler angles provided they do not encounter the polar
singularities. Local stability analysis requires us to only focus on small perturbations about Θ0. In
this case, we consider perturbations, Θ = (θ, φ, ψ), where 0 <  1 is a small parameter and
Θ(s) = (θ(s), φ(s), ψ(s))
θ(s) =
pi
2
+ α(s) 0 ≤ s ≤ 1
φ(s) = β(s) 0 ≤ s ≤ 1
ψ(s) = 2piMs+ γ(s) γ(0) = γ(1) = 0, (17)
for all 0 ≤ s ≤ 1. Then, using Taylor expansions and neglecting terms of order ε3 and higher, (16)
simplifies to
2
(
V [θ, φ, ψ]− V
[pi
2
, 0, 2piMs
])
=
= 2
∫ 1
0
A
(
α2s + β
2
s
)
+ Cγ2s − 4piMCαβs − FL2
(
α2 + β2
)
ds+O(ε3). (18)
The second variation of the rod-energy about Θ0 is simply given by the right-hand side of (18) i.e.
[10, 11]
d2
d2
V [θ, φ, ψ]|=0 =
∫ 1
0
A
(
α2s + β
2
s
)
+ Cγ2s − 4piMCαβs − FL2
(
α2 + β2
)
ds. (19)
3.1 Dirichlet problem
We first consider the boundary-value problem (11). Then α and β in (14) must vanish at the
end-points. Whilst studying the static stability of Θ0 under Dirichlet conditions, we frequently use
Wirtinger’s integral inequality cited below [17, 11].
Proposition 1 For every continuously differentiable function, u : [0, 1]→ R with u(0) = u(1) = 0,
we have ∫ 1
0
(
du
ds
)2
ds ≥ pi2
∫ 1
0
u2(s) ds. (20)
Proposition 2 The unbuckled state, Θ0, has lower energy than all triplets of Euler angles, Θ =
(θ, φ, ψ), subject to the boundary conditions in (11), provided that
min
s∈[0,1]
cos2 α >
4MC
A
max {FL2, 0} < Api2 min
s∈[0,1]
cos2 α− 4pi2MC. (21)
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Proof: We analyze the energy difference expression in (16). Firstly, we note that
cosα ≥ 1− α
2
2
and hence
F < 0⇒ 2FL2 (cosα cosβ − 1) > 0
F > 0⇒ 2FL2 (cosα cosβ − 1) ≥ −FL2 (α2 + β2) 0 ≤ s ≤ 1. (22)
Secondly, we use Young’s inequality and sin2α ≤ α2 to deduce that∫ 1
0
βs sinα ds ≤ 1
δ
∫ 1
0
α2 ds+ δ
∫ 1
0
β2s ds (23)
for any positive real number δ. We choose δ = 1pi , substitute (22) and (23) into (16) to obtain
2
(
V [θ, φ, ψ]− V
[pi
2
, 0, 2piMs
])
≥
≥
∫ 1
0
A
(
β2s cos
2 α+ α2s
)− 4pi2MCα2 − 4MCβ2s −max{FL2, 0} (α2 + β2) ds. (24)
Using Wirtinger’s inequality (20), we easily obtain
2
(
V [θ, φ, ψ]− V
[pi
2
, 0, 2piMs
])
≥(
Api2 min
s∈[0,1]
cos2 α− 4pi2MC −max{FL2, 0})∫ 1
0
β2(s) ds+
+
(
Api2 − 4pi2MC −max{FL2, 0}) ∫ 1
0
α2 ds. (25)
It is clear that
V [θ, φ, ψ]− V
[pi
2
, 0, 2piMs
]
> 0
if
max
{
FL2, 0
}
< Api2 min
s∈[0,1]
cos2 α− 4pi2MC. (26)
This completes the proof of Proposition 2. 
Proposition 2 effectively tells us that Θ0 is the global energy minimizer, provided the twist “M”
is sufficiently small compared to the material constant, CA , and the Euler angles are bounded away
from the polar singularities. Proposition 2 is a global result whereas Proposition 3 is a local stability
result that is an improvement over our previous results in [10]. We recall that a rod equilibrium is
stable in the static sense i.e. is a local energy minimizer, if the second variation of the rod energy is
positive at the equilibrium [3, 18]. In [10], we show that Θ0 is stable in the static sense for forces,
F < F1, where F1 is an explicit expression in terms of M,C,A,L. Correspondingly, we show that
Θ0 is unstable for forces, F > F2, and F1 6= F2. In Proposition 3, we close the gap between the
stability and instability regimes.
Proposition 3 The unbuckled state, Θ0, is a local energy minimizer for terminal forces
FL2 < Api2
(
1−
(
MC
A
)2)
(27)
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in (9). Correspondingly, Θ0 is unstable for forces
FL2 > Api2
(
1−
(
MC
A
)2)
. (28)
Proof: An equilibrium, Θ∗ = (θ∗, φ∗, ψ∗), is stable in the static sense if there exists a small
neighbourhood [3, 4],
∆(Θ) =
{
Θ = (θ, φ, ψ) : |θ − θ∗|2 + |φ∗ − φ|2 + |ψ∗ − ψ|2 ≤ } ,
such that
V [Θ] ≥ V [Θ∗] ∀Θ ∈ ∆.
We start by looking at the second variation of the rod-energy evaluated at the unbuckled state,
Θ0 in (19) and note that α and β vanish at the end-points for the Dirichlet boundary-value problem
(11). A simple integration by parts shows that
∫ 1
0 αβs ds = −
∫ 1
0 βαs ds so that (19) reduces to
d2
d2
V [θ, φ, ψ]|=0 =
∫ 1
0
A
(
α2s + β
2
s
)
+ Cγ2s − 2piMC (αβs − βαs)− FL2
(
α2 + β2
)
ds. (29)
We write α and β as
α = r cosσ
β = r sinσ (30)
with r2 = α2 + β2 and r(0) = r(1) = 0. Straightforward computations show that
d2
d2
V [θ, φ, ψ]|=0 ≥
∫ 1
0
A
(
r2s + r
2σ2s
)− 2piMCr2σs − FL2r2 ds. (31)
It suffices to note that f(σs) = Aσ
2
s − 2piMCσs ≥ −
(
piMC
A
)2
and the minimum is attained for
σs =
piMC
A . Therefore,
d2
d2
V [θ, φ, ψ]|=0 ≥
∫ 1
0
Ar2s −
(
pi2M2C2
A
+ FL2
)
r2 ds ≥
∫ 1
0
(
Api2 − pi
2M2C2
A
− FL2
)
r2 ds,
(32)
wherein we have used Wirtinger’s inequality,
∫ 1
0 r
2
sds ≥ pi2
∫ 1
0 r
2 ds. It is clear that the second
variation of the rod-energy in (19) is positive if
FL2 < Api2
(
1− M
2C2
A2
)
.
Similarly, we can show that the second variation of the rod-energy in (19), about Θ0, is negative
for
FL2 > Api2
(
1− M
2C2
A2
)
,
by substituting
α(s) = sin (pis) cos
(
piMC
A
s
)
β(s) = sin (pis) sin
(
piMC
A
s
)
(33)
in (??). The negativity of the second variation for a particular choice of (α, β) suffices to demon-
strate the instability of Θ0 for forces FL
2 > Api2
(
1− M2C2
A2
)
[3, 10]. This completes the proof of
Proposition 3. 
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3.1.1 Bifurcations from Θ0
The local stability analysis in Proposition 3 relies on the integral expression for the second variation of
the rod-energy in (19) and simple integral inequalities. Conjugate-point methods are an alternative
and very successful approach to stability analysis; see [9, 5]. Here, we present a conjugate-point
method type analysis for the unbuckled state, Θ0, in three dimensions and compute bifurcation
diagrams for the Euler angles, (θ, φ).
We can use integration by parts to write the second variation in (19) as
d2
d2
V [θ, φ, ψ]|=0 =
∫ 1
0
(α, β) · S (α, β) ds+
∫ 1
0
Cγ2s (34)
where S(α, β) is a coupled system of two linear ordinary differential equations as shown below:
S(α) = −Aαss − 2piMCβs − FL2α
S(β) = −Aβss + 2piMCαs − FL2β. (35)
From standard results in spectral theory [9], every admissible (α, β) subject to α(0) = α(1) = 0
and β(0) = β(1) = 0 can be written as a linear combination of the eigenvectors of the second-order
differential operator, S(α, β), in (34). One can check that there are two families of orthogonal
eigenfunctions for (α, β) given by
(α, β)m = sinmpis
(
cos
piMC
A
s, sin
piMC
A
s
)
m ∈ N
(α, β)m = sinmpis
(
− sin piMC
A
s, cos
piMC
A
s
)
m ∈ N, (36)
with corresponding eigenvalues
λm = Am
2pi2 − pi
2M2C2
A
− FL2. (37)
Equation (37) allows us to track the index or equivalently the number of negative eigenvalues as a
function of the applied force and identify the critical forces
Fm =
1
L2
(
Am2pi2 − pi
2M2C2
A
)
. (38)
Hence, every (α, β) can be written as
(α, β) =
∞∑
m=1
am sinmpis
(
cos
piMC
A
s, sin
piMC
A
s
)
+
∞∑
m=1
bm sinmpis
(
− sin piMC
A
s, cos
piMC
A
s
)
(39)
and substituting (39) into (34), we obtain
d2
d2
V [θ, φ, ψ]|=0 =
∫ 1
0
(α, β) · S (α, β) ds+
∫ 1
0
Cγ2s ≥
≥ 1
2
∞∑
m=1
λm
(
a2m + b
2
m
)
. (40)
From (37), it is clear that the smallest eigenvalue satisfies λ1 > 0 for forces FL
2 < Api2− pi2M2C2A and
thus, the second variation of the rod-energy in (19) is strictly positive for forces FL2 < Api2− pi2M2C2A .
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Figure 2: Bifurcation plot for θ and φ with branches at m = 1, . . . , 4. The parameter setting is
C/A = 3/4, M = 1 and L = 1.
In Figure 2, we plot bifurcation diagrams for the Euler angles (θ, φ) from the trivial solution, Θ0,
as a function of the applied load, FL2. As can be seen from Figure 2, there is a bifurcating branch
at every critical force, Fm, with m ≥ 1, and the bifurcation diagrams are qualitatively similar to the
well-known bifurcation diagrams for the polar angle, θ, in two dimensions [9, 8].
3.1.2 Remarks on isoperimetric constraints
The local stability analysis in Section 3.1 can be generalized to the boundary-value problem (11)
augmented with the following isoperimetric constraints:
y(0) = y(1)⇒
∫ 1
0
sin θ sinφ ds = 0
z(0) = z(1)⇒
∫ 1
0
cos θ ds = 0. (41)
We consider “small” perturbations about Θ0 in (14), as in (17). The isoperimetric constraints (41)
translate into the following integral constraints for α, β for small perturbations,∫ 1
0
α(s)ds = 0∫ 1
0
β(s)ds = 0. (42)
The problem of local stability analysis of Θ0 subject to (41) reduces to a study of the second variation
of the rod-energy in (19), subject to the integral constraints (42).
Proposition 4 The unbuckled state, Θ0, is stable in the static sense for the boundary-value problem
(11) and the isoperimetric constraints (41) for forces
FL2 < Api2 − pi
2M2C2
A
. (43)
Correspondingly, Θ0 is an unstable equilibrium of the rod-energy, subject to the boundary conditions
in (11) and the constraints in (41) for forces
FL2 > Api2
(
1−
(
MC
A
)2)
, (44)
10
Figure 3: Evolution of the unbuckled state under a L2-gradient flow. Parameters are L = 1, M = 1
and C/A = 1. The applied force is F = (50, 0, 0). Isoperimetric constraints ensure that y(1) = y(0)
and z(0) = z(1).
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if
MC
A
= 2p+ 1 p ∈ N; p ≥ 1. (45)
Proof: It is trivial to check that Θ0 satisfies the boundary conditions in (11) and the integral
constraints (41). The proof of local stability for forces satisfying (43), is identical to the proof of
Proposition 3. In contrast to Proposition 3, we cannot prove instability of Θ0 in the complementary
regime with the constraints (42), for all values of MCA .
For MCA satisfying (45), one can check that
α∗(s) = sin (pis) cos
(
piMC
A
s
)
β∗(s) = sin (pis) sin
(
piMC
A
s
)
(46)
satisfy the integral constraints (42). Thus (α∗, β∗) qualify as an admissible perturbation that vanish
at the end-points, s = 0 and s = 1, and satisfy the integral constraints (42). We substitute (α∗, β∗)
into (19) with γ = 0 and find that
d2
d2
V [θ, φ, ψ]|=0 < 0 (47)
for forces
FL2 > Api2
(
1−
(
MC
A
)2)
,
completing the proof of Proposition 4. 
3.2 Neumann boundary conditions
We analyze the local stability of Θ0 subject to the Neumann conditions (12). We consider small
perturbations, as in (17), and study the second variation of the rod-energy in (19),
d2
d2
V [θ, φ, ψ]|=0 =
∫ 1
0
A
(
α2s + β
2
s
)
+ Cγ2s − 4piMCαβs − FL2
(
α2 + β2
)
ds, (48)
subject to
αs(0) = αs(1) = 0
βs(0) = βs(1) = 0. (49)
Proposition 5 The unbuckled state, Θ0, is a locally stable equilibrium of the rod-energy in (5),
subject to the boundary conditions in (12), for forces
FL2 < −4pi
2M2C2
A
for A < 2MC
FL2 < −2pi2MC for A > 2MC. (50)
Proof: For A < 2MC, we write the second variation in (19) as
d2
d2
V [θ, φ, ψ]|=0 =
∫ 1
0
A
(
2piMC
A
α− βs
)2
+ Cγ2s +Aα
2
s − FL2β2 −
(
FL2 +
4pi2M2C2
A
)
α2 ds
(51)
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and it is clear that
d2
d2
V [θ, φ, ψ]|=0 > 0
for
FL2 +
4pi2M2C2
A
< 0
as stated in (50).
For A > 2MC, we write the second variation in (19) as
d2
d2
V [θ, φ, ψ]|=0 =
∫ 1
0
2MC (piα− βs)2+Cγ2s+Aα2s+(A− 2MC)β2s−FL2β2−
(
FL2 + 2pi2MC
)
α2 ds
(52)
and it is clear that d
2
d2
V [θ, φ, ψ]|=0 > 0 for
FL2 + 2pi2MC < 0
as stated in (50). This completes the proof of Proposition 5. 
3.3 Mixed boundary conditions
We analyze the local stability of Θ0 subject to the mixed boundary conditions in (13) i.e. Dirichlet
for θ and Neumann for φ. We consider small perturbations, as in (17), and study the second variation
of the rod-energy in (19),
d2
d2
V [θ, φ, ψ]|=0 =
∫ 1
0
A
(
α2s + β
2
s
)
+ Cγ2s − 4piMCαβs − FL2
(
α2 + β2
)
ds, (53)
subject to
α(0) = α(1) = 0
βs(0) = βs(1) = 0. (54)
In particular, we can use Wirtinger’s inequality for α i.e.
∫ 1
0 α
2
sds ≥ pi2
∫ 1
0 α
2ds. Note, that the same
calculations can be done if the roles of α and β in (54) are changed.
Proposition 6 The unbuckled state, Θ0, is a locally stable equilibrium of the rod-energy in (5),
subject to the boundary conditions in (13), for forces
FL2 < min
{
pi2
(
A− 4M
2C2
A
)
, 0
}
(55)
and unstable for forces
FL2 > Api2
1− Λ2
1 + Λ2
, (56)
where Λ := 2MCA . Note, that for A = 2MC we have a sharp result, i.e., Θ0 is stable for F < 0 and
unstable for F > 0.
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Proof: We write the second variation of the rod-energy about Θ0 as in (51).
d2
d2
V [θ, φ, ψ]|=0 =
∫ 1
0
A
(
2piMC
A
α− βs
)2
+ Cγ2s +Aα
2
s − FL2β2 −
(
FL2 +
4pi2M2C2
A
)
α2 ds ≥
≥
∫ 1
0
A
(
2piMC
A
α− βs
)2
+ Cγ2s − FL2β2 +
(
Api2 −
(
FL2 +
4pi2M2C2
A
))
α2 ds, (57)
where we have used Wirtinger’s inequality in the second step. It follows immediately from (57) that
d2
d2
V [θ, φ, ψ]|=0 > 0
if
FL2 < min
{
pi2
(
A− 4M
2C2
A
)
, 0
}
,
as stated in (55).
Similarly, we substitute
α∗(s) = sinpis
β∗(s) = −2MC
A
cospis (58)
into (57) and find that
d2
d2
V [θ, φ, ψ]|=0 = −FL
2
2
(
1 +
(
2MC
A
)2)
+
Api2
2
(
1−
(
2MC
A
)2)
for this particular choice of (α∗, β∗). Therefore, we conclude that the second variation is negative,
if
FL2 > Api2
1− Λ2
1 + Λ2
.
This completes the proof of Proposition 6. 
4 Model helices
We construct prototype helical equilibria for a naturally straight, inextensible, unshearable rod that
is subject to a terminal load, F = F zˆ. This choice of terminal load is motivated by the DNA
manipulation experiments reported in the literature [19]. The rod-energy is then given by
V [θ, φ, ψ] :=
∫ 1
0
A
2
(
θ2s + φ
2
s sin
2 θ
)
+
C
2
(ψs + φs cos θ)
2 + FL2 cos θ ds, (59)
where L is the fixed length of the rod. The corresponding Euler-Lagrange equations are given by
Aθss = Aφ
2
s sin θ cos θ − Cφs sin θ(ψs + φs cos θ)− FL2 sin θ
d
ds
[
Aφs sin
2 θ + C cos θ (ψs + φs cos θ)
]
= 0
ψs + φs cos θ = Γ (60)
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where Γ is a constant that depends on (F,A,C).. It is straightforward to check that for given values
of (F,C,A, λ, θ0), the following family of rod configurations, Θλ = (θλ, φλ, ψλ), given by
θλ(s) = θ0 0 < θ0 < pi
φλ(s) = 2piλs 0 ≤ s ≤ 1
ψλ(s) =
[
2piλ cos θ0
(
A
C
− 1
)
− FL
2
2piλC
]
s+ ξ (61)
for any real number ξ ∈ R, are exact solutions of the Euler-Lagrange equations (60), subject to their
own boundary conditions. We take θ0 ∈ (0, pi) so that we do not encounter the polar singularities
[10, 3]. We note that the twist depends on the applied force i.e. for a given set of parameters,
(F,C,A, λ, θ0), the twist is given by
ψs + φs cos θ =
2A
C
piλ cos θ0 − FL
2
2piλC
. (62)
The solutions, Θλ, are helices with constant curvature, κ, and constant torsion, η, given by [12]
κ = 2piλ sin θ0
η = 2piλ cos θ0. (63)
The next step is to investigate the stability of the helical equilibria, Θλ in (61), subject to its
own boundary conditions. For each λ ∈ R and θ0 ∈ (0, pi), we define the following Dirichlet problem
for the Euler angles:
θ(0) = θ(1) = θ0 0 < θ0 < pi
φ(0) = 0, φ(1) = 2piλ
ψ(0) = ξ, ψ(1) = 2piλ cos θ0
(
A
C
− 1
)
− FL
2
2piλC
+ ξ. (64)
The helical solutions, Θλ in (61), are equilibria of the rod-energy (59), subject to the boundary
conditions (64). We compute the second variation of the rod-energy (59) about Θλ as shown below.
We consider perturbations of the form
θ(s) = θ0 + α(s)
φ(s) = 2piλs+ β(s)
ψ(s) =
[
2piλ cos θ0
(
A
C
− 1
)
− FL
2
2piλC
]
s+ ξ + γ(s) (65)
with
α(0) = α(1) = 0
β(0) = β(1) = 0
γ(0) = γ(1) = 0 (66)
in accordance with the imposed Dirichlet conditions for the Euler angles. One can check that
d2
d2
V [θ, φ, ψ]|=0 =
∫ 1
0
A
{
α2s + β
2
s sin
2 θ0 + 4piλαβs sin θ0 cos θ0 − 4pi2λ2α2 sin2 θ0
}
+
FL2
piλ
αβs sin θ0 ds+
+C
∫ 1
0
(γs + βs cos θ0 − 2piλα sin θ0)2 ds. (67)
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Proposition 7 The helical solutions, defined in (61), are locally stable for
A >
|F |L2
2piλ
(68)
and for applied forces
|F |L2
2piλ
(
1
A
+
4pi2λ2
A− |F |L22piλ
)
< pi2
(
1− 4λ2) . (69)
If F = 0, then Θλ is stable for
− 1
2
< λ <
1
2
. (70)
The helical solutions, defined in (61), are unstable for applied forces
FL2 cos θ0 > 2Api
2
(
1− λ2) . (71)
If F = 0, then Θλ is unstable for
λ < −1 λ > 1. (72)
Proof: We start with the expression for the second variation in (67). We first note that∫ 1
0
FL2
piλ
αβs sin θ0 ds ≥ −|F |L
2
2piλ
{∫ 1
0
α2 ds+
∫ 1
0
β2s sin
2 θ0 ds
}
. (73)
The second variation is bounded from below by
d2
d2
V [θ, φ, ψ]|=0 ≥
∫ 1
0
A
{
α2s − 4pi2λ2α2
}− |F |L2
2piλ
α2 ds+
+
∫ 1
0
(
A− |F |L
2
2piλ
)
β2s sin
2 θ0 + 4piλAαβs sin θ0 cos θ0 + 4pi
2λ2Aα2 cos2 θ0 ds. (74)
It suffices to note that for A > |F |L
2
2piλ ,(
A− |F |L
2
2piλ
)
β2s sin
2 θ0 + 4piλAαβs sin θ0 cos θ0 + 4pi
2λ2Aα2 cos2 θ0 =
=
(A− |F |L2
2piλ
)1/2
βs sin θ0 +
2piλA(
A− |F |L22piλ
)1/2α cos θ0

2
− 2piAλ
A− |F |L22piλ
|F |L2α2 cos2 θ0. (75)
Then
d2
d2
V [θ, φ, ψ]|=0 ≥∫ 1
0
A
[
α2s − 4pi2λ2α2 −
|F |L2
2piλA
α2 − 2piλ
A− |F |L22piλ
|F |L2α2
]
ds. (76)
Finally, we recall Wirtinger’s inequality∫ 1
0
α2s ds ≥ pi2
∫ 1
0
α2(s) ds, (77)
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since α vanishes at the end-points, s = 0 and s = 1. Substituting (77) into (76), we obtain
d2
d2
V [θ, φ, ψ]|=0 ≥
∫ 1
0
A
[
pi2 − 4pi2λ2 − |F |L
2
2piλA
− 2piλ
A− |F |L22piλ
|F |L2
]
α2 ds (78)
and it is clear that
d2
d2
V [θ, φ, ψ]|=0 > 0
if
|F |L2
2piλ
(
1
A
+
4pi2λ2
A− |F |L22piλ
)
< pi2
(
1− 4λ2) .
This condition is clearly satified for |F |L2 sufficiently small i.e. there exists a range of tensile and
compressive forces for which the helical equilibria in (61) are stable in the static sense.
Instability result: Let
α(s) = sin 2pis
β(s) =
λ cos θ0
sin θ0
(cos 2pis− 1)
γ(s) =
λ
sin θ0
(1− cos 2pis) . (79)
Straightforward computations shows that
βs sin θ0 + 2piλα cos θ0 = 0
γs = 2piλ
α
sin θ0
= 2piλα sin θ0 − βs cos θ0. (80)
Therefore, the second variation (67), evaluated for this choice of (α, β, γ), is given by
d2
d2
V [θ, φ, ψ]|=0 =
∫ 1
0
A
{
α2s − 4pi2λ2α2
}− FL2 cos θ0 ds =
= 2Api2
(
1− λ2)− FL2 cos θ0 (81)
and the second variation is negative if
FL2 cos θ0 > 2Api
2
(
1− λ2) .
This completes the proof of Proposition 7. 
5 Localized buckling solutions
Next, we look at nontrivial solutions of the Euler-Lagrange equations derived in [13]. It is shown
that Θ : R→ R3 defined by
θ(s) = arccos
(
1− 2
1 + τ2
sech2(s)
)
φ(s) = arctan
(1
τ
tanhs
)
+ τs,
17
Figure 4: Evolution of an unstable helix under a L2-gradient flow. Parameters are L = 1, C/A = 3/4,
λ = 1 and F = 0. We have neumann boundary conditions for the Euler angles and isoperimetric
constraints ensure that the endpoints of the rod stay fixed during the evolution. We note that our
theory does not cover this experiment since we do not work with isoperimetric constraints.
Figure 5: Evolution of an unstable helix under a L2-gradient flow. Parameters are L = 1, C/A = 3/4,
λ = 1 and F = 0. We have neumann boundary conditions for θ and φ and dirichlet boundary
conditions for ψ. Furthermore, isoperimetric constraints ensure that the endpoints of the rod stay
fixed during the evolution. As in Figure 4 we note, that our theory does not cover this experiment.
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ψ(s) = arctan
(1
τ
tanhs
)
+
(
3− 2
b
)
τs,
are solutions to the Euler-Lagrange equations where the force F is given by F =
(
0, 0, 21−z1
)
and
z1 =
τ2−1
τ2+1
. We fix a length L and consider Θ|(−L,L) : R→ R3 being a solution of the Euler Lagrange
equation subject to it’s fulfilling boundary conditions.
For a given set of angles U = (ζ, η, ξ) : R→ R3 we define the rod rU : R→ R3 to be
rU (s) :=
∫ s
0
(sin ζ cos η, sin ζ sin η, cos ζ) ds˜,
i.e., we solve drUds = d3,U . For a set of parameters τ = 1/2, 1, 2, we will discuss numerically the
stability of these localized buckling solutions. In order to compare Θ with perturbations Θε, we
define the space
XΘ := {U : (−L,L)→ R3 : rU (−L) = rlb(−L), rU (L) = rlb(L), U(−L) = Θ(−L) and U(L) = Θ(L)}.
The first variation of the rod-energy V on XΘ, evaluated at Θ vanishes, so that we can compute
a perturbation of Θ with lower energy if the second variation of V on Xlb admits a negative eigen-
value. We take the corresponding eigenfunction UΘ and have that V (Θ + εUΘ) < V (Θ) for ε > 0
sufficiently small. This has been done numerically and the result can be seen in Figure 6.
Note, that for a perturbation Θε := Θ + εUΘ it holds |rΘε(L) − rΘ(L)| ∼ ε2, so that Θε 6∈ XΘ.
That means, Θε has lower energy but isoperimetric constraints are only satisfied up to order ε
2. In
a second set of experiments we use a L2 gradient flow as derived in Section 6 and fix the endpoints
so that rΘ(t)(L) = rΘ(0)(L) for t > 0. For τ = 1/2, 1, 2 we plot the decay of energy in Figure 7 and
deduce that the localizsed buckling solutions are unstable.
6 Numerics
Let I = [−L,L], h = (2L)/N be a grid size and (−L = s0, s1, . . . , sN = L) a uniform partition of
I with nodes si = −L + ih, i = 0, . . . , N , N ∈ N. We define S1(I) to be the space of piecewise
affine, globally continuous functions and S10 (I) = {uh ∈ S1(I) : uh(−L) = uh(L) = 0}. Then, every
u ∈ S1(I) is clearly defined by its nodal values (u(s0), . . . , u(sN )) so that we can identify S1(I) with
RN+1. The discrete energy V h : R3(N+1) → R is defined as
(θh, φh, ψh) 7→
∫ 1
0
A
2
(
(θhs )
2 + (φhs )
2 sin2 θh
)
+
C
2
(
ψhs + φ
h
s cos θ
h
)2
+ FL2 · dh3 ds,
where dh3 = (sin θ
h cosφh, sin θh sinφh, cos θh). We can compute the first variation of V h in a
straightforward manner,
〈δV h(Θh), (αh, βh, γh)〉 = d
d
|=0V h(θh + αh, φh + βh, ψh + γh).
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Figure 6: Local buckling solutions (blue) and perturbations with compact support (red). We set
L = 10 and C/A = 3/4. From left to right the solutions correspond to τ = 1/2, τ = 1 and
τ = 2. The minimal eigenvalues of the second derivative of the rod-energy was λmin = −106.69,.
λmin = −189.50 and λmin = −489.80 for the three parameters, respectively.
Figure 7: Evolution under a L2 gradient flow: Initial data for the gradient flow are the local buckling
solutions with parameter τ = 12 , 1, 2. We plot the decay of energy during the evolution with fixed
endpoints and Dirichlet boundary conditions for all three angles.
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Figure 8: Evolution of a local buckling solution under the L2-gradient flow. Parameters are L = 10,
C/A = 3/4 and τ = 1. Isoperimetric constraints ensure that x and y components of the endpoints
are fixed during the evolution. On the upper left we plot the decay of energy during the evolution.
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The semi-discrete in space L2-gradient flow is then defined as
(
∂tΘ
h, (αh, βh, γh)
)
L2
= −〈δV h(Θh), (αh, βh, γh)〉,
where (u, v)L2 =
∫ L
−L u · vds is the standard L2-inner product. Given a time step size κ > 0 we
define the time steps tj = κj. An implicite time-discretization of the L
2-gradient flow leads to a
family of angles (Θhj )j∈N related to the time step tj . Given Θ
h
j ∈ R3(N+1), the angles at time tj , we
compute the discrete velocity dtΘ
h
j as a solution of(
dtΘ
h
j , (α
h, βh, γh)
)
= −〈δV h(Θhj + κdtΘhj ), (αh, βh, γh)〉,
and update Θhj+1 = Θ
h
j + κdtΘ
h
j .
6.1 Isoperimetric Constraints
We now introduce a method for the conservation of isoperimetric constraints during the evolution.
The idea goes back to [20, 21] where it was used to ensure conservation of area and mass of biomem-
branes during a similar energy minimization procedure. We will focus on the constraint
x(0) = x(1), i.e.
∫ L
−L
sin θ cosφ ds = 0,
and note, that adding more side conditions is straightforward. We introduce the extended energy
W h(Θh) = V h(Θh) + λ
(∫ L
−L
sin θh cosφh ds
)
.
and compute the first variation with respect to Θh
〈δW h(Θh), (αh, βh, γh)〉 = 〈δV h(Θh), (αh, βh, γh)〉+λ
(∫ L
−L
(
αhcos θh cosφh − βhcos θh sinφh
)
ds
)
.
Following [20] we compute in each time-step the velocities vV h and vIso via(
vV h , (α
h, βh, γh)
)
= −〈δV h(Θh), (αh, βh, γh)〉,
and
(
vIso, (α
h, βh, γh)
)
= −
∫ L
−L
(
αhcos θh cosφh − βhcos θh sinφh
)
ds
and define the function
ρj(λ) =
∫ L
−L
sin θh(λ) cosφh(λ) ds,
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where Θ(λ) = Θhj +κ(vV h +λvIso). Now, we use a Newton iteration to compute a solution λj of
ρj(λ) = 0 and set Θhj+1 = Θ
h
j + κ (vV h + λjvIso).
Fully discrete gradient flow with constraints. Given a tolerance TOL > 0, a grid size
h > 0 and a partition of [−L,L], we start with an initial set of angles Θh0 and time-step size κ > 0.
We set j := 0 and iterate on j the following steps:
(1) Compute vV h , vIso ∈ [S10 (T )]3 satisfying(
vV h , (α
h, βh, γh)
)
= −〈δV h(Θh), (αh, βh, γh)〉,
and (
vIso, (α
h, βh, γh)
)
= −
∫ L
−L
(
αhcos θh cosφh − βhcos θh sinφh
)
ds,
for all (αh, βh, γh) ∈ [S10 (T )]3.
(2) Compute a solution λj of ρ
j(λ) = 0 and set Θhj+1 = Θ
h
j + κ (vV h + λjvIso).
(3) Stop if resj =
∣∣∣V h(Θhj+1)− V h(Θhj )∣∣∣ < TOL. Otherwise set j = j + 1 and go to (1).
7 Conclusions
In this paper, we study three different types of rod equilibria, including both trivial and buckled
solutions, in a fully 3D setting with different types of boundary conditions and isoperimetric con-
straints. The analytic methods in Section 3 and Section 4 are relatively explicit and transparent,
only depending on integral inequalities. These methods yield explicit stability estimates in terms of
the twist, load and elastic constants and give valuable information about the incipient instabilities, as
illustrated in Section 3.1.1. In particular, we bypass the traditional problems with Neumann bound-
ary conditions in Section 3.2. The numerical experiments in Sections 4 and 5 could be carried out
systematically to devise model conditions under which these non-trivial solutions could be stabilized.
The work in this paper is only foundational for 3D studies of rod equilibria and there are several
open directions e.g. dynamical studies of the fully nonlinear Kirchhoff rod equations, inclusion of
intrinsic curvature into the stability analysis, non-equilibria transitions between different equilibria
as a function of the external load and the role of external loads in stabilization and destabilization
effects. However, the analytic methods in this paper can be carried over to more complicated situ-
ations of extensible-shearable rods or rods with intrinsic curvature and the numerical methods can
be readily adapted to include topological and various boundary constraints. Therefore, we believe
that these methods provide new tools and approaches to applied mathematicians in this area and
we hope to report on new 3D effects in future work.
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