We prove a version of Lagrange multipliers theorem for nonsmooth functionals defined on normed spaces. Applying these results, we extend some results about saddle point optimality criteria in mathematical programming.
Introduction
Let U be an open neighborhood of a vector x in a normed space E, g 1 , . . . , g N and f be real functions on U . We consider the following optimization problem with inequality constraints:
If E is a Banach space, x is a solution of (PI), g 1 , . . . , g N and f are Fréchet differentiable at x and D ((g 1 , . . . , g N ))(x)(E) = R N , Ioffe and Tihomirov in [7] proved that there are a real number a 0 and nonpositive real numbers a 1 , . . . , a N such that (a 0 , . . . , a N ) = 0 ∈ R N +1 and a 0 Df (x) = a 1 Dg 1 (x) + · · · + a N Dg N 
(x).
In [4] , Halkin extended this result to the following optimization problem: Proof. We can assume without loss of generality that x = 0 and g(x) = 0. Fix a vector v in X such that Dg(0)(v) = 0. By Remark 2.1 about the (X, F )-continuity and (X, F )-differentiability of g at 0, there is a positive real number v and a mapping φ v from B F (v) (0, v (0, v ) to R n such that: B E (x, v ) ⊂ U , g y,F is continuous at 0 for every y ∈ B F (v) (0, v There is a real positive number r such that α(s 1 h 1 + · · · + s n h n + v) belongs to B F (v) (0, v 
We put
Because g y,F is continuous at 0 for every y in B F (v) (0, v ) , we see that G α is continuous on B n (0, r) for any fixed α in (0, r) and
Note that there is a positive real number M such that η(s)
where m is an integer greater than r − Let E = X = U = R 3 and Z = R × {0} × {0}. We define
where χ C is the characteristic function of the set C.
The results in [3] [4] [5] [6] [7] 17, [19] [20] [21] [22] ] cannot be applied to this case. It is easy to derive this example to the case of vector functions.
The idea of "generalized" tangent vectors is essential to get the following generalized Lagrange multipliers theorem.
Theorem 2.1. Let U be an open subset of normed vector space E, X be a vector subspace of
Assume that
Then there exists a unique mapping Λ ∈ L(R n , R) such that
Df (u)(k) = Λ Dg(u)(k) ∀k ∈ X.
Proof. Assume f (u) is the minimum of f (M). Choose n vectors
We define a real linear mapping Λ on R n as follows: 
Replacing k in the above inequality by −k, we get the theorem.
Since Dg(u)(F ) = R n , we can get the uniqueness of Λ.
The proof for the case f (u) = max f (M) is similar and omitted. 
Then g(u) = 0 and there exists a unique (a 1 , . . . , a n+m ) in R n+m such that a 1 , . . . , a n are negative and
Proof. We prove the theorem by the following steps.
Step 
Step 2. We prove that a i < 0 for every i ∈ {1, . . . , n}. First, we prove that 
Thus there exists l 0 ∈ N such that g i (u l ) < g i (u) ∀i ∈ {1, . . . , n}, ∀l l 0 , which implies that u l is in M for any l l 0 and
Let ε tend to 0, we have −a 1 0 or a 1 0. Since Dg(u)(F ) = R n+m , we have a 1 < 0. Similarly, we have a i < 0 ∀i = 1, . . . , n.
Step 3. We shall prove g(u) = 0. Put I = i ∈ {1, . . . , n}: g i (u) < 0 and J = j ∈ {1, . . . , n}: g j (u) = 0 .
We assume by contradiction that I is not empty. In this case, we see that i∈I a i < 0.
(
On the other hand, there is k in F such that 
Thus lim l→∞ g i (u l ) = g i (u) < 0. Then there exists an integer l 1 such that
Thus there exists l 2 ∈ N such that
Therefore u l is in M for any l max{l 1 , l 2 } and
It implies that i∈I a i 0, which contradicts to (1) and I should be empty and we get the result. 2
Applications in programming problems
Let X ≡ R n denote the n-dimensional Euclidean space and let R n + be its nonnegative orthant. Let f, h 1 , . . . , h m be real functions on an open subset S of R n . We consider the following nonlinear programming problem (h r+1 (x) , . . . , h m (x)) for any x in S. Let h(x) denote the column vector (h 1 (x), h 2 (x), . .
. . , h r (x)) and h K (x) =

. , h m (x)) T and be partitioned as h(x) = (h J (x), h K (x)) T . We denote
Let a = (a 1 , . . . , a N ) ∈ R N with N ∈ N. We say a 0 (or 0) if and only if a i 0 (or 0) for every i ∈ {1, . . . , N}. Definition 3.1. Let S be an open subset of R n , u be in S, g be a real function on S and Gâteaux differentiable at u, and η is a function from S × S to R n . We say (i) the function g is said to be invex at u with respect to the function η, if for every x ∈ S, we have
(ii) the function g is said to be pseudo-invex at u with respect to the function η, if for every x ∈ S, we have
(iii) the function g is said to be quasi-invex at u with respect to the function η, if for every x ∈ S, we have
Applying results in the first section, we study the following programming problems.
Problem 1: Nonlinear programming problem
Let f , g, h 1 , . . . , h m be real functions on an open subset S of R n . Let J , K, h J and h K be as in the beginning of this section.
Put
The map L is called the incomplete Lagrange function of the problem (P ). f and h 1 , . . . , h m be real functions on S and Gâteaux differentiable atx withx ∈ S. F be a m-dimensional vector subspace of X andx be optimal for (P ). Assume that is (X, F )-differentiable atx and (X, F ) 
Proof. Applying Theorem 2.2 in case E
Now arguing as in the proof of Theorem 2.1 in [2] , we get the theorem. 2
We consider the following propositions.
(A1)x be optimal for (P ). We have the following result. Proof. Applying Theorem 2.2 in case E = X = R n , U = S for f and {h j } j =1,m , we get (i).
Consider (ii). By the invexity property of f (·) + m i=1 λ i h i (·) with respect to the function η atx, we have
It follows that
and we get (ii). 2
Problem 2: Fractional programming problem
Let f , g, h 1 , . . . , h m be real functions on an open subset S of R n . Let J , K, h J and h K be as in the beginning of this section. Put
Assume that g(x) = 0 for any x in S and g(x) > 0 for any x in S K . We now consider the fractional programming problem
We note that ifx is optimal for the problem (FP) thenx is also optimal for the following problem
This form of (FP1) suggests the choice of the incomplete Lagrange function L F : S K × R |J | + → R as follows:
. 
. By the quasi-invexity of (λ K ) T h K (·) with respect to the function η atx, we obtain
0.
By the pseudo-invexity of f (·)+(λ J ) T h J (·) g(·)
with respect to the function η atx, we see that
And we get (x) v * , for every x ∈ S h and we get (ii). 2
