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Re´sume´
Nous e´tudions des germes de champs de vecteurs holomorphes singuliers a` l’origine
de Cn dont la partie line´aire est 1-re´sonante et qui admettent une forme normale poly-
nomiale. En ge´ne´ral, bien que le diffe´omorphisme formel normalisant soit divergent a`
l’origine, il existe ne´anmoins des diffe´omorphismes holomorphes dans des ”domaines
sectoriels” qui les transforment en leur forme normale. Dans cet article, nous e´tudions
la relation qui existe entre le phe´nome`ne de petits diviseurs et le caracte`re Gevrey de
ces diffe´omorphismes sectoriels normalisants. Nous montrons que l’ordre Gevrey de ce
dernier est relie´ au type diophantien des petits diviseurs.
Abstract
We study germs of singular holomorphic vector fields at the origin of Cn of which
the linear part is 1-resonant and which have a polynomial normal form. The formal nor-
malizing diffeomorphism is usually divergent at the origin but there exists holomorphic
diffeomorphisms in some ”sectorial domains” which transform these vector fields into
their normal form. In this article, we study the interplay between the small divisors
phenomenon and the Gevrey character of the sectorial normalizing diffeomorphisms.
We show that the Gevrey ordrer of the latter is linked to the diophantine type of the
small divisors.
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1 Introduction
In this article, we are concerned with the study of some germs of holomorphic vector fields
in a neighborhood of a fixed point. More precisely, we shall consider holomorphic non-linear
perturbations
X =
n∑
i=1
(λixi + fi(x))
∂
∂xi
of the diagonal linear vector field s =
∑n
i=1 λixi
∂
∂xi
, where n ≥ 2. Hence, the functions fi’s
vanish as well as their first derivatives at the origin. Two such germs of vector fields X1,X2
are holomorphically conjugate (resp. equivalent) if there exists a germ of biholomorphism
Φ of (Cn, 0) which conjugates them (resp. up to the muliplication by an holomorphic unit):
Φ∗X1(y) := DΦ(Φ
−1(y))X1(Φ
−1(y)) = X2(y). It is well known (see [Arn80] for instance)
that such a vector field is formally conjugate (i.e. by means of a formal diffeomorphism
named normalizing diffeomorphism) to a normal form X̂norm, that is a formal vector field
which commutes with the linear part s. In coordinates, we have
X̂norm =
n∑
i=1

λiyi + ∑
(Q,λ)=λi
Q∈Nn
2
aiQy
Q

 ∂∂yi
the sum being taken over the multiindices Q = (q1, . . . , qn) ∈ N
n such that |Q| := q1 +
· · · + qn ≥ 2 (we shall write Q ∈ N
n
2 ) and which satisfy a resonance relation (Q,λ) :=
q1λ1 + · · ·+ qnλn = λi. The a
i
Q’s are complex numbers.
If there exists a monomial xr which is a first integral of the linear part s (i.e. s(xr) = 0)
but which is not a first integral of a normal form then the formal normalizing diffeomorphism
is generally a (vector of) divergent power series (see [Bru72, Mar80]). We are interested in
this situation. More precisely, Ichikawa [Ich82] has shown that, if s is 1-resonant (i.e. the
formal non-linear centralizer of s is generated by the sole relation (r, λ) = 0 for a nonzero
r ∈ Nn), then X has only a finite number of formal invariants if and only if yr is not a first
integral of a normal form (and thus of any normal form); this is Ichikawa’s condition I. This
means that X has a polynomial normal form.
2
The analytic classification of these objects in dimension two is due to J. Martinet and
J.-P. Ramis in two seminal articles [MR82, MR83]. They showed that the divergent normal-
izing diffeomorphism is in fact summable in some sectorial domain. This means that there
exist germs of a holomorphic diffeomorphism in some large sectorial domain (with vertex
at the origin) having the formal diffeomorphism as asymptotic expansion in the domain
and conjugating the vector field to its polynomial normal form. The counterpart for one
dimensional diffeomophisms is due to Ecalle-Voronin-Malgrange [Vor81, Mal82]. This study
was continued in a more general setting (in particular in higher dimension) by J. Ecalle by
a completely different manner in the article [Eca92]. The second author has given a unified
approach of the two articles of Martinet and Ramis while treating the n-dimensional case
[Sto96]. In this situation, he also proved that the formal normalizing diffeomorphism could
be realized as the asymptotic expansion of some genuine holomorphic diffeomorphism in
some sectorial domain which normalizes the vector field (in the case of one zero eigenvalue,
in dimension 3 and without small divisors, the result is due to Martins [Mar92]). Due to
the presence of small divisors, the summability property of the formal power series does not
hold as we already noticed in [Sto96] (there is no small divisor in the two-dimensional prob-
lem). But, we only had a qualitative approach of this phenomenon. In his article [Eca92], J.
Ecalle gave some statements (see propositions 9.1-9.4, p.136-137) in a more general setting
with ”preuves succintes”. One of them is (we refer to his article for the definitions, g˜(z) is
a normalizing series):
”The´ore`me 9.1 - Les se´ries formelles g˜(z) associe´s a` l’objet local X ou f sont
toujours de classe Gevrey 1 + δint + 0 mais pas infe´rieur en ge´ne´ral.”
In this article, we shall quantify the interplay between the Gevrey property (this
is due to the ”grands multiplicateurs” that Poincare´ mentions in [Poi87][p.392]) of the nor-
malizing tranformations and the small divisors phenomenon (compare with theorem
4.2).
Acknowledgment. The authors would like to thank Bernard Malgrange for his re-
marks and comments that permitted us to improve the redaction of this article. We would
like to thank Jean-Pierre Ramis for his encouragement and also for giving us the exact
reference in the work of Henri Poincare´. We also would like to thank Yann Bugeaud for
enlightening discussions and references about arithmetics. The first author would like to
thank the department of mathematics of the Universite´ Paul Sabatier for several invitations.
2 Normal form of 1-resonant vector fields
Let s =
∑n
i=1 λixi∂/∂xi be a linear diagonal vector field.
Definition 2.1. We shall say that s is 1-resonant if there is a monomial xr where r ∈ Nn1
such that if i ∈ {1, . . . , n}, then for all monomials xQ such that [s, xQ ∂∂xi ] = 0, we have
xQ = (xr)lxi for some nonnegative integer l.
The resonance monomial xr generates the ring Ôsn = {f ∈ C[[x1, . . . , xn]] | Ls(f) = 0}
of first integrals. We shall assume that s is diophantine in the sense that it satisfies the
3
Bruno small divisors condition
(ω) −
∑
k≥0
ln(ωk+1)
2k
< +∞,
where
ωk = inf
{
|(Q,λ)− λi| | |(Q,λ)− λi| 6= 0, i = 1, . . . , n, Q ∈ N
n, 2 ≤ |Q| ≤ 2k
}
.
Without any loss of generality, we assume that ri 6= 0 if 1 ≤ i ≤ p and rp+1 = · · · = rn = 0
where r = (r1, . . . , rn). We shall set p = n if none of the ri’s vanish. Let us define the
map π : Cn → C defined by π(x) = xr. Let Dπ (resp. D̂π) be the group of germs of
biholomorphisms (resp. formal diffeomorphisms) at the origin of Cn, fixing the origin and
leaving the map π invariant (i.e. π ◦Φ = π).
Let k ≥ 1 be an integer and let us define the space Ek (resp. Êk) of germs of 1-resonant
holomorphic (resp. 1-resonant formal) vector fields in a neighboorhood of the origin 0 ∈ Cn
of the form :
X =
n∑
i=1
xi(λi + Pi,k(x
r))
∂
∂xi
+
p∑
i=1
xi (x
r)k fi(x)
∂
∂xi
+
n∑
i=p+1
(xr)k+1 gi(x)
∂
∂xi
where xr is the resonance monomial and Pi,k’s are polynomials in the variable u, vanishing
at zero and of degree at most k such that
∑p
i=1 riPi,k(u) = βu
k with β ∈ C∗. The fi’s and
gi’s are germs of holomorphic functions (resp. formal power series) in a neighbourhood of 0
such that
∑p
i=1 rifi(x) = 0. We shall say that elements of Ek (resp. Êk) are well prepared
vector fields. We recall that a vector field X is holomorphically equivalent to Y if it is
holomorphically conjugate to Y up to multiplication by a unit of On.
Proposition 2.1. [Sto96][proposition 3.2.1] Any germ of a 1-resonant vector field satisfying
the Ichikawa transversality condition (I) and (ω) is holomorphically equivalent to a well
prepared germ. This means that there exists an integer k such that X is equivalent to an
element of Ek.
Proposition 2.2. [Sto96][proposition 3.2.2] Let X̂ ∈ Êk be a well prepared formal vector
field of the form
X̂ =
n∑
i=1
xi(λi + Pi,k(x
r))
∂
∂xi
+
p∑
i=1
xi (x
r)k fi(x)
∂
∂xi
+
n∑
i=p+1
(xr)k+1 gi(x)
∂
∂xi
.
Then there exists a unique formal diffeomorphism φˆ ∈ D̂π tangent to the identity at zero
such that
φˆ∗X̂ =
n∑
i=1
yi(λi + Pi,k(y
r))
∂
∂yi
.
Let α ∈ Cn such that (r, α) 6= 0. Let Ek,λ,α ⊂ Ek be the set of germs of well prepared
holomorphic vector fields at the origin of the form:
n∑
i=1
(
xi(λi + αi(x
r)k) + (xr)kfi(x)
) ∂
∂xi
, (1)
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with
∑p
i=1 riαi =: β 6= 0 and fi(x) = xif˜i(x), 1 ≤ i ≤ p, where the f˜i’s are germs of
holomorphic functions in a neighbourhood of 0 ∈ Cn. Moreover, they satisfy
∑p
i=1 rif˜i(x) =
0. Let
Xk,λ,α =
n∑
i=1
xi
(
λi + αi(x
r)k
) ∂
∂xi
be the normal form of such a vector field.
Let us make the following assumptions:
• (H ′1) all the eigenvalues λi have a nonnegative imaginary part and if zero is not an
eigenvalue then there are at least two real eigenvalues.
• (H ′2) there exists λi0 ∈ R
∗ such that
min
i 6=i0
Re
(
αi
β
−
λi
λi0
αi0
β
)
> 0,
where the minimum is taken over all indices i 6= i0 such that λi ∈ R.
• (H ′3) if λi is not real then fi = xif˜i where f˜i is a germ of a holomorphic function at
the origin.
We shall call sectorial domain a domain of Cn of the form:
DSj(ρ,R) =
{
y ∈ Cn |
∣∣∣∣arg yr − 1kπ(j + 12)
∣∣∣∣ < πk − ǫ, 0 < |yr| < ρ, |yi| < R for i = 1, . . . , n
}
where ρ,R > 0, 0 < ǫ < π/k and 0 ≤ j ≤ 2k − 1 is an integer.
Stolovitch has shown the following result
Theorem 2.1 (Sectorial normalization). [Sto96][The´ore`me 3.3.1] Let ǫ < π/k be a
positive number and let X belong to Ek,λ,α. Under assumptions (H
′
1), (H
′
2) and (H
′
3), for
any even integer 0 ≤ j ≤ 2k − 1 there exists a local change of coordinates xi = yi + φ
j
i (y),
i = 1, . . . , n, tangent at the identity, holomorphic in the sectorial domain DSj(ρ,R) with
ρ,R sufficiently small, in which the vector field (1) can be written as
X =
n∑
i=1
yi
(
λi + αi(y
r)k
) ∂
∂yi
. (2)
This change of coordinates preserves the function xr. Each function φji admits the formal
power series φˆi as asymptotic expansion in y
r in the sense of Ge´rard-Sibuya in the domain
DSj(ρ,R). Here, xi = yi + φˆi(y), i = 1, . . . , n, is the unique formal coordinate system in
which the vector field X is in its normal form (2). Moreover, if all the eigenvalues are real
then the result holds also for j odd.
We refer to definition 3.2 in the next section for the notion of asymptotic expansion in
the sense of Ge´rard-Sibuya. The proof of this theorem reduces to the proof of the sectorial
linearization of the non-linear system with an irregular singularity at the origin
βzk+1
dxi
dz
= xi(λi + αiz
k) + zkfi(x) i = 1, . . . , n. (3)
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By sectorial linearization, we mean that there is a change of coordinates xi = yi + gi(z, y),
i = 1, . . . , n, holomorphic in S × P , where S is a sector in C with vertex at 0 (variable z)
and P a polydisc centered at 0 ∈ Cn (variables y) in which the system can be written as:
βzk+1
dyi
dz
= yi(λi + αiz
k) i = 1, . . . , n. (4)
In [Sto96]) it is shown that the function φi(y) is nothing but gi(y
r, y). Moreover, the gi’s
have an expansion at the origin of the form
gi(z, y) =
∑
Q∈Nn
2
gi,Q(z)y
Q (5)
where the gi,Q’s are holomorphic functions in S.
3 Gevrey functions and summability
Here we recall some definitions of Gevrey asymptotics and summability which will be used
further on (for more details see [Mal95, Bal00, Ram93, RS]).
Definition 3.1. A holomorphic function f in an open bounded sector S with vertex 0 in
C is said to to admit an asymptotic expansion of Gevrey order s > 0 (resp. in the sens of
Poincare´) if there exists a formal power series fˆ =
∑∞
j=0 fjz
j such that for every compact
subsector S′ of S ∪ {0} there exist positive constants A and C such that for all z ∈ S′ and
N ∈ N
|f(z)−
N−1∑
j=0
fjz
j | ≤ CANΓ(1 +Ns)|z|N ,
where Γ(x) is the Gamma-function (resp. CANΓ(1 +Ns) is to be replaced by a unprecised
constant MN ). Such a function f will be called an s-Gevrey function on S or shortly f is
s-Gevrey on S.
Equivalently: a holomorphic function f on S is s-Gevrey on S if all derivatives of f are
continuous at 0 and if S′ is as above then there exist positive constants A and C such that
for all N ∈ N and all z ∈ S′:
1
N !
|
∂Nf(z)
∂zN
| ≤ CANΓ(1 +Ns).
Definition 3.2. [MR82, GS79] Let fˆ =
∑
Q∈Nn fˆQ(z)x
Q ∈ C[[z, x1, . . . , xn]] be a formal
power series. We shall say that an analytic function f on S \ {0} ×∆ ( S ⊂ C is an open
sector and ∆ ⊂ Cn an open polydisc centered at 0 ∈ Cn), f(z, x) =
∑
Q∈Nn fQ(z)x
Q admits
fˆ as asymptotic expansion in the sense of Ge´rard-Sibuya in S \ {0} × ∆, if each
function fQ(z) admits fˆQ(z) as an asymptotic expansion in the sense of Poincare´, in the
sector S and for every compact subsector S′ of S ∪ {0}, every compact subset ∆′ of ∆ and
every N ∈ N1 there exists a constant K such that
|f(z, x)−
∑
|Q|<N
fQ(z)x
Q| ≤ K|x|N for all (z, x) ∈ S′ ×∆′.
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Definition 3.3. If k > 0 and f is 1/k-Gevrey in a sector S with opening > π/k then fˆ is
k-summable in the direction of the bisector of S and its k-sum on S is f . In this case f is
uniquely determined by fˆ and we say that f is a k-sum on S.
The notion of summability is due Borel and generalized by Ramis (cf. [Ram80]).
Suppose that f is a holomorphic function on S × Pn(0, r) (where S is as above and
Pn(0, r) is the open polydisc in C
n with center 0 and radius r). Then f(z, x) is said to
be s-Gevrey in z on S uniformly in x on Pn(0, r
′) for some r′ ∈ (0, r) if there exists a
formal power series fˆ(z, x) =
∑∞
j=0 fj(x)z
j where the coefficients fj(x) are holomorphic on
Pn(0, r
′) such that for every compact subsector S′ of S ∪ {0} there exist positive constants
A and C such that for all z ∈ S′, all x ∈ Pn(0, r
′) and all N ∈ N:
|f(z, x) −
N−1∑
j=0
fj(x)z
j | ≤ CANΓ(1 +Ns)|z|N . (6)
The latter condition is equivalent to the existence of A,C, r′ as above such that for all
z ∈ S′, all x ∈ Pn(0, r
′) and all N ∈ N:
1
N !
|
∂Nf(z, x)
∂zN
| ≤ CANΓ(1 +Ns).
If the opening of S is > πs then fˆ(z, x) is 1/s-summable in z on S uniformly on Pn(0, r
′)
(cf. [Sib04]).
Remark 3.1. If f(z, x) is s-Gevrey in z on S uniformly in x on Pn(0, r
′) then f(z, x) is also
s-Gevrey in (z, x) on S×Pn(0, r
′′) for some r′′ ∈ (0, r′) in the sense that for every S′ as above
there exist positive constants A and C such that for all N ∈ N and all (z, x) ∈ S′×Pn(0, r
′′):
|f(z, x)− f (N−1)(z, x)| ≤ CANΓ(1 +Ns)||(z, x)||N . (7)
Here f (N−1)(z, x) denotes the (N − 1)-jet of f in 0 ∈ Cn+1 and ||.|| denotes an arbitrary
norm on Cn+1.
Proof: We have fj(x) =
1
j!
∂j
∂zj
f(0, x) and therefore |fj(x)| ≤ CA
jΓ(1+js) for x ∈ Pn(0, r
′).
From this and Cauchy’s formula it follows that for sufficiently small δ > 0 and all Q ∈ Nn:
1
Q!
|
∂Q
∂xQ
fj(0)| ≤ CA
jΓ(1 + js)δ−|Q|.
Let
R˜N (z, x) =
N−1∑
j=0
∑
|Q|≥N−j
1
Q!
∂Q
∂xQ
fj(0)z
jxQ.
Then it follows from (6) that
|f(z, x)− f (N−1)(z, x)− R˜N (z, x)| ≤ CA
NΓ(1 +Ns)|z|N (8)
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and
|R˜N (z, x)| ≤ C
N−1∑
j=0
∑
|Q|≥N−j
AjΓ(1 + js)δ−|Q||zjxQ|.
Using
♯{Q ∈ Nn : |Q| = m} =
(
n+m− 1
h
)
≤ 2n+m−1 (9)
we obtain for |x| ≤ δ/4 and δ ≤ 2/A:
|R˜N (z, x)| ≤ C2
n−1
N−1∑
j=0
(A|z|)jΓ(1 + js)(2|x|/δ)N−j (1 − 2|x|/δ)−1 ≤
≤ C2n+Nδ−NΓ(1 + (N − 1)s)
N−1∑
j=0
|z|j |x|N−j .
From this and (8) the assertion follows.
Let r ∈ Nn a nonzero multiindex and let ρ : Cn → Cn+1 be the map defined to be
ρ(x) = (xr, x).
Definition 3.4. [MR83][p.6] Let f ∈ C[[x]] be a formal power series in Cn (resp. smooth
function in some domain). We shall say that f is k-summable (resp. a Gevrey function)
in the monomial xr if f ∈ ρ∗C{x}{z}k, that is f is the pull-back of a formal series (resp.
smooth function) g(z, x) which is k-summable (resp. a Gevrey function) in the variable z
in some sector, uniformly in x on a polydisk.
Let k > 0 and let d denote a direction in the complex plane. We define the Borel
transform of order k in the direction d as
Bkf(t) :=
1
2iπ
∫
γk
f(z)e(t/z)
k
d(z−k).
Here we assume that f is holomorphic in a sector S = {z ∈ C∗ : |z| < ρ, |d − arg z| < α}
where ρ > 0 and α > π/(2k) and γk is the path from 0 along the ray arg z = d − α1 till
|z| = ρ1 then along the circle |z| = ρ1 to the ray arg z = d+α1 and then back to the origin
along this ray. Here 0 < ρ1 < ρ and π/(2k) < α1 < α. If fˆ =
∑∞
n=1 fnz
n is a formal power
series, then the formal Borel transform of order k is defined as the power series
Bkfˆ(t) =
∞∑
n=1
fn
Γ(n/k)
tn−k,
where Γ(x) is the Gamma-function. We define the Laplace transform of order k in the
direction d (inverse Borel transform) as
Lkf˜(z) :=
∫ ∞:d
0
f˜(t)e−(t/z)
k
d(tk).
An equivalent definition for k-summability in a direction d is:
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Definition 3.5. [Ram80, Ram93] A formal power series fˆ at the origin of the complex plane
will be said to be k-summable in the direction d if its formal k-Borel transform defines a
holomorphic function in a neighborhood of the origin which can be continued holomorphically
in some small sector bisected by the direction d and is of exponential growth of order at most
k at infinity. In this case, the function Lk◦Bk fˆ is holomorphic in a large sector bisected by
d and of opening > π/k. Moreover, this is the unique function which admit fˆ as asymptotic
expansion in this sector.
Another equivalent definition has been given by Tougeron as follows: Let η, R be positive
numbers and let k > 1/2. Let S(η,R) denote the sector
Sd,π/k(η,R) :=
{
z ∈ C∗ | | arg z − d| <
π
2k
+ η, 0 < |z| < R
}
.
Let θ > 0. Let us define the sectorial neighborhood of the origin of order q to be
Sq,d,π/k,θ(η,R) :=
{
z ∈ C | |z| <
R
(q + 1)θ
}
∪ Sd,π/k(η,R)
Theorem 3.1 (Tougeron’s definition of summability). [Tou94] A function f is a k-
sum in the direction d if and only if it has a representation as a sum
∑+∞
q=0 fq of functions
fq, each of which is holomorphic in the sectorial neighborhood Sd,π/k,1/k(η,R) and satisfies
‖fq‖Sq,d,pi/k,1/k(η,R) := sup
z∈Sq,d,pi/k,1/k(η,R)
|fq(z)| ≤ Cρ
q,
for some constants η,R,C, ρ independent of q.
4 Main results
Our first main result shows that a series of functions defines a Gevrey function on a sector
if the Borel transforms satisfy good estimates in some well chosen domains.
Let k be a positive integer, α and β real numbers with α < β. Define for 0 ≤ ǫ <
(β − α)/2, ρ > 0:
Sǫ(ρ) = {z ∈ C
∗ | α+ ǫ ≤ arg z ≤ β − ǫ, |z| ≤ ρ}. (10)
Theorem 4.1. Let k, α and β be as above with β − α > π/k. Let ρ > 0, R > 0. Suppose
g(z, y) =
∑
Q∈Nn gQ(z)y
Q is a scalar-valued holomorphic function in S0(ρ) × Pn(0, R).
Moreover, suppose (BkgQ)(t) exists and is holomorphic in ∆m := P 1(0, cm
−γ) and satisfies
|(BkgQ)(t)| ≤ K
m in ∆m, if m = |Q| ≥ 1, (11)
where γ ≥ 0 and c and K are positive constants.
Then for all ǫ ∈ (0, (β−α)/2) the function g(z, y) is a Gevrey function of order γ+ 1k in
z in Sǫ(ρ
′) uniformly in y in Pn(0, R
′) for some ρ′ ∈ (0, ρ) and R′ ∈ (0, R) both depending
on ǫ. Moreover, if 0 ≤ γ < β−απ −
1
k then g(z, y) is a
k
kγ+1-sum.
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Definition 4.1. We shall say that the linear part s =
∑n
i=1 λixi∂/∂xi is diophantine of the
type γ ≥ 0 if there exists c > 0 such that, for all Q ∈ Nn2 , for all 1 ≤ i ≤ n then
|(Q,λ) − λi| >
c
|Q|γ
unless (Q,λ) − λi = 0. (12)
Our second main result gives the Gevrey property of a sectorial normalizing tranforma-
tion of a well prepared vector field.
Theorem 4.2. If the linear part of (1) is diophantine of type γ ≥ 0 and the assumptions
of theorem 2.1 are satisfied, then the sectorial normalizing biholomorphisms defined
by theorem 2.1 are Gevrey functions of order (1 + γ)/k in the resonance monomial xr.
Moreover, if γ = 0 then the formal normalizing transformation is k-summable.
Remark 4.1 (Important remark). Using theorem 4.1, we could show that if 0 ≤ γ <
1, then the formal normalizing transformation is kγ+1 -summable. Nevertheless, we should
emphasize that there is no λ ∈ Cn which satisfies (12) with 0 6= γ < 1. This was pointed out
by Yann Bugeaud who refers to [Sch76]. However, for a fixed non zero λ ∈ Cn, there are
infinite sequences of multiindexes {Qm} such that |(Qm, λ) − λi| >
c
|Qm|γ
with 0 6= γ < 1
unless (Qm, λ) − λi = 0 . Hence, if it happens that, in our normalization process, the sole
monomials that appears in the Taylor expansions of our objects belong to such a sequence,
then we will obtain the claimed summability property.
It is a remarkable fact that we obtain the summability property even when some singu-
larities accumulate at the origin in the Borel plane. This is due to the slow rate (γ < 1)
at which this accumulation occurs. The fact that there are no λ which satisfies (12) with
γ < 1 has nothing to do with this phenomenon. It is just an arithmetic property.
In fact, we show that φi(y) = gi(y
r, y) where gi(z, y), given by (5), is shown to be a
Gevrey function in z in some sector at the origin of C, uniformly in y in a polydisk centered
at the origin in Cn.
As far as we know, it is the first time that such an interplay between the rate of accumu-
lation of small divisors at zero and the Gevrey character of the normalizing transformation
is characterized. In other situations, such an interplay seems to be guessed (see for instance
[Sim94, Loc02, IL05]).
We can show that the formal k-Borel transform of gi,Q(z) has no singularity in the disc
centered at the origin and of radius r < inf |P |≤|Q|{|(P, λ)−λi| 6= 0}. This is the main reason
for which the gi’s are k-sums when there are no small divisors (i.e. there exists c > 0 such
that for all P ∈ N2, |(P, λ)−λi| > c if the number on the left hand side is not zero). In fact,
the Bkgi,Q’s are holomorphic on the same disc centered at the origin and of radius c/2 (it
is easy to show that the gi,Q have asymptotic expansions gˆi,Q which are 1/k-Gevrey power
series). In particular, this is the case in dimenson 2 [MR82, MR83]. Our main result will
quantify the interplay between the small divisor phenomenon and the Gevrey character of
the normalizing transformation.
As in the proof of theorem 2.1 [Sto96] [p.132-135], the main theorem reduces to the proof
of the Gevrey character (in the variable z, uniformly in the variables x) of the linearizing
transformation of the associated non-linear system (3) with an irregular singularity at the
origin. The proof of this fact relies on theorem 4.1 which proof is postponed to the end of
the article.
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5 Proof of theorem 4.2
In the same way as the proof of theorem 2.1 reduces to the proof of the sectorial linearization
of the non-linear system (3), the proof of theorem 4.2 reduces to the proof of the Gevrey
character of the sectorial linearization of (3) (see section 5.4). It is sufficient to consider the
case β = 1 in (3). We will consider a little bit more generally:
zk+1
dx
dz
= (Λ + zkA)x+ zkf(z, x), (13)
where Λ = diag{λ1, . . . , λn}, A = diag{α1, . . . , αn} and
f(z, x) =
∑
j∈Nn
2
fj(z)x
j ,
a convergent series for |x| ≤ ρ1, |z| ≤ ρ2 and the coefficients fj(z) are C
n-valued holomorphic
functions for |z| ≤ ρ2.
We introduce the following hypotheses:
• (H1) the eigenvalues λi are not all 0 and all have a nonnegative imaginary part,
• (H2) if there are real eigenvalues λi then either these are all 0 and then ℜαi > 0 or
there exists λi0 ∈ R
∗ such that
min
i 6=i0
Re
(
αi −
λi
λi0
αi0
)
> 0,
where the minimum is taken over all indices i 6= i0 such that λi ∈ R.
• (H3) if there exists a resonance relation (Q,λ) = λi for some Q ∈ N
n
2 then αi−(Q,α) 6∈
N.
• (H4) if λi is not real then fi/xi is holomorphic in a neighborhood of the origin.
• (H5) there exists r = (r1, . . . , rn) ∈ N
n
1 such that if I = {1 ≤ i ≤ n | ri 6= 0} then
– ∀i ∈ I, fi = xif˜i and f˜i is holomorphic in a neighborhood of the origin.
–
∑
i∈I rif˜i = 0.
Let
Sj(ǫ, ρ) = {z ∈ C
∗|| arg z −
π
k
(j +
1
2
)| ≤
π
k
− ǫ, |z| ≤ ρ} (14)
where ρ > 0, j = 0, . . . , 2k − 1 and 0 < ǫ < π/k fixed.
Then
Theorem 5.1. Assume that hypotheses (H1), (H2), (H3) and (H4) are satisfied and that Λ
is diophantine of type γ ≥ 0. Then for even j with 0 ≤ j ≤ 2k − 2 there exists a unique
change of variables x = y + gj(z, y) with gj(z, 0) = 0,Dyg
j(z, 0) = 0 which transforms (13)
into
zk+1
dy
dz
= (Λ + zkA)y, (15)
11
and where gj(z, y) is a Gevrey function of order (1 + γ)/k in z in Sj(ǫ, ρ) uniformly for
y ∈ Pn(0, R) for all ǫ in (0, π/(2k)) and positive numbers ρ and R depending on ǫ.
If γ = 0 then gj(z, y) is k-sum of gˆ(z, y) in the direction πk (j +
1
2) where gˆ(z, y) is the
asymptotic expansion in z of g(z, y).
If all λh are real then these statements also hold for odd j with 1 ≤ j ≤ 2k − 1 and
direction π/2 replaced by −π/2.
If condition (H5) is satisfied then x
r = yr.
Except for the Gevrey property this is theorem 2.7.1 in [Sto96]. However, the Gevrey
property follows from theorem 4.1 once condition (11) has been verified and then theorem
5.1 follows. For simplicity, we shall verify this condition first in the case k = 1. We shall
indicate at the end of the section the changes in the proof in case k > 1. Moreover, it is
sufficient to prove the theorem only for the case j = 0 since the other cases may be obtained
from this by a rotation of the independent variable z.
In the next two subsections we derive properties of and estimates for the Borel transform
of the coefficients gQ(z) in the expansion (5) on S0 × Pn(0, R). Here gQ is holomorphic on
S0 := S0(ǫ, ρ) (cf. (14)).
5.1 Properties of the Borel transform of gQ in case k = 1
The function g satisfies
z2
d
dz
g(z, y(z)) = (Λ + zA)g(z, y(z)) + zf(z, y + g(z, y(z))) (16)
together with
z2
dy(z)
dz
= (Λ + zA)y(z).
From the series expansion for g(z, y) and Cauchy’s inequality it follows that there exists a
positive constant M such that
|gQ(z)| ≤MR
−|Q|, z ∈ S0 = S0(ǫ, ρ). (17)
Let gel := el for l = 1, . . . , n, where el := (δi,l)1≤i≤n with δi,l = 0 if i 6= l and 1 otherwise.
Then
f(z, y + g(z, y)) =
∑
j∈Nn
2
fj(z)(
∑
Q∈Nn
1
gQ(z)y
Q)j
and so
f(z, y + g(z, y)) =
∑
Q∈Nn
2
yQtQ(z) (18)
where
tQ(z) :=
∑
2≤|j|≤|Q|
fj(z)Σ
′
n∏
l=1
jl∏
q=1
(gil,q (z))l, z ∈ S0. (19)
Here (v)l denotes the lth component of a vector v ∈ C
n, and
∑′ denotes that the sum has to
be taken over all il,q ∈ N
n
1 such that
∑n
l=1
∑jl
q=1 il,q = Q. So 1 ≤ |il,q| ≤ |Q|−|j|+1 ≤ |Q|−1
and tQ = 0 if |Q| ≤ 1. From this and (16) it follows that for Q ∈ N
n
2 :
z2g′Q(z) + (λQ + zαQ)gQ(z) = ztQ(z), (20)
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where λQ := (λ,Q)− Λ, αQ := (α,Q) −A,α = (α1, . . . , αn).
Let wQ := z
|Q|gQ. Then it follows from (20) and (19) that
z2w′Q(z) + (λQ + zβQ)wQ(z) = zuQ(z), (21)
where βQ := αQ − |Q|Id and
uQ(z) := z
|Q|tQ(z) =
∑
2≤|j|≤|Q|
fj(z)Σ
′
n∏
l=1
jl∏
q=1
(wil,q (z))l
since in
∑′ we have ∑nl=1∑jlq=1 il,q = Q.
Let GQ := BgQ, WQ = BwQ and UQ = BuQ. These functions exist in S
′ := {t ∈ C∗|2ǫ ≤
arg t ≤ π − 2ǫ} and in a neighborhood of the origin since gˆQ(z) is a series of Gevrey order
1. Moreover, WQ(t) and UQ(t)) are O(t
|Q|−1) on S′ since wQ(z) = O(z
|Q|). Furthermore
GQ(t) =
dm
dtm
WQ(t) where m = |Q|. (22)
Since wel = zgel = zel and Bz = 1 we have Wel = el for l = 1, . . . , n.
We apply the Borel transform to both sides of (21). Since B(z2 ddzwQ(z))(t) = tWQ(t),
we obtain from (21)
(t+ λQ)WQ + βQ ∗WQ = 1 ∗ UQ (23)
where
UQ =
∑
2≤|j|≤|Q|
(fj(0) + (Bf)j∗)Σ
′
n∏
l=1
∗
jl∏
q=1
∗(Wil,q )l. (24)
Here,
∏
∗ denotes the product with respect to the convolution product (see also [Cos98,
Bra01]). Differentiating (23) we get
(t+ λQ)W
′
Q + (1 + βQ)WQ = UQ. (25)
5.2 Proof of condition (11) in case k = 1
Define for m ∈ N1
ρm := min{|(P, λ) − λj | | P ∈ N
n
1 , |P | ≤ m, j = 1, . . . , n, (P, λ) 6= λj}. (26)
The diophantine condition (12) implies that there exists a positive constant c such that
ρm ≥ cm
−γ . (27)
First we prove
Lemma 5.1. UQ(t) and WQ(t) are holomorphic for |t| < ρm and have a zero of order at
least m− 1 at 0, where m = |Q|.
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Proof: For m = 1 we have Wel = el, Uel = 0. Next suppose that the property holds for
some m ≥ 1. Let P ∈ Nn with |P | = m+1. Since ta−1 ∗tb−1 = B(a, b)ta+b−1 we may deduce
from (24) that UP (t) is holomorphic for |t| < ρm and has a zero of order m at 0. If λP,l 6= 0
then (25) implies that WP,l is holomorphic for |t| < ρm+1 and has a zero of order m at 0,
whereas if λP,l = 0 then using (H3) we may construct a formal power series solution of the
lth component of (25) with a zero of order m at 0 and this series converges for |t| < ρm
since 0 is a regular singular point of (25).
From hypothesis (H2) we deduce
Lemma 5.2. There exist m0 ∈ N1 and δ0 > 0 such that for all l ∈ {1, . . . , n}
ℜ((α,Q) − αl) ≥ δ0 if (λ,Q) = λl, |Q| ≥ m0. (28)
Proof: We may order the λj such that λj ∈ R if j ≤ q and ℑλj > 0 if j > q. Let Q
′ arise
from Q by replacing the last n− q components by 0 and let Q′′ := Q−Q′. From (Q,λ) = λl
it follows that ℑ(Q′′, λ) = ℑλl. Since min{ℑλj|j = q + 1, . . . , n} > 0 if q < n we see that
there exist positive constants M1 and M2 such that
|Q′′| ≤M1, |(Q
′, λ)| = |λl − (Q
′′, λ)| ≤M2.
First suppose that there is an index i ≤ q such that λi 6= 0. Let δ1 be the minimum of
the lefthand side in hypothesis (H2). Let P = Q
′−Qi0ei0 , p0 = ℜαi0/λi0 . From hypothesis
(H2) it follows that ℜ(P,α) ≥ |P |δ1 + (P, λ)p0 and therefore ℜ(Q
′, α) ≥ |P |δ1 + (P, λ)p0 +
Qi0ℜαi0 = |P |δ1 + (Q
′, λ)p0. Hence
ℜ(Q,α) ≥ |P |δ1 + (Q
′, λ)p0 +ℜ(Q
′′, α) ≥ |P |δ1 −M2|p0| −M1|α|.
Let M3 > (M2|p0| + (M1 + 1)|α|)/δ1. If |P | < M3 then since Qi0λi0 = (Q
′, λ) − (P, λ) we
get |Qi0 | < (M2 +M3|λ|)/|λi0 | =: M4 and so |Q| < M3 +M4 +M1 =: M0. Therefore if
|Q| ≥M0 then |P | ≥M3 and ℜ((Q,α) − αl) ≥M3δ1 −M2|p0| − (M1 + 1)|α| =: δ0 > 0.
Next suppose that λi = 0 if i ≤ q. Then ℜαi > 0 for i ≤ q. Let δ2 = mini≤q ℜαi. So
δ2 > 0. It follows that ℜ{(Q
′, α) − αl} → ∞ if |Q
′| → ∞. Since |Q′′| ≤ M1 we also have
ℜ{(Q,α) − αl} → ∞ if |Q| → ∞.
We will give estimates of WQ in a neighborhood of 0 in terms of
Rm(t) :=
|t|m−1
(m− 1)!
,m ∈ N1. (29)
Lemma 5.3. There exist positive constants K0 and c0 with c0 < 1 such that for all Q ∈ N
n
1
|WQ(t)| ≤ K
m
0 Rm(t) if m = |Q|, |t| ≤ c0ρm. (30)
Proof: We choose c0 ∈ (0, 1) as follows. Let pQ,l = |Q|
−1((Q,α) − αl), l = 1, . . . , n. Then
there exists a constant M > 0 such that |pQ,l| ≤ M for all Q ∈ N
n
1 and all l ∈ {1, . . . , n}.
Now choose c0 so small that ℜ
pt+1
t+1 > 0 for all |t| ≤ c0 and all p ∈ C such that |p| ≤M .
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From lemma 5.1 it follows that there exist positive constants µQ such that
|WQ(t)| ≤ µQR|Q|(t) if |t| ≤ c0ρ|Q| (31)
for all Q ∈ Nn1 . We choose these constants first for all Q with |Q| < m0, where m0 is given
in lemma 5.2. For |Q| ≥ m0 we determine suitable µQ by means of a recurrence relation.
Suppose µQ have been determined for 1 ≤ |Q| < m such that (31) holds for these Q. Here
we assume that m ≥ m0.
We first estimate |UQ| for |Q| = m. There exists a positive constant K1 such that
|fj(0)| ≤ K
|j|
1 , |(Bfj)(t)| ≤ K
|j|
1
for all t ∈ C with |t| ≤ ρ1 and j ∈ N. From (24) it follows that for all |t| ≤ c0ρm−1 we have
|UQ(t)| ≤
∑
2≤|j|≤|Q|
K
|j|
1 |(1 + 1∗)Σ
′′
|j|∏
q=1
∗{µiqR|iq|(t)}| ≤
(1 + ρ1)
∑
2≤|j|≤|Q|
K
|j|
1 R|Q|(t)Σ
′′
|j|∏
q=1
µiq ,
(32)
where in
∑′′ we sum over iq ∈ Nn1 with∑|j|q=1 iq = Q. Using (9) we obtain for all |t| ≤ c0ρm−1
and |Q| = m ≥ 2
|UQ(t)| ≤ νQRm(t) where νQ := c1
|Q|∑
h=2
(2K1)
hΣ′′
h∏
q=1
µiq , c1 := (1 + ρ1)2
n−1. (33)
We will use this estimate in an integral representation of WQ for |Q| ≥ m0 which follows
from (25):
WQ,l(t) = (t+ λQ,l)
−1−βQ,l
∫ t
0
(s+ λQ,l)
βQ,lUQ,l(s)ds, l = 1, . . . , n. (34)
From now on we will fix l ∈ {1, . . . , n} and delete the index l.
First we suppose λQ = 0. From (34) and (33) we obtain
|WQ(t)| ≤ νQ
∫ t
0
|(
s
t
)βQ+1
sm−2
(m− 1)!
ds| ≤ νQRm(t)(ℜαQ)
−1
if |t| ≤ c0ρm−1. With lemma 5.2 we see that (31) holds with µQ ≥ δ
−1
0 νQ.
Next suppose λQ 6= 0. Let t = λQτ and vQ(τ) = UQ(t)/R|Q|(t). So |vQ(τ)| ≤ νQ if
|τ | ≤ |λQ|
−1c0ρm−1. We subsitute s = λQσ in (34) with |Q| = m. Since βQ = m(pQ − 1)
we obtain for all |t| ≤ c0ρm−1
|WQ(t)| ≤
|t|m−1
(m− 1)!
∫ τ
0
|(
σ(1 + σ)pQ−1
τ(1 + τ)pQ−1
)m−1(
1 + σ
1 + τ
)pQ−1
vQ(σ)
1 + τ
dσ|. (35)
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Let h(σ) := log{σ(1 + σ)pQ−1}, so that the first factor in the integrand equals exp{(m −
1)(h(σ) − h(τ))}. Then h′(σ) =
1+pQσ
σ(1+σ) . Due to the choice of c0 made above we have
ℜ
1+pQσ
1+σ > 0 for all Q ∈ N
n
2 if |σ| ≤ c0. Hence ℜ{
d
dξh(ξτ)} = ℜ
1+pQξτ
ξ(1+ξτ) > 0 if |τ | ≤ c0, 0 <
ξ ≤ 1 and consequently ℜ(h(σ) − h(τ)) < 0 if σ ∈ [0, τ), |τ | ≤ c0 for all Q ∈ N
n
2 . It follows
that there is a positive constant c2 independent of Q and t such that
|WQ(t)| ≤ Rm(t)
∫ τ
0
|(
1 + σ
1 + τ
)pQ−1
dσ
1 + τ
|νQ ≤ c2νQRm(t) (36)
if |Q| = m, |t| ≤ c0min{|λQ|, ρm−1}, so in particular for |t| ≤ c0ρm. Enlarging c2 such that
c2 ≥ δ
−1
0 we define µQ = c2νQ implying estimate (31) for both cases λQ = 0 and λQ 6= 0.
Thus with (33) we obtain the recurrence relation
µQ = c1c2
|Q|∑
h=2
(2K1)
hΣ′′
h∏
q=1
µiq if |Q| ≥ m0 (37)
with Σ′′ as before.
Define formally
F (x) :=
∑
Q∈Nn
1
µQx
Q, x ∈ Cn.
Let c1c2
∑∞
h=2(2K1F (x))
h =
∑
Q∈Nn
1
µ˜Qx
Q formally. From (37) we may deduce that µ˜Q =
µQ if |Q| ≥ m0. Hence F − c1c2(2K1F )
2(1 − 2K1F )
−1 = F1 where F1 is a polynomial in
x of degree < m0 and F1(0) = 0. This quadratic equation for F has a unique holomorphic
solution F = F1+O(F
2
1 ) as F1 → 0. So the formal series F (x) converges in a neighborhood
of the origin and consequently there exists a constant K0 > 0 such that µQ ≤ K
|Q|
0 for all
Q ∈ NN1 . This implies (30).
Corollary 5.1. Let Q ∈ Nn1 and m = |Q|. There exists a positive constant K such that
BgQ = GQ satisfies
|GQ(t)| ≤ K
m if |t| ≤ ρm/2. (38)
Proof: Let t be as above and C the circle with radius ρm/2 and center t. From Cauchy’s
theorem, (22) and (30) it follows that
|GQ(t)| ≤
m!
2π
∫
C
|
WQ(t+ s)
sm+1
ds| ≤ m!Km0
(ρm)
m−1
(m− 1)!
(ρm/2)
−m,
which implies (38).
Hence (11) holds. So the assumptions of theorem 4.1 with α = −π/2 and β = 3π/2 are
satisfied and theorem 5.1 follows in case k = 1.
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5.3 Proof in case k > 1
As before we only need to prove the Gevrey property of the normalizing transformation
g(z, y). It is sufficient to consider the case j = 0 only.
With the coefficients gQ in (5) -which are holomorphic in S0- we now associate wQ(z) =
zk|Q|gQ(z) and uQ(z) = z
k|Q|tQ(z). Now instead of (21) we have
zk+1w′Q(z) + (λQ + z
kβQ)wQ(z) = z
kuQ(z), where βQ = αQ − k|Q|Id.
Let the operator σk be defined by (σkφ)(z) = φ(z
1/k) and define w˜Q = σkwQ, g˜Q =
σkgQ, u˜Q = σkuQ. Then
w˜Q = z
|Q|g˜Q, kz
2w˜′Q(z) + (λQ + zβQ)w˜Q(z) = zu˜Q(z). (39)
Let G˜Q = Bg˜Q, W˜Q = Bw˜Q, U˜Q = Bu˜Q. Then instead of (25) we now have
(kt+ λQ)W˜
′
Q(t) + (k + βQ)W˜Q(t) = U˜Q(t),
and instead of lemma 5.1 we now have that U˜Q and W˜Q are holomorphic functions of t
1/k
for |t| < ρm/k and both are O(t
m−1) as t→ 0. In lemma 5.3 we have to replace WQ by W˜Q
and the condition on |t| becomes |t| ≤ c0ρm/k.
Corollary 5.1 now becomes:
The k-Borel transform BkgQ(t) = GQ(t) is holomorphic for |t| ≤ c1ρ
1/k
m and |GQ(t)| ≤ K
m
on this set. Here c1 and K are positive constants and m = |Q|.
Proof: From the definition of the Borel transform it follows that G˜Q = σkGQ and therefore
GQ(t) = G˜Q(t
k). Let ρ′m := c0ρm/k. If |t
k| < ρ′m then
W˜Q(t
k) =
1
2πi
∫
C
W˜Q(s
k)
s− t
ds
where C is the positively oriented circle |s| = (ρ′m)
1/k. From (39) we deduce that if |t| < ρ′m
then
G˜Q(t) =
dm
dtm
W˜Q(t) =
1
2πi
∫
C
W˜Q(s
k)
dm
dtm
(s− t1/k)−1ds.
There exists K1 > 0 such that
|
dm
dtm
(s− t1/k)−1| ≤ m!Km1 |s|
−km−1 if |t| ≤ |s|k/2
for all m ∈ N and s 6= 0. This follows easily by substituting t = sku. Using this estimate and
the k-version of lemma 5.3 in the preceding integral we obtain |G˜Q(t)| ≤ m(K0K1)
m/ρ′m if
|t| ≤ ρ′m/2 and since GQ(t) = G˜Q(t
k) this implies the corollary.
Hence the assumptions of theorem 4.1 are satisfied with α = −π/(2k) and β = 3π/(2k)
if we replace γ by γ/k and theorem 5.1 follows in case k > 1.
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5.4 Proof of theorem 4.2 from theorem 5.1
The argument is the same as in the proof of theorem 4.3.1 in [Sto96]. For the convenience
of the reader we give the sketch of it.
To a well prepared holomorphic vector field X ∈ Ek,λ,α of the form (1) with β = 1, we
associated a germ of holomorphic vector field X˜ in (Cn+1, 0)
X˜ =
n∑
i=1
(
xi(λi + αiz
k) + zkfi(x)
) ∂
∂xi
+ zk+1
∂
∂z
.
It it tangent to the germ of variety Σ = {z = xr} at the origin and its restriction to it is
equal to X. To X˜, we associate a non-linear system with irregular singularity at the origin
zk+1
dxi
dz
= xi(λi + αiz
k) + zkfi(x) i = 1, . . . , n. (40)
If the assumptions (Hi)i=1,...,4 are satisfied then we can apply theorem 5.1. Since the original
vector field is well prepared, system (40) satisfies condition (H5). Hence, the sectorial
linearizing diffeomorphisms x = y + gj(z, y) preserve the monomial xr. Therefore, we can
restrict the associated vector field of Cn+1 as well as the sectorial diffeomorphisms to Σ.
We obtain that x = y + gj(yr, y) transform X = X˜|Σ to
n∑
i=1
yi
(
λi + αi(y
r)k
) ∂
∂yi
and have the good Gevrey properties. As already noticed in remark 4.3.1 of [Sto96], we can
associate different X˜ to X. Each of them differs from the others by a vector field vanishing
on Σ and gives rise to a set of linearizing sectorial diffeomorphisms. The point is that,
althought these sets depends on the chosen X˜ , their restriction to Σ don’t. Hence, the
Gevrey property makes sense.
6 Proof of theorem 4.1
6.1 Estimates for G
(N)
Q
Let ρm := cm
−γ for m ∈ N1 and GQ(t) = BkgQ(t). From the properties of g(z, y) we
deduce that (17) holds on S0 := S0(ρ) (cf. (10)) and that GQ is holomorphic on S1 :=
{t ∈ C∗|α + π2k + ǫ1 ≤ arg t ≤ β −
π
2k − ǫ1}. Here we choose ǫ1 sufficiently small: 0 < ǫ1 <
π/(4k), ǫ1 < (β − α − π/k)/2. Since GQ(t) is holomorphic for |t| ≤ ρm and satisfies (11),
Cauchy’s inequality shows that
|
G
(N)
Q (t)
N !
| ≤ Km(ρm/2)
−N if |t| ≤ ρm/2. (41)
Next we estimate GQ(t) for t ∈ S1. For these values of t we have
GQ(t) =
1
2πi
∫
Γ
et
ksgQ(s
−1/k)ds
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where Γ is a contour consisting of the arc Γ0 of the circle |s| = ρ
−k in the sector | arg(tks)| ≤
π/2+ kǫ1 and the two half lines Γ± consisting of the part of the rays arg(t
ks) = ±(π2 + kǫ1)
outside this circle. Hence
G
(N)
Q (t)
N !
=
1
2πi
∫
Γ
1
N !
{
dN
dtN
et
ks}gQ(s
−1/k)ds. (42)
Here
|
1
N !
dN
dtN
et
ks| ≤
1
2π
∫
|σ|=µ
|
exp{tk(1 + σ)ks}
tNσN+1
dσ|.
We choose µ ∈ (0, 1) such that | arg(1 + σ)| ≤ ǫ1/2 for |σ| = µ. Thus we obtain for
| (µt)
N
N !
dN
dtN
et
ks| the upper bound exp(|t|(1+µ)/ρ)k for s ∈ Γ0 and the upper bound exp{−|t|
k(1−
µ)k|s| sin kǫ12 } for s ∈ Γ± since on Γ± we have
π+kǫ1
2 ≤ | arg(s(t(1 + σ))
k)| ≤ π. Using these
estimates and (17) in (42) we deduce that for t ∈ S1 we have
|
∫
Γ0
| ≤M1R
−m(µ|t|)−N exp(|t|(1 + µ)/ρ)k},
|
∫
Γ±
| ≤M2R
−m(µ|t|)−N
∫ ∞
0
exp{−|t|k(1− µ)k|s| sin
kǫ1
2
}d|s|
and thus
|
G
(N)
Q (t)
N !
| ≤M3R
−m(µ|t|)−N{|t|−k + exp(|t|(1 + µ)/ρ)k} (43)
Here t ∈ S1 andM1,M2,M3 are some positive constants. We use this estimate for |t| ≥ ρm/2
and (41) for |t| ≤ ρm/2. Then we get for t ∈ (S1 ∪∆(ρm/2))
|
G
(N)
Q (t)
N !
| ≤M4R
m
1 R
N
2 ρ
−N
m exp(|t|R3)
k (44)
where M4, R1, R2 and R3 are positive constants.
6.2 Estimates for gQ(z) in a subsector of S
We use the Laplace representation for gQ:
gQ(z) = gQ(0) +
∫ ∞:θ
0
e−(t/z)
k
GQ(t)dt
k = gQ(0) + z
k
∫ ∞:k(θ−arg z)
0
e−sGQ(zs
1/k)ds
for arg z ∈ [α + 2ǫ1, β − 2ǫ1] and |z| sufficiently small where α +
π
2k + ǫ1 ≤ θ ≤ β −
π
2k −
ǫ1, |θ − arg z| ≤
π
2k − ǫ1. From this we deduce
1
N !
g
(N)
Q (z) =
∫ ∞:k(θ−arg z)
0
e−sG(z, s)ds (45)
where
G(z, s) =
k∑
l=0
(
k
l
)
zk−l
s(N−l)/k
(N − l)!
G
(N−l)
Q (zs
1/k).
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With (44) we obtain
1
N !
|g
(N)
Q (z)| ≤M4R
m
1
k∑
l=0
(
k
l
)
|zk−l|RN−l2 ρ
l−N
m
∫ ∞:k(θ−arg z)
0
|e−s+(|z|R3)
k |s|s(N−l)/kds|.
As |θ − arg z| ≤ π2k − ǫ1 we have ℜs ≥ |s| sin(kǫ1) on the path of integration. Let |z| ≤
( sin(kǫ1)2 )
1/k/R3 =: ρ
′. Then |(zR3)
ks| − ℜs ≤ −(|s| sin(kǫ1))/2 and therefore
1
N !
|g
(N)
Q (z)| ≤M4R
m
1
k∑
l=0
(
k
l
)
|zk−l|RN−l2 ρ
l−N
m
∫ ∞
0
e−(|s| sin(kǫ1))/2|s|(N−l)/k)d|s|.
From this we deduce
1
N !
|g
(N)
Q (z)| ≤ C
m
1 (C2/ρm)
NΓ(
N
k
+ 1) (46)
for z ∈ S2ǫ1(ρ
′) (cf. (10)). Here C1 and C2 are positive constants.
6.3 End of proof of theorem 4.1
Since ∂
N
∂zN
g(z, y) =
∑
Q∈Nn
1
g
(N)
Q (z)y
Q we obtain with the help of (46)
1
N !
|
∂N
∂zN
g(z, y)| ≤
∑
Q∈Nn
1
Γ(
N
k
+ 1)Cm1 (C2/ρm)
N |y|m, (47)
provided the righthand side converges and where m = |Q| and z ∈ S2ǫ1(ρ
′). Now use (9)
and the diophantine condition (27) in (47) and obtain for z ∈ S2ǫ1(ρ
′)
|
1
N !
∂N
∂zN
g(z, y)| ≤ Γ(
N
k
+ 1)CN2 c
−N2n−1
∞∑
m=1
mγN (2C1|y|)
m. (48)
Finally we use that for 0 < δ < 1 there exist positive constants C3 and C4 such that for
|x| ≤ 1− δ and µ > 0
|
∞∑
m=1
mµxm| ≤ C3C
µ
4 Γ(µ) (49)
(cf. proof below). So the series in the righthand side of (47) converges for |y| ≤ R′ := 1−δ2C1 .
Combining (48) with (49) and Stirling’s formula we see that there exists a positive constant
C5 such that
|
1
N !
∂N
∂zN
g(z, y)| ≤ CN5 Γ((γ +
1
k
)N) (50)
if |y| ≤ R′, z ∈ S2ǫ1(ρ
′). This proves the Gevrey property in theorem 4.1 for sufficiently
small positive ǫ and this suffices.
Proof of (49): Let the lefthand side of (49) be denoted by F (µ, x) where |x| < 1. We
apply Hankel’s formula
mµ
Γ(µ+ 1)
=
1
2πi
∫
Γ
emss−µ−1ds
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to get
F (µ, x) = |
Γ(µ + 1)
2πi
∫
Γ
s−µ−1
∞∑
m=1
(esx)mds| = |
Γ(µ + 1)
2πi
∫
Γ
s−µ−1
esx
1− esx
ds|.
Here Γ is a contour from ∞e−πi to ∞eπi turning once around 0 in the positive sense such
that |esx| < 1 on Γ. If |x| ≤ 1 − δ we may choose Γ such that it consists of the circle
|s| = − log(1−δ2 and the parts of the half lines arg s = ±π outside this circle. Then it is easy
to estimate the integral by 2πC3C
µ
4 /µ with some positive constants C3 and C4 and (49)
follows.
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