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 RÉSUMÉ 
L'introduction des  polynômes de Macdonald (Macdonald, 1988)  comme des  vec­
teurs  propres  associés  à  certains  opérateurs reliés  à  la  physique  et comme  une  géné­
ralisation  de  quelques-unes  des  bases  les  plus  importantes de  l'anneau des  fonctions 
symétriques, a donné lieu  à un nombre remarquable de résultats dans divers domaines 
de l'algèbre, la combinatoire et la géométrie algébrique, entre autres. Ce travail présente 
un des liens  entre la théorie des  fonction symétriques et la théorie des  représentations 
des groupes, donné par les  polynômes de Macdonald et les  modules de  Garsia-Haiman. 
Mots clés: Combinatoire algébrique,  combinatoire énumérative, fonctions symé­
triques,  modules  de  Garsia-Haiman, polynômes de Macdonald,  théorie des représenta­
tions. INTRODUCTION
 
Un des blocs fondateurs de la théorie des fonctions symétriques moderne fut l'introduc­
tion, en  1988,  des polynômes de Macdonald (Macdonald,  1988).  Ceux-ci généralisaient 
la plupart des fonctions symétriques classiques. De plus, ils représentèrent aussi de nou­
veaux défis théoriques pour la combinatoire algébrique. Après quelques rénormalisations 
de  sa définition  originale,  Macdonald  présenta  une  décomposition  des  polynômes  de 
Macdonald en  termes de fonctions de Schur. Il énonça une conjecture voulant que les co­
efficients qui  accompagnent les fonctions de Schur, a priori des fonctions rationnelles en 
deux paramètres, doivent êtres des polynômes à coefficients non négatifs. Ces polynômes 
sont maintenant désignés sous le nom de coefficients de Kostka-Macdonald puisqu'ils gé­
néralisent les nombres de Kostka et q-Kostka, largement étudiés dans le  domaine de  la 
combinatoire et de la théorie des représentations des groupes. 
Dans  les  années  1990,  ces  développements constituèrent un  des  focus  de  la recherche 
dans les  domaines de l'algèbre et la combinatoire algébrique.  Parmi les  approches qui 
surgirent, celle de Garsia et Haiman se démarqua. Ces derniers introduirent des modules 
bigradués qui,  via l'isomorphisme de Frobenius, sont en connexion avec  les  polynômes 
de  Macdonald.  Près  de  dix  ans  plus  tard,  Haiman  démontra la  conjecture  posé  par 
Macdonald,  connue aujourd'hui comme la (ex)  conjecture de  positivité de Macdonald, 
en utilisant des outils de la géométrie algébrique. 
Le  présent mémoire raconte en partie cette histoire, mais, surtout, se penche sur des dé­
veloppements récents d'un point de vue purement algébrique.  Une version combinatoire 
de l'histoire en question peut être trouvée dans (Rodriguez, 2008). 
Dans le  premier chapitre, on introduit les définitions de bases qui seront fondamentales 
dans les  chapitres suivants.  Les  notions de  diagramme,  partage d'un nombre,  tableau 2 
et  permutation y  sont discutées.  Ensuite,  dans le  deuxième  et troisième  chapitre,  on 
enchaîne avec  une introduction à la théorie des représentations des groupes et des fonc­
tions symétriques, respectivement. Bien que quelques-uns de ces résultats soient démon­
trés dans cette monographie, on  dirige  le  lecteur vers  les  principales références de ces 
domaines pour la plupart des preuves.  Le quatrième chapitre est entièrement dédié aux 
polynômes de Macdonald ainsi qu'à leurs caractéristiques de bases. Quant au cinquième 
chapitre, on y présente un exposé général des résultats de Garsia-Haiman sur J'étude des 
polynômes de IvIacdonald. Finalement, le sixième chapitre introduit une série de conjec­
tures dérivant de la théorie générale et quelques essais formulés  par Bergeron et al qui 
donnent une approche différente de la géométrie algébrique pour résoudre la conjecture 
de positivité de Macdonald. CHAPITRE l 
DÉFINITIONS DE BASE 
Dans ce chapitre, on introduit des notions de base concernant les permutations et les par­
tages, outils importants pour la démarche des prochains chapitres. Dans notre contexte, 
les  partages sont définis via la notion de diagramme sur le  plan positif, ce qui permettra 
à la fin  de ce  mémoire de réaliser des généralisations sur cet objet. 
Dans  ce  qui  suit,  on  dénote par  N  :=  {ü} U Z+  l'ensemble  des  nombres  entiers  non 
négatifs. 
1.1  Diagrammes de f::I  x  f::I 
Définition 1.1.1.  Un  diagramme est un sous-ensemble fini d  =  {(al, bd,· .. ,(an, bn)} 
de  N x N.  Les  éléments de  d  sont appelés  les  cases de  d.  Si le  diagramme dan cases, 
on  dit  que  d  est un n-diagramme. 
Une case (a, b)  d'un diagramme correspond à un carré unitaire dans le  plan N x N,  avec 
sommets (a, b), (a, b + 1), (a + 1, b), (a + 1, b + 1)  (voir Figure 1.1). 
Définition 1.1.2. Soit d  un diagramme.  Le  diagramme conjugué de  d  est l'ensemble 
d' := {(b,a) : (a,b)  E d} 
Il est clair que l'opération de conjuguaison est une involution, c'est-à-dire (d')' =  d. 4 
~  ~ 
0,2 
0,1  1,1  0,1  1,1  @] M 
1,0  2,0  1,0 
d  d' 
Figure 1.1 Représentation du diagramme d = {(O, 1), (1,0), (l, 1), (1,3), (2,0), (3, 1)} 
et de son diagramme conjugué d'.
 
Ordre sur les cases d'un diagramme
 
On peut ordonner les cases d'un diagramme de la façon suivante:
 
On appelle cet ordre l'ordre lexicographique.
 
Aussi, on peut considérer l'ordre de lecture:
 
Exemple 1.1.1.  Dans la figure  1.1,  le  diagramme d  est  décrit  par l'ordre lexicogra­
phique. Une description par ['ordre de lecture est 
(1,3), (0, 1), (l, 1), (3, 1), (1,0), (2,0). 5 
1.2  Partages et diagrammes de Ferrer 
Définition  1.2.1.  Soit  n  dans  N.  Un  partagel  de  n  est  une  suite  d'entiers  f-L 
(f-Ll, ... , f-LT)  vérifiant: 
(1)  f-L 1 2  f-L2  2 ... 2  f-LT  2 1; 
(2)  f-Ll  + f-L2 + ... + f-LT  =  n.
 
On écrit f-L  r n  lorsque  f-L  est un partage  de  n.  La longueur f!(f-L)  de  f-L  est le  nombre r.
 




On peut décrire les partages à l'aide de la notation exponentielle: si  f-L  =  (f-Ll, f-L2, ...) 
est  un  partage  de  n  et  rm  est  le  nombre  de  fois  que  le  nombre  m  apparaît  dans 
(f-Ll,  f-L2,  ...), on écrit 
Par exemple, si (6,3,1,1) r 11, alors (6,3,1,1) =  12 31 61. 
Diagramme associé à  un partage 
Tout partage f-L  =  (f-Ll,  f-L2, ... , f-LT)  de n définit un diagramme sur le  réseau N x N : 
(1.3) 
Par abus de  notation,  on  dénotera par  f-L  le  diagramme obtenu du  partage  f-L.  Il  est 
courant dans la littérature d'utiliser la terminologie de diagramme de Ferrer pour le 
diagramme d'un partage. 
IOn dit aussi partition du nombre n. 6 
~	 ~ 
0,2 
0,1  1,1 
0,0  1,0  2,°1 3,°1 
1  1 
Figure 1.2 Le  diagramme de Ferrer  IL  =  {(O,O),(l,O),(2,O),(3,O),(O,1),(O,2),(1,1)} 
associé au partage IL  =  (4,2, 1)  et son diagramme de Ferrer. 
Ordres sur les partages 
On introduit des ordres entre partages qui seront considérés dans les chapitres suivants. 
1.	  Ordre d'inclusion 
Un partage À est contenu dans le partage IL  si leurs diagrammes associés satisfont 
À ç  IL,  où ç  est l'inclusion par sous-ensembles.  Par abus de notation, on  dénote 
par ç  l'ordre d'inclusion sur les  partages. 
2.	  Ordre de dominance 
On dit que le partage À domine le partage IL  si  À1 +... +  Àk :::;  ILl +... +ILk,  pour 
tout k ~  O.  On écrit À  :::S  IL  lorsque À domine IL. 
3.	  Ordre lexicographique
 
On écrit À <IL  si  la première différence non nulle ILi  - Ài  est positive.
 
Soit d  un diagramme. Dans les  chapitres suivants nous considérerons le paramètre sui­
vant : 
n(d):=  L  i.	  (1.4) 
(i,j)Ed 7 
1.3  Compositions 
Définition 1.3.1. Soit n EN. Une  composition c de n est une suite finie (Cl, C2, ... , Ck) 
d'entiers non-négatifs tels que 
Cl + ... + Ck = n. 
Si  c  =  (Cl, C2, ... , Ck)  est une composition de n  on écrit CF n. Le  nombre  Ici  ;= n  est 
appelé la taille de c, tandis que k est la longueur de c, dénotée par R(c).  Les  nombres 
Cl, C2, ... , Ck sont les parties de c.  On appelle composition vide celle dont son nombre 
de parties est n =  O.  On dira que la composition c est positive si ses parties sont tous 
des nombres entiers positifs non-nuls. 
Exemple 1.3.1. Trois examples de compositions du nombre 11  sont; 
Cl  =  (3,0,3,4,0,1)  ,  C2  =  (0,0,1,1,0,1,5,3,0)  ,  C3  =  (4,5,2) 
On trouve que: 
La seule composition positive est C3. 
Partage associé à  une composition 
Étant donné c F n, on peut produire un partage de n en ordonnant de façon décroissante 
les parties non-nulles de c.  Cette procédure est bien définie car même si la longueur de c 
est infinie, son nombre de parties non-nulles doit être fini  puisque n est un nombre fini. 
r..­
On dénote par c  le partage obtenu à partir de c et on l'appelle partage dérivé de c. 
Exemple 1.3.2. Les partages dérivés des compositions de l'exemple ci-dessus sont: 
r..- r..- "  cI=(4,3,3,1)  ,  c2=(5,3,1,1,1)  ,  <:3=(5,4,2). 
1.4  Tableaux de Young 
Si  n  est un entier non-négatif, on pose 
[n];= {1,2, ... ,n}. 8 
Définition 1.4.1.  Soit Mf- k.  Un  tableau de  Young de  forme  J.l  et à valeur dans  ln] 
est une fonction injective 
t :M --t ln].  (1.5) 
Graphiquement, un tableau de Young est un diagramme de Ferrer construit à partir du 
partage sous-jacent tel que ses cases sont remplies avec  des  éléments de l'ensemble ln]. 
Définition  1.4.2.  Un  tableau  de  Young  t  :  M ----7  ln]  est  dit  semi-standard si  les 
nombres placés  dans  ses  cases sont en  ordre  croissant pour chaque  ligne  et strictement 
croissant pour chaque  colonne,  c'est-à-dire 
t(a, b)  :::;  t(a + 1, b)  ,  t(a, b)  < t(a, b+ 1). 
Dans le  cas  où M f- n  et les  nombres placés  dans  les  cases  de  t  sont en ordre strictement 
croissant  pour chaque  ligne  et  chaque  colonne,  on  dit  que  t  est un tableau  de  Young 
standard. Dans ce  cas,  on a : 
n  =  LMi, 
t(a, b)  < t(a + 1, b)  ,  t(a, b)  < t(a, b+ 1). 
On dénote par SS~[n] (respectivement STJ.t[n])  l'ensemble des tableaux semi-standards 
(respectivement standards) de forme Met à valeur dans ln]. 
Définition 1.4.3.  Soit t  un tableau de  Young.  Le  contenu a(t)  de  test 
où mi est la  multiplicité de  l'entier i  dans t. 
Exemple 1.4.1. Pour le  tableau t2  de la figure  1.3, on a 
a(t2) =  1°2°334151627°819°101 
= 334562810 







1  6  6  8  3  9 
3  8  4  6  2  8 
4  11  3  171  3  3  3  1  5  1  1  4  5  171 
Figure 1.3 Exemple de  différents types de  tableaux de forme  (4,2,2,1). De gauche à 
droite: un tableau de Young à valeur dans [12],  un tableau semi-standard à valeur dans 
[10]  et un tableau standard à valeur dans  [9]. 
1.5  Monômes 
Soit  x  :=  {Xl, X2, ... , X n }  une  famille  de  variables  commutatives.  Il  sera important 
dans la démarche des chapitres suivants de travailler avec des monômes de l'anneau de 
polynômes (Q)[x]  associés aux définitions décrites jusqu'à maintenant. 
Monômes associés aux tableaux 
Soit t : À ~  ln]  un tableau. Le poids monomial associé à test 
Xt:=  II Xt(a,b).  (1.6) 
(a,b)EJ.l 
Si  le tableau t est standard, on définit son poids monomial standard associé comme 
étant 
t 
x  :=  II X~(a,b)'  (1.7) 
(a,b)EJ.l 
Exemple 1.5.1.  Pour le  tableau t3  de la figure 1.3,  on a 10 
Monômes associés aux compositions 
Si  c =  (Cl"  .. ,Ck)  est une composition, on lui associe le  poids 
si  k :s;  n; 
(1.8) 
sinon. 




Exemple 1.5.2.  Pour c =  (0,4,1,2,0,1,0) et x =  (Xl, ... ,XlO)  on a :
 
1.6  Le groupe symétrique 
Définition 1.6.1.  Soit nE 2+.  Une  permutation d'un ensemble fini A  est une bijec­
tion de  A.  L'ensemble des  permutations de  l'ensemble 
[n]:= {1,2, ... ,n} 
est un groupe  ayant comme produit la  composition de  fonctions.  On l'appelle le  groupe 
symétrique <Sn. 
L'ordre de  <Sn  est nI. On représente toute permutation a  de la façon suivante: 
2 
a(2)  a(i) 
Une permutation a est dite cyclique s'ils existent al, a2, . .. , ar  E  ln]  différents tels que 
a  envoit al vers a2,  puis a2  vers a3,  ..., ar-l vers ar et enfin ar vers al, tandis que les 
n - r éléments restants de l'ensemble ln]  sont fixés  par a.  On écrit 
a  =  (a 1 a2  ... ar). 
Avec cette notation on a 11 
Le nombre T  est la longueur du cycle. On appelle ()  un r-cycle. L'ordre d'un r-cycle 
est donc simplement égal à T.  On appelle transposition une permutation à 2-cycle. 
En général, la composition de permutations n'est pas commutative. Par contre, elle l'est 
entre cycles disjoints, c'est-à-dire deux cycles  (al  a2  ... ar )  et (bl  b2  ...  bs )  tels que 
{al, a2, . ..,ar } n{bl , b2, ... ,bs}  = 0. 
Décomposition des permutations 
Il  existe  plusieurs  façons  de  décomposer  une  permutation.  Ces  décompositions 
peuvent être uniques ou non.  On présente ici  deux décompositions classiques. 
1.	  Par transposition 
Pour toute permutation (J,  il  existe (J), .. . ,  (Jm  transpositions telles que (J = 
TI::1 (Ji·  Dans cette décomposition, les transpositions (Ji  et le nombre m  ne 
sont pas nécessairement uniques. Or, la parité du nombre de transpositions 
demeure la même dans chaque décomposition en produit de transpositions. 
On dit que  (J  est paire (respectivement impaire) s'il y a  un nombre pair 
(respectivement impair) de transpositions nécessaires pour représenter cette 
permutation. On appelle signature de (J  l'application 
+1  si  Cf  est paire;
sgn(a)  .~  { 
-1  si  (J  est impaire. 
2.	  Par cycles disjoints 
Toute permutation peut s'écrire de façon  unique comme produit de  cycles 
disjoints. Pour chaque orbite de (J dans Sn, on construit un cycle en suivant 
l'ordre de succession des éléments de l'orbite par itération de (J.  Ainsi,  (J = 
TI~=l  (Ji  où  chaque  (Ji  est  un  Ài-cycle,  avec  Ài  égal  au  nombre  d'éléments 
de l'orbite associée à  (Ji.  Puisque les  cycles  commutent entre eux,  on  peut 
supposer À1  2::  À2  2::  ... 2::  Àr  2::  1.  On dénote la séquence 
et on l'appelle le type cyclique de la permutation (J. Si 0  dénote l'ensemble 12 
des orbites, par l'équation de classes provenant de la théorie des groupes, on 
obtient: 
r 
n =  l[n]1  = L IXI = LÀi . 
XEO  i=1 
Cette dernière observation permet de démontrer le résultat suivant : 
Lemme 1.6.1. Le  type  cyclique  d'une permutation de  6 n  est un partage  de  n. 
Exemple 1.6.1. Considérons la permutation de  6 6 
(j =  (1  23456)  (1.9) 
3  5  1 462 
On  peut écrire  (j  de  façon  unique comme  la décomposition  en  cycles  disjoints 
suivante: 
(j = (2  5 6)  (1  3)(4) 
et ainsi le type cyclique de (j est (3,2,1) f- 6.  On peut aussi décomposer (j comme 
les produits de transpositions: 
(j =  (2 5) (5 6) (1 3) 
=  (2 6) (5 6) (2 6) (1 3) (5 6). 
La signature de (j est donc T((j) = (-1)3 = (_1)5 = -1. 
Définition 1.6.2. Soient (j, 8 E 6 n .  La  conjuguée de  (j par 8 est la  permutation 
8 0  (j 0  8-
1
.  L'ensemble des  conjuguées  de  (j est 
On l'appelle la  classe de conjugaison de  (j.  On définit le  centralisateur de  (j 
comme l'ensemble 13 
La conjuguée d'un r-cycle par toute permutation reste un r-cycle.  Plus précisé­
ment, si  CT  =  (al  a2  ... aT )  et eE 6 n , on a 
Pour le  cas  général  d'une permutation 'Tf,  un élément ede  C('Tf)  est tel  que sa 
décomposition en produit de cycles disjoints a la même structure que celle de  'Tf. 
Plus précisement, on a le résultat: 
Théorème 1.6.1. Deux permutations sont dans la même classe de  conjugaison si 
et seulement si elles ont le même type cyclique.  En plus,  si CT  est une permutation 
Tn de  6 n  de  la forme (1 TI ) 2
T2 
,  ••• , n )  et Z(T  :=  1z( CT) 1  on a 
2
T2  Tn Donc,  la  classe  de  conjugaison de  type (I
TI 
,  ,  ••• ,n )  a n!/z(T  éléments. 
Exemple 1.6.2. Les  classes de conjugaison de 6 4  sont: 
CT  C(CT)  IC(CT)I 
1
4  {1} 
41 
l44!  = 1 
212  {(12), (13), (14), (23), (24), (34)}  4' 
l22!2J  l!  = 6 




31  {(123), (132), (124), (142), (134), (143), (234), (243)}  4' 
111'31 l' = 8 
4  {(1234),(1243), (1324), (1342),(1423), (1432)}  4'  41  l!  = 1 
La notion de tableau peut être généralisée pour n'importe quel diagramme. 
Définition 1.6.3. Soit d  un diagramme.  Un  tableau de  forme d  à valeurs dans 
ln]  est une fonction injective t : d  -----+  [n]. 
Définition 1.6.4. Soit v  un partage et soient J-L  et À  deux partages tels que À ç  J-L. 
Considérons les  tableaux  associés  à  chacun de  ces  partages.  Le  tableau v  est  dit 
tableau gauche si vU  J-L  = À.  On écrit v = J-LI À.  Si À  et.  J-L,  nous posons J-LI À = 0. 14 
Les notions de tableau semi-standard et tableau standard se transposent naturel­
lement aux contextes de tableaux génériques et tableaux gauches. 
Figure 1.4 Un  tableau semi-standard gauche 5321/411 à valeur dans [3]. CHAPITRE II 
THÉORIE DE LA REPRÉSENTATIONS DES GROUPES FINIS 
Dans ce chapitre, nous rappelons les concepts et résultats principaux de la théorie 
des  représentations des groupes finis.  Un  des concepts important à  voir  dans ce 
chapitre sont la représentation régulière  et les  nombres de  Kostka,  dont des gé­
néralisations de  ces  deux objets feront partie importante des  prochains chapitre. 
Des preuves plus détaillées de la plupart des résultats de ce chapitre peuvent êtres 
trouvées dans (James, Liebeck,.2001) et  (Sagan 2001). 
Définition 2.0.5.  Soit G  un groupe  fini.  Une  représentation de  G  sur tC  est 
un couple  (V, p)  constitué d'un tC-espace  vectoriel V  de  dimension finie  et  d'un 
homomorphisme 
p : G ------t  GL(V) 
où GL(V) est le  groupe  des  transformations linéaires inversibles de  V.  On  dit que 
V  est l'espace de la représentation et  que  la  dimension de  V  est  le  degré de 
la représentation. 
On considérera toujours des  espaces  vectoriels  V  de  dimension finie.  Lorsque  p 
sera donnée, par abus de  langage, on fera  référence à V comme la représentation 
(V, p)  de G. 16 
Définition 2.0.6.  Un  homomorphisme 'ljJ  entre  deux représentations (V, Pl)  et 
(W, Pz)  de  G  est une transformation linéaire 'ljJ  : V  ---t  W  telle  que 
'ljJ  0  Pl (g)  =  Pz (g)  0  'ljJ 
pOUT  tout g E  G.  Si 'ljJ  est bijective,  on est en présence  d'un isomorphisme de 
représentations. 
Chaque représentation (V, p)  de G induit une action linéairel  e:G x V ---t V en 
posant 
e(g, v)  := p(g)(v). 
Il  est usuel de dénoter e(g, v)  par g .v. 
Définition 2.0.7. Soit V  un C-espace vectoriel de  dimension finie.  On dit que V 
est un G-module s'il existe une action linéaire  de  G  sur V. 
Ainsi,  toute représentation (V, p)  induit une structure de  G-module sur V.  Réci­
proquement, si  V est un G-module, on peut définir une représentation (V, p)  de 
G en posant p(g)(v)  := g .v,  pour tout v  E  V  et g E  G.  Donc,  les  concepts de 
représentations de groupes et de modules sur un groupe sont équivalents. Dans ce 
qui suit, on utilisera ces deux définitions de manière interchangeable. 
1C'est-à-dire, une fonction 8 : G x V  ---+  V  qui satisfait 
8(e, v)  =  e, 
8(g,.\ v + j3w)  =  .\(8(g, v)) + {3(8(g, w)), 
8(gh,v) =  8(g,8(hv)), 
pour tout g,h E G et pour tout v E V. 17 
Exemple 2.0.3. On décrit ci-dessous des exemples classiques de représentations. 
1.	 L'homomorphisme p : G  -----t  GL(V), défini par p(g)  := Id pour tout 9 E  G, 
où  Id  est la fonction identité, est une représentation. Si dim(V) = 1,  alors p 
est appelée la représentation triviale de G. 
2.	  On construit une représentation (C, p)  de 6 n ,  dite représentation alter­
née, en posant p(a)  := sgn(a). 
3.	 Soit X  =  {Xl, X2, .. . , xn }  un ensemble fini  et 6 x  l'ensemble des  permuta­
tions de X. Une action de G sur X  est un homomorphisme de groupes 
B:G--;6x · 
Par abus de notation, on dénote 9 . x l'image de  X  par B(g).
 
Considérons CX l'espace vectoriel engendré par X sur C  :
 
(2.1 ) 
On définit une représentation (CX, perm) de G en  posant 
(2.2) perm(g) (LÀXX)  := LÀx(g·x) 
xEX  xEX 
pour tout 9 dans G.  On appelle cette représentation la représentation par 
permutation associée à X. Puisque CX ~ Rn,  le  degré de cette représen­
tation est n. 
Définition 2.0.8.  Un  sous-espace G-invariant d'un G-module V  est un sous­
espace U  tel que G .U ç U.  On peut considérer l'espace U  comme une représen­
tation lui-même,  en utilisant la  restriction plu: G -----t  GL(U)  définie comme 
plu(g)(u) = p(g)(u). 
Une  paire (U, plu)  est dite une sous-représentation de  la  représentation (V, p). 18 
Il Y a plusieurs façons d'obtenir une représentation de G  à partir de deux repré­
sentations données. 
Définition 2.0.9. Soient (V, Pl) et (W, P2)  deux représentations de G.  On définit 
deux nouvelles représentation de  G  comme suit : 
1.  La somme directe Pl  EB  P2  : G  ----7  GL(V EB  W)  définie par 
2.  Le produit tensoriel Pl Q9 P2  : G  ----7  GL(V Q9  W)  défini par 
Étant donné une représentation (V, p)  de G et un sous-groupe H  de  G,  on peut 
obtenir deux représentations en  utilisant les notions suivantes. 
Définition 2.0.10.  La représentation restreinte de  V  sur H  est la  représen­
tation V l~:=  (V,p'),  où p':= plH  est la  restriction au sous-espace H. 
L'ensemble 
Ind~V := {f : G ----7  VI f(hg)  =  p(h) f(g), 'ligE G, 'V hE H}. 
est un G-module avec  l'action 
g·f:G-->V 
(g. j)(x) := f(xg) 
pour tout g, x E G.  On l'appelle  la  représentation induite V T~  de  H  vers G. 19 
2.1  Résultats principaux de la théorie des représentations 
Définition 2.1.1.  Une  représentation (V, p)  de  C  est dite irréductible si V  n'a 
pas de  sous-espace C-invariant distinct à l'espace nul et à V.  La représentation est 
complètement réductible si V  s'écrit comme une somme directe  de  sous-espaces 
C -invariants irréductibles. 
Soit V  un C-module, Un des résultats les  plus importants de cette théorie est le 
théorème de décomposition canonique d'une représentation en sous-représentations 
irréductibles: 
Théorème 2.1.1  (Maschke).  Toute  représentation V  d'un groupe  fini C  se  dé­
compose de  façon unique,  sauf isomorphisme,  comme : 
k 
V = ffiViœmi  (2.3) 
i=I 
où VI, ... ,Vk  sont des représentations irréductibles distinctes de C  et V?  mi  dénote 
la  somme directe 
Vi  E9  Vi  E9 ... E9  Vi . 
,  .J 
v 
mi fois 
De plus,  les  multiplicités mi  sont uniques. 
2.2  Caractere d'une représentation 
Toute représentation peut être décrite sous forme matricielle. En effet, si V est un 
espace vectoriel de dimension n  et on choisit une base B =  {VI, V2, ... ,Vn }  pour 
V,  la représentation (V, p)  peut être donnée comme suit: pour chaque 9 E C,  on 
considère la matrice inversible 
où les  gi,j  sont des scalaires uniques tels que 
n 
g. Vj  = 2::gi,j Vi· 
i=l 20 
Chaque matrice {Rg } gEG satisfait 
pour tout g, h E  G.  Inversement, les  données de matrices inversibles Rg  vérifiant 
les propriétés ci-dessus définissent une représentation linéaire p de G dans V. 
Exemple 2.2.1. Considérons l'espace vectoriellR
4 avec base canonique {'VI, 'V2, 'V3, 'V4}' 
où 
'VI  = (1,0,0,0)  'V2  = (0, 1,0,0)  'V3  =  (0,0, 1,0)  'V4  = (0,0,0,1). 
On défini une action 6 4  x lR4  ~  lR4  en posant 
Calculons les matrices de permutations des éléments 9 := (13) et h =  (124). On 
a: 
9 . 'VI  = 'V3  ,  9 . 'V2  = 'V2  ,  9 . 'V3  = 'VI  ,  9 . 'V4  = 'V4· 
h . 'VI  = 'V4  ,  h . 'VI  = 'V4  ,  h . 'V3  = 'V3  ,  h . 'V4  = 'V2· 
Alors: 
1 ° 
1 °  °  ° °°
 
1 0  1 
Rg  =  ,  Rh  =  °  °  °°°
 
1 0  0 1 °°  ° °  0 0  1 0 0 ° 
1  ° 
Définition 2.2.1. Soit (V, p)  une représentation de  G.  Le  caractère de  la Tepré­
sentation (V, p)  est la fonction Xp:  G ~  <C  donnée  paT 
XP (g)  = trace( Rg ) 
pour tout 9 E  G. 21 
Exemple 2.2.2. Dans cet exemple, on calcule les caractères des représentations 
définies dans l'exemple (2.0.3). 
- Puisque la représentation identité et la représentation alternée sont de degré 1, 
alors leurs caractères sont précisément Xld= 1 et Xalt  (-) =  sgn(-). 
- Soit X  =  {Xl, X2, ... ,Xn }  un ensemble muni d'une action G x X  -----+  X  et soit 
V  = CX le  CG-module de permutation correspondant. Alors,  X  est une base. 
de  V.  Considérons la matrice de l'opérateur linéaire 9  : V  -----+  V  (v  ~  9 . v) 
par rapport à  la base X. L'entrée (i, i)  de cette matrice est différente de  zéro 
si  et seulement si  9 . Xi =  Xi'  Donc cette entrée est égale à 1 au cas où elle est 
non-nulle.  On appelle ces  matrices matrices de permutation. Ainsi,  Xv(g) 
est égale au nombre de points fixés  par 9 dans X. 
Dans l'exemple (2.2.1), on constate que les  caractères des  matrices de permu­
tation de  (12)(3)(4) et (134)(2) sont bien 2 et 1. 
Propriétés de base des caractères 
Soit (V, p)  une représentation de G de  degré n et soit XP  son caractère. On a les 
propriétés suivantes : 
1.  Xp( e)  = n,  où e est l'élément neutre du groupe G. 
2.  Xp(g-l) = Xp(g),  où z désigne le conjugué du nombre complexe z. 
3.  Soient g, hE G.  Si 9 et h son conjugués alors Xp(g)  = Xp(h). 22 
2.3  L'espace des fonctions centrales 
Définition 2.3.1.  Une  fonction centrale du groupe G est une fonction <p  : G  ----7 
te  telle  que  <p(g)  = <p(h))  pour tout g et h  dans  la  même classe  de  conjugaison. 
On dénote C(G)  l'espace des fonctions centrales de  G.  Notons qu'on peut écrire 
C(G)  = {<p:  G  ----7  te  1 <p(g)  = <p(hgh-
1
), \:;/g, hE G} 
par un simple changement de  variables.  Il  est facile  de prouver que la somme et 
le  produit de fonctions des classes sont fermés.  Donc, C(G)  est une algèbre. 
Une fonction  <p  est constante si et seulement si elle est constante sur chacune des 
classes de conjugaisons. Ainsi,  <p  est déterminé par ses valeurs Ci  sur les classes Ci, 
lesquelles peuvent êtres choisies arbitrairement. Une base naturelle pour C(G)  se 
compose donc des fonctions  {1d~=I'  où  k est le nombre de classes de conjugaison 
et li(Cj)  = Oi,j  pour {Cl, C2, ... Ck}  un ensemble de représentants des classes.  On a 
donc démontré le  résultat suivant 
Proposition  2.3.1.  La  dimension  de  C(G)  est  égale  au  nombre  de  classes  de 
conjugaison de  G. 
Le caractère comme fonction centrale 
On  introduit sur l'algèbre des fonctions centrales un produit scalaire défini par 
1,",  ­
(Xl, X2)  := lG1 L..t Xl (g) X2(g).  (2.4) 
gEG 
La propriété 3 des  caractères énoncés ci-dessus implique que  les  caractères sont 
des fonctions centrales. On dit que le caractère associé à une représentation est ir­
réductible si la représentation est irréductible. Un résultat classique de la théorie 
des caractères affirme que l'ensemble des caractères irréductibles de G forment une 
base orthonormale de l'espace C(G)  pour le  produit scalaire défini ci-dessus.  Or, 
on a vu que la dimension de C(G) est égal aux nombres de classes de conjugaisons 
de G.  On a ainsi le  résultat suivant: 23 
Théorème 2.3.1 (Classique).  Le nombre de  classes de  conjugaison de G est égal 
au nombre de  caractères irréductibles de  G  (à  équivalence près). 
Caractères et décomposition des représentations 
Théorème 2.3.2 (Classique).  Soit (V, p)  une représentation d'un groupe fini G. 
Considérons la  décomposition 
k 
EEimi
V = EBVi	  (2.5) 
i=l 
de  V  comme une somme de  représentations irréductibles  de  G  donné par le  théo­
rème de  Maschke.  Soient Xl, X2,"  . > Xk  les caractères associés aux représentations 
Vl ,V2 , ... ,Vk .  Alors: 
2.	  mi =  (Xp> Xi)' 
3.  (Xp, Xp)  = mi + m§ + ... +  m~.
 
4·  Le  caractère X.>..  est irréductible si et seulement si (XP, X.>..)  =  1.
 
5.	  Soit q;  une représentation de G.  Alors, q;  et p sont isomorphes si et seulement 
sz  X.p  = Xp' 
Donc chaque représentation (V, p)  de  G est déterminé par son caractère. 
2.4  La représentation régulière 
Considérons l'action du groupe G sur lui-même définie par 
g. h:= gh. 
Posons C[G]  := CG.  On peut définir une multiplication entre les  vecteurs de  cet 
espace en posant : 
L ag g. L bgl g'  := L Ch h 
gEG  ~EG  hEG 24 
avec Ch  = 2:  g,gl ag bgl, où les indices de cette somme sont des éléments de G tels que 
gg' = h.  Cet espace vectoriel a donc une structure d'algèbre connue classiquement
 
comme l'algèbre du groupe G sur <C.
 
Posons reg l'homomorphisme perm considéré sur X  = G :
 
reg := perm: G ---7 GL(C[G]).  (2.6) 
On appelle 
R  := (C[GL reg) 
la représentation régulière de G. 
Puisque seul l'élément identité e de G fixe  tout les  points de  qG], en vertu de 
l'exemple (2.2.2), on obtient: 
IGI  , si  9 = e; 
Xreg  (g)  = 0  (2.7)
{  smon. 
mi En général, si  C[G]  =  EBi Vi0  est une décomposition de  l'algèbre C[G]  en mo­
dules irréductibles alors: 
où l'égalité (*)  provient du théorème (2.3.2) et (**)  est dû à l'équation (2.7).  On 
a donc démontré une partie du théorème suivant. 
Théorème  2.4.1  (Classique).  La  représentation  régulière  d'un  groupe  fini  G 
contient toutes les représentations irréductibles de G (à isomorphisme près).  Chaque 
représentation  irréductible  V  de  G  apparaît  dim(Vi )  fois  dans  R.  En  plus,  si 
dl, d2, ... , dk  sont les  dimensions des  représentations irréductibles de  G,  alors: 
k 
L d;= IGI·  (2.8) 
i=l 25 
Table de caractères 
La table de caractères d'un groupe G est  un  tableau  dont les  rangées  sont 
indexées par les caractères irréductibles et les colonnes par les classes de conjugai­
son de G.  Cette table est carrée puisque le  nombre de  classes de conjugaison est 
le  même que  celui  des  représentations irréductibles non-isomorphes  (ce  résultat 
sera démontré dans les sections suivantes). Par convention, la première ligne de la 
table de caractère correspond au caractère trivial, tandis que la première colonne 
correspond à la classe de l'identité du groupe {e}. 
Exemple 2.4.1.  Calculons  la table de  caractères pour 6 3- Puisque les  classes 
de conjugaison sont caractérisées par le  type cyclique des permutations, on peut 
choisir  {(1),(12),(123)} comme ensemble de  représentants des  classes.  Posons 
Xl, X2,  X3  les caractères irréductibles de 6 3 . 
(1)  (12)  (123) 
Xl  1  1  1 
X2  1  -1  1 
X3  2  0  -1 
Figure 2.1 Table de caractères de  63. 
Les  représentations  triviales et  alternantes  sont  en  général  des  représentations 
irréductibles non-isomorphes. En effet: 
1 
(Id,sgn) =  16  1L  Id(O")sgn(O") 
3  o-E63 
=	 ~ (sgn(id) + sgn(12) +sgn(13) +sgn(2 3) +sgn(12 3) +sgn(13 2)) 
1 
=	 "6(1 + (-1) + (-1) + (-1) + (_1)2 + (-If) =  0 =J  1, 
et ainsi les représentations triviales et alternantes ne sont pas isomorphes en vertu 
du théorème (2.3.2).  Posons donc XI= Id et X2=  sgn.  Par le théorème (2.4.1), on 
a 6 = Li  dl,  où di  est le degré de la représentation irréductible Xi'  Puisque Xl  et 26 
X2  ont degré 1,  on doit avoir que 
Ceci implique que le caractère irréductible X3  doit être de degré 2.  La représenta­
tion X3  est obtenue à partir de l'action de 6 3 sur l'espace 
Une  base  pour  cet  espace  est  B  =  {(1,-1,0),(1,0,-1)}. Ainsi  X3  ((1)) 
dim(V) =  2.  Appelons a2  := (12) et a3  := (123). Alors: 
a2' (1, -1,0) = (-1,1,0) = -1(1, -1,0) + 0(1,0, -1); 




a3' (1, -1, 0)  = (0,1, -1) = -1(1, -1,0) + 1(1,0, -1);
 




,  X3  (a3)  = 1  ° 
On obtient donc la troisième ligne de la figure  (2.1). 
2.5  Représentations irréductibles du groupe symétrique 
Dans cette section  on  construira toutes  les  représentations irréductibles  S>'  du
 




- la méthode de  Frobenius-Young,  où  les  modules  S>.  apparaissent  comme  les
 
idéaux à gauche minimals de C[6n ] ; et 
- la méthode de Specht qui, elle,  construit explicitement les  modules S>.  comme 
des sous-modules de l'espace MJ-i.  Cette dernière nous servira à décrire les  6 n­
modules irréductibles. 27 
Une description détaillé de ces méthodes peuvent êtres trouvés dans (Macdonald, 
1995), (Sagan 2001). Pour une description très complète de ces méthodes et autres, 
voir  (Musili,  1993). 
Nous aurons besoins de quelques définitions de base avant d'arriver à la construc­
tion de Specht. 
Action sur les tableaux bijectifs 
Dans cette section, on introduit la notion de tableaux bijectifs à l'aide de laquelle 
on construira les  <Sn-modules  irréductibles de  <Sn-
Définition 2.5.1. Soit d  un n-diagramme.  Un  tableau bijectif est une fonction 
t : d ~ ln]  bijective. 
0 
6 5  i3l 
4 1 
t 
Figure  2.2  Un  tableau  bijectif  construit  à  partir  du  diagramme  cl 
{(O, 1), (1,0), (1, 1), (1,3), (2,0), (3, 1)}. 
On rappelle qu'on peut associer à un tableau t le  monôme 
t 
x  :=  II  X~(a,b)' 
(a,b)Ed 
Le groupe symétrique agit sur ces monômes par l'action 
t 
(J' x  :=  II X~(t(a,b)) 
(a,b)Ed 28 
Soit d  un n-diagramme et soit t  un tableau bijectif de forme d. Le groupe symé­
trique agit sur les  tableaux bijectifs par l'action 
(a· t)(c) := a(t(c))  (2.9) 
pour toute case cE d  et pour tout a E Sn'
 
Il est clair que a·xt = xO"·t  pour tout a  E Sn' Donc, l'action de Sn sur les tableaux
 
bijectifs est compatible avec l'action sur les  monômes.
 
Définition 2.5.2.  Étant donné un partage  f-L  de  n,  on  définit  le  Sn-module 
MJ.L  := C[ x
t 
:  t  est un tableau  bijectif de  forme  f-L.]  (2.10) 
Soit  tJ.L  le  tableau bijectif fixé  de forme  f-L  défini comme 
tJ.L(a, b)  := I.LI + ... + f-Lb-l + a + 1 
pour chaque (a, b)  E  f-L.  On appelle ce tableau le tableau de lecture par lignes 
de  f-L.  Graphiquement, ce  tableau se  construit en lisant les  cases du diagramme 
de  gauche à  droite et de  bas en haut, tout en remplissant chaque case par son 
nombre assigné selon l'ordre suivi.  En guise d'exemple,  le  tableau de lecture du 
partage  f-L  =  (4,3,1) est décrit dans la figure  2.3.  On peut démontrer que pour 
r-
la 
6  7 8  9 
1  2  4  5 3 1 
Figure 2.3 Tableau de  lecture du partage (4,3,1). 
tout monôme x t  dans MJ.L  il  existe une permutation a tel que a . xtl" = xt. Ainsi, 29 
on peut réecrire2  le  module MJ.L  comme 
(2.11 ) 
où, en général, .c[A]  le sous-espace des combinaisons linéaires finies d'éléments de 
A,  pour tout sous-ensemble A de Ql. 
Propriétés de l'espace MJ.L 
1.  MJ.L  est un <Sn-module cyclique, c'est-à-dire qu'il éxiste v E  MJ.L  tel que 
Ceci vient de l'expression (2.11). 
2.	  Si  M = (n),  alors M(n) = .c[I] = C et donc dim(M(n)) =  1. 
3.	  Pour M =  (ln),  alors  M(1n)  ==  .c[(5.  XO  :  (5 E  <Sn],  où  0 =  (n  - l,n­
2, ... ,1,0). Une base pour cet espace est l'ensemble {(5.  XO}O'E6n' d'où 
4.	  Plus généralement, si  M= (Ml, ... , Mk)  f- n on a 
5.	 Soit  (5 E  <Sn  et soit  À  = ,((5)  sont type cyclique.  Si  M =  (Ml,M2, ... ,Mm) 
posons pJ.L  la représentation associé au <Sn-module  MJ.L.  Alors 
2Le choix du tableau de lecture pour décrire l'espace MI' est purement esthétique. 30 
pour tout Xl dans MI-'.  Donc, le caractère associé à  pl-'(o) doit être égal au 
t nombre de points fixés  par l'action de  (J  sur tous les  monômes  x  où  test 
un tableau de Young standard de forme  /J.  Or Xl est laissé fixé  par (J  si  et 
seulement si  chaque cycle de (J  agit sur une seule ligne du  tableau t. 
Si  on pose 
À
k  := {Àj  :  les  éléments du cycle Àj  se  trouvent dans la ligne /Jd  (2.12) 
alors le caractère de pl-' ((J)  est égal au nombre de partitions ordonnés (À l, À2, ... , Àm) 
tels que 
l±J ,V  =  À  et  La f--- /Ji, Vi.  (2.13) 
aEÀi 
Cette description de  pl-'  sera utile plus tard pour décrire les  fonctions symé­
triques de Schur d'un point de vue algébrique. 
Sous-groupes de Young 
Définition 2.5.3. Soit /J = (/Jl' /J2, ... , /JT)  un partage de n.  Le  sous-groupe de 
Young de  6 n  associé à /J  est 
6 1-'  '=  .  6{1,2,... ,1-'1 }  x  6{1-'1 +1,1-'1 +2,...  ,1-'1 +J.L2 } x  . . .  x 6{n-l-'r+1,n.-J.Lr+2,... ,n-J.Lr+J.Lr }. 
En général, les groupes 6(1-'1,J.L2 ... ,J.Lrl  et 6J.L1  x  6J.L2  x· .. X  61-'r sont isomorphes. Soit 
t un diagramme bijectif. Une ligne (respectivement colonne) du tableau t est un 
ensemble de  cases  placées sur le  même axe  horizontal  (respectivement vertical). 
On utilisera les  ordres de lecture et lexicographique pour ordonner  les  lignes  et 
colonnes. 
Exemple 2.5.1. Dans la figure  (2.2), les ensemble ligne et colonne sont: 
R  l  = {2}  ,  R2 = {3, 5, 6}  ,  R3 = {1, 4} 31 
Définition 2.5.4.  Soit t  un tableau  bijectif.  Soient RI, R2 , ... ,RI ses  ensembles 
lignes  et Cl, C2 , ... ,Ck  ses ensembles colonnes.  Les sous-groupes de  Young 
sont appelés les stabilisateurs de lignes et stabilisateur de colonnes, respec­
tivement. 
Plus précisément,  Rt  (resp.  Ct)  est le  sous-groupe des  permutations de  6 n  qui 
fixent les lignes  (resp. colonnes) du tableau bijective t. 
Exemple 2.5.2. Les stabilisateurs de  lignes et de colonnes du diagramme de  la 
figure  2.2 sont 
Rt = 6{2}  x  6{3,5,6}  X  6{l,4} 
Les stabilisateurs de  lignes et colonnes d'un tableau satisfont 
(2.14) 
pour tout 0'  E  6 n . 
Soit Mf- n.  Pour chaque tableau bijectif t de forme  M,  on définit le  polynôme 
t .6t (x) := L sgn(O') 0"  x (2.15) 
IJECt 
Exemple 2.5.3. Pour le tableau t  de lecture de la figure  (2.2), on 
On peut démontrer qu'en général, .6t (x) est égal au produit de tous les  possibles 
facteurs Xi - Xj, où i  et j  sont pris dans la même colonne de t et i < j. 32 
Définition 2.5.5. Soit Mun partage de n. Le module de Specht associé à Mest 
L'action du groupe symétrique sur les tableaux bijectifs est compatible avec l'ac­
tion sur les polynômes 6,. tout comme elle l'est sur le  monôme associé à t  : 
Donc on peut réécrire le  module de Spetch comme 
(2.16) 
Les modules de Spetch satisfont les propriétés suivantes; 
1.	 Pour tout Mf- n, le  6 n -module SÀ  est irréductible. 
2.	  SÀ  est isomorphe à SJJ.,  si  et seulement si À = M. 
3.	  {SJJ.Lf-n  est un système complet de représentations irréducibles de 6 n. 
4.	  L'ensemble {6t (x)  : t E S'J;,[n]}  est une base pour SJJ..  Donc: 
dim(SJJ.)  =  nombre de tableaux de Young standards de forme M. 
5.	  Règle de Branchement 
Si  À  est un partage, on appellera coin de  À  à toute case  (a, b)  dans À  tel 
que, quand on l'enlève du diagramme À,  celui-ci reste un tableau de Ferrer. 
Tout partage obtenu de  À  en enlevant une  de  ses  cases est dénoté par À-. 
Dans le  même ordre d'idées, on définit une  case extérieur à  À toute case 
(a, b)  en dehors du partage À (vu comme un  diagramme) tel que À U {(a, b)} 
est un diagramme de Ferrer. On dénote par  À+ tout partage obtenu par ce 
processus. 
Soit SÀ  une représentation irréductible de 6 n ..  Intuitivement, retirer ou ajou­
ter une case au diagramme À aide a comprendre la restriction de SÀ  à 6 n - 1 33 
ou l'induction à 6 n+1,  respectivement. Plus précisément, on a : 
À  ffi  À­
S  16n-l~\J7S  ,  (2.17) 
À­
SÀT6n+l~ EB SÀ+.  (2.18) 
>-+ 
Exemple 2.5.4. Soit À =  (3,2). L'ensemble des possibles À+ est: 
tandis que l'ensemble des À-est: 
Les symboles  ,x représentent une case ajouté et retiré, respectivement. En vertu 
de la règle de branchement on a : 
2.6  Nombres de Kostka 
On finit ce chapitre par décrivant une propriét.é liant les espaces Mil et Sil. 
Soit V  et W deux G-modules avec V irréductible. On définit 
Hom(V, W) := {f : V  ---t W /  f  est un  G-homomorphisme}. 
Il  s'ensuit de la théorie des représentations des groupes que la multiplicité de SÀ 
dans Mil est dim(Hom(S>-, Mil)). Aussi,  on  peut trouver une base3  de  l'espace 
Hom(S>-, Mil) indexé par les  tableaux semi-standards de  forme  À  et de type /.1. 
On obtient ainsi la décomposition suivante: 
3Yoir (Sagan 2001)  pour une description complète de  cette base. ••
34 
Théorème 2.6.1 (Règle de Young). 
MJ.L  ~  EBK)..,J.LS ).., 
X~.J.L 
où  K)..,J.L  est  le  nombre de  tableaux de  Young  semi-standards de  forme  À  et de 
contenu  IJ.Ll  2J.L2 ... kJ.Lk.  On appelle ces nombres les  nombres de Kostka. 




.  Les  possibles  f.L  ~  À et les  tableaux associés 
de forme  À et de type f.L  sont : 
f.Ll=(7): ~ 
~  tEmmmJ f.L2  = (6,1) :  , 
~ ~  [IDl_ 
f.L3  = (5,2) :  ITIII:I:IlITJ  ,  ITIIJ::illJ]J  ,  ITIITIJI[I] 
lliIDl  [TI3T3l._ 
f.L4  = (4,3) :  ~  , ~ 
f.L5  = (5,1,1) : 
2 2  2 3 
1 1 1 3  1 1 1 2  f.L6  = (4, 2, 1) :  , 
~  Wjjfj f.L7  = (3,3,1) : 
3 
2 2 
111 ffit f.L  = (3,2,2) : 35 
Ainsi: 
M(3,2,2)  =  5(7) EB  25(6,1) EB 35(5,2) EB  25(4,3) EB 5(5,1,1) EB  25(4,2,1) EB 5(3,3,1) EB 5(3,2,2) . 
Propriétés 
1.	  K(n),fJ.  =  1,  pour tout partage f-l.  En effet,  il  n'y a  qu'une seule façon  d'or­
donner une collection de nombre en ordre faiblement croissant. 
2.	  Soit t  un tableau semi-standard de  forme  et contenu  À.  Alors,  pour que t 
reste semi-standard, toutes les cases de la ligne i de t doivent êtres remplies 
de la même valeur i, pour chaque i. Ainsi,  K).,,)., = 1. 
4.	 f-l  :::S  À si  et seulement si  K)."fJ.  > O.  Voir par exemple (Rodriguez, 2008)  pour 
une preuve détaillée. 
5.	  Soit  À  1- n.  On dénote par P le  nombre de tableaux de Young standards 
de forme  f-l.  Comme t  est un tableau de Young standard de  forme  À  si  et 
seulement si  a(t)  = 11 21 31 ... nI,  on  a  K)."ln  = j).,.  Frame,  Robinson  et 
Thrall prouvent dans (Frame, Robinson, Thrall, 1954) que 
j).,	 =  n! 
ITcE)., a(c) + e(c) + 1 
Les  nombres a(c)  et e(c)  corresponds au bras et jambe de la case c  E  À 
(voir figure  (4.1)  du chapitre 4). CHAPITRE III 
FONCTIONS SYMÉTRIQUES 
Ce chapitre présente un bref exposé de la théorie des polynômes et fonctions sy­
métriques.  Le  but ici  est d'arriver à  la définition des polynômes de  Schur pour 
lesquels  on  développera une généralisation dans les  chapitres suivants.  Pour ce 
faire,  on  utilisera la substitution pléthystique, outil qui  rendra plus facile  la ma­
nipulation de certaines formules  concernant les  polynômes symétriques.  Le  livre 
(Macdonald, 1995)  offre une description très complète de cette théorie. 
Notre point de départ dans cette section est l'anneau des polynômes Q  := Q[x] 
dans les  variables x = Xl, ... ,Xn . On écrit ses  éléments sous la forme 
c 
où  la somme  est  pnse sur  toutes les  compositions,  et  les  coefficient  ac  appar­
tiennent à Q.  Le degré de f est la plus grande valeur de  Ici  pour laquelle ac  =1- O. 
Un polynôme est dit homogène de degré d s'il est de la forme 
f(x) =  2:= ac .yC 
Icl=d 
avec au moins un ac différent de zéro. Pour d :2:  0, soit Qd l'ensemble des polynôme 
dans  Q de  degré  d.  Il est courant de  décrire  l'espace  Qd  par la  transformation 
linéaire 
si  Ici  = d; 
smon. 38 
On fait étendre linéairement cette définition à tout polynôme dans Q. Si  f(x) est 
homogène degré d alors 7fd(f(X))  =  f(x). Donc 
Puisque tout polynôme f(x) se décompose uniquement de la forme 
f(x) = 7fü (f(x)) +  7f] (f(x)) + ... + 7fd(f(X)), 
où d est le  degré de f, on a la décomposition 
(3.1) 
Avec  la propriété additionnelle QdQk ç  Qd+k>  l'anneau Q est gradué par rapport 
au degré.
 
On définit une action 6 n  x  Q ----7  Q en posant
 
(3.2) 
On définit l'espace des polynôme invariants par 6 n  comme étant 
Q6
n  := {.t(x) E  Q :  Cl'  f(x) =  f(x), VCl  E 6 n }.  (3.3) 
Cet espace sera l'objet d'étude principal dans la prochaine section. 
3.1  Polynômes et fonctions symétriques 
Définition 3.1.1. Soit nE N.  Un  polynôme f(x)  dans  Q  est dit symétrique si 
f(x) E  Q6n  . 
La somme et le  produit de polynômes symétriques sont à nouveau des polynômes 
symétriques. Une autre observation est que si 
c 39 
est symétrique, alors 
Cl  ""  ""  ~ aC1  =  aC2 ' =  C2 
Ainsi, tout polynôme symétrique de degré d s'écrit de la forme: 
f(x) = I>'\ L xc. 
>.food  '2'==,\ 
Ainsi,  tout polynôme symétrique peut être écrit comme une combinaison linéaire 
de polynômes symétriques monomiaux. En plus, un polynôme symétrique a des 
coefficients entiers positifs si et seulement si cette combinaison linéaire s'écrit avec 
des coefficient entiers positifs. 
Proposition 3.1.1.  Si À f- k  et R(À)  ::;  n,  les  polynômes 2.:'2'==,\  XC  forment une 
base  de  l'espace  des  polynômes symétriques homogènes de  degré k.  Donc 
où p(k)  est le  nombre de  partages de  k. 
Définition  3.1.2.  Soit  À  un partage.  Le  polyn6me  symétr-ique  monomial 
indexé par À  est 
(3.4) 
Par exemple: 
L'écriture d'un polynôme symétrique en terme des polynômes symétriques mono­
miaux ne dépend pas du nombre de variables dans la mesure où ce  nombre est 
plus grand que le  degré  du polynôme.  On peut donc  considérer des  polynômes 
monomiaux définis sur un nombre infini de variables et ainsi étendre la notion de 
polynôme symétrique. 40 
Définition 3.1.3.  Soit Q[[XI, X2, ...]]  l'anneau des  séries formelles  dans  les  va­
riables Xl, X2, ....  On définit l'espace des fonctions symétriqueSI  A ç Q[[XI' X2, ...]] 
comme le Q-espace vectoriel engendré par la famille {m,\(xI' X2,"')  :  À f- n}nEf'.l' 
Cet  espace  est  un  anneau  avec  la multiplication  de  séries  formelles.  Pour  une 
construction explicite  de  l'espace  A en terme  des  {Q6n }nEf'.l,  voir  (Macdonald, 
1995).  On dénote par Ad  l'ensemble des fonctions symétriques de degré d.  Alors, 
l'espace A se  décompose comme: 
Les  polyn6mes  symétriques apparaissent donc comme des  sommes partielles de 
fonctions  symétriques.  Dans le  reste de ce  chapitre on étudiera des  notions sur 
les  fonctions symétriques, en se  restreignant sur les polyn6mes symétriques dans 
quelques  cas.  On omettra la famille  de  variables  (XI, X2, ...)  dans l'écriture des 
fonctions symétriques sauf nécessaire. 
Exemple 3.1.1.  Considérons  la fonction  symétrique monomial  sur  le  partage 
(2, 1)  : 
Si  on se  restreint aux variables (X3, X7),  on obtient le  polyn6me symétrique 
Fonctions symétriques classiques 
Parmi les  autres familles  de fonctions symétriques qui seront considérés dans les 
chapitres suivants, on présente dans cette section trois familles classiques qui se­
ront définis par indexation sur les nombres entiers positifs avant de les considérer 
sur les  partages.  Ceci  rendra plus  claire  la propriété de  multiplicativité de  ces 
familles de fonctions. 
1Bien que ce sont des séries formelles, on les appelle plutôt fonctions par des raisons historiques. 41 
Définition  3.1.4.  Soit  k  un  entier positif.  Les  fonctions  homogènes  com­
plètes, fonctions élémentaires et  les fonctions  de sommes de puissances 
indexées par k sont définies en termes de fonctions symétriques monomiales comme 
suit: 
h k  := Lm>, =  LXi)" . XiI<  (3.5) 
>,f-k  l::;i) ::;···::;ik 
ek := m(ll<)  =  LXi)  ...  XiI<  (3.6) 
O<i) <···<il< 
Pk := m(k) =  X~ +  X~ +  X~ + ...  (3.7) 
où(l
k )= ~. 
k fois 
Les polynômes hkl  Pk  et ek  sont tous homogènes de  degré k.  On  définit des  formes 
plus  génériques  pour  ces  polynômes,  maintenant indexés  par  des  partages  À 
(À1, ... ,Àr ),  en posant 
r 
h>,  = IIh>'i;  (3.8) 
i=l 
r 








Soit  (  une  variable formelle.  On peut trouver des  relations explicites entre ces
 
familles de polynômes en utilisant la notion de fonction génératrice. Pour chacune
 
de ces trois familles de polynômes, on définit:
 
H(() := L hk (\  (3.11) 
k?O 
E(() := L ek (\  (3.12) 
k?O 42 
P(() := L :k (k.  (3.13) 
k21 
En manipulant chaque série on obtient les  formules suivantes: 
1 
H(() = II
l-x(;  (3.14) 
i21  t 
(3.15) 
X;(2  xt(3  )
P(() = L  Xi(+ -2-+ -3- + ... 
i21  ( 
- ( 1) - L log 
l-x(
i21  t 
= log (II  1  )  = log(H(());  (3.16)
l-x(
i21  t 
À  partir du codage des fonctions symétriques h, p, e par leurs séries génératrices 
respectives, on peut découvrir des nombreuses relations qui relient ces fonctions. 
Par exemple, l'équation 3.15 implique que E(-()H(() =  1,  d'où on  obtient une 
première relations entre les  fonctions élémentaires et les fonction homogènes : 
k
L(-1)iek hk- i = 0,  pour k > O.  (3.17) 
i=û 
Une manipulation similaire de l'équation E(() = H(_()-1 = e-P(-() implique: 
(3.18) 
où z)..  est défini comme dans la section 1.5. 
D'autre part, l'équation 3.16 implique: 43 
où les  nombres Cl, ... ,Cr sont des entiers positifs.  En les  ordonnant de façon  dé­
croissante, on peut indexer la dernière somme par des partages. Ainsi: 





On remarque par les  équations 3.18  et 3.19  la similarité entre les  fonctions  sy­
métriques élémentaire  et homogènes.  Ceci  s'explique  en  définissant  l'opérateur 
linéaire et multiplicatif w : A ~ A défini par 
(3.20) 
Par ces mêmes équations on obtient que w(hk) =  ek  et w(ek)  =  hk. 
Les  relations entre les  fonction  génératrices 3.14,  3.15  et 3.16  montrent que ces 
trois familles  de  polynômes engendrent multiplicativement  le  même  espace.  Le 
théorème fondamental  des  fonctions  symétriques démontre  que  l'espace 
engendré est exactement l'espace d~s  fonctions symétriques. 
Théorème 3.1.1 (Théorème fondamental des fonctions symétriques).  Toute fonc­
tion symétrique peut être  écrit en termes des  fonction ek,  k = 1,2,3 .... 
Pour une preuve de ce théorème voir (Macdonald, 1995). 44 
3.2  Fonctions antisymétriques 
Définition 3.2.1.  Un  polynôme p E Q[x]  est dit antisymétrique ou alternant 
si Cl' p(x) = sgn(Cl)p(x)  pour tout Cl  E Sn' 
On obtient donc les polynômes alternants à partir de l'action alternante sur Q[x]. 
Un  exemple classique de  polynôme alternant est donné par la notion de détermi­
nant. Le déterminant de Vandermonde est 
n-l  n-2 
Xl  Xl  1 
n-l  n-2
X2  X2  1 
(3.21) 
"  () n-l  n-2  n-n D  sgn  Cl  Xa-(l)  Xa-(2) ...  Xa-(n)'	  (3.22) 
a-E6n 
Ce  polynôme est alternant puisque 
"  (-1  B)  n-l  n-2  n-n =  D  sgn  T  XB(l)  X B(2)  ... XB(n) 
BE6n 
pour tout T  E Sn' 
Exemple 3.2.1. 
X2 
Xl  1 1 




 3 45 
On peut démontrer que le déterminant de Vandermonde peut s'écrire comme 
(3.23) 
On remarque d'après ce résultat que le  degré de 6 n (x)  est  G).  L'importance du 
déterminant de Vandermonde se justifie avec la proposition suivante: 
Proposition 3.2.1.  Le  déterminant  de  Vandermonde  6 n (x)  divise  à tout poly­
nôme alternant. 
Démonstration.  Premièrement, on a 
p(x) est un polynôme alternant {::::::}  (Xj - Xi) divise p(x), pour tout i < j. 
En effet, soit p(x) un  polynôme alternant et soient 1 :S  i < j  :S  n  fL'{és.  Considé­
rons la transposition 0"  = (i j). Alors on a 
P(Xl'"  . ,Xj, . .. ,Xi,··· ,Xn ) = O"·p(x)  = sgn(o")p(x) = -P(Xl'"  ., Xi,' .. ,Xj, .. . , Xn ) 








Puisque (Xj -Xi) divise p(x), pour tout i < j, on a que 6 n (x) = TIl:Si<j:Sn(Xj -Xi)
 
divise p(x).  D
 
Corollaire 3.2.0.1. Si p(x) est alternant)  le quotient p(x)j6 n (x)  est un polynôme 
symétrique. 
Démonstration.  On a 
0"  .  p(x)  = 
P(Xa(l)' ... ,Xa(n)) 
--"--'------'-~  sgn(o")p(x)  p(x) 
6 n (x)  6 n (xa(l),"  ., Xa(n))  sgn(0")6n (x)  6 n (x) 
pour tout 0"  E  <Sn.  D 46 
Ceci démontre que 6.(x) est le  polynôme alternant non nul de degré plus petit de 
l'espace Q[x]  (à multiplication par constante près). 
3.3  Fonctions de Schur 
Une quatrième base pour l'anneau A est présenté dans cette section.  Il  s'agit des 
fonctions  de  Schur,  Son  importance est due à sa connexion avec  la théorie des 
représentations du groupe symétrique et du groupe linéaire général et la C9mbi­
natoire.  On les  appelle fonctions  de  Schur.  On  verra une première relation des 
fonctions de Schur avec les caractères irréductibles du groupe symétrique. Ce lien 
sera plus clair dans les sections à venir, quand on définira l'isomorphisme de Fro­
benius. 
Étant donné une suite c = (Cl, C2, ... , Cn) d'entiers tous distincts, on y associe un 
polynôme alternant défini comme : 
XCI  X  C2  xc",
l l  l 
C1ln X~I  X~2  .X2 
(3.24) 
En particulier, si  on dénote 
o:= (n - 1, n - 2, ... ,1,0), 
alors 6.o(x)  correspond au déterminant de Vandermonde 6.n (x).
 
Puisque le  déterminant d'une matrice demeure  le  même  lorsqu'on permute ses
 
colonnes, on peut supposer sans perte de généralité que Cl > C2  > ... > Cn'
 
Considérons la suite d'entiers
 
À:= c - o. 
Par construction, À est un partage de longueur f(À)  ::; n. 47 





4 3 x x XI 1 1 
1 
S(2,2,l)(XI,X2,X3) =  Do. (  ) det  x4  x2 
3 
X2 2
3  XI,X2, X3 
4 3 x x X3 3 3 
L'introduction des polynômes de Schur faite ici est la même telle que Cauchy for­
mulait pour la première fois en 1815. Cependant, dans la démarche des prochaines 
sections on utilisera une définition équivalente de la fonction de Schur, qui utilise 
la notion des tableaux. Cette nouvelle présentation offre une façon plus commode 
d'expliciter les fonctions de  Schur. 
Définition 3.3.2. Soit À/J.L  un partage gauche.  La fonction de Schur gauche 
s>..( J.L  dans les  variables (Xl, X2, ...)  est 
où la somme est prise sur tous les tableaux de  Young semi-standards de  type À/J.L 
et Xt  est le  poids  monomial de  t  défini en  (1.6).  Si  J.L  = 0,  alors  on a À/J.L  =  À. 
Dans ce  cas,  on appelle  s>..  la  fonction de Schur de  type À. 
Cette façon de décrire les fonctions de Schur est due à Littlewood. Les fonctions de 
Schur gauches forment une base de l'espace des fonction symétriques. Une idée de 
la preuve est de définir, pour chaque i, une involution !.pi  : Tt---' TI entre tableaux 
semi-standards tel que le  nombre de  i  et de  (i + 1)  sont interchangés quand on 
compare T  et TI,  tandis que  les  autres indices restent les  mêmes.  Ceci  fait  que 48 
(i, i + 1)  . sÀ!J.1.  =  sÀjJ.1.  et ainsi les  fonctions  de  Schur gauches sont symétriques, 
puisque toute permutation se  décompose en produit de  transposition.  Pour une 
preuve plus détaillé, voir (Knuth, 1970). 
Exemple 3.3.2.  Les  tableaux semi-standars de forme  À  = (2,2,1) sur {l, 2, 3} 
sont: 
22 ~  ~23
 
1 l  l 2  ~ ,  t:l:t:TI  ,  . 
Donc: 
On obtient donc le  résultat de l'exemple (3.3.1). 
Exemple 3.3.3. Les tableaux semi-standards de forme À =  (2,2,1) sur {l, 2,3, 4, 5} 
sont: 
~





~  ~~~  2  5

tïWtïfijtilij l üTIj ,  , ,  , ~ 4  . 
Ainsi: 49 
Propriétés des fonctions de Schur 
1.  Soit À f- n.  Par la définition combinatoire des fonctions de Schur, on a 
où la somme est faite  sur  tous  les  compositions faiblement  décroissantes. 
Puisque les  fonctions de Schur sont  symétriques et les  nombres de Kostka 
sont des entiers positifs, on obtient 
(3.26) 
Exemple 3.3.4. Posons x =  (Xl, X2, X3, X4, X5) et À =  (2,2,1). Par l'exemple 




de contenu 12 2131 41 et 5 de contenu 1121314151. Ainsi, 
2.  Formules de Jacobi-Trudi : 
où hk  = ek = 0 si  k < O.  En particulier: 
Exemple 3.3.5.  Si  on considère le  partage À  (2,2,1) et son conjugué 
X = (3,2), on obtient: 
h2  h3 h4 
3(2,1,1) = det  hl  h2  h3 
h_ l  ho  hl 
= hl h~ +hl h4  - h2 h3  - hi h3 
=  h(2,l,l) + h(4,1)  - h(3,2)  - h(3,J2). 50 
= e(3,2)  - e(4,1)' 
3.	  w(sÀ)  = SN· 
4.	  Considérons la famille de variable x + y = (Xl, X2,· .. ,Yl, Y2,' ..).  Alors: 




d'où en particulier: 
n 
hn(x + y) = L  hk(x)hn-k(y), 
k=O 
n 
en(x + y) = L  ek(x)en-k(Y), 
k=O 
n 
hn[x - y] = L(-l)n-khk(x)hn_k(y), 
k=O 
5.	 Fonctions de Schur et caractères irréductibles de Sn 
Dans ce paragraphe on décompose les fonctions de Schur en termes des fonc­
tions de puissance. Une conséquence remarquable de ceci est un lien explicite 
entre les fonctions de Schur et les caractères irréductibles de Sn' 
Soit À  =  (À l ,... , Àe) un partage, avec.e =  .e(À).  Considérons l'expansion 
Soit  f-L  un partage fixé  et  r  =  .e(f-L).  Puisque PÀ  =  Il(x;i + X~i  + ...),  le 
coefficient aÀ,1L  s'obtient en choisissant un terme x;;  de chaque facteur L: X;i 
À1  À2  = x ti tel que x x  •.•  .
tl	  t2 
Pour chaque k  ~  0 posons Bk  := {j  ij  =  k} . Alors  (BI'"  . ,Br) est une 
partition ordonnée de  [.e]  tel que 
L Ài  = f-Lj,  1 :::;  j  :::;  r.	  (3.27) 
iEBj 51 
Donc a>",Jl- est égal au nombre de partitions ordonnées (BI, ... ,Br) qui satis­
font la propriété (3.27)
 
Ceci coïncide avec le  caractère du 6 n -module 7-lJ.!  décrit dans (2.13).  C'est­

à-dire,  a>",Jl- = pJl-(1f)  où  À = T(1f).  Puisque
 
K>",Jl- =  (pJl-,X>")  =  ~!  L  pJl-(1r)  X>"(1f), 
7fE6n 
on obtient: 
On peut réécrire ce résultat comme 
Exemple  3.3.6.  À  l'aide  de  la  table  des  caractères  irréductibles  de  6 3 
(2.4.1) on est en condition de pouvoir calculer  So>- pour À  f- 3 : 
. 3 
S3  =X3(13) Pl + X3(21)  Pl P2 + X3(3)  P3 
623 
=  Pl
3  + Pl P2  + P3. 
6  2 3' 
3 
(  3) Pl  () Pl P2  ( ) P3
S(2l) =X2l 1  6+  X2l  21  -2-+ X2l  3  :3 
Pl
3
_  P3. 
3  3 ' 52 
6.	  Une conséquence de la décomposition décrite ci-dessus est  la description de 
hk  et ek en termes des fonctions de puissances: 
(3.28) 
7.	 Puisque les  {p>J ),f-n forment une base de An on peut formellement introduire 
un produit scalaire en posant: 
si	 .À  = f.1 
(3.29) 
smon. 
Ce  produit est appelé le  produit scalaire de Hall.  En  décomposant  les 
fonctions de  Schur en fonctions de  puissance on obtient: 
Ainsi, les fonctions de Schur forment une base orthonormale de A. 
8.	 Règle de Littlewood-Richardson: 
S>,SJJ.  =  L  C~JJ.SB 
Br-I>'I+IJJ.I 
où les  c~JJ.  sont les coefficient de Littlewood-Richardson. Comme cas particu­
liers, on a les formules de Pieri : 
(3.30) 
où la première somme est faite sur l'ensemble des  partages ()  telles que  ()/ f.1 
est une bande horizontale de k cases, tandis que la deuxième somme est faite 
sur les  ()  telles que  ()/ f.1  est une bande verticale de k cases. 
Une autre façon de présenter les règles de Pieri est avec la notion d'opérateur 
adjoint. Plus précisément, étant donné une fonction symétrique homogène j, 53 
on définit fl. l'opérateur adjoint par rapport au produit scalaire des fonctions 
symétriques. C'est-à-dire 
(g, f h)  = Ul. g) h)  (3.31) 
pour toute fonction  symétrique 9  et  h.  En  considérant les  cas  f  =  hk  et 
f  =  ek, on peut donc réécrire les formules  (3.30)  comme 
(3.32) 
où  maintenant  la  première somme  (respectivement  deuxième  somme)  est 
faite sur l'ensemble des partages equi peuvent êtres obtenues à partir de f-l 
en lui enlevant une bande horizontale (respectivement verticale) de longueur 
k. 
3.4  Substitution pléthystique 
Pour cette section, on suit de  près (Bergeron, 2008)  et (Haglund, 2008). 
L'opération dit pléthysme2 a été introduite par Littlewood dans ses études des À­
anneaux. La notation pléthystique permet notamment de simplifier et manipuler 
les fonctions symétriques. Considérons z = Zl, Z2, ... un ensemble de variables et A 
une fraction rationnelle dans ~(z).  On dénote par pdA]  l'opération qui remplace 
Zi  par zf  dans A.  Autrement dit, 
Par exemple, 
x k + y2k + 4 X + y2 + 4 ]  , +  k Pk  + Z  k Z [  Z Z 
Ceci entraîne les relations 
(3.33) 
2Du grec plethysmos  (7r À v (J v  (J' f.k  6 () et signifiant multiplier'. 54 
(3.34) 
Ces  relation impliquent, par exemple, que 
(3.35) 
pour tout r E  IR.  On peut étendre l'opérateur pd-] à tout A. 
Définition 3.4.1. Soient A E lR(z)  une fraction  rationnelle et  f  = l:.>- a.>- P.>- une 
fonction symétrique exprimée  en termes  de  sommes de  puissances.  La  substitu­
tion pléthystique de  A  dans f  est 
R('>-) 
flA]  := L:a.>- IIp'>-i[A] . 
.>- i=l 
Une première conséquence de cette définition est 
Cf + g)[A]  =  nA] + flA]  ,  U· g)[A]  =  nA] g[B].  (3.36) 
La substitution pléthystique est donc une opération linéaire et multiplicative. 
Considérons z =  Zl, Z2, ... une famille de variables. On a 
e(z)  R(z) 
f(z) = L:a.>- IIp'>-i(z) = L:a.>- II(z;i +Z~i + ... ) 
.>- i=l  .>- i=l 
R(z) 
= L:a.>- IIp.>-J z1 + Z2 + ... ] =  f[zl + Z2 + ... ]  (3.37) 
.>- i=l 
On utilisera cette identité très souvent dans les prochains chapitres pour faire des 
calculs3 . 
Posons 
H[A; (]  := L: hdA](k,  E[A; (]  =  L: edA](k 
k~O  k~O 
3Cette identité est en  fait  très utilisé dans la littérature et amène à  quelques auteurs à  définir 
un ensemble de variables comme Z  := Zj + Z2 + .... 55 
Propriétés du plethysme 
1.	  On veut  trouver une expression simple  pour la susbstitution pléthystique 
j[x]. Il est évident que pour le  cas  de sommes de puissances, on  a pdx]  = 
k x .  Donc,  si  j  =  LA aAPA  est  une fonction  symétrique écrite en terme des 
sommes de puissances, on  obtient: 




= LaA (PÀ(Zl, Z2,· ..) IZ1=X.  )
A	  Z'i=O,  t>1 
~  (~a, p,(z"  Z2,))  Z1=X
Iz;=o,  i>1 
=	 f(z) IZ1=J. 
z;=O,  i>! 
Par la définition de la fonction symétrique monomial (voir (3.4) et definition 
(3.1.3)),  on  a  mA[x]  =  0 pour tout partage À telle  que .e(À)  ~  2.  Aussi,  à 
partir des  définitions des fonctions  symétriques élémentaires et homogènes 
on déduit facilement que hn[x]  =  xn pour tout n et que en[x]  =  0 pour tout 
n  ~  2.  Notons qu'on peut aussi obtenir ces  deux dernières expressions via 
les fonctions génératrices H(() et E(() et ses relations avec P(() (voir (3.15) 
et (3.16)). 
En particulier, comme Pk[-l] =  -Ion obtient les expressions: 
H[-1;(] =  exp (L - ~k)  =  1 - t 
k~1 
(k)  1
E[-l,(] = exp  L(-l)kk  =l+t' (
k~l 56 
d'où les  identités: 
1	  si n = 0, 
1	  si n est pair, 
hn [-I] =  -1  si  n = 1,  et  en[-ll = { 
-1  sinon. 
0	  SInon, 
2.	  Une  conséquence  immédiate de  (3.35)  est f[-z]  =  (-I)dw(j(z)), si  f est 
une fonction symétrique homogène de degré d.  En particulier, on a en [-z] = 
3.	  Dans la notation pléthystique, le  traitement de symboles formels  diffère de 
celui des quantités numériques. Si  Z  = Zl + Z2 + ..., alors 
On donne maintenant un sens à l'expression "-z". Soit [une variable formelle 
avec la propriété [k  = (-I)k, pour tout k.  Alors 
4.	  À partir de la décomposition de hn  en termes des fonctions de puissance, on 
obtient: 
f(J.i) 
h	 [_z]= ~ ~rr  PJ.ii(z). n  1- t  L  Z  1- tJ1.i 
J1.l-n  J1.  i=l 
Cette formule sera utilisée pour des calculs dans le  chapitre suivant. 57 
3.5  Transformée de Frobenius 
Considérons l'espace C(6n )  des fonctions centrales sur 6 n : 
L'ensemble des  fonctions  centrales sur 6 n  forme  un espace vectoriel  complexe. 
Une base est donnée par la famille des fonctions suivantes: 
1  si  '\(0") = /.l, 
cJ.L(eT)  := 
{  o  sinon. 
On les appelle fonctions indicatrices de classes de conjugaison de 6 n . La dimension 
de  cet  espace est  le  nombre de classes de conjugaison  de 6 n .  Ainsi,  C(6n )  est 
isomorphe à  An. 
Définition 3.5.1 (Frobenius).  La  transformée de  Frobenius est une fonction 
F: C(6n )  -----+  An  défini  par 
(3.38) 
U 
Remarque: La transformée de Frobenius d'une fonction centrale est une fonction 
symétrique à variables z = Zl, Z2, ... lesquelles ne sont pas liées aux variables x et 
y. 
Puisque <p(T-10"T)P).,(T-1UT)  = <p(O")P).,(u)  et comme le nombre de permutations dans 
6 n  de forme  /.l  est égal à n!/ZJ.Ll  on peut réécrire l'équation (3.38)  comme 
(3.39) 
où 0" J.L  est une permutation de type cyclique /.l. 58 
Propriétés de la transformée de Frobenius 
1.	  En utilisant la description de la transformée de Frobenius donnée par l'équa­
tion (3.39), on a F(cll )  =  PIl/ZJ1" 
2.	  L'espace C(Sn) est muni du produit scalaire 
Le  morphisme F  est alors une isométrie par rapport à ce  produit scalaire. 
En effet: 
3.	  Soit X>'  le  caractère du Sn-module irréductible sn.  On a 
Ainsi,  F  : C(Sn)  -----+  An  envoie une base orthogonale vers  une autre.  C'est 
donc un isomorphisme entre espaces vectoriels. 
4.	 Soit X le caractère de la représentation régulière.  Alors: 
F(X) = ~ 2: X(0-) PT(U)  = ~ (n! p~)  =  p~.  n.	  n. 
uE6n 
Anneau de Littlewood-Richardson 
La notion de transformée de  Frobenius peut être aussi définie  à partir du point 
de vue de Sn-module comme suit. Soit Rn  le groupe abél'ien des  combinaisons li­
néaires à coefficients dans <Q! de classes d'isomorphismes des représentations de Sn' 
Dans cet espace, l'isomorphisme entre représentations défini une relation d'équiva­
lence. Si V est une représentation de Sn, on dénote par [V]  sa classe d'équivalence 
dans Rn.  Puisque {Sil} Ilf-n est un système complet de représentations irréductibles 59 
dans <Sn,  on écrira de manière équivalente SJ.L  ou  [SJ.L]. 
Chaque décomposition dans l'espace des  <Sn-modules 
(3.40) 
détermine la décomposition suivante dans Rn  : 
(3.41) 
Définition  3.5.2.  Considérons  la  suite  Ra, RI, R2,· ..  ,  où  Ra  := Q  et  Rn  est 
le  groupe  abélien  des  combinaisons  linéaires  de  classes  d'isomorphismes  des  re­
présentations  de  <Sn,  pour n  2':  1.  L'anneau  de  Litllewood-Richardson est 
l'ensemble 
R:= EBRn 
muni du  produit 0  :  Rn  x Hm  ----7  Rn+m 
n~O 
[V]  0  [W]  := [Ind~:~6rnV 0  W]. 
Dans ce  contexte, on considère le  produit tensoriel V 0 W  comme un <Sn  X  <Sm­
module en posant 
(0- X  T) . (v  X  w) := (0- . v)  X  (T .w). 
On définit un produit scalaire sur R comme étant: 
1  si  /1  = À
(SJ.L, Sil) =  '  t-"  (3.42)
{  0,  sinon. 
Donc, si  V =  LJ.L mJ.L  SJ.L  et W =  LJ.L  kJ.L  SJ.L  sont des représentations de <Sn,  on a 
([V], [W])  = L  mJ.L  kJ.L' 
J.L 
Définition 3.5.3. Soit V  un <Sn -module.  La caractéristique de Frobenius :F : 
R  ----7  A est le  morphisme défini par 
(3.43) 60 
où Xv  est le  caractère de  la  représentation V. 
Dorénavant,  on  écrira F(V)  au  lieu  de  F([V]).  On  a  vu  que  Xv  est  une  fonc­
tion  centrale  et que  ex, (J  sont  deux  permutations conjugués  si  et  seulement  si 
T(ex)  =  T((3)  =: p. On écrira par abus de langage Xv(ex)  =Xv((3)  =Xv(p). En plus, 
on fera pas de distinctions entre les deux notions de  transformée de Frobenius. 
La transformée de Frobenius satisfait les propriétés 
F(V EB  W)  =  F(V) + F(W)  ,  F(V @ W)  =  F(V) F(W). 
La première propriété décrite ci-dessus a une remarquable conséquence.  Celle-ci 
nous  permettra de  rendre plus claire  la décomposition en  irréductible d'un Sn­
module V,  via l'expansion de F(V) en  fonctions de Schur.  Plus précisément, on 
aura 
F(V) = L aÀ SÀ'  (3.44) 
Àf-n 
Le  coefficient aÀ dénote la multiplicité du Sn-module irréductible V),  dans V.  On 
voit  donc que  tout polynôme symétrique provenant du calcul de  la transformée 
de  Frobenius  d'un certain  Sn-module sera,  par définition,  une  fonction  Schur­
positive.  À  titre d'exemple,  rappelons  la règle  de  Young  introduit au  chapitre 
2: 
HI-'  ~  EB KÀ,I-'SÀ 
À'è.1-' 
En appliquant la transformée de  Frobenius on obtient: 
F(HI-')  = L KÀ ,J1.  SÀ  = hJ1.  (3.45) 
À'è.J1. 
On a donc confirmé la Schur-positivité des fonctions homogènes en présentant un 
Sn-module associé par la transformé de Frobenius.
 




)  = L fÀ SÀ  =  p~  =  h~  (3.46) 
Àf-n 61 
Or, on savait déjà que p~  est le Frobenius de la représentation régulière. La présen­
tation de cet espace n'est pas fortuite. En effet,  on verra dans les  prochains cha­
pitres que pour les polynômes de Macdonald, qui sont des fonctions symétriques 
ayant des coefficients dans Z[q, t],  les  6 n -modules associés par la transformée de 
Frobenius généralisent la représentation régulière.  Cette généralisation est due au 
fait  qu'on voudra associer  à  des  fonctions  symétriques  avec  deux poids q, t  des 
6 n -modules, dit bigradués. La section 3.7 est une breve approche à la notion de 
module gradué, qui nous conduira naturellement à la notion de module bigradué. 
3.6  Espaces des polynômes harmoniques 
Une fonction h est dite harmonique si elle est solution de l'équation de Laplace : 
(3.47) 
De façon générale, un polynôme p(x) est dit 6 n -harmonique si  pour tout poly­
nôme symétrique homogène f (x) E  Q6n  de  degré non nul on a 
f(ox) p(x) =  O.  (3.48) 
Puisque l'ensemble des polynômes symétriques de  puissances forme  une base de 
l'espace A6 n  ,  la condition ci-dessus devient équivalente à 
(OXI  + + oxJp(x) = 0 
(0;1  + + o;J p(x) = 0 
où k est le  degré de p(x). 
On dénote par 1in  l'espace des polynômes harmoniques sur 6 n .  Une première ob­
servation sur l'espace 1in  montre c'est un espace fermé par dérivation qui contient 62 
le déterminant D.n(x).  En eft'et,  si  q(x) := L~l oxf D.n(x)  on a 
n	 n 
a· q(x) = (a· L oxf)(a· D.n(x)) = L oxf (sgn(a)D.n(x)) = sgn(a) q(x), 
i=l	  i=l 
pour tout 1 ::::;  a ::::;  G).  Donc, le polynôme q(x) est alternant et son degré est plus 
petit que  G)  = deg(D.n(x))  par définition.  Or ceci  est une contradiction.  Donc 
q(x) = 0,  d'où D.n(x)  E Hn. 
Considérons p un polynôme dans Q[x]  et l'ensemble 
La[P(X)]  := {q(ox)p(x)  1 q(x)  E Q[x]}. 
Puisque D.n(x)  E Hn, on a bien que Hn ç  La[D.n(X)]. 
Considérons maintenant l'ensemble des n!  polynômes 
pour 0 ::::;  ai ::::;  n - i.  On a : 
fa(ox) D.(x)  =  o~~  o:~  ...  o~: D.(x)  =  CtX~-l-al  x~-2-a2  ...  x~-n-an+ termes de  degré  inférieurs, 
avec  Ct  une constante. Puisque tous les  monômes dans l'expression ci-dessus ont 
dift'érents, on conclut que l'espace H n  est de dimension au moins n!. 
L'inclusion découle de la dernière propriété. L'inclusion contraire est un ré­
sultat de Steinberg (Steinberg, 1964). 
2.	  L'ensemble {fa(ox) D.n(x)  : 0 ::::;  ai ::::;  n - i}  est une base de l'espace Hn. En
 




Exemple 3.6.1. En calculant chaque OXiOXj  D.3(x),  on trouve une  base B  pour 
l'espace H3 = La[D.3(X)]  = La[(Xl  - X2)(Xl  - X3)(X2  - X3)].  On  montre la carac­
téristique de Frobenius de chaque élément de la base: 63 
B  Transformée de Frobenius 
(Xl  -
(Xl 
X2)(X2  - X3)(X2 - X3) 
- X2)(Xl +  X2  - 2X3) 
Sl,l,1 
(Xl  - X3)(Xl + X3 
(Xl  - X2) 
(Xl  - X3) 
1 
- 2X2) 
L'espace des  polynômes harmoniques 1in  possède une  propriété algébrique inté­
ressante et particulière: cet espace  est une version graduée de  la représentation 
régulière. Pour arriver à ce résultat, on aura besoin de la notion de représentations 
graduées. 
3.7  Représentations graduées 
Soit 1fk l'opérateur linéaire qui projette un polynôme sur sa composante homogène 
de degré k.  C'est-à-dire 
Un  sous-espace V de  Q[x]  est dit homogène, si  pour tout k on a 
L'espace  V  est  dit  gradué s'il  contient  toutes  les  composantes  homogènes  de 
chacun de ses éléments. Dans ce cas,  on  a la décomposition 
Si  le  sous-espace V  de Q[x]  gradué est invariant sous l'action triviale du groupe 64 
symétrique, alors toutes ses composantes homogènes sont invariantes aussi.  Dans 
ce  cas, on introduit un q-analogue du caractère usuel d'une représentation: 
Définition  3.7.1.  Soit V  un sous-espace  gradué  de  Q>[xL  invariant  par  l!action 
triviale du  groupe  symétrique.  Le  caractère gradué  Xv(q)  : 6 n  ~ qq] de V est 
défini par 
Xv(q)(g)  := 2: Xk(g) qk  (3.49) 
k~O 
où  Xk  est  la  représentation associée  au  sous-module Vk. 
À  chaque espace  V  tel que  défini  précédemment,  on  peut associer  une fonction 
symétrique via la caractéristique de Frobenius graduée: 
Fq(V)  := F(Xv(q)) =  2: F (Xk) qk 
k~O 
Exemple 3.7.1. Pour l'espace V = H.3 on a : 
B  Transformée de Frobenius graduée 
q3 S 1,1,1 
(Xl  - X2)(X1 + X2  - 2X3),  2  q  52,1 
(Xl - X3)(X1 + x3 - 2X2) 
1 
Donc: 
On définit  aussi sa série de Hilbert, qui  représente une q-généralisation de la 
dimension de  V  : 
Hilbq(V) := 2: dim(Vk)qk, 
k~O 65 
Soit  X le  caractère associé  au  6 n -module  V et  X A le  caractère associé  au 6 n­
module irréductible VA.  Puisque deg(X A)  =  XA(l)  =  (SA,P~)  pour chaque  À,  la 
dimension de V est égale à (:F(X), p~).  Ainsi, la  série de  Hilbert du 6 n -module V 
est déterminée par la relation 
(3.50) 
Exemple 3.7.2.  Pour l'espace des polynômes harmoniques H  n , on a 
(3.51) 
n  1  k .  II -q HIlbq(Hn )  =  --.  (3.52)
1- q
k=l 
On peut exprimer la série :Fq(V)  en termes des fonctions de Schur: 
:Fq(V)  = L dA(q)  SA  (3.53) 
A 
où  dA(q)  est  une  série  en  q à  coefficients  entiers  positifs.  Algébriquement,  ces 
polynômes correspondent à la multiplicité de  représentations irréductibles de  SA 
dans les Vk .  Combinatoirement, il  arrive que ces  polynômes correspondent à  une 
q-généralisation des polynômes de Kostka. 
Espaces ,u-harmoniques 
Dans (Bergeron, Garsia, 1992), N.  Bergeron et A.  Garsia donnent une description 
algébrique de certains espaces, définis du point de vue de la géométrie algébrique, 
associés à une généralisation des polynômes de Kostka étudiée dans (Garsia, Pro­
cesi,  1992)  par A.  Garsia et  C.  Procesi.  La description  de  Bergeron  et  Garsia 
permettait d'obtenir une première généralisation des fonctions 6 n-harmoniques : 66 
Définition 3.7.2  (Bergeron,  Garsia).  Soit f-t  un partage  de  n.  L'espace  HI-'  des 
f-t-harmoniques est 
Cet espace  est  clairement  Sn-invariant et homogène.  Les  coefficients  d>..(q)  du 
développement (3.53) de la caractéristique de Frobenius de HI-' s'expriment comme 
(3.54) 
où  les  polynômes  K>",I-'(q)  sont les  polynômes de Kostka-Foulkes.  Pour une 
description plus précise de ces polynômes et de l'équation (3.54), voir  (Bergeron, 
Garsia, 1992). CHAPITRE IV 
POLYNOMES DE MACDONALD 
4.1  Introduction 
L'apparition de  la  fonction  de  Schur eut un  impact significatif tant sur l'étude 
de  la théorie des  représentations du groupe 6 n  que sur celle  du groupe linéaire 
général GLn (C). En étudiant ses propriétés, Hall et Littlewood découvrirent, de fa­
çon indépendante, une t-généralisation des fonctions de Schur, connue aujourd'hui 
comme polynômes  de  Hall-Littlewood  . Les  travaux de  Green et de  Macdonald 
relient ces  polynômes à  l'étude de  la théorie des  représentations de  GLn  sur les 
corps finis et p-adiques. 
Vers la fin  des années soixante, Jack découvrit une autre généralisation des fonc­
tions de Schur, diflérente de celle introduite par Hall et Littlewood. Ces polynômes 
généralisent  de  façon  naturelle  les  polynômes  Zonaux et sont  reliés  au  groupe 
GLn (JR).  On les connaît maintenant sous le  nom de polynômes de Jack. 
En 1989,  Macdonald unifia ces  théories en  définissant  une famille  de  polynômes 
symétriques à deux paramètres. Dans cette section nous rappelons les  notions de 
base des polynômes de Macdonald. 68 
4.2  Polynômes de Macdonald 
Dans  le  chapitre précédent,  on  a  étudié  les  polynômes  de  Schur,  lesquels  sont 
uniquement déterminés par les  conditions: 
(1)	  s>.  = m>. + L  c>',J-l  mJ-l  ; 
J-l-<>' 
(2)  (s>.,  SJ-l)  = 0 si  À  =/:  /-L. 
En d'autres mots,  les  polynômes de  Schur sont obtenus à  partir de  l'algorithme 
d'orthogonalisation  de  Gram-Schmidt appliqué à  la base monomiale symétrique 
{m>.} >'f-n'  Cette dernière est ordonnée par l'ordre lexicographique  --<  sur les  par­
tages.  Le  produit scalaire ( , ) est le  produit scalaire de  Hall défini dans (3.29)  : 
si  À = /-L; 
sinon 
Soit  A l'anneau des  fonctions  symétriques dans un ensemble de  variables  infini 
Z  =  Zl, Z2, ...,  avec  coéfficients  dans  le  corps  des  fractions  rationnelles Q(q, t), 
pour  des  paramètres q  et  t.  La  procédure  appliquée  ci-dessus  pour définir  les 
fonctions  de  Schur  est  utilisée  de  façon  plus  générique  dans  la  littérature des 
fonctions symétriques pour définir des bases de l'espace A.  Plus précisément, ces 
bases sont caractérisées par les axiomes suivants: 
•  orthogonalité par rapport à  un certain produit scalaire; 
•  la matrice de transition de ces bases par rapport aux fonctions monomiales est 
triangulaire. 
Il est clair que les fonctions de Schur satisfont ces propriétés à partir des conditions 
(1)  et (2).  Parmi les  autres bases classiques qui  peuvent êtres définies  par cette 
méthode, on trouve: 69 
- Les  polynômes Zonaux, orthogonaux entre eux par le  produit scalaire 
(4.1 ) 
0,  sinon 
où f(À)  est la longueur de À; 
- Les  polynômes de Jack, orthogonaux entre eux par le  produit scalaire 
(4.2) 
- Les fonctions de Hall-Littlewood, orthogonaux entre eux par le  produit scalaire 
eu,) 
._  1 _  z), II(1- t),i)-l  si  À =  J-t; 
(p)"  p,..)t .- o),,/L Z), p),  [1 _ t]  - i=l  (4.3) 
{  o  sinon 
Quand a  =  1,  les polynômes de Jack se  réduisent aux fonctions de Schur, tandis 
que pour a = 2 on obtient les  polynômes Zonaux. Lorsque t  ----->  1,  le  produit sca­
laire (4.3) défini pour obtenir les  polynômes de Hall-Littlewood devient le produit 
de Hall, ce qui produit les fonctions de Schur a nouveau. Pour plus d'informations 
sur ces bases, voir  (Macdonald, 1995). 
Posons 
e(),) 1  ), - q  - q ,  [1]
 Z),(q, t)  := z),p), -- = z), II  ),
I-t  I-t,
i=l 
On introduit le  produit scalaire suivant sur A,  en  termes de la base {p),}),  des 
fonctions symétriques de puissance : 
si  À = J-t 
(4.4) 
Slfion 70 
Définition 4.2.1.  Les  polynômes de Macdonald sont les  seuls polynômes sy­
métriques  PJ.1  = PJ.1(z; q, t)  tels  que: 
(1)	  PJ.1  = mJ.1 + 2..: cJ.1>..(q, t) mJ.1 
>..-<J.1 
(2)  (P>"'PJ.1)q,t  = 0,  si  À i=  fJ­
où  cJ.1>..(q, t)  est un polynôme  dans Q(q, t)  et  --<  est l'ordre  de  dominance  des  par­
tages. 
Macdonald prouve que le  produit scalaire avec lequel on définit ces polynômes est 
un q, t-analogue de celui qu'on utilise pour définir les  fonction de Schur. C'est-à­
dire, pour q =  t,  on obtient PJ.1(z; q, q)  =  sJ.1(z).  En posant q =  t
Q  (avec a  E  ]R+) 
et t  ---+  1,  on obtient les  polynômes de  Jack, et pour le  cas  particulier a  =  2, 




p  (z.  t) __ 1/4 (t + 1) (t  + 1) (q - 1)  1/3 (t  + t + 1) (q  - t) 
2,1,1  ,q,  -	 1 _  qt3  P4 +  1 _  qt3  Pl P3 
(t + 1) (t 2+ 1) (q - 1) 2  /4 (qt3 - qt2 + t3 - qt + t2 - q + t ­
+ 1/8  1 _ qt3  P2 + 1	  1 _ qt3 
(t-l)(3qt2+2qt+t2+q+2t+3)  4 
- /	  Pl 1 24	  3
1 - qt 
À partir de maintenant, on considère comme polynômes de Macdonald la rénor­
malisation des  PJ.1  via le  pléthysme : 
HJ.1  =  HJ.1(z; q, t)  := II(qa(c)  - tl(c)+l )PJ.1  [1  ~  t; q, Cl]  (4.5) 
cEJ.1 
1)  2 
Pl P2 71 




f(i, j) := M~  - j  - 1
 





c •  •  • • 
1 1 
Figure 4.1 La case c = (1,2), avec a(c) = 2 et f(t) = 4. 
Exemple 4.2.2. 
H2,1,1  = (1 + t) (3t
2 + qt
2 + 2t + 2tq + 3q + 1)  Pl~~l,l 
+ (e + t + q - qt2  - tq - t3 + 1 _ qt3 )  P2,1,1 
4 
+ (t - 1) (1 + t)(tq - 1)  P;] 
+ (t - 1) (t 2 + 1) (-1 + q)  P2,2 
8 
- (1 + t) (t - 1)
2 
(-1 + q)  P4 
4 
On s'aperçoit que les coefficients du polynôme H2,1,1  sont tous des polynômes dans 
Z[q, t].  Lorsque qu'on exprime ce  polynôme en termes des fonctions de Schur on 
obtient 
H2,],]  =  84 + (t
2 + q+ t) 83,] + (qt + e) 82,2 + t (qt +e+ q) 82,],] + qt
3 
81,1,1,]. 
Donc,  le  polynôme H2,1,1  se  trouve dans N[q, tl{3.d >H. Il  est remarquable que ce 
résultat soit vrai pour toutes les fonctions HM'  comme on verra dans le  prochain 72 
chapitre. Cette observation a été faite pour la première fois  par Macdonald dans 
(Macdonald, 1988). 
On a les  propriétés suivantes : 
1.  HjJ.(z; 0, 0)  = Sn  ,  HjJ.(z; 0,1) = hjJ.  ,  HjJ.(z; 1, 1) = s7. 
2.  HjJ.I(z; q, t) = HjJ.(z; t, q) 
3.  HjJ.(z; q, t) = qn(jJ.I)tn(jJ.) W  (HjJ.(z; q-I, rI)) 
4.  HjJ.(z; q, 1)  =  HjJ.] (z; q, 1)··· HjJ.k(Z; q, 1) 
En exprimant les  polynômes de Macdonald dans la base des fonctions de Schur, 
on obtient les nombres de q, t-Kostka : 
HjJ.  = L K)..,jJ.(q, t)s)...  (4.6) 
>..f-n 
Les  propriétés décrites ci-dessus pour les  polynômes de Macdonald se traduisent 
en terme des  K)..,jJ.  comme: 
1.  K)..,jJ.(O, 0)  = o)..,jJ.  ,  K)..,jJ.(O, 1) = K)..,jJ.  ,  K)..,jJ.(I, 1) = f)... 
2.  K>',jJ.(q, t) = K)..,jJ.I(t, q) 
3.  K>',jJ.(q, t) = qn(jJ.I)tn(jJ.) KN,jJ.(q-l, rI) 
4.3  L'opérateur \1 
Afin de simplifier certaines formules où la caractéristique de Frobenius de fonctions 
symétriques était impliqué, F.  Bergeron et A.  Garsia introduis l'opérateur \1,  dit 
"nabla" (Bergeron, Garsia, 1999). L'importance de cet opérateur se reflétera dans 
le  dernier chapitre. 
Définition 4.3.1.  Soit n  E  N  et f-l  un partage  de  n. L'opérateur nabla \1  est 
l'unique transformation linéaire dans  le  corps  des fractions Q(q, t)  telles que 
où n(f-l) =  Li~1 (i - 1)f-li  et f-l'  est le  partage conjugué de  f-l. 73 
Autrement dit, les  polynômes de Macdonald modifiés sont les  fonctions  propres 
de l'opérateur \J. L'unicité de \J provient du fait que les polynômes HJ1.  forment 
une base linéaire sur l'anneau des fonctions symétriques. CHAPITRE V 
REPRÉSENTATIONS DE GARSIA-HAIMAN 
Afin  de démontrer la conjecture de  positivité de Macdonald, Garsia et Haiman
 
proposent un modèle de module bigradué qui pourrait être en liaison avec les poly­

nômes de Macdonald par le caractère de Frohenius. Une partie de cette histoire est
 
connue sous le  nom de la formulation de la "conjecture n! ",  qui propose une inter­

prétation combinatoire des  fameux  coefficients  Kostka-Macdonald  IC.,j.1(q, t)  qui
 
relient les polynômes de Macdonald aux les fonctions de Schur. Plus précisément,
 
la conjecture n!  se divise en deux conjectures:
 
- Certains espaces quotients de l'anneau des polynômes Q[x, y]  ont dimension n!.
 
- Ces  espaces  quotients,  vus  comme  des  représentations  doublement  grad uées
 
du groupe symétrique, ont comme série  de  Hilbert les  polynômes de  Kostka­
Macdonald, ce  qui démontre la conjecture de positivité de Macdonald. 
5.1  Représentations bigraduées 
Soient x  =  {X),X2,""Xn}  et y  =  {Yl,Y2, ... ,Yn}  deux alphabets.  On dénote 
Q[x, y]  l'anneau des polynômes en  2n variables à coefficients rationnels. Le bide­
gré d'un monôme dans Q[x, y]  est 76 
où  a, bEN. Soit 1fm ,k  l'opérateur linéaire qui  projette un  polynôme sur sa com­
posante bihomogène de bidegré (m, k).  C'est-à-dire: 
Un  sous-espace V de Q[x, y]  est dit bihomogène, si  pour tout m et tout k, 
L'espace V  est dit bigradué s'il contient toutes les composantes bihomogènes de 
chacun de ses éléments. Dans ce cas, on a la décomposition 
V =  E9  Vm,k 
m,k?O 
où  Vm,k  := 1fm,k(V), 
On considére l'action diagonale de en sur l'anneau Q[x, y], définie par 
U' Xi = Xa(i),  U  . Yi = Ycr(i)' 
Si  le  sous- espace  V  bigradué est  invariant  sous  cette action,  alors  toutes ses 
composantes  bihomogènes  sont  invariantes  aussi.  Dans ce  cas,  on  introduit  un 
q, t-analogue du caractère d'une représentation. 
Définition 5.1.1.  Soit V  un sous-espace bigradué de  Q[x, y],  invariant par l'ac­
----1 tion  diagonale.  Le  caractère  bigradué Xv(q, t)  : en  erq, t]  de  V  est  défini 
par 
Xv(q, t)(g):= L  Xm,k  (g) qktm  (5.1) 
m,k?O 
où  Xm,k est la  Teprésentation  associée  au  sous-module Vm,k. 
À chaque espace V,  tel que  vu  précédemment, on peut associer une fonction sy­
métrique via la caractéristique de Frobenius bigraduée 
Fq,t(V):=  L  F(Xm,k) qktm.  (5.2) 
m,k?O 77 
On définit aussi sa série bigraduée de Hilbert: 
Hilbv(q, t):= L  dim(Vm,k)qktm.  (5.3) 
m,k?O 
Soit X le caractère associé au Sn-module V et soit X = ZÀr-n dÀXÀla décomposition 
de X en caratères irréductibles. Comme deg(XÀ) =XÀ(l) = (sÀ'p?)  pour chaque À, 
la dimension de V est égale à (F(X), p?).  Ainsi, la série de Hilbert du Sn-module 
V est déterminée par la relation 
1 Hilbv(q, t) = (Fv(q, t), p?)  (5.4) 1 
Par construction, la série de  Frobenius bigraduée est Schur-positive, puisque: 
Xv (q, t)  = L XÀdÀ,v(q, t),  (5.5) 
Àr-n 
où dÀ,v(q, t)  := Zm,k?O dm,k(À) qk tm et dm,k(À)  est la multiplicité de 5Àdans Vm,k. 
Ainsi, 
Fv(q, t) = L SÀ dÀ,v(q, t).  (5.6) 
Àr-n 
C'est-à-dire: 
(Fv(q, t), sÀ)  E  N[q, t].  (5.7) 
L'outil  de  base  pour  démontrer  qu'une  fonction  symétrique  est  Schur-positive 
consiste à trouver un certain Sn-module. L'image de ce dernier par la caractéris­
tique de  Frobenius bigraduée doit être la fonction symétrique. 
5.2  La conjecture de positivité de Macdonald 
En principle, les  KÀ/.l( q, t)  qui apparaissent dans l'expression (4.6)  sont des fonc­
tions rationnelles en q et t.  Macdonald lui-même avait conjecturé qu'elles étaient 
des polynômes à coefficients non négatifs.  Cette conjecture est connue comme la 
conjecture de "positivité" de Macdonald. 78 
Afin  de prouver cette conjecture,  Garsia et Haiman  (Garsia,  Haiman, 1993)  ont 
proposé un 6 n -module tel que  K>'!J.(q, t)  soit la série de  Frobenius de  ce  même 
module.  Ce  module  est  connu  sous  le  mon  de  module de  Garsia-Haiman. 
Avant de l'introduire, on doit voir la notion de diagramme dans le  plan N x N. 
5.3  Déterminants de diagrammes 
Soit d = {(al,bl), ... ,(an,bn )) un diagramme du réseau carré.  Le  détermiJ,'lant 
du diagramme cl  est défini  comme 
(5.8) 
On  utilisera pour cette définition  l'ordre lexicographique  sur  les  cases  des  dia­
grammes de d. 
On a les  propriétés suivantes : 
1.	  Ce  déterminant est nul s'il a au moins deux lignes ou deux colonnes égales. 
Donc,  .0.d (x, y)  est  non  nul  si  et seulement  si  cl  est constitué de n  cases 
distinctes. Dans ce cas, c'est un polynômes bihomogène de degré lai  = al + 
... + an  en  x  et  Ibl  =  bl  + ... + bn  en y.  L'ordre lexicographique permet 
d'associer à chaque diagramme un unique déterminant. 
2.	  Dans  le  cas  d'un partage  M,  le  déterminant du diagramme correspondant 
est noté .0. Pour la spécialisation M =  (1n),  on obtient le  déterminant de  w 
Vandermonde sur l'alphabet x, tandis que M= (n)  donne le  Vandermonde 
sur y. 
3.	 .0.d  est antisymétrique sous l'action diagonale de 6 n . 79 
5.4  Modules de Garsia-Haiman 
Définition 5.4.1.  Soit n  E  N  et /-L  un partage  de  n.  Le  module  de  Garsia­
Haiman associé au partage f.-L  est l'espace 
où  D.J-!  est le  déterminant du  diagramme induit par f.-L. 
Ces  modules corresponds à  une q, t-généralisation des espaces f.-L-harmoniques  in­
troduis dans le  chapitre 3 (voir définition (3.7.2)).  On a les  proprietés suivantes: 
1.	  Cet espace est le  plus petit espace de Q[x, y]  qui soit fermé  par derivations 
partielles et qui contient  D.J-!(x, y).  Il  est aussi un sous-espace bihomogène 
invariant de Q[x, y].  On peut donc calculer la caractéristique de Frobenius 
bigraduée. 
2.	  HJ-!:::::=  HJ-!I. 
3.	 7fo,o('Hn)  induit la représentation triviale de  <Sn'  En effet, l'espace 7fo,o('Hn) 
est engendré par 1. 
4.	  H(ln)  :::::=6n te· <Sn  :::::=  te  T~n 
5.	  Fq,t(HJ-!)  = Ft,q(1iJ-!I) 
6.	  W Fq,t(1iJ-!) = qn(J-!I)tn(J-!) Fq-lt-l (HJ-!) 
L'importance des modules de Garsia-Haiman est décrite par le théorème suivant. 
Théorème 5.4.1 (Haiman, 2001).  Pour tout f.-L  f- n,  on a 
(5.9) 
Ce résultat permet de démontrer la conjecture de positivité de Macdonald. 
Corollaire 5.4.1.1  (Positivité de  Macdonald).  Les coefficients q, t-Kostka sont 
dans  des polynômes dans N[q, t]. 80 
Démonstration.  Par la décomposition (5.6)  du caractère bigradué de Frobenius: 
K À ,J1.(q, t)  =  L  mult(S>-, 1fm,k(HJ1.)) qktm. 
m,k?O 
o 
Puisque K À ,J1.(I, 1)  = f", par l'équation (5.4)  on obtient 
dim(HJ1.)  =  L  dim 1fm,k(HJ1.)  = L fÀ  fÀ  =  n!.  (5.10) 
m,k?O  Àf-n 
Un  fait remarquable (et pas évident) est l'équivalence du théorème (5.4.1)  avec 
le  résultat  (5.10).  Après  d'avoir  présenté  les  modules  bigraduées  et  formulé  le 
théorème (5.4.1), Haiman prouve dans (Haiman 1999) que dim(HJ1.)  = n!  implique 
que :Fq,t(HJ1.)  =  Hw  Voila pourquoi ces  résultats étaient connus sous  le  nom  de 
"conjecture n!". 
Exemple 5.4.1. Si  À = (2,1), on a 
En calculant une base de l'espace H(2,1)  à partir de  6.(2,1) on obtient 
B  Bidegré  1  Transformée de  Frobenius 
6.(2,1)  (1, 1)  81,1,1 
(Xl  - X2), 
(1,0)  82,1 
(Xl  - X3) 
(YI  - Y2), 
(0, 1)  82,1 
(YI  - Y3) 
1  (0,0)  83 
On obtient: 
H(2,1) = S3 + (q + t)S(2,1) + qtS(1,1,l) 81 
5.5  Espace des harmoniques diagonaux 
Un  résultat classique dans la théorie des invariants montre que chaque action de 
groupe fini  dans l'anneau des polynômes a un espace de  polynômes harmoniques 
associé, qui sont les  solutions des opérateurs différentiels polynomiales invariants 
homogènes  (non-triviales)  correspondant  (voir  par exemple  (Weyl,  1946)).  Dans 
notre cas,  l'action diagonale  définie  dans la section 1 permet  de  construire un 
espace  des  polynômes  harmoniques en deux variables.  L'espace en  question est 
appelé l'espace des harmoniques diagonaux. Un résultat principal, qu'on dé­
montrera dans le  dernier chapitre, est que cet espace contient l'espace Hw  Une 
première question qui  vient  à l'étude de  cet espace est  de  comparer les  dimen­
sions et transformé de Frobenius bigradués de deux espaces.  Cette considération 
apportera des bonus algébriques et combinatoires, comme  on verra dans la suite 
de cette section. 
On rappelle que l'anneau des polynômes 6 n -invariants est 
Q[x, y]6n  := {p E Q[x, y]  : J  . p =  p,  'lfJ E 6 n } 
Définition  5.5.1.  Soit n  E  N.  On  définit  l'idéal In dans Q[x, y]  engendré par 
tous les  polynômes 6 n -invariant sans terme constant. 
On appelle l'espace 6 n -coinvariant au  quotient 
Si p E In, alors chacune de ses composantes homogènes appartiennent à In. Alors, 
In est un idéal bihomogène et Rn  a une structure d'anneau bigradué : 
R6n =  EB  Rm,k  (5.11) 
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L'idéal In est un <Sn-sous-module  de  l'anneau Q[x, y].  Donc, on  peut considérer 
l'action diagonale sur l'anneau quotient Rn.  Comme l'action préserve le  bidegré, 
chaque (Rn)m,k  est un <Sn-module. 
Cette anneau est engendré par les  polynômes 
Pm,k(X, y)  := L
n 
x~y~,  1 ::;  m + k ::;  n. 
i=l 
(c.f.  (Weyl,  1946)) 
On s'intéresse a étudier l'espace de tous les dérivées de  6.J.L  : 
(5.12) 
On définit le  produit scalaire suivant sur Q[x, y]  : 
(p, q)  := p(ox, Oy )q(x, y) Ix,y=o  (5.13) 
L'effet de ce  produit sur les  monômes donne: 
a!,6!  si  a =  'Y et (3 = 0 (xCtyf3,x'YyO)  =  .  (5.14)
{  o  si  non 
Ainsi,  cette forme est symétrique et non-dégénérée, pour chaque sous-espace ho­
mogène  1Tr,s(Q[x, y]).  Ceci  implique que Q[x, y]/ItJ.  est isomorphe,  comme repré­
sentation bigraduée de  <Sn,  au complément orthogonal J;. 
Proposition  5.5.1  (Haiman,  1994).  Soit  ItJ.  l'idéal  des  polynômes  p(x, y)  E 
Q[x,y]  tels  que  p(ox,Oy) 6.tJ.  =  O.  Alors  le  quotient Q[x,y]/ItJ.  est  isomorphe  à 
DtJ.  comme représentation de  <Sn  doublement graduée. 
Démonstration.  On  a vu déjà que Q[x, yJ/I>!  ~  Ii;.  On prétend que  DtJ.  = Ii;.
 
Soit f  E I w Alors  (I,6.tJ.)  = 0 et 6.tJ.  E I;.
 
Soit p(x, y)  E  Q[x, y].  Puisque ItJ.  est un idéal,  le  polynôme f p(x, y) appartient
 
à I w  Par définition du produit scalaire on a
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Donc I; est fermé par dérivations et ainsi cet espace contient Dw 
On définit: 
<p  : Q[x, yJ/II-"  -----t  DI-"
 
P f------t p(Ox Jyy )  6.1-"
 
Si p(ox, Oy)  6.1-"  = 0,  alors par définition P E  JI-"'  d'où Ker(<p)  = Jw  Il est clair que
 
<p  est aussi surjectif par définition de  Dw  C'est donc un isomorphisme d'espace 
vectoriel. Puisque I;  et DI-"  sont des espaces vectoriels de dimension finie,  on a 
Comme DI-"  ç I;, on doit avoir que  ces deux espaces sont égaux.  D 
Exemple  5.5.1.  Pour n  =  2,  les  polynômes  harmoniques  diagonaux  sont les 
solutions polynomiales aux systèmes d'équations: 
OXl  f(x, y) + oxz f(x, y) = 0 
0Yl  f(x, y) + 0m  f(x, y) = 0
 
0;1  f(x, y) + o;z f(x, y) = 0
 
O;l,Yl  f(x, y) +  O;Z,YZ  f(x, y) = 0
 
0;1  f(x, y) + o;z  f(x, y) = 0 
Après quelques calcules, on trouve qu'une base pour V 2 est {1, Xl  - X2, YI  - Y2}' 
On voit donc que cet espace contient ls  espaces de Garsia-Haiman 7-{2  et 7-{ll' 
De  plus, V n  satisfait les conditions suivantes: 
a)  V n  est fermé pour les dérivations partielles OXi  et 0Yi; 
b)  V n  est fermé par rapport aux opérateurs 
n n 
Ek  := LYiOX~  ,  Fe := LXiOYf,  (5.15) 
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Théorème 5.5.1 (Haiman, 2001).  Dn  est le  plus petit sous-espace de  Q[x, y]  qU2 
contient ~n (x, y) et satisfait les  conditions a) et b)  ci-dessus. 
Théorème 5.5.2 (Haiman, 2001).  dim(Dn) = (n + l)n-l 
Comme l'espace Dn  est bihomogéne et Sn-invariant, on peut considérer sa carac­
téristique de Frobenius bigraduée.  Dans (Garsia, Haiman 1996a), Garsia et Hai­
man proposent une formule  pour ce  caractère. Or,  la formule conjecturée, écrite 
en termes des polynômes de Macdonald, est plutôt compliquée. Cependant, avec 
l'introduction de l'opérateur nabla, cette formulation a une remarquable simpli­
cité. 
Théorème 5.5.3  (Haiman, 2001).  La caractéristique  de  Frobenius  bigraduée  de 
l'espace  des  harmoniques diagonaux est: CHAPITRE VI 
CERTAINS PROBLÈMES OUVERTS 
6.1  L'opérateur nabla 
Dans les  chapitres précédents, on a établi une interprétation algébrique pour les 
polynômes V(H/l)/qn(/l') tn(/l) et V(ek)' On a vu qu'ils sont reliés à des 6 n -modules 
bigradués par la transformée de Frobenius, ou, de façon  équivalente, que ce  sont 
des polynômes Schur-positifs.  Dans ce  qui suit, on  présente une brève discussion 
sur la Schur-positivité de l'opérateur nabla appliquée aux autres fonctions symé­
triques vues dans cette monographie. 
Nabla des fonctions de Schur 
Dans ce  paragraphe nous suivons  (Bergeron,  Garsia,  Haiman, Tesler,  1999).  On 
étudie les  propriétés des coefficients aÀ,/l  =  aÀ,/l(q, t) dans l'expression 
V(s,\)  = L a'\,/l. Sil 
/l 
pour À,  J-l  f- n.  Pour mieux visualiser le comportement de V(s,\), on écrira chaque 
polynôme a'\,/l  de façon matricielle. Par exemple: 
f  0 0 
t3q3(a + bq + cq2 + dt + etq + ft2)  f-----+  t3q3	  d  e 0 
abc 
où les partages sont ordonnées par l'ordre lexicographique décroissant. On présente 86 
à continuation les  tables pour n = 2 et n = 3 : 
\7(52)  0  -tq 
\7(51)  1  t+q 
o 
o  -tq ( : 
o 1 0  0 
1 
o 1  1  0 
Une première inspection des tables révèle que \7(sJ.L)  semble toujours être Schur­
positive ou  Schur-négative.  En étudiant les  tables  pour n  :s;  6,  on  trouve dans 
(Bergeron, Garsia, Haiman, Tesler,  1999)  la conjecture suivante: 
Conjecture 6.1.1 (Bergeron, Garsia, Haiman, Tesler).  Pour tout À  et fJ-,  le  po­
lynôme 
a des  coefficients entiers positifs,  avec  ~(À)  =  (e(;)) + LÀ'<i-1 (i - 1 - ÀD.  , 
Cette conjecture s'avère vraie pour le cas t = 1 (Lenart, 2000). Après des essais sur 
ordinateur, on voit que ce phénomène apparait aussi pour les fonctions monomiales 
et de puissance. 
Conjecture 6.1.2 (Bergeron, Garsia, Haiman, Tesler).  Pour tout n  2:  1 et À, fJ- f-­87 
n,  on a 
Dans  le  cas  des  fonctions  de  puissance,  on  trouve  un  étude combinatoire dans 
(Can, Loehr, 2006)  qui prouve la proposition suivante. 
Proposition 6.1.1  (Can, Loehr). 
6.2  Espaces fermés par opérateurs de dérivation 
Dans cette section on suit (Bergeron, 2008).
 
Comme  vu  précédemment,  l'espace Vn(x)  se  définit  comme  le  plus  petit sous­

espace  de  Q[x]  qui  contient  le  déterminant  de  Vandermonde  .6.n(x)  et  qui  est
 
fermé par les dérivées partielles et l'opérateur Ek .  C'est-à-dire:
 
La prochaine étape de cette étude consiste à développer la structure de l'espace
 
.L:ô,e[A],  pou un sous-espace A de Q[x, y]  engendré par un ensemble de  vecteurs
 
invariants.  Un  cas  intéressant  est  de  choisir  A  engendré  par  un ensemble  qui
 
contient des polynômes antisymétriques, comme .6.tL (x, y) (dans ce cas, A devient
 
un sous-espace  de  V n ).  Pour le  cas  d'une seule  famille  de  variables x, on  peut
 
commencer par choisir A comme étant l'espace engendré par les polynômes alter­

nants ek(x).6.n(x).  Posons Vn,k(X)  l'espace engendré résultant. Le  cas k = 0 est
 
déjà connu, puisque Vn,o  ~  V n, on obtient:
 
(6.1 ) 
Pour le  cas  k = n, il suffit de réaliser que les générateurs associés au diagramme 
troué (n + 1)/(0,0) sont en (x).6.n(x),  d'où 
(6.2)
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On construit une famille  d'opérateurs {DdkEZ sur l'espace des fonctions  symé­
triques, défini par 
L DkJ(z) yk  := J[z + M/y] E[-y]  (6.3) 
kE'L 
où  M = (1 - t)(1- q)  et E(() =  Lm~o em (m.  Il  n'est pas difficile a voir que 
n-1 .ln _  D_1 
v  Sl  v -
M 
Ainsi, on a 
Par la définition des D k , on a : 
Le choix m  - n + j  - 1  -1 dans la série  à  droite est  équivalent  à prendre 
m =  n - j, d'où l'égalité 
On peut vérifier que en[M]  = (_1)n-1 [n]q,tM.  Ainsi: 
1  n+1 
F"q,tCDn,n)  =  MD-1(en+1(z))  = L [n +1- j]q,t \7(en_j[z] ej[z]).  (6.5) 
j=O 
Ce résultat amène a formuler la conjecture suivante: 89 
Conjecture 6.2.1  (Bergeron, F.). 
:Fq,tCDn,k)  =  L
k 
[k - j  + l]q,t \7(ej en-j) 
j=O 
pour tout 0 :S  k :S  n. 
Pour k = 1,  on obtient: 
(6.6) 
Étant donné que Dn EB  en (x) Dn EB  Dn ç  Dn,l,  l'analogie de la formule  ci-dessus 
avec cette inclusion et l'approche (6.2.1) amène à conjecturer la formule suivante: 
Conjecture 6.2.2 (Bergeron). Soit On  le complément orthogonal de  l'espace Dn,l 
dans  l'espace Dn EB en(x) Dn EB  Dn. Alors 
6.3  Espaces cl-harmoniques 
Dans cette section et les suivantes on suit la référence (Bergeron, Bergeron, Gar­
sia, Haiman, Tesler,  1999). 
Si P E Q[x, y],  on dénote par P(3) = P(3x , 3y )  l'opération de dérivation obtenue 
en remplaçant les variables Xi  et Yi  respectivement par 3Xi  et 3Yi. 
Pour tout polynôme P E  Q[x, y],  on note .ca[P]  l'espace vectoriel engendré par 
toutes les dérivées partielles de P  : 
(6.7)
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À tout diagramme d, on associe un espace 7-id := .cô[~d], appellé l'espace des d­
harmoniques. Puisque ~d  est bihomogène, ce  module induit une bigraduation. 
On a donc la decomposition en somme directe suivante: 
7-id  =  E9  'Trr,s(7-id ). 
r,s~O 




où h+k ;:::  1. Les propositions qui suivent étudient l'effet des opérateurs Ph,k(ox, Oy) 
sur l'espace des d-harmoniques. 
Soit  d  =  {(al, b1), ... , (an, bn)}  un  diagramme  à  n  cases.  On rappelle que  son 
déterminant est : 
Si  on applique l'opérateur p(ox, Oy)  au déterminant ci-dessus on obtient : 
Supposons que h  :::;  ai,  k  :::;  bi pour tout i E  ln].  On définit  d(i)  comme le  dia­
gramme obtenu de d  en remplacant la case (ai, bi) par (ai  - h, bi - k).  Alors: 
~  al  b' 
Ph,k(Ox,Oy)  ~d(X,y)  =  ~Sgn(CT)  (ai  ~·h)!  (b ~·k)!~d(i)(X'Y).
i 
Cependant, si la case (ai-h, bi-k) coïncidait avec une des cases du diagramme d, il 
y aurait deux colonnes répétées dans la matrice (xkYk)  lSk$n  et ainsi ~d(i) (x, y) = 
(i,j)E d(i) 




On a donc démontré le résultat suivant:
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Proposition 6.3.1  (Bergeron  et al.,  1999).  Soit d  un diagramme  de  n  cases  et 




où a(d (i))  est un scalaire égal  à  : 
•	 0,  si une des coordonnées du point (ai - h, bi - k)  est négative, ou si (ai - h, bi - k) 
est une autre case de  d,. sinon 
•	 sgn(Cl)  .  (aia~!h)!  .  (bib!-'k)!'  où Cl  est une permutation qui  ré-ordonne d  de  façon  à 
ce  que  la  case (ai, bd  prenne la  position que  (ai  - h, bi - k)  avait dans d (i)  par 
l'ordre lexicographique. 
Corollaire 6.3.0.1.  L'espace HjJ.  est contenu dans VjJ.' 
Démonstration.  Soit J-l  un partage. Puisque bouger une case dans le diagramme J-l 
implique ou  bien la faire descendre vers l'axe négatif, ou bien la faire superposer 
avec une autre case de J-l,  on obtient que 
pour tout h + k 2 1	 o 
6.4  Modules de Garsia-Haiman troués 
Il est naturel de se demander quelle est la caractéristique de Frobenius pour les es­
paces Hd , pour n'importe quel diagramme d dans N x N.  Une première approche 
de  ce  problème  consiste à  considérer des  diagrammes formés  par des  "partages 
troués." Toute cette section est basé sur les  articles (Bergeron,  Garsia, Haiman, 
Tesler,  1999)  et (Bergeron, Bergeron, Garsia, Haiman, Tesler,  1999).  Les généra­
lisation faites  dans cette section nous  permettrons de  trouver une possible voie 
alternative à celle de  Haiman pour démontrer la conjecture n!. •  • 
•  •  • 
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Définition  6.4.1.  Soit  f-l  un partage  de  n + 1.  On  dénote  f-l/ij  le  diagramme 
obtenu en enlevant la  case  (i, j) du  diagramme  de  Ferrer de  f-l.  Nous  qualifierons 
f-l/i, j  de  partage trouée. 
Soit  f-l  un partage de n.  Étant donné (i,j) une case du diagramme induit par f-l, 
on définit l'ombre de (i,j) comme étant 
Omb(i,j) = {(i',j') E f-ll (i,j) ::;  (i',j')}. 
~  -
• 
•	 •  •  • 1.1.1 
1	 1 1 1 1 1 
Figure 6.1 L'ombre de la case (2,1) dans le diagramme de Ferrer. 
On a les  propriétés suivantes: 
2.	  Soit  (i, j) une  case  du partage  f-l.  Alors,  HIJ-/i'j'  C  HIJ-/ij,  pour toute case 
(i',j') dans Omb(i,j). 
Définition 6.4.2. Soit f-l  un partage de n+l et (i,j) une case fixe  de  f-l.  On  consi­
dère  la  famille  {HIJ-/ij hj de  fonctions  symétriques définies  récursivement comme 
suit: 
tR.  _  qa+l  tHl _  qa  tHl _  qa+l 
H / . - H /' '+1 +  H /'  1 - H  /'  l' 1  (6.10) IJ- t)  - te  a  IJ- t,)  te  a  IJ- t+  ,)  te  a  IJ- t+ ,)+ -q -q	  -q 
où  a  et  g dénotent  le  bras  et  la  jambe  de  la  case  (i, j),  respectivement,  avec  les 
conditions de  bords  suivants : 
(1)  HIJ-/ij  =  0,  si  (i, j) n'est pas dans f-l; 
(2)  HIJ-/ij  = Hu, si  (i,j) est un coin de  f-l  et en plus f-l/i,j  coïncide avec  v. 93 
Exemple 6.4.1. Considérons le partage (2,2,1) f- 5.  Les coins de ce partage sont 
(1,1) et (0,2). Par les conditions de  bord, on a 
Calculons H2,2,1/0,1  à l'aide de la récurrence.  On a : 
t - q2  t2 _  q  t2 _  q2 
H2,2,1/0,1  = -t-- H2,2,1/0,2 + -t-- H2,2,1/1,2  - t  H2,2,1/1,2 -q -q  -q 
Puisque (1,2) n'est pas une case de  (2,2,1), le  terme H2,2,1/1,2 est nulle.  Ainsi: 
2 H2,2,1/0,1 = (q + t + 1)84 + (qt3 + q2 + 2tq + t q + q2t + q + t +e) 83,l 
+ (t3 + q3 + 2qe + tq2 + t 2) 82,2 + (q3 t + qt2 + 2q2t 2 + 2qt3 + qt) 82,1,1 
+ (q3 t 2 + t 3q2 + qt4) 8 1,1,1,1 . 
Bien que les  solutions de  la récurrence (6.4.2)  s'écrivent en principe comme  des 
Q(q, t)-combinaison  linéaire,  on  trouve  dans  l'exemple  que  H2,2,1/0,1  est  Schur­
positive. Ce résultat, loin d'être évident, semble être vrai pour tout Hj..t/i,j' 
Conjecture 6.4.1 (Bergeron et al.,  1999).  Soit f./,  un partage et (i,j) une ca8e  de 
f./,.  Alors; Fq,t(Hj..t\{i,j})  =  Hj..t/ij. 
Selon ce  résultat, la notion de  modules de  Garsia-Haiman trouées a l'aire d'être 
une bonne voie pour construire une généralisation des travaux de Garsia-Haiman. 
Rappelons que si  f./,  f- n, alors 
où  h~  est le  caractère de  la représentation régulière.  On aimerais regarder le  ré­
sultat analogue pout les modules Hj..t/i, j  troués. En fait, on a la conjecture: 94 
Conjecture 6.4.2  (Bergeron  et  al.,  1999).  Soit f-l  un partage  de  n + 1  et  soit 
(i, j) une case  de  f-l.  Alors,  le  6 n -module HjJ./ij  se  décompose  en somme directe  de 
IOmb(i, j)  1  copies  de  la  représentation régulière.  C'est-à-dire: 
dim(HjJ./i,j) = IOmb(i,j)l. n!. 
Règle de Pieri généralisée 
Rappelons que st dénote l'opérateur adjoint "multiplication par SI", par rapport 
au produit scalaire usuel des fonctions symétriques.  Une conséquence de la règle 
de  Pieri est : 
(6.11 ) 
où  "IJ  -7  X'  indique  que  le  partage  IJ  est obtenue de  À  en  lui  enlevant  un de 
ses  coins.  On peut généraliser  la formule  de  Pieri en  termes des  polynômes  de 
Macdonald comme suit: 
Théorème 6.4.1 (Macdonald). 
avec 
te(i,j)  _  qa(i,j)+1  te(i,j)+l  _  qa(i,j) 
cjJ.v(q, t):=  Il  te(i,j)  _  qa(i,j)·  Il  te(i,j)  _ qa(i,j)
(i,j) E RJ.'/v  (i,j) E cJ.'/v 
où  RjJ./v  (respectivement CjJ./v  ) représente l'ensemble des cases de  IJ  qui sont sur 
la même ligne  (respectivement colonne) que la case que nous devons retirer de  f-l 
pour obtenir IJ. Notons aussi  IJ  -7 f-l  pour indiquer que IJ s'obtient de f-l  en enlevant 
un coin de cette dernière. 
Il  est démontré dans (Bergeron, Garsia, Haiman, Tesler,  1999)  que la récurrence 
(6.10)  est équivalente à la suivante conjecture: 
Conjecture 6.4.3.  Soit (i,j) une case  de  f-l.  Alors,  on a 95 
OÙ T  est le  diagramme  de  Ferrer contenu dans l'ombre de  (i, j)  et f.L  - T  +  T  veut 
dire  "remplacé T  par p  dans l'ombre  de  (i, j)". 
Considérons,  à  mode d'exemple,  le  cas  (i,j)  =  (0,0).  Posons x  =  Xl,,,,,Xn+l 
et y' = Yl ... ,Yn+l'  Soit  <p  : C[x', y']  ----1  C[x, y]  la transformation linéaire défini 
comme 
<p(J(x', y')) := f(x', y') IXn+l =Yn+l=O 
Cette fonction préserve le  bidegré et vérifié  que <p(6.M(x')) = 6.M/ O,o(x).  L'espace 
'Hn  peut être considéré un 6 n_1-module en regardant 6 n- 1 comme le sous-groupe 
de  6 n  qui laisse fixé  les  variables Xn  et Yn.D'ici que 
et qu'on puisse considérer <p  restreint au  isomorphisme de  6 n-module : 
en  vertu de la règle de Littlewood-Richardson, on  a 
Cette observations,  unies  à  la formule de  Pieri énoncé par Macdonald donne le 
résultat suivant: 
Théorème 6.4.2 (Bergeron, Bergeron et  al.,  1999).  Pout tout f.L  : 
En particulier,  'HM\{(O,O)}  est la  restriction de  6 n  de  la 6 n+1-représentation 'HM  et 
on a 96 
Ce dernier résultat, avec  la conjecture (6.4.2)  confirme de façon  remarquable la 
généralisation des Sn-modules de Garsia-Haiman troués. En effet, si  p,  f- n + 1 on 
obtient: 
Fq,t('HJ-L/o,o)\q=t=l	 =  IOmb(O, 0)1  h~ 
=(n+1)h7 
Ainsi,  dim(HJ-L/o,o)  = (n + 1)1.  Or HJ-L/o,o  ~  HJ-L'  d'où l'on obtiendrait une preuve 
de la conjecture n!. 
Opérateur dérivation et conjecture n! 
Une deuxième équivalence à la conjecture 6.3.1 faite dans (Bergeron, Garsia, Hai­
man, Tesler, 1999) est la suivante. Soit p,  f- n + 1.  Pour toute case (i,;') de P,  on 
écrit  Hi,j  au lieu de HJ-L/ij.  Considérons les opérateurs 
Di,)  . H  . -----t H+l .  Di,j  . H  . -----t H  . 1 
X'  l,)  l	  ,)'  y'  l,)  l,)+ 
Puisque les cases  (i,;' + 1)  et (i + 1,;') sont dans Pombre de (i,;'), on a Hi,Hl, 
HH1,j  ç Hi,j'  Donc, on a les inclusions des noyeaux suivants: 
Considérons les espaces quotients suivants: 
Ces deux espaces quotients ont une structure de Sn-module, provenant de celles 
des Hi,j.  Alors, on a : 
F  (Ai,j) Y  = F  (KeT(Di,j)) - F  (Di+l,j) Y ,  q,t	  q,t  Y  q,t 
En vertu de la surjectivité des opérateurs D~j et D~j l  on trouve les isomorphismes 97 
En supposant vraie la conjecture (6.4.1) et en se rappelant que Dx et Dy diminuent 
les  degrés de x et de y  en 1,  respectivement, on obtient les identités 
En vertu de ces équations, on obtient que la récurrence (6.10)  implique l'égalité: 
6.5  Une base à  1000 dollars 
En 1999,  lors du  "CMS winter meeting in Montreal", Adriano  Garsia offre  une 
récompense de 1000 dollars au premier mathématicien qui puisse trouver une base 
explicite pour le  module Hn .  Jusqu'à maintenant, ce  problème est ouvert. Entre 
les  approches existante pour arriver à ce  résultat on trouve: 
- L'explicitation  de  bases  monomiales des  espaces  HJ-L'  liée  à  l'étude de  l'idéal 
annulateur de  !::"J-L  via des opérateurs de dérivation dits  "opérateurs de sauts". 
(Aval, 2000). 
- Plusieurs travaux concernant des  bases  pour HJ-L'  où  f-l  est une équerre,  c'est­
à-dire,  un  partage de  la forme  (k,ln- k ).  Voir  par exemple  (Garsia,  Haiman, 
1996b),  (Stembridge,  1994),(Aval,  2000),  (Adin,  Remmel,  Roichman,  2008)  et 
(Allen, 2002). 
- Plus récemment, Assaf et Garsia on trouvé une base  pour l'espace  HJ-L  lorsque 
f-l  est un partage a deux colonnes (Assaf,  Garsia, 2009.). BIBLIOGRAPHIE
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<lex,  voir  ordre lexicographique sur les  parties, 7
 
cases 
<lee, voir ordre de lecture sur les cases 
ç, voir ordre d'inclusion sur les partages 
j, voir ordre de dominance sur les  par­
tages 



















































de  Ferrer, 5
 
F, voir Frobenius, caractéristique 
Fq,  voir Frobenius gradué 


























, caractéristique bigraduée, 76
 












Hn ,  61
 
HM'  voir espace p,-harmonique 
HM'  voir module de Garsia-Haiman 














Hilbq,  voir Hilbert, série 











formule de,  49 
K)"M'  voir nombres de Kostka 
K)"M(q) , voir polynôme de Kostka-Foulkes 
K)"M (q, t), voir polynôme q, t-Kostka 
Kostka 
nombres de,  34
 






anneau de,  59
 






conjecture de positivité, 77
 
module de  Garsia-Haiman, 79
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de dominance sur les partages, 6
 
de lecture sur les cases, 4
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poids monomial standard, 9 
stabilisateur de lignes, 31 
théorème 





Xv  (q, t),  voir caractère bigradué 
Z(J,  13 