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1 Trace et valeurs propres extreˆmes d’un produit de matrices de
Toeplitz. Le cas singulier.
Philippe Rambour∗ Abdellatif Seghier†
Re´sume´
Trace et valeurs propres extreˆmes d’un produit de matrices de Toeplitz.
Le cas singulier.
Dans un premier the´ore`me nous donnons un de´veloppement asymptotique de la trace de
la matrice TN (f1)T
−1
N
(f2) avec f1(θ) = |1 − eiθ|2α1c1(eiθ) et f2(θ) = |1 − eiθ|2α2c2(eiθ),
c1 et c2 e´tant deux fonctions re´gulie`res sur le tore avec − 12 < α1, α2 < 12 . Ensuite nous
e´tudions le cas particulier α1 > 0 et α2 < 0. Nous obtenons alors l’asymptotique de la
trace des puissances entie`res de TN(f1)T
−1
N
(f2) et nous en de´duisons la limite lorsque
N tend vers l’infini des valeurs propres de cette matrice ce qui nous permet de donner
un principe de grandes de´viations pour une famille de formes quadratiques de processus
ale´aoires gaussiens stationnaires.
Abstract
Trace and extreme eigenvalues of a product of truncated Toeplitz matrices.
The singular case.
In a first theorem we give an asymptotic expansion of Tr
(
TN (f1)T
−1
N
(f2)
)
where f1(θ) =
|1− eiθ|2α1c1(eiθ) and f2(θ) = |1− eiθ|2α2c2(eiθ), with c1 and c2 are two regular functions
of the torus and − 1
2
< α1, α2 <
1
2
. In a second part of this work we study the particular
case where α1 > 0 and α2 < 0. Then we obtain the asymptotic of Tr
(
TN(f1)T
−1
N
(f2)
)s
for
s ∈ N∗ that provides us the limits when N goes to the infinity of the extreme eigenvalues
of this matrix. This last result allows us to give a large deviation principle for a family of
quadratic forms of stationnary process.
1 Introduction
Si f ∈ L1(T) on appelle matrice de Toeplitz d’ordre N et de symbole f , et on note TN (f),
la matrice de´finie par (TN (f))k+1,l+1 = f̂(l−k) pour 0 ≤ k ≤ N et 0 ≤ l ≤ N , ou` ĥ(s) de´signe
le coefficient de Fourier d’ordre s de la fonction h. On dira que le symbole f est re´gulier si la
fonction f est strictement positive sur le tore, et que le symbole f est singulier si la fonction
f admet des ze´ros ou des poˆles sur le tore. Une bonne approche des matrices de Toeplitz peut
se trouver dans [5].
Un proble`me de l’e´tude des matrices de Toeplitz est d’e´tablir la trace du produit de deux
matrices de Toeplitz, ou meˆme d’une puissance d’un produit de matrice de Toepliz. Cette
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e´tude intervient autant dans le domaine de l’analyse (recherche des valeurs propres) que des
la probabilite´s ( the´ore`mes de limite centrale, principes de grandes de´viations). Le proble`me de
l’e´tude de Tr (TN (f)TN (g))
s est un grand classique de la litte´rature consacre´e aux matrices de
Toeplitz et a` l’e´tude des processus ale´atoires Gaussiens. Il a e´te´ en particulier e´tudie´ par Avram
([1])dans le cas re´gulier ou pour une puissance deux, et par Fox et Taqqu ([13], [12]), dans un
cadre plus ge´ne´ral. Il faut aussi citer Grenander et Szegoˆ [21], Ibragimov [22], Rosenblatt [30],
Taniguchi [34], Dalhaus [10], Giraitis et Surgalis [19], Ginovyan [14], Taniguchi and Kakizawa
[35], Ginovyan et Sahakyan [17], [16] et [15], et Lieberman et Philips [26]. Un bon re´sume´ des
principaux acquis peut se trouver dans [18].
La question qui peut e´galement se poser est de connaˆıtre la trace de
(
TN (f)T
−1
N (g)
)s
. Une
fac¸on de faire peut consister a` se ramener a` la trace de
(
TN (f)TN (g
−1)
)s
, mais cette me´thode
n’est pas toujours satisfaisante, surtout dans le cas singulier. Dans cet article nous proposons
un de´veloppement asymptotique d’ordre 1 ou 2, suivant les cas, de Tr
(
TN (f1)T
−1
N (f2)
)
dans
le cas ou` f1(θ) = |1 − eiθ|2α1c1(θ) et f2(θ) = |1 − eiθ|2α2c2(θ) avec −12 < α1, α2 < 12 et
ou` c1 et c2 sont deux fonctions re´gulie`res sur le tore. Les me´thodes que nous utilisons sont
diffe´rentes de celles de Fox et Taqqu, mais utilisent des travaux ante´rieurs (voir [28] et [29]).
Nous mettons en e´vidence les diffe´rents cas qui peuvent se pre´senter, et la suite de notre travail
est consacre´e a` l’e´tude du cas α1 ∈]0, 12 [ et α2 ∈]− 12 , 0[ (cas 1) ii)). Nous donnons dans ce cas
une expression asymptotique de Tr
(
TN (f1)T
−1
N (f2)
)s
et aussi de Tr
(
TN (f1)TN (f
−1
2 )
)s
(ce qui
revient a` donner Tr
(
TN (f1)T
−1
N (f2)
)s
pour 0 < α1, α2 <
1
2 comple´tant ainsi des re´sultats de
Taniguchi([34], [35] et de Lieberman et Phillips [26]. Nous e´tudions ensuite les conse´quences
de ces re´sultats pour les valeurs propres de TN (f1)TN (f
−1
2 ) et nous en de´duisons un re´sultat
probabiliste. Dans le cas d’une matrice de Toeplitz le comportement des valeurs propres obe´it
a` certains principes bien connus. On sait par exemple que si λ
(N)
i sont les valeurs propres
d’une matrices de Toeplitz d’un symbole f avec infθ∈T f(θ) = m et supθ∈T f(θ) = M alors
lim
N→+∞
(
inf
1≤i≤N
λ
(N)
i
)
= m et lim
N→+∞
(
sup
1≤i≤N
λ
(N)
i
)
=M . Cette proprie´te´ n’est e´videmment
plus vraie pour un produit de matrices de Toeplitz ni a` plus forte raison pour le produit d’une
matrice de Toeplitz avec une matrice hermitienne. Si on e´tudie une forme quadratique WN
de´finie par WN =
1
NX
(N)∗MNX
(N) avec (Xn) un processus stationnaire centre´ gaussien et
la matrice MN une matrice hermitienne (voir, entre autre, [31], [3] et [4])on ne peut donc
pas alors appliquer le the´ore`me de Gaˆrtner-Ellis ([11]) pour obtenir un principe de grandes
de´viations pour WN . Dans le cas ou` MN = TN (f) et ou` f, g ∈ L∞(T) ( g e´tant la densite´
spectrale de X(N)) [3] et [4] donnent des solutions a` ce proble`me. Cela leur permet notamment
de donner un principe de grandes de´viations dans l’e´tude du rapport de vraissemblance de
deux processus gaussiens stationnaires ([8], [7],[9],[6] [2]) dans le cas ou` les densite´s spectrales
sont re´gulie`res. Supposons maintenant que X(N) admette pour densite´ spectrale une fonction
f1 et que MN = T
−1
N (f2). Dans le cas α1positif et α2 ne´gatif en notant µ
(N)
i les valeurs
propres de TN (f1)T
−1
N (f2) nous obtenons, en e´tudiant la convergence de la mesure
N∑
i=0
δ
µ
(N)
i
,
que lim
N→+∞
(
inf
1≤i≤N
µ
(N)
i
)
= 0 et lim
N→+∞
(
sup
1≤i≤N
µ
(N)
i
)
= ‖f1
f2
‖∞. Nous pouvons alors obtenir
2
sur un intervalle maximal la limite de la suite de fonctions (voir [21])
LN (t) =
1
N
lnE(eNtWN )
= − 1
2N
ln det
(
IN − 2tT 1/2N (f1)T−1N (f2)T 1/2N (f1)
)
= − 1
2N
N∑
i=1
ln(1− 2tµ(N)i ).
Toujours dans le cas 1) ii) avec α1 > 0 et α2 < 0 nous retrouvons un the´ore`me de limite
centrale similaire a` celui donne´ par Fox et Taqqu dans [13] mais dans lequel nous pouvons
conside´rer la forme quadratique X(N)∗TN (f2)
−1X(N) au lieu de X(N)∗TN (f2).X
(N).
Dans un prochain travail nous nous attacherons a` de´velopper les cas diffe´rents du cas
1) ii) qui interviennent dans le the´ore`me 1. Nous aurons deux objectifs : d’abord e´tablir
des expressions asymptotiques pour les traces de
(
TN (f1)T
−1
N (f2)
)s
puis utiliser ces expres-
sions pour donner des the´ore`mes de limites centrales pour des formes quadratiques du type
X(N)∗TN (f2)
−1X(N) ou XN est un processus ale´atoire centre´ gaussien stationnaires de densite´
spectrale f1.
2 Principaux re´sultats
2.1 Trace de produits de matrices de Toeplitz.
Dans la suite nous noterons χ la fonction de´finie par χ(θ) = eiθ. Pour tous les re´els ν
positifs nous conside´rerons aussi les ensembles A(T, ν) = {h ∈ L2(T)/
∑
k∈Z
|k|ν hˆ(k) < ∞}, ou`
hˆ(k) de´signe le coefficient d’ordre k de la fonction h.
The´ore`me 1 On conside`re deux fonctions f1 et f2 de´finies sur le tore T par f1 = |1−χ|2α1c1
et f2 = |1−χ|2α2c2 ou` c1 et c2 sont deux fonctions re´gulie`res dans A(T, 32) et −12 < α1, α2 < 12 .
On a alors les re´sultats suivants :
1. Si α2 ∈]− 12 , 0[
i) dans le cas ou 12 > α2 − α1 > 0
Tr
(
TN (f1)T
−1
N (f2)
)
= Tr
(
TN
f1
f2
)
+O(N2α2−2α1),
ii) dans le cas ou 0 > α2 − α1 > −1
Tr
(
TN (f1)T
−1
N (f2)
)
= Tr
(
TN
f1
f2
)
+ f̂1(0)
(
〈ln f−12 ,
1
f2
〉2,1/2
)
+ C1(f1, f2) +O(N
max(2α2−2α1,−1))).
Si les fonctions f1 et f2 sont des fonctions paires on a
C1(f1, f2) = −2(α2 + 1)
(
〈ln f−12 ,
f1
f2
〉2,1/2 − 〈ln f−12 ,
1
f2
〉2,1/2f̂1(0) − 〈ln f1,
1
f2
〉2,1/2
)
.
2. Si α2 ∈]0, 12 [
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i) Dans le cas ou` 12 < α2 − α1 < 1 on a
Tr
(
TN (f1)T
−1
N (f2)
)
= N2α2−2α1C2(f1, f2) + o(N
2α2−2α1)
ii) Dans le cas ou` −12 < α2 − α1 < 12 on a
a) Si α1 < 0
Tr
(
TN (f1)T
−1
N (f2)
)
= Tr
(
TN
f1
f2
)
+N2α2−2α1C3(f1, f2) + o(N
2α2−2α1)
b) Si α1 > 0
Tr
(
TN (f1)T
−1
N (f2)
)
= Tr
(
TN
f1
f2
)
+
(∫ 1
1/2
G˜α2(x)dx
)
2N2α2 f̂1(0)
c2(1)Γ2(α2)
+ o(N2α2)
avec
G˜α2(x) =
∫ x
0
t2α2−2
(
(1− t)2α2 − 1)− t2α2(1− t)2α2−2dtdx+ x2α2−1
(2α2 − 1) ,
et x ∈ [1/2, 1].
Remarque 1 Les constantes Ci(f1, f2) 1 ≤ i ≤ 3, peuvent eˆtre obtenues a` partir de la
de´monstration du the´ore`me.
Dans l’e´nonce´ suivant nous e´tudionsun cas particulier du the´ore`me 1. et nous noterons f2,t
la fonction
f2,t(θ) = tf1(θ) + f2(θ),
The´ore`me 2 Si f1 et f2 sont deux fonctions paires de´finies sur le tore et ve´rifiant les hy-
pothe`ses du the´ore`me 1 avec de plus α1 positif et α2 ne´gatif on a, pour tout entier naturel s
non nul
Tr
(
TN (f1)T
−1
N (f2)
)s − Tr(TN (f1
f2
)s)
= (−1)s−1Ψ
(s−1)
1 (0)
(s− 1)! + o(1).
avec
Ψ1(t) = f̂1(0)
(
〈ln f−12,t ,
1
f2,t
〉2,1/2
)
− C1(f1, f2,t).
Corollaire 1 On conside`re deux fonctions h1 et h2 paires de´finies sur le tore T par h1 =
|1 − eiθ|2α1d1 et h2 = |1 − eiθ|2α2d2 ou` d1 et d2 sont deux fonctions re´gulie`res appartenant a`
A(T, 32). On suppose de plus que
1
2 > α1, α2 > 0. Nous pouvons alors e´crire, pour tout entier
s ≥ 1
Tr (TNh1TNh2)
s =
N
2π
∫ 2π
0
((h1h2)(θ))
s dθ + o(N).
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2.2 Quelques applications aux grandes de´viations et aux valeurs propres
Dans tout ce paragraphe nous conside´rons encore f1 = |1 − χ|2α1c1 et f2 = |1 − χ|2α2c2
deux fonctions paires avec α1 positif et α2 ne´gatif et c1, c2 deux fonctions re´gulie`res dans
A(T, 32).
Lemme 1 Si µ
(N)
i 1 ≤ i ≤ N de´signent les valeurs propres de TN (f1)T−1N (f2), classe´es dans
l’ordre croissant, alors la suite de mesures
N∑
i=1
δ
µ
(N)
i
converge au sens faible (ou en loi) vers
P f1
f2
la mesure image de la mesure de Lebesgue sur le tore par f1f2 .
Ce lemme admet comme corollaire imme´diat les deux the´ore`mes suivants
The´ore`me 3 Avec les hypothe`ses et notations pre´ce´dentes
lim
N→+∞
µ
(N)
1 = 0, lim
N→+∞
µ
(N)
N = ‖
f1
f2
‖∞.
On conside`re maintenant pour tout entier N la forme quadratique WN de´finie par
WN =
1
2N
t
XN
(
T−1N f2
)
XN
ou` XN un processus de densite´ spectrale f1 = |1− χ|2α1c1 et f2 = |1− χ|2α2c2, c1 et c2 e´tant
deux fonctions re´gulie`res sur le tore. On conside`re alors la suite de fonctions
LN (t) =
1
2N
(
−1
2
N∑
i=1
ln(1− 2µNi t)
)
ou` (µNi )i=1···N sont les valeurs propres de AN = T
1/2
N f1T
−1
N f2T
1/2
N f1 qui sont aussi celles de
TN (f1)T
−1
N f2. Alors nous pouvons e´crire, en posant ∆ =]− δ−1, δ−1[ avec δ = ‖f1f2‖∞
The´ore`me 4 Si f1f2 ∈ L∞(T) avec α1 > 0 et α2 < 0 on a pour tout t tel que 2t ∈ ∆
LN (t) = − 1
4π
∫ 2π
0
ln
(
1− 2tf1
f2
(θ)
)
dθ + o(1),
et
lim
N→+∞
(
NLN (t) +
N
4π
∫ 2π
0
ln
(
1− 2tf1
f2
(θ)
)
dθ
)
=
Ψ(2t)
2
avec Ψ(t) =
∑∞
l=1
(−1)l+1
l (t)
lΨ
(l)
1 (0)
l!
Remarque 2 Ce the´ore`me revient a` dire que si f1f2 ∈ L∞(T) et α1α2 < 0 alors (WN ) satisfait
une SLDP ( Sharp Large Deviation Principle) pour une fonction L∗ qui est le dual de Fenchel-
Legendre est L(t) = 14π
∫ 2π
0 ln
(
1− 2t f1f2 (θ)
)
dθ.
D’autre part en posant mN = E(
tXN
(
T−1N f2
)
XN ) nous pouvons e´nonce´r le the´ore`me
5
The´ore`me 5 La variable ale´atoire :
tXN
(
T−1N f2
)
XN −mN√
N
converge en loi vers une variablle ale´atoire qui suit une loi normale centre´e de variance
1π
∫ π
−π
(
f1(θ)
f2(θ)
)2
dθ.
Remarque 3 La de´monstration de ce the´ore`me est bien suˆr parfaitement identique a` celle du
the´ore`me du meˆme genre donne´ dans [13]
Pour de´montrer le the´ore`me 1 nous allons devoir, dans un premier temps, donner une expres-
sion asymptotique simple pour N suffisamment grand, des coefficients du polynoˆme pre´dicteur
de degre´ N d’une fonction f admettant une singularite´ dordre α comprise entre −12 et 12 . C’est
ce que nous faisons, apre`s un bref rappel, dans la partie suivante.
3 Asymptotique des coefficients du polynoˆme pre´dicteur
3.1 Definition et proprie´te´s fondamentales du polynoˆme pre´dicteur
De´finition 1 Si h une fonction positive dans L1(T) on appelle polynoˆme pre´dicteur de degre´
N de h le polynoˆme KN de´finie par KN =
N∑
k=0
(T−1N )k+1,1√
(T−1N )1,1
zk.
Nous avons alors les re´sultats suivants (voir [25])
The´ore`me 6 Si h une fonction positive dans L1(T) et KN son polynoˆme pre´dicteur de degre´
N alors
–
∀s, −N ≤ s ≤ N ̂|KN |−2(s) = ĥ(s).
– KN ne s’annule pas sur le tore.
Ce the´ore`me admet la conse´quence imme´diate suivante
The´ore`me 7 Avec les hypothe`ses du the´ore`me pre´ce´dent nous avons
TN
(|KN |−2) = TN (h).
Le calcul de T−1N (h) s’en trouve alors facilite´ graˆce au lemme suivant qui a e´te´ e´tabli dans [27]
et qui est une version alge´brique de la formule de Gohberg-Semencul [20].
Lemme 2 Si P =
N∑
u=0
δuz
u un polynoˆme de degre´ N sans ze´ros sur le tore on a
T−1N
(|P |−2) = (δ¯0δl−k + · · ·+ δ¯kδl − (δN−k δ¯N−l + · · · δNδN+k−l).
6
Dans cette partie nous conside´rons une fonction f de´finie par f = |1 − χ|2αc ou` c est une
fonction re´gulie`re sur le tore avec c1 = g1g¯1, g1 ∈ H2+ et g = (1−χ)αg1 . On pose β(α)k = ĝ−1(k)
et on note par βk,N le coefficient de χ
k du polynoˆme pre´dicteur de degre´ N de f . D’autre part
nous nous plac¸ons dans le cas −12 < α < 12 .
The´ore`me 8 On conside`re une fonction f comme ci-dessus Alors si n1 est entier fixe´, inde´pendamment
de N ,
βk,N = β
(α)
k (1−
k
N
)α (1 + o(1))
pour tout entier k ∈ [0, N − n1], uniforme´ment par rapport a` N .
Remarque 4 Dans la pratique n1 est choisi de manie`re a` ce que pour tout entier u ≥ n1 on
ait β
(α)
u =
1
g1(1)
uα−1
Γ(α) avec la pre´cision ne´cessaire.
Remarque 5 Ce the´ore`me peut se lire
∀ǫ > 0 ∃N0 t.q. ∀N ≥ N0 ∀k, 0 ≤ k ≤ N − n1 ∃Rk, |Rk| ≤ ε tel que
βk,N = β
(α)
k (1−
k
N
)α (1 +Rk)
3.2 De´monstration du the´ore`me 8
Pour de´montrer ce the´ore`me nous allons de´couper l’intervalle [0, Nδ] en deux, a` savoir
[0, δ1] et [δ1, δ]. La de´monstration du the´ore`me sur [δ1, δ] est assez rapide. Dans [29] nous
avons de´montre´
The´ore`me 9 Si −12 < α < 12 , α 6= 0 nous avons pour 0 < x < 1
g1(1)β[Nx],N = N
α−1 1
Γ(α)
xα−1(1− x)α + o(Nα−1)
uniforme´ment en x dans [δ1, δ2], pour 0 < δ1 < δ2 < 1.
Ce the´ore`me est e´quivalent a`
g1(1)βk,N =
1
Γ(α)
kα−1(1− k
N
)α + o(Nα−1)
pour tout entier naturel k dans [Nδ1, Nδ2], uniforme´ment par rapport a` N . Cette remarque,
jointe au re´sultat (voir [36]) β
(α)
k =
1
g1(1)Γ(α)
kα−1 (1 + o(1)), uniforme´ment par rapport a` k
pour k assez grand, permet d’obtenir le re´sultat sur [Nδ1, Nδ].
Pour de´montrer le the´ore`me dans l’intervalle [0, Nδ1], il nous faut revisiter les re´sultats de
[29].
Nous avons obtenu dans cet article le lemme
Lemme 3 On suppose α ∈] − 12 , 12 [. Alors, sous les hypothe`ses du the´ore`me 9 nous pouvons
e´crire pour N suffisamment grand et pour 0 ≤ k ≤ δN , 0 < δ < 1
βk,N = β
(α)
k −
1
N
k∑
u=0
β
(α)
k−u
(
Fα
( u
N
))
(1 + o(1)) .
7
la fonction z → Fα(z) est continue et de´rivable sur tout compact de [0, 1[ et de plus pour tout
re´el dans [0, δ] on a
|Fα(z)| ≤ K0(1 + | ln(1− z)|),
ou` K0 est une constante inde´pendante de N .
Remarque 6 En utilisant le de´terminant de TN (|1− χ|2αf1) et la formule d’Hartwig-Fisher
nous obtenons facilement
Fα(0) = α
2 + o(1).
Si k ∈ [0, k0] et N suffisamment grand le lemme 3 permet d‘e´crire
β
(α)
k +
1
N
k∑
u=0
Fα(
u
N
)β
(α)
k−u = β
(α)
k (1− o(1))
= β
(α)
k
(
1− k
N
)α
(1 + o(1)) .
Si k0 < k < Nδ1 nous pouvons conside´rer, toujours avec le lemme 3, les e´galite´s
β
(α)
k −
1
N
k∑
u=0
Fα(
u
N
)β
(α)
k−u = β
(α)
k −
1
N
k∑
u=0
(
Fα(
u
N
)− Fα(0)
)
β
(α)
k−u
− Fα(0) 1
N
k∑
u=0
β
(α)
k−u
= β
(α)
k − β
(α+1)
k
α2
N
+
1
N2
k∑
u=0
uβ
(α)
k−uF
′
α(cu)
avec, pour tout u, 0 ≤ cu ≤ uN . Alors si k0 suffisamment grand pour que l’approximation de
β
(α)
k et de β
(α+1)
k soient pertinentes on a, en utilisant l’uniformite´ de ces meˆmes approximations,
β
(α)
k − β(α+1)k
α2
N
= β
(α)
k − α
k
N
β
(α)
k (1 + o(1))
= β
(α)
k
(
1− k
N
)α
(1 + o(1))
uniforme´ment par rapport a` k ∈ [k0, Nδ1]. Si α positif on a 1N2
∑k
u=0 uβ
(α)
k−uF
′
α(cu) = O
(
1
N2
∑k
u=0 uβ
(α)
k−u
)
,
et nous avons e´galement∣∣∣ 1
N2
k∑
u=0
uβ
(α)
k−u
∣∣∣ ≤ 1
N2
(
k∑
u=0
(k − u)|β(α)k−u|+
k∑
u=0
k|β(α)k−u|
)
= O
(
kα+1
N2
)
= O
(
kα−1δ21
)
= o(β
(α)
k )
D’autre part si α est ne´gatif nous pouvons e´crire, toujours si k0 suffisamment grand pour que
l’approximation des coefficients β
(α)
k soit pertinente
k∑
u=0
uβ
(α)
k−u =
k−k0∑
u=0
uβ
(α)
k−u +
k∑
u=k−k0+1
uβ
(α)
k−u.
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Nous avons encore
1
N2
k−k0∑
u=0
uβ
(α)
k−u =
1
N2
(
k−k0∑
u=0
(k − u)β(α)k−u +
k−k0∑
u=0
kβ
(α)
k−u
)
.
On a e´videmment
1
N2
k∑
u=0
(k − u)|β(α)k−u| = O(
kα+1
N2
)
= O
(
kα−1δ21
)
= o(β
(α)
k )
et
k−k0∑
u=0
kβ
(α)
k−u = −k
∞∑
u=k−k0+1
β
(α)
k−u = O(β
(α)
k ).
Enfin en utilisant la formule d’Euler et Mac-Laurin (en supposant k0 assez grand pour que
cela ait un sens) il vient
1
N2
k∑
u=k−k0+1
|β(α)k−u| =
1
N2
O
(
kα+1 − (k − k0)α+1
)
=
kα+1
N2
O
(
1− (1− k0
k
)α+1
)
= O(
kα
N
) = o(kα−1)
ce qui ache`ve de de´montrer le lemme, et l’uniformite´, pour k ∈ [0, δ0].
Reste a` obtenir la formule pour k ∈ [Nδ2, N − n1].
Pour ce faire nous allons utiliser les polynoˆmes orthogonaux Qj, 0 ≤ j ≤ N associe´s au poids
f et relie´s aux polynoˆmes pre´dicteurs par QN (χ) = PN (χ).
Nous allons utiliser e´galement la relation (voir [23],[24]) que
βN+1,N+1 ∼ α
N
. (1)
D’autre part la relation (voir, par exemple [33])
Pm(χ) = Pm−1(χ) + χβm,mQm−1
permet, en identifiant les coefficients en N −m
βN−m = βN−m,N−1 + βN,Nβm,N−1
et pour m ≤ k et k suffisamment petit nous obtenons
βN−k,N−m = βN−m−(k−m),N−m = βN−k,N−m−1 + βN−m,N−mβk−m,N−m−1
ce qui donne, en ajoutant cette relation pour m de 0 a` k :
βN−k,N =
k∑
m=0
βN−m,N−mβk−m,N−m−1.
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Ce qui se traduit, en utilisant le lemme (3) et l’e´quation (1)
βN−k,N = (1− α
2
N
)
α
N
k∑
m=0
βk−m,N−m−1 + o(
1
N
)
et avec les re´sultats e´tablis au de´but de la de´monstration
βN−k,N = (1− α
2
N
)
α
N
k∑
m=0
(
β
(α)
k−m −
α2
N
β
(α+1)
k−m
)
+ o(
1
N
)
= (1− α
2
N
)
α
N
(
β
(α+1)
k −
α2
N
β
(α+2)
k
)
+ o(
1
N
)
Ce qui donne
βN−k+1,N =
αβ
(α+1)
k
N
+ o(
1
N
). (2)
Ce qui s’e´crit aussi si nous conside´rons un entier j ∈ [Nδ2, N − n1]
g1(1)βj+1,N =
α(N − j)α
NΓ(α+ 1)
=
1
Γ(α)
(1− j
N
)αNα−1 + o(
1
N
)
=
1
Γ(α)
(1− j
N
)α(
N − j + j
j
)α−1jα−1 + o(
1
N
)
Soit
βj+1,N = β
(α)
j (1−
j
N
)α + o(
1
N
).
L’uniformite´ du re´sultat est alors assure´e par la fac¸on dont δ2 tend vers 1.
4 De´monstration du the´ore`me principal
On doit calculer la trace de
(
TN (f1)T
−1
N (f2)
)
avec f1 = |1 − χ|2α1c1 et f2 = |1 − χ|2α2c2
ou` −12 < α1, α2 < 12 et ou` c1 et c2 sont des fonctions re´gulie`res.
On peut e´crire
Tr
(
TN (f1)T
−1
N (f2)
)
= fˆ1(0)
N∑
k=0
(
T−1N (f2)
)
k,k
+ 2ℜ
(
N∑
s=1
fˆ1(s)
N−s∑
k=0
T−1N (f2)k,k+s
)
,
et aussi (avec s > 0) et en utilisant le lemme 2
N−s∑
k=0
T−1N (f2)k,k+s = (N − 1− s)A1(s) +A2(s)
avec {
A1(s) =
∑N−s
l=0 βl,Nβl+s,N
A2(s) = −2
(∑N−s
l=0 lβl,Nβl+s,N
)
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ou` les βl,N , 0 ≤ l ≤ N , sont les coefficients du polynoˆme pre´dicteur de la fonction f2. Nous
avons e´tabli plus haut que si n0 est un entier tel que
n0
N = o(1) nous pouvons e´crire
βl,N = β
(α2)
l (1−
l
N
)α2 (1 + o(1)) (3)
uniforme´ment pour tout entier l dans [0, N−n0]. Dans un premier temps nous allons de´montrer
le lemme suivant
Lemme 4 Avec les hypothe`ses du the´ore`me nous avons quel que soit s, 0 ≤ s ≤ N − n0,
uniforme´ment par rapport a` s
1. Si α2 ∈]− 12 , 0[ alors
N−s∑
l=0
T−1N (f2)l,l+s = N(1−
s
N
)α2+1
1̂
f2
(−s) + (1− s
N
)α2τ2
( s
N
)∑
u≥0
uβα2u β
α2
u
+
+
N2α2
Γ2(α2)c2(1)
(1− s
N
)2α2F1(
s
N
) + o(N2α2)
ou` F1 est une fonction continue sur [0, 1], et τ2(t) = − (α2 + ((1− t)(α2 + 2))) .
2. Si α2 ∈]0, 12 [ alors
N−s∑
l=0
T−1N (f2)l,l+s = N(1−
s
N
)α2+1
1̂
f2
(−s) + N
2α2
Γ2(α2)c2(1)
F2(
s
N
) + o(N2α2)
ou` F2 est une fonction continue sur [0, 1],
4.1 De´monstration du lemme 4
Remarque 7 La de´monstration de l’uniformite´ des restes, qui est un peu fastidieuse, a e´te´
repousse´ dans l’appendice.
4.1.1 Calcul du coefficient A1
En supposant que n1 est un entier tel que
n1
N = o(1) et n1 ≤ n0 nous pouvons e´crire la
de´composition :
A1(s) =
N−s−n1∑
l=0
βl,Nβl+s,N +
N−s∑
l=N−s−n1+1
βl,Nβl+s,N .
Compte tenu de la remarque 3 nous pouvons e´crire, en posant s′ = s+ n1
N−s′∑
l=0
βl,Nβl+s,N =
N−s′∑
l=0
β
(α2)
l β
(α2)
l+s (1−
l
N
)α2(1− l + s
N
)α2 (1 + o(1)) .
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Nous avons alors
N−s′∑
l=0
β
(α2)
l β
(α2)
l+s (1−
l
N
)α2(1− l + s
N
)α2 =
=
N−s′∑
l=0
β
(α2)
l β
(α2)
l+s
((
(1− l
N
)α2 − 1
)
+ 1
)((
(1− l + s
N
)α2 − (1− s
N
)α2
)
+ (1− s
N
)α2
)
En de´veloppant on a
N−s′∑
l=0
β
(α2)
l β
(α2)
l+s (1−
l
N
)α2(1− l + s
N
)α2 = A′1 +A
′
2 +A
′
3 +A
′
4,
avec 
A′1 =
(
N−s′∑
l=0
β
(α2)
l β
(α2)
l+s
)
(1− s
N
)α2
A′2 =
(
N−s′∑
l=0
β
(α2)
l β
(α2)
l+s
(
(1− l
N
)α2 − 1
))
(1− s
N
)α2
A′3 =
N−s′∑
l=0
β
(α2)
l β
(α2)
l+s
(
(1− l + s
N
)α2 − (1− s
N
)α2
)
A′4 =
N−s′∑
l=0
β
(α2)
l β
(α2)
l+s
(
(1− l
N
)α2 − 1
)(
(1− l + s
N
)α2 − (1− s
N
)α2
)
.
Nous avons
A′1 = (1−
s
N
)α2
(
1̂
f2
(−s)−
+∞∑
N−s′+1
β
(α2)
l β
(α2)
l+s
)
= (1− s
N
)α2
(
1̂
f2
(−s)−
− N
2α2−1
c2(1)Γ2(α2)
∫ +∞
1−s′/N
tα2−1(t+
s
N
)α2−1dt
)
+ o(N2α2−1).
On peut remarquer que quand sN tend vers 1 et α2 ne´gatif nous pouvons e´crire
A′1 ∼ (1−
s
N
)α2
1̂
f2
(−s)− (1− s
N
)2α2
N2α2
α2c2(1)Γ2(α2)
+ o(N2α2)
Nous avons d’autre part
i) Si α2 ∈]− 12 , 0[
A′2 =
(
N−s′∑
l=0
β
(α2)
l β
(α2)
l+s
(
(1− l
N
)α2 − 1 + α2 l
N
))
(1− s
N
)α2 −
− α2
N
(
N−s′∑
l=0
β
(α2)
l β
(α2)
l+s l
)
(1− s
N
)α2 .
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Ce qui donne
α2
N
(
N−s′∑
l=0
β
(α2)
l β
(α2)
l+s l
)
=
α2
N
∑
u≥0
uβ(α2)u β
(α2)
u+s
−
− N2α2−1 α2
c2(1)Γ2(α2)
∫ +∞
1−s′/N
tα2(t+
s
N
)α2−1dt+ o(N2α2−1),
et d’autre part(
N−s′∑
l=0
β
(α2)
l β
(α2)
l+s
(
(1− l
N
)α2 − 1 + α2 l
N
))
=
N2α2−1
c2(1)Γ2(α2)
Φ1(
s′
N
) + o(Nα2−1)
avec
Φ1(
s′
N
) =
∫ 1−s′/N
0
tα2−1(t+
s
N
)α2−1 ((1− t)α2 − 1 + α2t) dt.
En posant finalement
Φ2(
s′
N
) = Φ1(
s′
N
) + α2
∫ +∞
1−s′/N
tα2(t+
s
N
)α2−1dt
nous pouvons e´crire
A′2 =
−α2
N
∑
u≥0
uβ(α2)u β
(α2)
u+s
+
+N2α2−1
1
c2(1)Γ2(α2)
Φ2(
s′
N
)
)
(1− s
N
)α2 + o(Nα2−1),
ou` Φ2 est une fonction continue sur [0, 1].
ii) Si α2 ∈]0, 12 [ nous avons
A′2 = (1−
s
N
)α2N2α2−1
1
c2(1)Γ2(α2)
∫ 1
0
tα2(t+
s
N
)α2−1 ((1− t)α2 − 1) dt+ o(Nα2−1)
Calculons maintenant le terme A′3.La` aussi nous devons distinguer les cas α2 positif et α2
ne´gatif.
i) Si α2 ∈]− 12 , 0[.
Nous pouvons e´crire
A′3 =
N−s′∑
l=0
β
(α2)
l β
(α2)
l+s
(
(1− l + s
N
)α2 − (1− s
N
)α2
)
=
N−s′∑
l=0
β
(α2)
l β
(α2)
l+s
(
(1− l + s
N
)α2 − (1− s
N
)α2 + α2
l
N
(1− s
N
)α2−1
)
−
− α2
N
N−s′∑
l=0
lβ
(α2)
l β
(α2)
l+s (1−
s
N
)α2−1.
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Nous avons
α2
N
N−s′∑
l=0
lβ
(α2)
l β
(α2)
l+s (1−
s
N
)α2−1 = (1− s
N
)α2−1
α2
N
∞∑
u=0
uβ(α2)u β
(α2)
u+s −
− (1− s
N
)α2−1
α2N
2α2−1
c2(1)Γ2(α2)
∫ +∞
1−s′/N
tα2(t+
s
N
)α2−1dt+ o(N2α2−1)
et de meˆme
N−s′∑
l=0
β
(α2)
l β
(α2)
l+s
(
(1− l + s
N
)α2 − (1− s
N
)α2 + α2
l
N
(1− s
N
)α2−1
)
=
=
N2α2−1
c2(1)Γ2(α2)
Φ3(
s
N
) + o(N2α2−1),
Avec
Φ3(
s
N
) =
∫ 1−s′/N
0
tα2−1(t+
s
N
)α2−1
(
(1− t− s
N
)α2 − (1− s
N
)α2 + α2t(1− s
N
)α2−1
)
dt.
En e´crivant
tα2−1(t+
s
N
)α2−1
(
(1− t− s
N
)α2 − (1− s
N
)α2 + α2t(1− s
N
)α2−1
)
= (t+
s
N
)α2−1
∑
n≥2
δnt
α2+n−1(1− s
N
)α2−n
ou` les coefficients δn sont les coefficients du de´veloppement entie`re de la fonction t →
(1− t)α2 nous pouvons conclure que Φ3(u) ∼ O
(
1− u)2α2) au voisinage de 1. En posant
Φ4(
s
N
) = α2
∫ +∞
1−s′/N
t2α2(t+
s
N
)α2−1dt
nous pouvons e´crire finalement
A′3 = (1−
s
N
)α2−1
−α2
N
∑
u≥0
uβ(α2)u β
(α2)
u+s
+
+
N2α2−1
c2(1)Γ2(α2)
(
(1− s
N
)α2−1Φ4(
s
N
) + Φ3
( s
N
))
+ o(N2α2−1)
ou` Φ3 est une fonction continue sur [0, 1[ et e´quivalente a` O
(
(1− t)2α2) en 1, et ou` Φ4
est une fonction continue sur [0, 1].
ii) Si α2 ∈]0, 12 [ nous pouvons e´crire de meˆme
α2
N
N−s′∑
l=0
lβ
(α2)
l β
(α2)
l+s =
α2N
2α2−1
c2(1)Γ2(α2)
∫ 1
0
tα2(t+
s
N
)α2−1dt+ o(N2α2−1)
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et, comme ci-dessus
N−s′∑
l=0
lβ
(α2)
l β
(α2)
l+s
(
(1− l + s
N
)α2 − (1− s
N
)α2 + α2
l
N
(1− s
N
)α2−1
)
=
=
N2α2−1
c2(1)Γ2(α2)
Φ3(
s′
N
) + o(N2α2−1).
D’ou`
A′3 =
(
N2α2−1
c2(1)Γ2(α2)
(
(1− s
N
)α2−1Φ˜4(
s′
N
) + Φ3
(
s′
N
)))
+ o(N2α2−1),
avec
Φ˜4(
s
N
) = α2
∫ 1
0
t2α2(t+
s
N
)α2−1dt
Il est d’autre part facile de se convaincre que
A′4 =
N2α2−1
c2(1)Γ2(α2)
∫ 1− s′
N
0
tα2−1
(
(t+
s
N
)α2−1
)
(
(1− t− s
N
)α2 − (1− s
N
)α2
) (
(1− t)α2−1)+ o(N2α2−1)
=
N2α2−1
c2(1)Γ2(α2)
Φ5(
s
N
) + o(N2α2−1)
ou` Φ5 est une fonction continue sur [0, 1[ et ou` Φ5(u) est e´quivalent a` O
(
(1− u)2α2+1) en 1.
Enfin en utilisant l’e´quation 2 qui est apparue dans la de´monstration du the´ore`me 8 on obtient
que, quel que soit le signe de α2 on a
N−s∑
l=N−s−n1
βl,Nβl+s,N = O(N
α2−2)
ce qui implique
(N − s− 1)
N−s∑
l=N−s−n1
βl,Nβl+s,N = o(N
2α2).
En regroupant on peut donc e´crire
• Si α2 ∈]− 12 , 0[
(N + 1− s)A1(s) = N(1− s
N
)α2+1
1̂
f2
(−s)− α2(2− s
N
)(1 − s
N
)α2
( s
N
)∑
u≥0
uβ(α2)u β
(α2)
u+s
+
+
N2α2
c2(1)Γ2(α2)
(1− s
N
)2α2 F˜1(
s
N
) + o(N2α2)
avec F˜1 une fonction continue sur [0, 1].
•• Si α2 ∈]0, 12 [
(N + 1− s)A1(s) = N(1− s
N
)α2+1
1̂
f2
(−s) + N
2α2
c2(1)Γ2(α2)
F˜2(
s
N
) + o(N2α2),
ou` F˜2 est une fonction continue sur [0, 1].
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4.1.2 Calcul du coefficient A2
Toujours avec la meˆme de´finition de s′ on a Nous avons A2(s) = −2
∑N−s′
l=0 lβl,Nβl+s,N .
i) Dans le cas ou` α2 ∈]− 12 , 0[ nous avons
A2(s) = −2
N−s′∑
l=0
lβl,Nβl+s,N
= −2
N−s′∑
l=0
lβ
(α2)
l β
α2
l+s(1−
l
N
)α2(1− l + s
N
)α2
= −2
N−s′∑
l=0
lβ
(α2)
l β
α2
l+s
(
(1− l
N
)α2(1− l + s
N
)α2 − (1− s
N
)α2
)
−
− 2(1− s
N
)α2
N−s′∑
l=0
lβ
(α2)
l β
(α2)
l+s .
Soit, finalement :
A2(s) = −2(1− s
N
)α2
∑
u≥0
uβ(α2)u β
(α2)
u+s
+
+ 2(1− s
N
)α2
N2α2
c2(1)Γ2(α2)
∫ +∞
1−s′/N
tα2(t+
s
N
)α2−1dt
− 2 N
2α2
c2(1)Γ2(α2)
∫ 1−s′/N
0
tα2(t+
s
N
)α2−1
(
(1− t)α2(1− t− s
N
)α2 − (1− s
N
)α2
)
dt
+ o(N2α2).
En posant
H3(
s
N
) = −
∫ +∞
1−s′/N
tα2(t+
s
N
)α2dt+
H4(
s
N
) =
∫ 1−s′/N
0
tα2(t+
s
N
)α2
(
(1− t)α2(1− t− s
N
)α2 − (1 − s
N
)α2
)
dt,
nous pouvons e´crire
A2(s) = −2(1− s
N
)α2
∑
u≥0
uβ(α2)u β
(α2)
u+s
+ N2α2
c2(1)Γ2(α2)
H3(
s
N
)
−
− N
2α2
c2(1)Γ2(α2)
H4(
s
N
) + o(N2α2)
ou` H3 et H4 sont des fonctions continues sur [0, 1] (on ve´rifie aise´ment que H4(u) =
O
(
(1− u)α2+1) au voisinage de 1.
ii) Le cas α2 ∈]0, 12 [ se traite plus rapidement. Il suffit de remarquer que :
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A2(s) = −2
N−s′∑
l=0
lβ
(α2)
l β
α2
l+s(1−
l
N
)α2(1− l + s
N
)α2
= −2 N
2α2
c2(1)Γ2(α2)
∫ 1
0
tα2(t+
s
N
)α2−1(1− t)α2(1− t− s
N
)α2dt+ o(N2α2).
Pour re´sumer nous pouvons poser
• Si α2 < 0 alors
A2(s) = −2(1− s
N
)α2
( s
N
)∑
u≥0
uβ(α2)u β
(α2)
u+s

− N
2α2
c2(1)Γ2(α2)
(
−2(1− s
N
)α2H3(
s
N
) +H4(
s
N
)
)
+ o(N2α2).
•• Si α2 > 0 alors
A2(s) = −2 N
2α2
c2(1)Γ2(α2)
H5(
s
N
) + o(N2α2).
D’autre part quelque soit le signe de α2 , nous avons, comme pour le calcul de A1 nous avons
−2
N−s∑
l=N−s−n1
lβl,Nβl+s,N = o(N
2α2).
En re´unissant les re´sultats des points aborde´s nous obtenons l’e´nonce´ du lemme 4
4.2 De´monstation du the´ore`me dans le cas ou` α2 ∈]− 12 , 0[
Il s’agit de calculer la somme
f̂1(0)Tr (TN (f2))
−1 + 2ℜ
(
N∑
s=1
f̂1(s)
N−s∑
l=0
(TN (f2))
−1
l,l+s
)
.
Rappelons que dans le cas ou` l’exposant α2 est ne´gatif il a e´te´ e´tabli que
Tr
(
T−1N (f2)
)
) = (N + 1)
(̂
1
f2
)
(0) + 〈ln f2| 1
f2
〉2,1/2 + o(1)
ou` 〈 |〉2,1/2 de´signe le produit scalaire dans A(T, 12) = {ρ ∈ L2(T)/
∑
m∈Z
|m||ρˆ(m)|2 <∞} (voir
[28] ). En utilisant toujours la proprie´te´ 2 extraite de la de´monstration du the´ore`me 8 il vient,
avec |N −s| < n0, avec n0 comme dans le pre´ambule de la de´monstration, et si n0 assez petit :
N−s∑
l=0
βl,Nβl+s,N = O
(
1
N
)
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et
N−s∑
l=0
lβl,Nβl+s,N = O
(
1
N
)
.
Soit
N∑
s=N−n0
f̂1(s)(N − s)
N−s∑
l=0
βl,Nβl+s,N = O(N
−2α2−2)
et
N∑
s=N−n0
f̂1(s)
N−s∑
l=0
lβl,Nβl+s,N = O(N
−2α2−2).
Nous allons donc e´tudier ne fait la somme
f̂1(0)Tr (TN (f2))
−1 + 2ℜ
(
N ′∑
s=1
f̂1(s)
N ′−s∑
l=0
(TN (f2))
−1
l,l+s
)
avec N ′ = N − n0. Nous ve´rifierons ensuite que l’approximation trouve´e est d’ordre supe´rieur
a` O(N−2α2−2).
D’apre`s le lemme pre´ce´dent la somme pre´ce´dente se de´compose en quatre sommes que nous
allons traiter se´pare´ment.
4.2.1 Calcul de (N + 1)
(
fˆ1(0)
(̂
1
f2
)
(0) + 2
N ′∑
s=1
f̂1(s)(1− s
N
)α2+1f̂−12 (−s)
)
Il est connu que pour s suffisamment grand on a
f̂1(s) =
c1(1)
Γ(−2α1)s
−2α1−1 + o(s−2α1−1), f̂−12 (s) =
1
c2(1)Γ(2α2)
s2α2−1 + o(s−2α2−1).
Trois cas sont a` distinguer pour calculer cette somme.
a) 12 > α2 − α1 > 0.
Sous cette hypothe`se nous pouvons e´crire, en posant C1 =
c1(1)
c2(1)
1
Γ(−2α1)Γ(2α2)
(N + 1)
N∑
s=1
f̂1(s)(1 − s
N
)α2+1
1̂
f2
(−s) = (N + 1)
N∑
s=1
f̂1(s)
1̂
f2
(−s)+
+ (N + 1)
N∑
s=1
f̂1(s)
1̂
f2
(−s)
(
(1− s
N
)α2+1 − 1
)
ce qui donne encore
(N + 1)
N∑
s=1
f̂1(s)(1− s
N
)α2+1
1̂
f2
(−s) = (N + 1)
+∞∑
s=1
f̂1(s)
1̂
f2
(−s)− (N + 1)
+∞∑
s=N
f̂1(s)
1̂
f2
(−s)
+ (N + 1)
N∑
s=1
f̂1(s)
1̂
f2
(
(1− s
N
)α2+1 − 1
)
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Nous pouvons donc conclure
(N + 1)
(
fˆ1(0)
(̂
1
f2
)
(0) + 2
N∑
s=1
f̂1(s)(1 − s
N
)α2+1
1̂
f2
(−s)
)
= Tr
(
TN
(
f1
f2
))
+ 2N2α2−2α1C1
(∫ 1
0
u2α2−2α1−2
(
(1− u)α2+1 − 1) du −
−
∫ +∞
1
u2α2−2α1−2du
)
+ o(N2α2−2α1)
b) 0 > α2 − α1 > −12 . On e´crit alors :
(N + 1)
N ′∑
s=1
f̂1(s)(1− s
N
)α2+1f̂−12 (−s) = (N + 1)
N ′∑
s=1
f̂1(s)f̂
−1
2 (−s)− (α2 + 1)
N ′∑
s=1
sf̂1(s)f̂
−1
2 (−s)
+ (N + 1)
N ′∑
s=1
f̂1(s)f̂
−1
2 (−s)
(
(1− s
N
)α2+1 − 1 + (α2 + 1) s
N
)
= (N + 1)
+∞∑
s=1
f̂1(s)f̂
−1
2 (−s)− (α2 + 1)
+∞∑
s=1
sf̂1(s)f̂
−1
2 (−s)−
− (N + 1)
+∞∑
s=N+1
f̂1(s)f̂
−1
2 (−s) + (α2 + 1)
+∞∑
s=N+1
sf̂1(s)f̂
−1
2 (−s)+
+ (N + 1)
N ′∑
s=1
f̂1(s)f̂
−1
2
(
(1− s
N
)α2+1 − 1 + (α2 + 1) s
N
)
D’ou`,
(N + 1)
(
f̂1(0)
(̂
f−12
)
(0) + 2
N ′∑
s=1
f̂1(s)(1 − s
N
)α2+1f̂−12 (−s)
)
=
= Tr
(
TN
(
f1
f2
))
− (α2 + 1)〈f1|f−12 〉2,1/2 +
+ 2N2α2−2α1C1
(∫ 1
0
u2α2−2α1−2
(
(1− u)α2+1 − 1 + (α2 + 1)u
)
du
−
∫ +∞
1
u2α2−2α1−2du+ (α2 + 1)
∫ +∞
1
u2α2−2α1−1du
)
+ o(N2α2−2α1).
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c) −12 > α2 − α1 > −1
On utilise alors la de´composition suivante
(N + 1)
N ′∑
s=1
f̂1(s)f̂
−1
2 (−s)(1−
s
N
)α2+1 =
(N + 1)
N ′∑
s=1
f̂1(s)f̂
−1
2 (−s)− (α2 + 1)
N ′∑
s=1
sf̂1(s)f̂
−1
2 (−s) +
(α2 + 1)α2
2N
N ′∑
s=1
s2f̂1(s)
1̂
f2
(−s)+
(N + 1)
N ′∑
s=1
f̂1(s)f̂
−1
2 (−s)
(
(1− s
N
)α2+1 − 1 + (α2 + 1) s
N
− α2(α2 + 1)s
2
2N2
)
Ce qui nous permet finalement d’e´crire,en utilisant les meˆm‘es calculs que ci-dessus
(N + 1)
(
fˆ1(0)
(̂
f−12
)
(0) + 2
N ′∑
s=1
f̂1(s)(1 − s
N
)α2+1f̂−12 (−s)
)
=
= Tr
(
TN
(
f1
f2
))
− (α2 + 1)〈f1|f−12 〉2,1/2 +O(
1
N
).
4.2.2 Calcul de 2ℜ
 N ′∑
s=1
f̂1(s)(1 − s
N
)α2τ2(
s
N
)
∑
u≥0
uβ(α2)u β
(α2)
u+s

Pour alle´ger les calculs nous poserons dans la suite de cette de´monstration∑
u≥0
uβ(α2)u β
α2
u+s
 = Σ(s).
Rappelons le re´sultat, pour s suffisamment grand
Σ(s) = C2s
2α2 , avec C2 =
C1
α2
.
La` aussi nous allons devoir distinguer trois cas suivant les valeurs de α2 − α1.
a) 12 > α2 − α1 > 0
Dans ce cas la formule d’Euler et Mac-Laurin permet d’e´crire directement
2ℜ
 N ′∑
s=1
f̂1(s)(1− s
N
)α2τ2(
s
N
)
∑
u≥0
uβ(α2)u β
(α2)
u+s
 =
= 2N2α2−2α1
∫ 1
0
u2α2−2α1−1(1− u)α2τ2(u)du + o(N2α2−2α1)
b) 0 > α2 − α1 > −12
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Nous allons utiliser la de´composition suivante
N ′∑
s=1
f̂1(s)(1 − s
N
)α2α2(2− s
N
)Σ(s) =
= 2α2
N ′∑
s=1
f̂1(s)(1 − s
N
)α2Σ(s)− α2
N
N ′∑
s=1
sf̂1(s)(1− s
N
)α2Σ(s)
= 2α2
(
N ′∑
s=1
f̂1(s)Σ(s)
(
(1− s
N
)α2 − 1
)
+
N∑
s=1
f̂1(s)Σ(s)
)
− α2
N
N ′∑
s=1
sf̂1(s)Σ(s)(1− s
N
)α2 .
Ce qui donne, tous calculs faits
ℜ
(
N ′∑
s=1
f̂1(s)(1− s
N
)α2Σ(s)α2(2− s
N
)
)
= 2α2ℜ
(
+∞∑
s=1
f̂1(s)Σ(s)
)
+ C1N
2α2−2α1
(
2
∫ 1
0
u2α2−2α1−1 ((1− u)α2 − 1) du
−
∫ 1
0
u2α2−2α1(1− u)α2du− 2
∫ +∞
1
u2α2−2α1−1du
)
+ o(N2α2−2α1).
On a de meˆme
ℜ
(
N ′∑
s=1
f̂1(s)(1 − s
N
)α2+12Σ(s)
)
=
= 2ℜ
(
+∞∑
s=1
f̂1(s)Σ(s)
)
+
+ 4C1N
2α2−2α1
(∫ 1
0
u2α2−2α1−1
(
(1− u)α2+1 − 1) du
−
∫ +∞
1
u2α2−2α1−1du
)
+ o(N2α2−2α1).
Nous sommes donc ramene´s a` calculer
4(α2 + 1)ℜ(
+∞∑
s=1
f̂1(s)Σ(s)).
Pre´cisons cette quantite´ quand les fonctions f1 et f2 sont paires. Nous avons∑
u≥0
uβ(α2)u β
(α2)
u+s = −i
∑
u≥0
uĝ−12 (u)ĝ
−1
2 (u+ s)
= −i〈(g−12 )′ | (χ−sg−12 )〉 = −i〈(g−12 )′ g2| (χ−sf−12 )〉
=
∑
u≥0
u ̂
(
ln g−12
)
(u) ̂χ−sf−12 (u).
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Et de meˆme nous obtenons :∑
u≥0
uβ
(α2)
u β
(α2)
u+s =
∑
u≥0
uĝ−12 (u)ĝ
−1
2 (u+ s)
= i
∑
u≥0
̂(g−12 )
′(u) ̂g−12 (u+ s) = i
∑
u≥0
̂
(g−12 )
′(−u)
(
ĝ−12 (u+ s)
)
= i
∑
u≥0
̂
(g−12 )
′(−u)̂¯g−12 (−u− s) = i〈(g¯−12 )′ | (χsg¯−12 )〉
= i〈(g¯−12 )′ g¯2| (χsf−12 )〉 = −∑
u≤0
u ̂
(
ln g¯−12
)
(u)̂χsf−12 (u).
En remarquant que l’on a π+
̂ln(f−12 )(u) =
̂ln(g−12 )(u) si u > 0 et π−
̂ln(f−12 )(u) =
̂ln(g¯−12 )(u)
si u < 0 nous pouvons e´crire
2ℜ
∑
s≥1
f̂1(s)Σ(s)
 =∑
s≥1
f̂1(s)
∑
u≥0
ûln f−12 (u)
̂χ−sf−12 (u)
−
∑
s≥1
f̂1(−s)
∑
u≤0
ûln f−12 (u)
̂χsf−12 (u).
Nous avons ensuite∑
s≥1
(̂f1)(s)
∑
u≥0
ul̂nf−12 (u)
̂χ−sf−12 (u) =
∑
u≥0
ûln f−12 (u)
∑
s≥1
(̂f1)(s)
̂χ−sf−12 (u)
=
∑
u≥0
ûln f−12 (u)
∑
s≥1
(̂f1)(s)f̂
−1
2 (u+ s)
=
∑
u≥0
ûln f−12 (u)
∑
s≥1
(̂f1)(s)f̂
−1
2 (−u− s)
et en remplac¸ant u par −u, en utilisant la parite´ de f2∑
s≥1
(̂f1)(s)
∑
u≥0
ul̂nf−12 (u)
̂χ−sf−12 (u) =
∑
u≤0
|u|̂ln f−12 (u)
∑
s≥1
(̂f1)(s)f̂
−1
2 (u− s); (4)
en proce´dant de meˆme il vient
−
∑
s≥1
(̂f1)(−s)
∑
u≤0
ûln f−12 (u)
̂χsf−12 (u) =
∑
u≤0
|u|̂ln f−12 (u)
∑
s≥1
(̂f1)(−s) ̂χ−sf−12 (u)
=
∑
u≤0
|u|̂ln f−12 (u)
∑
s≥1
(̂f1)(−s)f̂−12 (u− s)
=
∑
u≤0
|u|̂ln f−12 (u)
∑
s≥1
(̂f1)(s)f̂
−1
2 (s − u)
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ce qui donne, toujours graˆce a` la parite´ de f2 :
−
∑
s≥1
(̂f1)(−s)
∑
u≤0
ûln f−12 (u)
̂χsf−12 (u) =
∑
u≤0
|u|̂ln f−12 (u)
∑
s≥1
(̂f1)(s)f̂
−1
2 (u− s). (5)
Nous pouvons donc e´crire
2ℜ
∑
s≥1
(̂f1)(s)Σ(s)
 = 2∑
u≤0
|u|̂ln f−12 (u)
∑
s≥1
(̂f1)(s)f̂
−1
2 (u− s). (6)
Conside´rons maintenant l’e´galite´
2
(
〈ln f−12 |
f1
f2
〉2,1/2 − 〈ln f−12 |
1
f2
〉2,1/2f̂1(0)
)
= +S1 + S2 + S3 + S4 (7)
avec
S1 = 2
∑
u≤0
|u|̂ln f−12 (u)
∑
s≤−1
(̂f1)(s)f̂
−1
2 (u− s)
S2 = 2
∑
u≥0
|u|̂ln f−12 (u)
∑
s≤−1
(̂f1)(s)f̂
−1
2 (u− s)
S3 = 2
∑
u≥0
|u|̂ln f−12 (u)
∑
s≥1
(̂f1)(s)f̂
−1
2 (u− s),
S4 = 2
∑
u≤0
|u|̂ln f−12 (u)
∑
s≥1
(̂f1)(s)f̂
−1
2 (u− s).
Nous avons clairement S4 = S2 = ℜ
∑
s≥1
(̂f1)(s)Σ(s)
 et S1 = S3. Nous avons d’autre
part
S1 =
∑
u≤0
|u|̂ln f−12 (u)
∑
s≤−1
(̂f1)(s)f̂
−1
2 (u− s)
=
∑
u≤0
|u|̂ln f−12 (u)
∑
s≤−1
(̂f1)(s)f̂
−1
2 (s− u)
=
∑
u≤0
|u|̂ln f−12 (u)
∑
s≥1
(̂f1)(s)f̂
−1
2 (s+ u)
= −
∑
s≥1
(̂f1)(s)
∑
u≤0
ûln f−12 (u)
̂χ−sf−12 (u).
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Nous pouvons maintenant constater que
−
∑
u≤0
ûln f−12 (u)
̂χ−sf−12 (u) = −
∑
u≤0
ûln g¯−12 (u)
̂χ−sf−12 (u)
= i
∑
u≤0
̂(
ln g¯−12
)′
(u) ̂χ−sf−12 (u)
= i〈(ln g¯−12 )′ |χ−sf−12 〉 = i〈(g¯−12 )′g¯−12 |χ−sf−12 〉
= i〈(g¯−12 )′ |χ−sg¯−12 〉 = i∑
u≤0
(̂
g¯−12
)′
(u) ̂χ−sg¯−12 (u)
= −
∑
u≤0
û¯g−12 (u)̂χsg−12 (−u) = − ∑
u≤−s
uβ
(α2)
−u β
(α2)
−u−s
Il est maintenant facile de se rendre compte que
−
∑
u≤−s
uβ
(α2)
−u β
(α2)
−u−s =
∑
v≥s
vβ
(α2)
v β
(α2)
v−s =
∑
w≥0
(w + s)β
(α2)
w+sβ
(α2)
w
et puisque
s
∑
w≤0
β
(α2)
w+sβ
(α2)
w = s〈g−12 |χsg−12 〉 = s〈1|χsf−12 〉 = sf̂2(−s)
nous pouvons finalement conclure
2
(
〈ln f−12 |
f1
f2
〉2,1/2 − 〈ln f−12 |
1
f2
〉2,1/2f̂1(0)
)
= 4ℜ
∑
s≥1
(̂f1)(s)Σ(s)
+ 2〈f1|f−12 〉2,1/2. (8)
Autrement dit
ℜ
∑
s≥1
(̂f1)(s)Σ(s)
 = 1
2
(
〈ln f−12 |
f1
f2
〉2,1/2f̂1(0)− 〈ln f−12 |f−12 〉2,1/2 − 〈f1|f−12 〉2,1/2
)
(9)
Nous pouvons donc conclure que
2ℜ
 N∑
s=1
f̂1(s)(1 − s
N
)α2τ2(
s
N
)
∑
u≥0
uβ(α2)u β
(α2)
u+s

vaut
−2(α2 + 1)
(
〈ln f−12 |
f1
f2
〉2,1/2 − 〈ln f−12 |f−12 〉2,1/2f̂1(0) − 〈f1|f−12 〉2,1/2
)
.
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c) −12 > α2 − α1 > −1 Nous obtenons alors
N ′∑
s=1
f̂1(s)(1− s
N
)α2
∑
u≥0
uβ(α2)u β
(α2)
u+s
α2(2− s
N
) =
= 2α2
 N ′∑
s=1
f̂1(s)
∑
u≥0
uβ(α2)u β
(α2)
u+s
((1− s
N
)α2 − 1 + α2 s
N
)
+
N∑
s=1
f̂1(s)
∑
u≥0
uβ(α2)u β
(α2)
u+s
 −
− α2
N
N ′∑
s=1
sf̂1(s)
∑
u≥0
uβ(α2)u β
(α2)
u+s

− α2
N
 N ′∑
s=1
sf̂1(s)
∑
u≥0
uβ(α2)u β
(α2)
u+s
+ N∑
s=1
f̂1(s)
∑
u≥0
uβ(α2)u β
(α2)
u+s
((1− s
N
)α2 − 1
)
et les re´sultats du points pre´ce´dent s’appliquent imme´diatement.
4.2.3 Calcul de N2α2
N ′∑
s=0
(1− s
N
)2α2F1(
s
N
)f̂1(s)N
2α2
Ici seul le signe de α1 est de´terminant. (rappelons que α2 est ne´gatif)
a) α1 < 0
Nous avons alors aise´ment
N2α2
N ′∑
s=0
(1− s
N
)2α2F1(
s
N
)F̂1(s) =
= N2α2−2α1
c1(1)
Γ2(α1)
∫ 1
0
(1− t)α2F1(t)t−2α1−1dt
b) α1 > 0
Nous utilisons alors la de´composition
N2α2
N ′∑
s=0
(1− s
N
)2α2F1(
s
N
)f̂1(s) =
= N2α2
N ′∑
s=0
(
F1(
s
N
)(1− s
N
)2α2 − F1(0)
)
f̂1(s) +N
2α2F1(0)
N ′∑
s=0
f̂1(s)
qui donne l’e´galite´ suivante, en se souvenant que
+∞∑
−∞
f̂1(s) = 0
N2α2
N∑
s=0
(1− s
N
α2
F1(
s
N
)f̂1(s) =
= N2α2−2α1
c1(1)
Γ2(α1)
(∫ 1
0
(
F1(t)(1 − t)2α2 − F1(0)
)
t−2α1−1dt− F1(0)K
)
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avec
K =
∫ +∞
1
t−2α1−1dt+
f̂(0)
2
.
4.3 De´monstation du the´ore`me dans le cas ou` α2 ∈]0, 12 [
4.3.1 Calcul de N
N∑
s=1
f̂1(s)(1− s
N
)α2+1
1̂
f2
(−s)
Rappelons que dans ce cas
Tr
(
T−1N (f2)
)
) = (N + 1)
(̂
1
f2
)
(0) +N2α2
2Kα2
c2(1)Γ2(α2)
+ o(N2α2)
avec
Kα2 =
∫ 1
1/2
∫ x
0
t2α2−2
(
(1− t)2α2 − 1)− t2α2(1 − t)2α2−2dtdx+ 1
2α2(2α2 − 1) .
Comme dans le cas ne´gatif trois cas sont a` distinguer.
a)12 < α2 − α1 < 1.
Nous avons alors imme´diatement l’e´galite´ :
N
N∑
s=1
(1− s
N
)α2+1f̂1(s)
1̂
f2
(−s) = N2α2−2α1C1
∫ 1
0
(1− u)α2+1u2α2−2α1−2du+ o(N2α2−2α1).
b) 0 < α2 − α1 < 12 .
Avec les meˆmes ide´es que dans le cas ne´gatif il vient
N
N∑
s=1
(1− s
N
)α2+1f̂1(s)
1̂
f2
(−s) = N
N∑
s=1
f̂1(s)
1̂
f2
(−s)
(
(1− s
N
)α2+1 − 1
)
+N
N∑
s=1
f̂1(s)
1̂
f2
(−s) =
= Tr
(
TN
(
f1
f2
))
+N2α2−2α1C1
(∫ 1
0
(
(1− u)α2+1 − 1) u2α2−2α1−2du− ∫ +∞
1
u2α2−2α1−2du
)
+ o(N2α2−2α1).
c) −12 < α2 − α1 < 0.
Nous obtenons avec les meˆmes justifications que dans le cas ou` α2 est ne´gatif
N
N ′∑
s=1
(1− s
N
)α2+1f̂1(s)
1̂
f2
(−s) = N
N ′∑
s=1
f̂1(s)
1̂
f2
(−s)
(
(1− s
N
)α2+1 − 1 + (α2 + 1) s
N
)
+
+ N
N ′∑
s=1
f̂1(s)
1̂
f2
(−s)− (α2 + 1)
N ′∑
s=1
sf̂1(s)
1̂
f2
(−s)
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D’ou` 2ℜ
(
N
N ′∑
s=1
f̂1(s)(1− s
N
)α2+1
1̂
f2
(−s)
)
+ f̂1(0)Tr
(
T−1N (f2)
)
) est e´gal a`
Tr
(
TN
(
f1
f2
))
− (α2 + 1)〈f1|f−12 〉2,1/2 +N2α2
2Kα2
c2(1)Γ2(α2)
+
+ N2α2−2α1C1
(∫ 1
0
((1− u)α2 + 1− 1 + u(α2 + 1)) u2α1−2α1−2du −
−
∫ +∞
1
u2α2−2α1−2du+ (α2 + 1)
∫ +∞
1
u2α1−2α1−1du
)
.
4.3.2 Calcul de N2α2
N ′∑
s=0
(1− s
N
)2α2F2(
s
N
)f̂1(s)
Ce calcul se traite comme dans le cas pre´ce´dent.
5 De´monstration du the´ore`me (2)
La de´monstration ne´cessite deux lemmes.
Lemme 5 Avec les hypothe`ses du the´ore`me (2) f il existe une constante strictement positive
t K0 inde´pendante de s telle que pour tout entier s on ait∣∣∣Tr (TN (f1)T−1N (f2))s − TN ((f1f2
)s)∣∣∣ ≤ K0s (2‖f1‖∞‖f−12 ‖∞)
Lemme 6 Avec les hypothe`ses du the´ore`me (2) ne´gatif posons pour tout entier N et t ∈ ∆
R1,N (t) = Tr
(
TN (f1)T
−1
N (f2)
) − TN (f1
f2
)
−Ψ1(t).
Alors pour tout N la fonction R1,N est analytique sur un voisinage de ze´ro et pour tout entier
naturel non nul p on a lim
N→+∞
R
(p)
1,N (0) = 0.
5.1 De´monstration du lemme (5)
Remarque 8 Dans la suite de la de´monstration nous noterons ‖‖1 la norme ‖A‖1 = (Tr(tAA)1/2).
Si ‖‖ de´signe la norme classique des matrices, rappelons les proprie´te´s bien connues
TrA| ≤ ‖A‖1, ‖AB‖1 ≤ ‖A‖1‖B‖.
Remarque 9 On rappelle e´galement que si ρ est un endomorphisme syme´trique re´elle dans un
espace de dimension n on a, si λ1, λ2, · · · , λn sont les valeurs propres de ρ : ‖ρ‖ = max{λi/1 ≤
i ≤ n}.
Remarque 10 Enfin on utilisera que si f est une fonction positive sur ]− π, π] qui ne s’annule
qu’en un nombre fini de points l’ope´rateur TN (f
−1)− T−1N (f) est un ope´rateur positif.
27
Nous devons d’abord rappeler les re´sultats techniques suivants
Lemme 7 Si h1 et h2 sont dans A(T, 1/2) on a
‖TN (h1h2)− TN (h1)TN (h2)‖1 ≤ ‖h1‖2,1/2‖h2‖2,1/2.
et e´galement
Lemme 8 Il existe une constante C > 0 telle que si h1 et h2 sont dans A(T, 1/2) on ait
‖h1h2‖2,1/2 ≤ C(‖h1‖∞ + ‖h1‖2,1/2)(‖h2‖∞ + ‖h2‖2,1/2).
Ces deux re´sultats peuvent se trouver dans [32].
Ecrivons
Tr
(
TN (f1)T
−1
N (f2)
)s − TN ((f1
f2
)s)
= Tr
((
TN (f1)T
−1
N (f2)
)s − (TN (f1
f2
))s)
+
+Tr
((
TN
(
f1
f2
))s
− TN
((
f1
f2
)s))
.
En utilisant
Tr(As −Bs) = Tr ((A−B)(As−1 +As−2B + · · ·+Bs−1)
nous pouvons e´crire ∣∣∣Tr((TN (f1)T−1N (f2))s −(TN f1f2
)s)∣∣∣ ≤ S1S2
En posant S1 = ‖TN (f1)T−1N (f2)− TN f1f2‖1 et S2 = ‖
∑s−1
k=1
(
TN (f1)T
−1
N (f2)
)k (
TN
f1
f2
)s−1−k
‖.
Il vient alors, en utilisant [28], plus le fait que TN (f
−1
2 )− T−1N (f2) est un ope´rateur positif et
aussi le lemme 7
S1 ≤ ‖TN (f1)‖‖T−1N (f2)− TN (f−12 )‖1 + ‖TN (f1)TN (f−12 )− TN
f1
f2
‖1
≤ O(N2α2) + ‖f1‖2,1/2‖f−12 ‖2,1/2.
D’autre part nous obtenons facilement
S2 ≤
s∑
p=1
‖f1‖p∞‖ (TN (f2))−1 ‖p‖
f1
f2
‖s−1−p∞ ≤
s∑
p=1
(‖f1‖∞‖f−12 ‖∞)p ‖f1f2 ‖s−1−p∞
≤
s∑
p=1
(‖f1‖∞‖f−12 ‖∞)s−1 ≤ (s− 1) (‖f1‖∞‖f−12 ‖∞)s−1
Etudions maintenant Tr
((
TN
(
f1
f2
))s
− TN
((
f1
f2
)s))
. On a
Tr
((
TN
(
f1
f2
))s
− TN
((
f1
f2
)s))
≤
∥∥∥(TN (f1
f2
))s
− TN
((
f1
f2
)s)∥∥∥
1
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et on pose
Gs =
∥∥∥(TN (f1
f2
))s
− TN
((
f1
f2
)s)∥∥∥
1
On a
Gs ≤
∥∥∥(TN f1
f2
TN
f1
f2
)s−1
− TN f1
f2
(
TN
(
f1
f2
)s−1)∥∥∥
1
+
∥∥∥TN f1
f2
(
TN
(
f1
f2
)s−1)
−
(
TN
(
f1
f2
)s)∥∥∥
1
.
Et en utilisant le lemme (7) nous obtenons∥∥∥TN f1
f2
(
TN
(
f1
f2
)s−1)
−
(
TN
(
f1
f2
)s)∥∥∥
1
≤
∥∥∥f1
f2
∥∥∥
2,1/2
∥∥∥(f1
f2
)s−1∥∥∥
2,1/2
ce qui d’apre`s le lemme 8 s’e´crit aussi∥∥∥TN f1
f2
(
TN
(
f1
f2
)s−1)
−
(
TN
(
f1
f2
)s)∥∥∥
1
≤ C
∥∥∥f1
f2
∥∥∥
2,1/2
(∥∥∥f1
f2
∥∥∥
2,1/2
+
∥∥∥f1
f2
∥∥∥
∞
)s−1
.
En posant M =
∥∥∥ f1f2∥∥∥2,1/2 + ∥∥∥f1f2∥∥∥∞ nous avons l’ine´galite´
Gs ≤MGs−1 +CM s.
Ce qui donne finalement
Gs ≤ CsM s.
D’ou` le lemme( 5).
5.2 De´monstration du lemme (6)
Un de´veloppement en se´rie entie`re permet d’e´crire, pour tout t ∈ ∆,
R1,N (t) = Tr
(
TN (f1) (TNf2,t)
−1 − TN
(
f1
f2,t
))
−Ψ1(t)
soit
R1,N (t) =
∞∑
s=0
ts(−1)sTr (TN (f1)T−1N (f2))s+1 − TrTN
((
f1
f2
)s+1)
−
∞∑
s=0
ts
Ψ
(s)
1 (0)
s!
Ce qui donne, pour tout entier naturel q (en de´rivant)∣∣∣R(q)1,N (t)−R(q)1,N (0)∣∣∣ = ∑
s≥q+1
(−1)ss · · · (s− q + 1)ts−qTr (TN (f1)T−1N (f2))s+1 − TrTN
((
f1
f2
)s+1)
−
∑
s≥q+1
ts−q
Ψ
(s)
1 (0)
(s− p)! .
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nous obtenons alors, en utilisant le lemme (5
∣∣∣R(q)1,N (t)−R(q)1,N (0)∣∣∣ ≤ |t|
 ∑
s≥p+1
|ts−p+1|Ks0s · · · (s− q + 1) +
∑
s≥p+1
|ts−p+1| |Ψ
(s)
1 (0)|
(s − q)!

et ∣∣∣R(q)1,N (t)−R(q)1,N (0)∣∣∣ ≤ |t|Kp+10 φq(t)
ou` la fonction φq est borne´e sur un voisinage de ze´ro. Ce re´sultat peut encore s’e´crire, si p est
comme dans l’e´nonce´ du lemme
∀ǫ > 0, ∀q ∈ N∗ ∃δǫ,q t.q. ∀N
∣∣∣R(q)1,N (t)−R(q)1,N (0)∣∣∣ ≤ ǫ. (10)
Soit maintenant t fixe´ dans ] − δǫ,1, δǫ,1[. Pour tout entier N il existe tN compris entre 0 et t
tel que R1,N (t) = R1,N (0)+ tR
′
1,N (tN ). C’est une conse´quence du the´ore`me 1 que la limite des
suites RN (0) et R1,N (t) est nulle. On a donc lim
N→+∞
tR′1,N (tN ) = 0 et lim
N→+∞
R′1,N (tN ) = 0.
Puisque tN ∈]− δǫ,1, δǫ,1[ l’ine´galite´ (10) permet de conclure lim
N→+∞
R′1,N (t) = 0.
Supposons maintenant la proprie´te´ obtenue pour tout entier q strictement infe´rieur a` p. Soit
cette fois t dans ] − δǫ,p, δǫ,p[. Pour tout entier N la formule de Taylor-Lagrange nous donne
l’existence d’au moins un re´el tN tel que
R1,N
p−1∑
j=0
tj
j!
R
(s)
1,N (0) +
tp
p!
R
(p)
1,N (tN ).
Le the´ore`me 1 et l’hypothe`se de re´currence donnent de la meˆme manie`re que ci-dessus lim
N→+∞
R
(p)
1,N (tN ) =
0 et, avec tN ∈]− δǫ,p, δǫ,p[ l’ine´galite´ (10) donne lim
N→+∞
R
(p)
1,N (0) = 0.
5.3 Fin de la de´monstration du the´ore`me 2
Le the´ore`me s’obtient alors facilement pour α2 < 0 a` partir du lemme 6 et en de´rivant
suffisamment de fois en ze´ro la formule
Tr
(
TN (f1)T
−1
N (f2,t)
)− Tr(TN f1
f2,t
)
= Ψ1(t) +R1,N (t).
5.4 De´monstration du corollaire 1
Posons h˜2 = h
−1
2 . Posons
TNh1T
−1
N h˜2 = A TN (h1)TN
1
h˜2
= B.
Pour tout entier naturel s nous avons
Tr(As −Bs) = Tr
(A−B)
s−1∑
j=0
AjBs−1−j

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ce qui permet d’e´crire
|Tr(As −Bs)| ≤ ‖M −N‖1‖
s−1∑
j=0
AjBs−1−j‖.
Or puisque TN (
1
h˜2
)− T−1N h˜2 est un ope´rateur positif nous avons
‖A−B‖1 ≤ ‖TN (h1)‖Tr
(
T−1N h˜2 − TN (
1
h˜2
)
)
= o(N)
d’apre`s [29]. D’autre part, toujours avec les meˆmes notations,
‖AjBs−1−j‖ ≤
(
‖h1‖∞‖ 1
h˜2
‖∞
)s
D’ou` finalement
Tr
(
TNh1T
−1
N h˜2
)s
− Tr
(
TNh1TN (
1
h˜2
)s
= o(N)
ce qui permet d’obtenir le re´sultat avec le the´ore`me 2 et en remplac¸ant h˜2 par sa valeur.
6 De´monstration des the´ore`mes de grandes de´viations et de
valeurs propres.
6.1 de´monstration du lemme 1
Dans la suite nous poserons ∆0 =] − δ−10 , δ−10 [avec δ0 = 2K0
∥∥∥f1∥∥∥
∞
∥∥∥f−12 ∥∥∥
∞
la constante
K0 e´tant celle qui intervient dans l’e´nonce´ du lemme 7. Dans la suite nous noterons λ
(N)
i , 1 ≤
i ≤ N les valeurs propres de TN (f1f2 ) et µ
(N)
i , 1 ≤ i ≤ N les valeurs propres de TN (f1)T−1N (f2).
Nous pouvons alors e´noncer le lemme
Lemme 9 Pour tout u ∈ ∆0 α1 > 0 et α2 < 0
∞∑
l=1
(−1)l
l
ulTr
(
TNf1T
−1
N f2
)l
=
∞∑
l=1
(−1)l
l
ulTrTN (
f1
f2
)l −
∞∑
l=1
1
l
ul
Ψ
(l)
1 (0)
l!
+ o(1),
De´montrons ce lemme .
Soit ǫ > 0 t graˆce au lemme 5 et puisque le rayon de convergence de la fonction Ψ est supe´rieur
a` δ0, nous savons qu’il existe l0 tel que t ∈ ∆0 et pour tout entier naturel N nous avons les
majorations∣∣∣ ∞∑
l=l0
(−1)l
l
ul
(
Tr
(
TNf1T
−1
N f2
)l − TrTN (f1
f2
)l
)
≤ ǫ et
∞∑
l=l0
1
l
ul
Ψ
(l)
1 (0)
l!
≤ ǫ.
D’autre part apre`s le the´ore`me 2 il existe un N0 tel que pour tout N ≥ N0 et s ≤ l0 on ait,∣∣∣Tr (TN (f1)T−1N (f2))s − Tr(TN (f1f2
)s)
− (−1)s+1Ψ
(s)
1 (0)
s!
∣∣∣ ≤ ǫ
l0
.
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L’ine´galite´ triangulaire permet alors de conclure.
D’autre part pour tout u ∈ ∆0 nous pouvons e´crire
∞∑
l=1
(−1)l
l
ulTr
(
TN (
f1
f2
)l
)
=
∞∑
l=1
−1ll
u
l N∑
i=1
(λ
(N)
i )
l
=
N∑
i=1
∞∑
l=0
−1l
l
ul(λ
(N)
i )
l =
N∑
i=1
ln(1+uλ
(N)
i ).
De meˆme nous obtenons
∞∑
l=1
−1l
l
ulTr
(
TN (f1)T
−1
N (f2)
)l
=
N∑
i=1
ln(1 + µ
(N)
i ).
Nous avons donc obtenu
∀u ∈ ∆0 lim
N→+∞
N∑
i=1
ln(1+uλ
(N)
i) )− ln(1 + uµ
(N)
i )
N
= 0 (11)
En reprenant [21] pp 62-63 nous pouvons conclure que pour tout fonction continue F dans
∆1 = [−δ0, δ0]
∀u ∈ ∆1 lim
N→+∞
N∑
i=1
F (uλN))− F (µ(N)i )
N
= 0 (12)
Ce qui traduit la convergence faible (ou en loi) de la suite de mesure
∑N
i=1 δλ(N)i
vers la mesure
image de la mesure de Lebesgue sur le tore par la fonction f1f2 (voir toujours [21] p65). Nous
pouvons alors appliquer la Proposition 3 pp79 de [3] qui nous permet d’e´crire le the´ore`me 4
6.2 De´monstration du the´ore`me 3
Pour tout entier N on suppose les valeurs propres (µ
(N)
i )1≤i≤N classe´es par ordre croissante.
L’e´quation 12 peut encore s’e´crire
∀u ∈ ∆1 lim
N→+∞
N∑
i=1
F (uµ
(N)
i )
N
=
1
2π
∫ π
−π
F (f(x))dx (13)
Ce qui implique
lim
N→∞
µ
(N)
1 = 0, et lim
N→∞
µ
(N)
N = ‖
f1
f2
‖∞.
De´montrons cette proprie´te´. PosonsM = ‖f1f2 ‖∞. On sait que les valeurs propres de TN (f1)T
−1
N (f2)
sont dans [0,M ] pour cela on peut voir [3] lemme 10 p 87 ou conside´rer l’ope´rateur MTN (f2)−
TN (f1) qui est positif. Il en est de meˆme pour l’ope´rateur M − TN (f2)−1/2TN (f1)TN (f2)−1/2.
Ses valeurs propres sont donc positives et on conclut en remarquant que
si TN (f2)
−1/2TN (f1)TN (f2)
−1/2(x) = µx alors TN (f1)TN (f2)
−1(y) = µy avec x = TN (f2)
−1/2(y).
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Supposons maintenant que lim
N→∞
µ
(N)
N 6=M . Cela signifie qu’il existe un re´el ǫ > 0 et un entier
N0 tels qu’il existe une sous-suite φ ve´rifiant ou
∀N ≥ N0 µφ(N)φ(N) −M < ǫ.
Une fonction F continue, strictement positive, de support contenu dans [M−ǫ,M ] nous donne
alors une contradiction. On de´montre de meˆme que limN→∞ µ
(N)
1 = 0.
6.3 De´monstration du the´ore`me 4
Nous conside´rons donc la fonction NLN (t) = −12
∑N
i=1 ln(1 − 2µNi t) ou` les (µNi ), 1 ≤ N
sont les valeurs propres de AN =
(
T
1/2
N f1T
−1
N f2T
1/2
N f1
)
qui sont aussi celles de TNf1T
−1
N f2.
On e´crit, pour |2t| < 1
max |µNi |
= 1δ
NLN (t) = −1
2
N∑
i=1
ln(1− 2µNi t) =
1
2
N∑
i=1
∞∑
p=1
(2t)p(µNi )
p
p
=
1
2
∞∑
p=1
(2t)p
p
Tr
(
TNf1T
−1
N f2
)p
En utilisant de nouveau le lemme 9 il vient que pour tout t ∈ ∆0 nous obtenons finalement
NLN (t) = −1
2
TrTN ln
(
1− 2tf1
f2
)
−Ψ(2t) + o(1).
Soit par analycite´ pout tout t ∈ ∆
L(t) = − 1
4π
∫ 2π
0
ln
(
(1− t)− tf1
f2
(θ)
)
dθ,
et
lim
N→+∞
(
NLN (t) +
N
4π
∫ 2π
0
ln
(
1− 2tf1
f2
(θ)
)
dθ
)
=
Ψ(2t)
2
7 Appendice
7.1 Uniformite´ des restes dans la de´monstration du lemme 4
L’outil principal est l’e´valuation du reste de la formule d’Euler et Mac-Laurin que nous
rappelons ici, pour deux entiers naturels m et n et une fonction f
f(m) + f(m+ 1) + · · ·+ f(n) =
∫ n
m
f(t)dt+
1
2
(f(m) + f(n))
+
r∑
h=1
(−1)h−1 Bh
(2h)!
(
f (2h−1)(n)− f (2h−1)(m)
)
+Rr
avec
|Rr| ≤ 2
(2π)2
∫ n
m
|f (r+1)(t)|dt
et ou` les Bh sont les nombres de Bernouilli.
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7.1.1 Calcul de A′1
De part la nature des termes a` conside´rer le reste de la somme A′1 est rapidement traite´e
graˆce a` la formule d’Euler et Mac-Laurin. Nous remarquons que pour avoir un reste en
o(N2α2−1 nous avons besoin de la condition
δ >
α2
α2 − 1 . (14)
7.1.2 Reste du coefficient A′2
Pour appliquer la formule d’Euler Mac-Laurin au reste de la quantite´ A′2 on e´crit
N−s′∑
l=0
β
(α2)
l β
(α2)
l+s
(
(1− l
N
)α2 − 1 + α2 l
N
)
=
N2α2−1
Γ2(α2)c2(1)
∫ m0/N
0
tα2−1(t+ s)α2−1 ((1− t)α2 − 1 + α2t) dt
−
m0∑
l=0
β
(α2)
l β
(α2)
l+s
(
(1− l
N
)α2 − 1 + α2 l
N
)
+
N2α2−1
Γ2(α2)c2(1)
∫ 1− s′
N
0
tα2−1(t+
s
N
)α2−1 ((1− t)α2 − 1 + α2t) dt
+mα2−10 (m0 + s)
α2−1
(
(1− m0
N
)α2 − 1 + α2m0
N
)
+ (N − s′)α2−1((N − s′) + s)α2−1
(
(1− N − s
′
N
)α2 − 1 + α2N − s
′
N
)
+R0
ou` R0 est le reste d’Euler et Mac-Laurin, de´fini comme ci-dessus. Pour rendre les encadrements
des diffe´rentes quantite´s plus aise´s on divise l’ensemble des indices s en deux intervalles [0, Nδ1]
et [Nδ1, N − N δ] avec 0 < δ < 1 et 0 < δ1 < 1. La quantite´ N δ correspond a` l’entier n0 de
la de´monstration. Nous ferons e´galement intervenir le re´el m0 = N
δ0 (0 < δ1 < 1) qui soit
tel que pour m ≥ m0 l’usage de l’asymptotique de β(α)m soit pertinent. Nous avons bien suˆr
0 < δ0 < 1, 0 < δ1 < 1, N
δ0 < Nδ1 < N −N δ. La quantite´ δ est commune aux quatre calculs
des restes relatifs aux termes A′2, A
′
3, A
′
4. Par contre les quantite´s δ0 et δ1 peuvent
eˆtre choisies inde´pendamment dans chacun des quatre calculs. Les majorations des diffe´rents
termes intervenants dans la somme sont classiques et on obtient l’approximation annonce´e´
avec un reste d’ordre o(N2α2−1) uniforme´ment par rapport a` s. Pour terminer l’e´tude du reste
coefficient A′2 il nous faut encore conside´rer pour s ∈ [0, N −N δ] le reste de l’e´galite´
1
N
+∞∑
N−s′+1
β
(α2)
l β
(α2)
l+s l =
1
N
∫ +∞
N+s′+1
tα2(t+ s)α2−1
Γ2(α2)c2(1)
dt
+
1
2N
(N − s′)α2(N + s− s′)α2−1
Γ2(α2)c2(1)
+R2.
Nous avons imme´diatement
1
2N
(N − s′)α2(N + s− s′)α2−1
Γ2(α2)c2(1)
= O
(
N δ0α2Nα2−2
)
= o(N2α2−1) si α2 < 0
= O(N2α2−2) = o(N2α2−1) si α2 > 0.
et d’autre part
|R2| ≤ 1
N
∫ +∞
N−s′+1
1
Γ2(α2)c2(1)
(
α2t
α2−1(t+
s
N
)α2−1 + (α2 − 1)tα2(t+ s)α2−2
)
dt. (15)
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La de´rive´e intervenant dans l’e´quation 15 e´tant de signe constant nous avons
|R2| ≤ 1
2N
(N − s′)α2(N + s− s′)α2−1
Γ2α2c2(1)
= O
(
N δ0α2Nα2−2
)
= o(N2α2−1) si α2 < 0
= O(N2α2−2) = o(N2α2−1) si α2 > 0.
7.1.3 Reste du coefficient A′3
Ici aussi pour faciliter nos calculs nous sommes oblige´ de diviser l’intervalle auquel appar-
tient le parame`tre s en [0, Nδ1], et en [Nδ1, N −N δ]. Nous cherchons tout d’abord a` majorer
uniforme´ment le reste Q dans la formule
N−s′∑
l=0
β
(α2)
l β
(α2)
l+s
(
(1− l + s
N
)α2 − (1− s
N
)α2 + α2
l
N
(1− s
N
)α2−1
)
=
=
N2α2−1
c2(1)Γ2(α2)
∫ 1− s′
N
0
tα2−1(t+
s
N
)α2−1
(
(1− t− s
N
)α2 − (1− s
N
)α2 +
+ α2t(1− s
N
)α2−1
)
dt+Q.
Pour ce faire nous utilisons le meˆme type de de´composition que dans le cas du reste de A′2
avec m0 = N
δ0 un entier fixe´ comme ci-dessus. Comme pre´ce´demment nous sommes conduits
a` utiliser la formule d’Euler et Mac-Laurin et nous e´crivons
Q =
mα2−10
c2(1)Γ2(α2)
(m0 + s)
α2−1
(
(1− m0 + s
N
)α2 − (1− s
N
)α2 +
αm0
N
(1− s
N
)α2−1
)
+
(N − s′)α2−1
c2(1)Γ2(α2)
(N − s′ + s)α2−1
(
(1− N − s
′ + s
N
)α2 − (1− s
N
)α2 +
αN − s′
N
(1− s
N
)α2−1
)
+
n0∑
l=0
β
(α2)
l β
(α2)
l+s
(
(1− l + s
N
)α2 − (1− s
N
)α2 + α2
l
N
(1− s
N
)α2 − 1
)
ds
− N
2α2−1
c2(1)Γ2(α2)
∫ n0/N
0
tα2−1(t+
s
N
)α2−1
(
(1− t− s
N
)α2 − (1− s
N
)α2 + α2t(1− s
N
)α2−1
)
dt
+R′0
avec R′0 qui correspond au reste de la formule d’Euler et Mac-Laurin.
R′0 ≤
N2α2−2
c2(1)Γ2(α2)
∫ 1−s′/N
m0/N
∣∣∣ ((α2 − 1)tα2−2(t+ s
N
)α2−1(2t+
s
N
)
)
(
(1− t− s
N
)α2 − (1− s
N
)α2 + α2t(1− s
N
)α2−1
)
dt
∣∣∣
+
∫ 1−s′/N
m0/N
∣∣∣ (α2tα2−1(t+ s
N
)α2−1
)
(
−α2(1− t− s
N
)α2−1 + α2(1− s
N
)α2−1
) ∣∣∣dt
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La majoration de la quantite´ |R′0 −Q et classique et nous donne les conditions
δ >
2α2
α2 − 2 δ >
2α2
(α2 − 1) (16)
qui sont compatibles entre elles et avec la condition 14. Toutes ces conditions nous donne
une valeur plus pre´cise de N δ la de´finition de N δ. Pour majorer uniforme´ment le reste de la
formule d’Euler et Mac-Laurin pour s ∈ [Nδ1, N δ] on e´crit R′0 ≤ N
2α2−2
c2(1)Γ2(α2)
(|I1 + I2). avec
I1 =
∫ 1−s′/N
m0/N
∣∣∣ ((α2 − 1)tα2−2(t+ s
N
)α2−1(2t+
s
N
)
)(
(1− t− s
N
)α2 − (1− s
N
)α2 + α2t(1− s
N
)α2−1
) ∣∣∣dt
et
I2 =
∫ 1−s′/N
m0/N
∣∣∣ (α2tα2−1(t+ s
N
)α2−1
)(
−α2(1− t− s
N
)α2−1 + α2(1− s
N
)α2−1
) ∣∣∣dt
Si δu de´signe le coefficient d’indice u du de´veloppement en se´rie entie`re de (1 − v)α2 nous
pouvons e´crire
(1− t− s
N
)α2 − (1− s
N
)α2 + α2t(1− s
N
)α2−1 =
∑
n≥0
δn+2t
n+2(1− s
N
)α2−n
et d’autre part si t ∈ [m0N , 1− s
′
N ] nous avons la majoration
I1 ≤ O
∫ 1−s′/N
m0/N
∑
n≥0
δnt
α2+n(1− s
N
)α2−ndt

ou encore
I1 = O
(
(1− s
N
)2α2+1
)
+O
∑
n≥0
(
m0
N
)α2+n+1(
N δ
N
)α2−n
 = o(1)
si l’on choisit δ tel que N δ > m0. Nous avons de meˆme
−α2(1− t− s
N
)α2−1 + α2(1− s
N
)α2−1 = −
∑
n≥0
δn+1t
n+1(1− s
N
)α2−n−1

ce qui donne
I2 = O
∫ 1−s′/N
m0/N
∑
n≥0
δnt
α2+n(1− s
N
)α2−n−1dt
 = o(1)
comme pour I1.
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7.1.4 Calcul de A′4
Nous devons utiliser la de´composition
N−s′∑
l=0
β
(α2)
l β
(α2)
l+s
(
(1− l + s
N
)α2 − (1− s
N
)α2
)
=
=
m0∑
l=0
β
(α2)
l β
(α2)
l+s
(
(1− l + s
N
)α2 − (1− s
N
)α2
)(
(1− l
N
)α2 − 1
)
−
∫ m0
0
lα2−1(l + s)α2−1
(
(1− ( l + s
N
)α2 − (1− s
N
)α2
)(
(1− l
N
)α2 − 1
)
dl
+mα20 (m0 + s)
α2
(
(1− m0 + s
N
)α2 − (1− s
N
)α2
)(
(1− m0
N
)α2 − 1
)
+ (N − s′)(α2(N − s′ + s)α2
(
(1− N − s
′ + s
N
)α2 − (1− s
N
)α2
)(
(1− N − s
′
N
)α2 − 1
)
+R
ou` R est le reste d’Euler et Mac-Laurin.
Comme d’habitude nous distinguons le cas s ∈ [0, Nδ1] et s ∈ [Nδ1, N −N δ]. Nous obtenons
la condition
δ >
2α2
2α2 − 1 . (17)
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