In this paper we study two interconnected multiclass non-exponential queueing networks.
blocking within a cluster and not upon entering and leaving a cluster (cf. [5, Section 4.3 (iii)]). The results in [5] and [20] are limited to single class exponential structures.
In Metropolitan Area Networks (MANs) (cf RUBIN AND LEE [18] ) in contrast one network area may feed the other where each area itself will generally have a non-reversible and non-exponential structure, while admission for connections depends upon the total multiclass network occupancies. This paper will study multiclass non-exponential networks with both arrival and departure blocking depending on the total customer class occupancies and with arrivals generated by another non-exponential network. Specifically, MAN applications are hereby involved.
An extension of the standard insensitivity product form results for BCMP-networks will be obtained. Particularly also, for communication purposes, such as in MAN, the result will be proven not only for the recirculate or repeat blocking protocol as standardly used in literature (e.g. LAM [15] ) but also for the more realistic stop communication protocol. Some further extension, such as to open and mixed open-closed networks, class changes and network dependent service disciplines will be briefly discussed.
The organization of this paper is as follows: in Section 2 the queueing network model is introduced and a sufficiënt condition for a product form is given. Examples are presented to illustrate potential applications. The main theorem for closed networks is stated. In Section 3 we present some extensions to the model of Section 2.
2 Main results
Description of the model
In this section we give the description of the queueing network model. We let N denote the set of natural numbers and Nj. = {1,..., k}. Consider a network of N stations. The stations are grouped into two clusters named C\ and G<i-Stations in cluster C\ are numbered n = 1,..., N\ and stations in Ci are numbered n = Ni + l,...,N.
We let Af denote the set of stations C\ U Ci-An example of a network with two clusters is depicted in Figure 1 .
Following KELLY [13] the service disciplines at the different nodes are described by three functions f n , <t> n and S n , that have the following interpretation.
f n (k) the speed of the server at the n-th station when k customers are present, <f> n (k,i) the fraction of the service capacity that is awarded to the customer in the i-th position at station n when k customers are present, 6 n (k, i) the probability that a customer arriving at station n is placed at position i when k customers are present.
We assume that the shift protocol is used, i.e. if a new customer is placed at position ï, then the customers at positions i,... ,k shift to positions i + 1,... ,k + l, and if a customer departs from position i, then these customers shift to positions i,... ,k -1. We also assume the buffers at all stations to be infinite. Note that from the definition of <p and 8 we have 
In the network we distinguish K different classes of customers. The network is closed and the total number of class k customers is equal to M k , k = 1,..., K. On leaving queue m, a customer of class k moves to a queue n with probability R^n-Note that
We assume the routing matrices [fij^n] to ^* e irreducible for each class. The routing from a station in one cluster to a station in another cluster is required to take a special form. We assume that for stations m£Ci and n € Ci the routing probability J££j n can be written as
where
and N i= E 4 (6) and similarly for a transition from C<i to C\. In words this means that routing of a customer from one cluster into another is independent of the originating station. Define the visiting ratio 6% of class k to station n as the solution of the equation
m=l with the normalisation condition £3 n=1 0* = 1, k = 1,..., K. Since the routing matrices are assumed to be irreducible, the solution to this equation exists, and is unique due to the normalisation condition. By restriction (4) on the routing probabilities from one cluster to another, we have for
n=l n=ATi+l
This result is not surprising, since it simply states that the number of jumps from C\ to Ci in a routing cycle through both clusters must equal the number of jumps from C2 to C\. One can derive (8) quite easily from (7) by summing over n = 1,..., N\: 
The invariance condition
where e*, is the k-th unit vector.
This condition is identical to the one found in LAM [15, page 373] . The arrival-and departureprobabilities must thus be constructed that if an arrival of a class k customer is prohibited for a certain populationvector M, then departures for the same class k must also be prohibited for the population vector M + efc. This leads us to the definition of paths. 
n=0 where
f/ten <Ae sequence v is called a path jrom p io q and q is said to 6e reachable from p.
With the definitions of the arrival-and departureprobabilities, there exists a path from p to q when it is possible to construct with positive probability a realization of departures and arrivals between C\ and C2 such that the initial C2-population is p and the terminating population is q (provided the routing probabilities admit this construction). Expression (14) is exactly the probability of this particular realization. An example of a path for a queueing network with two customerclasses is depicted in Figure 2 One can easily show that the reachability as defined in Definition 2.4 is an equivalence relation (the symmetrie property follows from Assumption 2.3). Since we have assumed that the restriction of arrivals and departures induces a restricted statespace that is irreducible, we have exactly one equivalence class denoted as £. We can now state the second assumption we need for the arrivaland departure probability functions. •must be independent ofv.
Note that (16) is well-defined due to Assumption 2.3. In words Assumption 2.5 says that the probability to make a path from p to q must be independent of the chosen path. 
Examples
In this section we present some examples of the broad class of networks that can be modelled as the network in Section 2.1 and that satisfy the assumptions of Section 2. and randomized blocking. Related references for simpler cases will be mentioned as we proceed. 
For an example of a coordinate convex set and a non-coordinate convex set see 
Similarly, input constraints, say I n for subscriber n are realized by
Exclusion of busy connections (m,n) and (n,m) at the same time, reflecting one-way communication, can be put in the framework of coordinate convex sets by the constraint Note that in the interconnection networks of RUBIN AND LEE [18] both idle and busy times for connections were assumed to be exponentially distributed, whereas in our framework this condition can be relaxed. 
and
In this example class 2 customers are served normally when the number of class 1 customers does not exceed a. If the number of class 1 customers exceeds b then the servicing of class 2 customers is stopped completely. Between these two levels the service rate for class 2 is gradually decreased.
One can view class 1 as having a higher priority over class 2.
EXAMPLE 2.8 (ERLANG'S IDEAL GRADING)
Consider a queueing network where C2 consists of JVj» servers, that can service at most one customer at any time. Each time a customer wants to jump from cluster C\ to C2, he hunts over R randomly chosen servers for a free server, where R < N2 is a fixed integer. If it finds a free server, the customer will receive hls service, otherwise it recirculates to C\. The times spent in clusters C\ and C2 are usually referred to as think-and busy times. This model can be parametrized by 
The productform equilibrium distribution
In this section we present the main result of the paper. We assume without loss of generality that the Markov process corresponding to the queueing network as described in the preceding sections, has a unique equilibrium density function, that is continuously differentiable in all its arguments.
THEOREM 2.9
Let MQ be the C^-population vector at time 0, then the equilibrium probability 7r(X) of being in state X, that has a C2-population vector M2 £ £ is
where C is a normalisation constant.
PROOF. We prove that (23) satisfies the forward Kolmogorov differential equations. These state that the global probability flow out of a each state should equal the flow into the state. They can be written as 0 = ^^H(X,n lS )
n s where S(X, n, s) is a local probability flow:
+ E E »(X-{n >a )+<m,< > 0+))^m.(*^ + l,<)/ m (A^ + l)*n(An-l,5)/^"(r")* meCi t=l
for n E Ci and analogously for n G C2.
PROOF FOR SYMMETRIC QUEUES. First we prove that if n is a symmetrie queue, then 7r(.) as in To show that S(X, n, s) = 0, we distinguish three cases: Since we are considering only flows due to changes in job (n, s), there should be no confusion when we omit the index x na from A,B,B,0,e and R. To improve the notational clarity we will also omit the index X from k n and fc m .
(M 2 + e$£)
Since Mi + e ^ £, we must have A(M 2 ) = 0 and according to Assumption 2.3 also D(M2 + e) = 0.
Consequently term (28) vanishes. With (29) the equation H(X, n,s) = 0 becomes equivalent to 0 = <j>n(kn,s)0n
Using the traffic equations (7) and the observation (8) this condition is verified. 
2.(M 2 + e££ and
The equation H(X, n, s) = 0 then yields
Using the same arguments as in Case 1 this equation is implied by
or equivalently, using RmoRon = Rmn for.n G C\, m £ C 2 ,
This equation is true due to (7) and (8).
The proof of the Job Local Balance equation for a symmetrie station in C 2 proceeds in a similar manner.
PROOF FOR FCFS QUEUES. Now assume that n G C\ and n is a FCFS queue. It is obvious that we cannot have Job Local Balance in this case, since all the probability flow from departures is due to the customer in the first position and arrivals bring in customers in the last position. For FCFS queues we have, however, Station Balance, i.e. a balance in the gain of probability density of state queue, or equivalently £j=i H(X,n,s) = 0. Since S n (k n -l,s) = 1 iff s = fc n , and <p(k n ,s) = 1 iff X due to arrivals in the queue against the loss in probability density due to departures from the queue, or equivalently Yl*=i H(X, n,s) = 0. Since S n (k n -l,s) 
D 3 Extensions
In this section we discuss some extensions for the queueing network model introduced in Section 2.
We present an alternative for the protocol that is used when a customer's jump is rejected. We also introducé class changes, open and mixed networks and network dependent service disciplines.
Stop protocol
In the queueing network that was introduced in Section 2, customers who were prohibited to jump from one cluster to another, were rerouted back into the originating cluster. This equation is again implied by the traffic equations (7) . D
Type changes
Like the queueing networks in BASKETT et.al. [1] and LAM [15] we can extend our networks by allowing customers to change class when jumping. Suppose that a customer of class k who completes service at station n jumps to station m and becomes a customer of class l with probability R n k;ml- (cf. LAM [15] ).
Mixed open and closed networks
Extensions can be given where externally arriving jobs, generated by Poisson sources, can enter a cluster, provided they can depart the system only from that cluster (cf. Figure 5 ). 
Network dependent service disciplines
As in CHANDY AND MARTIN [4] the service discipline functions 6 and <f> can be made totally network dependent, provided the symmetry at non-exponential stations is not violated. As in VAN DlJK [5] and SERFOZO [20] the service capacity function /»(k) at station i when the state of the network is where k is the station occupancy vector when the microstate is X.
