ABSTRACT A low-complexity adaptive tracking control strategy for a class of pure feedback nonlinear systems is developed in the presence of completely unknown non-affine nonlinearities, prescribed tracking performance constraints, full states constraints, and input saturation constraint. To handle the input saturation nonlinearity and the constrained states without pre-calculating the bound of virtual controllers, a new coordinate transformation approach is presented with an arc-tangent function and an auxiliary first-order dynamics. Subsequently, to deal with the completely unknown non-affine nonlinearities and the problem of prescribed performance, an inverse hyperbolic tangent function and a Nussbaum function are introduced at each step of back-stepping design, which can guarantee the control errors to vary with prescribed performance functions in time and avoid the ''explosion of complexity'' issue simultaneously. Then, an adaptive controller is derived from the recursive design procedure without the use of any approximators. The semi-globally uniformly ultimate boundedness of all signals in the closed-loop system and the satisfaction of all constraints are rigorously proved through Lyapunov stability analysis. Finally, the simulation studies on a hypersonic flight vehicle system are worked out to demonstrate the effectiveness and the applicability of the investigated approach.
I. INTRODUCTION
Nowadays, back-stepping technique has been recognized as a powerful tool to tackle with a larger class of uncertain nonlinear system, especially with low-triangular-structured, which can be generally classified into two cases, i.e., strict feedback form and pure feedback form. During the past several decades, significant progress has been achieved to develop adaptive back-stepping controllers for uncertain strict feedback nonlinear systems, whose uncertainties include parameterized uncertainties [1] - [3] , uncertain nonlinearities [4] - [7] as well as un-modeled dynamics [8] , [9] . Compared with these progresses, relatively fewer results are obtained for control pure feedback nonlinear systems. However, many
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industrial processes, such as hypersonic vehicle system [10] and ultrasonic motor system [11] , can only be described as more representative pure feedback form, which lacks the appropriate variables to be used as virtual and/or actual control in the recursive design procedure. Therefore, control synthesis and stability analysis of pure feedback nonlinear systems are challenging issues and have attracted considerable research efforts [12] - [26] . To guarantee the control performance of uncertain nonlinearities or completely unknown nonlinearities, most of these control schemes were developed based on universal approximators. More specifically, the original pure feedback system was transformed into an equivalent model with quasi strict feedback form by utilizing the mean value theorem [12] - [17] , [24] , [26] - [35] , the Taylor series expansion [18] and the contraction mapping method [19] - [23] , [25] . Subsequently, the back-stepping approach was adopted for the control design. Generally speaking, it is impossible to obtain the explicit inverting virtual and/or actual controllers although it is known that the inverse exists. Hence, the universal approximators such as neural networks (NNs) [12] , [14] - [16] , [18] - [23] , [26] , [27] , [30] - [32] , [34] , [35] and fuzzy logic systems (FLSs) [13] , [17] , [24] , [25] , [28] , [29] , [33] were constructed to approximate these controllers at each step of back-stepping procedures, which also model the uncertainties or unknown nonlinearities simultaneously.
Despite the progresses in the control of uncertain pure feedback nonlinear systems, certain issues still deserve further research. In fact, all aforementioned works employ universal approximators (i.e., NNs and FLSs) to implement virtual and actual controllers derived from the recursive design procedure. The approximating structures increase the complexity of the proposed control schemes, especially for high-order large scale nonlinear systems, which makes the implementation difficult. Additionally, approximation-based technique may cause certain issues that effect closed-loop stability and robustness, for example, the performance of approximation-based controller is affected seriously by the approximation accuracy. Moreover, another drawback of the aforementioned results is the problem of ''explosion of complexity'' caused by the repeated derivatives of virtual functions in back-stepping design, which may leadto tremendous calculation burden and also make the controller implementation difficult. To avoid such problems, some low-complexity control schemes without NN/FLS approximations for uncertain nonlinear systems have been proposed recently. Based on the time delay estimation(TDE) scheme, a low-complexity adaptive controller was developed for cable-driven manipulators, where a fractional-order nonsingular terminal sliding mode [36] , [37] , a super-twisting fractional-order nonsingular terminal sliding mode [38] and an integral terminal sliding mode [39] were applied to guarantee good control performance in both reaching and sliding mode phases, respectively. Nevertheless, the key requirement for the analysis of global stability is that the controlled nonlinear systems must satisfy matching condition. Afterwards, to solve the restriction of matching condition for nonlinear systems, a low-complexity adaptive back-stepping control was developed for a class of unknown pure feedback nonlinear systems by adopting supremum norm theory and mean value theorem in [10] . Based on the restriction that all the nonlinear functions satisfy linear-in-the-parameters (LIP) condition, an approximation-free control approach was proposed to solve the globally asymptotic state stabilization problem for a class of uncertain pure feedback nonlinear systems in [40] and [41] . By combining an inverse hyperbolic tangent function (IHTF) with back-stepping technique, a low-complexity controller was proposed for unknown pure feedback nonlinear systems in [42] - [44] and unknown pure feedback nonlinear switched systems in [45] .
On the other hand, the constraints widely exist in many practical nonlinear systems, such as the state/output constraints, input saturation and tracking performance constraints (i.e., stead-state and transient tracking performance indexes ), which can degrade the system control performance, and even lead to the system instability if they are ignored in the control design. So far, some notable results have been obtained for uncertain pure feedback nonlinear systems. By utilizing the special property of a hyperbolic tangent function and a Nussbaum function to deal with the symmetric input saturation, an adaptive fuzzy tracking control scheme for SISO pure feedback stochastic nonlinear systems and an adaptive output feedback tracking control for MIMO stochastic pure-feedback nonlinear systems were proposed in [24] and [25] . In [28] , an adaptive neural controller for a class of pure feedback nonlinear systems with asymmetric input saturation was presented, which employs a radial basis function (RBF) NN and a gauss error function to approximate the unknown nonlinearities and unknown asymmetric saturation nonlinearity, respectively. By introducing auxiliary design systems to analyze the effect of input saturation, an adaptive RBF NN tracking control is proposed for a class of uncertain MIMO pure feedback nonlinear systems in [31] . But a main limitation in these works is that the output/state constraints are not considered in the design. It is well known that barrier Lyapunov function (BLF) has become a popular design tool to handle the output/state constraints. BLF-based adaptive control was studied for uncertain nonlinear systems with output constraints [46] , [47] , time-vary output constraints [2] , [48] and partial/full-state constraints [3] , [5] , [7] , [8] . And then, the BLF approach was extended to more general pure feedback nonlinear systems in [23] , [26] , [34] , and [41] . In [23] , the constrained pure feedback nonlinear system was transformed into an unconstrained pure-feedback system by employing barrier function and a coordinate transformation, then an adaptive controller was studied to handle the asymmetric time-varying output constraint and the state constraints simultaneously. In [26] , an adaptive neural tracking control problem for a class of MIMO stochastic nonlinear pure-feedback systems with full-state constraints and input saturation was investigated, which employs a Gaussian error function to represent a continuous differentiable asymmetric saturation model and a BLF to ensure that the full-state variables are restricted. Moreover, to guarantee the steady-state and transient tracking performance indexes, a prescribed performance control (PPC) approach was first proposed in [49] . Subsequently, the PPC scheme was broadly utilized for various nonlinear systems [7] , [50] , [51] and extended to pure feedback nonlinear systems [10] , [18] , [42] - [45] . In [18] , an adaptive echo state network control scheme was developed for a class of constrained pure-feedback nonlinear systems, in which both input and tacking performance constraints were considered simultaneously by using a hyperbolic tangent function and a prescribed performance function (PPF). An IHTF and a PPF were combined together to guarantee the desired performance of tracking errors in the transient process for pure feedback nonlinear systems in [42] - [45] .
Although the problem of adaptive control has been discussed for uncertain pure feedback nonlinear systems with input saturation [18] , [24] - [26] , [28] , output/state constraints [23] , [26] , [34] , [41] and tracking performance constraints [10] , [18] , [42] - [45] , certain issues still remain open. Firstly, all aforementioned constrained researches only consider single constraint or dual-constraints, which does not involve multiple constraints, for example, the input saturation, output/state constraints and tracking performance constraints occur simultaneously. Secondly, the traditionally BLF needs to calculate the bound of tracking error before the controller parameters design by calling the Matlab routine function fmincon.m , which limits its application in practical engineering systems. Furthermore, the assumption is stringent, for example, the signs of control gain are compelled to be known [12] - [16] , [18] - [25] , [35] , [42] - [45] and the unknown nonlinear functions satisfy LIP condition [40] , [41] . Moreover, because of the properties of universal approximatiors and the inherited ''explosion of complexity'' of back-stepping, the complexity of the aforementioned approximation-based increases as the order and number of subsystems increase.
Motivated by above-mentioned observations, we develop an adaptive control methodology for a class of pure feedback nonlinear systems with multiple constraints (i.e., input saturation, output/state constraints and tracking performance constraints occur simultaneously.), which assumes that the nonlinearities of subsystems and the sign of control coefficient functions are all completely unknown. In this work, to keep the complexity of the control solution at low levels, the IHTF and Nussbaum gain technique are extended to the problem of controlling unknown pure feedback nonlinear systems with known high relative degree. Meanwhile, an arc-tangent function (ATF) and an auxiliary first-order dynamics are introduced to modify the traditional coordinate transformation of back-stepping design. Then, by integrating IHTF, PPF and ATF, a novel low-complexity adaptive control scheme is derived from the recursive producer to guarantee that all the constraints (i.e., input saturation, output/state constraints and tracking performance constraints) are not violated, without the use of any universal approximatiors and the repeated derivatives of virtual control laws. The main contributions of this work are as follows.
1) Compared with the existing control methodology for uncertain pure feedback nonlinear systems [12] - [23] , [26] - [33] , [35] , [40] - [45] , the assumptions of proposed scheme are milder, which does not require the sign of control coefficient functions and LIP condition.
2) Contrary to the approximation-based approach in [12] - [35] , no approximatior is employed to approximate the unknown nonlinearities. Moreover, none of the desired trajectory high order derivatives is required, namely, the problem of ''explosion of complexity'' is actually inexistence. Thus, another notable feature of proposed control design is low-complexity, which can further render the design structure universal and its implementation much easier.
3) Compared with the results in [10] , [18] , [24] - [26] , [28] , [34] , and [41] - [45] , this is the first work on solving the problems of input saturation, output/state constraints and tracking performance constraints simultaneously. It can guarantee that the output/state constraints are not violated, and the tracking error is preserved within a specified prescribed performance bound at all times. Furthermore, the problem of pre-computation of the bound of tracking error by calling the Matlab routine function fmincon.m in the process of traditional BLF design can be avoided by integrating IHTF, PPF and ATF, which can also keep the low-complexity of the proposed controller.
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider a class of unknown pure feedback nonlinear systems which can be written as follows:
(1)
, n is the system state vector with the initial conditions x i (0) = x 0 i ; y ∈ R is the system output. In this paper, all the states are constrained in the compact sets, i.e., |x i | < k c i with k c i being a known positive constant; f i (·) and f n (·) are unknown smooth functions; u ∈ R is the control input subject to saturation nonlinearity described as
where u M is a positive known parameter. It is clear that the relationship between the applied control u and the actual control input υ has a sharp corner when |υ| = u M . The input saturation nonlinearity considered in this paper is shown in figure 1 .
The control objective of this paper is to design a lowcomplexity adaptive controller υ such that for any initial condition
All signals in the close-loop system remain bounded, (P2) The output y VOLUME 7, 2019 can track the design reference trajectory y r with the given prescribed performance bounds (PPBs), and (P3) The full state constraints and input saturation are not violated.
To solve the control problem, it is necessary to make the following assumptions, definitions and lemmas.
Assumption 1 [42] : For the unknown pure feedback nonlinear system (1), the function f i (·) is continuously differentiable and there exists unknown positive
For the unknown pure feedback nonlinear system (1), the design reference trajectory y r is a known continuously differentiable function, and there exists a known positive constant A 0 and an unknown positive constant B 0 such that |y r | ≤ A 0 < k c 1 and |ẏ r | ≤ B 0 .
Remark 1: For pure feedback nonlinear systems with completely unknown nonlinearities and the sign of control coefficient functions, this is the first work on solving the problem of input saturation, output/state constraints and tracking performance constraints, simultaneously.
Remark 2: There are many practical engineering systems that can be described or transformed as the system (1), such as, the hypersonic vehicle system [10] and the ultrasonic motor system [11] , and so on. Furthermore, most practical engineering systems always subject to input saturation, output/state constraints and tracking performance constraints, for example, the permissible flight envelope of hypersonic vehicles is very narrow [52] , which in turn requires the flight states to be regulated within some specific ranges.
Definition 1 [53] : Any continuous even function N (·) is called a Nussbaum-type function if it meets the following equalities:
In this study, N (ζ ) = ζ 2 cos(ζ ) is chosen as an even Nussbaum function. Lemma 1 [54] : For the unknown pure feedback nonlinear system (1), if there exists a position definite, radially unbounded function V (x, t) and a smooth function ζ (t), and an even Nussbaum-type function N (ζ ), such that
where γ is a positive constant, (β(τ ))is a time-varying parameter which takes values in the unknown closed intervals I := [ − , + ] with 0 / ∈ I , and ς represents some suitable constant, then V (t), ζ (τ ) and 
Lemma 2 [55] : Suppose that x : [0, t f ] → R N is a solution of the closed loop system. If x is a bounded solution, then t f = +∞.
III. COORDINATE AND ERROR TRANSFORMATION A. PRESCRIBED PERFORMANCE FUNCTION (PPF)
Throughout this work, we will achieve the controllers and the control objective P2 with the aid of the performance functions, it means that the tracking error can converge to a predefined arbitrarily small residual set, with maximum overshoot less than a pre-assigned level and convergence rate no less than a certain pre-specified value. Thus, we introduce the performance function in this subsection.
Definition 2 [50] : A smooth function λ i : R + → R + is called a performance function, if 1) λ i (t) is strictly positive and decreasing; 2) lim
A function satisfies all aforementioned properties and thus can be used as a performance function, which can be chosen as
where
Consider a generic tracking error z i (t) of each step of backstepping design. Prescribed performance is achieved if z i (t) evolves strictly within a predefined region that is bounded by decaying functions of time. The adjustable decaying bounds of tracking error z i (t) can be set to
The aforementioned statements are clearly illustrated in figure 2 . In (7), the prescribed tracking performance indexes of z i are guaranteed by the design parameters k b i , l i and λ i,∞ . For the performance function λ i (t) , the constant λ i,∞ can represent the maximum allowable size of tracking error at the steady state, the constant l i represents the decreasing rate of λ i (t) which introduces a lower bound on the required speed of convergence of tracking error, and the k b i can represent the maximum overshoot whose size depends on initial tracking error. we will provide the definition of z i (t) in the next subsection. Throughout this paper, for ease of notation, we abbreviate z i (t) and λ i (t) using z i and λ i respectively, unless otherwise stated.
B. COORDINATE TRANSFORMATION
For the recursive control process, we are intended to add the n + 1th step to handle the input saturation in this work. Thus, we let the control input u be generated by a first-order dynamics driven by the actual control input υ, that iṡ
where c > 0 is a design constant. To facilitate analysis, let f n+1 (u, υ) = −cu + υ. Now, the original system (1) becomes
In the above augmented system, the original control law u can be regarded as one state-like x i , i = 1, · · · , n and the signal υ can be seen as an actual control input as shown in Figure 3 . Thereafter, a set of new state variables {z 1 , z 2 , · · · , z n+1 } can be defined by the following traditional coordinate transformations at the beginning.
where z 1 and z i are the output tracking error and the intermediate tracking error, then the virtual control law α i , i = 1, 2, · · · , n and the actual control law υ are designed at the ith step and the n + 1th step, respectively. In this study, we are intended to let the tracking error z i , i = 1, 2, · · · , n + 1 remain in a prescribed performance bound (PPB) by utilizing the IHTF and PPF, that is |z i | < λ i < k b i with k b i being a predesigned small positive parameter, whose size can be decided by initial tracking error. If we can guarantee that |z i | < k b i , it is easy to obtain that 
To achieve such goal, the traditional BLF approach pre-calculates A i , i = 1, 2, · · · , n by offline calling the Matlab routine function fmincon.m , which limits its application in practical engineering systems. To solve this problem, we are prepared to pre-assigned the value of A i based on k c 1 
, n is employed to define a novel coordinate transformation and the following ATF is utilized to guarantee
It is obvious that |η i | ≤ A i . Then, we can redefine the coordinate transformations as follows instead of the traditional intermediate tracking errors in (11) and (12) .
The relationship between η n and sat(υ) is shown in Figure 1 .
To clearly present the formula (13), the auxiliary variable η i can be rewritten as follows by employing the mean value theorem.
where 0 < i < 1, i = 1, 2, · · · , n, and
It is obvious that the ϕ i always satisfies 0 < ϕ i < 1. 
, which does not need to pre-calculate A i−1 and A n by calling the Matlab routine function fmincon.m . Thus, it can guarantee that the choice of parameters is facility.
C. ERROR TRANSFORMATION
For the prescribed performance, i.e., −λ i < z i < λ i . It is apparent that desired tracking error z i is a constrained variable. To guarantee the PPB shown in inequality (7), we utilize an IHTF to transform the constrained error variable z i into an equivalent unconstrained error variable s i as follows.
where χ i = z i /λ i . In order to facilitate the analysis and design, we define the following function for s i .
It is easy to obtain that 0 < 2/(k b i ) ≤ µ i < ∞ with χ i ∈ (−1, 1) . Throughout the control design procedure, we are prepared to utilize the unconstrained variable s i and µ i extensively. However, due to the properties of IHTF, we must solve a key problem in the design process, i.e., the existence and uniqueness of a maximal solution χ i on a time interval [0, ι max ) is guaranteed with ι max = +∞ such that χ i ∈ (−1, 1). To solve this key problem and guarantee that the tracking error z i is preserved within a pre-assigned PPB all the time in the next section, we first present some necessary technical lemmas as follows.
Consider the initial value problem [56] 
where ξ : R + × R n+1 → R n+1 is a continuous function with χ ∈ R n+1 is a non-empty open set. Lemma 3 [56] : For the initial value problem (20) , if ξ (·) satisfies: (i) locally Lipschitz on χ (t), (ii) piecewise continuous on t for each fixed χ ∈ χ , and (iii) locally integrable on t for each fixed χ ∈ χ . Then, there exists a unique maximal solution χ on a time interval [0, ι max ) with ι max > 0 such that χ ∈ χ for ∀t ∈ [0, ι max ).
Proposition 1 [56] : Suppose that the hypotheses of Lemma 3 hold. For a maximal solution χ : [0, τ max ) → χ on a time interval [0, ι max ) with ι max < +∞ and for any compact set˜ χ ∈ χ , there exists a time instantt ∈ [0, τ max ) such that χ(t) / ∈˜ χ . Lemma 4: For the unknown pure feedback nonlinear system (1), if the transformed error s i is bounded, i.e., |s i | ≤ ε i holds for any positive constant ε i > 0, then the −λ i < z i < λ i and |x i | < k c i , i = 1, 2, · · · , n and |u| < u M are guaranteed.
Proof: From the definition and property of IHTF in (18), we can obtain the following equation by employing the inverse logarithmic function
Since |s i | ≤ ε i , we can further have
From the fact χ i = z i /λ i , we can obtain the inequality −λ i < z i < λ i , ∀t > 0. Since λ i is a strictly positive and decreasing smooth function, the λ i must meet 0 < λ i ≤ k b i , ∀t > 0. Then we can obtain that |z i | < k b i . Subsequently, we have k b 1 
based on the analysis in Remark 3. Furthermore, it is apparent that|y r | < A 0 and |η i | < A i , i = 1, 2, · · · , n according to Assumption 2 and the Equation (13) . Thus, we can verify that |x i | < k c i , i = 1, 2, · · · , n and |u| < u M based on the coordinate transformations (10), (14) and (15) ultimately.
This concludes the proof.
In the next section, we will provide concrete control synthesis and stability analysis process based on the coordinate transformations (10), (14) and (15), the PPB in (7), the ATF in (13) and the IHTF in (18) , which can first ensure that there exists a unique maximal solution χ i on a time interval [0, ι max ) with ι max > 0 such that χ i ∈ (−1, 1) for ∀t ∈ [0, ι max ), and achieve that the transformed error s i is bounded and ι max = +∞.
IV. MAIN RESULTS

A. CONTROL SCHEME
Based on the aforementioned analysis, a recursive design procedure will be developed for unknown pure feedback nonlinear system (1) to achieve the control object.
Step 1: Consider the x 1 subsystem with z 1 = x 1 − y r , and choose a PPF as
where k b 1 = k c 1 − A 0 with |z 1 (0)| < k b 1 , l 1 and λ 1,∞ are positive constants, and represent the required maximum steady state and the minimum exponential convergence rate respectively. Design the first virtual control law α 1 as
The parameter ζ 1 updating law is designed aṡ
where the s 1 and µ 1 have been defined in (18) and (19) with i = 1, c 1 > 0, ρ 1 > 0 are design constants.
Step i, 
where l i and λ i,∞ are design positive constants, and
Design the ith virtual control law α i as
The parameter ζ i updating law is designed aṡ
where the s i and µ i have been defined in (18) and (19), c i > 0, ρ i > 0 are design constants.
Step n + 1: Consider the finally subsystem of (9) with z n+1 = u − η n , and select the parameters k b n+1 and A n to satisfy u M = k b n+1 + A n and |z n+1 (0)| < k b n+1 . Then, we choose PPF λ n+1 as follows
where λ n+1,∞ and l n+1 are design positive constants, and
Finally, design the actual control input υ as
The parameter ζ n+1 updating law is designed aṡ
where the s n+1 and µ n+1 have been defined in (18) and (19) with i = n + 1, c n+1 > 0, ρ n+1 > 0 are design constants.
Remark 4:
The presented methodology does not require any prior knowledge of system nonlinearities and any NNs/FLSs to approximate the unknown nonlinearities. Moreover, the ''explosion of complexity'' problem of backstepping can be completely eliminated without utilizing any additional filters or differentiators. Thus, the proposed controller is low-complexity.
B. STABILITY ANALYSIS
Now, we summarize the main results in the following theorem where it is proved that the proposed methodology can solve the control problem of system (1).
Theorem 1: For unknown pure feedback nonlinear system (1) obeying Assumptions 1 and 2, if the initial error condition satisfies (24) and (28), the actual control law υ in (32), the adaptive laws in (25) , (29) and (33) can guarantee the following properties.
(i) All signals in the closed-loop system are bounded; (ii) The tracking error z i is preserved within a specified PPB all the time, i.e., −λ i < z i < λ i , i = 1, 2, · · · , n+ 1, the state x i , i = 1, 2, · · · , n and u stays in the open constraint set, i.e., |x i | < k c i , i = 1, 2, · · · , n and |u| < u M , respectively. Proof: We will proceed the proof in Phase I, II and III. Phase I: Proving the existence and uniqueness of a maximal solution χ i on a time interval [0, ι max ) such that χ i ∈ (−1, 1) , ∀t ∈ [0, ι max ).
With the definitions z
we can obtain
Based on (24), (25), (28), (29), (31) and (32), it is apparent that the η i in (13) and the υ in (32) are a function of (χ 1 , · · · , χ i ) and (χ 1 , · · · , χ n+1 ), respectively. Then, invoking (34), (35), (36) and differentiating the normalized error χ i = s i /λ i , i = 1, 2, · · · , n + 1 with respect to time, we havė
Define the normalized error vector (37), (38) and (39) can be rewritten aṡ
Subsequently, we define a non-empty open set χ = n+1
. It is noted that the initial error condition satisfies (40) is a piecewise continuously differentiable on t and Lipschitz on χ over the set χ . Thus, the conditions in Lemma 3 are all satisfied, whereupon the existence and uniqueness of a maximal solution
Phase II: Proving the properties (i) and (ii) in the Theorem 1.
We have proved that the existence and uniqueness of a maximal solution
Subsequently, we prove the properties (i) and (ii) step by step.
Step II-1: Choosing the following Lyapunov function for the x 1 subsystem
Invoking (16), (18), (19) , (34) and (35), differentiating V 1 with respect to time, we havė
where (0, 1) . Subsequently, from (41) and the fact that λ 1 ,λ 1 , λ 2 , y r andẏ r are bounded, we arrive that there exists a positive constantF 1 such that
Then, submitting (24) and (44) into (43), theV 1 can be rewritten aṡ
By utilizing Young's inequality, we obtain
Then, submitting (25) and (44) into (43), theV 1 becomeṡ
where 1 = g 1 (1 − ϕ 1 ) and
It is obvious that the 1 takes values in the unknown closed intervals I := [ − , + ] with 0 / ∈ I based on Assumption 1 and the fact 0 < ϕ 1 < 1 in (17) .
Multiplying e γ 1 t on both sides of (47), we have
Integrating (48) 
. Thus, the (49) can be further expressed as
According
Based on the fact that ζ 1 , s 1 , α 1 , λ 1 ,λ 1 , λ 2 , y r andẏ r are bounded, form (13), (18), (19), (34), (35) and (41), it is straightforward to deduce the boundedness ofα 1 andη 1 ,
Step II-i, (i= 2, 3, · · · , n): Choosing the following Lyapunov function for the x i subsystem
Invoking (16), (18), (19), (34) and (35), differentiating V i with respect to time, we obtaiṅ
Step II-1 , there exists a positive constantF i such that
Then, submitting (28) and (54) into (53), theV i can be rewritten aṡ
By utilizing Youngs inequality, we obtain
Similar to
Step II-1 again, submitting (29) and (56) into (55), we haveV 
. Thus, the (59) can be further expressed as
where Step II-1 , theη i is also bounded ∀t ∈ [0, ι max ).
Step II-(n+1): Choosing the following Lyapunov function for the n + 1th subsystem
Invoking (16), (18), (19) , (34) and (35) , differentiating V n+1 with respect to time, we obtaiṅ
Step II-1 , there exists a positive constantF n+1 such that
Then, submitting (32) , (33), (63) and (64) into (62), we havė
According to Lemma 1 and 2, it holds for t ∈ [0, τ max ) that V n+1 , ζ n+1 and t 0 [N (ζ n+1 ) + 1]ζ n+1 e γ n+1 τ dτ are bounded, thus the s n+1 , υ and ζ n+1 are bounded. Since the boundedness of s n+1 , there exists positive constant ε n+1 such that |s n+1 | ≤ ε n+1 . Then, according to Lemma 4, we obtain |u| < u M .
Phase III: Proving ι max = ∞. This can be proved by contradiction. From the above analysis, we have proved that all signals in the closed-loop system are bounded, and the prescribed tracking control performance −λ i < z i < λ i , i = 1, 2, · · · , n + 1 can be guaranteed for t ∈ [0, ι max ). Notice that (22) implies that χ i ∈˜ χ i , where the set˜
e ε i +1 is nonempty and compact. Owing to (22) , it is straightforward to verify that˜ χ i ⊂ χ i , where the set˜ χ i = (−1, 1) . Hence, assuming ι max < ∞ and sincẽ χ i ⊂ χ i , Proposition 1 dictates the existence of a time instantt ∈ [0, ι max ) such that χ i (t) / ∈˜ χ i , which is a clear contradiction. Therefore ι max = ∞.
V. SIMULATION STUDY FOR THE HYPERSONIC FLIGHT VEHICLES
In this section, the proposed control scheme is used to the longitudinal dynamics of hypersonic flight vehicle to illustrate its effectiveness through the simulation. A widely used longitudinal model of hypersonic vehicle is the rigid-body model for the winged-cone accelerator configuration [57] . We assume that hypersonic vehicle keeps cruise flight with constant speed and altitude, and the influence caused by engine dynamic is ignored. Thus, the longitudinal dynamics of hypersonic flight vehicle can be described as follows.
where 2 + 0.3015α − 0.2289). The V , γ , α, q and δ e are velocity, flight path angle, angle of attack, pitch rate and elevator angular deflection, respectively. The other parameters of hypersonic flight vehicle are shown in [57] .
Since γ is quite small during the cruise phase, we take cos γ = 1 and cut down the state γ . Then, Let x 1 = α, x 2 = q, u = δ e , the longitudinal dynamics of hypersonic flight vehicle can be rewritten as
where and steady state error requirements, we are prepared to choose the following performance functions λ 1 (t), λ 2 (t) and λ 3 (t) for tracking error z 1 , z 2 and z 3 . In control system studies, we are mainly concerned with stability, settling time, overshoot and steady-state error of a closed-loop system. In this study, the requirements of settling time, overshoot and steady-state error can be preassigned by choosing appropriate parameters k b i , λ i∞ and l i for PPF λ i (t) = (k b i − λ i∞ )e −l i t + λ i∞ , i = 1, 2, · · · , n + 1. So the parameters k b i , λ i∞ and l i can be pre-selected based on the actual performance requirements of settling time, overshoot and steady-state error. On the other hand, we reckon that both PPC and back-stepping technique can improve the quality of the system transition process and stability. So the parameters c i > 0, ρ i > 0, i = 1, · · · , n + 1 are also easy to be specified. In fact, if we modify the parameters as c 1 = 3, c 2 = 9, c 3 = 35, ρ 1 = 0.3, ρ 2 = ρ 3 = 0.01, c = 0.2 in the simulation section, the simulation results are almost the same. The simulation results are omitted due to the limited space.
VI. CONCLUSION
This paper presents an adaptive control for a class of unknown pure feedback nonlinear systems with multiple constraints by integrating ATF, IHTF, auxiliary first-order dynamics, Nussbaum gain technique and back-steeping. The investigated controller possesses the following characteristics. First, it assumes that the nonlinearities completely unknown, i.e., unknown structure, unknown parameters and unknown control direction. Second, the proposed controller is low-complexity without utilizing any additional filters or differentiators to avoid explosion of complexity and any approximators to handle unknown nonlinearities. Moreover, the full state constraints, input saturation constraint and prescribed tracking performance constraints are guaranteed simultaneously for unknown pure feedback nonlinear systems. Finally, the simulation results on a hypersonic flight vehicle system illustrate the effectiveness and applicability of the investigated approach. He is currently an Associate Professor with the School of Aircraft Engineering, Nanchang Hangkong University. His current research interests include the aerodynamic performance and the flow control of micro air vehicles. VOLUME 7, 2019 
