Abstract. Let f and g be weight k holomorphic cusp forms and let S f (n) and Sg(n) denote the sums of their first n Fourier coefficients. Hafner and Ivić [HI89] proved asymptotics for n≤X |S f (n)| 2 and proved
Introduction and Statement of Results
Let f be a holomorphic cusp form on a congruence subgroup Γ ⊆ SL 2 (Z) and of positive weight k, where k ∈ Z ∪ (Z + 1 2 ). Let the Fourier expansion of f at ∞ be given by f (z) = n≥1 a(n)e(nz),
where e(z) = e 2πiz . In this paper, we consider upper bounds for the second moment of the partial sums of the Fourier coefficients, to hold for integral weight holomorphic cusp forms as a consequence of Deligne's proof of the Weil Conjecture [Del74] , gives us that a(n) ≪ n k−1 2 +ǫ and from this one might naively assume S f (X) ≪ X k−1 2 +1+ǫ . However, there is significant cancellation in the sum and we expect the far better bound, S f (X) ≪ X k−1 2
+ǫ , (1.1) which we refer to as the "Classical Conjecture," echoing Hafner and Ivić in their work [HI89] .
Chandrasekharan and Narasimhan, as a consequence of their much broader work on the average order of arithmetical functions [CN64] , [CN62] , proved that the Classical Conjecture is true on average by showing that where B(x) is an error term,
(log log log X) 3 log X , ( for a particular constant D. In general, it is possible to translate upper bounds for B(X) into upper bounds for S f (X). By the Ramanujan-Petersson Conjecture, we have |S f (X + ℓ)| 2 ≫ |S f (X)| 2 for all ℓ ≪ α(X) where α(X) := |S f (X)|X
for any small ǫ > 0, and X sufficiently large. It follows from (1.2), and the binomial expansion of (X ± α(X)) 6 . The first possibility is the Classical Conjecture and the second relates B(X) to S f (X). In particular, the bound B(X) ≪ X k log 2 (X) from [CN62] nearly allows us to recover Hafner and Ivić's upper bound (1.6).
In this paper, we consider Dirichlet series associated to the norm-squared partial sums, |S f (n)| 2 , and squared partial sums, S f (n) 2 ,
S f (n) 2 n s+k−1 .
(1.8)
The extra factor of n k−1 appearing in the denominator serves to normalize the L-functions and shifted convolution sums that appear in the decomposition of these series, as we will see in Section 3, so that every functional equation is of the form s → 1 − s. We choose our notation to be reminiscent of the notation for the Rankin-Selberg convolution. We have been unable to find previous occurrences of the above series in the literature, but sufficient understanding of the analytic properties of D(s, S f × S f ) and D(s, S f × S f ) allows new insights and avenues for investigating the behaviour of S f (n).
More generally, we also study the Dirichlet series associated to the product of the partial sums of two weight k holomorphic cusp forms, f and g, D(s, S f ×S g ) := n≥1 S f (n)S g (n)
n s+k−1 , D(s, S f ×S g ) := n≥1 S f (n)S g (n) n s+k−1 . (1.9)
Initially we work only with f, g of full-integral weight and of level one. The methodology is almost identical for D(s, S f × S g ) as it is for D(s, S f × S g ), so we exposit only for D(s, S f × S g ) and state the results for D(s, S f × S g ).
In Section 3, we decompose D(s, S f × S g ) into pieces which we refer to as the diagonal and off-diagonal contributions. Our main result is the meromorphic continuation of these diagonal and off-diagonal pieces, given by Theorem 4.7 in Section 4, ultimately giving the meromorphic continuations of D(s, S f × S g ) and D(s, S f × S g ). The major difficulty arises in determining the analytic behaviour of the off-diagonal, which involves the shifted convolution sum
where the a(n) and b(n) are coefficients of f and g, respectively. Our approach and notation to determine the analytic behaviour of Z(s, w, f × g)
is similar to that in [HHR13] , though the technique originates with Selberg [Sel65] . In particular, the above symmetrized form of Z(s, w, f × g) is reminiscent of a construction devised by Bringmen, Mertens and Ono in [BMO16] . In Section 4, we describe the behaviour of Z(s, 0, f × f ) and show that there is remarkable cancellation at potential poles, both within the sum in its spectral expansion and with the pole due to the Rankin-Selberg L-function L(s, f × f ).
We use an inverse Mellin transform and apply the meromorphic continuation of D(s, S f × S g ) in Section 5 to obtain the following smoothed partial sum result. Theorem 1.1. Suppose that f and g are holomorphic cusp forms of SL 2 (Z) of integral weight k. Then for any ǫ > 0,
, with θ = max j (Im t j ), where 1 2 + it j correspond to the types of each form in an orthogonal basis of Maass cusp forms. (For SL 2 (Z) we know that θ = 0.) Remark 1.2. Our main proof of Theorem 1.1 is for the case when f and g are level one. We expect the argument to completely generalize to higher level and nebentypus, and thus also to half-integral weight, but it is more difficult to explicitly verify the absence of poles of D(s, S f ×S g ) and D(s, S f × S g ) in this case. We reserve the details concerning general level for Section 6.
This can be thought of as a generalized, smoothed analogue of (1.2), as it includes a weight factor of e −n/X rather than a sharp cutoff function. In particular, by specializing to eigenforms f = g, we recover a new proof of the Classical Conjecture on average. The disparity between the error terms,
+θ+ǫ ) in our theorem and O(X k log 2 (X)), as cited above in (1.3), is accounted for in the smoothing factor. Applying different Mellin transforms would allow us to obtain sharp cutoff results but by our current analysis techniques we are unable to match O(X k log 2 (X)), which we still expect to be true even in the case when f = g. Indeed, the bound on the error term B(x) in (1.3) does not come from a pole of D(s, S f × S f ), but rather from more subtle issues of convergence from using a sharp cutoff.
In Section 6, we show how our methods might extend to general level and demonstrate how they extend to square-free level explicitly. Conversely, by comparing our methodology with the results of [HI89] and [CN62] , we get Theorem 6.2, which demonstrates surprising cancellation involving Kloosterman sums for general level.
Areas for Further Investigation. By using either a sharp cutoff or a concentrating integral transform on the meromorphic continuation given in Theorems 4.7 one could hope to extend the methods of this paper to get individual bounds on S f (n) 2 instead of average bounds. For the first time, we have an analytic object with which to explore these second moments.
The greatest barrier to progress has been understanding the discrete spectrum (4.7), which requires bounding
where V (X, s) is a cutoff function and T −1 is the Hecke operator that sends x in the argument of the function to −x. Other choices of cutoff function should lead to more and different avenues for exploration. We suspect better understanding of bounds on terms coming from the discrete spectrum are possible with current technology, and we are eager to explore other approaches.
Our current ability to bound the discrete spectrum will be made more clear in forthcoming work, where we build on the meromorphic properties of D(s, S f ×S f ) and use the flexible cutoff function V Y (X, s) = X 2 Y exp(πs 2 /Y 2 ) to bound the size of S f (n) in short intervals of a particular size.
Further, bounds on the size of S f (n) 2 are closely related to sign changes of S f (n) and of the individual Fourier coefficients a(n). In another forthcoming work, the authors investigate the sign changes in the sequence {S f (n)} and relations with the Classical Conjecture.
Basic Tools and Notation
In this section, we recall some basic tools and formulae.
2.1. The Rankin-Selberg L-function. Here we follow the construction of L(s, f × g) given in Section 1.6 of [Bum98] but we normalize so that the functional equation corresponds to the transformation s → 1 − s. Let f (z) = a(n)e(nz) and g(z) = b(n)e(nz) be modular forms of weight k on a congruence subgroup Γ, and where at least one is cuspidal. Let Γ\H denote the upper half plane modulo the group action due to Γ and let f, g denote the Petersson inner product,
The Rankin-Selberg convolution L-function is given by the Dirichlet series expansion for Re s > 1,
which can be meromorphically continued to all s ∈ C via the identity,
where E(z, s) is the real-analytic Eisenstein series
for Re s > 1. We also note that in (2.2) if we replace f g with f T −1 g, where T −1 is the Hecke operator which has action T −1 F (x + iy) = F (−x + iy) as described in Theorem 3.12.6 of [Gol06] , we can similarly get a meromorphic continuation of L(s, f × g). Here Γ ∞ is the stabilizer subgroup of Γ of the cusp at infinity. The Rankin-Selberg L-function is holomorphic except for, at most, a simple pole at s = 1 when f = g whose residues can be read from (2.2). When Γ = SL 2 (Z), we have the functional equation
due to the functional equation of the completed Eisenstein series
There is an analogous transformation at higher levels but its formulation is complicated by the existence of other cusps.
2.2. Mellin-Barnes integral transform. Here we consider an integral analogue of the binomial theorem and one of the integrals considered by Barnes [Bar08] , slightly modified from the formulation presented in 6.422(3) of [JZ07] .
Lemma 2.1 (Barnes, 1908) . If 0 > γ > − Re(β) and |arg t| < π, then
2.3. Selberg spectral expansion. We review Selberg's Spectral Theorem, as presented in Theorem 15.5 of [IK04] . Let L 2 (Γ\H) denote the space of square integrable functions with respect to the Petersson norm. Let f ∈ L 2 (Γ\H) and let {µ j (z) : j ≥ 0} be a complete orthonormal system for the residual and cuspidal spaces of Γ\H, consisting of the constant function µ 0 (z) and infinitely many Maass cusp forms µ j (z) for j ≥ 1 with associated eigenvalues 1 4 + t 2 j with respect to the hyperbolic Laplacian. We may assume that µ j are also simultaneous eigenfunctions of the Hecke operators, including the T −1 operator. Then f (z) has the spectral decomposition,
where a ranges over the cusps of Γ\H. We casually refer to the first sum as the discrete and residual spectrum, and the sums of integrals as the continuous spectrum. Further, these it j of the Maass cusp forms µ j are expected to satisfy Selberg's Eigenvalue Conjecture, which says that all t j are real. It is known that t j is purely real or purely imaginary, and Selberg's Eigenvalue Conjecture has been proved for certain congruence subgroups, but not in general. We let θ = sup j {| Im(t j )|} denote the best known progress toward Selberg's Eigenvalue Conjecture for Γ. The current best known result for θ for all congruence subgroups is due to Kim and Sarnak, who show that θ ≤ 7 64 as a consequence of a functoriality result due to Kim [Kim03] .
Decomposition of Main Series
In this section, we decompose D(s, S f × S g ) into smaller components that we can analyze individually.
Proposition 3.1. Let f (z) = n≥1 a(n)e(nz) and g(z) = n≥1 b(n)e(nz) be two weight k cusp forms. Define S f (n) := m≤n a(m) to be the partial sum of the first n coefficients of f . Then the Dirichlet series associated to
and Z(s, w, f × g) denotes the symmetrized shifted convolution sum
Proof. Expand and recollect the partial sums S f and S g .
Separate the sums over m and h into the cases where m = h, m > h, and m < h. We adopt the convention that a(n) = 0 for n ≤ 0 to simplify notation. We also reorder the sums, summing down from n instead of up to n. With somewhat abusive summation notation, this gives
(3.5)
In the first above sum, we take h = m. In the second sum, when h > m, we can let h = m + ℓ and then sum over m and ℓ. Similarly in the third sum, when m > h, we can let m = h + ℓ. This yields
The cases when m = 0 are distinguished. They contribute
) is a separation into diagonal, above-diagonal, and below-diagonal components. After reindexing by changing n → n + m, the sums over m ≥ 1 can be rewritten as
By using the Mellin-Barnes transform from Section 2.2 with t = m/n, we decouple m from n. Restricting to γ > 1 and Re s sufficiently large, the m sum can be collected into ζ(z) and the n sum can be collected into W (s; f, g). Simplification completes the proof.
To understand D(s, S f ×S g ), we study the analytic behaviour of L(s, f ×g) and Z(s, w, f × g). We treat W (s; f, g) as a single object and we show in Section 4 that the pole of L(s, f × g) will exactly cancel the rightmost pole of Z(s, 0, f × g).
4. Analytic behaviour of W (s; f, g) and Z(s, w, f × g) For now, let f and g be full-integral weight holomorphic cusp forms of level one. We expect most of our methods will generalize to arbitrary level and to half-integral weight, and we try to present the material in a way that indicates how the general methodology works. To this end, we continue to show dependence on progress towards Selberg's Eigenvalue Conjecture to indicate how the results generalize to congruence subgroups where the conjecture is not yet verified. We return to more general level in Section 6. In this section, we produce a spectral expansion for the symmetrized shifted double Dirichlet series
and use it to understand the analytic behaviour of W (s; f, g).
Spectral Expansion.
For an integer h ≥ 1, define the weight zero Poincaré series on Γ,
defined initially for Re(s) sufficiently positive and with meromorphic continuation to all s ∈ C.
which is a function in L 2 (Γ\H). By expanding the Petersson inner product below we get
where we mirror the notation in [HHR13] and define
again for Re(s) sufficiently positive. Dividing by h w and summing over h ≥ 1 recovers Z(s, w, f × g),
when both Re(s) and Re(w) are sufficiently positive.
We will obtain a meromorphic continuation of Z(s, w, f × g) by using the spectral expansion of the Poincaré series and substituting it into (4.1). Let {µ j } be an orthonormal basis of Maass eigenforms with associated types 1 2 + it j for L 2 (Γ\H) as in Section 2.3, each with Fourier expansion
Then the inner product of µ j against the Poincaré series gives
Remark 4.1. In the computation of this inner product and the inner product of the Eisenstein series against the Poincaré series, we use formula [JZ07, §6.621(3)] to evaluate the final integrals.
Let E(z, w) be the Eisenstein series on SL 2 (Z) as in (2.3). Then E(z, w) has Fourier expansion (as in [Gol06, Chapter 3]) given by
where
.
The inner product of the Poincaré series (h ≥ 1) against the Eisenstein series E(z, w) is given by 
in which ζ * (2s) := π −s Γ(s)ζ(2s) denotes the completed zeta function. The spectral expansion of the Poincaré series is given by
(4.6)
We shall refer to the above sum and integral as the discrete and continuous spectrum, respectively. After substituting (4.2) into the discrete part of (4.6), the discrete spectrum takes the form √ π
and is analytic in s in the right half-plane Re s > 1 2 + θ, where θ = sup j {Im(t j )} ≤ 7 64 is the best known progress toward Selberg's Eigenvalue Conjecture. After inserting (4.5), the continuous spectrum takes the form √ π
which has its right-most poles in s when Re s = 1 2 . Substituting this spectral expansion into (4.1) and executing the sum over h ≥ 1 gives the following proposition.
Proposition 4.2. For f, g weight k forms on SL 2 (Z), the shifted convolution sum Z(s, w, f × g) can be expressed as
Remark 4.3. Consider Stirling's approximation, that for x, y ∈ R,
|y| as y → ±∞ with x bounded. Thus, we have that for vertical strips in s and z,
(2 max(|s|,|z|)−2|s|) , where P (s, z) has at most polynomial growth in s and z. By Watson's triple product formula in the integral-weight case, given in Theorem 3 of [Wat08] , and Kıral's bound should we require the half-integral weight case, given in Proposition 13 of [Kır15] , we know that
has at most polynomial growth in |t j |. The same can be said about
albeit through more direct computation. From this it is clear that (4.7) and (4.8) converge uniformly on vertical strips in t j and have at most polynomial growth in s.
Meromorphic Continuation.
In this section, we seek to understand the meromorphic continuation and polar behaviour of Z(s, 0, f × g). This naturally breaks down into two parts: the contribution from the discrete spectrum and the contribution from the continuous spectrum.
4.2.1. The Discrete Spectrum. Examination of line (4.7), the contribution from the discrete spectrum, reveals that the poles come only from G(s, it j ). There are apparent poles when s = 1 2 ± it j − n for n ∈ Z ≥0 . Interestingly, the first set of apparent poles are at s =
Proof. The completed L-function associated to a Maass form µ j is given by
as in [Gol06, Sec 3.13], where ǫ = 0 if the Maass form µ j is even and 1 if it is odd. As the completed L-function is entire, L(±it j , µ j ) is a trivial zero.
Similarly, L(−2n±it j , µ j ), n ∈ Z ≥0 are trivial zeroes for even Maass forms.
Lemma 4.5. Suppose f and g are weight k cusp forms, as above. For odd Maass forms µ j , we have V f,g , µ j = 0.
is a self-adjoint operator with respect to the Petersson inner product we have that
Thus V f,g , µ j = 0.
Lemmas 4.5 guarantees that the only Maass forms appearing in line (4.7) are even. The first set of apparent poles from even Maass forms appear at s = 1 2 ± it j and occur as simple poles of the gamma functions in the numerator of G(s, t j ). They come multiplied by the value of L(it j , µ j ), which by Lemma 4.4 is zero.
So, in summary, D(s, S f × S g ) has no poles at s = 1 2 ± it j . The next set of apparent poles are at s = − 1 2 ± it j , appearing at the next set of simple poles of the gamma functions in the numerator. Unlike the previous poles, these do not occur at trivial zeroes of the L-function. So we have poles of the discrete spectrum at s = − 1 2 ± it j . 4.2.2. The Continuous Spectrum. Let us now examine line (4.8), the contribution from the continuous spectrum. This is substantially more involved than the discrete spectrum and exhibits remarkable cancellation.
The rightmost pole seems to occur from the pair of zeta functions in the numerator, occurring when s + w − 1 2 ± z = 1. We must disentangle s and w from z in order to understand these poles.
Line (4.8) is analytic for Re(s + w) > 2 − Re w + ǫ) for some very small ǫ, we want to shift the contour of integration, avoiding poles coming from the ζ * (1 − 2z) appearing in the denominator of the expansion of E(·, 1 2 + z). So we shift the z-contour to the right while staying within the zero-free region of ζ. By an abuse of notation, we denote this shift here by Re z = ǫ and let ǫ in this context actually refer to the real value of the z-contour at the relevant imaginary value. This argument can be made completely rigourous, cf. [HHR13, . By the residue theorem,
where the above residue is found to be
The residue is analytic in s for Re s ∈ (1 − Re w, 3 2 − Re w + ǫ), and has an easily understood meromorphic continuation to the whole plane. Notice also that the shifted contour integral has no poles in s for Re s ∈ ( 
By using the functional equations of the Eisenstein series and zeta functions, one can check that
So (4.8), originally defined for Re s > 
(4.13)
A very similar argument works to extend the meromorphic continuation in s of the contour integral past the next apparent pole at Re s = This gives meromorphic continuation of (4.8) arbitrarily far to the left, accumulating a pair of residual terms at each half-integer line as is the case in (4.16).
We now specialize to w = 0. The rightmost pole of (4.8) occurs in the first residual term appearing in (4.15) from the meromorphic continuation. The pole occurs at s = 1 from the Eisenstein series and has residue 
which can be interpreted as (see Section 2.1)
The next pole of (4.8) also occurs in the first residual term appearing in (4.15), occurring at s = 1 2 from the gamma function in the numerator of G(s, 0, z). Otherwise, the continuous spectrum (4.8) is analytic for Re s ≥ 1 2 . Combining this continuation with the continuation of the discrete spectrum (4.7), we get the following lemma. 
Returning to the meromorphic continuation of (4.8) given just above, we evaluate the second residual term (4.16), which only appears for Re s < 
By using the gamma duplication formula
and functional equations for ζ(s) and E(z, s), we can rewrite (4.20) as
Thus this second residual term has poles at zeroes of ζ(2s).
More generally, a residual term
is introduced for Re s < 1 2 − j in the continuation past the apparent polar line Re s = 1 2 − j for each integer j ≥ 0. We recognize (4.21) as the j = 0 case of (4.23). We note that the first residual term (4.15) is distinguished in coming from a pole from the zeta function, while all further residual terms have the same form as (4.23) and come from poles from gamma functions. As in (4.22), the Eisenstein series appearing in the jth residual (4.23) introduces poles at s = ρ 2 − j for each nontrivial zero ρ of ζ(s).
Analytic Behaviour of W (s; f, g). Recall that
Then Lemma 4.6 shows that the leading pole of
at s = 1 cancels perfectly with the leading pole of Z(s, 0, f × g). So W (s; f, g) is analytic for Re s > 
By applying the gamma duplication formula, expanding the completed zeta function in the denominator and cancelling similar terms from the numerator and denominator, this becomes
There is a pole at s = 1 2 coming from the gamma function in the numerator. The residue at this pole is given by
We rewrite this as a special value of the Rankin-Selberg L-function
. 
With this theorem and the decomposition from Proposition 3.1, we have the meromorphic continuation of the Dirichlet series D(s, S f × S f ).
Remark 4.8. Very similar work gives the meromorphic continuation for D(s, S f × S g ), mainly replacing g with T −1 g in the above formulation. This distinction only matters at higher levels when f and g have nontrivial nebentypus, and the spectral expansion is modified accordingly.
Second Moment of Sums of Fourier Coefficients
Now we will use the results of the previous section to prove Theorem 1.1 for cusp forms on SL 2 (Z) and suggest how the argument generalizes. First, we state a simple corollary of Theorem 4.7. 
appearing in Proposition 3.1, is analytic for Re s > − 1 2 + θ except for a simple pole at s = 1 2 . We now consider a smooth cutoff integral of D(s, S f × S g ). Using the well-known integral transform,
for σ large enough to be in the domain of absolute convergence of D(s, S f × S g ), say σ = 4. To understand the right hand side of (5.1), we decompose the left hand side as in Proposition 3.1. We thus investigate the two integrals,
where O ǫ (·) indicates that the implicit constant depends on ǫ.
Proof. Shifting the line of integration to Re s = ǫ passes the pole at s = 1 2 m with residue as given by Theorem 4.7. To bound the shifted integral, we observe that W (s; f, g) has at most polynomial growth in vertical strips while Γ(s) has exponential decay.
Proof. We first shift the z line of integration to ǫ, passing a pole at z = 1 from ζ(z) with residue 1
The remaining analysis of this integral is almost identical to the analysis of (5.2). We shift the line of integration to Re s = 1 2 + θ + ǫ, passing over the pole at s = 1 2 . The integrand has exponential decay in vertical strips, so the s-shifted integral is O ǫ (X 1 2 +θ+ǫ ).
All that remains is the shifted double integral 1
We shift the line of s integration to Re s = 1 2 + 2ǫ without encountering any poles. Again we have exponential decay in vertical strips in both s and z, so we can conclude that this integral is also O ǫ (X 1 2 +2ǫ ). Putting these together gives the lemma.
By combining Lemmas 5.2 and 5.3, we have proved Theorem 1.1 for D(s, S f × S g ), as stated in the introduction, for level one.
Theorem. If f and g are holomorphic cusp forms for SL 2 (Z), then for any
Remark 5.4. The main term in the above theorem, CX 1 2 , mostly agrees with the main term for the sharp cut-off in [HI89] as stated in (1.2) and (1.4) where f = g, though there are a few notable differences. Here we have normalized the Dirichlet series by dividing each |S f (n)| 2 term by n k−1 , so the power of X is 1 2 rather than k −1+ 1 2 . Furthermore, as we are performing a smooth cut-off, we have an extra factor of Γ( 3 2 ) owing to the Γ(s) in the inverse Mellin transform in (5.1). It is not hard to check that performing a sharp cut-off on the non-normalized Dirichlet series by integrating against 1/s instead of Γ(s) gives the exact same formula for the main term in (1.4).
Remark 5.5. When proving the analogue of this theorem for D(s, S f × S g ), there are only significant differences when f and g have nontrivial associated non-real nebentypus. As noted before case, the primary differences come from slightly more complicated Eisenstein series, L-functions associated to the Eisenstein series, and functional equations for these L-functions. We leave this out of the statement of the above theorem since for SL 2 (Z) all automorphic forms are complex linear combinations of eigenforms with real coefficients, so the distinction between S f (n)S g (n) and S f (n)S g (n) is trivial.
Remark 5.6. It is natural to try to shift the lines of integration further left, but this does not give much improvement. In Section 4, we see that Z(s, 0, f × g) has a line of poles when Re s = − 1 2 + θ, indicating that the exponent of the error term in Theorem 1.1 cannot be lowered.
If one could prove a sharp cutoff instead of a smoothed sum of the above shape, one could prove the Classical Conjecture.
Cancellation within W (s; f, g) for arbitrary level
While the techniques and methodology of Section 4 should work for general level, it is not immediately clear that the continuous spectrum of Z(s, 0, f × g) will always perfectly cancel the leading pole and potential poles from zeta zeroes of L(s,f ×g) ζ(2s) . In this section, we apply results of Chandrasekharan and Narasimhan ( [CN62] and [CN64] ) that show that significant cancellation always occurs in the Mellin integrals, shedding new light on cancellation of terms between the diagonal and off-diagonal parts of shifted convolution sums and on the behavior of certain sums of Kloosterman zeta functions.
We then explicitly show that further cancellation holds for integral weight modular forms on Γ 0 (N ) when N is square-free, and completely generalize Theorem 1.1 to squarefree level.
6.1. Leading Cancellation. Suppose f (z) = a(n)e(nz) is a cusp form on the congruence subgroup Γ, of weight k ∈ Z ∪ (Z + 1 2 ) with k > 2. We also allow the possibility for f to have nebentypus χ if Γ = Γ 0 (N ) for some N ∈ N. Theorem 1 of [CN64] gives that
Let us compare the result of Chandrasekharan and Narasimhan to the methodology of this paper. Performing the decomposition of D(s, S f × S f ) from Proposition 3.1 still leads us to study Z(s, 0, f × f ) and W (s; f, f ). The Rankin-Selberg convolution L(s, f × f )/ζ(2s) has poles at s = 1 and at zeroes of ζ(2s) in (0, 1 2 ). The contributions from these poles must cancel with those from the poles of Z(s, 0, f × f ) in the inverse Mellin transform from which Theorem 1.1 is derived, as otherwise the machinery of Sections 4 and 5 contradict (6.1). In particular, the leading contribution of the diagonal term cancels perfectly with a leading contribution from the off-diagonal,
We investigate this cancellation further by sketching the arguments of Sections 4 and 5 in greater generality. The spectral decomposition corresponding to Proposition 4.2 is more complicated since we must now use the Selberg Poincaré series on Γ,
The spectral decomposition of P h will involve Eisenstein series associated to each cusp, a, of Γ, which each have an expansion, 
is a Whittaker function, K ν (z) is a K-Bessel function, and
is a Kloosterman sum associated to double cosets of Γ with
This expansion is given in Theorem 3.4 of [Iwa02] . Letting µ j be an orthonormal basis of the residual and cuspidal spaces, we may expand P h (z, s) by the Spectral Theorem (as presented in Theorem 15.5 of [IK04] ) to get
This is more complicated than the SL 2 (Z) spectral expansion in (4.6) for two major reasons: we are summing over cusps and the Kloosterman sums within the Eisenstein series are trickier to handle. Continuing as before, we try to understand the shifted convolution sum
by substituting the spectral expansion for P h (z, s) and producing a meromorphic continuation. The analysis of the discrete spectrum is almost exactly the same: it is analytic for Re s > − 1 2 + θ, and so the only new facet is understanding the continuous spectrum component corresponding to (6.5). As noted above, the continuous spectrum of Z(s, 0, f × f ) has leading poles that perfectly cancel the leading pole of L(s, f × f )ζ(2s) −1 . Using analogous methods to those in Section 4, we compute the continuous spectrum of Z(s, 0, f × f ) to get
We've placed parentheses around the arithmetic part, including the Kloosterman sums and factors for completing a zeta function that appears within the Kloosterman sums.
Remark 6.1. We note also that (1.2), as in [CN62] , suggests that D(s, S f × S f ) has a pole at s = 1 2 and that no other poles should contribute additional terms to the inverse Mellin-transform for Re s > 0. As in Section 4.2, we recognize the pole at s = 1 2 coming from the continuous spectrum of
However, the exact nature of the potential polar behavior for Re s ∈ (0, 1 2 ) cannot be determined completely by comparison with [CN62] . It is natural to conjecture that there are no poles of D(s, S f × S f ) with Re s > 0 except for the known pole at s = 1 2 . We can make similar claims about the cancellation in the case of D(s, S f × S g ) when f = g. Indeed, if we let h 1 = f + g and h 2 = f + ig, then we have that
and Re S f (n)S g (n)
n s+k−1 and
n s+k−1 are also meromorphic in this region. Thus this is also the case for D(s; S f × S g ). We summarize the results of this section with the following theorem.
Theorem 6.2. Let f (z) = a(n)e(nz) and g(z) = b(n)e(nz) be weight k > 2 cusp forms on Γ, possibly with nebentypus χ if Γ = Γ 0 (N ). Then
(6.11) Remark 6.3. The result is essentially the same and the above argument is largely unchanged if we replace b(n) byb(n). The only potential issue is if there is an accompanying non-real nebentypus, χ, for f and g. In this case, we change the group we are considering to Γ 1 (N ), where the nebentypus does not affect the proof. Since g and T −1 g are both weight k holomorphic cusp forms for Γ 1 (N ), we use that D(s; S f × S g ) = D(s; S f × S T −1 g ) and we get that D(s; S f × S g ) is also meromorphic for Re(s) > 
From Hejhal [Hej83] , we know that the Eisenstein series satisfy the functional equation
Using these coefficients, we can explicitly describe write the continuous part of the spectrum of Z(s, w, f × g) in (6.11) as
(6.13) For Re(s + w) close to 3 2 , we obtain residual terms from the poles at z = ±(s + w − Notice that this is the same as the residue at z = s + w − 3 2 , so we can explicitly verify the cancellation of poles of Z(s, 0, f × g) at s = 1 as guaranteed by Theorem 6.2.
From the continuous spectrum (6.13), there are residual terms coming from z = ±(s + w − 1 2 ). In Section 4, setting w = 0 and examining the corresponding residual term in the level 1 case led to a term perfectly cancelling the diagonal contribution L(s, f × f )/ζ(2s).
We now investigate this residual term and cancellation in the square-free level case. Recall that we now have w = 0. The residual term from z = This is exactly the same as (6.16), and together these add together to perfectly cancel L(s, f × g)ζ(2s) −1 . Thus we see these residual terms in Z(s, 0, f × g) perfectly cancel the Rankin-Selberg diagonal for Re s ≤ where C is is a calculable residue depending only on f and g, and θ = max j Im(t j ) denotes the progress towards Selberg's Eigenvalue Conjecture for Γ 0 (N ).
