Abstract. Surface full-sky erythemal dose rate (EDR) from Ozone Monitoring Instrument (OMI) at both satellite overpass 9 time and local noon time are evaluated against ground measurements at 31 sites from USDA UV-B Monitoring and Research 10
However, the UV trends estimated from ground-based network using two sampling methods (one corresponds to the OMI 26 noon time and one averages all the data in a day) show significant negative trends in the Northeast and the Ohio River Valley 27 region, which is consistent with the increase of absorption aerosol optical depth as revealed by OMI aerosol product in these 28 regions. No statistically-significant trend can be found for OMI columnar O3 or cloud optical depth. The future surface UV 29 data estimated with better spatial and temporal resolution obtained from geostationary satellites would help resolve these 30 discrepancies found in the biases and estimated surface UV trends. 31
Introduction 33
The amount of surface solar UV radiation (200-400 nm) reaching the earth's surface has substantial impacts on human 34 health and ecosystems (UNEP, 2007; WMO, 2010) . For example, about 90 % of nonmelanoma skin cancers are associated 35 with exposure to solar UV radiation in the United States (Koh et al., 1996) . Bornman and Teramura (1993) and Caldwell et 36 al. (1995) showed the negative effects of UV radiation on plant growth and tissues. Since the discovery of the significant 37 ozone depletion in the Antarctic region (Farman et al., 1985) and mid latitudes (Fioletov et al., 2002) , subsequent effects on 38 surface UV levels have received attention. As a result, great efforts have been made to monitor surface UV radiation from 39 both satellite and ground instruments in the past few decades (Bigelow et al., 1998; Sabburg et al., 2002; Levelt et al., 2006) . 40
Although satellite measurements provide a better spatial coverage of the surface UV radiation, they (similar to ground-based 41 observations) are not only affected by instrument errors (Bernhard and Seckmeyer, 1999) , but are also subject to 42 uncertainties in the algorithms used to derive surface UV radiation. Therefore, evaluation of satellite-based estimates of 43 surface UV radiation against available ground measurements in many locations around the world is needed to characterize 44 the errors toward further refinement of the surface UV estimates. 45
46
The solar spectral irradiance (in mW m -2 nm -1 ) is usually measured by ground and satellite instruments. In addition, the 47 surface UV irradiance, denoted as 'erythmal weighted', has been widely used to describe the sunburning or reddening effects 48 TOMS overpass time. The results showed that the calculated correlation coefficient of these two datasets nonlinearly 168 increases with the increasing averaging windows (from ± 1 minute to ± 60 minutes) and stays nearly constant from ± 60 169 minutes to ± 90 minutes. 170
171
In this work, we will examine the separate effects of spatial collocation and temporal averaging on evaluation results. Firstly, 172
for each ground site, its observation is paired with the OMI data at pixel-level if the center of that pixel is within the distance 173 (D) of 50 km from that ground site. Then the ground observational data at each site is taken within (DT of) ± 5 minutes 174 around the OMI overpass time or the local solar noon time at that pixel. Correspondingly, the temporal mean of ground 175 observation within DT is compared to the spatial mean of OMI data within D. Further evaluation is conducted by changing 176 different D values to 10 km and 25 km and/or DT values of ± 10, ± 30 and ± 60 minutes around OMI overpass time and local 177 solar noon time. Consequently, a total of 12 sets of paired data are generated for the evaluation, as a result of a different 178 combination of three D values and four DT values used for spatially and temporally collocating OMI and ground data. For a 179
given DT, there are ~ 100,000, ~ 67,000, ~ 17,000 data pairs for D values of 50 km, 25 km and 10 km respectively. 180
Validation statistics 181
First, we present several commonly used validation statistics (Table 2) : Mean Bias (MB) calculated in Eq. (1), normalized 182 mean bias (NMB, %) in Eq. (2), the root-mean-square error (RMSE) in Eq. (3) and correlation coefficient (R). We also show 183 the overall evaluation of OMI surface UV data against ground observation in the form of a Taylor Diagram (Taylor, 2001) 184 (see Fig. 3(a) ). Taylor Diagram provides a statistic summary of OMI data evaluated against ground observation in terms of 185 correlation coefficient R (the cosine of polar angles), the ratio of standard deviations between OMI and ground observational 186 data (the normalized standard deviation (NSD)) shown in x and y axis respectively, and the normalized room-mean-square 187 difference (RMSD), shown as the radius from the expected point, which is located at the point where R and NSD are unity. 188
The following equations are represented: 189 Where i is the i-th paired (OMI-Ground) data point, N is the total number of paired data points and (,-.,0) and 193 (345678, 0) are the ith EDR from OMI and ground observation, respectively. 194
195
To determine whether the calculated MB or NMB are statistically significant, a t-test for differences of mean under serial 196 dependence is applied (Wilks, 2011) . This two-sample t-test assumes a first-order autoregression in the data. The computed 197 two-tailed p-value of less than 0.025 indicates that the difference between the means for the paired data (OMI and ground 198 EDR) would be statistically significant at the 95% confidence level. In addition, we calculate the PDF and CDF of the OMI 199 and ground observation. A Kolmogorov-Smirnov (K-S) test (Wilks, 2011 ) is performed to compare the CDFs of the OMI 200 and ground datasets. The K-S test is represented by the following formula: 201
If D is greater than the critical value, 0.84a1⁄ (n is the total number of data points), then the null hypothesis that the two 203 datasets were drawn from the same distribution will be rejected at the 99 % confidence level. OMI and ground observation can be estimated using the following linear model: 207
Where T is the total number of months considered and t is the month index, starting from January 2005 to December 2017. 209 f is the monthly mean surface UV irradiance either from OMI or the ground observation in the U.S. and C is a constant. f 210 = t/12, represents the linear trend function and is the magnitude of the trend per year. f is a seasonal component, 211 represented in the following form: 212
f is the noise not represented by the linear model and is often assumed to be a first-order autoregressive model, which can 214 be expressed as: 215
Where fC% is the noise from month (t-1), is the autocorrelation between f and fC% , f is the white noise which should 217 be approximately independent, normally distributed with zero mean and common variance { Q . 218
As described in Weatherhead et al. (1998) , General Least Squares (GLS) regression was applied to equation (5) to derive the 219 approximation of w and its standard deviation | as 220
Where n = T/12, is the number of years of the data used in the analysis and ƒ is the standard deviation of f . We will 222 consider the trend significant at the 95 % confidence level if 
256
The NSD of evaluating OMI OP_FS EDR for the majority of the sites varies from 0.75 to 1 (Fig. 4(a) both of the maximum differences are smaller than the critical values at the 99 % confidence level. Therefore, the null 281 hypothesis (OMI surface EDR and ground observed EDR were drawn from the same distribution) will not be rejected. This 282 good fit between OMI and ground EDR distribution for both solar noon time and overpass time again confirms the good 283 correlation found between these two datasets. 284
285
In order to better understand the variability of surface UV, the peak UV frequency inferred from ground observation is 286 investigated along with OMI Noon_FS EDR frequency. As seen in Fig. 7 , both OMI Noon_FS and ground peak EDR show a 287 high frequency at the lower end of surface EDR (< 100 mW m -2 ), which also reflects the smaller peak found in , instead, the ground peak values find a high 291 frequency around ~ 220 mW m -2 (shown in the red box in Fig. 7 ). This indicates that the OMI solar noon time EDR may not 292 always represent the high peak value on a daily basis due to the varying atmospheric conditions. The high frequency 293 occurrence of ~ 220 mW m -2 prevailed until 2015, at the same time, we find the frequency of higher surface EDR from 294 ground peak of ~ 300 mW m -2 starts to increase around 2014 (shown in the red box in Fig. 7 ). This increase in the 295 occurrence of peak UV intensity could have potential implications for human exposure and subsequent health effects, which 296 is beyond the scope of this study. 297 Table 4 and Table 5 summarize the regression statistics and other validation statistics of evaluating OMI OP_FS and 299
Impacts of spatial collocation and temporal averaging 298
Noon_FS EDR with different spatial collocation distances (D) and temporal averaging windows (DT), respectively. We find 300 that the spatial collocation distances do not affect the overall comparison results significantly. Even though the stricter 301 collocation distance within 10 km radius (or D = 10 km) results in 41 % decrease in MB for OMI OP_FS EDR evaluation, 302 the collocated data sample size is reduced to only about 17 % of the original datasets. In contrast, the length of temporal 303 averaging window seems to play a more important role in the overall comparison results. point as DT increases from ±5 minutes to ±60 minutes. The same progression is also found for OMI Noon_FS EDR 306 evaluation which is not shown here. Specifically, the increasing temporal windows cause the NSD values to increase. On the 307 other hand, R increases and RMSD decreases as temporal average window DT increases from ±5 minutes to ±60 minutes in 308 both cases, which can be also found in Fig. 4(d) . Moreover, the RMSE values decrease by about 16.8 % and 11.1 % as DT 309 increase from ±5 minutes to ±60 minutes for OP_FS and Noon_FS EDR comparison, respectively. The improvement with a 310 longer temporal averaging window for overpass time under full-sky is also found by Zempila et al. (2016) . Additionally, 311 changes in the sign of NMB from negative to positive are found at some of the sites for OMI OP_FS evaluation when DT 312 increases from ±5 minutes to ±60 minutes. The positive NMB is significant for sites CA21, TX41, MS01, ME01, MT01 and 313 VT01. This could suggest that atmospheric conditions do not stay the same over this longer temporal averaging window. 314
Impacts of the assumption of constant atmospheric conditions 315
As described in Sect. 2.1, the current surface UV algorithm assumes the same atmospheric conditions at OMI overpass time 316 and the local solar noon time regarding cloudiness, total column ozone and atmospheric aerosol loadings but with different 317
SZAs. However, this assumption may not hold all the time for the real atmosphere. We take the ratio between Noon_FS and 318 OP_FS EDR (Noon_FS/OP_FS) from both OMI and ground data as an indicator of the variation of atmospheric conditions 319 between these two times. Figure 8 shows the frequency and PDF of this ratio from both OMI and ground data obtained with 320
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would not fully represent the real atmosphere with the assumption of constant atmospheric conditions being made and could 323 thus induce errors in estimating surface UV irradiances. The scatter plot of the ground ratio and OMI ratio further confirms 324 the inconsistency between the OMI data and the observational data ( Fig. 9 ) with no significant correlation being found. 325
326
We further investigate the possible seasonal effects on this ratio. As can be seen in Fig. 10 , the mean and median ratio 327 (Noon_FS/OP_FS) from OMI are greater than those from the ground observational data throughout the year, which again 328
indicates the potential overestimation of OMI Noon_FS EDR using constant atmospheric conditions. Furthermore, the 329 discrepancy between these two ratios stays consistent in the spring and summer time. The smaller SZA in the summer time 330
would have relatively small effects and the difference in these ratios could be largely affected by the varying atmospheric 331 conditions between local solar noon time and OMI overpass time. However, this discrepancy becomes larger in the fall and 332 winter time, which could be the result of the elevated SZA towards winter time in North America to some extent. The larger 333 SZA (> 70º) in the colder times could increase the radiation path in the atmosphere which would thereby amplify the 334 atmospheric interaction with the solar radiation. Besides, other seasonal variables such as the climatological albedo used in 335 the current OMI surface UV algorithm could potentially play a role in the deviation between OMI and ground data. In 336 addition, the ratio from both OMI and ground observational data show larger variation in the fall and winter season than its 337 respective summer season, implying the impacts of the SZA seasonal variation on both OMI and observational data. (OMI/ground UV irradiance) on SZA under both clear-sky and all-sky conditions. For the all-sky condition, the ratio 347 increases steadily with increasing SZA up to 50º and becomes larger than one after 50º. From the simple regression derived 348 using bin averaged data (Fig. 11) , we find that the OMI OP_FS EDR bias has a stronger dependence on the overpass SZA 349 than Noon_FS EDR. At smaller SZAs, the median of OMI OP_FS EDR bias show smaller dependence, however, the median 350 increases greatly (up to -30%) when SZA is greater than ~ 65 º. 351
352
Clouds also play an important role in the difference between OMI and ground observational UV irradiance. Buchard et al. 353 (2008) found that the relative difference between OMI and ground EDR was associated with COT at 360 nm retrieved from 354 we find that the relative bias for OMI OP_FS EDR is more obvious at larger COT values as well (Fig. 12) . In addition, the 358 noise of the bias gets larger at higher COT values. This is due to the fact that OMI surface UV algorithm uses the average of 359 a pixel to represent the cloudiness in that specific pixel. In reality, the spatial distribution of cloudiness in that pixel could 360 vary a lot which could result in the large difference in surface UV irradiance between the OMI pixel and the ground 361 observational site. 362
Trend analysis 363
EDR is the weighted solar irradiance from 300-400 nm which covers the UVB range principally controlled by the 364 atmospheric ozone column. In addition, both UVA and UVB could be affected by the cloud cover and aerosol loadings in the 365 atmosphere. Thus, the identified trend of surface EDR could be a result of the combined effects of the aforementioned 366 different factors and it would be challenging to attribute the trend to any individual factor quantitatively. Therefore, we focus 367 on providing a descriptive summary of surface EDR trends derived from both OMI and ground observation. 368
369
We first analyze the surface EDR trend using OMI level 3 data. We find that OMI full-sky solar noon EDR data show a 370 positive trend in most of the places; but the only significant trend (95 % confidence level) was found in parts of the 371 northeastern U.S., in parts of the Ohio River valley region and in a small part of California (Fig. 13(b) ). A similar 372 distribution of trend is found in OMI level 3 full-sky spectral irradiance at 310 nm ( Fig. 14 (a) ). We also analyzed the trend 373 of OMI level 3 clear-sky EDR and total column ozone amount (not shown here) and found no significant trend in either 374 dataset. This could suggest that the contribution of ozone column to the estimated trend of OMI full-sky EDR is minimal. 375
Instead, the estimated trend could be induced by other factors such as changes in the local cloudiness and absorbing aerosols. In contrast, ground observation shows different trend patterns using two different sampling methods. For both methods, only 387 months with more than 10 days of data are used for trend analysis and considered missing values otherwise. The first method 388 is to average the ground observational data with D = 50 km and DT = ±5 minutes around local solar noon time, denoted as 389 once-per-day sampling. Eighteen of 31 sites are found to have significant trends at the 95 % confidence level (Fig. 13 (b) ). 390
Seven sites have positive trends while the rest of the 11 sites show negative trends. The second method averages all the data 391 in a day at each site, hereby referred to as all-per-day sampling. We find that this method results in 15 sites with significant 392 trends at the 95% confidence level (Fig 13(c) however, the magnitude of all-per-day sampling EDR is about 3 times smaller than that of the once-per-day sampling, which 399 is anticipated because the all-per-day average is smaller than one-per-day measurement around noon time. By averaging all 400 the daytime data, the all-per-day sampling method smooths out the atmospheric conditions throughout the day. In contrast, 401 the estimated trend of OMI Noon_FS EDR at this site is not significant, and this contrast suggests the importance to account 402 for the variation of atmospheric conditions throughout the daytime. The estimated positive trend from OMI AAOD at this 403 region could be the cause of the negative trend derived from the observed EDR, further suggesting the need to consider the 404 change of AAOD in estimating surface UV radiation. 405
Conclusion and discussion 406
In this study, we evaluated the OMI surface erythemal irradiance at overpass time and solar noon time for the period of Ground-based continuous measurements were used to show the effects of atmospheric variation on surface EDR. The ratio 437 of OMI Noon_FS / OP_FS EDR is greater than 1 for 95 % of the data points, while the ratio derived from the ground-based 438 data has a Gaussian distribution centered around 1. This means that the assumption of a consistent cloudiness, column ozone 439 amount and aerosol loadings between these two times would lead to large positive bias in the estimates of surface UV at 440 solar noon time, which is revealed in this study. Furthermore, we find that the OMI OP_FS EDR bias show some negative 441 dependence on the SZAs. Overall, the bias is smaller at smaller SZAs but increases greatly up to -30% when the SZA is 442 greater than ~ 65º. Additionally, the OMI OP_FS EDR bias shows slight dependence on COT. that may result in a more uniform trend compared with the once-per-day sampling. The difference in the estimated trends 453 from these two methods is greater for sites in the western and central U.S. Analysis using ground-based observation with two 454 methods and OMI data reveal contrasting trend in the Northeast and in the Ohio River valley, implying the climatological 455 AAOD may not well account for the day to day and diurnal variations. While no discernable column ozone and COT trend 456 from OMI are found, decreasing trends of surface UV, as revealed by both methods using ground-based data, seem to be 457 consistent with the increasing trend of OMI AAOD, further suggesting the need to consider AAOD variability in estimates 458 of surface UV. 459
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