We develop a cluster typical medium theory to study localization in disordered electronic systems. Our formalism is able to incorporate non-local correlations beyond the local typical medium theory in a systematic way. The cluster typical medium theory utilizes the momentum resolved typical density of states and hybridization function to characterize the localization transition. We apply the formalism to the Anderson model of localization in one-and two-dimensions. In one dimension, we find that the critical disorder strength scales inversely with the linear cluster size with a power-law, Vc ∼ (1/Lc) 1/ν ; whereas in two dimensions, the critical disorder strength decreases logarithmically with the linear cluster size. Our results are consistent with previous numerical work and in agreement with the one-parameter scaling theory.
I. INTRODUCTION
Over the past several decades, disorder-driven (Anderson) localization has been a subject of intensive theoretical [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] and experimental [14] [15] [16] [17] [18] [19] [20] [21] studies. It has recently been realized experimentally with atomic matter waves. [22] [23] [24] In the original seminal paper of Anderson, 3 localization is defined as the absence of diffusion. It generally arises from quantum interference between different particle trajectories and depends strongly on the dimensionality of the system. According to the oneparameter scaling theory, 1 there is no delocalized phase in one-and two-dimensions, whereas, a metal-insulatortransition (localization/delocalization phase) occurs at finite disorder strength in three-dimensions (3D). Effective medium theories like the coherent potential approximation (CPA) 10 and its cluster extensions, including the dynamical cluster approximation (DCA), [25] [26] [27] average over disorder, favoring a metallic solution, and fail to capture the localized state in 1 and 2D, and even the transition in 3D.
Here, we develop an extension of the Typical Medium Theory 9 which is able to capture the localized state. The study of disordered systems rely on probability distribution functions (PDFs) to measure 'random' quantities of interest. To characterize localization, the most important quantity in the majority of physical or statistical problems is usually the "typical" value of the 'random' variable, which corresponds to the most probable value of the PDF. 28 In most systems the nature of the PDF is not known a priori; as such, we have limited information via the moments or cumulants of the PDFs. Under such situation, the "typical" or the most probable value of the PDF 28 contains important and direct information. Different from some systems where the first moment (the arithmetic average) is a good estimate of the random variable, the Anderson localization is a non-self-averaging phenomenon. Close to the critical point the electronic quantities fluctuate strongly and the corresponding PDF of the local density of states is very asymmetric with long tails 29, 30 such that infinitely many moments are needed to describe it. 28 In some cases, the corresponding moments might not even exist especially close to the critical point.
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The arithmetic average of random one-particle quantities is not critical at the Anderson localization transition. This is the reason that most mean field theories like the CPA 10 and its cluster extensions including the DCA, [25] [26] [27] fail to provide a proper description of Anderson localization in disordered systems. This failure is intrinsic to these theories as the algebraically averaged quantities, i.e., averaged density of states, used in these methods always favor the metallic state. This can be understood from the fact that in an infinite system with localized states, the average density of states will remain continuous while the local density of states become discrete. See for e.g., Refs. 4,9,29,32-35 for a detailed discussion. In contrast to the arithmetic average, the geometrical average, 9, 29, 30, 34, 36 gives a better approximation to the most probable value of the local density of states. Dobrosavljević et al. 9 proposed the typical medium theory (TMT) to study disorder system, where the arithmetically averaged local density of states is replaced with the typical density of states (TDOS), where the geometrical average is used. They demonstrated that the TDOS vanishes continuously as the disorder strength increases towards the critical point, and it can be used as an effective mean field order parameter for the Anderson localization.
However, the TMT proposed in Ref. 9 is a single-site self-consistent mean field theory. Due to its local nature, arXiv:1306.5712v1 [cond-mat.dis-nn] 24 Jun 2013 it fails to capture the effect of spatial correlations. In this work, we extend the local typical medium theory 9 to a cluster version utilizing the ideas from the dynamical cluster approximation. [25] [26] [27] The DCA systematically incorporates spatial inter-site correlations. Therefore quantum coherence, which is important for Anderson localization, is captured. This is the key motivation of our work. A concomitant motivation is that recent theoretical work shows that rare events 12 play an important role in Anderson localization; our formalism might be able to take rare events into consideration.
We develop a cluster typical medium theory (CTMT) for studying disorder systems. Our cluster self-consistent mean field theory systematically incorporates non-local correlation effects into the local TMT (for a review of cluster approximation see Refs. 26,37). In our formalism, the typical density of states (TDOS) is calculated using the geometrical average of the imaginary part of the Green function. We utilize the TDOS and the hybridization rate to characterize the localization transition. The imaginary part of the hybridization rate measures the hopping amplitude or diffusion of electrons from the cluster to the typical medium (c.f. Fig. 1 (a) ). Then, the point where this quantity vanishes corresponds to the absence of diffusion and the onset of Anderson localization. We also note that the TDOS vanishes at the same point as the hybridization rate. We apply the developed CTMT approach to study the non-interacting Anderson model in one and two dimensions, and we briefly describe the failure of the method in three dimensions. For a review of the progress in lower dimensional Anderson localization, see for e.g., Refs. 5,16,38-42. Our results show that the CTMT provides a proper mean field description of Anderson localization for lower dimensional systems. While the present study is for diagonal Anderson disorder model, the method can easily be extended to other disorder distributions like Gaussian, binary disorder, etc.
The rest of this paper is organized as follows. After Section I, the basic formalism and description of the CTMT self-consistency is provided in Section II. Section III shows our computed results. We conclude in Section IV.
II. MODEL AND FORMALISM
We consider the Anderson model 3 with a diagonal onsite random disorder potential. The Hamiltonian is given byĤ
The operators c † i (c i ) create (annihilate) a quasiparticle in a Wannier orbital on site i and n i = c † i c i is the number operator, µ is the chemical potential, and t is the hopping matrix element between nearest-neighbor < i, j >, which we set 4t = 1 as the energy unit. The local potentials +W ] are randomly distributed according to a probability distribution P (V i ) with a box distribution function:
where the strength of the disorder in units of 4t is parametrized by the width W of the box, and Θ(x) is the step function. The cluster typical medium theory (CTMT) combines the self-consistent frameworks of the DCA 25 and the single site TMT approaches. 9 In particular, the CTMT maps the given disordered lattice system into a finite cluster which is embedded in an effective self-consistent typical medium (c.f. Fig. 1(a) ). Note that unlike in the usual DCA scheme where the effective medium is constructed via algebraic averaging over disorder configurations, in the CTMT scheme, geometric averaging is used. By mapping a d-dimensional lattice containing N sites to a finite small cluster containing N c = L d c sites, where L c is the linear dimension of the cluster, we dramatically reduce the computation effort. 26 Unlike the single-site methods commonly used to study disordered systems, such as the coherent potential approximation (CPA) 10, 43 or the local TMT, 9 the CTMT ensures that non-local, spatial fluctuations, which are neglected in single-site approaches, are systematically incorporated as the cluster size N c increases. Short length scale correlations inside the cluster are treated with exact numerical methods such as Monte Carlo or exact diagonalization, while long length scale correlations are treated within the typical medium (c.f. Fig. 1(a) ). At the limit of cluster size N c = 1, the CTMT recovers the local TMT, and at the limit of N c → ∞, the CTMT becomes exact. Hence, between these two limits, the CTMT systematically incorporates non-local correlations into the local TMT.
Let us describe our formalism in detail. In the DCA, the average density of states (DOS) at each cluster momentum K is defined as
where the superscript 'c' denotes cluster, and is the disorder average. For a single site N c = 1, we recover the CPA. The K-dependent cluster Green function is obtained from the site dependent Green function G c (i, j, ω) via
In the CTMT, we first obtain ρ c (K, ω) = −ImG c (K, K, ω)/π for each cluster disorder configuration. It is easy to show, using the Lehmann representation, 44, 45 that ρ c (K, ω) ≥ 0 for each K, ω, and disorder configuration. We then calculate using geometric averaging the cluster-momentum-resolved typical density of states (TDOS) for each K as
To ensure the causality of the Green function, we carry out the Hilbert transformation of the TDOS to obtain the typical cluster Green function as
And we use the typical Green function to continue the self-consistency loop. A schematic diagram of the CTMT self-consistency loop is shown in Fig. 1(b) . We have adopted the hybridization rate function Γ(K, ω) as the order parameter to control the convergence. This stems from the fact that Im(Γ(K, ω)) measures the rate of electron hybridization between the cluster and the typical medium. When Im(Γ(K, ω)) is zero, the hopping between cluster and medium vanishes and the electrons in the system are localized. We note that at this point the TDOS also becomes zero, as such, the TDOS and Im(Γ(K, ω)) act as mean field order parameters within our effective medium for detecting Anderson localization. The CTMT iterative procedure is described as follows:
1. We start by proposing an initial hybridization function Γ o (K, ω), where the subscript o denotes old. The choice of the starting guess for the hybridization function may be based on a priori knowledge, i.e., in case we have information about the self-energy Σ(K, ω) and cluster Green function
where
is the coarsegrained bare dispersion withk summed over N/N c momenta inside the cell centered at the cluster momentum K. 27 However, if nothing is known a priori, the guess Γ o (K, ω) ≡ 0 may serve as the starting point.
2. The cluster problem is now set-up by calculating the cluster-excluded Green function G(K, ω) as
Since the cluster problem is solved in real space, we then Fourier transform G(K,ω):
3. Next, we solve the cluster problem using, e.g., a Monte-Carlo simulation. Here, we stochastically generate random configurations of the disorder potential V . For each disordered configuration, we use the Dyson equation to calculate the new fully dressed cluster Green function
This is Fourier transformed to G c (K, K, ω) to obtain the cluster density of states ρ c (K, ω) = − 1 π ImG c (K, K, ω). The typical cluster density of states is then calculated via geometric averaging using Eq. 5. Then, we calculate the disorder averaged, typical cluster Green function G c typ (K, ω) via Hilbert transform using Eq. 6.
With the cluster problem solved, we use the typical
cluster Green function G c typ (K, ω), to calculate the coarse-grained cluster Green function G(K, ω) as
5. Finally, we calculate the new hybridization function using linear mixing
where the subscripts n and o denote new and old, respectively. The mixing parameter ξ > 0 controls the ratio of the new and old Γ(K, ω) entering the next iteration. For very small ξ, convergence may be slowed down unnecessarily, while for very large ξ, oscillations about the self-consistent solution may occur. Instead of linear mixing, the convergence of the computations can be improved by using the Broyden method 46 .
6. We repeat this procedure until the hybridization function converges to the desired accuracy,
. When this happens, the Green functions are also converged, G(K, ω) = G c typ (K, ω) within the computational error.
We note that instead of using the hybridization function Γ(K, ω) in the self-consistency, one can also use the self-energy Σ(K, ω). Both procedures should lead to the same solution since they are related by Eq. 7.
This method is causal, provided that the cluster solver produces a causal result. The argument is the same as that for the DCA 27 and will not be repeated here.
III. RESULTS AND DISCUSSION
We apply the CTMT scheme to one-and twodimensional disordered systems describe by the Hamiltonian in Eq. 1. Fig. 2 shows the local typical density of states (TDOS(R=0)) for a cluster of size N c = 8 at various disorder strengths. For both one-and twodimensional systems, the TDOS systematically goes to zero as the disorder strength is gradually increased. In 1D, the TDOS is practically zero for all frequencies at a critical disorder strength W c ≈ 0.8; whereas in 2D, W c ≈ 2.3. Above the critical disorder strength, the electrons are localized. The TDOS calculated in our CTMT scheme indeed provides key information about the Anderson localization transition.
According to the one-parameter scaling theory, [1] [2] [3] 5 in 1D an arbitrary weak disorder strength localizes the electrons; whereas in 2D, the system is also always localized, but with the difference that the conductivity only decreases logarithmically with disorder strength.
As we discussed in preceding sections, mean field theories, such as the single-site CPA, or the DCA, cannot capture the localization transition due to the use of an algebraic averaging scheme in their self-consistency. The single-site TMT, on the other hand, is able to qualitatively describe the localization transition in one, two and three dimensions, 11 but with critical disorder strength different from the exact values, i.e., in 1D and 2D, W c = 0 and in 3D W c = 2.1 (in units where 4t = 1).
6,9,11 This is not surprising as the local TMT completely neglects nonlocal inter-site correlations. The CTMT proposed in this paper gives a better qualitative and quantitative mean field theory for studying disordered systems in one and two-dimensions. We expect that as the cluster sizes increases, the critical disorder strength will systematically converge to the exact value of zero in the thermodynamic limit. This is demonstrated in Figs. 3 and 4. Figure 3 shows the local typical density of states at the band center, TDOS(R = 0, ω = 0), for a one-dimensional system as a function of disorder strength, W. By increasing the cluster size the critical disorder strength decreases and eventually will go to zero for a reasonably large N c . Similarly, Fig. 4 displays the local typical density of states at the band center for a two-dimensional system. The one-parameter scaling theory [1] [2] [3] 5 which shows that a 1D system is strongly localized, while 2D is the lower critical dimension of the Anderson localization transition. The insets of Figs. 3 and 4 show that the local hybridization rate at the band center, Γ(R = 0, ω = 0), goes to zero at the same value of W than the TDOS.
Figs. 5 and 6 address the scaling of W c vs N c . In 1D, the scaling ansatz is ξ = L c ∼ W −ν c , where ξ is the localization length, and ν the critical exponent. As shown in Fig. 5 , the power law behavior is nicely captured by our data with 1/ν = 0.46 ± 0.10 in basic agreement with previous numerical results which reported a value of 1/ν = 0.5, 47 and also with the one-parameter scaling theory.
1 The inset of Fig. 5 is a log-log plot of W c vs N c where the power-law behavior W c ∼ (1/L c ) 1/ν is seen as a straight line. . Therefore, the critical disorder strength decreases slowly with cluster size and only for very large clusters the system is completely localized. This behavior agrees with the oneparameter scaling theory, 1 as 2D is generally believed to be the lower critical dimension for the Anderson localization. 48 The inset of Fig. 6 is a semi-log plot of W c vs ln N c where the logarithmic behavior is seen as a straight line. We note that our data fit nicely to an exponent form: phenomenon in lower dimensions. For example, in 1D systems, one can easily extend this approach to study super diffusion, 49 which may not be possible in the local TMT approach, since the resonant states leading to super diffusion are non-local. This present formalism can also be extended to study off-diagonal disorder in delocalization/localization processes in low dimensions.
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We also applied this approach to study threedimensional systems. Unfortunately, our formalism, when applied with modest cluster sizes, is unable to fully capture the localization transition in 3D. First, we observe an unsystematic behavior of our formalism in the sense that for small cluster size, for e.g., N c =1, 4 and 8, the critical disorder strength W c , where all states become localized, is underestimated, while for larger cluster sizes, e.g., N c =24 and 38, it overestimates the critical disorder strength. Of course, in the limit of large N c , the CTMT recovers the exact critical behavior around W c . Second, for modest cluster sizes, while the TDOS becomes small as W increases, its width increases monotonically with disorder strength until the critical value is reached. However, in exact diagonalization calculations the width first increases and then decreases with disorder strength, 11, 53, 54 indicating that our current formalism fails to correctly capture the localization edge for modest cluster sizes. In addition, while the hybridization rates also become small, they do not all vanish at the critical disorder strength W c . Rather, only the hybridizations corresponding to states near the top and bottom of the bands vanish while the the states at the band center only vanish for values of the disorder strength much larger than W c . Apparently, while our current CTMT formalism is able to capture weak localization effects in lower dimensional systems, it is not able to capture the evolution of the localization edge which characterizes the transition in three dimensions until the clsuter sizes are very large. We are working to develop a fully causal formalism which is able to efficiently capture the localization transition in 3D.
IV. CONCLUSION
We develop a cluster extension to the local typical medium theory via the dynamical cluster approximation for studying localization in low dimensional disordered electronic systems. The developed CTMT systematically incorporates nonlocal corrections to capture quantum coherence. The formalism recovers the local TMT when the cluster size is N c = 1, and becomes exact as N c → ∞. Such an approach opens a new avenue to study localization effects in lower dimensional model systems.
