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We propose a Generalized Langevin dynamics (GLD) technique to construct non-Markovian
particle-based coarse-grained models from fine-grained reference simulations and to efficiently inte-
grate them. The proposed GLD model has the form of a discretized generalized Langevin equation
with distance-dependent two-particle contributions to the self- and pair-memory kernels. The mem-
ory kernels are iteratively reconstructed from the dynamical correlation functions of an underlying
fine-grained system. We develop a simulation algorithm for this class of non-Markovian models
that scales linearly with the number of coarse-grained particles. Our GLD method is suitable for
coarse-grained studies of systems with incomplete time scale separation, as is often encountered,
e.g., in soft matter systems.
We apply the method to a suspension of nanocolloids with frequency-dependent hydrodynamic
interactions. We show that the results from GLD simulations perfectly reproduce the dynamics of
the underlying fine-grained system. The effective speedup of these simulations amounts to a factor
of about 104. Additionally, the transferability of the coarse-grained model with respect to changes
of the nanocolloid density is investigated. The results indicate that the model is transferable to
systems with nanocolloid densities that differ by up to one order of magnitude from the density of
the reference system.
I. INTRODUCTION
Many materials, in particular soft matter, exhibit dy-
namics on multiple length and time scales. Examples
are protein folding1, polymer aggregation2 or colloidal
crystallization3,4. Since these problems are difficult to
access with standard atomistic simulations, one typically
considers coarse-grained (CG) models with fewer degrees
of freedom. A vast variety of different coarse-graining
techniques have been suggested that reduce the dimen-
sionality of a system 5–11. Most of these methods either
do not target the dynamical properties of the fine-grained
system at all, or they assume complete time scale separa-
tion: They postulate that the dynamics of the relevant,
coarse-grained particles is much slower than the relax-
ation time of the irrelevant, neglected degrees of freedom,
and thus take the CG dynamics to be Markovian. In real
systems, however, the relevant time scales often overlap
and the Markovian assumption is not justified. In such
cases, a more appropriate framework for the construc-
tion of dynamic coarse-grained models is the (multidi-
mensional) generalized Langevin equation (GLE)12
M V˙i(t) = F
C
i (t)−
∫ t
0
ds
∑
j
Kij(t, s)Vj(s) + ∂Fi(t), (1)
where Vi(t) denotes the velocity of the CG particle i, M
its mass, FCi (t) the conservative forces, and ∂Fi(t) the
fluctuating forces acting on it. The memory kernel ten-
sor Kij(t, s) determines the non-Markovian dissipative
self- and pair-interactions of the CG particles. Note that
both FCi and Kij are functions of the positions Rj of all
particles j. The fluctuating force is related to the mem-
ory kernel tensor via the fluctuation-dissipation theorem
(FDT),
〈∂Fi(t)∂Fj(t′)〉 = kBT Kij(t, t′), (2)
with the Boltzmann constant kB and the thermodynamic
temperature T . The GLE thus describes a system of par-
ticles in a canonical ensemble with constant temperature
T . The general form of the GLE results from the Mori-
Zwanzig projection operator formalism, which was intro-
duced roughly 50 years ago to theoretically understand
the process of systematic coarse-graining13–15. We note
that the average 〈·〉 in Eq. (2) is a conditional average for
fixed CG configuration and thus depends on the position
of all CG particles, just like the memory kernel.
In recent years, the GLE has become increasingly pop-
ular as a tool for mesoscopic modeling 16–24. However,
most studies so far were restricted to systems with one or
two particles. One problem with GLE-modeling of many-
particle systems is the high dimension of the memory
tensor Kij , which complicates the generation of random
forces with correct correlations (Eq. (2)). The problem
can be avoided if one simply neglects cross-correlations
in the friction kernel (Kij = δijKii). An alternative
Ansatz was recently proposed by Li et al.20,22. These
authors generalized the standard dissipative particle dy-
namics (DPD) equations of motion to a non-Markovian
DPD (NM-DPD) method with frequency-dependent pair
friction terms. In NM-DPD, the dissipative friction term
in Eq. (1) is thus taken to have the form∫ t
0
ds
∑
j
KNM-DPDij (t, s)Vj(s) (3)
=
∫ t
0
ds
∑
j 6=i
Kij(t− s) (Vj(s)− Vi(s)).
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2As in standard DPD, the correlated random forces ∂Fi
can then be written as sums of uncorrelated random pair
forces ∂Fij = −∂Fji, which greatly simplifies the prob-
lem of random force generation.
To the best of our knowledge, the method of Li et al.
is the only method published so far that enables non-
Markovian modeling with dissipative pair-interactions.
They applied their formalism to star-polymer melts and
reported promising results. However, the NM-DPD as-
sumption (3) implies an additive relation KNM-DPDii =
−∑j 6=iKij in Eq. (1), which is often not correct. More-
over, NM-DPD models are Galilean invariant by con-
struction, which is clearly inappropriate if the CG model
describes the motion of CG particles in a background
medium – as is the case in implicit solvent models.
In the present paper we propose a more general ap-
proach, the ”generalized Langevin dynamics” (GLD)
method. Like the above-mentioned models, it is also de-
rived from the GLE, but it relies on weaker assumptions
(the latter can in fact be considered as special cases of
the GLD model). The method can be seen as a gen-
eralization of Brownian dynamics (BD) with frequency-
dependent friction tensors5,6. It can therefore be applied
to polymers as well as colloidal systems with incomplete
separation of time scales.
In a recent paper, we have investigated the dissipative
pair-interactions in a system of two isolated nanocolloids
by theory and molecular dynamics simulations25. Here,
we consider suspensions of many nanocolloids. We con-
struct a coarse-grained GLD model from simulation data
for a fine-grained explicit solvent model at a reference
nanocolloid density ρ0. Then we perform GLD simu-
lations at a set of densities ρ. This allows us to vali-
date the method (by comparing the results of the GLD
simulations at ρ = ρ0 with those from the fine-grained
simulations) and to investigate other properties such as
the transferability and computational efficiency (bench-
marks) of the GLD method.
Our paper is organized as follows: In Sec. II we intro-
duce the Generalized Langevin dynamics method. We
derive the discretized equations of motion and present a
method how to efficiently determine the time- and cross-
correlated fluctuating forces. In Sec. III we then general-
ize the iterative memory reconstruction (IMRV) method
published in earlier work23 and demonstrate how it can
be used to reconstruct memory kernels from atomistic
simulations. Our results are presented and discussed in
Sec. IV. We summarize and conclude in Sec. V.
II. GENERALIZED LANGEVIN DYNAMICS
A. Basic Model
In the following, we consider a system of N coarse-
grained identical particles with positionsRi(t) and veloc-
ities Vi(t) in three dimensions. Our only approximation
is to neglect dissipative many-body interactions. The
memory kernel in the generalized Langevin equation for
particle i, Eq. (1), can then be written as
Kij(t, s) =
{
Kself[{Rik(t)}, t− s] : i = j
Kp[Rij(t), t− s] : i 6= j (4)
with
Kself[{Rik(t)}, τ ] = Ks(τ) +
∑
k 6=i
∆Ks[Rik(t), τ ] (5)
and Rij(t) = Ri(t)−Rj(t). Here we have expressed the
memory kernel tensor in terms of 3×3 dimensional ”pair-
memory” and ”self-memory” kernels (Kp and Kself, re-
spectively), and we have taken into account the possibil-
ity that nearby particles may affect the self-memory via
the sum over ∆Ks. If the pair interactions are strong,
it is important to include the latter contribution to the
self-interactions, as has been shown in Ref. 25 and will
also be apparent in Sec. III.
We expect that in many applications, the two-particle
contributions to the memory kernels, Kp and ∆Ks, can
be separated into contributions parallel and orthogonal
to the line connecting the centers of the particles. If this
is the case, the two-particle contributions to the memory
kernels can be decomposed according to
Kp[Rij(t), t
′] ≈ Kp‖ [Rij(t), t′] eijeTij (6)
+Kp⊥[Rij(t), t
′](1− eijeTij),
∆Ks[Rij(t), t
′] ≈ ∆Ks‖[Rij(t), t′] eijeTij (7)
+∆Ks⊥[Rij(t), t
′](1− eijeTij).
where Rij(t) = |Rij(t)| and eij = Rij(t)/Rij(t). In our
numerical studies (Secs. III and IV), we will only consider
the parallel components of Kp and ∆Ks for simplicity.
This approximation is justified by the theoretical and
simulation results in Ref. 25. Additionally, we will as-
sume that the single-particle memory kernel is isotropic,
Ks(τ) = Ks(τ)1, as it should be, given the symmetry of
our system.
B. Discretized Model Equations
Having defined the basic model, Eq. (1) with (4) and
(5), our next task is to construct a numerical integrator.
To this end, we first introduce discretized memory kernels
Km, defined as
K(t− s) =
mmax−1∑
m=0
Kmδ(t−m∆t) (8)
with the time step ∆t. The cutoff mmax determines the
longest time scale τmem = mmax∆t on which memory
effects are considered in the model. Introducing such
a cutoff is necessary for numerical reasons. It must be
optimized such that the GLD model is still computa-
tionally efficient while capturing the relevant memory
3effects in the underlying microscopic model. In some
cases, the discretization and cutoff of the memory ker-
nel can be circumvented by introducing auxiliary variable
expansions17–19,22,26. Here, the idea is to replace the non-
Markovian equations of motion by Markovian equations
for a system with virtual additional degrees of freedom.
The additional, auxiliary variables then introduce mem-
ory effects in the dynamics of the ”real” particles, and
they can be constructed in a systematic manner by fit-
ting the target memory kernel to a sum of (complex)
exponentials (see Appendix C). For the systems consid-
ered in the present work, it was, however, not possible
to utilize this expansion – mainly due to problems with
the distance-dependent two-particle contributions to the
memory, ∆Ks and Kp. This is discussed in more detail
in Appendix C.
Inserting the discrete version of the memory kernels,
Eq. (8), the GLD equation (1) with (4) and (5) take the
form
M V˙i(t) = F
C
i [{Rj(t)}] (9)
−
mmax−1∑
m=0
{∑
j 6=i
Kpm[Rij(t)] Vj(t−m∆t)
+Kselfm [{Rik(t)}] Vi(t−m∆t)
}
+ ∂Fi(t)
with the fluctuation-dissipation relation
〈∂Fi(t)∂Fj(t′)〉 = kBT
mmax−1∑
m=0
amδ(t− t′ −m∆t) (10)
×
(
δijK
self
m [{Rik(t)}] + (1− δij)Kpm[Rij(t)]
)
,
where Kselfm [{Rik}] = Ksm +
∑
k 6=i ∆K
s
m[Rik(t)] and the
prefactors am are given by a0 = 2 and am = 1 for m 6= 0.
The derivation of these equations follows closely that of
Eqs. (12)-(17) in Ref. 23 and will not be repeated here.
Starting from Eqs. (9)-(10), we can derive a numeri-
cal integrator for the GLE following a scheme proposed
by Grønbech-Jensen and Farago27. In earlier work23, we
have applied this scheme to construct an integrator for
the single-particle GLE; here, we extend that work to
multiparticle GLD with two-particle contributions to the
memory kernel. The derivation of the algorithm is pre-
sented in Appendix A. The final equations read
Ri,n+1 = Ri,n + ∆t a Vi,n (11)
+
∆t2
2M
b (FCi,n + F
D
i,n
′
+ FRi,n)
Vi,n+1 = a Vi,n +
∆t
2M
(a FCi,n + F
C
i,n+1) (12)
+
∆t
M
b (FDi,n
′
+ FRi,n)
where we have introduced the shortcut notations
Ri,n = Ri(n∆t), Vi,n = Vi(n∆t), F
C
i,n = F
C
i [{Rj,n}],
and defined the matrices
b =
[
1+
∆t
2M
Ks0
]−1
, a = b
[
1− ∆t
2M
Ks0
]
, (13)
as well as the dissipative force vector
FDi,n
′
= −
∑
j 6=i
(
Kp0 [Rij,n] Vj,n + ∆K
s
0[Rij,n] Vi,n
)
(14)
− 1
∆t
mmax−1∑
m=1
{∑
j 6=i
Kpm[Rij,n] ∆Rj,n−m
+
(
Ksm +
∑
k 6=i
∆Ksm[Rik,n]
)
∆Ri,n−m
}
,
with ∆Rk,n = Rk,n+1 −Rk,n. FRi,n are vectors of corre-
lated random numbers with zero mean and correlations
given by
〈FRi,n+mFRj,n〉 = kBT
am
∆t
Kpm[Rij,n+m], for i 6= j (15)
〈FRi,n+mFRi,n〉 = kBT
am
∆t
(
Ksm +
∑
k 6=i
∆Ksm[Rik,n+m]
)
.
The auto- and cross-correlations of the 3N dimensional
stochastic force vector can be described by a (3N × 3N)
dimensional correlation matrix (see below in Sec. II C).
In principle, one should prove that this matrix is positive
definite for all possible particle configurations. This was
done, e.g., when establishing the Rotne-Prager tensor as
a useful mobility tensor in BD simulations with hydro-
dynamic interactions28. In practice, however, providing
such general proofs for numerically reconstructed mem-
ory kernels is very challenging, therefore, we have checked
the positive definiteness on-the-fly in all simulations.
C. Constructing the Stochastic Forces
The remaining challenge in the development of our
GLD simulation method is to construct an algorithm that
efficiently generates stochastic forces FRi,n with correla-
tions as prescribed by the fluctuation-dissipation theo-
rem, Eq. (15). To this end, we generalize a technique
proposed by Barrat et al.29, which was also applied in
Refs. 20, 23.
We first rewrite Eq. (15) as a matrix equation,
〈Fn+mFn〉 = Km, (16)
where the entries FI,m of the 3N dimensional vectors
Fm are the unknown components of the time- and cross-
correlated stochastic force vectors FRi,m, and the known
entries KIJ,m of the 3N × 3N dimensional correlation
matrices Km are determined by the right hand side of
Eq. (15).
Generalizing Ref. 23 in a straightforward manner,
we introduce the real and symmetric matrices As for
s = −mmax + 1, ...,mmax − 1,
Km ≡
mmax−1∑
s=−mmax+1
AsAs+m, (17)
4where As+m = As+m−2mmax+1 if s + m ≥ mmax. The
stochastic force vector Fn can now be calculated by mul-
tiplying As with a sequence of uncorrelated Gaussian dis-
tributed random vectors Wn,
Fn =
mmax−1∑
s=−mmax+1
AsWn+s. (18)
The time-consuming task is thus the determination of
the matrices As. This is done by exploiting the con-
volution theorem. We Fourier transform the quantities
X = F ,W,K,A according to
Xˆω =
mmax−1∑
m=−mmax+1
Xm exp
(
−iωm 2pi
2mmax − 1
)
, (19)
(taking K−m = Km) and insert this expression into Eqs.
(17) and (18), which gives
Kˆω = AˆωAˆω and Fˆω = AˆωWˆω. (20)
This final result shows that we do not need to deter-
mine the matrix square root Aˆω =
√
Kˆω explicitly, but
only the product of the square root with the random in-
put vector. Calculating the full square root matrix scales
with the third power of N , while the latter can be real-
ized with linear scaling using the Lanczos algorithm30–32,
if one assumes that the particle interactions have a cutoff
radius rc. The basic idea behind the Lanczos algorithm
is to calculate the projection of a given n × n dimen-
sional input matrix and a n dimensional vector onto a
Krylov subspace. This is usually applied as an iterative
method to determine the eigenvalues of the input matrix.
The outcome of the projection is a reduced symmetric,
tridiagonal matrix. For such a matrix, simple and fast
techniques to determine the square root are available33.
Therefore, the Lanczos algorithm can also be used to de-
termine the product of the input vector with the square
root of the input matrix.
The pseudo code that implements the above described
method is displayed in Algorithm 1. In the following, we
make some important comments on the algorithm:
• The bottleneck of the method is the matrix-vector
multiplication (steps 5,7,10). The results of steps 5
and 10 are thus stored and reused in step 7.
• In our implementation of the algorithm, the fastest
operation to conduct the matrix-vector multiplica-
tion (steps 5,7) is to iterate over all neighbors in
every iteration step (e.g. by using neighbor lists).
Using sparse-matrix multiplication was found to be
very time consuming.
• The square root of the matrix Hk+1 in step 13 can
simply be determined by exploiting the fact that
Hk+1 is a real, symmetric and tridiagonal matrix
(see Ref. 33).
Algorithm 1 Generating correlated random numbers
FI,n with the distribution 〈FI,n+mFJ,n〉 = KIJ,m
1: Inputs:
KIJ,m for m = 0, ...,mmax − 1 with KIJ,m =
KIJ,−m
WI,n with 〈WI,n+mWJ,n〉 = δm0δIJ
2: Initialize:
compute KˆIJ,ω =∑mmax−1
m=−mmax+1KIJ,m exp(−imω 2pi2mmax−1 )
compute WˆI,ω =∑mmax−1
m=−mmax+1WI,n+m exp(−imω 2pi2mmax−1 )
3: for ω = 0 to mmax − 1 do
4: set v0I = 0, β
0 = 0, v1I = WˆI,ω/‖Wˆω‖, k = 1,∆ = 1
5: compute α1 = v1I KˆIJ,ωv
1
J
6: while ∆ > tol do
7: compute rk+1I = KˆIJ,ωv
k
J − αkvkI − βk−1vk−1I
8: set βk = ‖rk+1‖
9: set vk+1I = r
k+1
I /β
k
10: compute αk+1 = vk+1I KˆIJ,ωv
k+1
J
11: define V k+1Ip = v
p
I , p = 1, ..., k + 1
12: construct tridiagonal Hk+1pq with diagonal ele-
ments equal to (α1, ..., αk+1) and super- and sub-
diagonal elements equal to (β1, ..., βk)
13: compute xk+1 = ‖Wˆω‖V k+1
√
Hk+1e0,
with e01 = 1 and e
0
q = 0, q = 2, ..., k + 1
14: set ∆ = ‖xk+1 − xk‖
15: set k = k + 1
16: end while
17: set FˆI,ω = x
k
I
18: end for
19: compute FI,n =
1
mmax
(
FˆI,0 + 2
∑mmax−1
ω=1 FˆI,ω
)
• If a clear time scale separation between the typical
diffusion times of the coarse-grained particles and
the time scale of the memory can be assumed, then
Eq. (15) simplifies to〈
FRi,n+mF
R
j,n
〉
= kBTamK
p
m(Rij,n)/∆t. (21)
This enables, among other things, the precalcula-
tion of the Fourier transform of the memory kernels
(step 2).
• In step 19, only the correlated random numbers
FI,n are determined and not the entire inverse
Fourier transform of FˆI,ω. If one can assume
time scale separation as discussed in the previous
comment, one could further reduce the comput-
ing time by simultaneously calculating correlated
random numbers FI,n+m for a whole time window
m ∈ [0,mFT − 1]. This would speed up the algo-
rithm by a factor close to mFT.
• If the dynamics of the system is described suf-
ficiently accurately by single-particle self-memory
kernels only, one can use the algorithms presented
in Refs. 23, 29. In that case, the parameters for
the noise calculation can be precalculated before
the simulation run, which significantly decreases
the computational costs.
5III. RECONSTRUCTION OF
DISTANCE-DEPENDENT MEMORY KERNELS
Having established an efficient integrator for GLD sim-
ulations, we will now discuss the problem how to con-
struct coarse-grained GLD models from simulations of
fine-grained models. In a previous publication23, we
have introduced a class of iterative memory reconstruc-
tion (IMR) methods, which allows to determine memory
kernels iteratively from known dynamic correlation func-
tions. In that work, the method was tested on systems
with a single CG particle only. Here, we will show how
the method can be applied to large systems with many
particles, where two-particle contributions to the mem-
ory kernel tensor become important.
Specifically, we consider the short-range frequency-
dependent hydrodynamic interactions between nanocol-
loids in dispersion. The underlying fine-grained molec-
ular dynamics (MD) model consists of a Lennard-Jones
(LJ) fluid and hard-core nanocolloids of radius 3σ at tem-
perature kBT = . Here and in the following, all quanti-
ties are given in units of the LJ diameter σ, the LJ energy
 and the time τ = σ
√
m/ (m is the mass of LJ par-
ticles). More details on the model and the simulations
are given in Appendix B. Since the system has already
been studied extensively in Refs. 23, 25, we refer to these
references for an in-depth analysis of the dynamical cor-
relation functions.
In the present work, we use these correlation functions
as input to construct the coarse-grained model. The re-
construction is performed in two steps. First, the self-
and pair-memory kernels are initialized, using the same
procedure as introduced in Ref. 25. For this purpose,
we transform the GLE for two particles at given distance
into two single-particle GLEs that can be integrated very
efficiently. The result of this reconstruction is a coarse-
grained model that is valid for very dilute systems and
ignores many-body effects. In a second step, these many-
body effects are included in the coarse-grained model us-
ing the IMR technique23 in combination with GLD sim-
ulations.
A. Constructing non-Markovian coarse-grained
models in the highly dilute limit
If the two-particle contributions to the memory kernels
are not affected by multibody effects, one can efficiently
determine them from the auto- and cross-correlation
functions using a set of effective one-dimensional GLEs.
This approximation corresponds to the highly dilute
limit. To derive the coarse-graining scheme, we start
with the GLD equations, Eq. (1) with (4) and (5), for
two particles at roughly constant distance R in the ab-
sence of a conservative force, FC(t) = 0. The equation
for particle 1 is given by
MV˙1(t) =−
∫ t
0
ds
(
Ks(t− s) + ∆Ks(R, t− s))V1(s)
−
∫ t
0
ds Kp(R, t− s)V2(s) + ∂F1(t), (22)
and the equation for particle 2 is analogous. Here, only
two-particle memory contributions that are parallel to
the line-of-centers between the particles are taken into ac-
count (see the discussion at the end of Sec. II A). Hence,
it suffices to consider the one-dimensional motion of the
particles along that axis. The GLD equations for V1,2(t)
can be decoupled by considering the sum and the differ-
ence of the velocities, V±(t) =
√
1
2 (V1(t)± V2(t)), giving
MV˙± = −
∫ t
0
ds K±(R, t− s)V± + ∂F± (23)
with K±(R, t) = Ks(t) + ∆Ks(R, t)±Kp(R, t).
The above equation can be transformed into a noise-
free differential equation for the velocity auto- and cross-
correlation functions by multiplying Eq. (23) with V±(0)
and subsequently taking the ensemble average,
MC˙±(R, t) = −
∫ t
0
ds K±(R, t− s)C±(R, s). (24)
Here, we have introduced the additive and subtrac-
tive velocity correlation functions C±(R, t) = C11(R, t)±
C12(R, t) with Cij(R, t) = 〈Vi(t)Vj(0)〉 (using C11 = C22
and C12 = C21). On the basis of these equations, the
following coarse-graining procedure to determine a first
approximation for the distance-dependent self- and pair-
memory kernels is suggested:
First, we perform a MD simulation of freely diffus-
ing particles and calculate the velocity auto- and cross-
correlation functions,
Ca(R, t) =
1
N
∑
i,j 6=i
〈Vi(t)Vi(0) + Vj(t)Vj(0)〉Rij(t)=R ,
(25)
Cc(R, t) =
1
N
∑
i,j 6=i
〈Vi(t)Vj(0) + Vj(t)Vi(0)〉Rij(t)=R ,
(26)
withN = 2N(N−1). These functions describe the veloc-
ity auto- and cross-correlations of particle i in the vicinity
of a particle j at distance R. In the above definitions we
assume that the distance is approximately constant on
the time scale on which the velocity correlation functions
decay. This is indeed the case in colloidal and nanocol-
loidal systems, where the Brownian diffusion times and
the Brownian relaxation times differ by at least two or-
ders of magnitude25. For numerical reasons, the corre-
lation functions are binned with a spatial discretization
∆R, similar to the binning that is used for the memory
kernels (see also next paragraph).
6Second, we determine the additive and subtractive ve-
locity correlation functions C±(R, t) and apply an itera-
tive memory reconstruction (IMR) scheme for the deriva-
tion of the memory kernels K±(R, t). The fundamental
idea of IMR schemes is to successively adapt the mem-
ory kernels in a coarse-grained simulation model in such
a way that they perfectly reproduce the target dynamical
correlations of the underlying microscopic system. This
technique was proposed in Ref. 23 and is strongly related
to the iterative Boltzmann inversion known from static
coarse-graining8. Here, we use a scheme that targets
the velocity correlation functions, i.e., an IMRV scheme.
Numerically IMRV schemes were found to be more ac-
curate than IMRF schemes that target force correlation
functions23. We will discuss the specific IMRV scheme
applied here in more detail in Sec. III B. The only disad-
vantage of IMR methods compared to other reconstruc-
tion methods34–39 like the inverse Volterra technique36 is
an increase in computational effort, since coarse-grained
simulations have to be performed in each iteration step.
However, as discussed before, the coarse-grained simu-
lations are not time-consuming, since we only need to
integrate two one-dimensional GLE equations (23).
Third, the self- and pair-memory kernels are calculated
according to
Ks(t) + ∆Ks(R, t) =
K+(R, t) +K−(R, t)
2
, (27)
Kp(R, t) =
K+(R, t)−K−(R, t)
2
. (28)
Subsequently, the two-particle contribution to the self
memory, ∆Ks(R, t) can be determined by subtracting
the known single-particle memory Ks(t) (see Ref. 23).
The reconstruction in Step 2 can also be conducted us-
ing explicit inverse Volterra techniques36 (as was done,
e.g., in Ref. 25). For the system considered in this work,
however, the results obtained with this approach were
much less accurate than those obtained with the IMRV
method. This was due to accumulating errors when
applying the inverse Volterra technique, which became
most pronounced at large correlation times. In our ap-
plications here, we found the IMRV method to be more
robust than other non-iterative memory reconstruction
techniques34–39.
Fig. 1 compares the original results from the MD sim-
ulations with those from GLD simulations based on self-
and pair-memory kernels that were derived with the pre-
viously described coarse-graining procedure. The veloc-
ity cross-correlation functions agree very well with each
other. We can thus conclude that many-body effects do
not have a significant influence on the cross-correlations
in this system, at least for volume fractions around 1%.
Deviations between the GLD and MD results are observ-
able, however, in the velocity auto-correlation functions.
The velocity decorrelation is significantly overestimated
in the GLD simulations for both distances R. We ex-
plain this observation as follows: The comparison of the
MD results for single isolated nanocolloids with those for
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FIG. 1. Velocity auto- and cross-correlation functions (Ca
and Cc, respectively) for pairs of nanocolloids at distances
R = 7.2σ (red lines) and R = 9.0σ (green lines) in a nanocol-
loid suspension with density ρ = 10−4σ−3 (volume fraction
1 %), as obtained from GLD simulations (dashed) and MD
simulations (solid). The input memory kernels in the GLD
simulations are determined using the highly dilute approx-
imation described in Sec. III A. Also shown for comparison
is the single-particle autocorrelation function of an isolated
nanocolloid (with no particles nearby) as obtained from MD
simulations (blue solid line). To visualize the statistical er-
rors, five data points with y-error bars are included in the
curves. The error bars are smaller than the point size.
systems of many colloids already shows that the velocity
of a particle i decorrelates more rapidly if other particles
are in its vicinity (see Fig. 1, upper panel). The reason
is that the other particles disturb the flow field and thus
reduce the hydrodynamic backflow. When assuming the
highly dilute limit, this many-body effect is attributed to
one nearby nanocolloid at distance R only. Consequen-
tially, the two-particle contribution to the self-memory,
∆Ks(R, t), is overestimated in the coarse-graining pro-
cedure, which leads to the observed discrepancies. Ad-
ditionally, the neglect of the conservative force in Eq. 22
7can also have an influence on the observed discrepancies
between the GLD and MD results as has recently been
pointed out in Refs. 40 and 41. In our simulations, how-
ever, we found that this effect was relatively small.
To determine a coarse-grained model that accurately
reproduces the MD results, one must thus combine the
iterative memory reconstruction with multiparticle GLD
simulations.
B. Accounting for many-body effects in
non-Markovian coarse-grained models
In this subsection, we will show how to apply the
IMRV method for the reconstruction of the frequency-
dependent hydrodynamic interactions between freely dif-
fusing nanocolloids in many-body systems. In the IMR
schemes, the memory kernel K(t) in the CG model is
iteratively adjusted according to a prescription23
Kn → Kn+1 = Kn + hn(t)
(
φ(YMD)− φ(Y (n)CG )
)
, (29)
such that differences of the target property, Y , in the
CG model and in the fine-grained MD model are succes-
sively reduced. Here hn(t) is a filter function that changes
from one iteration to the next (see Ref. 23), and φ(Y ) is
a mapping function, which must be optimized depend-
ing on the choice of Y . Specifically, the IMRV method
targets the velocity correlation functions. In Ref. 23, a
mapping function based on the second time derivative of
Y (t) was proposed. However, when applying this scheme
to the present multiparticle system, we sometimes ob-
served an accumulation of errors in YCG(t) at late times
that increased linearly with t. A better result was ob-
tained with the alternative mapping function
φ(Y ) = −α M
2
kBT
Y (t+ ∆t)− Y (t)
∆t
, (30)
where α ≈ 6 τ−1 is a relaxation parameter that depends,
i.a., on the nanocolloid density and the time step and
needs to be adjusted for every reconstruction.
We should mention that we focus in the present work
on the hydrodynamic regime in which at least a few sol-
vent particles are located between the surfaces of the col-
loids, i.e., we disregard lubrication forces in the GLD sim-
ulations. This can be implemented by applying a lower
cutoff rc,min = 6.8σ to the memory kernels. For distances
R < 6.8σ, the memory kernels are replaced by the ones
at R = rc,min. The exclusion of lubrication forces is mo-
tivated by two observations: First, for small distances,
the statistics of the correlation functions are worse than
for larger distances, since the number of neighbors at a
distance R of a colloid scales quadratically with R. Ad-
ditionally, the radial distribution function is significantly
smaller than 1 in the regime R < 6.8σ. Second, the lubri-
cation forces lead to very strong pair interactions between
the particles, which contradicts some assumptions made
in this work. For example, in this case, the distance-
dependence of the memory kernel cannot be assumed to
be negligible on the time scale of the memory τmem. The
neglect of lubrication forces can of course have an influ-
ence on the overall rheological properties of the system
(as has, e.g., been discussed recently in Ref. 42). How-
ever, their influence on the long-range dynamics should
be small. We are therefore confident that this assumption
has no influence on the dynamical correlation functions
reported in the present work.
The static pair-potential between the colloids is de-
termined in a separate coarse-graining procedure using
the iterative Boltzmann inversion (IBI)8. Details can be
found in Appendix B and Ref. 43, Ch. 5. Since we dis-
regard lubrication forces, the pair potential did not have
a significant influence on the dynamical features studied
in this work.
The results of the iterative procedure described in this
subsection are shown in Fig. 2. The reconstruction time
step is ∆t = 0.05 τ and the time scale of the correction in
the iterative reconstruction tcor = 0.05 τ (see Ref. 23 for
details). Iterations 101 − 200 correspond to an iterative
reconstruction initialized with the final memory kernels
of the first reconstruction (It. 0 − 100). The two upper
panels visualize the iteration procedure. While the ve-
locity cross-correlation functions Cc are only subject to
minor corrections if multiparticle effects are taken into
account, the autocorrelation function Ca is significantly
altered. In the last iteration step, the difference between
MD and GLD simulations is within the statistical errors,
therefore, the iteration seems to have converged.
The lower figure compares the initial memory kernels
determined in the highly dilute limit to the final results
of the IMRV. It shows that the two-particle contribu-
tion to the self-memory, ∆Ks(R, t), is significantly re-
duced in dense systems. This is consistent with the previ-
ous discussions and demonstrates that the multiparticle
coarse-graining procedure is indeed capable of incorpo-
rating many-body effects into the coarse-grained model,
which were neglected when assuming the highly dilute
limit. The figure also shows that, despite the reduction
of ∆Ks(R, t), the distance-dependent correction to the
single-particle self-memory kernel still considerably dif-
fers from zero and should not be ignored.
In sum, the results show that we can indeed recon-
struct a dynamic coarse-grained model for nanocolloids
in dispersion that can reproduce the dynamics of the un-
derlying fine-grained system.
IV. ANALYSIS OF THE NON-MARKOVIAN
COARSE-GRAINED MODEL
In this section we perform an in-depth analysis of the
coarse-grained GLD model that was introduced in the
previous section. We will show comparisons to MD sim-
ulations and theory and analyze the transferability and
efficiency of the coarse-grained simulations.
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FIG. 2. Illustration of the iterative memory reconstruction
(IMRV) method applied to dispersions at nanocolloid den-
sity ρ = ρ0 := 10
−4σ−3. The memory kernels are initial-
ized with the results from the highly dilute approximation
(Sec. III A and Fig. 1). The upper two panels illustrate the
evolution of the differences in the velocity auto- and cross-
correlation functions Ca and Cc between MD and GLD sim-
ulations (∆C(t) = CGLD(t) − CMD(t)) for particle distances
R = 7.2σ (red) and R = 9σ (green) as the iteration pro-
gresses. The lower panel shows the corresponding memory
kernels. To visualize the statistical errors, five data points
with y-error bars are included in the curves.
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FIG. 3. Same as Fig. 1, but now with GLD memory kernels
obtained by full many-body IMRV reconstruction from MD
simulation data at the same nanocolloid density ρ = ρ0 =
10−4σ−3 (see Sec. III B and Fig. 2).
A. Comparison to MD simulations and
hydrodynamic theory
The dynamical properties of the system, namely the
velocity auto- and cross-correlation functions, are shown
in Fig. 3. The results are compared to the dynamic cor-
relation functions of the underlying microscopic model.
As expected from the well-behaved convergence of the
reconstruction procedure reported in the previous sec-
tion, the differences between GLD and MD simulations
are small. In fact, deviations can only be seen for small
particle distances, R < 8.0σ. The reason is that these
small-distance correlation functions have large statisti-
cal errors which complicates the iterative memory recon-
struction. Since the IMRV algorithm as applied here (Eq.
(30)) only corrects for differences in the first derivative of
the velocity correlation functions, it cannot easily han-
dle constant offsets. In order to improve on this, one
would have to include a term that depends on the target
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FIG. 4. Two-particle contributions to the memory kernels
for different particle distances R = 7.2σ and R = 9.0σ as
obtained from MD simulations via many-body IMRV recon-
struction (dashed lines, same data as in Fig. 2) compared to
the analytical results in Ref. 25 from fluid dynamics (FD) the-
ory. As predicted by the theory, the time scale of the peaks
is R/cs, where cs is the speed of sound.
function Y itself in the mapping function φ(Y ). Alter-
native mapping functions, however, turned out to be less
robust and since the deviations between GLD and MD
simulations are small we used the previously introduced
mapping function Eq. (30).
Fig. 4 compares the reproduced two-particle contribu-
tions to the self- and pair-memory kernels to analytic
results from hydrodynamic theory25. In the case of the
pair-memory kernel, the agreement is very good. De-
viations are only observed for small particle distances
R < 8.0σ, and they can be attributed to the approx-
imate nature of the theory at small distance to radius
ratios (see discussion in Ref. 25). In contrast, significant
differences between theory and simulations can be no-
ticed in the two-particle contribution to the self-memory
kernel, ∆Ks(R, t): The self-memory is substantially un-
derestimated by the theory. This could have two reasons:
First, ∆Ks(R, t) strongly depends on the boundary con-
dition at the surface of the colloids, since it is caused
by the reflection of sound waves at nearby colloids. It
is difficult to precisely model these reflections with the
hydrodynamic theory. Second, as discussed in the previ-
ous section, ∆Ks(R, t) is affected by many-body effects
which are not considered in the theory.
B. Transferability of memory kernels
In the following, we study the influence of the nanocol-
loid density ρ on the results for the velocity correlation
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FIG. 5. Same as Fig. 3, but now at different nanocolloid den-
sities ρ. In the GLD simulations (dashed, dot-dashed and
dotted lines), the memory kernels derived in Sec. III B from
MD simulations at the nanocolloid density ρ0 = 10
−4σ−3 are
used (Fig. 4). In the MD simulations, the correlation func-
tions do not visibly depend on the density, hence only one
representative curve (at ρ = ρ0) is shown.
functions. This allows us to analyze the transferability
of the memory kernels determined in the previous sec-
tion. All GLD simulations in this section are based on
the memory kernels determined by full many-body IMRV
from reference MD simulations at density ρ = ρ0. The
results are shown in Fig. 5. In the fine-grained MD sys-
tem (solid line), the effect of the density on the velocity
correlation functions is negligible and not visible in the
plot. Similarly, a reduction of the nanoparticle density in
the GLD simulations only has a minor influence on the
velocity autocorrelation functions. A significant increase
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of the nanocolloid density, however, leads to substantial
differences in the correlation functions in the GLD model,
which are thus not compatible with the MD data. This
can presumably be explained by the form of the self-
memory kernel in Eq. (5). According to this equation,
the self-memory is a sum of the single-particle contribu-
tion, Ks, and the two-particle contributions, ∆Ks, of
all particles that are within the cutoff rc of the mem-
ory kernels. If a particle i is surrounded by many other
particles, however, the simple sum of two-particle contri-
butions which have been determined at a much smaller
reference density is no longer appropriate. As discussed
in Sec. III B, ∆Ks also includes many-body effects in an
effective manner and should thus depend on the density.
The discrepancies between GLD and MD results at
ρ = 3.3ρ0 shown in Fig. 5 are still comparatively small,
but they increase further as ρ increases. In general, the
memory kernels determined at the density ρ0 = 10
−4σ−3
seem to be transferable to GLD simulations in the range
of densities up to ρ . 5ρ0. At even higher densities,
ρ & 10ρ0, an additional problem emerges: In the simu-
lations, one increasingly often encounters configurations
for which the total memory tensor K is not positive def-
inite. This indicates a stability problem, and moreover,
the algorithm (Sec. II C) to construct stochastic forces
that satisfy the fluctuation-dissipation theorem fails. In
this region the assumption made in Eq. (5) breaks down
and a more sophisticated many-body description has to
be found. Simply introducing density-dependent mem-
ory kernels would raise similar questions on the appli-
cability and interpretation of these memory kernels as
have been discussed for many years for the case of static
pair-potentials (see e.g. Ref. 44).
With the above analysis, we have demonstrated that
the non-Markovian coarse-grained model derived in the
previous section is applicable to a large range of nanocol-
loid densities ρ. The reconstructed memory kernels
thus indeed characterize the fundamental hydrodynamic
self- and pair-interactions between the nanocolloids. Al-
though this sounds obvious, it is an important conclu-
sion: By applying the iterative memory reconstruction,
one can construct coarse-grained models with dynamical
features that perfectly match the underlying fine-grained
system, without necessarily capturing the fundamental
physical features of the system. This would be the case,
e.g., if the set of relevant dynamical variables chosen for
the reconstruction of the coarse-grained model were not
ideal. Since the Mori-Zwanzig formalism does not give
any guidance regarding the optimal choice of relevant
variables, this decision has to be made a posteriori and
appropriately analyzed and discussed15.
C. Benchmarks of the GLD simulations
The potential benefits of GLD simulations of course
strongly depend on the computational costs of the sim-
ulations. We have already discussed that the algorithm
ρ [σ−3]
Simulation method 0.33 · 10−4 1.0 · 10−4 3.3 · 10−4
MD 61000± 2000 s 19500± 750 s 6400± 100 s
GLD 60± 1 s 63± 1 s 145± 1 s
CG MD 0.35± 0.01 s 0.56± 0.01 s 1.19± 0.02 s
TABLE I. Benchmarks of the Generalized Langevin dynam-
ics (GLD) technique compared to molecular dynamics (MD)
simulations for different nanocolloid densities ρ. The coarse-
grained (CG) MD results refer to simulations using only
the mean conservative force FC(R). The simulations cor-
respond to 125 nanocolloids integrated for 104 time steps,
with time step ∆tMD = 0.001 τ and ∆tGLD,CG-MD = 0.05 τ .
The benchmarks were run on the Mogon I cluster (https:
//mogonwiki.zdv.uni-mainz.de/dokuwiki/nodes) using 1
core on an “AMD Opteron 6272” CPU.
scales linearly with the number of particles. Here, we will
benchmark the method more quantitatively (see Table I).
Not surprisingly, the simulation time of the fine-
grained system for fixed nanocolloid number (N = 125)
strongly decreases with increasing nanocolloid density:
The system contains fewer solvent particles per nanocol-
loid if the density goes up. In contrast, the computational
costs of GLD simulations increases with increasing den-
sity, since the nanocolloids have more neighbors within
their interaction range. Nevertheless, Table I shows that
the computation time per simulation step is still signifi-
cantly smaller in the GLD simulations than in the fine-
grained MD simulations in all situations considered here.
Furthermore, the time step in the GLD simulations is
larger, which further speeds up the simulations. In to-
tal, the speedup of the systems considered in this work
ranges from Su = 1017∆tGLD/∆tMD = 5.1 · 104 (for ρ =
0.33 · 10−4 σ−3, corresponding to a nanocolloid volume
faction of 0.33 %) to Su = 44∆tGLD/∆tMD = 0.2 · 104
(for ρ = 3.3 · 10−4 σ−3, i.e., volume fraction 3.3%). It is
also interesting to compare the costs of GLD simulations
with the simulation costs of a corresponding Markovian
implicit-solvent model without memory kernels (labeled
CG MD in Table I). The GLD simulations are slowed
down by a factor of roughly 150 compared to the Marko-
vian simulations. This slowdown is the prize one has to
pay for including the correct dynamics according to the
generalized Langevin equation. Nevertheless, the GLD
simulation technique still permits to speed up simula-
tions of nanocolloid dispersions by at least 3 orders of
magnitude while capturing the correct dynamics.
D. Final discussion and remarks
The methods proposed in this work rely on the intro-
duction of a cutoff in the memory functions in both time
and space. Since hydrodynamic interactions are long-
range and have long-time tails, it is thus not possible
to reproduce them in full detail with the reconstructed
non-Markovian models. Methods that are able to imple-
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ment long-range interactions are often based on recipro-
cal space calculations like the Ewald summation45. Due
to the additional time-dependence of the memory ker-
nels, this technique cannot be adapted to the generalized
Langevin equation in a straightforward manner.
One possible way to include long-range interactions in
the model could be to combine the generalized and the
standard Brownian dynamics (BD) technique5,6. The
former is then used to model the frequency-dependent
short-range interactions, R < rc, between the particles,
and the latter accounts for long-range interactions at
R > rc, using Ewald summation. In the most naive im-
plementation of this scheme, the pair memory term KpR,τ
would jump discontinuously from KpR,τ = K
p
GLD(R, τ)
at R < rc to K
p
R,τ = K
p
BD(R) δ(τ) at R > rc. It may
also be possible to link the two regimes in a continuous
manner, if it is possible to find a function Φ(R) with
Φ(rc) = 1 such that K
p
R,τ = K
p
GLD(R, τ)||R|=rcΦ(R),
with Φ(R)
∫∞
0
dτKpGLD(R, τ)||R|=rc = KpBD(R) for
R > rc. With such an Ansatz, the GLD technique and
Ewald summation methods could possibly be combined.
The most important aspect of the non-Markovian GLD
technique introduced in the present work is that it pre-
cisely models the sound waves that mediate the hydrody-
namic interaction between two nanocolloids. When per-
forming standard Brownian dynamics simulations with
instantaneous hydrodynamic interactions, two approach-
ing nanocolloids interact via an increasing friction force
that decelerates the particles. The time correlation func-
tion between the particles decays rapidly. In contrast, the
self- and pair-memory kernels in the non-Markovian sys-
tem generate time-delayed interactions due to the finite
propagation velocity of the sound waves. The memory-
kernels thus induce a long-time correlation between the
velocities of the particles, which has a positive sign, in-
dicating that the particles move in the same direction
(see Fig. 3, bottom panel). An important consequence
of this correlation is that two particles are less likely to
approach each other. This effect is captured by GLD
simulations, but not by Markovian BD simulations. Ad-
ditionally, the sound waves are reflected and interact with
other colloids, which also influences the collective dynam-
ics and is not captured by BD simulation techniques. The
coarse-graining techniques developed in the present pa-
per enable us to systematically investigate such memory
effects and incorporate them into non-Markovian coarse-
grained models. The methods thus open up new ways
for dynamical coarse-graining and for understanding dy-
namical processes in soft matter physics.
V. CONCLUSION
In this work we have introduced the “Generalized
Langevin dynamics” (GLD) technique, a generalization
of the Brownian dynamics (BD) method that includes
time-dependent friction kernels. We have applied the
GLD technique to study the frequency-dependent hy-
drodynamic interactions between two nanocolloids in
a compressible fluid. The diffusion of these nanocol-
loids is affected by the hydrodynamic backflow effect,
i.e., the movement of the colloids induces fluid vortices
that interact with themselves and other colloids at later
times. Additionally, these colloids have pronounced pair-
interactions mediated by sound waves. Combining the
iterative memory reconstruction technique introduced in
Ref. 23 with GLD simulations, we can reconstruct non-
Markovian coarse-grained models that precisely repro-
duce these transversal and longitudinal dissipative inter-
actions. The model has a speedup of up to Su = 10
4 com-
pared to MD simulations of the underlying fine-grained
system, and it is transferable to a wide range of nanocol-
loid densities. Additionally, we have shown that the re-
constructed memory kernels are quantitatively compara-
ble to those predicted from fluid dynamic theory25.
The method can be applied without further ad-
justments to systems where long-range dissipative in-
teractions are not important, such as frequency-
dependent dipole interactions or active particles with
non-instantaneous local reorientations. In cases where
long-range hydrodynamic interactions cannot be ne-
glected, it could be combined with standard BD tech-
niques as discussed in Sec. IV D.
An interesting topic for future research would be the
construction of an auxiliary variable expansion that de-
scribes the same generalized Langevin equation as con-
sidered in this manuscript. For example, it might be
possible to adapt methods from numerical analysis con-
cerning the construction of hidden Markov models to this
problem. Such an approach might be more promising
than the a posteriori fitting procedures to auxiliary vari-
able expansions that have been proposed in the literature,
since the application of the latter to distance-dependent
memory kernels turned out to be difficult (see the discus-
sion in the Appendix C).
To generalize our ideas to non-equilibrium systems, it
will also be important to obtain a deeper understand-
ing of the appropriate form of the generalized Langevin
equations (GLEs) in non-equilibrium situations, e.g., us-
ing the Mori-Zwanzig projection formalism24. In particu-
lar, the fluctuation-dissipation theorem which defines the
correlations of the stochastic forces at equilibrium is not
necessarily valid at non-equilibrium24. For example, it
will be violated, in systems subject to active noise. Since
the main focus of soft matter research currently shifts
from equilibrium to non-equilibrium systems, we expect
that increasing effort will be devoted to dynamic coarse-
graining in the future, and that many exciting new tech-
niques and applications will emerge. We hope that the
methods presented here will prove useful in this future
research.
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Appendix A: Derivation of the GLD integrator
equations
Our starting point is Eq. (9) in the main text. We
proceed in several steps. In the first step, we integrate
Eq. (9) from tn = n∆t to tn+1 = tn + ∆t. Without
applying any approximation, the result is
M(Vi,n+1 − Vi,n) = −Ks0(Ri,n+1 −Ri,n) (A1)
+∆PCi,n + ∆P
D
i,n
′
+ ∆PRi,n,
where the first term singles out the momentum change
of particle i in the time step ∆t due to the instantaneous
single-particle friction Ks0, and the other terms summa-
rize other contributions to the total momentum change
of particle i. The single-particle friction term is singled
out, because it often dominates. Therefore, it will in-
corporated in a semi-implicit integration scheme in the
second step of this derivation scheme. The remaining
dissipative contributions to the total momentum change
are given by
∆PDi,n
′
= ∆PDi,n,0
′′ −
mmax−1∑
m=1
(
Ksm∆Ri,n−m + ∆P
D
i,n,m
′′)
(A2)
with ∆Rk,n = (Rk,n+1 −Rk,n) and
∆PDi,n,m
′′
=
∑
j 6=i
tn+∆t∫
tn
dt
(
Kpm[Rij(t)]Vj(t−m∆t)
+∆Ksm[Rij(t)]Vi(t−m∆t)
)
. (A3)
The conservative contribution is
∆PCi,n =
∫ tn+∆t
tn
dt FCi [{Rj(t)}], (A4)
and the stochastic contributions ∆PRi,n are vectors of ran-
dom numbers with mean zero and correlations
〈∆PRi,n+m∆PRj,n〉 = kBT am
tn+m+∆t∫
tn+m
dtKpm[Rij(t)] : j 6= i
〈∆PRi,n+m∆PRi,n〉 = kBT amKsm∆t (A5)
+
∑
k 6=i
tn+m+∆t∫
tn+m
dt∆Ksm[Rij(t)]
In the second step, we construct a semi-explicit inte-
gration scheme using the approximation
Ri,n+1 −Ri,n = ∆t
2
(Vi,n+1 + Vi,n) +O(∆t3) (A6)
Combining (A6) with (A1), we obtain the following equa-
tions, which are accurate up to order O(∆t2).
Ri,n+1 = Ri,n + ∆tb Vi,n
+
∆t
2M
b (∆PCi,n + ∆P
D
i,n
′
+ ∆PRi,n) (A7)
Vi,n+1 = aVi,n +
1
M
b(∆PCi,n + ∆P
D
i,n
′
+ ∆PRi,n) (A8)
where the matrices a and b are given by Eq. (13) in the
main text.
In the third step, we introduce further approximations
for ∆PCi,n and ∆P
D
i,n
′
in Eqs. (A7) and (A8). The con-
servative contribution, ∆PCi,n, is approximated by ex-
pressions such that the error in Eqs. (A7) and (A8)
remains of order O(∆t)3. In Eq. (A7), it is sufficient
to use the approximation ∆PCi,n = ∆tF
C
i,n + O(∆t2)
with FCi,n = F
C
i [{Rj(tn)}] (see also main text). In Eq.
(A8), an expression of order O(∆t2) is required, e.g.,
∆PCi,n =
∆t
2 (F
C
i,n+F
C
i,n+1)+O(∆t3). Here, we introduce
an additional correction term of order O(∆t3) which does
not change the order of the algorithm, but restores the
form of the quasi-symplectic ”SVVm” algorithm of Mel-
chionna in the case of Markovian single-particle Langevin
dynamics. Thus we use (see also Ref. 27)
∆PCi,n =
1
2
(
(1− ∆t
2M
Ks0)F
C
i,n + (1 +
∆t
2M
Ks0)F
C
i,n+1
)
⇒ b∆PCi,n =
∆t
2
(aFCi,n + F
C
i,n+1). (A9)
Regarding the dissipative and stochastic contributions,
∆PDi,n
′
and ∆PRi,n, we assume that the two-particle con-
tributions Kpm and ∆K
s
m vary sufficiently slowly as a
function of Rij(t) so that they are approximately con-
stant during one time step. Hence we make the approxi-
mation
∆Ksm[Rij(t)] ≈ ∆Ksm[Rij,n]
Kpm[Rij(t)] ≈ Kpm[Rij,n]
}
for t ∈ [tn, tn + ∆t].
(A10)
The integrals in Eq. (A5) are thus replaced by∫ tn+∆t
tn
dt K[m][Rij(t)] ≈ ∆tK[m][Rij,n], and the ex-
pression for ∆PDi,n,m
′′
(Eq. (A3)) is replaced by
∆PDi,n,m
′′
= −
∑
j 6=i
(
Kpm[Rij,n] ∆Rj,n−m
+∆Ksm[Rij,n] ∆Ri,n−m
)
(A11)
for m > 0. However, in order to obtain an integrator
based on explicit equations for Ri,n+1 and Vi,n+1 in each
integration step, the instantaneous friction contribution
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∆PDi,n,0
′′
must be treated differently. Here, we make the
approximation
∆PDi,n,0
′′
= −∆t
∑
j 6=i
(
Kpm[Rij,n]Vj,n+∆K
s
m[Rij,n]Vi,n
)
(A12)
This completes the set of approximations that enter the
algorithm. Putting everything together, we obtain Eqs.
(11)- (15) in the main text.
We note that in the present algorithm, the instanta-
neous single-particle friction contributions (Ks0) and the
two-particle contributions (∆Ks0 and K
p
0 ) are treated
on different footings. This is because we have assumed
that Ks0 dominates over the two-particle contributions,
hence we include only Ks0 in the implicit part of our
semi-implicit scheme. Including ∆Ks0 and K
p
0 as well is
possible, but results in a scheme where high dimensional
matrices have to be inverted in each time step (this can
be done efficiently, e.g., via the Lanczos algorithm30–32).
In the applications considered in the present work (Sec.
IV), the instantaneous two-particle contributions to the
memory vanished, due to the fact that the memory ef-
fects are mediated by propagating waves in the solvent.
Hence the approximation Ks0  ∆Ks0,Kp0 was justified.
Appendix B: Simulation details
In the fine-grained reference simulations, we consider
systems of N = 125 nanocolloids in a Lennard-Jones (LJ)
fluid. The LJ particles have the mass m and interact via
a truncated and shifted LJ potential with LJ radius σ, LJ
energy amplitude , and cutoff at rc,LJ = 2.5σ. This cor-
responds to a hard-core interaction with a small attrac-
tive tail. The fluid is initialized by placing LJ particles on
an fcc-lattice with lattice constant a = 1.71σ and there-
fore a density of ρ = 0.8σ−2. Nanocolloids are then in-
troduced into the system by overlaying spheres of radius
Rc = 3σ onto the fcc-lattice, and then turning all LJ par-
ticles inside the spheres into constituents of nanocolloids.
This results in nanocolloids of mass M = 80m. Nanocol-
loids are rigid bodies, i.e., the relative distances of all
particles forming one nanocolloid are kept fixed. Parti-
cles that are part of a nanocolloid interact with other
LJ particles by purely repulsive interactions, i.e., via a
truncated LJ potential with cutoff rc,LJ =
6
√
2σ. We
use a cubic simulation box with periodic boundary con-
ditions in all three dimensions and box size L3 = N/ρ,
where ρ is the target density of the nanocolloids. The
system is equilibrated at the temperature kBT =  by
NV T simulations with a Langevin thermostat. Simu-
lation data are then collected from molecular dynamics
(MD) simulations in the NV E ensemble with a time step
∆tMD = 0.001τ . All fine-grained simulations are per-
formed with the simulation package Lammps46,47.
Specifically, the memory kernels were reconstructed
from nanocolloid correlation functions in reference sim-
ulations of 125 nanocolloids with box dimensions L =
107.728σ, corresponding to a number density ρ0 =
0.0001σ−3 and a volume fraction of 1 %. The time step
of the GLD simulations is ∆t = 0.05τ , and the cutoff
of the memory sequence is mmax = 50, corresponding to
the memory scale τmem = 2.5τ . The spatial discretiza-
tion for the memory kernels is ∆R = 0.2σ with a cutoff
at rc = 15σ. From the mean thermal velocity of the
nanocolloids, v =
√
M−1 ≈ 0.1σ/τ , one can conclude
that the particles roughly diffuse over a distance ∆R on
the time scale τmem. Thus we may assume that two-
particle contributions to the memory kernels change only
slightly on this time scale, which allows us to optimize
the GLD algorithm by precalculating the Fourier trans-
forms of the memory kernels in Algorithm 1 as described
in Sec. II C.
Fig. 6 shows different steps of the iterative Boltzmann
inversion (IBI) reconstruction of the static pair-potential
between two nanocolloids. In the first step of the it-
eration (lower panel, iteration 0), one simply makes the
Ansatz that the potential is the negative logarithm of the
pair correlation function. At this level, it becomes neg-
ative at intermediate distances. After applying the IBI
procedure, however, the resulting pair potential is purely
repulsive. Hence the peak in the radial distribution func-
tion (see upper panel) is due to layering of colloids and
not due to solvent-mediated attractive interactions.
Appendix C: About the auxiliary variable expansion
Most techniques that have been proposed so far to in-
clude non-Markovian dynamics into coarse-grained mod-
els are based on an auxiliary variable expansion, where
the coarse-grained equations of motion are coupled to
additional variables with Markovian dynamics17–19,22,26.
With such an approach, the non-Markovian dynamics
of the system can be reproduced, although the actual
equations of motion are purely Markovian. The auxiliary
variables are determined by fitting (complex) exponential
functions to the desired memory kernels. Unfortunately,
it was not possible to adapt this procedure to the simu-
lations considered in this work, mainly due to problems
with the distance-dependent two-particle contributions
to the self- and pair-memory kernels. For future refer-
ence, we shortly sketch the problems that occurred when
attempting an auxiliary variable expansion.
To replace the N -particle generalized Langevin equa-
tion (1) with Markovian equations of motion, we use the
Ansatz(
V˙ (t)
s˙(t)
)
=
(
FC(t)
0
)
−
(
0 Avs
Asv Ass
)(
V (t)
s(t)
)
+
(
0 0
0 B
)(
0
ζ(t)
)
, (C1)
with the auxiliary variables s(t), the coupling matrices
Avs, Asv and the dissipative matrices Ass. We also in-
troduce uncorrelated Gaussian distribution random num-
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FIG. 6. Iterative Boltzmann inversion (IBI) to determine the
static pair-potential between two nanocolloids. The upper
figure shows the different iterations of the radial distribution
function g(r). The gray reference curve lies precisely on top
of iteration 50. The lower figure visualizes the static pair
potential V (r). For r < 6σ the potential just corresponds to
a hard-core potential.
bers ζ(t) with zero mean and unit variance. The matri-
ces B are given by the fluctuation-dissipation theorem
BBT = Ass +AssT. The 2KN -dimensional vector s(t)
consists of K uncoupled auxiliary variables sk(t). In the
following, the subscript k = 0, ...,K − 1 will be used to
refer to submatrices that act on the auxiliary variable
sk(t). Assuming that the time-dependence of V (t) is
known, the set of linear equations (C1) can be solved.
From this we can extract the time-evolution of the aux-
iliary variable system,
sk(t) =
K−1∑
k=0
∫ t
0
dt′e−(t−t
′)Assk (Asvk V (t
′) +Bkζk(t′)) .
(C2)
Inserting this result into the original approach shows that
Eq. (C1) indeed corresponds to a generalized Langevin
equation,
M V˙ (t) = FC(t)−
K−1∑
k=0
(∫ t
0
dsKk(t− s)V (t) + ∂Fk(t)
)
.
(C3)
The memory kernel is given by
Kk(t) = −MAvsk e−tA
ss
k Asvk , (C4)
and the correlation function of the random force is,
〈∂Fk(t)∂Fk(t′)〉 = kBTM2Avsk e−(t−t
′)Assk Avsk
T . (C5)
To comply with the fluctuation-dissipation theorem, we
thus set Avsk = −M−1Asvk T . To simplify the notation,
we also define
Assk =
A′ssk 0 00 ... 0
0 0 A′ssk
 with A′ssk = ( qk rk−rk qk
)
,
(C6)
and introduce the reduced N × N -dimensional coupling
matrices A′svk ,
Asvk,ij = A
′sv
k,(2i)j for even i, (C7)
Asvk,ij = 0 for odd i. (C8)
The latter definition transfers the complex exponential
functions to scalar exponential functions multiplied by
a cosine. In general, it is also possible to introduce an
additional phase parameter to the memory kernel. In our
system, however, this complicates the fitting procedure
without significantly increasing the quality of the fits.
These considerations finally lead to memory kernels,
Kk(t) = A
′sv
k
T
A′svk e
−qkt cos(rkt) = Pke−qkt cos(rkt).
(C9)
The coupling matrices A′svk can be calculated from Pk
by Cholesky decomposition. These fitting matrices Pk
contain the information about the amplitudes of the ex-
ponential functions that are fitted to the self- and pair-
memory kernels.
We tested this approach for the memory kernels that
were reconstructed from the fine-grained simulations. In
these tests, we observed that including the self- and pair-
memory kernels resulted in fitting matrices P k that were
not positive definite. Consequentially, the coupling ma-
trices were not well defined. This can be rationalized in
the following way: While the memory kernels themselves
vary smoothly with the distances of particles, the fit-
ting procedure produced strongly discontinuous distance-
dependent amplitudes. These discontinuities could lead
to impossible correlation matrices for some auxiliary vari-
ables k, in which one particle was strongly correlated
with the other particles, while these other particles were
anti-correlated. The problem could be reduced by con-
straining the fitting parameters, which made the fitting
procedure more difficult without significantly improving
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the general applicability of the technique. For our sys-
tems, we were thus not able to construct a realistic and
stable auxiliary variable expansion.
One possible solution for this problem could be to con-
struct hidden Markov models directly from the atom-
istic simulations and not based on an a posteriori fitting
procedure48. This, however, goes beyond the scope of
the present work.
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