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HIGHER HOCHSCHILD HOMOLOGY AND EXPONENTIAL
FUNCTORS
GEOFFREY POWELL AND CHRISTINE VESPA
Abstract. We study higher Hochschild homology evaluated on wedges of
circles, viewed as a functor on the category of free groups. The principal
results use coefficients arising from square-zero extensions; this is motivated in
part by work of Turchin and Willwacher in relation to hairy graph cohomology.
Working over a field of characteristic zero, we obtain explicit calculations of
higher Hochschild homology, generalizing results of Turchin and Willwacher.
This exploits exponential functors, which arise both in calculating higher
Hochschild homology and in the study of polynomial functors on free groups.
For the main cases of interest, the action of automorphisms of free groups on
Hochschild homology factors across outer automorphisms. As the appropriate
underlying framework, we introduce and make essential use of the category of
outer functors, the full subcategory of functors on free groups on which inner
automorphisms act trivially.
1. Introduction
Higher Hochschild homology generalizes classical Hochschild homology for (com-
mutative) rings. As defined by Pirashvili [Pir00b], higher Hochschild homology is
a (non-additive) homology theory for pointed topological spaces, written here as
HH∗(X ;L) for a pointed space X and a coefficient Γ-module L (following Pi-
rashvili, Γ denotes the category of finite pointed sets). A fundamental example of a
Γ-module is given by the Loday construction L(A,M) associated to a commutative
algebra A and an A-module M . Taking X to be the circle S1, HH∗(S
1;L(A,M))
identifies with the usual Hochschild homology HH∗(A,M).
We restrict to the case where X is a finite wedge of circles and exploit naturality
with respect to X . This is inspired in part by the work of Turchin and Willwacher
[TW19] in connection with the calculation of hairy graph homology [TW17], for
which Turchin and Willwacher exhibited a spectral sequence with input given by
higher Hochschild homology with coefficients in L(k[ε],k[ε]), where k[ε] is the ring
of dual numbers over a field k of characteristic zero.
One of our key strategies is to focus upon the functorial structures which arise.
Viewing a finite wedge (S1)
∨
r of r circles as the classifying space BZ⋆r of the free
group Z⋆r gives a functor from the category gr of finitely-generated free groups
to the pointed homotopy category. Thus we consider higher Hochschild homology
Z⋆r 7→ HH∗(BZ⋆r;L) as an object of F(gr;k), the category of functors from gr
to k-modules (assuming that L takes values in modules over the commutative ring
k).
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When the coefficients L arise from a functor defined on unpointed finite sets,
Fin, higher Hochschild homology HH∗(X ;L) is a functor on the unpointed homo-
topy category. It follows that the action of the automorphism group Aut(Z⋆r) on
HH∗(BZ
⋆r;L) factors across the outer automorphism group Out(Z⋆r) (cf. [TW19]).
We place this in the functorial context by introducing the category of outer functors,
the full subcategory FOut(gr;k) ⊂ F(gr;k) of functors on which the action of the
automorphism groups Aut(Z⋆r), for each r ∈ N, factors across Out(Z⋆r). Higher
Hochschild homology gives a source of highly non-trivial examples of objects in
FOut(gr;k).
The category FOut(gr;k) of outer functors is crucial in our work and is of inde-
pendent interest. For example, the right adjoint
ω : F(gr;k)→ FOut(gr;k)
to the inclusion FOut(gr;k) ⊂ F(gr;k) arises naturally in the study of higher
Hochschild homology, as explained below. Indeed, the calculation of the higher
Hochschild homology groups that interest us is essentially equivalent to calculating
ω on certain functors. The methods that we develop here give information on outer
functors; see Section 1.7 of this Introduction for some cohomological consequences.
To introduce our results on higher Hochschild homology, we first outline the case
with coefficients L(k[ε],k[ε]), for k a field of characteristic zero. The starting point
is the well-known identification of the classical Hochschild homology HH∗(k[ε],k)
as T†coalg(k), the tensor coalgebra on k in degree one, considered as a graded com-
mutative Hopf algebra with the shuffle product. (Throughout the paper, the dec-
oration † appears in relation to graded commutativity, as explained in Sections 7
and 8.)
From this, one deduces that the functor HH∗(B(−);L(k[ε],k)) is isomorphic to
the exponential functor ΨT†coalg(k) ∈ Ob F(gr;k) that sends Z
⋆r 7→
(
T
†
coalg(k)
)⊗r
.
(The general theory of exponential functors is developed here in Sections 3, 4 and
5.)
The passage to coefficients L(k[ε],k[ε]) uses the long exact sequence in higher
Hochschild homology associated to the short exact sequence of coefficients:
0→ L(k[ε],k) ⊗ k.ε→ L(k[ε],k[ε])→ L(k[ε],k)→ 0.
The resulting theorem is expressed using the functor ω : F(gr;k) → FOut(gr;k)
introduced above. This occurs in an exact sequence induced by the adjoint coaction
morphism ad (see Section 12):
0→ ωΨ(T†coalg(k))→ Ψ(T
†
coalg(k))
ad
−→ Ψ(T†coalg(k))→ Cokerad(T
†
coalg(k))→ 0.
Theorem 1. There is a natural isomorphism of functors in FOut(gr;k):
HH∗
(
B(−);L(k[ε],k[ε])) ∼= ωΨT
†
coalg(k)⊕ Cokerad(T
†
coalg(k))[−1]
where the [−1] denotes a homological shift. Moreover, Cokerad(T
†
coalg(k)) is iso-
morphic to ωΨT†coalg(k), up to a shift of degree.
Remark 1. This extends and gives a functorial interpretation of results of [TW19]
for the dual numbers (cf. [TW19, Theorem 1] and the direct sum decomposition
given in [TW19, Section 2.2], noting that Turchin and Willwacher work with higher
Hochschild cohomology). In particular the structure of the functor ωΨT†coalg(k) is
completely determined here (as follows from Corollary 19.10).
To illustrate the significance of understanding the structure as functors on gr,
we offer the following immediate consequence (see Proposition 19.24 for a more
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precise statement), in which a : gr→ ab denotes the abelianization functor to the
category ab of finitely-generated free abelian groups:
Proposition 1. Let k = Q. For 3 ≤ n ∈ N, the kernel of the natural transforma-
tion of functors on gr:
HHn(B(−);L(k[ε],k[ε]))→ HHn(Ba(−);L(k[ε],k[ε]))
is non-trivial.
As a Corollary, one recovers the Theorem of Dundas and Tenti [DT17] that
higher Hochschild homology X 7→ HH∗(X ;L(k[ε],k[ε])) is not a stable invariant
of X (see Remark 19.25).
Motivated by [TW17], we generalize Theorem 1, replacing the dual numbers k[ε]
by the square-zero extension AV := k ⊕ V of k by a finite-dimensional k-vector
space V (the dual numbers correspond to V = k). More generally still, many of
our results hold working over a general commutative ring k.
For V of higher rank, the exact sequence associated to the adjoint coaction
morphism ad, is as follows (see Notation 16.19):
0→ ωΨ(T†coalg(V ))→ Ψ(T
†
coalg(V ))
ad
−→ Ψ(T†coalg(V ))⊗V → Cokerad(T
†
coalg(V ))→ 0.
Note that, in general, there is no direct relationship between ωΨ(T†coalg(V )) and
Cokerad(T
†
coalg(V )).
With this notation, the following result gives Theorem 1 upon taking V = k
and, moreover, specifies the multiplicative structure:
Theorem 2. (Theorem 16.20.) For V a finite-dimensional k-vector space, there
is a natural isomorphism of graded commutative monoids in F(gr;k):
HH∗
(
B(−);L(AV , AV )) ∼= ωΨ(T
†
coalg(V ))⊕ Cokerad(T
†
coalg(V ))[−1]
where the right hand side is considered as the square-zero extension of ωΨ(T†coalg(V ))
by Cokerad(T
†
coalg(V ))[−1], the [−1] denoting a homological shift.
Moreover, both ωΨ(T†coalg(V )) and Cokerad(T
†
coalg(V )) lie in F
Out(gr;k).
Carrying out explicit calculations remains formidably difficult. For example,
even the case V = k⊕2 remains challenging. Functoriality can be exploited by
considering the square-zero extension AV = k ⊕ V as a functor of V . As already
suggested by Turchin and Willwacher in [TW19, Section 2.5], the problem can be
broken down by using the representation theory to separate terms into isotypical
components. Indeed, Turchin and Willwacher pose the fundamental open question
of identifying these components.
Our point of view is to focus upon the underlying combinatorial structure by
using the Schur correspondence, as explained in Section 1.1. This makes the sepa-
ration into isotypical components particularly transparent.
1.1. Combinatorial coefficients. Theorem 2 involves the calculation of higher
Hochschild homology with coefficients in the Loday constructions L(k⊕ V,k) and
L(k⊕V,k⊕V ). An important ingredient in our approach is that these are consid-
ered as functors of V . It is a fundamental fact that these functors split as a direct
sum of polynomial functors (see Remarks 14.13 and 14.16).
Recall that polynomial functors are related to representations of the symmetric
group by the Schur functor construction: for M a k[Sd]-module, the associated
Schur functor V 7→ V ⊗d ⊗Sd M is polynomial of degree d (see Section 7). For
our purposes, it is useful to consider all symmetric groups at once, by using the
category Σ of finite sets and bijections. Indeed, over the rational numbers Q, the
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Schur correspondence can be interpreted as an equivalence between the category of
polynomial functors and the category F(Σ;k) of Σ-modules (see Proposition 7.29).
It turns out that F(Σ;k) provides the natural underlying framework for developing
the results here.
The functor V 7→ L(k ⊕ V,k) takes values in Γ-modules. (For further details,
see Remarks 14.14 and 14.16.) Under the Schur equivalence, the functor V 7→
L(k ⊕ V,k) corresponds to an explicit bifunctor InjΓ ∈ Ob F(Σop × Γ;k) and
V 7→ L(k ⊕ V,k ⊕ V ) corresponds to ϑ∗InjFin ∈ Ob F(Σop × Γ;k), where the
notation indicates that ϑ∗InjFin is induced from a functor InjFin defined on the
category Fin of finite sets. (See Section 14.1 for details.)
Theorem 2 above is a consequence of the more fundamental Theorem 3, for which
the underlying category is that of Σ-modules (equipped with the appropriate sym-
metric monoidal structure). The initial calculation is now that of HH∗(BZ; Inj
Γ),
which identifies with an explicit graded-commutative Hopf algebra in Σ-modules,
PΣcoalg
†
, that corresponds under the Schur correspondence to V 7→ T†coalg(V ).
The following result is valid over a general commutative ring:
Theorem 3. (Theorem 16.10.) For k a commutative ring, there is an isomorphism
of bifunctors on gr×Σ:
HH∗
(
B(−);ϑ∗InjFin) ∼= ωΨ(PΣcoalg
†
)⊕ Cokerad(P
Σ
coalg
†
)[−1]
where both ωΨ(PΣcoalg
†
) and Cokerad(P
Σ
coalg
†
) take values in FOut(gr;k).
That Theorem 2 follows from Theorem 3 is expressed neatly by Corollary 16.18,
which provides the natural isomorphism:
HH∗(B(−);ϑ
∗InjFin)⊗Σ T(V )
∼=
→ HH∗(B(−);L(AV , AV )),(1.1)
where ⊗Σ is the tensor product over Σ, applied with respect to the Σ-module
structure of ϑ∗InjFin and the place permutation structure on the tensor functor
T(V ).
Henceforth in this subsection we suppose that k = Q. Thus InjΓ decomposes into
isotypical components as follows. Recall that the simple Sn-modules are indexed
by the partitions λ ⊢ n of n (see Appendix B). The simple representation indexed
by λ is written Sλ and the associated Γ-module is
InjΓλ := Inj
Γ ⊗Σ Sλ,
where Sλ is considered as an Σ-module in the usual way. Then, as in Corollary
14.4, there is a direct sum decomposition
InjΓ ∼=
⊕
n∈N
⊕
λ⊢n
(InjΓλ)
⊕ dimSλ .
Similarly, ϑ∗InjFin decomposes as a direct sum
ϑ∗InjFin ∼=
⊕
n∈N
⊕
λ⊢n
(ϑ∗InjFinλ )
⊕ dimSλ .
Remark 2. This shows that the Γ-modules InjΓλ and ϑ
∗InjFinλ , as λ ranges over
partitions λ ⊢ n, n ∈ N, are the fundamental building blocks for the coefficients
that arise in our theory.
Using the above, the isomorphism of equation (1.1) refines to the following (cf.
Remark 16.24):
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Proposition 2. For k = Q, there is an isomorphism of functors on gr:
HH∗(B(−);L(AV , AV )) ∼=
⊕
n∈N
⊕
λ⊢n
l(λ)≤dimV
HH∗(B(−);ϑ
∗InjFinλ )⊗ Sλ(V ),
where V 7→ Sλ(V ) denotes the Schur functor associated to the representation Sλ
and l(λ) is the length of the partition.
The restriction on the length in the previous proposition follows from the fact
that Sλ(V ) = 0 if dimV < l(λ) when using our indexing conventions.
Example 1. Taking V = k, for each n the only partition that contributes is
λ = (n), which corresponds to the trivial representation S(n). This gives the iso-
morphism:
HH∗
(
B(−);L(k[ε],k[ε])) ∼=
⊕
n∈N
HH∗(B(−);ϑ
∗InjFin(n) ),
(see Example 16.23). Hence Theorem 1 is essentially equivalent to calculating
HH∗(B(−);ϑ∗Inj
Fin
(n) ) for each n, as achieved in Corollary 19.10.
Example 2. Taking V = k⊕2, one has to consider the partitions λ of length at
most two; for a given n these are of the form (n − k, k), were 0 ≤ k ≤ [n2 ]. The
computation of HH∗(B(−);ϑ∗Inj
Fin
(n−k,k)) is given in Example 4 for k = 1 and the
case n = 4, k = 2 is treated in Example 5. The general case is out of reach at
present.
The building blocks HH∗(B(−);ϑ∗Inj
Fin
λ ) appearing in the decomposition given
in Proposition 2 are described in Theorem 8 using the link with polynomial functors
on gr introduced in Section 1.2.
1.2. Higher Hochschild homology and the functors βd. As for polynomial
functors on k-modules, polynomial functors on free groups are intimately related
to representations of the symmetric groups: for a k[Sd]-module M , there is an
associated polynomial functor αdM of degree d defined by αdM := a
⊗d
k
⊗Sd M ,
where a
k
sends the free group Z⋆r to k⊕r. (See Sections 2 and A.2 for a review of
polynomial functors on gr.)
The functor αd has an important conceptual description: it is the left adjoint to
the dth cross-effect functor from the category Fd(gr;k) of polynomial functors of
degree d to k[Sd]-modules. The cross-effect functor on Fd(gr;k) also has a right
adjoint, the functor βd. The functor βd is of importance in the theory of polynomial
functors on gr; for example, it can be used to construct the injectives in Fd(gr;k)
[DPV16]. However, to date no explicit description of the functor βd was known.
The study of βd reduces to understanding the functors βdk[Sd] in Fd(gr;k) for
d ∈ N (see Theorem 9.3). These fit together to form a bifunctor β on gr×Σ (see
Notation 9.5) and this is identified by:
Theorem 4. (Theorem 9.6.) Let k be a commutative ring. There is an isomor-
phism of bifunctors on gr×Σ:
β ∼= ΨPΣcoalg.
Here PΣcoalg is the Hopf algebra in Σ-modules that is the commutative (without
Koszul signs) analogue of PΣcoalg
†
(which was introduced above in Section 1.1).
Under the Schur correspondence, it corresponds to the tensor coalgebra functor
V 7→ Tcoalg(V ) with shuffle product without Koszul signs.
It is an important fact that, working with Σ-modules, one can pass between
the Koszul-signed and non-Koszul-signed situations; this is achieved by using the
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‘twisting functor’ (−)† (see Theorem 7.13). The bifunctor Ψ(PΣcoalg
†
) appearing in
Theorem 3 and the bifunctor ΨPΣcoalg of Theorem 4 correspond via the functor (−)
†
(see Proposition 12.16).
A key ingredient in the proof of Theorem 3 is Theorem 15.7, which provides the
natural isomorphism:
HH∗(B(−); Inj
Γ) ∼= Ψ(PΣcoalg
†
).
It follows that Theorem 4 gives a direct relationship between the higher Hochschild
homology and the theory of polynomial functors for gr.
Remark 3. The theory of polynomial functors for gr can therefore be applied to
analyse the structure of HH∗(B(−); Inj
Γ) and of HH∗(B(−);ϑ∗Inj
Fin). For in-
stance, it gives a conceptual interpretation of ωΨ(PΣcoalg
†
) when k is a field of char-
acteristic zero, in terms of the injectives of the category FOut(gr;k) (see Corollary
11.19).
1.3. Pirashvili’s Hodge filtration and functor homology for Γ-modules.
Pirashvili introduced the Hodge filtration of higher Hochschild homology in [Pir00b].
In Section 17, working over k a field of characteristic zero, this is studied as a functor
on gr for:
Z⋆r 7→ HH∗(BZ
⋆r ;L),
where L is any Γ-module. In degree d the Hodge filtration is a natural filtration of
functors:
0 = Fd+1HHd(B(−);L) ⊂ F
dHHd(B(−);L) ⊂ . . .F
q+1HHd(B(−);L) ⊂
FqHHd(B(−);L) ⊂ . . . ⊂ F
0HHd(B(−);L) = HHd(B(−);L).
We use the naturality with respect to gr together with Pirashvili’s Hodge filtra-
tion spectral sequence to identify the filtration subquotients:
FqHHd(B(−);L)/F
q+1HHd(B(−);L).
We show that these filtration subquotients are polynomial functors and, more-
over, that they lie in F(ab;k) ⊂ F(gr;k). However, in general, HHd(B(−);L)
does not belong to F(ab;k), in particular the Hodge filtration does not split as
functors on gr.
We prove that this filtration is related to the canonical polynomial filtration in
F(gr;k) (cf. Section 6.1):
Theorem 5. (Cf. Theorem 17.8.) Let k be a field of characteristic zero. For L
a Γ-module and d ∈ N, the functor HHd(B(−);L) on gr is polynomial of degree
d and the Hodge filtration FqHHd(B(−);L) coincides (up to reindexing) with the
canonical polynomial filtration of HHd(B(−);L).
This shows that, after passage to the associated graded of the Hodge filtration,
the higher Hochschild homology considered here can be interpreted as Γ-module
functor homology:
Corollary 1. (Cf. Corollary 17.10.) Let k be a field of characteristic zero and
L ∈ Ob F(Γ;k). The associated graded for the Hodge filtration of the N-graded
functor in F(gr;k):
HH∗(B(−);L) : Z
⋆r 7→ HH∗(BZ
⋆r ;L)
is isomorphic (up to regrading) to the functor associated to the N-graded Σ-module:
TorΓ∗ (DkInj
Γ, L).
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The case L = InjΓ is of particular interest, since HH∗(B(−); Inj
Γ) identifies
as Ψ(PΣcoalg
†
), by Theorem 15.7. This leads to the following result, in which InjΓ
is considered as a bifunctor on Γ × Σop and D
k
denotes the duality functor (see
Appendix A.1).
Theorem 6. (Cf. Corollary 17.11.) Let k be a field of characteristic zero. There
is an isomorphism in F(gr×Σ;k):
grΨ(PΣcoalg
†
) ∼=
(
T† ◦ a
k
)
⊗Σ Tor
Γ
∗ (DkInj
Γ, InjΓ),
where gr denotes the associated graded to the polynomial filtration.
This result is important in that it gives access to the calculation of the funda-
mental examples of TorΓ∗ (−,−) groups:
TorΓ∗ (DkInj
Γ, InjΓ),
since Ψ(PΣcoalg
†
) can be calculated by exploiting Theorem 4, together with the tech-
niques outlined in Section 1.6 below.
Theorem 7. (Cf. Corollary 17.13.) Let k be a field of characteristic zero and m,n
be positive integers. Then
(1) TorΓ∗ (DkInj
Γ(m,−), InjΓ(n,−)) is zero unless ∗ = n −m, in particular is
zero if n < m;
(2) if n ≥ m, there is an isomorphism of Sm ×Sn-bimodules:
TorΓn−m(DkInj
Γ(m,−), InjΓ(n,−)) ∼= sgnm⊗HomF(gr;k)(β(−,n),β(−,m))
♯⊗sgnn,
where sgnm and sgnn denote the signature representations of Sm and Sn.
As indicated in Remark 17.14, combined with Theorem 9 below, this reduces the
calculation of TorΓ between simple Γ-modules to the representation theory of the
symmetric groups. This gives access to the calculation of TorΓ for all coefficients
by de´vissage.
1.4. Isotypical components of higher Hochschild homology. With the func-
tors βd in hand, exploiting the twisting functor (−)†, Theorem 3 gives us access to
HH∗(B(−);ϑ
∗InjFin) and to its isotypical components:
Theorem 8. (Theorem 19.5.) Let k be a field of characteristic zero. For λ ⊢ n > 0,
the morphism ad has isotypical component fitting into the exact sequence:
0→ ωβnSλ → βnSλ
ad
→
⊕
µ⊂λ
|λ|=|µ|+1
βn−1Sµ → (CokeradP
Σ
coalg)λ → 0.
Here
(1) ωβnSλ, (CokeradP
Σ
coalg)λ ∈ Ob F
Out(gr;k);
(2) There are natural isomorphisms in FOut(gr;k):
HH∗(B(−);ϑ
∗InjFinλ† )
∼=

ωβnSλ ∗ = n
(CokeradP
Σ
coalg)λ ∗ = n− 1
0 otherwise.
The isomorphism withHH∗(B(−);ϑ∗Inj
Fin
λ† ) is used to deduce that (CokeradP
Σ
coalg)λ
is an outer functor. This leads immediately to:
(1) the component adλ,µ : βnSλ → βn−1Sµ is non-trivial if βn−1Sµ is not an
outer functor;
(2) if there exists a component indexed by µ such that βn−1Sµ is not an outer
functor, then neither is βnSλ.
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Since |λ| > |µ| in the above, this is the basis of a powerful inductive scheme. In
particular the only partitions λ for which βnSλ is an outer functor are of the form
λ = (n), corresponding to the trivial representations. Hence adλ,µ is almost always
non-trivial.
Remark 4. Theorem 8 gives a conceptual answer to the open question posed by
Turchin and Willwacher in [TW19, Section 2.5], modulo the inherent calculational
difficulties.
Remark 5. Two cases are covered by Turchin andWillwacher in [TW19] (who do not
work in the functorial context). These correspond to calculating with coefficients
L(k[ε],k[ε]), with |ε| ∈ {0, 1}; here the necessity to consider ε of degree one is forced
by the gradings in the application to hairy graph cohomology [TW17]. Translated
into the framework of Theorem 8, these correspond respectively to λ = (1n) (the
sign representation) and λ = (n).
Note that the case treated in Theorem 1 (see also Example 1) corresponds in the
present notation to λ† = (n), hence λ = (1n).
1.5. Explicit computations. Theorem 8 allows us to go further, by exploiting
the theory of polynomial functors in F(gr;k). We illustrate this by giving the
composition factors of ωβnSλ and (CokeradP
Σ
coalg)λ in explicit cases and the corre-
sponding computations of higher Hochschild homology. These results are obtained
by applying Theorem 9 below, the fundamental result which reduces calculations
over a field of characteristic zero to the representation theory of the symmetric
groups, and Theorem 8.
Example 3. For λ = (1n) (for n ∈ N∗) the composition factors of βnS(1n) are
given in Proposition 18.31 by the equality in the Grothendieck group of F(gr;k):[
βnS(1n)] =
∑
a+2b=n
([αS(b1a)] + [αS((b+1)1a−1)]).
(For the conventions on Grothendieck groups of categories used in this paper, see
Notation 1.3.)
Moreover, Corollary 19.10 identifies the ad exact sequence as:
0→ ωβnS(1n) → βnS(1n)
ad
−→ βn−1S(1n−1) → ωβn−2S(1n−2) → 0
(in particular (CokeradP
Σ
coalg)(1n)
∼= ωβn−2S(1n−2)) and ad 6= 0 if n ≥ 2.
From this it follows that, in the Grothendieck group of F(gr;k):
[ωβnS(1n)] =
∑
a+2b=n+1
b>0
[αS(b1a)].
More precisely, the functor ωβnS(1n) is the uniserial functor
αS(p1r)
αS((p−1)12+r)
· · ·
αS(31n−5)
αS(21n−3)
αS(1n),
where n+ 1 = 2p+ r with r ∈ {0, 1}.
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By Theorem 8 we deduce that
HH∗(B(−);ϑ
∗InjFin(n) )
∼=
 ωβnS(1
n) ∗ = n
ωβn−2S(1n−2) ∗ = n− 1
0 otherwise.
Example 4. For length two partitions of the form λ = ((n− 1)1), the structure of
the functors βnS((n−1)1) is determined in Proposition 18.34 recursively as follows.
For n ≥ 2 there is a non-split short exact sequence
0→ Kn → βnS((n−1)1) → βn−1S((n−2)1) → 0
(for n = 2, β1S(01) is taken to be zero) and the kernel Kn is determined up to
isomorphism by the non-split extension:
0→ αS((n−1)1) → Kn → αS(n−1) → 0.
In particular, this shows that the functors βnS((n−1)1) are highly non-trivial.
Proposition 19.13 identifies the corresponding ad exact sequence:
0→ αS(n1) → βn+1S(n1)
ad
→ βnS((n−1)1) ⊕ βnS(n) → 0,
so that ωβn+1S(n1) = αS(n1) and (CokeradP
Σ
coalg)(n1) = 0. Thus, for this family
of partitions, the functors ωβnS((n−1)1) and (CokeradP
Σ
coalg)((n−1)1) are small, even
though the functors βnS((n−1)1) are not.
By Theorem 8 we deduce that
HH∗(B(−);ϑ
∗InjFin(21n−1))
∼=
{
αS((n−1)1) ∗ = n
0 otherwise.
Example 5. (Cf. Example 19.29.) The structure of β4S(22) is given by the follow-
ing Loewy diagram (up to a possible extension, as indicated by the dotted line):
αS(2) αS(11) αS(2)
αS(111)
❑❑❑
αS(21)
❑❑❑❑❑
①①①①①
αS(22) ,
▼▼▼
ssss
in which the boxed composition factors correspond to the subfunctor ωβ4S(22) ⊂
β4S(22). Moreover (CokeradP
Σ
coalg)(22) = αS(1). By Theorem 8 we deduce that
HH∗(B(−);ϑ
∗InjFin(22))
∼=

ωβ4S(22) ∗ = 4
αS(1) ∗ = 3
0 otherwise.
Example 6. (Cf. Example 19.30.) There are inclusions ωβ4S(211) ⊂ soc2β4S(211) ⊂
β4S(211), where soc2β4S(211) has Loewy diagram:
αS(3) αS(21) αS(21) αS(111)
αS(211) ,
❑❑❑
ssss
❥❥❥❥❥❥❥❥❥❥
(again, composition factors in ωβ4S(211) are boxed) and, in the Grothendieck ring,
[β4S(211)/soc2β4S(211)] ∼= [αS
⊕2
(11) ⊕ αS(2)] + [αS(1)].
Moreover, ω1β4S(211) ∼= αS(2).
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1.6. Bringing in the representation theory of the symmetric groups. The-
orem 4 together with an analysis of the functor Ψ gives explicit information on the
structure of the functors βdSν , where Sν is the simple Sd-module indexed by the
partition ν ⊢ d.
Theorem 9. (Corollary 18.21.) Let k be a field of characteristic zero. For ν ⊢ d,
where 0 < d ∈ N, there is an equality in the Grothendieck group of F(gr;k):[
βdSν ] =
∑
ρ
∑
a
∑
λ⊢a
∑
µ
(
cρλc
ν
µ
∏
n
an 6=0
p
µ(n)
λ(n),Lie(n)
)
[α|ρ|Sρ].
In the statement, c and p are Littlewood-Richardson and plethysm coefficients
respectively, and Lie(n) is the representation of Sn giving the nth polynomial part
of the free Lie algebra functor; λ and µ denote sequences of partitions.
Remark 6. To understand the origin of the expression in Theorem 9, the reader is
encouraged to consult Examples 18.16 and 18.17, where the cases d ∈ {3, 4} are
treated.
As a corollary one gets the explicit calculation of extensions between simple
objects of the category F(gr;k).
Corollary 2. (Corollary 18.23.) Let k be a field of characteristic zero and ν be a
partition with |ν| = n > 0. Then
dimExt1F(gr;k)(αSρ, αSν) =
{
0 |ρ| 6= |ν| − 1∑
λ⊢n−2 c
ρ
λ,1c
ν
λ,11 |ρ| = |ν| − 1.
Some calculations of Ext groups were obtained in [Ves18], for example when ρ and
ν are the respective sign representations; Corollary 2 gives a complete description
of Ext1.
There are immediate cohomological consequences, notably to the structure the-
ory of FOut(gr;k) as described below.
1.7. Cohomological properties of outer functors. This paper contains a num-
ber of intrinsic results on outer functors which should have further applications.
By construction, there are inclusions of abelian categories:
F(ab;k) ( FOut(gr;k) ( F(gr;k)
that admit various adjoints of interest, in particular the right adjoint ω : F(gr;k)→
FOut(gr;k). These inclusions restrict to the categories of polynomial functors:
Fd(ab;k) ( F
Out
d (gr;k) ( Fd(gr;k)
for d ∈ N ∪ {< ∞}. For d finite, Fd denotes the respective full subcategory of
polynomial functors of degree at most d; each of these categories has enough pro-
jectives and enough injectives. The categories F<∞ denote the respective categories
of all polynomial functors, given by
⋃
d∈NFd. In general these have neither enough
projectives nor injectives.
Restricting to the case where k is a field of characteristic zero, the semi-simplicity
of the category of k[Sd]-modules simplifies considerations. In particular the cate-
gory F<∞(ab;k) is then semi-simple, whereas Fd(gr;k) has global dimension d−1,
for d > 1, by results of [DPV16].
Theorem 10. (Proposition 19.18 and Corollary 19.19.) Let k be a field of char-
acteristic zero. The category FOutd (gr;k) is semi-simple if and only if d ≤ 2. For
d > 2:
0 < gl.dimFOutd (gr;k) < gl.dimFd(gr;k).
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In particular, combining Corollary 2 with Theorem 8 leads to an understanding
of extensions:
Corollary 3. (Corollary 19.15.) Let k be a field of characteristic zero and ν be a
partition with |ν| = n > 0. Then
dimExt1FOut(gr;k)(αSρ, αSν) =
{
0 |ρ| 6= |ν| − 1
0 ν ∈ {(n), ((n− 1)1)}
In the remaining cases (i.e., ν 6∈ {(n), ((n− 1)1)} and |ρ| = |ν| − 1),
dimExt1FOut(gr;k)(αSρ, αSν) =
{ ∑
λ⊢n−2 c
ρ
λ,1c
ν
λ,11 ρ 6⊂ ν(∑
λ⊢n−2 c
ρ
λ,1c
ν
λ,11
)
− 1 ρ ⊂ ν.
For a simple representation Sλ of Sd, the polynomial functor βdSλ is injective
in F<∞(gr;k), by Theorem 6.16. This implies:
Theorem 11. Let k be a field of characteristic zero. For λ ⊢ d, ωβdSλ is the
injective envelope in FOut<∞(gr;k) of the simple functor αSλ.
This gives a conceptual characterization of ωβdSλ in FOut<∞(gr;k); the functor
(CokeradP
Σ
coalg)λ is currently more mysterious.
The following result shows that the category FOut<∞(gr;k) differs essentially from
F<∞(ab;k):
Theorem 12. (Corollary 19.6.) Let k be a field of characteristic zero and Sλ be
a simple representation of Sd. Then βdSλ belongs to FOut<∞(gr;k) if and only if
λ = (d) (here S(d) is the trivial representation). Moreover, in this case
βdS(d) = αS(d)
is a simple functor, hence belongs to F<∞(ab;k).
There are other examples of injectives in FOut<∞(gr;k) that are simple (hence arise
from F<∞(ab;k)). Corollary 19.14 shows that
ωβn+1S(n1) = αS(n1)
is a simple functor, that is injective in FOut<∞(gr;k) (but not in F<∞(gr;k)).
In contrast, we observe the following:
Theorem 13. (Corollary 19.22.) Let k be a field of characteristic zero. Then the
socle lengths of the following sets of functors are unbounded:
(1) {βnS(1n)|n ∈ N};
(2) {ωβnS(1n)|n ∈ N};
(3) {ωβnS(21n)|n ∈ N}.
It follows that, in characteristic zero, the category FOut<∞(gr;k) of polynomial
outer functors provides a source of non-trivial coefficient systems for the outer
automorphism groups Out(Z⋆r), r ∈ N.
1.8. Organization of the paper.
(1) Section 2 introduces the functor categories of interest here, with recollec-
tions of the general theory given in Appendix A, with the aim of making
the paper reasonably self-contained.
(2) Exponential functors are treated in the Sections 3, 4 and 5. This material
is covered in detail, since it is essential for the applications.
(3) Section 6 recalls the relevant theory of polynomial functors, in particular
introducing the important functors βd. It also presents the structure theory
in characteristic zero which plays a key role in the explicit calculations.
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(4) Section 7 introduces the category of Σ-modules and the Schur correspon-
dence in a general form that does not require that one works over a field
of characteristic zero. The highlight here is the introduction of the functor
(−)†. (This section is complemented by Appendix B, which gives a rapid
overview of the representation theory of symmetric groups in characteristic
zero.)
(5) The Hopf algebras PΣ and PΣcoalg in Σ-modules that are fundamental to
this paper are introduced in Section 8.
(6) Section 9 uses the theory of exponential functors to identify the functors
βd, one of the major results of the paper.
(7) Sections 10 and 11 introduce the main players in the remainder of the paper,
the category of outer functors and the adjoint functor ω.
(8) Section 12 explains how to calculate ω applied to an exponential functor.
This is crucial for the application to higher Hochschild homology.
(9) Section 13 introduces higher Hochschild homology, following Pirashvhili,
and explains the restriction to obtain functors on gr and outer functors.
(10) Section 14 explains the interest of the square-zero extension case, introduc-
ing the coefficients InjΓ and InjFin and explaining the origin of exponen-
tiality.
(11) Section 15 carries out the first calculation of higher Hochschild homology,
when coefficients are taken to be InjΓ, using the formalism of exponential
functors.
(12) Section 16 returns to the study of higher Hochschild homology, this time
with coefficients independent of the basepoint. This is the theoretical heart
of the paper.
(13) Section 17 is an interlude on Pirashvili’s Hodge filtration. The purpose is
twofold: to show that, over a field of characteristic zero, Pirashvili’s Hodge
filtration identifies with the polynomial filtration; also to establish the re-
lationship between functor homology for Γ-modules and higher Hochschild
homology.
(14) Sections 18 and 19 show how to calculate higher Hochschild homology when
k is a field of characteristic zero. It is here that the structural results on
the category of outer functors are proved.
1.9. Notation and Conventions.
Notation 1.1.
(1) N denotes the non-negative integers and N∗ the positive integers;
(2) when used as a category, N is given the discrete structure;
(3) k denotes a commutative ring, which will always be assumed to be unital;
(4) the category of k-modules is sometimes written k−mod and the full sub-
category of free, finite-rank k-modules is denoted mod
k
;
(5) if k is a field, ♯ denotes vector space duality;
(6) for C a small category, F(C ;k) denotes the category of functors from C to
k-modules;
(7) gr is the category of finitely-generated free groups and ab that of finitely-
generated free abelian groups;
(8) the symmetric group on n letters is denoted Sn and its signature represen-
tation by sgnn;
(9) Set is the category of sets and Set∗ that of pointed sets;
(10) in diagrams representing adjunctions, the convention used is that, for a pair
of functors represented by ⇆ or ⇄, the top arrow is the left adjoint.
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Hypothesis 1.2. All monoids (respectively comonoids) that occur are tacitly as-
sumed to be (co)associative.
Notation 1.3. If the isomorphism classes of simple objects of an abelian category
C form a set, the Grothendieck group G0(C ) is the free abelian group generated
by this set. If S is a simple object of C , the associated element of G0(C ) is written
[S].
More generally, for F a finite object of C (that is, F has a finite composition
series), [F ] ∈ G0(C ) is defined recursively by the additivity property for short exact
sequences of finite objects in C :
0→ F1 → F2 → F3 → 0
[F2] = [F1] + [F3] in G0(C ).
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Part 1. Background
2. Functors on groups
This section introduces the basic structure for functors on groups that is required
throughout the paper; for background on functor categories, see Appendix A, where
some general notation is recalled.
Notation 2.1.
(1) Let Gr denote the category of groups, gr ⊂ Gr the full subcategory of
finitely-generated free groups, and ab ⊂ Gr that of finitely-generated free
abelian groups.
(2) Let a : gr → ab denote the abelianization functor (restricted to gr) and
a
k
∈ Ob F(gr;k) the composite functor a(−)⊗Z k.
Remark 2.2. The categories gr and ab are essentially small, with skeleta with
objects Z⋆n and Zn, n ∈ N, respectively.
The category gr has coproduct the free product ⋆ of groups and ab is additive;
abelianization a : gr→ ab preserves coproducts. By the general theory of Section
A.2, one thus has the notion of polynomial functor in both F(gr;k) and F(ab;k)
(likewise for F(grop;k) and F(abop;k)), defined using the respective coproducts.
The full subcategory of polynomial functors of degree at most d ∈ N is denoted
Fd(C ;k) ⊂ F(C ;k) for the respective C .
Definition 2.3. A subcategory B ⊂ A of an abelian category is Serre if it is
strictly full and is closed under the formation of finite sums and sub-quotients.
Proposition 2.4. The abelianization functor a : gr→ ab induces exact functors
◦a : F(ab;k)→ F(gr;k)
◦a : F(abop;k)→ F(grop;k)
which are symmetric monoidal and fully faithful. The images are Serre subcategories
of F(gr;k) and F(grop;k) respectively.
Proof. This is an application of a standard result for functor categories (see [Dja07,
Proposition C.1.4] or [Ves08, Proposition A.2]). That ◦a is fully faithful is a conse-
quence of the fact that a is essentially surjective and full. 
Remark 2.5. The subcategory F(ab;k) ⊂ F(gr;k) is not thick, cf. Example 11.13.
The following Lemma shows that, for the category ab, the contravariant and
covariant functor categories are equivalent. This is far from the case for gr, whence
the necessity to consider both frameworks.
Lemma 2.6. The duality functor HomAb(−,Z) : Ab
op → Ab restricts to an equiv-
alence of categories HomAb(−,Z) : ab
op ∼=→ ab. By precomposition, this induces an
equivalence of categories F(ab;k)
∼=
→ F(abop;k).
Notation 2.7. Denote by
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(1) τZ : F(gr;k) → F(gr;k) the shift functor defined on F ∈ Ob F(gr;k) by
(τZF )(G) := F (G ⋆ Z), equipped with the canonical splitting
1F(gr;k) →֒ τZ ։ 1F(gr;k),
and let τZ : F(gr;k)→ F(gr;k) denote the cokernel of this split monomor-
phism, so that there is a natural decomposition τZF ∼= F ⊕ τZF ;
(2) τab
Z
: F(ab;k) → F(ab;k) the shift functor defined by (τab
Z
F )(A) :=
F (A⊕ Z); the reduced functor τab
Z
is defined similarly.
Analogously denote by τZ, τZ : F(grop;k) → F(grop;k) (respectively τabZ , τ
ab
Z
:
F(abop;k)→ F(abop;k)) the shift and reduced shift functors in the contravariant
setting.
In the following, P gr
Z
denotes the standard projective generator of F(gr;k) cor-
responding to Z and P gr
Z
its reduced part, so that P gr
Z
∼= k ⊕ P
gr
Z
(see Appendix
A.1 for the standard projectives and injectives, as well as Example 2.11 below).
Proposition 2.8. The functors τZ satisfy the following properties:
(1) τZ : F(gr;k) → F(gr;k) is exact and is right adjoint to the exact functor
P gr
Z
⊗− : F(gr;k)→ F(gr;k); in particular, τZ preserves injectives;
(2) τZ : F(gr;k) → F(gr;k) is exact and is right adjoint to the exact functor
P gr
Z
⊗− : F(gr;k)→ F(gr;k);
(3) τZ : F(grop;k)→ F(grop;k) is exact and preserves projectives.
Proof. These are standard results for functor categories (cf. [Dja07, Appendice C]).
The proof is sketched for τZ; the case of τZ is similar.
It is clear that τZ is exact. Consider F(gr;k); the functor P
gr
Z
takes values in free
k-modules, hence P gr
Z
⊗ − is exact. Moreover, there is a canonical isomorphism
P gr
Z
⊗ P grG
∼= P
gr
Z⋆G (since ⋆ is the coproduct in gr), which induces the natural
isomorphism
HomF(gr;k)(P
gr
Z
⊗ P grG , F )
∼= HomF(gr;k)(P
gr
G , τZF )
on projective generators. Since P gr
Z
⊗ − is exact, this establishes the adjunction.
It follows formally that τZ preserves injectives.
In the category F(grop;k), one has
τZP
grop
G (−)
∼= k[Homgr(− ⋆ Z, G)] ∼= k[G]⊗ P
grop
G (−).
The right hand side is projective, as required. 
Remark 2.9. The functor τZ : F(grop;k)→ F(grop;k) also admits a right adjoint.
This can be understood by its behaviour on injectives. However, since the Hom
sets of the category grop are not finite, it is not possible to write this in elementary
terms.
Proposition 2.10. The shift functors τZ and τ
ab
Z
are compatible with respect to
abelianization: namely the following diagrams commute up to natural isomorphism
F(ab;k)
τab
Z //
◦a

F(ab;k)
◦a

F(abop;k)
τab
Z //
◦a

F(abop;k)
◦a

F(gr;k) τZ
// F(gr;k) F(grop;k) τZ
// F(grop;k).
Proof. A formal consequence of the natural isomorphism a(G⋆Z) ∼= a(G)⊕Z. 
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Example 2.11. The projective functor P gr
Z
∈ Ob F(gr;k) identifies with the group
ring functor G 7→ k[G] (restricted to gr) and P gr
Z
(G) then identifies with the
augmentation ideal I(G) ⊂ k[G]. For G free, [DPV16, Proposition 3.7] shows that
the kernel of the natural surjection (cf. Proposition A.10)
P gr
Z
։ qdP
gr
Z
is isomorphic to Id+1(G), the (d+1)st power of the augmentation ideal. This gives
an explicit description of the polynomial filtration of P gr
Z
(the quotients qdP
gr
Z
are
known as Passi functors, in reference to [Pas79]).
Moreover, as in [DPV16, Remarque 2.2], the associated graded of P gr
Z
for this fil-
tration identifies with the tensor algebra
⊕
t≥0 a
⊗t
k
on the functor a
k
. This analysis
extends to the projective generators P gr
Z⋆n
, for all n ∈ N.
Since a : gr → ab preserves coproducts, abelianization restricts to polynomial
functors (cf. Proposition 2.10), using Notation A.1 for the duality functors.
Proposition 2.12. The exact functors ◦a : F(ab;k)→ F(gr;k) and ◦a : F(ab;k)→
F(gr;k) restrict to
◦a : Fd(ab;k)→ Fd(gr;k)
◦a : Fd(ab
op;k)→ Fd(gr
op;k),
for d ∈ N, and these are compatible under the duality functors DC ;M , for M an
injective k-module.
Part 2. Exponential functors
3. Coproduct-preserving and product-preserving functors
In order to identify the key ideas behind the relationship between exponential
functors (introduced in Section 4 below) and Hopf algebras, coproduct-preserving
(respectively product-preserving) functors are presented in this section. The main
results are Theorems 3.12 and 3.15, which introduce the important functors Ψ and
Φ respectively. In particular, Theorem 3.12 relates coproduct-preserving functors
on gr to the category of cogroup objects in the target category.
3.1. Coproduct-preserving functors.
Hypothesis 3.1. Suppose that (B,∐, ∅B) and (C ,∐, ∅C ) are small categories with
finite coproducts.
Definition 3.2. A functor F : B → C is coproduct-preserving if
(1) F (∅B) = ∅C ;
(2) for B1, B2 ∈ Ob B, the morphisms F (B1) → F (B1 ∐ B2) ← F (B2) given
by the canonical inclusions B1 → B1 ∐B2 ← B2 induce an isomorphism
F (B1) ∐ F (B2)
∼=
→ F (B1 ∐B2).
Remark 3.3. Being coproduct-preserving is a property not an additional structure.
The following is straightforward:
Lemma 3.4. Let F, F ′ be coproduct-preserving functors.
(1) For B1, B2 ∈ Ob B, the symmetries of the respective coproducts induce a
commutative diagram in C :
F (B1) ∐ F (B2)
∼= //

F (B1 ∐B2)

F (B2) ∐ F (B1)
∼= // F (B2 ∐B1).
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(2) For a natural transformation ζ : F → F ′ and B1, B2 ∈ Ob B, the following
diagram commutes in C :
F (B1) ∐ F (B2)
∼= //
ζ∐ζ

F (B1 ∐B2)
ζ

F ′(B1) ∐ F ′(B2)
∼= // F ′(B1 ∐B2).
Notation 3.5. LetFct∐(B,C ) ⊂ Fct(B,C ) denote the full subcategory of coproduct-
preserving functors from B to C .
Theorem 3.12 relates coproduct-preserving functors on gr to cogroup objects,
for which the following notation is used:
Notation 3.6. Let Cogroup(C ) denote the category of cogroup objects of C and
morphisms of cogroup objects, and Cogroupab(C ) ⊂ Cogroup(C ) the full sub-
category of abelian cogroup objects.
For concreteness, B is henceforth taken to be gr, which is our principal case of
interest.
Notation 3.7. Write x for a chosen generator of the group Z and xi (1 ≤ i ≤ n) for
the corresponding generator of Z⋆n, n ∈ N.
The following is clear:
Lemma 3.8. The group Z is a cogroup object in gr, with counit ε : Z → e,
coproduct ∆ : Z → Z ⋆ Z sending x 7→ x1x2 and inverse χ : Z → Z given by
x 7→ x−1.
For any G ∈ Ob gr, the induced group structure on Homgr(Z, G) ∼= G coincides
with the group structure of G.
Remark 3.9. For n ∈ N, under the natural isomorphism of groups Homgr(Z,Z⋆n) ∼=
Z⋆n, the generator xi (1 ≤ i ≤ n) corresponds to the canonical inclusion Z →֒ Z⋆n
of the ith factor of the coproduct.
Since for m,n ∈ N, there is an isomorphism of sets
Homgr(Z
⋆m,Z⋆n) ∼=
m∏
i=1
Homgr(Z,Z
⋆n),
the coproduct structure (gr,∐, e) together with the cogroup object structure (Z, ε,∆, χ)
generate all morphisms of gr.
Lemma 3.10. Let F : gr→ C be a coproduct-preserving functor. Then
(1) the cogroup structure (Z, ε,∆, χ) induces a natural cogroup structure on
F (Z) in C ;
(2) for any n ∈ N, the map
F : Homgr(Z,Z
⋆n)→ HomC (F (Z), F (Z
⋆n))
is a morphism of groups, with respect to the structures induced by the
cogroups Z and F (Z) respectively;
(3) for any m,n ∈ N, the following diagram commutes:
Homgr(Z
⋆m,Z⋆n)
F //
∼=

HomC (F (Z
⋆m), F (Z⋆n))
∼=
∏m
i=1Homgr(Z,Z
⋆n) ∏m
i=1 F
//
∏m
i=1 HomC (F (Z), F (Z
⋆n))
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where the right hand vertical isomorphism is induced by the canonical in-
clusions F (Z) →֒ F (Z⋆m).
Proof. We use the cogroup structure on Z given by Lemma 3.8. For the first point,
the hypothesis that F is coproduct-preserving provides the codiagonal:
F (Z)
F (∆)
→ F (Z ⋆ Z)
∼=
← F (Z) ∐ F (Z)
and it is straightforward to check that this, together with F (ε) and F (χ), provides
F (Z) with a natural cogroup object structure. The second point is then a formal
consequence.
The final point follows by the universal property of the product. 
Remark 3.11. By Remark 3.9, the cogroup structure of Z in gr generates all mor-
phisms in the category (gr, ⋆, e). Hence Lemma 3.10 implies that the cogroup object
F (Z) determines the coproduct-preserving functor F up to natural isomorphism.
Lemma 3.10 implies that the evaluation functor evZ (see Appendix A) induces
a functor
evZ : Fct
∐(gr,C )→ Cogroup(C ).
Theorem 3.12. Suppose that (C ,∐, ∅) is a category with finite coproducts. Then
the functor evZ : Fct
∐(gr,C )→ Cogroup(C ) is an equivalence of categories, with
explicit inverse:
Ψ : Cogroup(C )→ Fct∐(gr,C )
such that, for X a cogroup object of C and n ∈ N, ΨX(Z⋆n) = X∐n.
Proof. Remark 3.11 established that evZ is a faithful functor. The key step of the
proof is to construct the inverse Ψ : Cogroup(C )→ Fct∐(gr,C ).
For this, replace gr by its small skeleton, with objects Z⋆n, n ∈ N. For X ∈
Ob Cogroup(C ), define ΨX on objects by ΨX(Z⋆n) := X∐n. To define X on
morphisms, by the final point of Lemma 3.10, it is sufficient to define
Homgr(Z,Z
⋆n)
X
→ HomC (X,X
∐n)
for each n ∈ N. Moreover, by the second point of loc. cit., this must be a group
morphism and, by Remark 3.9, must send the generator xi of Z
⋆n ∼= Homgr(Z,Z⋆n)
to the ith inclusion X →֒ X∐n for each 1 ≤ i ≤ n. Since Z⋆n is a free group on the
xi, this determines the coproduct-preserving functor ΨX , once it has been checked
that ΨX is well-defined. Moreover, this construction is clearly natural.
From the definition it is immediate that ΨX(idZ) is the identity, which implies
that the definition respects identity morphisms. It remains to check that ΨX
respects compositions; it is straightforward to reduce to checking behaviour on a
composite morphism in gr of the form
Z
f
→ Z⋆n
g
→ Z⋆p
so that g is induced by n morphisms Z→ Z⋆p. The verification that ΨX(g ◦ f) =
ΨX(g) ◦ΨX(f) is by unravelling the definitions.
It remains to show that evZ and Ψ induce the required equivalence of categories.
From the definition, it is clear that evZΨX identifies naturally with the cogroup
object X . Conversely, if F is a coproduct-preserving functor, Lemma 3.9 implies
that there is a natural isomorphism ΨevZF
∼=→ F. 
The above can be repeated with ab in place of gr. Then the abelianization
functor induces
Fct∐(ab,C )→ Fct∐(gr,C )
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and the evaluation functor takes values in abelian cogroup objects
evZ : Fct
∐(ab,C )→ Cogroupab(C ) ⊂ Cogroup(C ).
One has the following extension of Theorem 3.12:
Theorem 3.13. Suppose that (C ,∐, ∅) is a category with finite coproducts. Then
the functor evZ : Fct
∐(ab,C )→ Cogroupab(C ) is an equivalence of categories.
Moreover, this fits into a diagram
Fct∐(ab,C ) //
evZ

Fct∐(gr,C )
evZ

Cogroupab(C ) 

/ Cogroup(C )
that is commutative up to natural isomorphism.
In particular, a coproduct-preserving functor F : gr→ C arises from Fct∐(ab,C )
if and only if F (Z) is an abelian cogroup object.
Proof. The proof that evZ is an equivalence of categories in the abelian setting
is analogous to that of Theorem 3.12. Moreover, from this it is clear that the
respective evaluation functors are compatible. 
3.2. Product-preserving functors. Suppose that (D ,
∏
, ∗) is a category with
finite products. Then one can consider the categorically dual notion of product-
preserving functors from grop to D , which will be denoted by Fct
∏
(grop,D).
Remark 3.14. The category Fct
∏
(grop,D) is equivalent to Fct∐(gr,Dop)op.
Theorem 3.12 therefore implies the following:
Theorem 3.15. Let (D ,
∏
, ∗) be a category with finite products. The evaluation
functor induces an equivalence of categories evZ : Fct
∏
(grop,D) → Group(D),
where Group(D) is the category of group objects in D .
In particular, there is an explicit inverse
Φ : Group(D)→ Fct
∏
(grop,D)
such that, for a group object Y , ΦY (Z⋆n) ∼= Y
∏
n.
4. Exponential functors
This section applies the general theory of (co)product-preserving functors that
was presented in Section 3 to consider exponential functors. The main result is
Theorem 4.11, that relates these two notions.
Throughout this section, B denotes a small category and (M ,⊗,1) a symmetric
monoidal category. The standard example is when M is taken to be the category
of k-modules, equipped with ⊗
k
. However, for our main results, M is taken to be
the category of Σ-modules with tensor ⊙ (see Section 7).
The notion of an exponential functor of Fct(B,M ) is familiar when B is additive
and M is the category of k-modules; this is generalized below.
Remark 4.1. Recall that the Hypothesis 1.2 is tacitly assumed throughout.
Definition 4.2.
(1) Suppose that B has finite coproducts ∐. The category F∐exp(B;M ) of
coproduct exponential functors is the category of symmetric monoidal func-
tors from (B,∐, ∅) to (M ,⊗,1). This is equipped with the forgetful functor
F∐exp(B;M )→ F(B;M ).
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(2) Suppose that B has finite products
∏
. The category F
∏
exp(B;M ) of
product exponential functors is the category of symmetric monoidal func-
tors from (B,
∏
, ∗) to (M ,⊗,1), where ∗ is the final object of B. This is
equipped with the forgetful functor F
∏
exp(B;M )→ F(B;M ).
Remark 4.3. If F is a coproduct exponential functor, then there are natural isomor-
phisms F (B1 ∐B2) ∼= F (B1)⊗ F (B2) for all objects B1, B2 ∈ Ob B; in particular
F (∅) ∼= 1. There is a categorically dual statement for product exponential functors.
The following example is of fundamental importance here:
Example 4.4. Suppose that B has finite products and consider M = k−mod.
Then, for any B ∈ Ob B, the projective PBB := k[HomB(B,−)] is naturally a
product exponential functor. This defines PB− : B
op → F
∏
exp(B;k).
In the additive case, finite products coincide with finite coproducts, so that:
Proposition 4.5. If B is an additive category, then F
∏
exp(B;M ) and F∐exp(B;M )
are naturally equivalent.
Lemma 4.6. Suppose that k is a field and that B has finite products. Then
vector space duality DB : F(B;k)op → F(Bop;k) induces an equivalence of cate-
gories between the full subcategories of functors taking finite-dimensional values of
F∐exp(B;k)op and F
∏
exp(Bop;k) respectively.
The following is clear:
Proposition 4.7. Let B be a small category.
(1) If B has finite coproducts, for F ∈ Ob F∐exp(B;M ) and B ∈ Ob B, the
codiagonal ∇B : B ∐ B → B equips evBF with a natural unital, commu-
tative monoid structure in M ; moreover, if B is pointed, then evBF is
augmented.
(2) If B has finite products, for G ∈ Ob F
∏
exp(B;M ) and B ∈ Ob B, the
diagonal ∆B : B → B
∏
B equips evBG with a natural counital, cocommu-
tative comonoid structure in M ; moreover, if B is pointed, then evBG is
coaugmented.
(3) If B is additive, then H ∈ Ob F
∏
exp(B;M ) takes values naturally in
bicommutative Hopf monoids in M .
Notation 4.8. For (M ,⊗,1) a symmetric monoidal category, let
(1) CMon(M ) denote the category of unital, commutative monoids in M ;
(2) CComon(M ) denote the category of counital, cocommutative comonoids
in M .
These are equipped with the respective forgetful functors CMon(M ) → M and
CComon(M )→ M .
Example 4.9. For M = k−mod,
(1) CMon(k−mod) is the category Alg
k
of commutative, unital k-algebras;
(2) CComon(k−mod) is the category Coalg
k
of cocommutative, counital
k-coalgebras.
The following standard result generalizes the well-known identification of finite
coproducts in Alg
k
and finite coproducts in Coalg
k
.
Proposition 4.10. Let (M ,⊗,1) be a symmetric monoidal category, then
(1) CMon(M ) has finite coproducts given by ⊗, with initial object 1;
(2) CComon(M ) has finite products given by ⊗, with final object 1.
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Theorem 4.11. Let (B,∐, ∅B) be a category with finite coproducts and (M ,⊗,1)
be a symmetric monoidal category.
(1) The forgetful functor Fct∐(B;CMon(M ))→ F(B;M ) induces an equiv-
alence of categories
Fct∐(B;CMon(M )) ∼= F∐exp(B;M ).
(2) The forgetful functor Fct∐(B,CComon(M )op)op → F(Bop;M ) induces
an equivalence of categories
Fct∐(B;CComon(M )op)op ∼= F
∏
exp(Bop;M ).
Proof. Consider the coproduct exponential case. It is clear that the forgetful functor
induces a functor to F∐exp(B;M ), since the coproduct of CMon(M ) is ⊗, by
Proposition 4.10. It remains to show that this is an equivalence of categories.
Proposition 4.7 implies that a coproduct-exponential functor F ∈ Ob F∐exp(B;M )
is naturally isomorphic to a functor taking values in CMon(M ) which is coproduct
preserving. This induces the quasi-inverse.
The product exponential case is proved similarly. 
Remark 4.12. The general symmetric monoidal setting allows the treatment for
example of exponential functors with values in N-graded k-modules, with the liberty
of choosing whether Koszul signs are to be used or not.
5. Hopf algebras and exponential functors
This section applies the results of Sections 3 and 4 to explain the relationship
between Hopf algebras and exponential functors on the categories gr and ab (re-
spectively their opposites). The main result is Theorem 5.4, which gives the all-
important functors Φ and Ψ in this setting, together with the more general result,
Theorem 5.12.
5.1. Exponential functors to k-modules. In this section, k is a commutative
ring.
Notation 5.1. Let Hopf
k
denote the category of Hopf algebras over k (bialgebras
with antipode) and Hopf cocom
k
, Hopf com
k
, Hopfbicom
k
denote respectively the full
subcategories of cocommutative, commutative and bicommutative Hopf algebras.
Remark 5.2. These categories identify as follows:
(1) Hopfcom
k
is the category of cogroup objects in Alg
k
;
(2) Hopfcocom
k
is the category of group objects in Coalg
k
;
(3) Hopfbicom
k
is both the category of abelian cogroup objects in Alg
k
and the
category of abelian group objects in Coalg
k
.
The results of Sections 3 and 4 imply the following:
Lemma 5.3. Evaluation on Z induces the horizontal functors in the diagrams
F∐exp(ab;k)
evZ //
◦a

Hopfbicom
k _

F
∏
exp(abop;k)
evZ //
◦a

Hopfbicom
k _

F∐exp(gr;k)
evZ
// Hopfcom
k
F
∏
exp(grop;k)
evZ
// Hopfcocom
k
that are commutative up to natural isomorphism.
Lemma 5.3 leads to the main result of this Section:
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Theorem 5.4. Evaluation on Z induces equivalences of categories
evZ : F
∐exp(gr;k)
∼=
−→ Hopf com
k
evZ : F
∏
exp(grop;k)
∼=−→ Hopf cocom
k
.
These restrict to give the equivalence of categories
evZ : F
∐exp(ab;k) ∼= F
∏
exp(abop;k)
∼=
−→ Hopfbicom
k
.
In particular, there are faithful embeddings
(1) Φ : Hopf cocom
k
→ F(grop;k) such that ΦH(Z⋆n) = H⊗n;
(2) Ψ : Hopf com
k
→ F(gr;k) such that ΨH(Z⋆n) = H⊗n.
Restricted to bicommutative Hopf algebras, up to natural isomorphism, these func-
tors factor across F(abop;k) and F(ab;k) respectively:
Hopfbicom
k _

Φ // F(abop;k)
◦a

Hopfbicom
k _

Ψ // F(ab;k)
◦a

Hopf cocom
k Φ
// F(grop;k) Hopfcom
k Ψ
// F(gr;k).
Proof. The result follows by combining Theorems 3.12 and 3.13 with Theorem
4.11. 
Remark 5.5. The functors Φ and Ψ take values in exponential functors. For clarity,
this has not been included in the statement.
Remark 5.6. Since the construction of the functors Φ and Ψ is based on the general
categorical setting of (co)product-preserving functors (see Section 3), it is clear that
the construction extends to the graded setting, replacing Alg
k
and Coalg
k
by the
appropriate graded version (either using Koszul signs or without, depending upon
the context), as in Remark 4.12.
The functors Φ and Ψ depend upon the symmetric monoidal structure. Where
required (see Proposition 5.13 for example), this may be indicated in the notation.
However we will not distinguish in the notation between the (non-) Koszul graded
settings, since the context determines which symmetry must be used.
Remark 5.7.
(1) Theorem 5.4 can be proved, as in [KP18, Remark 2.1, Theorem 2.2] by
identifying the PROP associated to the relevant category of Hopf algebras,
as in [Pir02], [Hab16]. This is exploited in [BRY17].
(2) There are variants: for example, Touze´ has independently given a classifi-
cation of the exponential functors from the category of finitely generated
projective R-modules to k-modules [Tou18, Theorem 5.3]; this generalizes
the commutative case stated in Theorem 5.4.
(3) For H a cocommutative Hopf algebra, evaluating ΦH on Z⋆n gives a right
End(Z⋆n)-action on H⊗n ∼= ΦH(Z⋆n) and, by restriction, a right Aut(Z⋆n)-
action. This recovers the action constructed (in a special case) by Turchin
and Willwacher in [TW19, Section 1]. Similarly one recovers the right
Aut(Z⋆n)-action on H⊗n given by Conant and Kassabov [CK16, Section
4].
Example 5.8. Suppose that k is a field and let H := S∗(V ) be the symmetric
algebra on the k-vector space V , considered as a primitively-generated Hopf algebra.
Then there are natural isomorphisms
ΦS∗(V ) ∼= S∗(Hom(a
k
, V ))
ΨS∗(V ) ∼= S∗(a
k
⊗ V )
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as objects of F(grop;k) and F(gr;k) respectively. In particular, these functors
factor across the abelianization functor.
Example 5.9. Consider the primitively-generated graded bicommutative Hopf al-
gebra H := Λ(x) ⊗ k[y], where |x| = 1 and |y| = 2 (here Koszul signs are used for
the symmetry). The (graded) exponential functor ΨH is
(S∗ ⊗ Λ∗) ◦ a
k
: Z⋆n 7→ (S∗ ⊗ Λ∗)(k⊕n)
where (Sa ⊗ Λb)(k⊕n) is placed in degree 2a+ b. Again ΨH arises from F(ab;k).
This should be compared with the (more interesting) case of Example 18.7, where y
is no longer taken to be primitive; the corresponding ΨH does not lie in F(ab;k).
Remark 5.10. The functors Φ and Ψ have an inherently polynomial nature; for
example, in this graded setting, if H is connected, then (ΦH)d ∈ Ob Fd(grop;k),
for d ∈ N.
5.2. The general symmetric monoidal setting. As suggested by Remark 5.6
above, the results of the previous section generalize when replacing k-modules by
any symmetric monoidal category (M ,⊗,1). For example, we apply this in the case
of the symmetric monoidal category (F(Σ;k),⊙,1) that is introduced in Section
7.
Remark 5.11.
(1) Hopfcom
k
is replaced by the category Hopf com(M ) of cogroup objects in
CMon(M ) (i.e., the category of commutative Hopf monoids in M );
(2) Hopfcocom
k
is replaced by the category Hopf cocom(M ) of group objects in
CComon(M ) (i.e., the category of cocommutative Hopf monoids in M );
(3) Hopfbicom
k
is replaced by the category Hopfbicom(M ) of abelian cogroup
objects in CMon(M ), which is equivalent to the category of abelian group
objects in CComon(M ). This is the category of bicommutative Hopf
monoids in M .
Theorem 5.4 then becomes, mutatis mutandis:
Theorem 5.12. Let (M ,⊗,1) be a symmetric monoidal category. Evaluation on
Z induces equivalences of categories
evZ : F
∐exp(gr;M )
∼=
−→ Hopf com(M )
evZ : F
∏
exp(grop;M )
∼=
−→ Hopf cocom(M ).
These restrict to give the equivalence of categories
evZ : F
∐exp(ab;M ) ∼= F
∏
exp(abop;M )
∼=
−→ Hopfbicom(M ).
In particular, there are faithful embeddings:
(1) Φ : Hopf cocom(M )→ F(grop;M ) such that ΦH(Z⋆n) = H⊗n
(2) Ψ : Hopf com(M )→ F(gr;M ) such that ΨH(Z⋆n) = H⊗n
and these take values in the respective categories of exponential functors.
The functors Φ and Ψ depend naturally upon the symmetric monoidal category
M as stated in the following Proposition, in which the relevant category is indicated
for the respective functors Φ, Ψ.
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Proposition 5.13. Let (M ,⊗M ,1M ) → (E ,⊗E ,1E ) be a symmetric monoidal
functor. Then the following diagrams commute up to natural isomorphism:
Hopfcocom(M )

ΦM // F(grop;M )

Hopf com(M )
ΨM //

F(gr;M )

Hopf cocom(E )
ΦE
// F(gr; E ) Hopf com(E )
ΨE
// F(gr; E ),
where the vertical arrows are induced by the symmetric monoidal functor M → E .
Proof. Straightforward. 
Corollary 5.14. Let ε : (M ,⊗M ,1M ) → (E ,⊗E ,1E ) be an equivalence of sym-
metric monoidal categories.
(1) For H ∈ Ob Hopf cocom(M ), there is a natural isomorphism of exponential
functors
ε(ΦMH) ∼= ΦE (εH).
(2) For H ∈ Ob Hopfcom(M ), there is a natural isomorphism of exponential
functors
ε(ΨMH) ∼= ΨE (εH).
Remark 5.15. This result is primordial in allowing the passage between the Koszul
signed and un-signed contexts using the functor (−)† introduced in Section 7.
Part 3. From representations of symmetric groups to polynomial
functors
6. Polynomial functors of groups
This section reviews the theory of polynomial functors on the category gr as
required in the applications. In particular, the functors βd that play an important
role here in relation to higher Hochschild homology, are introduced in Theorem 6.3
and Sections 6.2 and 6.3 outline key results when k is a field of characteristic zero.
We concentrate on the covariant case, F(gr;k) and F(ab;k) (when k is a field,
duality yields analogous results for contravariant functors). The following notation
is used:
Notation 6.1. For k a commutative ring, denote by
(1) F<∞(gr;k) the full subcategory of polynomial functors of F(gr;k), so that
F<∞(gr;k) =
⋃
d∈N Fd(gr;k);
(2) F<∞(ab;k) the full subcategory of polynomial functors of F(ab;k).
6.1. Recollement for polynomial functors. Throughout this section, k is a
commutative ring. The fundamental relationship between polynomial functors and
representations of the symmetric groups stems from the following result:
Proposition 6.2. [Ves18] For m,n ∈ N,
HomF(gr;k)(a
⊗m
k
, a⊗n
k
) ∼=
{
k[Sm] m = n
0 otherwise.
This is subsumed in the following recollement Theorem, in which the functors
pgrd−1 and q
gr
d−1 below correspond to those introduced in Proposition A.10.
HIGHER HOCHSCHILD HOMOLOGY 25
Theorem 6.3. ([DV15, The´ore`me 3.2] and [DPV16, Proposition 4.4].) For d ∈ N,
there is a recollement diagram
Fd−1(gr;k)
  // Fd(gr;k)
qgr
d−1uu
pgr
d−1
ii
crd //
k[Sd]−mod.
αduu
βd
ii
(1) The dth cross effect functor crd is exact and is naturally equivalent to
HomFd(gr;k)(a
⊗d
k
,−).
(2) The left adjoint to crd, αd, is given by αd :M 7→ a
⊗d
k
⊗Sd M ; αd preserves
projectives.
(3) The right adjoint βd to crd is exact and preserves injectives.
Although an immediate consequence of the recollement context, we stress:
Corollary 6.4. For M ∈ Ob k[Sd]−mod and F ∈ Ob Fd−1(gr;k), where d ∈ N,
HomF(gr;k)(F, βdM) = 0.
Proof. This follows by adjunction, since crdF = 0, by hypothesis. 
Likewise:
Proposition 6.5. For d ∈ N and F ∈ Ob F(gr;k), there are natural exact se-
quences of functors:
αdcrdq
gr
d F → q
gr
d F → q
gr
d−1F → 0
0→ pgrd−1F → p
gr
d F → βdcrdp
gr
d F.
Proof. Since Fd−1(gr;k) is the kernel of crd, the fact that these are sequences
follows from the definition of αd and βd respectively as the left and right adjoints
of crd, as in Corollary 6.4.
The surjectivity of qgrd ։ q
gr
d−1 and the injectivity of p
gr
d−1 →֒ p
gr
d are clear. The
exactness at the middle term is a formal consequence of the recollement context;
for instance, the adjunction counit αdcrd → 1Fd(gr;k) is an isomorphism modulo
Fd−1(gr;k), in particular has cokernel in Fd−1(gr;k). The functor q
gr
d−1 provides
the universal such quotient, from which the result follows.
The other case is proved by the dual argument. 
Notation 6.6. For F ∈ Ob F(gr;k) and d ∈ N, let q̂grd F denote the kernel of the
natural surjection qgrd F ։ q
gr
d−1F .
The following is an immediate consequence of Proposition 6.5 :
Corollary 6.7. For F ∈ Ob F(gr;k) and d ∈ N there is a canonical short exact
sequence
0→ q̂grd F → q
gr
d F → q
gr
d−1F → 0
where q̂grd F is a quotient of αdcrdq
gr
d F , in particular lies in the full subcategory
Fd(ab;k).
Moreover, the inclusion q̂grd F ⊂ q
gr
d F induces an isomorphism αdcrdq̂
gr
d F
∼=
αdcrdq
gr
d F .
Remark 6.8. Corollary 6.7 gives the canonical filtration of polynomial functors of
F(gr;k) of [DV15, Corollaire 3.7]. Namely, if F ∈ Ob Fn(gr;k) for n ∈ N, there is
a natural filtration
0 = F−1 ⊂ F0 ⊂ F1 ⊂ . . . ⊂ Fn = F,
where, for −1 ≤ t ≤ n, Ft := ker{F ։ qt−n−1F}, so that Ft/Ft−1 ∼= q̂
gr
n−tF has
polynomial degree at most n− t (for t ≥ 0).
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One interest of this filtration is that the subquotients are polynomial functors
from F(ab;k).
6.2. Polynomial functors in characteristic zero. In this section k is a field
of characteristic zero (see Appendix B for aspects of the representation theory of
symmetric groups in characteristic zero). In this case the polynomial filtration
given by Corollary 6.7 is simpler to understand:
Proposition 6.9. Let k be a field of characteristic zero. For d ∈ N, the functor
αd : k[Sd]−mod → F(gr;k) is exact and sends simple representations to simple
functors.
Hence, for any functor F of F(gr;k), the natural exact sequence of Proposition
6.5 is short exact:
0→ αdcrdq
gr
d F → q
gr
d F → q
gr
d−1F → 0
and q̂grd F
∼= αdcrdq
gr
d F is semi-simple, with composition factors of polynomial de-
gree d.
Proof. The category k[Sd]−mod is semi-simple, so the exactitude of αd is immediate
from its definition. In particular, if Sλ is a simple Sd-module, αdSλ is a direct
summand of αdk[Sd] and the latter identifies with a
⊗d
k
.
By construction αdSλ is simple of polynomial degree d, modulo a possible sub-
object of polynomial degree at most d− 1. However, HomF(gr;k)(a
⊗m
k
, a⊗d
k
) is zero
unless m = d (see Proposition 6.2), in particular if m < d. From this, it follows
easily that αdSλ ⊂ a
⊗d
k
can contain no such sub-functor, hence is simple.
Hence αdcrdq
gr
d F is semi-simple, homogeneous of polynomial degree d. The
first morphism of the exact sequence of Proposition 6.5 is the adjunction counit,
which is injective modulo functors in Fd−1(gr;k) by the recollement context. By
homogeneity, in this case it is injective. 
Remark 6.10. When k is a field of characteristic zero, Proposition 6.9 implies that
the polynomial filtration of F ∈ Ob Fn(gr;k) (n ∈ N) is the unique filtration
0 = F−1 ⊂ F0 ⊂ F1 ⊂ . . . ⊂ Fn = F,
such that Ft/Ft−1 is semi-simple with composition factors of degree n − t for 0 ≤
t ≤ n. (Cf. Remark 6.8.)
Proposition 6.11. Let k be a field of characteristic zero. For d ∈ N, the functor
qd : F<∞(gr;k)→ Fd(gr;k) is exact, hence so is the functor q̂
gr
d = αdcrdqd.
Proof. By a straightforward induction, it suffices to show that if i : F →֒ G is a
monomorphism in FD(gr;k), for some D ∈ N, then qD−1F → qD−1G is injective.
Consider the morphism (induced by i) of the short exact sequences provided by
Proposition 6.9:
0 // αDcrDF // _

J
F _
i

// qD−1F //

0
0 // αDcrDG // G // qD−1G // 0.
As indicated, the left hand square is Cartesian, since αDcrDF is the largest subfunc-
tor of F that is semi-simple with composition factors of degree D, by Proposition
6.9. It follows that the right hand vertical morphism is injective, as required. 
The understanding of the polynomial filtration provided by Propositions 6.9 and
6.11 can be made even more precise by the following result:
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Proposition 6.12. [Ves18] Let k be a field of characteristic zero. For S, T simple
polynomial functors of F(gr;k) of polynomial degrees |S|, |T | respectively,
Ext∗F(gr;k)(S, T ) = 0 if ∗ 6= |T | − |S|.
In particular Ext1F(gr;k)(S, T ) = 0 if |S| 6= |T | − 1.
Proof. In characteristic zero, the result is equivalent to the main Theorem of [Ves18]
which implies that Ext∗F(gr;k)(a
⊗n, a⊗m) = 0 if ∗ 6= m− n. 
Recall the following:
Definition 6.13. For X an object of an abelian category,
(1) the socle of X , soc(X), is the largest semi-simple subobject of X ;
(2) the (increasing) socle filtration socn(X) of X is defined recursively by
soc0X = 0 and socn+1(X) is the preimage of soc(X/socn(X));
(3) the socle length of X , lengthsoc(X) ∈ N ∪ {∞}, is inf{n|socn(X) = X}.
Proposition 6.14. Let k be a field of characteristic zero. If F ∈ Ob F<∞(gr;k)
is a polynomial functor such that soc(F ) is non-zero, with all composition factors
of degree d then, for n ∈ N
socn(F ) = ker{F → qd−nF}.
Thus, up to reindexing, the socle filtration coincides with the polynomial filtration
provided by Proposition 6.9.
Proof. The hypothesis implies that F has polynomial degree d. By an evident
induction upon d it suffices to show that F/soc(F ) has socle with all composition
factors of degree d − 1. (Cf. also the characterization of the polynomial filtration
given in Remark 6.10.)
Proposition 6.9 implies that F/soc(F ) has polynomial degree d−1. Suppose that
soc(F/soc(F )) has a composition factor S of polynomial degree< d−1. Proposition
6.12 implies that Ext1F(gr;k)(S, soc(F )) = 0; this provides a contradiction, since S
would then have to belong to soc(F ), violating the hypothesis on F . 
Example 6.15. Let k be a field of characteristic zero. The hypothesis of Propo-
sition 6.14 upon F is equivalent to the assertion that the canonical morphism
F → βdcrdqdF is injective.
Any non-zero subfunctor of βdM , for 0 6= M a finite-dimensional k[Sd]-module
satisfies this hypothesis. In particular, the socle of βdM is αdM , the semi-simple
functor corresponding to M .
6.3. Homological algebra for polynomial functors in characteristic zero.
If k is a field of characteristic zero, the category k[Sd]−mod (d ∈ N) is semi-simple;
hence βdM is an injective of Fd(gr;k) for any M ∈ Ob k[Sd]−mod. More is true:
Theorem 6.16. Let k be a field of characteristic zero. For any d ∈ N and M ∈
Ob k[Sd]−mod, βdM is injective in F<∞(gr;k).
Proof. By [DPV16, The´ore`me 1], if F,G ∈ Ob FD(gr;k) for some D ∈ N, then the
canonical morphism Ext∗FD(gr;k)(F,G)→ Ext
∗
F(gr;k)(F,G) is an isomorphism.
Hence, to prove the result, it suffices to prove that Ext1F(gr;k)(S, βdM) = 0
for any simple polynomial functor S ∈ F<∞(gr;k). Since, βdM is injective in
Fd(gr;k), we may suppose that S has polynomial degree strictly greater than d.
The result now follows from Proposition 6.12. 
Corollary 6.17. If k is a field of characteristic zero, the category F<∞(gr;k) has
enough injectives.
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The following result underlines the essential homological difference between F(ab;k)
and F(gr;k) when k is a field of characteristic zero.
Theorem 6.18. [DPV16, Section 4] Let k be a field of characteristic zero. Then:
(1) the category F<∞(ab;k) is semi-simple;
(2) for 0 < d ∈ N, the category Fd(gr;k) has global dimension d− 1.
7. Σ-modules and Schur functors
The purpose of this section is to introduce the category of Σ-modules and the
relationship through Schur functors with the functor category F(mod
k
;k), where
mod
k
is the module category introduced in Notation 7.17. Wherever possible, k
is a general commutative ring.
7.1. Σ-modules.
Notation 7.1. Let Σ ⊂ Fin denote the maximal subgroupoid of the category Fin
of finite sets (i.e., the category of finite sets and bijections).
Remark 7.2.
(1) The category Fin (and hence Σ) has a small skeleton with objects n =
{1, . . . , n}, n ∈ N (by convention 0 = ∅) hence F(Σ;k) is equivalent to the
category ∏
d≥0
k[Sd]−mod.
In particular, a k[Sn]-module can be considered as an object of F(Σ;k)
that is zero on m for m 6= n.
(2) Since Σ is a groupoid, the inverse induces an equivalence of categories
Σop ∼= Σ, whence F(Σ;k) is equivalent to F(Σop;k). This is used exten-
sively throughout this paper.
Remark 7.3. The category Σ is symmetric monoidal for ∐ the disjoint union of
sets. (This is the coproduct in Fin but not in Σ.) Given m,n ∈ N, there is the
standard choice of isomorphism m∐ n→m+ n, sending i ∈m to i ∈m+ n and
j ∈ n to m+ j ∈m+ n. This is associative but is not commutative.
Example 7.4. For n ∈ N, the standard projective is PΣn : S 7→ k[HomΣ(n, S)].
Hence PΣn is non-zero only if |S| = n, when the corresponding representation of the
symmetric group is the regular representation.
To simplify notation, the following is introduced:
Notation 7.5. Write 1 for PΣ0 ; this is the functor 0 7→ k and n 7→ 0, n > 0.
As in Appendix A, the category F(Σ;k) is tensor abelian for the pointwise tensor
product. However, there is a second tensor structure that is more important here:
Definition 7.6. Let (F(Σ;k),⊙,1) denote the monoidal structure given, for V,W ∈
Ob F(Σ;k), by
(V ⊙W )(S) :=
⊕
S=S1∐S2
V (S1)⊗kW (S2),
for S ∈ Ob Σ, where the sum is over ordered decompositions of S into two subsets
(possibly empty).
Remark 7.7. Under the equivalence of categories F(Σ;k) ∼=
∏
d≥0 k[Sd]−mod, an
object V of F(Σ;k) is considered as a sequence V (d) (d ∈ N) of representations of
the symmetric groups. Under this interpretation, one has
(V ⊙W )(n) =
⊕
n1+n2=n
V (n1)⊗W (n2) ↑
Sn
Sn1×Sn2
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where the induction uses the inclusion Sn1 ×Sn2 ⊂ Sn induced by n1 ∐ n2 ∼= n.
Proposition 7.8. For m,n ∈ N, via the identification m∐ n ∼=m+ n of Remark
7.3, ∐ induces an isomorphism
PΣm ⊙ P
Σ
n
∼=
→ PΣm+n.
Proof. For finite sets S1, S2, disjoint union induces a natural inclusion
PΣm(S1)⊗k P
Σ
n (S2) →֒ P
Σ
m∐n(S1 ∐ S2).
It is straightforward to check that this induces the stated isomorphism. (Indeed,
an inverse can be constructed by using Yoneda’s lemma.) 
Remark 7.9. From the viewpoint of Remark 7.7, the existence of an isomorphism as
in Proposition 7.8 is clear, since both sides are isomorphic to the regular represen-
tation of Sm+n. However, the naturality of the above isomorphism is important;
in particular, via Remark 7.3, one has associativity of these isomorphisms.
Example 7.10. The functor − ⊙ PΣ1 is an exact endofunctor of F(Σ;k). Under
the equivalence of categories F(Σ;k) ∼=
∏
d≥0 k[Sd]−mod, this has components
given by the induction functors
(−) ↑
Sd+1
Sd
: k[Sd]−mod→ k[Sd+1]−mod.
7.2. Symmetries for the monoidal structure. The category (F(Σ;k),⊙,1)
has two possible symmetries, according to whether the symmetry introduces Koszul
signs. These exploit the usual symmetric monoidal structure of ⊗
k
, which provides
the isomorphism
V (S1)⊗W (S2)
∼=
→W (S2)⊗ V (S1).(7.1)
Definition 7.11. Let
(1) (F(Σ;k),⊙,1, τ) be the symmetric monoidal structure, with τ induced by
the isomorphism of equation (7.1);
(2) (F(Σ;k),⊙,1, σ) be the symmetric monoidal structure, with σ induced by
the isomorphism of equation (7.1) together with the Koszul sign (−1)|S1||S2|.
To relate these symmetric monoidal structures requires the following orientation
Σ-module:
Definition 7.12. Let Or ∈ Ob F(Σ;k) denote the orientation Σ-module Or(S) :=
Λ|S|(k[S]), where k[S] is the free k-module on the finite set S and Λ|S| the top
exterior power.
Theorem 7.13. The functor −⊗Or : F(Σ;k)→ F(Σ;k) induces an equivalence
of symmetric monoidal categories
(−)† : (F(Σ;k),⊙,1, τ)
∼=
→ (F(Σ;k),⊙,1, σ).
Proof. This result for k a field of characteristic zero corresponds to the transpose
equivalence of [SS12, Proposition 7.4.3]. The proof carries over to an arbitrary
commutative ring. 
Example 7.14. Let k be a field of characteristic zero and let Sλ denote the simple
k[Sn]-module indexed by the partition λ, considered as an object of F(Σ;k) (see
Appendix B for background). Then (Sλ)
† ∼= Sλ† , where λ
† denotes the conjugate
partition.
Theorem 7.13 has the following important consequence, using the notation for
the categories of commutative unital monoids introduced in Notation 4.8:
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Corollary 7.15. (Cf. [SS12].) The functor (−)† of Theorem 7.13 induces an
equivalence
(−)† : CMon(F(Σ;k),⊙,1, τ)
∼=
→ CMon(F(Σ;k),⊙,1, σ).
Remark 7.16. It is this result that allows the passage between the commutative
and graded commutative settings.
7.3. From F(Σ;k) to F(ab;k). The purpose of this section is to introduce the
Schur functors in a form suitable for the case of a general commutative ring k. This
is more familiar when k is a field of characteristic zero (see Section 7.4 below); in
general, the categories of polynomial functors involved are not semi-simple, so a
more general framework is presented here.
Notation 7.17. Let
(1) mod
k
denote the full subcategory of the category of k-modules consisting
of free, finite-rank k-modules;
(2) −⊗Z k : ab→modk denote the extension of scalars functor.
Remark 7.18.
(1) For k = Z, mod
k
is the category ab; taking k to be a field, mod
k
is the
category of finite-dimensional k-vector spaces.
(2) Considered as taking values in k-modules, − ⊗Z k identifies with ak ∈
Ob F(ab;k) ⊂ F(gr;k).
Sincemod
k
is an additive category, the notion of polynomial functor in F(mod
k
;k)
is defined and the following is clear:
Proposition 7.19. The functor −⊗Z k : ab→modk induces an exact, monoidal
restriction functor ReskZ : F(modk;k)→ F(ab;k).
For d ∈ N, this restricts to Resk
Z
: Fd(modk;k)→ Fd(ab;k).
Working over a commutative ring k, since the category of polynomial functors
F<∞(modk;k) :=
⋃
d Fd(modk;k) does not in general split into a product of
categories of ‘homogeneous’ functors, we must work with the following.
Notation 7.20. Let
∏
d∈NFd(ab;k) (respectively
∏
d∈NFd(modk;k)) denote the
product categories equipped with the tensor product induced from (F(ab;k),⊗)
(respectively (F(mod
k
;k),⊗)).
Remark 7.21. An object of
∏
d∈NFd(ab;k) is a sequence of functors (Fd|d ∈ N)
where Fd ∈ Fd(ab;k). If (Gd|d ∈ N) is another such, their tensor product is given
by the sequence
(⊕
i+j=d Fi ⊗ Gj |d ∈ N
)
. The functor Fi ⊗ Gj lies in Fd(ab;k),
by Proposition A.10. (Similarly for mod
k
in place of ab.)
The proof of the following is left to the reader.
Proposition 7.22.
(1) The categories
(∏
n∈N Fn(ab;k),⊗
)
and
(∏
n∈N Fn(modk;k),⊗
)
are abelian
with symmetric monoidal structure given by ⊗.
(2) The functor ReskZ induces an exact symmetric monoidal functor
ReskZ :
∏
n∈N
Fn(modk;k)→
∏
n∈N
Fn(ab;k).
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(3) The direct sum (Fd|d ∈ N) 7→
⊕
d∈N Fd induces exact symmetric monoidal
functors ∏
d∈N
Fd(ab;k) → F(ab;k)∏
d∈N
Fd(modk;k) → F(modk;k)
and these are compatible via ReskZ.
Notation 7.23. Let T ∈ Ob F(mod
k
×Σop;k) denote the bifunctor defined by
(V,d) 7→ Td(V ),
equipped with the place permutation action of Sd on the right (that is (v1 ⊗ . . .⊗
vd)ρ = vρ(1) ⊗ . . .⊗ vρ(d) for ρ ∈ Sd).
As usual, via the equivalence of categories Σ ∼= Σop, this becomes a left action,
so that T may also be considered in F(mod
k
×Σ;k).
To establish the relationship with the material of Section 6, we note the following:
Lemma 7.24. For d ∈ N, the functor αd : k[Sd]−mod → Fd(gr;k) of Theorem
6.3 factorizes as
k[Sd]−mod
T
d⊗Sd−// Fd(modk;k)
Resk
Z // Fd(ab;k)
  // F(gr;k) .
Recall that F(Σ;k) is equivalent to the product category
∏
d∈N k[Sd]−mod.
Moreover, by Proposition 7.22
ReskZ :
∏
d∈N
Fd(modk;k)→
∏
d∈N
Fd(ab;k)
is exact and symmetric monoidal. This allows us to focus upon the functors to
F(mod
k
;k), giving a generalization of the usual notion of Schur functors:
Definition 7.25. Let
(1) α
k
: F(Σ;k)→
∏
d∈NFd(modk;k) be the functor induced by the functors
Td ⊗Sd −;
(2) α : F(Σ;k)→
∏
d∈N Fd(ab;k) be the composite Res
k
Z ◦ αk;
(3) cr :
∏
d∈NFd(modk;k)→ F(Σ;k) be the functor induced by the crd◦Res
k
Z,
for d ∈ N.
Proposition 7.26.
(1) The functor α
k
: (F(Σ;k),⊙,1, τ) → (
∏
d∈NFd(modk;k),⊗) is symmet-
ric monoidal.
(2) The functor cr :
∏
d∈N Fd(modk;k) → F(Σ;k) is exact and is a retract
of α
k
(i.e., the composite cr ◦ α
k
is naturally equivalent to the identity on
F(Σ;k)).
Proof. The first statement is an extension to general k of the classical result for
Schur functors (see [SS12, Section 5.4] for example) and can be proved directly from
the explicit form of the functors Td ⊗Sd −.
The second statement follows from the exactness of each crd, of Res
k
Z and the
fact that the composites crd ◦αd are the identity (by Theorem 6.3), for each d. 
Recall from Proposition 7.22 that the direct sum induces∏
d∈N
Fd(modk;k)
⊕
→ F(mod
k
;k).
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The tensor product ⊗Σ induces a functor ⊗Σ : F(modk × Σop;k) × F(Σ;k) →
F(mod
k
;k). (See Section A.4 for the construction of ⊗Σ.)
Proposition 7.27. The following diagram commutes up to natural isomorphism:
F(Σ;k)
α
k //
T⊗Σ− ((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
∏
d∈NFd(modk;k)
⊕

F(mod
k
;k),
so that the functor α
k
refines T⊗Σ − : F(Σ;k)→ F(modk;k).
Proof. The result follows directly from the definitions. 
Remark 7.28. If k is a field of characteristic zero, then it is sufficient to work with
the functor T ⊗Σ −, since F<∞(ab;k) is semi-simple (see Theorem 6.18). For
general k we need to retain the information on the components.
7.4. Working over a field of characteristic zero: the Schur correspon-
dence. When k is a field of characteristic zero, the above is related to the more
classical Schur functors underlying the Schur-Weyl correspondence (see [SS12, Sec-
tion 5.4], for example).
Proposition 7.29. For k = Q, the functor α
k
induces an equivalence of symmetric
monoidal categories
α
k
: (F(Σ;k),⊙,1, τ)
∼=
→ (
∏
d∈N
Fd(modk;k),⊗)
with inverse cr.
Remark 7.30. Proposition 7.29 extends to arbitrary fields of characteristic zero by
considering the essential image of α
k
. In the examples of interest here, the functors
always lie in this essential image.
Corollary 7.31. For k = Q, the monoidal category (
∏
d∈N Fd(modk;k),⊗) ad-
mits a second symmetry σ and the associated symmetric monoidal categories are
equivalent:
(−)† :
(∏
d∈N
Fd(modk;k),⊗, τ
)
∼=
→
(∏
d∈N
Fd(modk;k),⊗, σ
)
.
Proof. The second symmetry σ is induced by σΣ on F(Σ;k) (introducing the sub-
script for clarity), namely by setting σ := α
k
◦ σΣ ◦ cr. Similarly the functor (−)†
is given as the composite α
k
◦ (−)†Σ ◦ cr. 
Remark 7.32. Heuristically, the symmetry σ arises when the ‘variable’ V is placed
in degree one and the Koszul signs of graded vector spaces are used.
Remark 7.33. For general k, there is no precise analogue of (−)† on
∏
d∈NFd(modk;k).
This explains one significant advantage of working with F(Σ;k) rather than the
associated Schur functor in the general case.
Example 7.34. Let k = Q. There is a natural isomorphism (S∗)† ∼= Λ∗ in∏
d∈N Fd(modk;k). Here the symmetric power functors S
∗ correspond to the con-
stant Σ-module k, whereas the exterior power functors Λ∗ correspond to Or.
Definition 7.35. A non-zero object F ∈ Ob
∏
d∈NFd(modk;k) is a homogeneous
polynomial functor (of degree t ∈ N) if F is supported on the single component
Ft(modk;k).
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If F,G ∈ Ob
∏
d∈NFd(modk;k) are homogeneous polynomial functors and G
takes finite-dimensional values, then the composite F◦G belongs to
∏
d∈N Fd(modk;k).
The operation ◦ corresponds to plethysm of representations of symmetric groups
(see Appendix B).
When F,G are homogeneous polynomial functors, (F ◦G)† has a simple descrip-
tion:
Proposition 7.36. [SS12, Section 7.4.8] Let k = Q. For F,G homogeneous poly-
nomial functors such that G takes finite-dimensional values and G ∈ Ob Fd(gr;k),
for d ∈ N;
(1) if d is even, then (F ◦G)† ∼= F ◦ (G†);
(2) if d is odd, then (F ◦G)† ∼= (F †) ◦ (G†).
Remark 7.37. The above results can be generalized to fields Q ⊂ k by base change.
8. Hopf algebras in Σ-modules
This section introduces the Hopf algebras in Σ-modules that underlie this work,
namely the cocommutative Hopf algebra PΣ and the commutative Hopf algebra
PΣcoalg. Applying the functor (−)
† yields their Koszul-signed analogues. The under-
lying commutative ring k is arbitrary.
These Hopf algebras are most easily understood in terms of their associated
Schur functors, where PΣ corresponds to the tensor Hopf algebra V 7→ T(V ),
with underlying algebra the usual tensor algebra, and PΣcoalg to the Hopf algebra
V 7→ Tcoalg(V ), where the underlying coalgebra is the tensor coalgebra (that is
using the deconcatenation coproduct).
8.1. The tensor (co)algebra. The underlying object of PΣ and PΣcoalg is given
by the following projective generator of F(Σ;k):
Notation 8.1. Let PΣ denote the functor
∏
n∈N P
Σ
n ∈ Ob F(Σ;k), equipped with
the canonical split inclusion 1 →֒ PΣ.
Remark 8.2. Under the equivalence of categories between F(Σ;k) and
∏
d∈N k[Sd]−
mod, PΣ corresponds to
(
k[Sn]|n ∈ N
)
.
The following identification of the image of PΣ under the functor α
k
of Definition
7.25 is straightforward:
Lemma 8.3. There is an isomorphism α
k
PΣ ∼=
(
Td|d ∈ N
)
in
∏
d∈NFd(modk;k).
Definition 8.4. Let
(1) T denote the tensor functor
(
Td|d ∈ N
)
in
∏
d∈NFd(modk;k) equipped
with the functorial cocommutative Hopf algebra structure given by the
concatenation product and the shuffle coproduct (determined by declaring
the generators primitive); the conjugation χ reverses the order of tensors
and multiplies by (−1)d, where d is the tensor length;
(2) Tcoalg denote the tensor functor
(
Td|d ∈ N
)
equipped with the functorial
commutative Hopf structure given by the deconcatenation coproduct and
shuffle product.
Remark 8.5.
(1) The notation T is also used for the bifunctor introduced in Notation 7.23.
There is no serious conflict of notation, since the underlying objects are the
same and the context should make clear what structure is carried.
(2) Note that, although there is a grading by tensor length, Koszul signs do
not intervene in Definition 8.4.
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Before introducing the Hopf algebras PΣ and PΣcoalg, we point out that the con-
catenation product and deconcatenation product are visible immediately on PΣ.
The proof of the following is left to the reader.
Lemma 8.6. The isomorphisms of Proposition 7.8 induce:
(1) the concatenation product µconcat : P
Σ ⊙ PΣ → PΣ and
(2) the deconcatenation coproduct ∆deconcat : P
Σ → PΣ ⊙ PΣ
such that (PΣ, µconcat) is an associative, unital monoid in (F(Σ;k),⊙,1) and
(PΣ,∆deconcat) is a coassociative, counital comonoid.
Proposition 8.7. With respect to the symmetric monoidal structure (F(Σ;k),⊙,1, τ):
(1) there is a unique cocommutative Hopf algebra structure
PΣ := (PΣ, µconcat,∆shuff , χ),
with shuffle coproduct ∆shuff , such that αkP
Σ ∼= T as Hopf algebras;
(2) there is a unique commutative Hopf algebra structure
PΣcoalg := (P
Σ, µshuff ,∆deconcat, χ),
with shuffle product µshuff , such that αkP
Σ
coalg
∼= Tcoalg as Hopf algebras.
Proof. The Hopf algebra structures PΣ, PΣcoalg are constructed from those of T and
Tcoalg respectively as follows. Suppose that M,N ∈ Ob F(Σ;k), then Proposition
7.26 gives the natural isomorphism α
k
(M ⊙ N) ∼= α
k
(M) ⊗ α
k
(N) and hence a
natural isomorphism
cr(α
k
(M)⊗ α
k
(N)) ∼=M ⊙N,
since cr◦α
k
is naturally isomorphic to the identity. Hence, a Hopf algebra structure
on α
k
PΣ induces a Hopf algebra structure on PΣ in (F(Σ;k),⊙, PΣ0 , τ).
Alternatively, Lemma 8.6 provides the underlying (de)concatenation structures
and the shuffle coproduct ∆shuff and the shuffle product µshuff are essentially
uniquely determined by these, and can be exhibited explicitly. Likewise for the
conjugation χ. 
Remark 8.8. Apart from the sign arising in the definition of χ, the Hopf algebra
structures on PΣ given by Proposition 8.7 are of entirely combinatorial origin.
Passage to the graded (co)commutative setting is understood via the functor
(−)† of Theorem 7.13. We note the following for the (de)concatenation structures:
Proposition 8.9. Under the equivalence of symmetric monoidal categories of The-
orem 7.13, there are isomorphisms
(1) (PΣ, µconcat)
† ∼= (PΣ, µconcat) of monoids ;
(2) (PΣ,∆deconcat)
† ∼= (PΣ,∆deconcat) of comonoids
in (F(Σ;k),⊙,1).
Proof. The nth component of PΣ
†
corresponds to the representation k[Sn] ⊗ sgn
of Sn (with diagonal action). There is an isomorphism of Sn-modules given by
k[Sn] → k[Sn]⊗ sgn
[e] 7→ [e]⊗ 1,
where sgn is the signature representation.
This induces the isomorphism PΣ
† ∼= PΣ. Since this is compatible with the iso-
morphisms of Proposition 7.8, the result follows from the definition of the respective
structures in Lemma 8.6. 
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Recall from Theorem 7.13 that we have an equivalence of symmetric monoidal
categories:
(−)† : (F(Σ;k),⊙,1, τ)
∼=
→ (F(Σ;k),⊙,1, σ).
Definition 8.10. Define the Hopf algebras PΣ
†
and PΣcoalg
†
in (F(Σ;k),⊙,1, σ):
(1) PΣ
†
:= (PΣ, µconcat,∆shuff , χ)
†;
(2) PΣcoalg
†
:= (PΣ, µshuff ,∆deconcat, χ)
†,
which are respectively cocommutative (commutative).
Remark 8.11. The underlying (de)concatenation structures of PΣ
†
and PΣcoalg
†
are
isomorphic respectively to (PΣ, µconcat) and (P
Σ,∆deconcat) by Proposition 8.9; the
shuffle (co)products now introduce Koszul signs.
Remark 8.12. Applying the functor α
k
yields Hopf algebras in
∏
d∈NFd(modk;k)
(1) T†;
(2) T†coalg,
that are graded cocommutative (resp. graded commutative) with respect to the
length filtration.
(1) The underlying algebra of T† is equivalent to the tensor algebra; the co-
product is the shuffle coproduct with Koszul signs.
(2) Similarly, the underlying coalgebra of T†coalg is the tensor coalgebra, with
Koszul-signed shuffle product.
(3) If k = Q, these are precisely the Hopf algebras that are obtained by applying
the functor (−)† to T and Tcoalg respectively. Thus there is no conflict in
the usage of this notation.
8.2. Duality for PΣ and PΣcoalg. Working over a general commutative ring k, it
is useful to know that PΣ and PΣcoalg are dual.
Remark 8.13. By definition, the duality functor DΣ;k of Notation A.1 is a functor
F(Σ;k)op → F(Σop;k).
By the equivalence of categories F(Σ;k) ∼= F(Σop;k), this is considered here as a
functor to F(Σ;k).
The following Proposition follows from the properties of duality on the symmetric
monoidal category (mod
k
,⊗
k
,k).
Proposition 8.14. Let V,W ∈ F(Σ;k) take values in free, finite-rank k-modules.
Then the duality adjunction of Proposition A.2 induces a natural isomorphism
(DΣ;kV )⊙ (DΣ;kW ) ∼= DΣ;k(V ⊙W )
that is compatible with the symmetry τ of (F(Σ;k),⊙,1).
Moreover, the functor (−)† commutes with DΣ;k.
Corollary 8.15. Let k be a commutative ring. Then the duality functor DΣ;k
induces isomorphisms in (F(Σ;k),⊙,1, τ):
(1) PΣ ∼= DΣ;kPΣcoalg of cocommutative Hopf algebras;
(2) PΣcoalg
∼= DΣ;kPΣ of commutative Hopf algebras.
Remark 8.16. By the final conclusion of Proposition 8.14, the analogous conclusion
holds for the pair PΣ
†
, PΣcoalg
†
.
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9. The functors βd
The objective of this Section is to describe explicitly the fundamental functors
βd : k[Sd]−mod→ Fd(gr;k)
that were recalled in Section 6, using exponential functors.
The main results are Theorem 9.3, which reduces the problem to considering
βd on free objects and Theorem 9.6, which gives the description in this case using
exponential functors. Finally, Corollary 9.8 gives an elegant formulation of these
results which is related to the applications later in the paper (when k is a field of
characteristic zero).
Remark 9.1. A partial description of the functors βd is given in [DPV16, Section 4],
which does not explain the functorial behaviour of G 7→ βdM(G), for a Sd-module
M .
Notation 9.2. For d ∈ N, write crgrd q
gr
d k[Homgr(−,−)] ∈ Ob F(gr
op;k[Sd]−mod)
for the functor obtained by applying crgrd q
gr
d with respect to the covariant variable
of the bifunctor k[Homgr(−,−)].
Theorem 9.3. Let k be a commutative ring and d ∈ N.
(1) There is a natural isomorphism in F(gr;k[Sd]−mod)
βdk[Sd](−) ∼= {cr
gr
d q
gr
d k[Homgr(−,−)]}
∗,
where (−)∗ denotes Hom
k
(−,k), considered as an endofunctor of the cate-
gory of k[Sd]-modules.
(2) For M ∈ Ob k[Sd]−mod, there is a natural isomorphism
βdM(−) ∼=
(
βdk[Sd](−)⊗M
)Sd .
The proof uses the following result from [DPV16]. (A proof of this lemma is
contained within that of Theorem 9.6 below.)
Lemma 9.4. [DPV16, Section 4] For d ∈ N,
(1) the bifunctor qgrd k[Homgr(−,−)] takes values in free k-modules of finite
rank;
(2) the functor crdq
gr
d k[Homgr(−,−)] ∈ Ob F(gr
op;k[Sd]−mod) takes values
in free k[Sd]-modules of finite rank.
Proof of Theorem 9.3. First we show that, for M ∈ Ob k[Sd]−mod, there is a
natural isomorphism:
βdM(−) ∼= HomSd(cr
gr
d q
gr
d k[Homgr(−,−)],M).
Indeed, by Yoneda, there is a natural isomorphism (with respect to G)
βdM(G) ∼= HomF(gr;k)(P
gr
G , βdM(−)).
Since βdM(−) has polynomial degree ≤ d, the right hand side identifies with
HomF(gr;k)(q
gr
d P
gr
G , βdM(−)) and this is naturally isomorphic to
HomSd(crdq
gr
d k[Homgr(−,−)],M),
since crd is left adjoint to βd.
Now, in general, for X,M ∈ Ob k[Sd]−mod, where X is a free k-module of finite
rank, there is a natural isomorphism of k-modules X∗ ⊗M → Hom
k
(X,M), ϕ ⊗
m 7→
(
x 7→ ϕ(x)m
)
that is Sd-equivariant, where the action is diagonal on X
∗⊗M
(equipping X∗ with its usual left module structure) and is the conjugation action on
Hom
k
(X,M). This induces a natural isomorphism (X∗⊗M)Sd
∼=
→ HomSd(X,M).
In particular, this gives the isomorphism of Sd-modules: X
∗ ∼= HomSd(X,k[Sd]).
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Taking for X the functor crgrd q
gr
d k[Homgr(−,−)], by applying Lemma 9.4 and
the first step of the proof, the result follows. 
Thus the fundamental step towards understanding the functor βd is to describe
G 7→ crgrd q
gr
d k[Homgr(G,−)] = cr
gr
d q
gr
d P
gr
G
as a contravariant functor with respect toG (or, equivalently, its dual). By Theorem
9.3, this is equivalent to considering the following:
Notation 9.5. Let β ∈ Ob F(gr×Σ;k) be the functor:
β : (−,d) 7→ βdk[Sd](−).
The main result of this section, Theorem 9.6, describes β using the functor Ψ of
Section 5, which induces a functor from commutative Hopf algebras in F(Σ;k) to
F(gr×Σ;k).
Theorem 9.6. There is an isomorphism in F(gr×Σ;k):
β ∼= ΨPΣcoalg,
where PΣcoalg ∈ Ob F(Σ;k) is the commutative Hopf algebra of Proposition 8.7.
In particular, β arises as a coproduct-preserving functor in functors to commu-
tative monoids in (F(Σ;k),⊙,1, τ).
Recall the functor q̂grd of Notation 6.6. By Corollary 6.7, the inclusion q̂
gr
d ⊂ q
gr
d
induces a natural isomorphism:
crgrd q̂
gr
d P
gr
G
∼= cr
gr
d q
gr
d P
gr
G .(9.1)
The left hand side of (9.1) depends only upon the associated graded of the polyno-
mial filtration of P grG .
Theorem 5.4 implies that the contravariant functor (with values in F(gr;k)),
G 7→ P grG , is determined by the cocommutative Hopf algebra-valued functor P
gr
Z
(this is dual to Example 4.4). Explicitly, there is an isomorphism in F(gr×grop;k):
P gr−
∼= ΦP
gr
Z
,
where this expression encodes the isomorphisms P grG (Z
⋆r) ∼= Φ(P
gr
Z
(Z⋆r))(G), for
r ∈ N and G ∈ Ob gr.
Extending Example 2.11, the functor P gr
Z
identifies with the group ring functor
Z⋆r 7→ k[Z⋆r ] as a Hopf algebra-valued functor. In particular, the generators (corre-
sponding to elements of Z⋆r) are grouplike. This structure passes to the associated
graded of the polynomial filtration of P gr
Z
:
Lemma 9.7. For t ∈ N there is an isomorphism in F(gr;k):
q̂grt P
gr
Z
∼= a⊗t
k
.
In particular, these functors belong to the full subcategory F(ab;k) ⊂ F(gr;k).
Moreover, the coproduct P gr
Z
→ P gr
Z
⊗P gr
Z
induces a coproduct on the associated
graded such that, as (graded) Hopf algebra-valued functors in F(ab;k):(
q̂grt P
gr
Z
|t ∈ N
)
∼= T,
where T is the cocommutative Hopf algebra of Definition 8.4. In particular, consid-
ered as a graded Hopf algebra in F(gr;k), this is primitively-generated by a
k
.
Proof. As recalled in Example 2.11, the associated graded to the polynomial filtra-
tion of P gr
Z
is the functor
⊕
t≥0 a
⊗t
k
. The functorial, cocommutative Hopf algebra
structure of P gr
Z
induces a Hopf algebra structure by naturality of the polynomial
filtration.
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Consider the quotient P gr
Z
։ qgr1 P
gr
Z
∼= k ⊕ a
k
; the diagonal fits into the com-
mutative diagram:
P gr
Z
//

P gr
Z
⊗ P gr
Z

k⊕ a
k
∼= q
gr
1 P
gr
Z
// qgr1 (P
gr
Z
⊗ P gr
Z
) ∼= k⊕ a⊕2
k
,
where the bottom morphism is the identity on k and the diagonal a
k
→ a⊕2
k
. This
identifies the Hopf algebra structure as stated. 
Proof of Theorem 9.6. By Theorem 9.3 together with (9.1), there is a natural iso-
morphism
β(−,d) = βdk[Sd](−) ∼= (cr
gr
d q̂
gr
d P
gr
− )
∗.
Consider the dual functor: d 7→ crgrd q̂
gr
d P
gr
− ∈ Ob F(gr
op;k). Lemma 9.7 iden-
tifies the graded (q̂grt P
gr
Z
|t ∈ N) as the tensor Hopf algebra T.
Moreover, as discussed above, exponentiality gives the isomorphism of bifunctors
P gr−
∼= ΦP
gr
Z
. Using the behaviour of the polynomial filtration with respect to tensor
products (see Proposition A.10), it follows that there is an isomorphism of graded
functors in F(gr;k) (i.e., after forgetting the contravariant functoriality):(
q̂grt P
gr
− |t ∈ N
)
∼= ΦT.(9.2)
We claim that the isomorphism (9.2) also respects functoriality with respect to
grop. This follows from the fact that the polynomial filtration of P gr
Z
(and hence of
each P grG ) is induced by the augmentation ideal filtration (see Example 2.11). The
multiplicative nature of this filtration implies that the functoriality in grop only
depends upon the Hopf structure of the associated graded to P gr
Z
.
It follows that the functor d 7→ crgrd q̂
gr
d P
gr
− identifies as crΦT, where cr is the
functor of Definition 7.25.
Now, since α is symmetric monoidal (see Proposition 7.26), Proposition 8.7 im-
plies that there is an isomorphism of cocommutative Hopf algebras
T ∼= αPΣ
where PΣ is the cocommutative Hopf algebra of Proposition 8.7.
The naturality of the construction of Φ (see Proposition 5.13) together with
the fact that α is monoidal (which follows from Proposition 7.26) implies that
ΦαPΣ ∼= αΦPΣ. Thus, since cr ◦ α is the identity, this gives
crΦT ∼= ΦPΣ.
Now PΣcoalg is dual under DΣ;k to P
Σ, by Corollary 8.15. Moreover, since the
objects considered take values in free, finite-rank k-modules, Proposition 8.14 to-
gether with the arguments employed in the proofs of Proposition 5.13 and Corollary
5.14 imply that there are natural isomorphisms in F(gr×Σ;k):
DΣ;kΦP
Σ ∼= ΨDΣ;kP
Σ ∼= ΨPΣcoalg.
Thus one obtains the required isomorphism β ∼= ΨPΣcoalg. 
Corollary 9.8. If k is a field of characteristic zero, for d ∈ N, the functor βd :
k[Sd]−mod→ Fd(gr;k) is isomorphic to the functor
M 7→ (ΨPΣcoalg)⊗Σ M.
In particular, (ΨPΣcoalg)⊗ΣM is the injective envelope of αdM in F<∞(gr;k).
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Proof. The first statement follows by combining Theorems 9.3 and 9.6, using the
fact that the functors invariants and coinvariants coincide in characteristic zero.
The injectivity statement then follows from Theorem 6.16 together with Corol-
lary 6.4. 
In particular, this gives:
Corollary 9.9. Let k be a field of characteristic zero. Then, for 0 < d ∈ N and
ν ⊢ d, there is an isomorphism in F(gr;k)
βdSν ∼= (ΨP
Σ
coalg)⊗Σ Sν
and βdSν is the injective envelope of the simple functor αdSν in F<∞(gr;k).
Part 4. Outer functors on groups
10. The category of outer functors
This section introduces the objects that are central to this paper: functors on
gr on which inner automorphisms act trivially. Subsection 10.2 specializes to poly-
nomial outer functors; these are the only outer functors that will be considered.
10.1. Introducing outer functors. For G a group, conjugation induces the ad-
joint action ad : G → Aut(G) with image the normal subgroup Inn(G) ⊳ Aut(G)
of inner automorphisms. The group of outer automorphisms of G is the coker-
nel Out(G) := Aut(G)/Inn(G), which is equipped with the canonical surjection
Aut(G) ։ Out(G). An Aut(G)-module M arises from an Out(G)-module struc-
ture via this surjection if and only if every inner automorphism acts trivially upon
M .
Remark 10.1. The conjugation action is natural, in the following sense: consider
adG : G×G→ G, adG(g, h) := ad(g)(h). Then, for ϕ : G
′ → G a group morphism,
the following diagram commutes:
G′ ×G′
adG′ //
ϕ×ϕ

G′
ϕ

G×G
adG
// G.
Definition 10.2. The category of outer functors FOut(gr;k) (respectivelyFOut(grop;k))
is the full subcategory of F(gr;k) (resp. F(grop;k)) of objectsG such that, for each
n ∈ N, the canonical Aut(Z⋆n)-action on G(Z⋆n) arises from an Out(Z⋆n)-action.
Remark 10.3. Belonging to one of the categories FOut(gr;k), FOut(grop;k) is a
property and not an additional structure.
The following records basic properties of these categories (using the terminology
of Definition 2.3).
Proposition 10.4.
(1) The category FOut(gr;k) (respectively FOut(grop;k)) is an abelian Serre
subcategory of F(gr;k) (resp. F(grop;k)) but is not thick.
(2) The tensor structure of F(gr;k) (respectively F(grop;k)) restricts to
⊗
k
: FOut(gr;k)×FOut(gr;k)→ FOut(gr;k)
(resp. ⊗
k
: FOut(grop;k)×FOut(grop;k)→ FOut(grop;k)).
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(3) The abelianization functor a induces fully-faithful, symmetric monoidal, ex-
act functors:
◦a : F(ab;k)→ FOut(gr;k)
◦a : F(abop;k)→ FOut(grop;k).
(4) If k is a field, the duality adjunction of Proposition A.2 restricts to
Dgr : F
Out(gr;k)op ⇄ FOut(grop;k) : Dopgrop
and induces an equivalence of categories between the full subcategories of
functors taking finite-dimensional values.
Proof. Straightforward. (The fact that the subcategories are not thick is exhibited
by Example 11.13.) 
10.2. The polynomial filtration of outer functors. The polynomial filtrations
of F(gr;k) and F(grop;k) pass to FOut(gr;k) and FOut(gr;k) respectively:
Definition 10.5. For d ∈ N ∪ {<∞}, denote by
(1) FOutd (gr;k) the full subcategory F
Out(gr;k) ∩ Fd(gr;k) ⊂ FOut(gr;k);
(2) FOutd (gr
op;k) the full subcategoryFOut(grop;k)∩Fd(grop;k) ⊂ FOut(grop;k).
Remark 10.6.
(1) Proposition 10.4 has an evident analogue in the polynomial context.
(2) In the main applications, k will be a field, so we restrict attention mostly
to the category FOut(gr;k), since duality allows passage to FOut(grop;k).
(3) Moreover, we concentrate upon polynomial functors. There are inclusions:
F<∞(ab;k) ( F
Out
<∞(gr;k) ( F<∞(gr;k).
One of the important results of the paper is that, cohomologically,FOut<∞(gr;k)
is much closer to F<∞(gr;k) than to F<∞(ab;k).
11. Outer adjoints
The left adjoint to the inclusion FOut(gr;k) →֒ F(gr;k) turns out to be of
significant interest; for example, it arises below in considering higher Hochschild
homology. This is introduced here, as well as the right adjoint in the contravariant
setting. There are also adjoints in the other sense, but these do not arise directly
in relation to higher Hochschild homology.
11.1. The functors ω and Ω.
Definition 11.1. For G ∈ Ob gr, let κG : G → G ⋆ Z, denote the group mor-
phism g 7→ xgx−1, where x denotes a fixed generator of Z, so that κ is a natural
transformation with respect to G.
Remark 11.2. For G ∈ Ob gr,
(1) κG is the composite of the canonical inclusion G ⊂ G ⋆ Z with ad(x) :
G ⋆ Z→ G ⋆ Z.
(2) κG is the universal conjugation in the following sense: for h ∈ G, ad(h) is
given by the composite of κG with the group morphism G ⋆ Z → G given
by the identity on G and sending x to h.
We use the functors τZ and τZ introduced in Notation 2.7.
Lemma 11.3.
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(1) The subcategory FOut(gr;k) is the full subcategory of functors F for which
the natural transformations
F
κ //
ι
// τZF
coincide, where κ is induced by the κG and ι by the canonical inclusion
G →֒ G ⋆ Z.
(2) The subcategory FOut(grop;k) is the full subcategory of functors F for
which the following natural transformations coincide
τZF
κ∗ //
ι∗
// F.
Proof. This is a consequence of the fact that κG is the universal conjugation (cf.
Remark 11.2). Consider the covariant case. Since κ can be written as ad(x) ◦ ι, it
is clear that, if F ∈ FOut(gr;k), then the two morphisms coincide. Conversely, for
given Z⋆n ∈ Ob gr, consider the natural map
τZF (Z
⋆n)→
n∏
i=1
F (Z⋆n),
where the ith map is induced by sending x to xi, the generator of the ith factor
of Z⋆n, and the identity on Z⋆n. The equalizer of the two morphisms given by
composition:
F (Z⋆n)
κ //
ι
// τZF (Z
⋆n) //
∏n
i=1 F (Z
⋆n)
is, by construction, F (Z⋆n)ad(Z
⋆n), the invariants for the conjugation action. Hence,
if κ and ι coincide on F , then F ∈ Ob FOut(gr;k), as required.
The proof of the contravariant case is dual. 
Remark 11.4. In general, the map considered in the proof above, τZF (Z
⋆n) →∏n
i=1 F (Z
⋆n), is not injective, so that the equalizer of the natural transformations
κ and ι evaluated on Z⋆n is in general smaller than the invariants F (Z⋆n)ad(Z
⋆n).
Definition 11.5. Define
(1) ω : F(gr;k)→ FOut(gr;k) by ωF := equalizer{ F
κ //
ι
// τZF };
(2) Ω : F(grop;k)→ FOut(grop;k) by ΩF := coequalizer{ τZF
κ∗ //
ι∗
// F }.
Remark 11.6. To see that Definition 11.5 gives functors as claimed, one has to
check that the functors ω, Ω take values in the respective categories FOut(gr;k)
and FOut(grop;k).
Consider the covariant case (the contravariant case is dual). By the universal
property of the equalizer, ωF as defined is a functor in F(gr;k); it remains to
show that it lies in the subcategory FOut(gr;k) by using the criterion provided by
Lemma 11.3. The canonical inclusion ωF →֒ F induces a commutative diagram
ωF
κ //
ι
// _

τZωF _

F
κ //
ι
// τZF,
where the injectivity of the right hand vertical arrow follows from the exactness of
τZ. It follows that κ and ι coincide on ωF .
An alternative definition of the functors ω and Ω can be given by passing to τZ:
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Notation 11.7.
(1) For F ∈ Ob F(gr;k), denote by κ : F → τZF the composite
F
κ
→ τZF ։ τZF,
where the surjection is the canonical projection.
(2) For F ∈ Ob F(grop;k), denote by κ∗ : τZF → F the composite
τZF →֒ τZF
κ∗
→ F,
where the monomorphism is the canonical inclusion.
Proposition 11.8.
(1) For F ∈ Ob F(gr;k), there is a natural isomorphism:
ωF ∼= ker{F
κ
→ τZF}.
(2) For F ∈ Ob F(grop;k), there is a natural isomorphism:
ΩF ∼= coker{τZF
κ∗
→ F}.
Proof. We prove the first statement; the proof of the second is similar. By definition,
ωF is the kernel of κ − ι. This morphism factors canonically across κ via the
inclusion τZF →֒ τZF that is given as the kernel of the canonical projection τZF ։
τ0F = F . 
The importance of the functors ω and Ω is established by:
Proposition 11.9.
(1) The functor ω : F(gr;k) → FOut(gr;k) is right adjoint to the inclusion
FOut(gr;k) →֒ F(gr;k). In particular, the functor ω is left exact.
(2) The functor Ω : F(grop;k)→ FOut(grop;k) is left adjoint to the inclusion
FOut(grop;k) →֒ F(grop;k). In particular, the functor Ω is right exact.
Proof. This follows, using the respective universal properties, from the definitions
of ω and Ω (see Definition 11.5). 
The recollement result of Theorem 6.3 passes to FOut(gr;k):
Corollary 11.10. For d ∈ N, the recollement diagram of Theorem 6.3 induces
FOutd−1(gr;k)
  // FOutd (gr;k)
qgr
d−1tt
pgr
d−1
jj
crd //
k[Sd]−mod,
αdtt
ωβd
jj
Proof. By the explicit description given in Theorem 6.3, it is clear that the functor
αd takes values in F(ab;k) and hence in FOutd (gr;k), thus gives the left adjoint
to the cross-effect functor crd. For the right adjoint, it is necessary to compose βd
with the functor ω. Since FOut(gr;k) is a Serre subcategory, by Proposition 10.4,
the functors pgrd−1 and q
gr
d−1 restrict as indicated. 
Again, since FOut(gr;k) and FOut(grop;k) are Serre subcategories, one has the
formal consequence:
Corollary 11.11.
(1) If F →֒ G is a monomorphism of F(gr;k), then the following commutative
diagram is cartesian:
ωF //

ωG _

F
  // G.
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(2) If F ։ G is a surjection of F(grop;k), then the following commutative
diagram is cocartesian:
F // //

G

ΩF // ΩG.
Remark 11.12. This is used in Proposition ?? to gain an understanding of the
structure of ΩG when G is the product exponential functor associated to a universal
enveloping algebra Ug.
Example 11.13. Consider the Passi functor qgr2 P
gr
Z
, taking k = Z. Recall from
Example 2.11 (see also [Pas79]) that qgr2 P
gr
Z
is the quotient of the group ring func-
tor G 7→ P gr
Z
(G) = Z[G] by the third power I3(G) of the augmentation ideal;
equivalently this is the quotient of G 7→ Z[G] by the relation:
[ghk]− [e] ≡
([g]− [e])([h]− [e]) + ([g]− [e])([k]− [e]) + ([h]− [e])([k]− [e])
+
(
([g]− [e]) + ([h]− [e]) + ([k]− [e])
)
.
Now, direct calculation shows that ([x]−[e])([x−1]−[e]) = −
(
([x]−[e])+([x−1]−[e])
)
.
Hence, taking h = x and k = x−1, the above relation reduces to:
([g]− [e])([x]− [e]) + ([g]− [e])([x−1]− [e]) ≡ 0.
Combining this with the relation for the triple (g = x, h, k = x−1), one gets:
([xhx−1]− [e])− ([h]− [e]) ≡ ([x]− [e])([h]− [e])− ([h]− [e])([x]− [e]).
The left hand side of this expression essentially corresponds to κ(h), considering
x as the generator of the copy of Z corresponding to τZ. In particular, this is
non-zero.
It follows that qgr2 P
gr
Z
does not lie in FOut(gr;k), although it occurs in an
extension of functors from F(ab;k):
0→ a⊗2
k
→ qgr2 P
gr
Z
→ Z⊕ a
k
→ 0.
Indeed, the above implies that ωqgr2 P
gr
Z
∼= Z⊕ a⊗2
k
.
This calculation is valid for functors with values in any commutative ring k, even
over Q. In the latter case, a
k
⊗ a
k
splits as Λ2 ◦ a
k
⊕S2 ◦ a
k
and it can be seen (for
example using the results of [Ves18]) that the non-trivial extension occurring as a
subquotient in qgr2 P
gr
Z
is
0→ Λ2 ◦ a
k
→ E → a
k
→ 0.
As above, E does not lie in FOut(gr;k).
Example 11.14. Non-exactness of ω leads to striking examples. Consider the
projective functor P gr
Z
∈ F(gr;k). Then
ωP gr
Z
(G) = equalizer{ k[G]
κ //
ι
//
k[G ⋆ Z]} .
Consider the obvious splitting k[G ⋆ Z] ∼= k[G] ⊕ k[(G ⋆ Z)\G] as free k-modules.
For g 6= e ∈ G, κ[g] lies in k[(G ⋆ Z)\G]. It follows easily that ωP gr
Z
= k ⊂ P gr
Z
,
whence the conclusion that ωP gr
Z
= 0 for the reduced projective P gr
Z
.
This behaviour is not contradictory: the functor ω is a right adjoint, so there is
no reason to expect that it should behave non-trivially on projective objects.
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11.2. Invariants and coinvariants for the adjoint action. The inclusions
FOut(gr;k) ⊂ F(gr;k) and FOut(grop;k) ⊂ F(grop;k) also admit a left adjoint
and right adjoint respectively:
Proposition 11.15.
(1) The inclusion FOut(gr;k) →֒ F(gr;k) has left adjoint (−)/ad : F(gr;k)→
FOut(gr;k) defined by passage to coinvariants under the adjoint action;
i.e., for F ∈ Ob F(gr;k),
(F/ad)(G) := F (G)/ad(G).
(2) The inclusion FOut(grop;k) →֒ F(grop;k) has right adjoint (−)ad : F(grop;k)→
FOut(gr;k) defined by passage to invariants under the adjoint action; i.e.,
for F ∈ Ob F(grop;k),
F ad(G) := F (G)ad(G).
Proof. It clearly suffices to prove that passage to invariants (respectively coinvari-
ants) is functorial. This follows from the naturality of the adjoint action; the proof
is given for the contravariant case.
Consider a group morphism ϕ : G′ → G, and the induced morphism F (ϕ) :
F (G) → F (G′) for F ∈ Ob F(grop;k). By definition, ρF (G) := F (G)ad(G); it
suffices to show that this maps under F (ϕ) to the ad(G′)-invariants of F (G′).
Hence, choose g′ ∈ G′ and set g := ϕ(g′) ∈ G. The commutative diagram
G′
ad(g′)
//
ϕ

G′
ϕ

G
ad(g)
// G
induces the commutative diagram:
F (G)
ad(g)
//
F (ϕ)

F (G)
F (ϕ)

F (G′)
ad(g′)
// F (G′),
from which it follows that ρF (G) maps to the invariants under the action of ad(g′)
for all such g′ ∈ G′, whence the result. 
Remark 11.16.
(1) Using the adjunctions of Proposition 2.8, the pair of morphisms adjoint to
those defining ω and Ω give, on passage respectively to the coequalizer and
the equalizer, the functors of Proposition 11.15.
For example, κ is adjoint (via Proposition 2.8) to the natural transfor-
mation P gr
Z
⊗ F → F that corresponds to the natural adjoint action
ad : k[Z⋆n]⊗ F (Z⋆n)→ F (Z⋆n).
Similarly, tensoring the identity on F with the projection P gr
Z
։ k gives
the morphism P gr
Z
⊗ F → F adjoint to ι. The corresponding coequalizer
diagram is:
P gr
Z
⊗ F // // F // F/ad.
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(2) For F ∈ Ob F(gr;k) and G ∈ Ob gr, it is clear that there is a natural
inclusion ωF (G) ⊂ F (G)ad(G). However, the range defines a subfunctor of
F if and only if these are equalities, for all G.
Similarly, if F ∈ Ob F(grop;k), there is a natural surjection F (G)/ad(G)։
ΩF (G). The domain is a quotient functor of F if and only if all of these
surjections are equalities.
This is related to the phenomenon observed by Conant and Kassabov
[CK16, Remark 4.18], who focus on the action of the groups Aut(Z⋆r).
The following is an immediate consequence of Propositions 11.9 and 11.15:
Corollary 11.17. The categories FOut(gr;k) and FOut(grop;k) both have enough
injectives and enough projectives.
Remark 11.18. If k is a field of characteristic zero, Theorem 6.16 provides injective
cogenerators of the category F<∞(gr;k). It follows in this case that the functors
ωβdk[Sd], for d ∈ N, provide a family of injective cogenerators of FOut<∞(gr;k).
Hence we have the following consequence of Theorem 9.6:
Corollary 11.19. Let k be a field of characteristic zero. The construction ωβ ∼=
ωΨPΣcoalg provides a family of injective cogenerators of F
Out
<∞(gr;k).
11.3. Monoidal properties. The behaviour of ω and Ω with respect to the re-
spective tensor products is of interest. The proofs (by applying Proposition 10.4)
of the following results are left to the reader.
Proposition 11.20.
(1) The functor ω is lax symmetric monoidal: for F,G ∈ Ob F(gr;k), there is
a natural morphism:
(ωF )⊗ (ωG)→ ω(F ⊗G)
in FOut(gr;k); this is a monomorphism if ωF and G both take values in
flat k-modules (respectively for ωG and F ).
Similarly, there is a natural morphism
(ωF )⊗ (ωG)→ ω(F ⊗ (ωG))
that is an isomorphism if ω(G) takes values in flat k-modules.
(2) The functor Ω is colax symmetric monoidal; for F,G ∈ Ob F(grop;k),
there is a natural epimorphism:
Ω(F ⊗G)։ (ΩF )⊗ (ΩG).
Similarly, there is a natural isomorphism
Ω(F ⊗ (ΩG))
∼=
→ (ΩF )⊗ (ΩG).
Corollary 11.21. Let A ∈ Ob F(gr;k) be a functor taking values (naturally) in
unital, k-algebras. Then ωA ∈ Ob FOut(gr;k) is naturally a unital sub k-algebra
of A, with product the composite:
(ωA)⊗ (ωA)→ ω(A⊗A)
ω(µA)
→ ωA,
where µA is the product of A.
If M ∈ Ob F(gr;k) is an A-module, then ωM is naturally an ωA module.
Proposition 11.20 allows the consideration of the extension of scalars. Suppose
that k→ K is a morphism of commutative rings. For F ∈ Ob F(gr;k), the tensor
product F ⊗
k
K (where K is considered as a constant functor) can be considered
as an object of F(gr;K), so that −⊗
k
K defines a functor F(gr;k)→ F(gr;K).
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Corollary 11.22. Let k→ K be a morphism of commutative rings. Then −⊗
k
K :
F(gr;k)→ F(gr;K) restricts to a functor
−⊗
k
K : FOut(gr;k)→ FOut(gr;K)
For F ∈ Ob F(gr;k), there is a natural morphism
(ωF )⊗
k
K→ ω(F ⊗
k
K)
that is an isomorphism if K is k-flat, where ω is defined in the respective categories.
11.4. Generalizing the target category. The consideration of FOut(gr;k) ⊂
F(gr;k) can be generalized, replacing k−mod by an arbitrary abelian category A .
(Similarly for the contravariant case F(grop;k); here we focus upon the covariant
one.) Thus FOut(gr;A ) ⊂ F(gr;A ) is defined and the inclusion admits a right
adjoint:
ωA : F(gr;A )→ F
Out(gr;A ).
Generalizing Proposition 11.8, one has the following result, in which τZ denotes
the reduced shift functor, defined for F(A ;k) as in Notation 2.7.
Proposition 11.23. The functor ωA : F(gr;A )→ FOut(gr;A ) is given on F ∈
Ob F(gr;A ) by ωAF := ker{F
κ
→ τZF}.
Example 11.24. Let C be a small category and A be the category F(C ;k). Then
F(gr;A ) is equivalent to the category of bifunctors F(gr× C ;k). The functor
ωA : F(gr× C ;k)→ F
Out(gr;F(C ;k)) ⊂ F(gr× C ;k)
is compatible with ω on F(gr;k) via evaluation on objects C of C . Namely, for a
bifunctor F and C ∈ Ob C , there is an isomorphism in F(gr;k):
evC(ωA F ) ∼= ω(evCF )
and this is natural in C. Hence, in this case, ωA can be understood in terms of ω.
Recall that an exact functor Θ : A → B between abelian categories induces an
exact functor
Θ∗ : F(gr;A )→ F(gr;B)
by post-composition. This clearly restricts to an exact functor Θ∗ : F
Out(gr;A )→
FOut(gr;B).
The following straightforward result gives the compatibility between the respec-
tive functors ω:
Proposition 11.25. Let Θ : A → B be an exact functor between abelian cate-
gories. Then there is a natural isomorphism
Θ∗ ◦ ωA ∼= ωB ◦Θ∗
between functors F(gr;A )→ FOut(gr;B).
Example 11.26. Let k = Q and take A to be F(Σ;k) and B to be F(mod
k
;k).
Consider the bifunctor T ∈ Ob F(mod
k
×Σop;k) introduced in Notation 7.23, so
that
T⊗Σ − : F(Σ;k)→ F(modk;k)
is an exact functor related to the Schur functors (see Section 7.3).
Proposition 11.25 implies that, to calculate ωF(mod
k
;k) on a Schur functor (i.e.,
an object in the image (T⊗Σ −)∗), it suffices to calculate ωF(Σ;k) and then apply
(T⊗Σ −)∗.
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12. The functors ω, Ω on exponential functors
For the application to higher Hochschild homology in Section 16, it is important
to understand the calculation of ω on exponential functors. In loc. cit., this is
applied working in the context of Σ-modules and it is also important to understand
the behaviour under the introduction of Koszul signs using the functor (−)†. The
requisite details are provided in Sections 12.3 and 12.4 below.
Since this material may appear somewhat abstruse, we first present in Section
12.2 the more familiar setting working with exponential functors derived from k-
Hopf algebras. Section 12.1 introduces some of the underlying framework using the
language of (co)product-preserving functors.
12.1. The case of (co)product-preserving functors. First suppose that (D ,
∏
, ∗)
is a category with finite products and consider Fct
∏
(grop;D), as in Section 3.2.
If Y ∈ Ob Group(D) is a group object of D , then Y acts by conjugation on
itself:
ad : Y
∏
Y → Y.
This action extends diagonally to an action upon Y
∏
n, for n ∈ N.
For the following result, we extend the definitions of the functor τZ and the
morphisms κ∗ and ι∗ (see Section 11) to functors taking values in any category
(i.e., not necessarily abelian).
Lemma 12.1. Let Y ∈ Ob Group(D) and ΦY ∈ Ob Fct
∏
(grop;D) be the asso-
ciated product preserving functor. Then
(1) there is a natural isomorphism τZΦY ∼= Y
∏
ΦY , where (Y
∏
ΦY )(Z⋆n) :=
Y
∏
ΦY (Z⋆n);
(2) under this identification, κ∗ : τZΦY → ΦY identifies naturally with the
conjugation action of Y on ΦY ;
(3) the morphism ι∗ : τZΦY → ΦY identifies with the morphism induced by the
canonical projection Y → ∗;
(4) the structure map ∗ → Y (corresponding to the unit of Y ) induces a com-
mon section to ι∗ and κ∗.
Proof. This is a straightforward unravelling of the definitions. (Observe that the
statement includes the assertion that the adjoint action on ΦY is natural with
respect to the functorial structure of ΦY .) 
Now suppose that M is an abelian category, equipped with tensor structure
(M ,⊗,1) and take D to be the categoryCComon(M ) of cocommutative, counital
comonoids in M (as in Section 4), which is equipped with product ⊗.
In the following result, Lemma 12.1 is used to identify κ∗ in terms of the adjoint
action.
Proposition 12.2. For M as above and Y a group object in CComon(M ) (that
is a cocommutative Hopf monoid in M ), ΩΦY is the coequalizer of the split diagram
Y ⊗ ΦY
ad //
ι∗
// ΦY.
Writing Y for the augmentation ideal of Y , so that there is a canonical isomorphism
Y ∼= Y ⊕ 1 in M , there is an isomorphism:
ΩΦY ∼= coker{Y ⊗ ΦY
ad
→ Y },
where ad is the restriction of ad to Y ⊗ ΦY ⊂ Y ⊗ ΦY , which identifies with the
morphism κ∗.
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Proof. The result follows from the definition of Ω by using Lemma 12.1. 
The coproduct preserving case is dual. Let (C ,∐, ∅) be a category with finite
coproducts and X ∈ Ob Cogroup(C ) be a cogroup object. Then X coacts by
conjugation on itself:
X → X ∐X
and this extends diagonally to a coaction X∐n → X∐n ∐ X , for n ∈ N. Taking
C to be the category CMon(M ) of commutative monoids in M , which has ⊗ as
coproduct, one has the following analogue of Proposition 12.2:
Proposition 12.3. For M as above and X a cogroup object in CMon(M ) (that
is a commutative Hopf monoid in M ), ωΨX is given by
ωΨX ∼= ker{ΨX
ad
→ ΨX ⊗X},
where ad is the composite of the adjoint coaction ΨX → (ΨX)⊗X with the mor-
phism induced by the projection X ։ X ∼= X/1.
12.2. The case M = k−mod. In this section, k is a commutative, unital ring
and M is taken to be k−mod. The following result spells out the conclusion of
Proposition 12.2 in this case:
Proposition 12.4. Let H ∈ Ob Hopfcocom
k
be a cocommutative k-Hopf algebra
and ΦH ∈ Ob F(grop;k) be the associated functor. Then the functor ΩΦH is
determined by the natural equivalence:
ΩΦH(Z⋆N ) ∼= coker
{
H ⊗
(
H⊗N
) ad
→ H⊗N
}
.
Remark 12.5. Conant and Kassabov study an action of Aut(Z⋆N ) on H⊗N which is
the restriction of the functorial structure provided by Φ. In this context, they also
have an ad hoc analogue of the functor Ω, namely the cokernel of H ⊗ (H⊗N ) →
H⊗N is H⊗N of [CK16, Section 4].
These and related results can therefore be obtained by specialization of the
functorial result given by Proposition 12.4 above.
The principal case of interest is when H = T(V ) is the tensor algebra on a free,
finite-rank k-module V , equipped with the shuffle coproduct. In this case, the
presentation of ΩΦT(V ) simplifies further:
Proposition 12.6. Let V be a free, finite rank k-module.
(1) The natural transformation κ∗ : τZΦT(V )→ ΦT(V ) restricts via V ⊂ T(V )
to a natural transformation in F(grop;k):
V ⊗ ΦT(V )→ ΦT(V )
that is natural in V ∈ Ob mod
k
.
(2) This natural transformation is induced by
V ⊗ T(V )→ T(V )
v ⊗ h 7→ [v, h], extended to T(V )⊗N (for N ∈ N) as a derivation.
(3) There is a natural isomorphism in F(grop;k):
ΩΦT(V ) ∼= coker
{
V ⊗ ΦT(V )→ ΦT(V )
}
.
Moreover, this is natural in V ∈ Ob mod
k
.
Proof. The first statements follow from Proposition 12.4 by identifying the adjoint
action in this case. The final statement is a consequence of the fact that T(V ) is
generated multiplicatively by V (cf. [CK16, Lemma 4.13]). 
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These results have analogues in the commutative setting. In particular, one has
Proposition 12.7. Let V be a free, finite rank k-module and Tcoalg(V ) be the
tensor coalgebra on V , equipped with the shuffle product. Then there is a natural
isomorphism in F(gr;k):
ωΨTcoalg(V ) ∼= ker{ΨTcoalg(V )→ ΨTcoalg(V )⊗ V, }
where ΨTcoalg(V )→ ΨTcoalg(V )⊗ V is the derivation extending the natural trans-
formation
Tcoalg(V )→ Tcoalg(V )⊗ V
that sends v1 ⊗ . . .⊗ vn to (v1 ⊗ . . .⊗ vn−1)⊗ vn − (v2 ⊗ . . .⊗ vn)⊗ v1.
Proof. The proof is dual to that of Proposition 12.6, using the fact that the tensor
coalgebra Tcoalg(V ) is cogenerated by V . 
Remark 12.8. The general categorical framework of Section 12.1 makes transparent
the fact that the above passes to the graded (co)commutative setting, working with
T† and Tcoalg
† respectively (using the notation of Remark 8.12). This introduces
Koszul signs into the respective (co)actions.
12.3. The adjoint (co)action for F(Σ;k). The naturality in V of the results of
Section 12.2 suggests that they arise from the category F(Σ;k). Recall from Propo-
sition 8.7 that PΣ denotes the cocommutative Hopf algebra (PΣ, µconcat,∆shuff , χ)
in (F(Σ;k),⊙,1, τ). Thus ΦPΣ is defined, as in Section 9.
There is a natural inclusion PΣ1 →֒ P
Σ in F(Σ;k). Hence the conjugation action
of PΣ on ΦPΣ restricts to a natural transformation in F(grop ×Σ;k):
ad : PΣ1 ⊙ ΦP
Σ → ΦPΣ.
Proposition 12.9. There is a natural isomorphism in F(grop ×Σ;k):
ΩΦPΣ ∼= coker
{
PΣ1 ⊙ ΦP
Σ ad→ ΦPΣ
}
.
Moreover, ΩΦPΣ ∼= crReskZ
(
ΩΦT(−)
)
.
Proof. The first statement is proved as in Proposition 12.6, mutatis mutandis.
The second statement follows since the functors Resk
Z
and cr are exact, it suffices
to check that cr
{
V ⊗ΦT(V )→ ΦT(V )
}
identifies with the morphism of the state-
ment. This follows from the naturality of the construction Φ and from Proposition
8.7, which relates T(−) and PΣ. 
Remark 12.10. For the main application, k will be a field of characteristic zero and,
rather than working with functors on ab, it is sufficient to work with functors on
mod
k
, that is k-vector spaces. Here it is the Schur functor α
k
which intervenes
and, in this setting, the main conclusion of Proposition 12.9 gives an isomorphism
α
k
ΩΦPΣ ∼= ΩΦT(−).
There are analogues of the above results working with commutative Hopf al-
gebras in (F(Σ;k),⊙), in particular for PΣcoalg = (P
Σ, µshuff ,∆deconcat, χ). The
importance of the associated functor ΨPΣcoalg is underlined by Theorem 9.6.
The adjoint coaction of PΣcoalg on ΨP
Σ
coalg,
ΨPΣcoalg → ΨP
Σ
coalg ⊙ P
Σ
coalg,
induces ad : ΨPΣcoalg → ΨP
Σ
coalg ⊙ P
Σ
1 in F(gr × Σ;k), via the natural projection
PΣcoalg ։ P
Σ
1 .
Proposition 12.9 has the following analogue:
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Proposition 12.11. There is a natural isomorphism in F(gr×Σ;k):
ωΨPΣcoalg
∼= ker
{
ΨPΣcoalg
ad
→ ΨPΣcoalg ⊙ P
Σ
1
}
.
Moreover, ωΨPΣcoalg
∼= crReskZ
(
ωΨTcoalg(−)
)
.
12.4. Passage to the graded setting. A major advantage of working in the
context of F(Σ;k), when k is a general commutative ring, is that it allows direct
passage between the respective situations with or without Koszul signs. Recall from
Section 7 that there is an equivalence of symmetric monoidal categories
(−)† : (F(Σ;k),⊙,1, τ)→ (F(Σ;k),⊙,1, σ).
Applying this functor to PΣ gives the Hopf algebra PΣ
†
, which is cocommutative
in (F(Σ;k),⊙,1, σ). Moreover, (PΣ1 )
† is canonically isomorphic to PΣ1 and the
morphism (PΣ1 →֒ P
Σ)† identifies with the canonical inclusion PΣ1 →֒ P
Σ†.
Remark 12.12. Below the functor (−)† is applied to bifunctors. Since, for a small
category C , the category of bifunctors F(C ×Σ;k) is equivalent to F(C ;F(Σ;k))
(see Section A.3), (−)† can be applied by post-composition.
Proposition 12.13.
(1) There is a natural isomorphism in F(grop ×Σ;k):
Φ(PΣ
†
) ∼= (ΦPΣ)†,
where the functors Φ are applied with respect to the respective symmetric
monoidal structures.
(2) With respect to this isomorphism, the morphism
{
PΣ1 ⊙ ΦP
Σ → ΦPΣ
}†
identifies with the corresponding morphism for PΣ
†
:{
PΣ1 ⊙ ΦP
Σ† → ΦPΣ
†}
.
(3) In particular, there is a natural isomorphism: (ΩΦPΣ)† ∼= ΩΦ(PΣ
†
).
Proof. The first statement is a formal consequence of the fact that (−)† is an equiv-
alence between the respective symmetric monoidal categories, since the functors Φ
are defined with respect to these structures (see Corollary 5.14).
The second statement follows immediately from the fact that the morphism
(PΣ1 →֒ P
Σ)† identifies canonically with the natural inclusion PΣ1 →֒ P
Σ†.
The final statement reflects the exactness of (−)†. 
When k is a field of characteristic zero, applying the Schur functor α
k
to the
isomorphisms of Proposition 12.13 leads to the analogous relationship between the
functors obtained respectively from T(−) and T†(−) (where the latter is the graded
cocommutative tensor Hopf algebra), considered as functors on mod
k
(cf. Remark
8.12).
Remark 12.14. When k = Q, the symmetric monoidal categories F(Σ;k) and∏
d∈N Fd(modk;k) are equivalent, by Proposition 7.29. The functors T and T
† are
defined over Q, hence base change allows the following results to be stated over any
field of characteristic zero.
Corollary 12.15. For k a field of characteristic zero, there are isomorphisms:
ΦT†(−) ∼=
(
ΦT(−)
)†
ΩΦT†(−) ∼=
(
ΩΦT(−)
)†
in the category F(grop ×mod
k
;k).
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Proposition 12.13 has the following counterpart, in which Theorem 9.6 is used
to establish the relation with β:
Proposition 12.16. There are natural isomorphisms in F(gr×Σ;k):
Ψ(PΣcoalg
†
) ∼=
(
ΨPΣcoalg)
† = β†
ωΨ(PΣcoalg
†
) ∼=
(
ωΨPΣcoalg)
† = (ωβ)†.
where the functors Ψ are applied with respect to the respective symmetric monoidal
structures.
Again, there is a Schur functor analogue:
Corollary 12.17. For k a field of characteristic zero, there are isomorphisms:
ΨT†coalg(−)
∼=
(
ΨTcoalg(−)
)†
ωΨT†coalg(−)
∼=
(
ωΨTcoalg(−)
)†
in the category F(gr×mod
k
;k).
Part 5. Higher Hochschild homology
13. Higher Hochschild homology
The purpose of this section is to review the theory of higher Hochschild homology,
setting this in the functorial context that is required in this paper.
In particular, higher Hochschild (co)homology is defined here in the pointed
context, thus taking coefficients in Γ-modules (i.e., F(Γ;k)), where Γ is the category
of finite pointed sets1. To release the basepoint, one takes coefficients arising from
Fin-modules, where Fin is the category of finite sets.
13.1. Defining Higher Hochschild homology. Unless stated otherwise, k is an
arbitrary commutative ring.
Notation 13.1. Denote by
(1) Fin ⊂ Set the full subcategory of finite sets;
(2) Γ ⊂ Set∗ the full subcategory of finite pointed sets;
(3) (−)+ : Fin→ Γ the left adjoint to the forgetful functor ϑ : Γ→ Fin.
Remark 13.2. The categories Fin and Γ have small skeleta with objects n :=
{1, . . . , n} ∈ Ob Fin (by convention, 0 = ∅) and n+ ∈ Ob Γ, for n ∈ N.
By Proposition A.5, one has the following (in which the notation ϑ+ is ad hoc):
Proposition 13.3. The adjunction (−)+ : Fin⇄ Γ : ϑ induces an adjunction
ϑ∗ : F(Fin;k)⇄ F(Γ;k) : ϑ+
of exact functors that are symmetric monoidal.
Left Kan extension induces F(Γ;k) → F(Set∗;k) and right Kan extension in-
duces F(Γop;k)→ F(Setop∗ ;k). Hence, composition defines functors:
∆opSet∗ ×F(Γ;k) → F(∆
op;k)
(∆opSet∗)
op ×F(Γop;k) → F(∆;k).
Here ∆ is the category of ordinals, so that F(∆op;k) and F(∆;k) are respectively
the categories of simplicial and cosimplicial k-modules.
1Warning: here we adopt the notation used by Pirashvili [Pir00b] rather than Segal’s opposite
Γop.
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Definition 13.4. For X a pointed simplicial set,
(1) the higher Hochschild homology of X with coefficients in L ∈ Ob F(Γ;k)
is HH∗(X ;L) := π∗(L(X));
(2) the higher Hochschild cohomology ofX with coefficients in R ∈ Ob F(Γop;k)
is HH∗(X ;R) := π∗(R(X));
Remark 13.5.
(1) See Remark 13.10 below for the relationship with classical Hochschild ho-
mology.
(2) The unpointed version of higher Hochschild homology is given by taking
coefficients in a Γ-module of the form ϑ∗L′, for L′ ∈ Ob F(Fin;k). Likewise
for higher Hochschild cohomology.
If k is a field, the duality functors DΓ and DΓop relate higher Hochschild homol-
ogy and cohomology:
Proposition 13.6. Suppose that k is a field. There are commutative diagrams (up
to natural isomorphism):
(∆opSet∗)
op ×F(Γ;k)op //
1(∆opSet∗)op×DΓ

F(∆op;k)op
D∆op

(∆opSet∗)
op ×F(Γop;k) // F(∆;k)
and
∆opSet∗ ×F(Γ
op;k)op //
1∆opSet∗×DΓop

F(∆;k)op
D∆

∆opSet∗ ×F(Γ;k) // F(∆op;k).
In particular, for X ∈ Ob ∆opSet∗ and L ∈ Ob F(Γ;k), R ∈ Ob F(Γop;k), the
universal coefficient theorem provides natural isomorphisms:
HH∗(X ;DΓL) ∼=
(
HH∗(X ;L)
)∗
HH∗(X ;DΓopR) ∼=
(
HH∗(X ;R)
)∗
.
Thus, if L takes finite-dimensional values and Xt is a finite set for each simplicial
degree t, then HH∗(X ;L) is a graded k-vector space of finite type and there is a
natural isomorphism:
HH∗(X ;L) ∼=
(
HH∗(X ;DΓL)
)∗
.
Proof. The first duality statements follow from the fact that post and pre-composition
commute. The remaining statements are then an immediate consequence, since k
is assumed to be a field, with the final statement imposing the necessary finiteness
hypotheses. 
Remark 13.7. Proposition 13.6 means that, for current purposes, it is sufficient to
restrict to considering higher Hochschild homology.
One of the key properties of higher Hochschild homology is its homotopy invari-
ance, which is a Corollary of [Pir00b, Theorems 2.4], which uses the hypothesis
that k is a field.
Theorem 13.8. Let k be a field.
(1) For L ∈ Ob F(Γ;k), higher Hochschild homology HH∗(−;L) factors natu-
rally across the homotopy category H• of pointed simplicial sets.
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(2) For L′ ∈ Ob F(Fin;k), higher Hochschild homology HH∗(−;ϑ∗L′) factors
naturally across the homotopy category H of simplicial sets, forgetting the
basepoint.
13.2. The Loday construction. The Loday construction gives an important
source of objects of F(Γ;k). For this section, k is taken to be a general com-
mutative ring.
Definition 13.9. [Pir00b, Section 1.7] For A a commutative, unital k-algebra and
M a right A-module, let
(1) L(A,M) ∈ Ob F(Γ;k) be the left Γ-module n+ 7→M ⊗A⊗n;
(2) L′(A) ∈ Ob F(Fin;k) be the left Fin-module n 7→ A⊗n.
Remark 13.10. Taking the standard simplicial model ∆1/∂∆1 for the circle S1,
it is straightforward to check that HH∗(S
1;L(A,M)) is the classical Hochschild
homology HH∗(A;M).
The so-called Loday functors of Definition 13.9 are related by the adjunction:
ϑ∗ : F(Fin;k)⇄ F(Γ;k) : ϑ+.
Lemma 13.11. Let A be a commutative, unital k-algebra.
(1) There is a natural isomorphism ϑ∗L′(A) ∼= L(A,A) in F(Γ;k).
(2) If A is augmented, there is a natural isomorphism ϑ+L(A,k) ∼= L′(A) in
F(Fin;k), hence L(A,A) ∼= ϑ∗ϑ+L(A,k); here k is considered as an A-
module via the augmentation.
Proof. A direct verification from the definitions. 
The following Lemma will be applied only in the case where A is a square-zero
extension (see Section 14, in particular Lemma 14.17).
Lemma 13.12. For A a commutative, unital k-algebra, L(A,A) ∈ Ob F(Γ;k)
takes values naturally in the category of A-modules.
If A is augmented, with augmentation ideal A, then there is a natural isomor-
phism L(A,k) ∼= k ⊗A L(A,A) and the projection fits into a short exact sequence
in F(Γ;k):
0→ L(A,A)→ L(A,A)→ L(A,k)→ 0.
Proof. The natural A-module structure on L(A,A) is given by multiplication on
the tensor factor corresponding to the basepoint.
In the augmented case, it is clear that L(A,k) is then obtained by base change
using k ⊗A −. The short exact sequence is obtained by applying L(A,−) to the
exact sequence of A-modules 0→ A→ A→ k→ 0. 
The following result is the origin of the exponential functors which arise when
considering higher Hochschild homology in the case of L(A,k), where A is a square-
zero extension (cf. Proposition 14.6 and Remark 14.14).
Proposition 13.13. For X,Y ∈ Ob Γ and A a commutative, unital k-algebra,
there is a natural isomorphism
L(A,A)(X ∨ Y ) ∼= L(A,A)(X) ⊗A L(A,A)(Y )
that is compatible with the symmetric monoidal structures ∨ and ⊗A.
If A is augmented, then base change using k⊗A − provides the natural isomor-
phism:
L(A,k)(X ∨ Y ) ∼= L(A,k)(X)⊗
k
L(A,k)(Y )
that is compatible with the symmetric monoidal structures ∨ and ⊗
k
.
Proof. Straightforward. 
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Remark 13.14. The Loday construction can be carried out in any symmetric monoidal
category. In particular, the above results have analogues in the graded setting (with
or without Koszul signs).
13.3. Restricting along the classifying space functor. The simplicial nerve
defines the functor B : Gr → ∆opSet, which is considered here as the classifying
space functor. By composition with the higher Hochschild homology functor, one
obtains the functor G 7→ HH∗(BG;L), for L ∈ Ob F(Γ;k).
Restricting to gr ⊂ Gr gives:
Proposition 13.15. Higher Hochschild homology induces an N-graded functor
HH∗(B(−);−) : F(Γ;k)→ F(N× gr;k).
If k is a field, this induces
HH∗(B(−);ϑ
∗(−)) : F(Fin;k)→ FOut(N× gr;k)
Moreover, for any L ∈ Ob F(Γ;k) that takes finite-dimensional values and n ∈
N, HHn(B(−);L) takes finite-dimensional values. In particular, as functors in
F(N× grop;k), higher Hochschild cohomology satisfies:
HH∗(B(−);DΓL) ∼= DgrHH∗(B(−);L).
Proof. When coefficients arise from F(Fin;k) it is necessary to show that the
conjugation action is trivial. This follows from Theorem 13.8 (where the hypothesis
that k is a field is used) by applying [AM04, Theorem II.1.9], which states that, for
G a discrete group and g ∈ G an element, the adjoint action Bad(g) : BG → BG
is (unpointed) homotopic to the identity.
For Z⋆r ∈ Ob gr, the classifying space is equivalent to the wedge of r-circles∨
r S
1 in H• and the latter is represented by a finite simplicial set. It follows that
HHn(B(−);L) takes finite-dimensional values.
The final statement follows from the duality result Proposition 13.6. 
Remark 13.16.
(1) The coefficients that are of interest below take finite-dimensional values.
Hence, as for Remark 13.7, by the duality statement of Proposition 13.15,
we restrict to considering Hochschild homology.
(2) The fact that higher Hochschild homology for coefficients arising from
F(Fin;k) gives rise to representations of the outer automorphism groups
Out(Z⋆r) was used by Turchin and Willwacher in [TW19]. Proposition
13.15 insists upon the functorial nature, namely that one obtains objects
of FOut(gr;k).
Part 6. Higher Hochschild homology for square-zero extensions
14. The Loday construction on square-zero extensions
This section introduces the coefficients for higher Hochschild homology that are
of interest here. This corresponds to considering the Loday construction associated
to the square-zero extension AV := k⊕V , where the free k-module V is considered
as a non-unital algebra with trivial product. Crucially, we consider this as a functor
in V . In fact, from the point of view of this paper, through the Schur correspondence
of Section 7, it is the underlying Γ-module InjΓ ∈ Ob F(Σop × Γ;k) which is the
fundamental object.
These coefficients InjΓ are introduced in Section 14.1 and the Loday construction
on AV in Section 14.2. The reader is encouraged to read these in parallel.
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14.1. Γ-modules from injections.
Notation 14.1. Let InjΓ ∈ Ob F(Σop × Γ;k) denote the bifunctor
InjΓ : (m, X) 7→ k[injΓ(m+, X)],
where the right hand side is considered as the quotient of k[HomΓ(m+, X)] sending
non-injective maps to zero.
Remark 14.2. The tensor product ⊗Σ (see Section A.4) therefore yields a functor
InjΓ ⊗Σ − : F(Σ;k)→ F(Γ;k).
Proposition 14.3.
(1) The functor InjΓ ⊗Σ − : F(Σ;k)→ F(Γ;k) is exact.
(2) The functor InjΓ⊗Σ− induces a bijection between the isomorphism classes
of simple objects of the categories F(Σ;k) and F(Γ;k).
Proof. The first statement is a consequence of the fact that each InjΓ(m, X) is free
as a k[Sm]-module.
The second statement can be proved by using Pirashvili’s Dold-Kan theorem
[Pir00a], which gives an equivalence between the category of Γ-modules and functors
on the category of finite sets and surjections that is induced by the cross-effect
functor. Composing InjΓ ⊗Σ − with the cross-effect functor gives the inclusion of
F(Σ;k) in functors on finite sets and surjections that corresponds to extension by
zero. The result then follows by inspection of the simple objects of the respective
categories. 
Proposition 14.3 underlines the importance of the Γ-modules InjΓ(m,−) (for
m ∈ N). In particular, if k is a field of characteristic zero, we have:
Corollary 14.4. Let k be a field of characteristic zero and m ∈ N be an integer.
Then there is a splitting of InjΓ(m,−) into simple objects in F(Γ;k):
InjΓ(m,−) ∼=
⊕
λ⊢m
(
InjΓ(m,−)⊗Sm Sλ
)⊕ dimSλ
where Sλ is the simple Sm-representation indexed by λ (see Appendix B).
In particular, any simple Γ-module occurs as a direct summand of InjΓ(m,−)
for a unique m ∈ N.
Proof. The result follows from Proposition 14.3 by using the fact that the regular
representation k[Sm] decomposes in characteristic zero as
⊕
λ⊢m S
⊕ dimSλ
λ as Sm-
modules. 
The following is clear:
Proposition-Definition 14.5. The functor ϑ+InjΓ ∈ Ob F(Σop×Fin;k) is nat-
urally isomorphic to the functor
InjFin : Σop × Fin → k−mod
(m, U) 7→ k[injFin(m, U)],
where the right hand side is considered as the quotient of k[HomFin(m, U)] sending
non-injective maps to zero.
In the following statement, consider InjΓ (respectively InjFin) as an object of
F(Σ × Γ;k) (resp. F(Σ× Fin;k)) via the equivalence Σop ∼= Σ, so as to use the
tensor structure ⊙ of F(Σ;k).
Proposition 14.6.
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(1) For X,Y ∈ Ob Γ, there is a natural isomorphism in F(Σ;k):
InjΓ(X ∨ Y ) ∼= InjΓ(X)⊙ InjΓ(Y )
that is compatible with the respective symmetric monoidal structures (Γ,∨)
and (F(Σ;k),⊙, τ).
(2) For U, V ∈ Ob Fin, there is a natural isomorphism in F(Σ;k):
InjFin(U ∐ V ) ∼= InjFin(U)⊙ InjFin(V )
that is compatible with the respective symmetric monoidal structures (Fin,∐)
and (F(Σ;k),⊙, τ).
Proof. The second statement follows from the first by applying the functor ϑ+,
using the identification of Proposition-Definition 14.5.
The first statement can be deduced from Proposition 7.8 by the equivalence of
categories Σ ∼= Σop. However, it is instructive to see this directly as follows.
An injection f : n+ →֒ X ∨ Y of pointed sets decomposes into components
f ′ : n′+ →֒ X and f ′′ : n′′+ →֒ Y , where n′+n′′ = n, together with an isomorphism
n+ ∼= n′+∨n′′+ in Γ. This is unique up to the evident actions of Sn′ andSn′′ . This
implies the result, since the tensor structure ⊙ encodes this and the compatibility
of the symmetric monoidal structure also follows. 
Corollary 14.7. Let X ∈ Ob Γ and U ∈ Ob Fin. Then
(1) InjΓ(X) is naturally a commutative monoid in (F(Σ;k),⊙, τ);
(2) InjFin(U) is naturally a commutative monoid in (F(Σ;k),⊙, τ);
(3) InjFin(U) is naturally a InjFin(∗)-algebra in (F(Σ;k),⊙, τ) and InjFin(∗)
identifies as the square-zero extension of the unit PΣ0 = 1 by P
Σ
1 .
Proof. The respective products are induced by the fold maps X ∨ X → X and
U ∐ U → U , which are commutative.
The identification of the algebra InjFin(∗) is straightforward and the final state-
ment follows from the naturality of the products. (For the square-zero extension,
see Remark 14.8.) 
Remark 14.8. There is a unique unital monoid structure on 1 ⊕ PΣ1 in F(Σ;k),
since PΣ1 ⊙ P
Σ
1
∼= PΣ2 by Proposition 7.8, so that there is no non-zero morphism
from PΣ1 ⊙ P
Σ
1 to P
Σ
1 or 1 = P
Σ
0 , by Yoneda’s Lemma.
This unital monoid identifies as the square-zero extension of 1 by PΣ1 (which
necessarily has trivial multiplication, as above).
Proposition 14.9. There is a short exact sequence in F(Σ× Γ;k):
0→ InjΓ ⊙ PΣ1 → ϑ
∗ϑ+InjΓ → InjΓ → 0
in which the surjection ϑ∗ϑ+InjΓ → InjΓ is the adjunction counit. Moreover, after
evaluation on any X ∈ Ob Γ, the sequence splits (non-canonically) in F(Σ;k).
The surjection ϑ∗ϑ+InjΓ ։ InjΓ is a morphism of commutative monoids in
(F(Σ;k),⊙, τ) with respect to the structures of Corollary 14.7, and the ϑ∗ϑ+InjΓ-
module structure of the kernel is given via the counit by the free InjΓ-module struc-
ture on InjΓ ⊙ PΣ1 .
Proof. By definition, for X ∈ Ob Γ, there is a natural isomorphism ϑ∗ϑ+InjΓ(X) ∼=
InjΓ(X+), where X+ is now pointed by the additional basepoint ‘+’and the adjunc-
tion counit is induced by the map of pointed sets X+ → X that identifies + with
the original basepoint.
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Now X+ is non-canonically isomorphic to X ∨ ∗+. Hence Proposition 14.6,
together with the identification of InjΓ(∗+) ∼= Inj
Fin(∗) of Corollary 14.7, provide
a non-canonical isomorphism
ϑ∗ϑ+InjΓ(X) ∼= InjΓ(X)⊙ (1⊕ PΣ1 ) ∼= Inj
Γ(X)⊕
(
InjΓ(X)⊙ PΣ1
)
.
The adjunction counit corresponds to the projection onto the first factor. It is
straightforward to check that this gives a canonical short exact sequence as stated.
The final statement on the multiplicative structures derived from Corollary 14.7
is proved directly from the definition of the structures. 
Remark 14.10. The term InjΓ⊙PΣ1 can be understood using Example 7.10, which
shows that the functor − ⊙ PΣ1 corresponds to the sequence of induction functors
↑
Sn+1
Sn
, n ∈ N.
14.2. The square-zero extension case. The above material is related to the
Loday construction on square-zero extensions.
Notation 14.11. For V ∈ Ob mod
k
a free, finite-rank k-module, set AV := k⊕ V ,
considered as the square-zero extension, augmented k-algebra, with augmentation
ideal V .
By construction, the functors V 7→ L(AV ,k) and V 7→ L(AV , AV ) define objects
in F(mod
k
× Γ;k). In the following statement, consider InjΓ as an object of
F(Σ×Γ;k) via the equivalence of categoriesΣop ∼= Σ; T is the bifunctor introduced
in Notation 7.23.
Proposition 14.12. There is an isomorphism in F(mod
k
× Γ;k):
L(A(−),k) ∼= T⊗Σ Inj
Γ.
In particular, L(A(−),k) is the functor associated to αkInj
Γ via the functor
⊕ :
∏
d∈N
Fd(modk;k)→ F(modk;k).
Proof. This is most easily proved by using Pirashvili’s Dold-Kan theorem, which
is applied to the case of a Loday functor in [Pir00b, Section 1.10]. The case of
a square-zero extension is especially simple; the associated Γ-module identifies as
stated. The final statement follows from Proposition 7.27. 
Remark 14.13. A key point of Proposition 14.12 is that L(A(−),k) splits according
to its homogeneous polynomial components; this is the import of the relationship
with α
k
InjΓ. This splitting can be rewritten in F(Γ;k) (naturally in V ):
L(AV ,k) ∼=
⊕
d≥0
L(AV ,k)
(d),
where L(AV ,k)(d) is the factor of L(AV ,k) that is homogeneous polynomial of
degree d in V . Explicitly, L(A(−),k)
(d) ∼= Td(−)⊗Sd Inj
Γ(d,−).
Remark 14.14. Proposition 13.13 implies that, for X,Y ∈ Ob Γ:
L(AV ,k)(X ∨ Y ) ∼= L(AV ,k)(X)⊗k L(AV ,k)(Y )
naturally in V . This is induced by applying the monoidal functor T(−) ⊗Σ − to
the natural isomorphism of Proposition 14.6.
Corollary 14.15. There is an isomorphism in F(mod
k
× Γ;k):
L(A(−), A(−)) ∼= T⊗Σ ϑ
∗ϑ+InjΓ.
In particular, L(A(−), A(−)) is the functor associated to αkϑ
∗ϑ+InjΓ.
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Proof. This follows from Proposition 14.12 by applying Lemma 13.11, which pro-
vides the natural isomorphism L(AV , AV ) ∼= ϑ∗ϑ+L(AV ,k). 
Remark 14.16. As in Remark 14.13, there is a natural direct sum decomposition
into homogeneous components:
L(AV , AV ) ∼=
⊕
d≥0
L(AV , AV )
(d),
where L(A(−), A(−))
(d) := Td(−)⊗Sd ϑ
∗ϑ+InjΓ(d,−).
Lemma 14.17. The short exact sequence of Lemma 13.12 induces a short exact
sequence in F(mod
k
× Γ;k) which, evaluated on V ∈ Ob mod
k
, is:
0→ L(AV ,k)⊗ V → L(AV , AV )→ L(AV ,k)→ 0.
This is isomorphic to the sequence obtained by applying the functor T ⊗Σ − to
the short exact sequence of Proposition 14.9.
Proof. The first statement follows using the identification AV ∼= V and the fact
that AV is the square-zero extension to identify L(AV , V ) ∼= L(AV ,k)⊗ V .
It is straightforward to check that applying the functor T ⊗Σ − to the (non-
canonically split) short exact sequence of Proposition 14.9 yields this short exact
sequence, using the identifications of Proposition 14.12 and Corollary 14.15. 
15. Higher Hochschild homology with coefficients in InjΓ
This section considers the Hochschild homologyHH∗(AV ,k) of a square-zero ex-
tension with trivial coefficients, together with the functorialHH∗(
∨
r S
1;L(AV ,k)).
In fact, as in Section 14, the study of the more general, combinatorial case is pre-
ferred, taking InjΓ ∈ F(Σop × Γ;k) as coefficients for higher Hochschild homology.
Here k is an arbitrary commutative ring.
15.1. General results.
Proposition 15.1. For X ∈ ∆opSet∗, higher Hochschild homology HH∗(X ; Inj
Γ)
takes values naturally in F(N × Σop;k), where N corresponds to the homological
grading.
If M ∈ Ob F(Σ;k), there is a natural morphism
HH∗(X ; Inj
Γ)⊗ΣM → HH∗(X ; Inj
Γ ⊗Σ M)
of N-graded k-modules.
If k is a field of characteristic zero, then this is an isomorphism.
Proof. The first statement follows from the fact that HH∗(X ; Inj
Γ) is the homo-
topy of the simplicial Σop-module InjΓ(X). The natural morphism is the usual
universal coefficients morphism. For the final point use the fact that, over a field
of characteristic zero, the functor ⊗Σ is exact. 
Example 15.2. Taking M = T(−) ∈ Ob F(mod
k
× Σ;k) ∼= F(Σ,F(mod
k
;k))
(using the equivalence Σ ∼= Σop to adjust variance), evaluated on a free, finite-rank
k-module V , this gives the comparison map:
HH∗(X ; Inj
Γ)⊗Σ T(V )→ HH∗(X ;L(AV ,k))
that is natural in V . Over a field of characteristic zero, it is an isomorphism.
As above, homologically gradedΣ-modules appear naturally in considering higher
Hochschild homology; these are objects of F(N×Σ;k). The ungraded tensor prod-
uct ⊙ on F(Σ;k) extends in the usual way to a tensor product on F(N × Σ;k);
more generally, given homological chain complexes A,B ∈ Ob Ch≥0F(Σ;k), the
tensor product A⊙B is naturally a chain complex of Ch≥0F(Σ;k).
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Remark 15.3. In considering ⊙ on F(N×Σ;k) (or, more generally, Ch≥0F(Σ;k)),
one uses the symmetry σN that introduces Koszul signs with respect to the homo-
logical grading.
Definition 15.4. A graded Σ-module F ∈ Ob F(N×Σ;k) is pure if F (d,n) = 0
unless d = n. Write Fpure(N×Σ;k) for the full subcategory of pure functors.
It is clear that, if F1, F2 ∈ Ob Fpure(N × Σ;k), then so is F1 ⊙ F2. Moreover,
one has the following:
Proposition 15.5. The functor F(Σ;k) → Fpure(N × Σ;k), that sends G ∈
Ob F(Σ;k) to the pure graded functor with G(n,n) = G(n) for n ∈ N, induces an
equivalence of symmetric monoidal categories between (F(Σ;k),⊙, σ) and (Fpure(N×
Σ;k),⊙, σN).
15.2. Restricting to wedges of circles. Henceforth we are interested principally
in the case where X has the homotopy type of a finite wedge of circles, with the
objective of understanding the N-graded functor
HH∗(B(−); Inj
Γ) : Z⋆n 7→ HH∗(BZ
⋆n; InjΓ).
Remark 15.6. Attention must be paid when considering the case of an arbitrary
commutative ring k, since the reference [Pir00b] for higher Hochschild homology
supposes that k is a field. Understanding the above as a functor on gr requires
knowing that higher Hochschild homology is invariant under certain homotopy
equivalences of simplicial sets.
This is not a major difficulty. For current purposes, it suffices to consider simpli-
cial sets X that correspond to finite, connected graphs (that is, connected simplicial
sets of dimension one). The only point that is required is that the contraction of a 1-
simplex (that is not a loop) induces an isomorphism on higher Hochschild homology
with InjΓ coefficients. This can be proved directly.
An alternative approach is to generalize the argument given by Pirashvili in
[Pir00b], using the fact that the homology H∗(X ;k) of the objects considered is
always k-free, hence Ku¨nneth isomorphisms are available.
This allows the main result of this section to be stated for an arbitrary commu-
tative ring:
Theorem 15.7. For k a commutative ring, there is a natural isomorphism of
N-graded functors
HH∗(B(−); Inj
Γ) ∼= Ψ(PΣcoalg
†
),
where the right hand side is considered as a pure functor via Proposition 15.5.
The proof proceeds through the following steps:
(1) Identify the underlyingΣ-module ofHH∗(S
1; InjΓ) as the pure graded func-
tor PΣ and identify the associated (graded) commutative monoid structure.
(2) Establish a Ku¨nneth theorem, to show that
HH∗((S
1)
∨
r; InjΓ) ∼= (PΣ)⊙r,
together with the commutative monoid structure.
(3) Identify the functorial structure; by Remark 3.11 this comes down to iden-
tifying the coproduct that is induced by the pinch map S1 → S1 ∨ S1.
As usual, the identification of these structures passes through the Eilenberg-
Zilber equivalence (see [Wei94, Section 8.5] for example). Here, if A, B are simplicial
Σ-modules, A⊙B is naturally a bisimplicial Σ-module. Writing C(−) for the chain
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complex associated to a simplicial object, the shuffle map of the Eilenberg-Zilber
equivalence provides an equivalence
(CA)⊙ (CB)→ Cdiag(A⊙B),
where the left hand side is the tensor of chain complexes. This is symmetric with
respect to σN on the left hand side and the ungraded symmetry τ on the right.
We record the following general structure, analogous to the usual shuffle products
on Hochschild homology (compare [Lod98, Section 4]), induced by the commutative
monoid structures provided by Corollary 14.7:
Proposition 15.8. For X ∈ ∆opSet∗,
(1) the commutative monoid structure of InjΓ(X) makes HH∗(X ; Inj
Γ) a (graded)
commutative monoid in F(N × Σ;k) with respect to ⊙ and the symmetry
σN;
(2) the commutative monoid structure of ϑ∗InjFin(X) makes HH∗(X ;ϑ
∗InjFin)
a (graded) commutative monoid in F(N ×Σ;k) with respect to ⊙ and the
symmetry σN.
Proof of Theorem 15.7. The first step is analogous to calculating the ordinary Hochschild
homology HH∗(AV ,k). Take as model for the circle the pointed simplicial set
∆1/∂∆1. A direct calculation shows that the normalized chain complexN InjΓ(∆1/∂∆1)
is isomorphic to PΣ, considered as a pure, graded Σ-module (in particular with
zero differential).
Via the Eilenberg-Zilber equivalence, the corresponding commutative monoid is
(PΣ, µshuff)
†, namely is equipped with the graded-commutative shuffle product.
The second step is a direct application of the Eilenberg-Zilber equivalence. This
is most transparent if one works with the normalized chain complexes. Moreover,
from the construction, the isomorphism
HH∗((S
1)
∨
r; InjΓ) ∼= (PΣ)⊙r,
respects the graded commutative monoid structures. This places us in the ex-
ponential functor context of Section 4, taking as symmetric monoidal category
(F(Σ;k),⊙,1, τ) (via the equivalence of Proposition 15.5).
Hence, it remains to identify the Hopf structure of HH∗(S
1; InjΓ). This is in-
duced by the pinch map S1 → S1 ∨S1. The latter has to be replaced by a suitable
simplicial model, such as
∆1 ∪∂∆1 ∆
1
π
xx♣♣
♣♣
♣♣
♣♣
♣♣
♣
pinch
))❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
∆1/∂∆1 (∆1/∂∆1) ∨ (∆1/∂∆1),
where ∆1∪∂∆1∆
1 is the model of S1 with two non-degenerate 1-simplexes identified
at their endpoints (and with compatible orientations), π collapses the second 1-
simplex and pinch identifies the endpoints.
The argument proceeds as in [AR05, Section 3]. This reference is written for
the study of higher Hochschild homology with coefficients in L(A,A) for A a com-
mutative ring and where the underlying ring k is a field. However, the arguments
transpose mutatis mutandis to the current situation.
One concludes that the induced coproduct is the deconcatenation coproduct
∆deconcat : P
Σ → PΣ ⊙ PΣ.
Thus, the Hopf algebra HH∗(S
1; InjΓ) is (PΣcoalg)
†, considered as a pure, graded
object.
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Putting these results together, one has the required isomorphism with the expo-
nential functor Ψ(PΣcoalg
†
). 
15.3. First consequences. As an immediate corollary of Theorem 15.7, one has:
Corollary 15.9. The N-graded Σ-module HH∗(BZ
⋆n; InjΓ) is pure and free for
any n ∈ N.
Hence, for M ∈ Ob F(Σ;k), the natural map given by Proposition 15.1
HH∗(B(−); Inj
Γ)⊗ΣM → HH∗(B(−); Inj
Γ ⊗Σ M)
is an isomorphism.
In particular, the functor M 7→ HH∗(B(−); Inj
Γ ⊗ΣM) is exact and is isomor-
phic to the functor:
M 7→ (ΨPΣcoalg)
† ⊗ΣM.
Proof. The fact that HH∗(B(−); Inj
Γ) is pure and free follows from Theorem 15.7.
The second statement follows by using the Ku¨nneth spectral sequence (see [Wei94,
Theorem 5.6.4], for example) and this leads to the explicit description of the functor
M 7→ HH∗(B(−); Inj
Γ ⊗ΣM). 
Recall that Theorem 9.6 identifies β with ΨPΣcoalg (this is working in the non-
graded context). Hence the above functor M 7→ (ΨPΣcoalg)
† ⊗ΣM is closely related
to β (and hence to the family of functors βd), via the identification given in Theorem
9.3.
Corollary 15.10. Suppose that k is a field of characteristic zero. For M a k[Sd]-
module (d ∈ N), there is a natural isomorphism:
HH∗(B(−); Inj
Γ(d,−)⊗Sd M)
∼=
{
βd(M
†) ∗ = d
0 otherwise.
Proof. For anyM ∈ Ob F(Σ;k), there is a natural isomorphism (ΨPΣcoalg)
†⊗ΣM ∼=
(ΨPΣcoalg) ⊗Σ M
†. Specializing to the case where M arises from a Sd-module,
the result then follows from Corollary 9.8 (which is where the hypothesis on k is
required) together with Corollary 15.9. 
One also obtains the identification of the higher Hochschild homology functors
associated to L(AV ,k), naturally in the free, finite-rank k-module V :
Corollary 15.11. For any commutative ring k, there is a natural isomorphism of
functors:
HH∗(B(−);L(A(−),k)) ∼= Ψ(T
†
coalg).
Proof. Combine Corollary 15.9 with Proposition 14.12, as in Example 15.2. 
Remark 15.12. Corollary 15.11 could have been proved directly by arguments sim-
ilar to those employed in the proof of Theorem 15.7. Our point of view is that
Theorem 15.7 is the more fundamental result.
Remark 15.13. The purity statement of Theorem 15.7 corresponds to the fact that,
for d ∈ N, the functor V 7→ HHd(B(−);L(AV ,k)), considered as an object of
F(mod
k
× gr;k), is homogeneous of degree d with respect to V .
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16. Higher Hochschild homology with coefficients in ϑ∗InjFin
In this section, we free up the base point, by considering higher Hochschild
homology HH∗(B(−);ϑ∗L), for L ∈ Ob F(Fin;k), that is with coefficients which
arise from F(Fin;k), the category of functors on finite sets. This implies (by
Proposition 13.15) that the corresponding Hochschild homology groups take values
in FOut(N× gr;k), where N corresponds to the grading.
Remark 16.1. Proposition 13.15 was stated for the case k a field. However, as in
Section 15, the result is valid over any commutative ring k.
In particular, we replace InjΓ by ϑ∗InjFin; in terms of the associated Schur
functors, this corresponds to considering L = L(AV , AV ), where V is a free, finite-
rank k-module (compare Example 15.2, using Corollary 14.15).
The main result is Theorem 16.10, which gives HH∗(B(−);ϑ
∗InjFin). The cor-
responding result expressed in terms of Schur functors is Theorem 16.20.
16.1. A general result. Proposition 15.1 has a counterpart, replacing InjΓ by
ϑ∗InjFin:
Proposition 16.2. For X ∈ ∆opSet∗, higher Hochschild homology HH∗(X ;ϑ∗Inj
Fin)
takes values naturally in F(N × Σop;k), where N corresponds to the homological
grading. If M ∈ Ob F(Σ;k), there is a natural morphism
HH∗(X ;ϑ
∗InjFin)⊗ΣM → HH∗(X ;ϑ
∗InjFin ⊗Σ M)
of N-graded k-modules that is an isomorphism if k is a field of characteristic zero.
Remark 16.3. This result will be applied over a field of characteristic zero; there is
no direct analogue of Corollary 15.9.
Proposition 16.2 is applied below in Section 16.4 to pass from ϑ∗InjFin coefficients
to coefficients in the Loday construction L(AV , AV ).
16.2. The case of InjFin. Recall that there is a natural isomorphism ϑ+InjΓ ∼=
InjFin, by Proposition-Definition 14.5.
Now, by Proposition 14.9, there is a natural short exact sequence in F(Σ×Γ;k):
0→ InjΓ ⊙ PΣ1 → ϑ
∗InjFin → InjΓ → 0.(16.1)
The following statement introduces a shift of homological degree (denoted by [1]),
so as to remain in the context of pure functors (see Definition 15.4). Such a shift
also arises naturally via the long exact sequence for higher Hochschild homology
considered below, through the degree shift of the connecting morphism.
Lemma 16.4. There is a natural isomorphism of pure functors in F(N×gr×Σ;k):
HH∗(B(−); Inj
Γ ⊙ PΣ1 )[1]
∼= HH∗(B(−); Inj
Γ)⊙ PΣ1 [1],
in which [1] denotes the shift of homological degree.
Explicitly, evaluated on d ∈ Ob Σ (d ∈ N), the functor HH∗(B(−); Inj
Γ ⊙ PΣ1 )
is concentrated in homological degree d− 1.
Proof. This follows from the exactness of the functor −⊙ PΣ1 on F(Σ;k). 
Now, the short exact sequence (16.1) induces a long exact sequence in F(N ×
gr×Σ;k):
HH∗(B(−); Inj
Γ ⊙ PΣ1 ) // HH∗(B(−);ϑ
∗InjFin) // HH∗(B(−); Inj
Γ)
d

. . . HH∗−1(B(−); Inj
Γ ⊙ PΣ1 )oo
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where, by combining Theorem 15.7 with Lemma 16.4, the connecting morphism
identifies with the morphism of pure functors derived from F(gr×Σ;k):
Ψ(PΣcoalg
†
)→ Ψ(PΣcoalg
†
)⊙ PΣ1 .
(The homological shift in Lemma 16.4 accounts for the degree change.)
Proposition 16.5. The connecting morphism d identifies with the morphism
ad : Ψ(PΣcoalg
†
)→ Ψ(PΣcoalg
†
)⊙ PΣ1 ,
that is induced by the adjoint coaction ad as in Section 12.3 (using Section 12.4 for
the graded setting).
Proof. A direct analysis of the normalized chain complex N InjFin(∆1/∂∆1) ex-
tending that of N InjΓ(∆1/∂∆1) (see the proof of Theorem 15.7) shows that the
connecting morphism (which corresponds in this case to the differential) is the
morphism induced by the adjoint coaction.
Now, by Proposition 14.9, N InjFin(∆1/∂∆1) is a complex of InjFin(∗)-algebras
(where InjFin(∗) is in homological degree zero). The Eilenberg-Zilber maps induce
an equivalence:
N InjFin(∆1/∂∆1)
⊙t
[InjFin(∗)]
≃
→ N InjFin(
∨
t
∆1/∂∆1)
for 1 ≤ t ∈ N. The identification of d follows. 
Remark 16.6. Once the morphism d has been identified evaluated on Z, the result
can be deduced from the multiplicative structure.
Notation 16.7. Write Cokerad(P
Σ
coalg
†
) for the cokernel of ad, so that there is an
exact sequence in F(gr×Σ;k):
0→ ωΨ(PΣcoalg
†
)→ Ψ(PΣcoalg
†
)
ad
→ Ψ(PΣcoalg
†
)⊙ PΣ1 → Cokerad(P
Σ
coalg
†
)→ 0.
Here the kernel is identified by Proposition 12.16, the Koszul-signed version of
Proposition 12.11.
To state the following Corollary, it is clearest to evaluate all functors on d ∈
Ob Σ, for d ∈ N, in particular restricting coefficients to ϑ∗InjFin(d,−) ∈ Ob F(Γ;k),
which retains an action of Sd.
Corollary 16.8. Let d ∈ N. Then there are natural Sd-equivariant isomorphisms:
HH∗
(
B(−);ϑ∗InjFin(d,−)
)
∼=

ωΨ(PΣcoalg
†
)(d,−) ∗ = d
Cokerad(P
Σ
coalg
†
)(d,−) ∗ = d− 1
0 otherwise.
In particular, both ωΨ(PΣcoalg
†
)(d,−) and Cokerad(P
Σ
coalg
†
)(d,−) belong to FOut(gr;k).
Moreover, in the Grothendieck group of F(gr;k),
[ωΨ(PΣcoalg
†
)(d,−)]−[Cokerad(P
Σ
coalg
†
)(d,−)] = [Ψ(PΣcoalg
†
)(d,−)]−[(Ψ(PΣcoalg
†
)⊙PΣ1 )(d,−)].
Proof. Using Theorem 15.7 and Proposition 16.5, the first statement follows from
the analysis of the long exact sequence associated to (16.1).
That both functors lie in FOut(gr;k) follows from Proposition 13.15. (For
ωΨ(PΣcoalg
†
)(d,−) this follows from the definition of ω; for Cokerad(P
Σ
coalg
†
)(d,−),
it is not a priori clear from the definition.)
The equality in the Grothendieck group follows from the Euler characteristic of
the exact sequence of Notation 16.7. 
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Remark 16.9. The functor HH∗
(
B(−);ϑ∗InjFin) is not pure graded, but Corollary
16.8 shows that the failure to be so is small. In F(N×gr×Σ;k), up to degree shift,
it splits as a direct sum of the pure functors ωΨ(PΣcoalg
†
) and Cokerad(P
Σ
coalg
†
).
Proposition 15.8 implies that HH∗
(
B(−);ϑ∗InjFin) has a natural multiplicative
structure. This has a direct functorial description: by construction Ψ(PΣcoalg
†
) takes
values in commutative monoids in (F(Σ;k),⊙, σ). Corollary 11.21 therefore implies
that ωΨ(PΣcoalg
†
) also takes values in such commutative monoids.
Theorem 16.10. The functor ωΨ(PΣcoalg
†
) takes values in commutative monoids
in (F(Σ;k),⊙, σ) and Cokerad(P
Σ
coalg
†
) is naturally a ωΨ(PΣcoalg
†
)-module.
Considering the above as pure graded functors of F(N× gr×Σ;k), there is an
isomorphism of commutative monoids in F(N× gr×Σ;k):
HH∗
(
B(−);ϑ∗InjFin) ∼= ωΨ(PΣcoalg
†
)⊕ Cokerad(P
Σ
coalg
†
)[−1],
where the right hand side is the square-zero extension of ωΨ(PΣcoalg
†
) by the ωΨ(PΣcoalg
†
)-
module Cokerad(P
Σ
coalg
†
)[−1].
Proof. The result is proved by unravelling the definitions. 
16.3. Isotypical components. In this section, k is taken to be a field of character-
istic zero, which allows the decomposition into isotypical components (cf. Corollary
14.4).
Notation 16.11. For n ∈ N∗ and λ ⊢ n, let
HH∗(B(−); Inj
Γ)λ := HH∗(B(−); Inj
Γ)⊗Σ Sλ
HH∗(B(−);ϑ
∗InjFin)λ := HH∗(B(−);ϑ
∗InjFin)⊗Σ Sλ
denote the respective isotypical components corresponding to the representation Sλ
of Sn.
Notation 16.12. For n ∈ N∗ and λ ⊢ n, let
(1) InjΓλ denote Inj
Γ ⊗Σ Sλ;
(2) InjFinλ denote Inj
Fin ⊗Σ Sλ.
Remark 16.13. For n, λ as above, there is an isomorphism InjFinλ
∼= ϑ+InjΓλ, since
InjFin ∼= ϑ+InjΓ and the passage to isotypical components commutes with the
precomposition functor defining ϑ+.
By Proposition 15.1, there is an isomorphism in F(gr;k):
HH∗(B(−); Inj
Γ)λ ∼= HH∗(B(−); Inj
Γ
λ).
With ϑ∗InjFin for coefficients, the analogous statement is:
Lemma 16.14. For n ∈ N∗ and λ ⊢ n there is an isomorphism in FOut(gr;k):
HH∗(B(−);ϑ
∗InjFin)λ ∼= HH∗(B(−);ϑ
∗InjFinλ ).
Proof. That these functors lie in FOut(gr;k) follows from Proposition 13.15. The
result then follows from Proposition 16.2, since the functor ϑ∗ is given by precom-
position, hence commutes with the formation of −⊗Σ Sλ. 
Corollary 16.8 gives the following:
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Corollary 16.15. Let n ∈ N∗ and λ ⊢ n, then there are isomorphisms in FOut(gr;k):
HH∗
(
B(−);ϑ∗InjFinλ )
∼=

ωΨ(PΣcoalg
†
)⊗Σ Sλ ∼= ωHH∗
(
B(−); InjΓλ) ∗ = n
(Cokerad(P
Σ
coalg
†
))⊗Σ Sλ ∗ = n− 1
0 otherwise.
Remark 16.16. Further information on the structure of these functors is given in
Section 19.1.
Remark 16.17. In [TW19, Section 2.5], Turchin and Willwacher pose the question
of how to study the isotypical components ofHH∗
(
B(−);ϑ∗InjFin). More precisely,
this is our reinterpretation of their question, since
(1) Turchin and Willwacher work with higher Hochschild cohomology;
(2) in [TW19], the passage to isotypical components is expressed at the level
of the associated Schur functors (see Section 16.4 below for more on the
relationship between these methods).
After using vector space duality (denoted below by ♯) to pass to higher Hochschild
homology, the modules considered in [TW19, Section 2.5] identify as follows:
(U Iλ)
♯ = ωHH∗
(
B(−); InjΓλ)
(U IIλ )
♯ = (Cokerad(P
Σ
coalg
†
))⊗Σ Sλ.
Thus the study of the isotypical components of HH∗
(
B(−);ϑ∗InjFin) is directly
related to the open problem of determining the composition factors of U Iλ and U
II
λ
that is posed in [TW19, Section 2.5].
The calculations of Sections 18 and 19 illustrate this. For example, Corollary 19.8
gives the functors corresponding to U Iλ , U
II
λ for the family of partitions λ = (1
n)
(n ∈ N) and Corollary 19.10 for the family λ = (n); these partitions are of impor-
tance in [TW19, TW17]. Proposition 19.13 calculates the functors corresponding to
U Iλ , U
II
λ for the family of partitions λ = (21
n−1) (so that λ† = (n1)). The methods
can be pushed much further.
16.4. The case of L(AV , AV ). Corollary 14.15 provides the natural isomorphism:
L(A(−), A(−)) ∼= T⊗Σ ϑ
∗InjFin.
Using the equivalence of groupoids Σop ∼= Σ, Proposition 16.2 leads immediately
to:
Corollary 16.18. Let k be a field of characteristic zero. Then, for X ∈ ∆opSet∗
and V ∈ Ob mod
k
, there is an isomorphism
HH∗(X ;ϑ
∗InjFin)⊗Σ T(V )
∼=
→ HH∗(X ;L(AV , AV )),
naturally in V .
Notation 16.19. For k a field of characteristic zero and V a finite-dimensional k-
vector space, let Cokerad(T
†
coalg(V )) denote the cokernel in F(gr;k) of
ad : Ψ(T†coalg(V ))→ Ψ(T
†
coalg(V ))⊗ V.
Theorem 16.20. For k a field of characteristic zero and V a finite-dimensional
k-vector space, there is a natural isomorphism of commutative monoids in F(N ×
gr;k):
HH∗
(
B(−);L(AV , AV )) ∼= ωΨ(T
†
coalg(V ))⊕ Cokerad(T
†
coalg(V ))[−1]
where the right hand side is considered as the square-zero extension of ωΨ(T†coalg(V ))
by Cokerad(T
†
coalg(V ))[−1].
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Proof. By Corollary 16.18, the result follows by applying the exact functor −⊗ΣT
to the isomorphism of Theorem 16.10. 
Remark 16.21. The following points are implicit in the proof of Theorem 16.20:
(1) By Example 11.26, the functor ω commutes with the passage to Schur
functors.
(2) The material of Section 12 shows that the respective natural transforma-
tions ad correspond via the Schur functor.
Remark 16.22. One can also prove Theorem 16.20 directly, working with L(AV , AV ),
by adapting the arguments of Section 16.2.
This presentation allows the relationship with the results of Turchin andWillwacher
[TW19] to be explained:
Example 16.23. [TW19, Theorem 1] treats the case V = k, so that AV is the
ring of dual numbers k[ε] (ungraded). Thus the Hopf algebra T†coalg(V ) identifies
as the free graded commutative algebra S(x, y), where |x| = 1 and |y| = 2. (For
this notation, see Notation 18.2.) Here x is primitive and the reduced diagonal of
y is ∆y = x⊗ x.
In this case the calculation of ωΨS(x, y) and of CokeradS(x, y) is accessible since
the connecting morphism ΨS(x, y) → ΨS(x, y) is the derivation induced by the
de Rham differential (x 7→ 0, y 7→ x) [TW19]. In particular acyclicity relates
ωΨS(x, y) to CokeradS(x, y) (with an appropriate degree shift). For further details,
see Corollary 19.10.
Now the Σ-module T(k) is given by the trivial representation for each Sn. This
implies that
HH∗
(
B(−);L(k[ε],k[ε])) ∼=
⊕
n∈N
HH∗(B(−);ϑ
∗InjFin(n) ),
by combining Lemma 16.14 with Corollary 16.18.
Remark 16.24. Let k = Q and V be a finite-dimensional k-vector space. For n ∈ N,
Tn(V ) is given by the Schur functor associated to the regular representation k[Sn].
Now, the regular representation considered as a bimodule decomposes as
k[Sn] ∼=
⊕
λ⊢n
Sλ ⊠ Sλ
(as used in the proof of Proposition B.20). Hence, equipped with the action of Sn
by place permutations on the left:
Tn(V ) ∼=
⊕
λ⊢n
(Sλ ⊗ Sλ(V )),
where Sλ(−) is the Schur functor associated to Sλ.
Evaluated on V , Sλ(V ) is non-zero if and only if l(λ) ≤ dimV . It follows that
(using Notation 16.11 for the isotypical components):
HH∗(B(−);L(AV , AV )) ∼=
⊕
n∈N
⊕
λ⊢n
l(λ)≤dimV
HH∗(B(−);ϑ
∗InjFin)λ ⊗ Sλ(V )
∼=
⊕
n∈N
⊕
λ⊢n
l(λ)≤dimV
HH∗(B(−);ϑ
∗InjFinλ )⊗ Sλ(V ).
Hence, taking into account naturality in V , the calculation ofHH∗(B(−);L(AV , AV ))
is essentially equivalent to that of HH∗(B(−);ϑ∗Inj
Fin
λ ) for each n ∈ N
∗ and every
partition λ ⊢ n of length at most dimV .
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In the case of Example 16.23 above, where dimV = 1, this leads to consideration
of the partitions λ = (n) corresponding to the trivial representation.
Part 7. Interlude on the Hodge filtration
17. Pirashvili’s Hodge filtration
This section explains how Pirashvili’s Hodge filtration [Pir00b] is related to the
functorial picture developed here. For the main results, k is taken to be a field of
characteristic zero.
The Hodge filtration is the filtration associated to Pirashvili’s spectral sequence
(recalled in Section 17.2 below); working over a field, it calculates the higher
Hochschild homology HH∗(X ;L) for X a pointed simplicial space and L a Γ-
module.
We study this when X is BZ⋆r, considered as a functor of the group Z⋆r. The-
orem 17.8 gives a functorial description of the Hodge filtration and relates this to
the canonical polynomial filtration obtained working in the category F(gr;k) (cf.
Proposition 6.9). In particular, this shows that, after passing to the associated
graded of the Hodge filtration, higher Hochschild homology is given in terms of
Γ-module functor homology (cf. Corollary 17.10).
These results have important consequences. For example, Corollary 17.11 and
Corollary 17.13 show that they give access to the calculation of Γ-module functor
homology in characteristic zero, due to the results of Section 18 below.
17.1. The dual Loday construction. The E2-page of Pirashvili’s Hodge filtra-
tion spectral sequence (recalled below in Section 17.2) is expressed using the functor
T recalled below in Notation 17.1, applied to the homology of the pointed simplicial
set H∗(X ;k) (when the latter has the structure of a coaugmented coalgebra).
In this section we make this explicit in the case X = BZ⋆r, identifying it as a
functor of the group Z⋆r .
Notation 17.1. [Pir00b, Section 1.7] For k a commutative ring and C a cocom-
mutative, coaugmented k-coalgebra, let T C ∈ Ob F(Γop;k) denote the functor
n+ 7→ C⊗n.
If C is graded cocommutative, write TqC for the grading q part of T C with
respect to the inherited graduation.
Remark 17.2. The construction T can be considered as being dual to the Loday
construction for augmented k-algebras, A 7→ L(A,k).
The functor T will be applied to the coalgebra introduced in the following:
Lemma 17.3. For k a commutative ring, the functor from gr to graded cocommu-
tative, coaugmented coalgebras, Z⋆r 7→ H∗(BZ⋆r;k), is isomorphic to the functor
k ⊕ a
k
[1], considered as the square-zero extension coalgebra of k by the functorial
k-module a
k
concentrated in degree one.
Proof. Additively H∗(BZ
⋆r ;k) is k in degree zero, kr in degree one and zero oth-
erwise, since BZ⋆r is homotopy equivalent to (S1)
∨
r. In particular, it takes val-
ues in free, finite rank k-modules, so the Ku¨nneth theorem provides the graded-
cocommutative coalgebra structure. For degree reasons, this is the square-zero
extension of the counit k in degree zero and H1(BZ
⋆r;k). The functorial interpre-
tation is straightforward. 
We consider Z⋆r 7→ T H∗(BZ⋆r ;k) as a (graded) bifunctor in F(gr×Γop;k). This
bifunctor is closely related to the dual of the functor V 7→ L(AV ;k) of Proposition
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14.12. Note that the latter is considered as a bifunctor in F(mod
k
× Γ;k) and,
moreover, the square-zero extension AV is not graded.
In the following statement:
(1) ◦a
k
: F(mod
k
;k) → F(gr;k) and ◦a
k
: F(mod
k
× Γop;k) → F(gr ×
Γop;k) denote the functors induced by precomposition with a
k
(cf. Nota-
tion 2.1);
(2) T† is considered as the object of F(mod
k
×Σ;k) given by (V,d) 7→ V ⊗d⊗
sgnd;
(3) InjΓ is the bifunctor introduced in Notation 14.1; which has dual D
k
InjΓ ∈
Ob F(Σ× Γop;k).
Lemma 17.4. Let k be a commutative ring. The bifunctor Z⋆r 7→ T H∗(BZ⋆r;k)
is the image under ◦a
k
of the bifunctor
T† ⊗Σ DkInj
Γ ∈ Ob F(mod
k
× Γop;k).
The grading is that induced from the Σ-module structure.
Proof. The idea of the proof is identical to that of Proposition 14.12. Here we are
in the categorically dual setting and the grading must be taken into account. The
latter is dealt with by the twisting (−)†. 
17.2. The Hodge filtration. When k is a field, for X a pointed simplicial set and
L ∈ Ob F(Γ;k), Pirashvili [Pir00b, Theorem 2.4] constructed the Hodge filtration
spectral sequence
E2pq = Tor
Γ
p (TqH∗(X ;k), L)⇒ HH∗(X ;L).(17.1)
Here H∗(X ;k) is considered as a coaugmented coalgebra via the basepoint, and
the functors TorΓ are the derived functors of the categorical tensor product ⊗Γ (see
Section A.4). These correspond to Γ-module functor homology.
Definition 17.5. The Hodge filtration of HH∗(X ;L) is the filtration associated
to this spectral sequence.
Remark 17.6.
(1) The Hodge filtration and the associated spectral sequence are natural with
respect to both X and L.
(2) In [TW19], Turchin and Willwacher also work with a Hodge filtration (in
cohomology); the reader is warned that this is not the same as Pirashvili’s
Hodge filtration.
By Lemma 17.4, the E2-term of Pirashvili’s Hodge filtration spectral sequence
for X = BZ⋆r identifies as a functor in Z⋆r as
E2pq = Tor
Γ
p ((a
⊗q
k
)† ⊗Sq DkInj
Γ(q,−), L),
where (a⊗q
k
)† denotes the length q part of T† ◦ a
k
.
Lemma 17.7. Let k be a field of characteristic zero, L be a Γ-module and p, q ∈ N.
Then there are natural isomorphisms in F(gr;k):
TorΓp ((a
⊗q
k
)† ⊗Sq DkInj
Γ(q,−), L) ∼= (a
⊗q
k
)† ⊗Sq Tor
Γ
p (DkInj
Γ(q,−), L)
∼= αq
(
sgnq ⊗ Tor
Γ
p (DkInj
Γ(q,−), L)
)
.
In particular, this functor is homogeneous polynomial of degree q.
Proof. In characteristic zero, the functor (a⊗q
k
)† ⊗Sq − is exact, hence commutes
with the formation of TorΓ. The twisting by the representation sgnq can be passed
across the tensor product, which identifies the functor as being in the image of αq
(cf. Theorem 6.3). 
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Theorem 17.8. Let k be a field of characteristic zero and fix d ∈ N. Then, for
L ∈ Ob F(Γ;k), the functor
HHd(B(−);L) : Z
⋆r 7→ HHd(BZ
⋆r;L)
in F(gr;k) admits a natural decreasing Hodge filtration FqHHd(B(−);L) with fil-
tration quotients
FqHHd(B(−);L)/F
q+1HHd(B(−);L) ∼= (a
⊗q
k
)† ⊗Sq Tor
Γ
d−q(DkInj
Γ(q,−), L).
In particular, the Hodge filtration of HHd(B(−);L) ∈ Ob F(gr;k) coincides with
the polynomial filtration given by Proposition 6.9.
Proof. We use Pirashvili’s Hodge filtration spectral sequence [Pir00b, Theorem 2.4].
The E2-page is identified by combining Lemmas 17.4 and 17.7.
It remains to show that the spectral sequence degenerates at the E2-page. This
follows from the naturality of the spectral sequence with respect to Z⋆r, which
implies that the differentials are morphisms in F(gr;k).
Namely, by Lemma 17.7, the functor Z⋆r 7→ E2pq(Z
⋆r) lies in the image of the
functor αq. Proposition 6.2 implies that there are no non-trivial morphisms between
an object of the image of αq and an object of the image of αq′ if q 6= q′. It follows
that all differentials dr, r ≥ 2 are trivial, as required.
This shows that the Hodge filtration of HHd(B(−);L) is a finite length, decreas-
ing filtration, with filtration quotient Fq/Fq+1 a polynomial functor of degree q in
the image of αq. Since we are working over a field of characteristic zero, this is
semi-simple with all composition factors of degree q.
It follows that HHd(B(−);L) is polynomial of degree at most d, since the cat-
egory Fd(gr;k) is thick, by Proposition A.10. Moreover, by the characterization
of the polynomial filtration (cf. Proposition 6.9 and Remark 6.10), this filtration
coincides with the polynomial filtration (up to indexing). 
Remark 17.9.
(1) In [Pir00b, Theorem 2.6] Pirashvili showed that the Hodge filtration degen-
erates for spheres by an ad hoc argument. In our setting, we can exploit
the naturality with respect to gr to prove degeneracy.
(2) The Hodge filtration of Theorem 17.8 does not split functorially, as is shown
by our analysis of the structure ofHH∗(B(−);L) in Section 18, for example
taking L to be InjΓ(m,−).
Theorem 17.8 shows that, after passage to the associated graded of the Hodge
filtration, the higher Hochschild homology considered here can be interpreted as
Γ-module functor homology when working over a field of characteristic zero, by
using the functors αq, for q ∈ N:
Corollary 17.10. Let k be a field of characteristic zero and L ∈ Ob F(Γ;k). The
associated graded to the Hodge filtration of the N-graded functor HH∗(B(−);L) in
F(gr;k) is isomorphic to the functor associated to the N-graded Σ-module:
TorΓ∗ (DkInj
Γ, L),
where the N-gradings are related as in Theorem 17.8 and the Σ-module structure is
given by that of D
k
InjΓ in Γop-modules.
17.3. Universal examples. Theorem 15.7 establishes the interest of the case L =
InjΓ, for which:
HH∗(B(−); Inj
Γ) ∼= Ψ(PΣcoalg
†
).
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Since HHd(B(−); Inj
Γ) is a polynomial functor of degree d, for each d ∈ N, we
can consider the associated graded to the polynomial filtration, denoted below by
grΨ(PΣcoalg
†
), considered as an object of F(gr×Σop;k).
The Hodge filtration gives an alternative derivation of this associated graded, as
explained in Corollary 17.11 below. For this we use the fact that
TorΓ∗ (DkInj
Γ, InjΓ)
inherits left and right Σ-actions from the bifunctorialities of InjΓ and D
k
InjΓ.
Corollary 17.11. Let k be a field of characteristic zero. There is an isomorphism
in F(gr×Σ;k):
grΨ(PΣcoalg
†
) ∼=
(
T† ◦ a
k
)
⊗Σ Tor
Γ
∗ (DkInj
Γ, InjΓ).
Proof. The result follows by combining Theorems 15.7 and 17.8. 
To understand the force of Corollary 17.11 (and also to explain the grading), we
extract local information.
In the following, for m ∈ N:
(1) q̂grm is the functor introduced in Notation 6.6;
(2) crm is the mth cross-effect, with right adjoint βm;
(3) β(−,m) denotes βmk[Sm] (cf. Notation 9.5), so that β ∈ Ob F(gr×Σ;k).
Lemma 17.12. Let k be a field of characteristic zero and m,n ∈ N∗. Then
HomF(gr;k)(β(−,n),β(−,m)) ∼=
{
0 n < m
HomSm(q̂
gr
m β(−,n), a
⊗m
k
) n ≥ m.
Moreover,
HomSm(q̂
gr
m β(−,n), a
⊗m
k
) ∼= (crmq̂
gr
m β(−,n))
♯
as Sopm ×Sn-modules.
Proof. The first statement follows from the analysis of the polynomial filtration
of β(−,n) that is given in Section 9, using the fact that β(−,m) is the injective
envelope of a⊗m
k
. The second statement follows upon dualizing (cf. Lemma 9.4). 
The information on the structure of Ψ(PΣcoalg
†
), as given in Section 15, together
with Corollary 17.11, lead to:
Corollary 17.13. For k a field of characteristic zero and positive integers m,n:
(1) TorΓ∗ (DkInj
Γ(m,−), InjΓ(n,−)) is zero unless ∗ = n−m;
(2) if n ≥ m, there is an isomorphism of Sm ×Sn-bimodules:
TorΓn−m(DkInj
Γ(m,−), InjΓ(n,−)) ∼= sgnm⊗HomF(gr;k)(β(−,n),β(−,m))
♯⊗sgnn.
Proof. Corollary 17.11 implies that TorΓ∗ (DkInj
Γ(m,−), InjΓ(n,−)) contributes to
HH∗+m(B(−); Inj
Γ(n,−)).
The purity property established in Theorem 15.7 implies that the latter is zero
unless ∗+m = n. This gives the vanishing result.
Proposition 12.16 gives the natural isomorphism Ψ(PΣcoalg
†
) ∼= β† that allows
Corollary 17.11 to be interpreted in terms of the functors β. The result then
follows from Lemma 17.12, with the twisting by the signature representations cor-
responding to the two appearances of the twisting functor (−)† in the statement of
Corollary 17.11. 
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Remark 17.14. Corollary 14.4 implies that a simple Γ-module is isomorphic to
InjΓ ⊗Σ Sλ, for a unique simple representation Sλ of Sm, m ∈ N. Dually, a simple
Γop-module is isomorphic to Sµ ⊗Σ DkInj
Γ, for some simple representation Sµ.
Over a field of characteristic zero, the functors Sµ⊗Σ− and −⊗Σ Sλ are exact,
hence there is an isomorphism:
TorΓ∗ (Sµ ⊗Σ DkInj
Γ, InjΓ ⊗Σ Sλ) ∼= Sµ ⊗Σ Tor
Γ
∗ (DkInj
Γ, InjΓ)⊗Σ Sλ.
The right hand side (and hence the left) can be calculated, since TorΓ∗ (DkInj
Γ, InjΓ)
can be calculated effectively as a Σ-bimodule by using the methods of this paper,
for example by combining Corollary 17.11 with Theorem 18.20.
This gives a first step towards the calculation of all derived functors of ⊗Γ over
a field of characteristic zero, by using de´vissage to reduce to the case of simple
functors.
Corollary 17.13 can be reformulated in terms of Ext∗F(Γ;k). To do so, we use the
following standard result relating Tor and Ext:
Proposition 17.15. Let k be a field and F,G be artinian objects of F(Γ;k). Then
there is a natural isomorphism
TorΓ∗ (DkF,G)
♯ ∼= Ext∗F(Γ;k)(G,F ).
Corollary 17.13 therefore gives:
Corollary 17.16. Let k be a field of characteristic zero and m,n be positive inte-
gers. Then there is a natural isomorphism:
Ext∗F(Γ;k)(Inj
Γ(n,−), InjΓ(m,−)) ∼=
{
sgnm ⊗HomF(gr;k)(β(−,n),β(−,m))⊗ sgnn ∗ = n−m
0 otherwise.
Remark 17.17. This statement has an important conceptual interpretation in terms
of Koszul duality. This will be explained elsewhere.
Part 8. Explicit computations
18. Calculating Ψ
Hypothesis 18.1. Throughout this section, k is a field of characteristic zero.
The purpose of this section is to show how to carry out explicit calculations of
the functor Ψ in cases of interest, in particular the calculation of ΨPΣcoalg. The
latter is of significance since:
(1) Theorem 9.6 gives the isomorphism β ∼= ΨPΣcoalg hence, by Theorem 6.16,
ΨPΣcoalg gives the injective cogenerators of F<∞(gr;k).
(2) Theorem 15.7 tells us that Ψ(PΣcoalg
†
) calculates the higher Hochschild ho-
mology functor HH∗(B(−); Inj
Γ) and the functor (−)† of Section 7 relates
this to ΨPΣcoalg (see Proposition 12.16).
The main calculational result is Theorem 18.20, which gives an explicit descrip-
tion of the composition factors of ΨPΣcoalg. Corollary 18.21 then explains how to
deduce the composition factors of the functors of the form βdSν . The fact that
these are injectives in the category of polynomial functors F<∞(gr;k) provides
information on their structure.
These results are illustrated in Section 18.4 for the families of trivial representa-
tions and sign representations, and further examples are treated in Section 18.5.
In addition, these methods provide structure results for polynomial functors. For
example, Corollary 18.23 gives an explicit description of the extensions between
simple polynomial functors in F(gr;k).
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18.1. Calculating ΨH for commutative Hopf algebras.
Notation 18.2. Let S∗ denote the free graded-commutative k-algebra functor, so
that, for V an N∗-graded vector space, there is an isomorphism
S∗(V ) ∼= S∗(V even)⊗ Λ∗(V odd)
of the underlying graded k-vector spaces, with the induced N-grading. (The sym-
metric and exterior power functors are defined in Example B.9).
Notation 18.3. [MM65] For H ∈ Ob Hopf
k
a Hopf algebra over k, write
(1) QH for the vector space of indecomposables;
(2) PH for the vector space of primitives.
Recall (see [MS68] for example) that every monomorphism of connected, graded
commutative k-Hopf algebras is normal. Moreover, ifH1 →֒ H2 is such an inclusion,
the cokernel (in Hopf algebras) identifies as H2//H1 ∼= H2 ⊗H1 k, with underlying
algebra the pushout in graded commutative algebras.
If k = H0 ⊂ H1 ⊂ H2 ⊂ H3 ⊂ . . . ⊂ H is an increasing, exhaustive filtration
of the connected, graded-commutative k-Hopf algebra H , the associated graded
is the Hopf algebra
⊗
i≥1Hi//Hi−1. In particular, taking Hi to be the sub-Hopf
algebra generated by elements of degree at most i, Hi//Hi−1 is the Hopf algebra
S∗((QH)i) primitively-generated by (QH)i. This gives the following result, related
to the Borel structure theorem for Hopf algebras (see [MM65], for example):
Lemma 18.4. Let H be a graded commutative, connected k-Hopf algebra. Then H
has a natural filtration as Hopf algebras, with associated graded
⊗
i≥1 S
∗((QH)i).
The underlying graded commutative algebra of H is non-canonically isomorphic to⊗
i≥1 S
∗((QH)i).
Lemma 18.4 refines to treat the associated functor ΨH ∈ F(N×gr;k), where N
corresponds to the grading.
Proposition 18.5. Let H be a graded commutative, connected k-Hopf algebra.
Then ΨH has natural filtration with associated graded
⊗
1≤n S
∗((QH)n ⊗ a
k
). In
particular, in grading D ∈ N∗, (ΨH)D has filtration in F(gr;k) with associated
graded: ⊕
a
( D⊗
n=1
San((QH)n ⊗ a
k
)
)
,
where the sum is taken over sequences a = (a1, . . . , aD) of natural numbers such
that
∑
n ann = D. The functor
⊗D
n=1 S
an((QH)n ⊗ a
k
) has polynomial degree∑
n an ∈ [1, D].
Proof. By Lemma 18.4, after evaluation on any Z⋆t, the result holds as filtered
k-modules, hence it suffices to establish naturality with respect to gr.
By Theorem 5.4, ΨH is a functor to graded-commutative k-algebras. The nat-
ural multiplicative structure allows the result to be proved by induction upon the
degree D, as follows.
The case D = 0 is immediate and, in degree one, H1 = (QH)1 and it is clear
that the functor obtained is H1 ⊗ a
k
.
For the inductive step in degree D, one shows that
(
Q(ΨH)
)D
is naturally
isomorphic to (QH)D ⊗ a
k
by checking that the functor is additive. This provides
the top filtration quotient (ΨH)D ։ (QH)D ⊗ a
k
. The kernel is a quotient of
D−1⊕
i=1
(ΨH)i ⊗ (ΨH)D−i.
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Using the inductive hypothesis together with the multiplicative structure gives the
required result. 
Remark 18.6.
(1) The corresponding result holds for cocommutative Hopf algebras and the
functor Φ.
(2) Working in the graded setting without Koszul signs, one replaces S∗ by the
usual symmetric power functors, S∗, mutatis mutandis.
Example 18.7. Let H be the connected, graded-commutative Hopf algebra Λ(x)⊗
k[y], with |x| = 1 and |y| = 2, with x primitive and reduced diagonal ∆y = x ⊗ x.
(Note that, since x has odd degree,H is not graded cocommutative.) Thus (QH)1 =
k = (QH)2 and (QH)n = 0 for n > 2.
Hence, for D ∈ N∗, the functor (ΨH)D has filtration with associated graded⊕
2a+b=D
(Sa ⊗ Λb) ◦ a
k
.
By inspection, this filtration coincides with the polynomial filtration of (ΨH)D (cf.
Section 6.2). The filtration is not split, corresponding to the fact that H is not
primitively-generated (compare Example 5.9.)
18.2. The functors ΨTcoalg(V ) and ΨT
†
coalg(V ). The filtration provided by Propo-
sition 18.5 is natural with respect to H , hence the result applies (as functors of V )
to the Hopf algebras T†coalg(V ) (in the graded commutative setting) and Tcoalg(V )
(graded without Koszul signs).
Lemma 18.8. There are natural isomorphisms in
∏
d∈NFd(modk;k):
QTcoalg(V ) ∼=
⊕
n≥1
Lie(n)⊗Sn V
⊗n ∼= Lie(V )
QT†coalg(V )
∼=
⊕
n≥1
Lie(n)† ⊗Sn V
⊗n.
Proof. Consider the case of Tcoalg(V ) (the case of T
†
coalg(V ) then follows by ap-
plying the functor (−)†). Since V is finite-dimensional, with respect to the grad-
ing by polynomial degree, Tcoalg(V ) is of finite type, hence it suffices to dualize
and consider the primitives of Tcoalg(V )
∗. This is isomorphic as a Hopf algebra
to the universal enveloping algebra ULie(V ∗), so that the primitives are given by
PT(V ∗) ∼= Lie(V ∗). Dualizing gives the result, using the fact that (in characteristic
zero) the finite-dimensional module Lie(n) is self-dual, by Proposition B.4. 
Remark 18.9. The functors of F(gr×mod
k
;k):
(−, V ) 7→ ΨTcoalg(V )
(−, V ) 7→ ΨT†coalg(V )
inherit a N-grading from the length grading of the tensor functors Tcoalg,T
†
coalg ∈
Ob F(mod
k
;k), hence can be considered as objects of F(N× gr×mod
k
;k).
See Section B.2 for the Lie modules and the associated Schur functors that appear
below.
Proposition 18.10. The functor (−, V ) 7→ ΨTcoalg(V ) has a natural filtration
with associated graded ⊗
n≥1
S∗(a
k
⊠ Lie(n)(V )).
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Proof. The indecomposables of Tcoalg(V ) are identified by Lemma 18.8. The ana-
logue without Koszul signs of Proposition 18.5 gives the result. 
Proposition 18.10 gives a conceptual description of the associated graded of the
functor ΨTcoalg(V ). This allows explicit calculation of the homogeneous compo-
nents:
Proposition 18.11. Let D ∈ N∗.
(1) The functor (−, V ) 7→
(
ΨTcoalg(V )
)D
admits a finite filtration with associ-
ated graded:
V 7→
⊕
∑
nan=D
( D⊗
n=1
an 6=0
( ⊕
λ⊢an
(
Sλ ◦ ak
)
⊠
(
Sλ ◦ Lie(n)(V )
)))
.
(2) The functor (−, V ) 7→
(
ΨT†coalg(V )
)D
admits a finite filtration with associ-
ated graded:
V 7→
⊕
∑
nan=D
( D⊗
n=1
an 6=0
( ⊕
λ⊢an
(
Sλ ◦ ak
)
⊠
(
Sλn† ◦ Lie(n)
†(V )
)))
,
where λn† = λ if n is even and the conjugate partition λ† if n is odd.
Proof. Proposition 18.10 implies that (ΨTcoalg(V ))
D has a natural, finite filtration
with associated graded: ⊕
∑
nan=D
( D⊗
n=1
San(a
k
⊠ Lie(n)(V ))
)
.
For a ∈ N, the Cauchy identity (see Proposition B.20) gives the isomorphism of
functors:
Sa(a
k
⊠ Lie(n)(V )) ∼=
⊕
λ⊢a
(
Sλ ◦ ak
)
⊠
(
Sλ ◦ Lie(n)(V )
)
.
The first statement follows.
In the graded-commutative setting, there are two approaches to proving the re-
sult. One can apply the functor (−)† to the first statement and then use Proposition
7.36 to obtain the given expression. Alternatively one can proceed as for the case
without Koszul signs. Here one deduces that ΨT†coalg(V )
D has a finite filtration
with associated graded: ⊕
∑
nan=D
( D⊗
n=1
San(a
k
⊠ Lie(n)†(V ))
)
.
Again, using the Cauchy identity, this expression can be rearranged, taking into
account the graded commutativity, as indicated by the functor S∗. 
Remark 18.12. For λ ⊢ n, the functor Sλ ◦ ak ∈ Ob Fn(gr;k) identifies with αnSλ;
as in Definition 7.25, this then identifies with αSλ.
18.3. Calculating ΨPΣcoalg. By definition, ΨP
Σ
coalg has underlying object a functor
of F(gr × Σ;k). The category F(gr × Σ;k) is not semi-simple, but the simple
objects that are polynomial with respect to gr can be described. The following
result is standard (and analogous to the consideration of the simple modules over
a product Sm ×Sn of symmetric groups).
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Proposition 18.13. Let λ, ν be partitions. Then the external tensor product
αSλ ⊠ Sν ∈ Ob F(gr×Σ;k)
is simple. (Here αSλ is considered as an object of F(gr;k) and Sν of F(Σ;k).)
The functor ΨPΣcoalg decomposes in F(gr×Σ;k) as
ΨPΣcoalg
∼=
⊕
d∈N
ΨPΣcoalg(−,d).
Using the functors of Definition 7.25 to pass from F(gr ×mod
k
;k) to F(gr ×
Σ;k), Proposition 18.11 gives the following Corollary, in which purity (see Theorem
15.7) is used to identify the homological degree (denoted D in Proposition 18.11)
with the d ∈ N indexing the functor ΨPΣcoalg(−,d) (cf. also Remark 18.9).
Corollary 18.14.
(1) For d ∈ N, the functor ΨPΣcoalg(−,d) is finite (has a finite composition
series).
(2) The functor ΨPΣcoalg has a natural filtration with associated graded:⊕
a
( ⊗
n
an 6=0
( ⊕
λ⊢an
(αSλ)⊠ (Sλ ◦ Lie(n))
))
,
where the outer sum is indexed by sequences of natural numbers a = (an|n ∈
N∗) such that an = 0 for n≫ 0.
Notation 18.15. For fixed a, rewrite⊗
n
an 6=0
( ⊕
λ⊢an
(αSλ)⊠ (Sλ ◦ Lie(n))
)
as ⊕
λ⊢a
(( ⊗
n
an 6=0
αSλn
)
⊠
⊙
n
an 6=0
(
Sλn ◦ Lie(n)
))
where λ ⊢ a indicates a sequence of partitions λn ⊢ an, n ∈ N.
To illustrate Corollary 18.14 consider the cases d ≤ 4. The case d = 1 is trivial,
and d = 2 is straightforward; the cases d = 3 and d = 4 are treated below.
Example 18.16. Consider ΨPΣcoalg(−,3) ∈ Ob F(gr×Σ;k), which has a filtration
with associated graded⊕
∑
nan=3
( 3⊗
n=1
an 6=0
( ⊕
λ⊢an
αSλ ⊠
(
Sλ ◦ Lie(n)
)))
.
There are three sequences a to consider, (a1, a2, a3) ∈ {(3, 0, 0), (1, 1, 0), (0, 0, 1)}
and an = 0 for n > 3.
(1) a = (3, 0, 0); the sum is indexed by partitions λ ⊢ 3 for n = 1. Since
Lie(1) = S(1), this gives the bifunctor:⊕
λ⊢3
αSλ ⊠ Sλ.
(2) a = (1, 1, 0); there is a unique term, corresponding to λ = ((1), (1)). Since
Lie(1) = S(1) and Lie(2) = S(11) this gives the bifunctor:
(a
k
⊗ a
k
)⊠ (S(1) ⊙ S(11)) ∼= α(S(2) ⊕ S(11))⊠ (S(111) ⊕ S(21))
using a
k
⊗a
k
∼= α(S(2)⊕S(11)) and S(1)⊙S(11) ≃ S(111)⊕S(21) (cf. Example
B.16).
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(3) a = (0, 0, 1); there is a single term with λ = (1) ⊢ a3 = 1; since Lie(3) =
S(21) this gives the bifunctor:
αS(1) ⊠ S(21).
These separate into the following isotypical components, corresponding to the Σ-
module structure (see Corollary 9.9):
S(111) αS(111) ⊕ α(S(2) ⊕ S(11))
S(21) αS(21) ⊕ α(S(2) ⊕ S(11))⊕ αS(1)
S(3) αS(3)
Example 18.17. Consider ΨPΣcoalg(−,4), which has a filtration with associated
graded ⊕
∑
nan=4
( 4⊗
n=1
an 6=0
( ⊕
λ⊢an
αSλ ⊠
(
Sλ ◦ Lie(n)
)))
.
There are five sequences a to consider:
(a1, a2, a3, a4) ∈ {(4, 0, 0, 0), (2, 1, 0, 0), (0, 2, 0, 0), (1, 0, 1, 0), (0, 0, 0, 1)},
where an = 0 for n > 4.
(1) a = (4, 0, 0, 0); the sum is indexed by partitions λ ⊢ 4 and Lie(1) = S(1), so
this gives: ⊕
λ⊢4
αSλ ⊠ Sλ.
(2) a = (2, 1, 0, 0); there are two terms given by λ ∈ {((11), (1)), ((2), (1))},
using Lie(1) = S(1) and Lie(2) = S(11), this gives:
α(S(2) ⊙ S(1))⊠ (S(2) ⊙ S(1,1)) ⊕ α(S(1,1) ⊙ S(1))⊠ (S(1,1) ⊙ S(1,1)).
Using Example B.16, this gives:(
α(S(3)⊕S(21))⊠ (S(31)⊕S(211))
)
⊕
(
α(S(111)⊕S(21))⊠ (S(1111)⊕S(211)⊕S(22))
)
.
(3) a = (0, 2, 0, 0); again the sum is indexed over λ ⊢ a2 = 2, using Lie(2) =
S(11), this gives:(
αS(2) ⊠ S(2) ◦ S(11)
)
⊕
(
αS(11) ⊠ S(11) ◦ S(11)
)
.
Hence, by Lemma B.19, this gives:(
αS(2) ⊠ (S(1111) ⊕ S(22))
)
⊕
(
αS(11) ⊠ S(211)
)
.
(4) a = (1, 0, 1, 0); there is a unique term corresponding to λ1 ⊢ a1 = 1 and
λ3 ⊢ a3 = 1. Hence, using Lie(1) = S(1) and Lie(3) = S(21), this gives:
(a
k
⊗ a
k
)⊠ (S(1) ⊙ S(21)) ∼= α(S(2) ⊕ S(11))⊠ (S(31) ⊕ S(211) ⊕ S(22)),
using Example B.16 for the isomorphism.
(5) a = (0, 0, 0, 1); there is a unique term corresponding to λ4 ⊢ 1, giving
a
k
⊠ Lie(4) and hence:
αS(1) ⊠ (S(31) ⊕ S(211)),
by Example B.24.
These separate into the following isotypical components:
S(1111) αS(1111) ⊕ α(S(111) ⊕ S(21))⊕ αS(2)
S(211) αS(211) ⊕ α(S(3) ⊕ S
⊕2
(21) ⊕ S(111))⊕ α(S
⊕2
(11) ⊕ S(2))⊕ αS(1)
S(22) αS(22) ⊕ α(S(111) ⊕ S(21))⊕ α(S
⊕2
(2) ⊕ S(11))
S(31) αS(31) ⊕ α(S(3) ⊕ S(21))⊕ α(S(2) ⊕ S(11))⊕ αS(1)
S(4) αS(4)
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Notation 18.18. For λ := {λ(i) | i ∈ I ⊂ N} a finite sequence of partitions and
partitions µ, ν,
(1) extending the notation for Littlewood-Richardson coefficients (cf. Defini-
tion B.12), let cνλ be the multiplicity of Sν in
⊙
n Sλ(n);
(2) extending the notation for the plethysm coefficients (cf. Definition B.17),
let pνµ,Lie(n) denote the multiplicity of Sν in Sµ ◦ Lie(n), where n ∈ N.
Remark 18.19. The module Lie(n) is not in general simple and the functor Sµ ◦− is
not in general additive, so care must be taken in evaluating the coefficients pνµ,Lie(n).
Theorem 18.20. Let k be a field of characteristic zero. Then, in the Grothendieck
group of F(gr×Σ;k):[
ΨPΣcoalg
]
=
∑
ρ,ν
∑
a
∑
λ⊢a
∑
µ
(
cρλc
ν
µ
∏
n
an 6=0
p
µ(n)
λ(n),Lie(n)
)
[αSρ ⊠ Sν ]
where a is a sequence of natural numbers, ρ, ν are partitions, λ is as in Notation
18.18, and µ ranges over sequences of partitions {µ(n)|1 ≤ n ∈ N} such that
|µ(n)| = n|λ(n)| for all n.
Proof. The result follows from Corollary 18.14 by decomposing (
⊗
n|an 6=0
αSλ(n))
and (
⊙
n|an 6=0
Sλ(n) ◦ Lie(n)), as in Notation 18.15. 
Corollary 18.21. Let k be a field of characteristic zero. For ν ⊢ d > 0, in the
Grothendieck group of F(gr;k):[
βdSν ] =
∑
ρ
∑
a
∑
λ⊢a
∑
µ
(
cρλc
ν
µ
∏
n
an 6=0
p
µ(n)
λ(n),Lie(n)
)
[αSρ].
Proof. Corollary 9.9 identifies βdSν in terms of ΨP
Σ
coalg; thus the result follows from
Theorem 18.20 by taking the isotypical component of the simple Sν . 
Remark 18.22. The Littlewood-Richardson coefficients cρλ and c
ν
µ have an entirely
combinatorial description (see Theorem B.14) and, likewise, the Lie modules Lie(n)
have an explicit combinatorial description (see Theorem B.26).
Hence Corollary 18.21 gives a description of the multiplicities of composition
factors of βdSν in terms of the plethysm coefficients p
µ(n)
λ(n),Lie(n). Unfortunately, the
plethysm coefficients do not have a known explicit combinatorial description.
For the composition factors of βdSν of polynomial degree d − 1, the plethysm
coefficients do not intervene and one has:
Corollary 18.23. Let k be a field of characteristic zero and ν be a partition with
|ν| = d ≥ 2. Then
dimExt1F(gr;k)(αSρ, αSν) =
{
0 |ρ| 6= |ν| − 1∑
λ⊢d−2 c
ρ
λ,1c
ν
λ,11 |ρ| = |ν| − 1.
(The case d = 2 is degenerate, with λ = ∅.)
Proof. As in Section 6, these Ext groups can be calculated in F<∞(gr;k). Now,
by Proposition 6.14, the composition factors of βdSν of polynomial degree d − 1
correspond to soc(βdSν/αSν). By considering the beginning of a minimal injective
resolution of αSν in F<∞(gr;k), their multiplicities are calculated by the dimen-
sions of the given Ext groups.
The vanishing of Ext1F(gr;k) if |ρ| 6= |ν| − 1 follows from Proposition 6.12. The
calculation of the dimension when |ρ| = |ν| − 1 follows from Corollary 18.21, since
the only terms which arise are from a = (d − 2, 1). Here the only Lie module
intervening is Lie(2), which identifies as S(11). 
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Remark 18.24. The expression
∑
λ⊢d−2 c
ρ
λ,1c
ν
λ,11 appearing in Corollary 18.23 has
a simple combinatorial description, due to the form of the Littlewood-Richardson
coefficients which appear (see Example B.15).
Remark 18.25. The results of [Ves18] can also be used to study the extension groups
Ext1F(gr;k)(αSρ, αSν). Indeed, some calculations of Ext groups were carried out in
[Ves18], for example for ρ and ν the respective sign representations.
At the other extreme, one can consider composition factors of small polynomial
degree. (Notation B.7 is used here for multiplicities.)
Corollary 18.26. Let k be a field of characteristic zero. For ν ⊢ n,
(1) if ν is one of the exceptional partitions of Theorem B.25, then αS(1) = ak
is not a composition factor of βnSν ;
(2) otherwise αS(1) = ak occurs as a composition factor of βnSν with multi-
plicity ♯νLie(n).
Proof. By Corollary 18.14, the only way to acquire a composition factor of a
k
is
from the term corresponding to an = 1, which gives ak ⊠ Lie(n). Splitting into
isotypical components as in Corollary 18.21, the result follows immediately from
Theorem B.25. 
The case of polynomial degree two is also of interest, since it indicates the differ-
ent behaviour according to the parity of |ν|. The following is again a consequence
of Corollary 18.21:
Corollary 18.27. Let k be a field of characteristic zero and ν ⊢ n. Then, for
λ ∈ {(2), (11)}, the multiplicity of αSλ as a composition factor of βnSν is{
♯ν
(
Lie(n− 1)⊗ Lie(1)
)
n odd
♯ν
(
Lie(n− 1)⊗ Lie(1)⊕ Sλ ◦ Lie(n/2)
)
n even.
In particular, for n odd, αS(2) and αS(1) occur with the same multiplicities.
18.4. The cases of the trivial and sign representations. The following Lemma
contributes to the exceptional behaviour of the trivial and sign partitions in this
theory (beyond the consequences of Theorem B.25).
Lemma 18.28. For 0 < n ∈ N and λ a finite sequence of partitions
(1) c
(n)
λ 6= 0 iff l(λ(i)) = 1 for each i and
∑
i |λ(i)| = n, in which case the value
is 1;
(2) c
(1n)
λ 6= 0 iff l(λ(i)) = |λ(i)| for each i and
∑
i |λ(i)| = n, in which case the
value is 1.
Hence, for λ a partition:
(1) p
(n)
λ,Lie(k) = 0 unless k = 1 and λ = (n);
(2) p
(1n)
λ,Lie(k) = 0 unless k = 1 and λ = (1
n) or k = 2, n is even and λ = (n/2).
Proof. The first statement is an immediate consequence of the combinatorial de-
scription of the Littlewood-Richardson coefficients (see Theorem B.14).
Since Sλ is a direct summand of k[S|λ|], the second statement can be proved by
using the fact that k[Sd] ◦ Sν ∼= S⊙dν (for any d ∈ N and partition ν). This allows
the Littlewood-Richardson conclusion to be applied.
To conclude, it remains to check that Sλ ◦ S(11) contains a composition factor
S(1n) (here n is even) if and only if λ = (n/2). The proof is an extension of that of
Lemma B.19. 
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Proposition 18.29. Let k be a field of characteristic zero and n ∈ N, then
βnS(n) ∼= αS(n),
in particular αS(n) is injective in F<∞(gr;k).
Proof. This is a straightforward consequence of Corollary 18.21 and the vanishing
results for the plethysm and Littlewood-Richardson multiplicities for the trivial
representation given in Lemma 18.28. 
Remark 18.30. Proposition 18.29 can be deduced from [Ves18, Theorem 4.2], where
it is shown that, for k = Q, Ext∗F(gr;k)(a
⊗m
k
, αS(n)) is k for m = n and ∗ = 0 and
0 otherwise.
The case of the sign representations, ν = (1n), is slightly more complicated.
Proposition 18.31. Let k be a field of characteristic zero and n ∈ N∗, then in the
Grothendieck group of F(gr;k):[
βnS(1n)] =
∑
ρ
∑
a+2b=n
cρ(1a),(b) [αSρ]
=
∑
a+2b=n
[αS(1a) ⊗ αS(b)] =
∑
a+2b=n
([αS(b1a)] + [αS((b+1)1a−1)]).
Proof. As for the proof of Proposition 18.29, this follows from Corollary 18.21 and
Lemma 18.28. 
Remark 18.32. An alternative (and more direct) approach to proving this result is
to relate this to the calculation of ΨTcoalg(k) and hence to ΨTcoalg
†(k), using the
functor (−)†. The latter corresponds to [TW19, Theorem 1].
18.5. Further examples. Explicit calculations can be carried out for other rep-
resentations of the symmetric groups.
Example 18.33. The calculation of Example 18.16 allows the Loewy diagram
specifying the structure of β3S(21) to be given, namely:
αS(1)
αS(2) αS(11)
▼▼▼
αS(21).
▲▲▲ qqq
(As for all Loewy diagrams here, the socle is at the bottom of the diagram (some-
what tautologically) and the rows are semi-simple quotients, hence corresponding
to layers of the polynomial filtration (see Proposition 6.14). Non-trivial extensions
between composition factors are indicated by lines.)
This is seen by using the fact that the socle of β3S(21) must be αS(21), as in
Example 6.15. The injectivity of αS(2) given by Proposition 18.29, together with
the properties of polynomial functors of F(gr;k) in characteristic zero (see Section
6.2) imply that the structure must be as given.
Observe that there is a surjection β3S(21) ։ β2S(11).
This generalizes to all functors of the form βnS((n−1)1).
Proposition 18.34. Let k be a field of characteristic zero. The structure of the
functors βnS((n−1)1) (n ≥ 2) is determined by the structure of β2S(11) and the
following:
(1) for n ≥ 2, there is a canonical splitting
βnS((n−1)1)/αS((n−1)1) ∼= βn−1S((n−2)1) ⊕ αS(n−1);
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(2) the kernel Kn of the associated surjection βnS((n−1)1) ։ βn−1S((n−2)1) is
determined up to isomorphism by the non-split extension:
0→ αS((n−1)1) → Kn → αS(n−1) → 0.
In particular, in the Grothendieck group of F(gr;k), there are equalities:
[βnS((n−1)1)] =
n∑
j=2
[Kj]
=
n∑
j=2
[αS((j−1)1)] +
n∑
j=2
[αS(j−1)].
Proof. Corollary 18.23 implies that βnS((n−1)1)/αS((n−1)1) has socle αS(n−1) ⊕
αS((n−2)1). Since αS(n−1) and βn−1S((n−2)1) are injective in F<∞(gr;k), this gives
an injective map to βn−1S((n−2)1) ⊕ αS(n−1), in particular a map to βn−1S((n−2)1)
with kernel Kn that has the given structure (again by Corollary 18.23).
It remains to show that the map to βn−1S((n−2)1) is surjective. This can be
checked on composition factors by using Corollary 18.21, together with the fact
that the multiplicity of S((j−1)1) in Lie(j) is one, for j ≥ 2, which can be deduced
easily from Theorem B.26. The details are left to the reader. 
Remark 18.35. Observe that each composition factor of βnS((n−1)1) occurs with
multiplicity 1. Moreover, the structure of the βnS((n−1)1) can be represented un-
ambiguously by the following Loewy diagram, which has the form of a comb:
αS(1)
· · · αS(11)
▲▲▲
αS(n−2) · · ·
rrrr
❖❖❖❖❖❖❖
αS(n−1) αS((n−2)1)
♦♦♦♦♦
❙❙❙❙❙
αS((n−1)1).
❦❦❦❦
◗◗◗◗
This generalizes the case considered in Example 18.33.
When βnS((n−1)1) ∈ Ob F(gr;k) is evaluated on Z, each of the composition
factors αS(j) contributes a copy of k, so that βnS((n−1)1)(Z) = k
⊕n−1. This is
no accident, since this corresponds to the dimension of the simple representation
S((n−1)1).
19. Calculating ωΨ and Cokerad
The purpose of this section is to address the problem of calculating higher
Hochschild homology when the basepoint is freed up. More concretely, we con-
sider the calculation of HH∗(B(−);ϑ∗Inj
Fin), as in Section 16, by applying the
techniques developed in Section 18, where we concentrated on the calculation of
ΨPΣcoalg. To understand the relationship between these questions, recall that ΨP
Σ
coalg
corresponds via Theorem 15.7 to HH∗(B(−); Inj
Γ), up to application of the functor
(−)†.
The main result is Theorem 19.5, which essentially explains how to calculate
the isotypical components of HH∗(B(−);ϑ∗Inj
Fin), whilst insisting upon the infor-
mation provided by working with polynomial functors on gr. The application of
this result to the cases of the trivial representations and the sign representations is
given in Section 19.2, recovering results of Turchin and Willwacher in our functorial
setting, stressing the explicit nature of these calculations. To further illustrate the
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effective nature of our results, the case of the simples of the form S(n1) is treated
in Section 19.3 (this family turns out to be somewhat exceptional).
Section 19.4 then shows that these methods lead to structural results notably
concerning the category FOut<∞(gr;k). For example, Corollary 19.15 calculates ex-
tension groups in this category.
An important ingredient is provided by Corollary 11.19, which yields the follow-
ing more precise statement:
Theorem 19.1. Let k be a field of characteristic zero. For λ ⊢ n, ωβnSλ is the
injective envelope in FOut<∞(gr;k) of the simple functor αSλ.
Hence the general theory of polynomial functors on gr in characteristic zero
yields information on the socle series of ωβnSλ, by Proposition 6.14.
19.1. The general theory. As in Section 18, we work without Koszul signs, hence
adopt the following non Koszul-signed version of Notation 16.7:
Notation 19.2. Write CokeradP
Σ
coalg for the cokernel of ad, so that there is an exact
sequence in F(gr×Σ;k):
0→ ωΨPΣcoalg → ΨP
Σ
coalg
ad
→ ΨPΣcoalg ⊙ P
Σ
1 → CokeradP
Σ
coalg → 0.(19.1)
Lemma 19.3. Applying the functor (−)† to the exact sequence (19.1) yields the
exact sequence of Notation 16.7. In particular, there are natural isomorphisms:
(ωΨPΣcoalg)
† ∼= ω(ΨPΣcoalg
†
)
(CokeradP
Σ
coalg)
† ∼= Cokerad(P
Σ
coalg
†
).
When evaluated upon d ∈ Ob Σ, both ωΨPΣcoalg and CokeradP
Σ
coalg lie in F
Out(gr;k).
Proof. The first statement follows as for Proposition 12.16, which implies the
identifications of (CokeradP
Σ
coalg)
† and Cokerad(ΨP
Σ
coalg
†
). The statement about
FOut(gr;k) then follows from Corollary 16.8. 
Notation 19.4. For ν ⊢ n > 0 with associated simple representation Sν of k[Sn],
write
(CokeradP
Σ
coalg)[ν] := (CokeradP
Σ
coalg)⊗Σ Sν .
(Here the integer n is recorded via the partition ν.)
Theorem 19.5. Let k be a field of characteristic zero. For ν ⊢ n > 0, applying
the functor −⊗Σ Sν to the exact sequence (19.1) yields the exact sequence:
0→ ωβnSν → βnSν
ad
→
⊕
π⊂ν
|ν|=|π|+1
βn−1Sπ → (CokeradP
Σ
coalg)ν → 0.
Here ωβnSν , (CokeradP
Σ
coalg)ν ∈ Ob F
Out(gr;k) and
HH∗(B(−);ϑ
∗InjFin ⊗Σ Sν†) ∼=

ωβnSν ∗ = n
(CokeradP
Σ
coalg)ν ∗ = n− 1
0 otherwise.
Moreover:
(1) adν,π : βnSν → βn−1Sπ is non-trivial if βn−1Sπ 6∈ Ob FOut(gr;k);
(2) if there exists π ⊂ ν with |π|+1 = |ν| such that βn−1Sπ 6∈ Ob FOut(gr;k),
then βnSν 6∈ Ob FOut(gr;k).
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Proof. Corollary 9.9 identifies βnSν and the term⊕
π⊂ν
|ν|=|π|+1
βn−1Sπ
is identified by using the fact (see Example 7.10) that − ⊙ PΣ1 corresponds to
induction of representations of symmetric groups, together with the Pieri rule (see
Proposition B.10).
Since k is a field of characteristic zero, − ⊗Σ Sν is exact, hence the kernel of
ad ⊗Σ Sν is ωβnSν . In particular, this belongs to FOut(gr;k). The fact that
(CokeradP
Σ
coalg)ν belongs to F
Out(gr;k) follows from Lemma 19.3.
The identification with the higher Hochschild homology functor is given by The-
orem 16.10, combined with Proposition 16.2. (Note that the functor (−)† requires
that Sν† is used to form the coefficients.)
The non-triviality of adν,π is then an immediate consequence of the fact that
(CokeradP
Σ
coalg)ν ∈ Ob F
Out(gr;k), as is the final conclusion. 
Corollary 19.6. The functor β|ν|Sν is an object of F
Out(gr;k) if and only if
ν = (n), for some n ∈ N.
Proof. Proposition 18.29 implies that βnS(n) = αS(n), which belongs to F(ab;k)
and hence to FOut(gr;k).
For the converse, first observe that βnS(1n) does not belong to F
Out(gr;k) for
n ≥ 2. This is seen by using the fact that βnS(11) 6∈ F
Out(gr;k) (cf. Example 11.13)
and then using induction upon n, since at each stage the morphism ad(1n+1),(1n)
(for n ≥ 1) must be non-trivial.
Finally, consider a partition ν. We may assume that |ν| ≥ 3. If ν 6= (|ν|), then
there exists π ⊂ ν with |ν| = |π|+ 1 such that π 6= (|π|); hence, if ν 6= (|ν|), adν,π
is non-trivial and ωβ|ν|Sν 6= β|ν|Sν , by Theorem 19.5. 
Remark 19.7. If the structure of the objects βnSν and βn−1Sπ is known, then the
non-triviality of adν,π (supposing that π 6= (n − 1)) determines this map (up to
isomorphism) if βnSν has a single composition factor αSπ.
For example, taking ν a partition of length l(ν) = 2, Corollary 18.23 ensures this
property of the composition factors of βnSν . However, this is in general not the
case, as exhibited by ν = (211) and π = (21) (see Example 18.17).
19.2. The cases of the trivial and the sign representations. In the case
ν = (n), the morphism ad(n),(n−1) is necessarily trivial and Theorem 19.5 gives the
following (in which Notation 16.11 is used for the isotypical components):
Corollary 19.8. Let k be a field of characteristic zero. For n ∈ N∗:
ωβnS(n) = βnS(n) ∼= αS(n)
(CokeradP
Σ
coalg)(n)
∼= αS(n−1).
In particular:
HH∗(B(−);ϑ
∗InjFin(1n))
∼=

αS(n) ∗ = n
αS(n−1) ∗ = n− 1
0 otherwise.
Remark 19.9. Corollary 19.8 gives rise to the representations that are used in
[TW17, Theorem 1].
The case of the sign representations is more interesting:
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Corollary 19.10. Let k be a field of characteristic zero and 0 < n ∈ N,
(CokeradP
Σ
coalg)(1n)
∼= ωβn−2S(1n−2),
so that the exact sequence of Theorem 19.5 with ν = (1n) has the form:
0→ ωβnS(1n) → βnS(1n)
ad(1n),(1n−1)
−→ βn−1S(1n−1) → ωβn−2S(1n−2) → 0
in which ad(1n),(1n−1) 6= 0 if n ≥ 2.
In the Grothendieck group of F(gr;k):
[ωβnS(1n)] =
∑
a+2b=n+1
b>0
[αS(b1a)],
ωβnS(1n) is uniserial and has socle length [
n+1
2 ].
Moreover:
HH∗(B(−);ϑ
∗InjFin(n) )
∼=

ωβnS(1n) ∗ = n
ωβn−2S(1n−2) ∗ = n− 1
0 otherwise.
Proof. The essential point to establish is the identification of (CokeradP
Σ
coalg)(1n).
This is equivalent to the assertion that the morphisms ad induce a long exact
sequence in F(gr;k):
. . .→ βnS(1n) → βn−1S(1n−1) → βn−2S(1n−2) → . . .→ β1S(1) = α1S(1).
This is a consequence of the relationship of the morphisms ad with the de Rham
differential, observed by Turchin and Willwacher [TW19] (and as sketched here in
Example 16.23).
Using Proposition 18.31, a straightforward induction upon n identifies the com-
position factors of ωβnS(1n). Since there is a unique composition factor in each
polynomial degree, Proposition 18.31 implies that ωβnS(1n) is uniserial. The length
of the socle series is calculated directly. 
Remark 19.11. Corollary 19.10 gives rise to the representations appearing in [TW17,
Theorem 2] and [TW19, Theorem 1].
Example 19.12. To illustrate Corollary 19.10, consider ωβnS(1n) ⊂ βnS(1n) for
n ≤ 5. For n = 1, ωβ1S(1) = β1S(1) = αS(1) is simple. For n = 2, the structure
of β2S(11) is illustrated by the following Loewy diagram (here, and in the diagrams
below, the composition factors in ωβnS(1n) are boxed):
αS(1)
αS(11) .
rrr
The Loewy diagram for β3S(111) is:
αS(2) αS(11)
αS(111) .
ssss
▲▲▲▲
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The structure of β4S(14) is illustrated by the Loewy diagram (up to a possible
extension indicated by the dotted line):
αS(2)
αS(21) αS(111)
❖❖❖❖❖❖
αS(1111) .
qqqq
▼▼▼▼
That of β5S(15) is given (up to a possible extension) by:
αS(3) αS(21)
αS(211)
❑❑❑
αS(1111)
◆◆◆◆◆◆
αS(11111) .
◆◆◆
♣♣♣♣
In general, ωβnS(1n) is the uniserial functor:
αS(p1r)
αS((p−1)12+r)
· · ·
αS(31n−5)
αS(21n−3)
αS(1n) ,
where n+ 1 = 2p+ r with r ∈ {0, 1}. This has socle length [n+12 ].
19.3. The case ν = (n1). Theorem 19.5 together with Corollary 19.6 imply that
the morphism adν,π is non-trivial if π 6= (n) for some n ∈ N. Since π ⊂ ν with
|ν| = |π| + 1, the only ν for which π = (n) occurs are (n + 1) and (n1). Corollary
19.8 treats the case (n+ 1), hence it remains to consider the case ν = (n1).
Now, Proposition 18.34 determines the structure of βn+1S(n1). To complete the
picture and calculate ωβn+1S(n1) and (CokeradP
Σ
coalg)(n1) it remains to consider
ad(n1),(n) : βn+1S(n1) → βnS(n) ∼= αS(n).
Proposition 19.13. Let k be a field of characteristic zero and 0 < n ∈ N. Then
there is a short exact sequence:
0→ αS(n1) → βn+1S(n1)
ad
→ βnS((n−1)1) ⊕ βnS(n) → 0,
in particular:
ωβn+1S(n1) = αS(n1)
(CokeradP
Σ
coalg)(n1) = 0.
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Proof. By Proposition 18.34, it suffices to show that ad(n1),(n) is non-trivial. Since
the functor βnS(n) = αS(n) ∈ Ob F(gr;k) is non-trivial when evaluated on Z, it is
equivalent to establish non-triviality after evaluation on Z ∈ Ob gr.
Consider the morphism ad : ΨPΣcoalg → P
Σ
coalg⊙P
Σ
1 evaluated on Z, which is the
morphism of F(Σ;k):
ad : PΣ → PΣ ⊙ PΣ1 .
Evaluating this Σ-module morphism on n+ 1 ∈ Ob Σ gives the morphism of left
k[Sn+1]-modules:
ad : k[Sn+1]→ k[Sn+1]
that identifies as the difference between the identity and the morphism given by
multiplication on the right by the (n+1)-cycle ζ = (12 . . . (n+1)) which generates
a copy of Z/(n + 1) ⊂ Sn+1. (This follows from the explicit description of the
morphism ad given in Proposition 12.7.)
The kernel of ad corresponds to the invariants k[Sn+1]
〈ζ〉 for the action of ζ on
the right on k[Sn+1]. Since k is a field of characteristic zero, this is isomorphic to
k[Sn+1]⊗
k[Z/(n+1)] k.
To conclude, it suffices to show that this module contains no composition factor
S(n1). This is equivalent to showing that the following is zero:
HomSn+1(k[Sn+1]⊗
k[Z/(n+1)] k, S(n1)) ∼= HomZ/(n+1)(k, S(n1)).
Here the right hand side corresponds to the invariants for the restricted left action
of Z/(n+ 1) upon S(n1). Now, by Example B.2, S(n+1) ⊕ S(n1) is the permutation
representation k[X ] where X = {1, . . . , n+1} with the canonical Sn+1 action. The
Z/(n + 1) invariants for the action on k[X ] identify with S(n+1) ⊂ k[X ], whence
S
Z/(n+1)
(n1) = 0, as required, 
Hence, by Corollary 11.19:
Corollary 19.14. Let k be a field of characteristic zero and 0 < n ∈ N. Then
αS(n1) is injective in F
Out
<∞(gr;k).
19.4. Cohomological applications. Using the argument outlined in Remark 19.7,
one can determine the values of Ext1FOut(gr;k) between simple functors.
Corollary 19.15. Let k be a field of characteristic zero and ν be a partition with
|ν| = n > 0. Then
dimExt1FOut(gr;k)(αSρ, αSν) =
{
0 |ρ| 6= |ν| − 1
0 ν ∈ {(n), ((n− 1)1)}
In the remaining cases (i.e., ν 6∈ {(n), ((n− 1)1)} and |ρ| = |ν| − 1),
dimExt1FOut(gr;k)(αSρ, αSν) =
{ ∑
λ⊢n−2 c
ρ
λ,1c
ν
λ,11 ρ 6⊂ ν(∑
λ⊢n−2 c
ρ
λ,1c
ν
λ,11
)
− 1 ρ ⊂ ν.
Proof. For n ∈ {1, 2}, ν lies in {(n), ((n − 1)1)} and the corresponding αSν is
injective in FOut(gr;k), by Propositions 18.34 and 19.13, which establishes the
result in these cases. Hence we may assume that n ≥ 3.
The result now follows from Corollary 18.23 by using the non-triviality of adν,ρ
given by Theorem 19.5 and Corollary 19.6 when ρ 6= (n− 1).
The case ρ = (n− 1) occurs for ν ∈ {(n), ((n− 1)1)}; as above, these are treated
by Propositions 18.34 and 19.13 respectively, which imply that αS(n) and αS((n−1)1)
are injective in FOut(gr;k). 
Corollary 19.15 has an important consequence which shows that the category
FOut<∞(gr;k) of polynomial functors in F
Out(gr;k) is cohomologically non-trivial:
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Corollary 19.16. Let k be a field of characteristic zero and consider the functors
ωβ|ν|Sν ∈ Ob F
Out(gr;k).
(1) For ν = (n), n ∈ N, the functors ωβnS(n) = βnS(n) are simple.
(2) The functor ωβn+1S(n1) ( βn+1S(n1) is simple, for n ∈ N.
(3) For ν 6∈ {(n), (n1)|n ∈ N}, the functor ωβ|ν|Sν ⊂ β|ν|Sν is not simple.
In particular, if ν 6∈ {(n), (n1)|n ∈ N}, then ωβ|ν|Sν 6∈ F(ab;k).
Proof. This is a straightforward combinatorial consequence of Corollary 19.15.
The final statement follows from the fact that F(ab;k) is semi-simple over a
field of characteristic zero (see Theorem 6.18). 
Remark 19.17. It is worth underlining the significance of the above result. Consider
the inclusions of full sub-categories of polynomial functors:
F<∞(ab;k) ( F
Out
<∞(gr;k) ( F<∞(gr;k).
The category F<∞(ab;k) is semi-simple over a field of characteristic zero, by Theo-
rem 6.18. Corollary 19.15 together with Corollary 19.6 imply that the two inclusions
are highly non-trivial. In particular, FOut(gr;k) is far from being semi-simple,
apart from the exceptional case given below in Proposition 19.18.
Proposition 19.18. Let k be a field of characteristic zero. Then FOutd (gr;k) is
semi-simple if and only if d ≤ 2.
Proof. This is an immediate consequence of Corollary 19.16 together with the fact
that αS(n) is injective in F
Out
<∞(gr;k), by Proposition 18.29. 
Corollary 19.19. For 0 < d ∈ N, the category FOutd (gr;k) has global dimension
at most d− 2, with equality in the case d = 3.
In particular, for d ≥ 2,
gl.dimFOutd (gr;k) < gl.dimFd(gr;k).
and gl.dimFOutd (gr;k) > 0 for d > 2.
Proof. The general bound is proved as for Theorem 6.18, taking into account that
FOut2 (gr;k) is semi-simple. 
Remark 19.20. The simple objects of FOut3 (gr;k) of polynomial degree 3 are S(3),
S(21) and S(111). The first two are injective, whereas the third is not. In this
sense the extension represented by the non-trivial class (see the Loewy diagram in
Example 19.12) in
Ext1FOut(gr;k)(αS(2), αS(111))
is the smallest object of FOut<∞(gr;k) not lying in F(ab;k).
This is a conceptual functorial analogue of [TW19, Theorem 1], where it is
observed that the corresponding representation of Out(Z⋆3) (obtained from our
viewpoint by evaluation) has dimension 7 and is the smallest finite-dimensional
representation of Out(Z⋆3) that does not factor through GL3(Z).
Focusing upon the partitions of the form (1n):
Corollary 19.21. For n ∈ N and k a field of characteristic zero,
Ext1FOut(gr;k)(αSρ, αS(1n)) =
{
k ρ = (21n−3), n ≥ 3
0 otherwise.
Proof. This is a direct application of Corollary 19.15. 
The following result records the fact that the socle lengths of the injectives in
FOut<∞(gr;k) are unbounded, by exhibiting this for certain families.
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Corollary 19.22. Let k be a field of characteristic zero. Then the socle lengths of
the following sets of functors are unbounded:
(1) {βnS(1n)|n ∈ N};
(2) {ωβnS(1n)|n ∈ N};
(3) {ωβnS(21n)|n ∈ N}.
Proof. The first two statements follow from Corollary 19.10. For the final point,
ωβnS(1n)/αS(1n) has simple socle αS(21n−3), again by Corollary 19.10, hence this
embeds in βn−1S(21n−3), by injectivity of the latter. The conclusion follows easily.

Remark 19.23. It is expected that most such families will have unbounded socle
length. A contrario, the families of functors {ωβnS(n) = αS(n)} and {ωβn+1S(n1) =
αS(n1)} clearly do not.
To illustrate further the significance of these structural results, consider the
natural surjection Z⋆r → Zr ∼= a(Z⋆r) for r ∈ N, viewed as a natural transformation
of functors from gr to Gr. Composing with the functor HH∗(B(−);L) (considered
here on Gr) for L ∈ Ob F(Γ;k) gives the natural transformation
HH∗(BZ
⋆r;L)→ HH∗(Ba(Z
⋆r);L),
where the right hand term lies in the subcategory F(ab;k) ⊂ F(gr;k).
As an example take k = Q and L = L(k[ε],k[ε]).
Proposition 19.24. Let k = Q. For n ∈ N∗, the kernel of the natural transfor-
mation
HHn(BZ
⋆r;L(k[ε],k[ε]))→ HHn(Ba(Z
⋆r);L(k[ε],k[ε]))
contains the uniserial functor soc[n+12 ]−1
ωβnS(1n).
Proof. The functor Z⋆r 7→ HH∗(BZ
⋆r ;L(k[ε],k[ε])) is given by Corollary 19.10, as
explained by Example 16.23. In particular, this is expressed in terms of the functors
ωβnS(1n), for n ∈ N; the latter is uniserial, with socle length [
n+1
2 ] (see Example
19.12).
Now, by construction, the functor Z⋆r 7→ HHn(Ba(Z
⋆r);L(k[ε],k[ε])) lies in
F(ab;k) ⊂ F(gr;k). Hence the image of the natural transformation
HHn(BZ
⋆r ;L(k[ε],k[ε]))→ HHn(Ba(Z
⋆r);L(k[ε],k[ε])),
as a quotient of a polynomial functor, lies in the semi-simple abelian category
F<∞(ab;k) (for the semi-simplicity, see Theorem 6.18).
The corresponding map ωβnS(1n) → HHn(Ba(Z
⋆r);L(k[ε],k[ε])) is a morphism
from the uniserial functor ωβnS(1n) of socle length [
n+1
2 ] to a semi-simple object
and therefore contains soc[n+12 ]−1
ωβnS(1n) in its kernel. 
Remark 19.25. Proposition 19.24 illustrates how dramatically higher Hochschild
homology X 7→ HH∗(X ;L) fails to be a stable invariant, i.e., does not depend only
upon the stable homotopy type of X . This was shown by Dundas and Tenti [DT17],
again by considering k = Q and L = L(k[ε],k[ε]), but by a different argument.
If higher Hochschild homology were a stable invariant, then
HH∗(BZ
⋆r ;L)→ HH∗(BZ
r ;L),
would be a monomorphism, since stably BZr contains BZ⋆r as a wedge summand
(cf. [DT17]). Proposition 19.24 shows that this is not the case in degree n ≥ 3.
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19.5. The special role of αS(1). It is well known that the constant functor k
is both projective and injective in F(gr;k) (when k is a field, generally). This
explains the utility of restricting to reduced functors (see Notation A.3).
When passing to FOut(gr;k) over a field of characteristic zero, αS(1) plays a
special role:
Proposition 19.26. Let k be a field of characteristic zero. Then
(1) αS(1) is injective in both F
Out
<∞(gr;k) and F<∞(gr;k);
(2) αS(1) is projective in F
Out
<∞(gr;k) but is not projective in F<∞(gr;k).
Proof. The injectivity statement follows from Corollary 19.8 and Proposition 18.29.
Projectivity is a consequence of Proposition 19.18 together with Proposition 6.12.

The interpretation provided by Corollary 18.26 lends interest to the following,
in which ♯(1) denotes the multiplicity of αS(1) = ak as a composition factor:
Corollary 19.27. Let k be a field of characteristic zero. For ν a partition with
|ν| > 1,
♯(1)β|ν|Sν + ♯(1)(CokeradP
Σ
coalg)ν =
∑
π⊂ν
|ν|=|π|+1
♯(1)β|π|Sπ.
In particular, ♯(1)β|ν|Sν ≤
∑
π⊂ν
|ν|=|π|+1
♯(1)β|π|Sπ with equality if and only if (CokeradP
Σ
coalg)ν
does not contain αS(1) = ak as a direct summand.
Proof. The result follows by considering the composition factors αS(1) = ak in the
terms of the exact sequence of Theorem 19.5, using Proposition 19.26 to deduce
that ωβ|ν|Sν has no such composition factor, since |ν| 6= 1, by hypothesis. 
19.6. Examples for |ν| = 4. The structure of the functors
ωβ4Sν ⊂ β4Sν
for |ν| = 4 has already been determined for ν ∈ {(4), (1111), (31)} by Propositions
18.29, Example 19.12 and Proposition 18.34 respectively.
Example 19.28. For ν = (31), as in Remark 18.35, the structure of ωβ4S(31) ⊂
β4S(31) is given by the Loewy diagram
αS(1)
αS(2) αS(11)
▼▼▼
αS(3) αS(21)
qqq
❖❖❖❖
αS(31) .
qqq
▲▲▲
(Here and below, as in Example 19.12, factors in ωβ|ν|Sν are boxed.)
Moreover, (CokeradP
Σ
coalg)(31) = 0, corresponding to the exact sequence
0→ αS(31) → β4S(31) → αS(3) ⊕ β3S(21) → 0.
It remains to treat the cases ν ∈ {(22), (211)}.
Example 19.29. For ν = (22), the map ad in Theorem 19.5 reduces to
β4S(22) → β3S(21).
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The structure of β3S(21) is explained in Example 18.33 and a similar analysis of
β4S(22) gives the following structure (up to possible extension):
αS(2) αS(11) αS(2)
αS(111)
❑❑❑
αS(21)
❑❑❑❑❑
①①①①①
αS(22) ,
▼▼▼
ssss
using the polynomial filtration determined in Example 18.17 together with the
Ext1F(gr;k) result, Corollary 18.23.
It follows that:
(CokeradP
Σ
coalg)(22) = αS(1)
[ωβ4S(22)] = [αS(22)] + [αS(111)] + [αS(2)],
where the second expression is in the Grothendieck group of F(gr;k). In particular,
ωβ4S(22) is uniserial with socle length 3.
Example 19.30. For ν = (211), the composition factors of β4S(211) are given in
Example 18.17. It is not possible without further calculation to determine com-
pletely the Loewy diagram of this object, due to the presence of the composition
factor αS(2).
Now, for ν = (211), ad is a morphism
β4S(211) → β3S(21) ⊕ β3S(111).
The functors ωβ4S(211) and (CokeradP
Σ
coalg)(211) can be determined using our un-
derstanding of FOut(gr;k), namely the calculation of Ext1FOut(gr;k) given by Corol-
lary 19.15 together with the fact that αS(3) and αS(21) are injective in F
Out
<∞(gr;k).
It follows that ωβ4S(211) ⊂ soc2β4S(211) where soc2β4S(211) has Loewy diagram:
αS(3) αS(21) αS(21) αS(111)
αS(211)
❑❑❑
tttt
❥❥❥❥❥❥❥❥❥❥
and, in the Grothendieck ring,
[β4S(211)/soc2β4S(211)] ∼= [αS
⊕2
(11) ⊕ αS(2)] + [αS(1)].
An analysis of the composition factors then shows that ω1β4S(211) ∼= αS(2).
Appendix A. Background on functor categories
This appendix reviews the basic theory of functor categories, with the aim of
making the paper reasonably self-contained.
A.1. Functor categories. For C a small category and A an abelian category, let
F(C ;A ) denote the category of functors from C to A . Evaluation on an object
C of C gives the exact functor evC : F(C ;A ) → A . If (A ,⊗) is a tensor abelian
category, then F(C ;A ) is a tensor abelian category, with tensor product defined
objectwise in A ; evaluation evC is a tensor functor.
The shorthand F(C ;k) is used for F(C ;k−mod) (this is sometimes termed the
category of left C -modules and F(C op;k) the category of right C -modules). The
category F(C ;k) is abelian, equipped with tensor product ⊗
k
and has sufficiently
many projectives and injectives. The standard projective PCC is k[HomC (C,−)]
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and, for M an injective k-module, the injective ICC;M is M
HomC (−,C). Yoneda’s
lemma gives natural isomorphisms for F ∈ Ob F(C ;k):
HomF(C ;k)(P
C
C , F )
∼= F (C)
HomF(C ;k)(F, I
C
C;M )
∼= Hom
k
(F (C),M).
When k is a field, it suffices to consider the injectives ICC := I
C
C;k.
Notation A.1. For M a k-module, let DC ;M : F(C ;k)op → F(C op;k) denote the
functor given by post-composition with Hom
k
(−,M).
If k is a field, denote by
(1) DC the functor DC ;k (given by vector space duality);
(2) F fd(C ;k) ⊂ F(C ;k) the full subcategory of functors taking finite-dimensional
values.
Proposition A.2. (Cf. [Dja07, Proposition C.2.7].) If k is a field, then the duality
functors DC and DC op are adjoint,
DC : F(C ;k)
op
⇄ F(C op;k) : Dop
C op
,
and the adjunction restricts to an equivalence of categories F fd(C ;k)op ∼= F fd(C op;k).
In particular, for F ∈ Ob F fd(C ;k), the adjunction unit induces an isomorphism
F ∼= DC opDCF .
Notation A.3. If C is a pointed small category, with point ∗, let F(C ;k) denote
the full subcategory of reduced functors (i.e., F ∈ Ob F(C ;k) such that F (∗) = 0).
Lemma A.4. If C is a pointed small category, there is a natural equivalence of
categories F(C ;k) ∼= F(C ;k)× k−mod.
It is well-known that an adjunction between small categories induces an adjunc-
tion between the associated functor categories:
Proposition A.5. Let A be an abelian category and L : C ⇄ D : R be an
adjunction between small categories. Precomposition induces an adjunction
R∗ : F(C ;A )⇄ F(D ;A ) : L∗
of exact functors between abelian categories. If A is tensor abelian, then the func-
tors R∗ and L∗ are monoidal.
A.2. Polynomial functors. Throughout this section, suppose:
Hypothesis A.6. The category C is pointed by ∗ and is equipped with monoidal
structure ∨ for which ∗ is the unit
The Eilenberg-MacLane notion of polynomial functor [EM50] generalizes to the
setting of F(C ;A ), where A is abelian, as in [HPV15, Section 3].
Notation A.7. For (C ,∨, ∗) as above, let Fd(C ;A ) ⊂ F(C ;A ) denote the full
subcategory of polynomial functors of degree at most d ∈ N.
Proposition A.8. (Cf. [HPV15].) Suppose that C satisfies Hypothesis A.6. For
α : A → B an additive functor between abelian categories and d ∈ N, the func-
tor F(C ;A ) → F(C ;B) induced by composition with α restricts to Fd(C ;A ) →
Fd(C ;B).
For the remainder of the section, suppose that A = k−mod.
Notation A.9. For d ∈ N, let qCd : F(C ;k) → Fd(C ;k) denote the left adjoint to
the inclusion Fd(C ;k) →֒ F(C ;k) and pCd : F(C ;k)→ Fd(C ;k) the right adjoint.
(Where no confusion can result, these will be denoted simply by qd and pd.)
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The following is standard:
Proposition A.10. Suppose that C satisfies Hypothesis A.6 and let d ∈ N.
(1) The category Fd(C ;k) is a thick subcategory of F(C ;k) and is stable under
limits and colimits.
(2) The category Fd(C ;k) has enough projectives and enough injectives.
(3) The tensor product of F(C ;k) restricts to
⊗ : Fd(C ;k)×Fe(C ;k)→ Fd+e(C ;k).
(4) There are canonical inclusions Fd(C ;k) ⊂ Fd+1(C ;k) ⊂ F(C ;k) which
induce natural transformations: pCd →֒ p
C
d+1 →֒ 1F(C ;k) and 1F(C ;k) ։
qCd+1 ։ q
C
d .
Remark A.11. The category (C op,∨, ∗) satisfies Hypothesis A.6, so that polynomial
functors are defined for contravariant functors; the covariant and contravariant
notions of polynomial functor are related [HPV15, Section 3].
Proposition A.12. (Cf. [HPV15].) For C satisfying Hypothesis A.6 and k a field,
the duality adjunction restricts to DC : Fd(C ;k)op ⇄ Fd(C op;k) : DC op .
A.3. Bifunctors. Let C and D be small categories; F(C ×D ;k) is considered as
the category of bifunctors on C and D .
Proposition A.13. For C and D small categories, there are equivalences of tensor
abelian categories F(C ×D ;k) ∼= F(C ;F(D ;k)) ∼= F(D ;F(C ;k)).
Lemma A.14. For C and D small categories, evaluation on D ∈ Ob D induces
an exact, monoidal functor evD : F(C ×D ;k)→ F(C ;k), F (−,−) 7→ F (−, D).
Notation A.15. Suppose that C satisfies Hypothesis A.6. For d ∈ N, let Fd[C ](C ×
D ;k) denote the full subcategory ofF(C×D ;k) that corresponds to Fd(C ;F(D ;k))
under the equivalence of Proposition A.13.
Proposition A.16. Let C and D be small categories such that C satisfies Hypoth-
esis A.6 and let d ∈ N.
(1) For D ∈ Ob D , the evaluation functor evD restricts to
evD : Fd[C ](C ×D ;k)→ Fd(C ;k).
(2) A bifunctor F ∈ Ob F(C × D ;k) lies in Fd[C ](C × D ;k) if and only if
evDF lies in Fd(C ;k) for all D ∈ Ob D .
A.4. Tensor products over C . The notion of external tensor product is familiar:
Notation A.17. For C , D small categories and k a commutative ring, let ⊠
k
be
the external tensor product: ⊠
k
: F(C ;k) × F(D ;k) → F(C × D ;k), (F,G) 7→
F (−)⊗G(−). Where no confusion can result, this is written simply as ⊠.
Notation A.18. For C a small category, let ⊗C : F(C op;k) × F(C ;k)→ k−mod
denote the biadditive functor given by composing the external tensor product ⊠
with the coend F(C op × C ;k)→ k−mod.
The naturality of ⊗C gives:
Lemma A.19. For small categories C ,D , the functor ⊗C induces a biadditive
functor: ⊗C : F(C op ×D ;k)×F(C ;k)→ F(D ;k).
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Appendix B. Appendix: representations of the symmetric groups in
characteristic zero
This appendix provides a brief survey of the representation theory of the sym-
metric groups that is required here; the reader can consult standard references for
this material, including [Ful97, FH91].
Throughout this section, k is a field of characteristic zero (which can be taken
to be Q). Recall the following standard definition:
Definition B.1. A partition λ is a weakly decreasing sequence of natural numbers
λi, i ∈ N
∗ such that λi = 0 for i≫ 0. The size |λ| of λ is
∑
i λi and, if |λ| = n, then
λ is said to be a partition of n, denoted λ ⊢ n. The length l(λ) of λ is the number
of non-zero entries and a partition of length l is written simply as (λ1, . . . , λl).
The transpose partition λ† is defined by λ†i = ♯{j|λj ≥ i}. (Geometrically this
corresponds to reflecting the Young tableau representing λ in its diagonal.)
The simple k[Sn]-modules (for n ∈ N) are indexed by the partitions λ of n, the
simple associated to λ ⊢ n is written Sλ.
Example B.2. To fix conventions, for 0 < n ∈ N:
(1) S(n) is the trivial representation k;
(2) S(1n) is the sign representation sgn;
(3) S(n−1,1) is the standard representation of dimension n − 1, given by the
quotient of the permutation representation k⊕n by the trivial representation
(given by the trace).
Here and elsewhere, where no confusion can result, commas are omitted from the
notation for partitions.
Remark B.3. The dimension of Sλ can be calculated combinatorially from the
partition λ. For instance, it is the number of standard tableaux of type λ. This
dimension can also be calculated by the hook-length formula.
Proposition B.4. Finite-dimensional representations of k[Sn] are self-dual under
vector space duality (−)∗; in particular, (Sλ)∗ ∼= Sλ.
Notation B.5. For M a representation of k[Sn], let M
† denote the representation
M ⊗ sgnn (with diagonal action), where sgnn is the signature representation.
Example B.6. If λ ⊢ n, then (Sλ)† ∼= Sλ† , so that the two usages of the notation
† are compatible.
Notation B.7. For λ a partition and M a representation of k[S|λ|], write ♯λM ∈ N
for the multiplicity of Sλ as a composition factor of M .
Notation B.8. For n ∈ N and Sλ the simple k[Sn]-module induced by the partition
λ of n, let Sλ denote the Schur functor V 7→ Sλ ⊗Sn V
⊗n. (See Section 7 for more
details.)
Example B.9. For n ∈ N,
(1) S(n) is the nth symmetric power functor, V 7→ S
nV ;
(2) S(1n) is the n-th exterior power functor, V 7→ Λ
nV .
The Pieri rule is important for understanding the induction of representations
of symmetric groups:
Proposition B.10. For Sλ a simple representation of k[Sn], Sλ ↑
Sn+1
Sn
∼=
⊕
Sµ,
where the sum is taken over partitions µ such that |µ| = 1 + |λ| and λ ⊂ µ.
Example B.11. Let λ be a partition with |λ| = n.
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(1) S(1n+1) is a factor of Sλ ↑
Sn+1
Sn
if and only if λ = (1n), in which case
S(1n) ↑
Sn+1
Sn
= S(1n+1) ⊕ S(21n−1);
(2) S(n+1) is a factor of Sλ ↑
Sn+1
Sn
if and only if λ = (n), in which case
S(n) ↑
Sn+1
Sn
= S(n+1) ⊕ S(n1).
If M is a representation of Sm and N of Sn, then M ⊙N (cf. Remark 7.9) is
a representation of Sm+n. Since the category k[Sm+n]−mod is semi-simple, this
decomposes as a direct sum of simple modules.
Definition B.12. For partitions λ, µ, ν, the Littlewood-Richardson coefficient cνλ,µ
is defined by the isomorphism Sλ ⊙ Sµ ∼=
⊕
ν S
⊕cνλ,µ
ν . (Here Sλ ⊙ Sµ is the repre-
sentation associated to the functor Sλ ⊗ Sµ.)
Remark B.13. From the definition, it is clear that cνλ,µ = 0 if |ν| 6= |λ| + |µ| and
cνλ,µ = c
ν
µ,λ, c
ν†
λ†,µ† = c
ν
λ,µ.
More importantly, the Littlewood-Richardson coefficients can be calculated com-
binatorially.
Theorem B.14. For partitions λ, µ, ν, the Littlewood–Richardson coefficient cνλ,µ
is zero unless λ ⊂ ν. If λ ⊂ ν, cνλ,µ is the number of semi-standard skew tableaux
of shape ν\λ and content µ (that is i appears µi times) which satisfy the following
lattice word condition: the sequence obtained by concatenating its reversed rows is
a lattice word (for each initial segment of the sequence and for each i, i occurs at
least as many times as i+ 1).
Example B.15. The calculation of cνλ,µ is especially simple when µ = (1
n). In
this case, the lattice word condition implies :
(1) cνλ,µ = 0 if ∃i such that νi − λi > 1 (that is, if the skew tableau ν\λ has
more than one box in any row);
(2) in the remaining case, there is a unique semi-standard skew-tableau ν\λ
with content 1n satisfying the lattice word condition (with increasing en-
tries).
Thus, for example, cνλ,1n = 0 if n > l(ν).
Example B.16. For convenience, the following Littlewood-Richardson decompo-
sitions are given:
S(1) ⊙ S(1) = S(2) ⊕ S(11)
S(2) ⊙ S(1) = S(3) ⊕ S(21)
S(11) ⊙ S(1) = S(111) ⊕ S(21)
S(3) ⊙ S(1) = S(4) ⊕ S(31)
S(21) ⊙ S(1) = S(31) ⊕ S(22) ⊕ S(211)
S(111) ⊙ S(1) = S(1111) ⊕ S(211)
S(2) ⊙ S(2) = S(4) ⊕ S(31) ⊕ S(22)
S(2) ⊙ S(11) = S(31) ⊕ S(211)
S(11) ⊙ S(11) = S(1111) ⊕ S(211) ⊕ S(22)
Similarly, the plethysm operation for representations of symmetric groups are
described by coefficients:
Definition B.17. For partitions λ, µ, ν, the plethysm coefficient pνλ,µ is defined
by the isomorphism Sλ ◦ Sµ ∼=
⊕
ν S
⊕pνλ,µ
ν , where Sλ ◦ Sµ is the representation
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associated to the composite functor Sλ ◦ Sµ. (These coefficients are zero unless
|ν| = |λ| |µ|.)
Remark B.18. Unlike the Littlewood-Richardson coefficients, there is no known
general combinatorial description of the plethysm coefficients.
For reference we record the following:
Lemma B.19. There are isomorphisms:
S(11) ◦ S(11) ∼= S(211)
S(2) ◦ S(11) ∼= S(1111) ⊕ S(22).
Proof. This can be given an elementary proof. Since S(1) ⊙ S(1) ∼= S(11) ⊕ S(2), it
follows easily that (
S(11) ◦ S(11)
)
⊕
(
S(2) ◦ S(11)
)
∼= S(11) ⊙ S(11)
and the latter identifies with S(1111)⊕S(211)⊕S(22) (see Example B.16). It remains
to check how these factors are distributed.
The product of exterior powers induces S(11)⊙S(11) → S(1111) which is symmet-
ric, which shows that S(1111) lies in S(2) ◦S(11). Moreover, evaluating the associated
Schur functors on k⊕2 shows that S(22) must also lie in S(2) ◦ S(11). 
B.1. The Cauchy identities. The Cauchy identities in characteristic zero give
a fundamental tool for separating considering symmetric (respectively exterior)
powers applied to tensor products.
Use Notation B.8 for the Schur functors associated to simple representations.
Proposition B.20. Let k be a field of characteristic zero. For 0 < n ∈ N, there
are natural isomorphisms in V,W ∈ Ob mod
k
:
Sn(V ⊗W ) ∼=
⊕
λ⊢n
Sλ(V )⊗ Sλ(W )
Λn(V ⊗W ) ∼=
⊕
λ⊢n
Sλ(V )⊗ Sλ†(W )
where the sum is taken over all partitions of n.
Proof. This result is contained in [SS12, (6.2.8)].
Since the functorial nature is essential here, a proof is sketched. Namely, the
result concerns bi-Schur functors and therefore reduces to a result about bimodules
over the symmetric group Sn. The heart of the proof is the structure of k[Sn]
as a bimodule over itself. The decomposition into isotypical components say for
the left action gives a decomposition as bimodules. Using the fact that the simple
representations of Sn are self-dual, there is a bimodule decomposition k[Sn] ∼=⊕
λ⊢n Sλ ⊠ Sλ. The Cauchy identities follow by using the fact that S
n(V ⊗W ) is
the bi-Schur functor associated to the bimodule k⊗Sn (k[Sn]⊗ k[Sn]), where the
left action is diagonal upon the tensor product. The result follows by the Schur
Lemma. 
B.2. The Lie modules.
Notation B.21. Let Lie(n) ∈ Ob k[Sn]−mod, n ∈ N, denote the object of F(Σ;k)
underlying the Lie operad (cf. [LV12, Section 1.3.3], [Reu93]).
Notation B.22. Denote the associated Schur functors of degree n ∈ N by:
(1) Lie(n)(V ) := Lie(n)⊗Sn V
⊗n;
(2) Lie(n)†(V ) := Lie(n)† ⊗Sn V
⊗n.
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Remark B.23. By definition, the free Lie algebra Lie(V ) on a free k-module V is:
Lie(V ) ∼=
⊕
n∈N
Lie(n)⊗Sn V
⊗n.
Example B.24. From [Reu93, Table 8.1, page 208], one has the description of the
first Lie(n):
Lie(1) = S(1)
Lie(2) = S(11)
Lie(3) = S(21)
Lie(4) = S(31) ⊕ S(211)
Lie(5) = S(41) ⊕ S(32) ⊕ S(311) ⊕ S(221) ⊕ S(2111)
Lie(6) = S(51) ⊕ S(42) ⊕ S
⊕2
(411) ⊕ S(33) ⊕ S
⊕3
(321) ⊕ S(3111) ⊕ S
⊕2
(2211) ⊕ S(21111).
The following underlines both the complexity of the modules Lie(n) and the
special role played by the trivial and sign representations.
Theorem B.25. [Reu93, Theorem 8.12] Let k be a field of characteristic zero. For
n ∈ N∗ and λ ⊢ n, Sλ is a composition factor of Lie(n) if and only if λ is not one
of the following: (s) for s ≥ 2; (1t) for t ≥ 3; (22); (23).
More precisely, one has the following determination of Lie(n):
Theorem B.26. [Reu93, Corollary 8.10] Let (i, n) = 1 for i, n ∈ N. For λ ⊢ n,
the multiplicity of Sλ as a composition factor of Lie(n) is the number of standard
tableaux of shape λ and of major index congruent to i mod n.
Remark B.27. For a standard tableau T of shape λ ⊢ n, the descent set D(T ) of T
is the number of i ∈ {1, . . . , n− 1} such that i+ 1 appears in a lower row than i in
T . The major index of T is maj(T ) :=
∑
i∈D(T ) i.
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