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Abstract. This article is a continuation of my former article “On
Connectivity Spaces” [8]. After some brief historical references re-
lating to the subject, separation spaces and then adjoint notions
of connective representation and connective foliation are developed.
The connectivity order previously defined only in the finite case
is now generalised to all connectivity spaces, and so to connective
foliations. Finally, we start the study of some functorial relations
between connectivity and diffeological spaces, and we give a charac-
terization of diffeologisable connectivity spaces.
Re´sume´. Poursuivant l’e´tude pre´sente´e dans notre article ≪ On
connectivity Spaces ≫ [8], nous de´veloppons ici, apre`s quelques ra-
pides repe`res historiques, la notion d’espace de se´paration et les no-
tions adjointes de repre´sentation et de feuilletage connectifs. Nous
ge´ne´ralisons en outre la notion d’ordre connectif au cas infini,
ainsi qu’aux feuilletages connectifs. Finalement, nous e´tudions cer-
taines relations fonctorielles entre structures connectives et struc-
tures diffe´ologiques, caracte´risant en particulier les espaces connec-
tifs diffe´ologisables.
Keywords. Connectivity. Links. Borromean. Foliation. Connective
representation. Connectivity order. Diffeology
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Les proprie´te´s connectives du nœud borrome´en — trois courbes glo-
balement entrelace´es mais libres deux a` deux — pre´sident, de`s sa nais-
sance en 1892 avec l’article fondateur du mathe´maticien allemand Her-
mann Brunn [3], a` l’histoire des espaces connectifs. Peu connu, le re´sultat
de Hermann Brunn concernant la possibilite´ de repre´senter par entre-
lacs toute structure connective finie devra attendre les travaux du Suisse
Hans Debrunner [4, 5] dans les anne´es 1960, puis ceux, vingt ans plus
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tard, du Japonais Taizo Kanenobu [12, 13] pour eˆtre rigoureusement
e´tabli, constituant ce que j’ai nomme´ le the´ore`me de Brunn-Debrunner-
Kanenobu 1. Il faut dire que la notion d’espace connectif elle-meˆme
n’aura clairement e´te´ de´gage´e en tant que telle qu’au de´but des anne´es
1980, par le mathe´maticien allemand Reinhard Bo¨rger [1, 2] qui de´finit
la cate´gorie des espaces connectifs 2 et en donne les premie`res proprie´te´s,
en particulier le fait qu’il s’agit d’une cate´gorie comple`te et co-comple`te,
mais sans faire le lien avec les travaux ante´rieurs de Brunn et Debrunner.
Il semble, c’est du moins notre hypothe`se, que l’inte´reˆt de Bo¨rger pour
cette cate´gorie ait e´te´ freine´ par le constat qu’elle n’est pas carte´sienne
ferme´e 3. Par ailleurs, il se pourrait qu’en nommant ≪ entrelacs brun-
niens ≫ les entrelacs effectivement utilise´s par Brunn dans sa construc-
tion, mais en oubliant de signaler cette construction elle-meˆme, Rolfsen
ait, dans son ouvrage publie´ en 1976 sur la the´orie des nœuds[17], rendu
a` Brunn un hommage un peu paradoxal, en ce sens que le souvenir des
briques aura pu contribuer a` l’oubli de la baˆtisse. En 1988, dans le cadre
de travaux sur l’analyse des images et la morphologie mathe´matique, les
Franc¸ais Georges Matheron et Jean Serra [14, 15], ignorant les travaux
ante´rieurs, posent une de´finition des espaces connectifs identique a` celle
de Bo¨rger, mais sans les morphismes. En 1998, Jean Serra e´largit cette
de´finition a` celle de ≪ connections ≫ 4 sur un treillis [18, 19], la de´finition
classique correspondant au cas ou` le treillis conside´re´ est celui des parties
d’un ensemble. Nos propres travaux sur le sujet 5 ont de´bute´ en 2002,
a` l’occasion d’une re´flexion sur la topologie du jeu de go. L’espace bor-
rome´en — constitue´ de trois points globalement connecte´s sans qu’ils le
soient deux a` deux, de sorte que sa structure connective est pre´cise´ment
celle du nœud borrome´en, raison e´vidente de cette de´nomination — y
est l’un des tous premiers exemples que nous conside´rons, remarquable
pour ne pouvoir eˆtre de´fini ni a` partir d’une structure topologique sur
l’ensemble des trois points, ni a` partir de celle d’un graphe a` trois som-
1. Voir [8].
2. Plus pre´cise´ment, Bo¨rger conside`re ce que nous appelons les espaces connectifs
inte`gres, dans lesquels chaque point est ne´cessairement connexe.
3. C’est par contre une cate´gorie mono¨ıdale ferme´e, voir [8].
4. Notion qui, a priori, n’a rien a` voir avec les notions de connexion en ge´ome´trie
diffe´rentielle.
5. Voir en particulier [6, 7, 8, 10]
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mets. Notons au passage que la notion de connective spaces, introduite
en 2006 par Joseph Muscat et David Buhagiar[16] de fac¸on e´galement
inde´pendante des contributions ante´rieures, plus proche des espaces to-
pologiques et de ce fait plus restreinte que celle de Bo¨rger, est de notre
point de vue trop restrictive car elle ne permet pas de rendre compte de
la structure connective des entrelacs 6.
Graˆce aux espaces de se´paration que nous introduisons dans la sec-
tion 1, la repre´sentation par entrelacs d’un espace connectif fini s’in-
terpre`te comme un cas particulier de la notion de repre´sentation d’un
espace connectif dans un autre (section 2), ge´ne´ralisation que la consi-
de´ration des espaces connectifs infinis nous a conduit a` de´velopper afin
de clarifier dans ce cas l’ide´e meˆme de repre´sentation. Or, les pre-
miers exemples de repre´sentation d’espaces connectifs infinis (fibration
de Hopf, dynamiques de Lorenz, de Ghrist, etc. 7) sugge`rent fortement la
nature dynamique de tels objets. L’ide´e de dynamique renvoyant, d’un
point de vue topologique ou ge´ome´trique, a` celle de feuilletage, cela
nous a conduit a` de´velopper la notion de feuilletage connectif, objet de
la section 3 du pre´sent article. Les notions de feuilletages connectifs et de
repre´sentations connectives se re´ve`lent alors, sous certaines conditions,
adjointes l’une de l’autre. Une telle adjonction est traite´e en section 4.
L’e´tude des feuilletages connectifs annonc¸ant d’autres travaux portant
plus spe´cifiquement sur l’aspect connectif des syste`mes dynamiques 8,
il est devenu ne´cessaire d’e´largir la notion d’ordre connectif, introduite
dans [8] dans le cas des espaces finis, aux espaces connectifs infinis. C’est
ce que nous faisons dans la section 5, ou` nous de´finissons en particulier
l’ordre connectif d’un feuilletage connectif.
Enfin, un peu a` part, la section 6, qui aborde la question des relations
fonctorielles entre espaces connectifs et espaces diffe´ologiques, trouve
ne´anmoins a` s’articuler de plusieurs fac¸ons avec les the`mes pre´ce´dents.
En particulier, le fait que la the´orie des espaces connectifs tende a`
s’orienter d’elle-meˆme vers des notions dynamiques constitue une inci-
tation a` explorer les relations entre espaces connectifs et espaces diffe´o-
6. Voir plus loin la remarque 2.
7. Voir [10], dont [9] constitue une version ante´rieure disponible en ligne.
8. Voir [10] pour une premie`re introduction aux dynamiques cate´goriques connec-
tives.
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logiques, dans la mesure ou`, parce qu’elle ge´ne´ralise et unifie diverses
constructions lie´es a` la ge´ome´trie diffe´rentielle, la diffe´ologie devrait
jouer un roˆle croissant dans l’e´tude de diverses classes de syste`mes dyna-
miques. Il pourrait en particulier eˆtre inte´ressant d’explorer le the`me des
feuilletages en adoptant un double point de vue connectif et diffe´ologique.
Nous ne le ferons pas ici, nous contentant d’une question plus e´le´mentaire,
celle de pre´ciser, en mettant a` jour les foncteurs en jeu dans ces ques-
tions, les conditions sous lesquelles un espace connectif est ≪ diffe´o-
logisable ≫, au sens ou` sa structure peut eˆtre associe´e a` une structure
diffe´ologique sur le meˆme ensemble de points, a` l’exemple de la structure
borrome´enne, par laquelle nous avons vu qu’aura commence´ l’explora-
tion connective, et qui se rencontre aussi bien en diffe´ologie.
Notations et rappels Conforme´ment aux de´finitions et aux nota-
tions introduites dans notre article [8], rappelons ou pre´cisons notam-
ment les points suivants :
– si f est une application A→ B, nous notons f ou fP l’application
de PA dans PB de´finie pour toute partie U de A par fP(U) =
{f(u), u ∈ U},
– si ρ est une application A → PB, nous notons µρ l’application
de PA dans PB de´finie pour toute partie U de A par µρ(U) =⋃
u∈U ρ(u),
– pour toute cate´gorie C, nous de´signons par
−→
C la classe de ses
fle`ches, et par C˙ ou C0 la classe de ses objets.
– un espace connectifX consiste en un couple note´X = (|X|, κ(X)),
|X| e´tant le support de l’espace, et κ(X) sa structure,
– on note Cnc la cate´gorie des espaces connectifs, et Cnct celle des
espaces connectifs inte`gres,
– l’ensemble des structures connectives de´finies sur un ensemble
constitue un treillis complet pour l’inclusion,
– sur toute partie du support d’un espace connectif se trouve de´finie
une structure connective dite induite, qui est la moins fine faisant
de l’injection canonique un morphisme connectif,
– la structure connective engendre´e par un ensemble de parties A
d’un ensemble donne´ est note´e [A]0, tandis que la structure connec-
tive inte`gre engendre´e par A est note´e [A]1 ou simplement [A],
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– e´tant donne´ un espace connectif X , nous dirons en outre qu’un
ensemble A de parties de |X| constitue un syste`me de ge´ne´rateurs
de X (ou de sa structure κ(X)) si [A]0 = κ(X),
– UT : Top −→ Cnct de´signe le ≪ foncteur d’oubli ≫ de la cate´gorie
des espaces topologiques dans la cate´gorie des espaces connectifs
inte`gres.
1 Espaces de se´paration
Les espaces de se´paration sont une manie`re de pre´senter les espaces
connectifs inte`gres. Ils nous permettront d’interpre´ter les repre´sentations
par entrelacs comme des repre´sentations connectives particulie`res (voir
l’exemple 3). Dans la suite, E de´signe un ensemble quelconque.
De´finition 1. On appelle dispositif de se´paration sur E tout ensemble
S de paires {S, T} de parties non vides et disjointes de E. Les paires
{S, T} d’un tel dispositif sont appele´s paires se´paratrices.
De´finition 2. Soit S un dispositif de se´paration sur E. On dit qu’une
partie A de E est se´pare´e par S, et l’on note (S : A), s’il existe dans
S une paire se´paratrice {S, T} qui recouvre A et dont chaque membre
rencontre A : A ⊂ S ∪ T , A ∩ S 6= ∅ et A ∩ T 6= ∅.
Remarque 1. Pour tout groupeG de permutations de E et tout dispositif
de se´paration S sur E, on a alors (GS : A)⇔ ∃ϕ ∈ G tel que (S : ϕ(A)),
ou`GS est le dispositif de se´paration de´fini parGS = {{ϕ(S), ϕ(T )}, ϕ ∈
G, (S, T ) ∈ S}.
De´finition 3. Soit S un dispositif de se´paration sur E. L’ensemble
κ(S) = {K ∈ P(E),¬(S : K)} constitue une structure connective
inte`gre sur E. On note E[S] l’espace connectif de´fini sur E par le dispo-
sitif de se´paration S, de sorte que l’on a : |E[S]| = E et κ(E[S]) = κ(S).
The´ore`me 1. Tout espace connectif inte`gre peut eˆtre de´fini par un dis-
positif de se´paration.
Preuve. On forme un dispositif de se´paration ade´quat en prenant tous
les couples de parties disjointes non vides (A,B) telles que toute compo-
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sante connexe de A ∪B soit contenue soit dans A, soit dans B.

Exemple 1 (Foncteur VT ). On de´finit un foncteur VT : Top → Cnct
en posant, pour tout X = (|X|, TX) ∈ Top0 : VT (X) = |X|[SX ], ou`
SX = {{S, T} ∈ (T \∅)
2, S∩T = ∅}, et pour toute application continue
f : X → Y , VT (f) = f . En effet, une application continue transforme
ne´cessairement une partie non se´parable par ouverts disjoints de l’es-
pace de de´part en partie non se´parable par ouverts disjoints de l’espace
d’arrive´e. Remarquons que toute partie connexe au sens topologique est
ne´cessairement connexe au sens de cette nouvelle structure connective.
Autrement dit, le foncteur UT est connectivement plus fin que le foncteur
VT . Par exemple, pour |X| = {1, 2, 3} admettant pour ouverts non tri-
viaux {1, 2} et {1, 3}, {2, 3} est non connexe dans UT (X) mais connexe
dans VT (X). Par contre, dans un espace me´trique X , la connexite´ d’une
partie est e´quivalente a` l’impossibilite´ de la se´parer par des ouverts dis-
joints : UT (X) = VT (X) (nous en donnons une preuve dans [10], page
18).
Une classe d’espaces de se´paration importants est constitue´e des es-
paces affines re´els : on munit l’espace affine re´el En de dimension n d’une
structure connective note´e σn ou σ, et appele´e la structure connective
usuelle de se´paration sur En, en prenant pour dispositif de se´paration
GS avec G le groupe des home´omorphismes de l’espace topologique
En ≃ R
n et pour S le singleton {{S, T}}, avec S et T les deux demi-
espaces ouverts de´finis par un hyperplan quelconque.
De´finition 4. L’espace connectif (En, σ) est appele´ l’espace usuel de
se´paration n-dimensionnel.
Proposition 2. La structure connective de l’espace usuel de se´paration
(En, σ) n’est pas celle d’un espace topologique.
Preuve. On ve´rifie facilement que dans tout espace topologique, si A
et B sont deux parties connexes non vides et que x est un point de
l’espace tel que x /∈ A ∪ B et que A ∪ {x} et B ∪ {x} soient non
connexes, alors A∪B∪{x} est encore non connexe. Or, dans (En, σ), si
l’on prend par exemple pour A une demi-sphe`re, pour B la demi-sphe`re
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comple´mentaire et pour x le centre de la sphe`re A ∪ B, la proprie´te´
pre´ce´dente est contredite.

A` noter que l’espace connectif (En, σ) est moins fin (il a plus de
connexes) que l’espace connectif (En, τ) associe´ par UT a` l’espace topo-
logique usuel En.
On de´finit de meˆme la sphe`re (re´elle) usuelle de se´paration n-dimen-
sionnelle (Sn, σ) en prenant pour dispositif de se´paration GS avec G le
groupe des home´omorphismes de l’espace topologique Sn et pour S le
singleton {{S, T}}, avec S et T les deux ouverts se´pare´s par une sphe`re
(n− 1)-dimensionnelle plonge´e dans Sn.
Remarque 2. La proprie´te´ des espaces topologiques utilise´e dans la
preuve ci-dessus pour montrer que les espaces (En, σ) ne sont pas topolo-
giques fait partie de celles incorpore´es par Muscat et Buhagiar dans leur
de´finition des connective spaces [16]. Pour cette raison, les espaces de
Muscat et Buhagiar ne permettent pas de rendre compte de la structure
connective des entrelacs (voir ci-dessous l’exemple 3).
2 Repre´sentations connectives
Le the´ore`me de Brunn-Debrunner-Kanenobu (voir [8, 10]) concerne
la repre´sentation par entrelacs des espaces connectifs finis. Le point
de vue que nous soutenons ici est que la repre´sentation d’un espace
connectif fini par entrelacs doit eˆtre comprise comme un cas particulier
de la notion ge´ne´rale de repre´sentation d’un espace connectif dans un
autre, objet de la pre´sente section.
L’ide´e des repre´sentations connectives est d’associer a` tout point de
l’espace repre´sente´ une partie non vide de l’espace dans lequel a lieu la
repre´sentation. Pour cela, nous aurons besoin de faire appel au foncteur
P∗ ainsi de´fini :
De´finition 5. On de´finit un endofoncteur P∗ de la cate´gorie Cnc, ap-
pele´ puissance connective ge´ne´rale ou espace connectif des parties non
vides, en associant a` tout espace connectif X l’espace connectif, note´
P∗X (ou P
∗(X), ou P∗X) de´fini par
– son support |P∗X | = P
∗
|X|,
– et sa structure connective κ(P∗X) = {A ∈ PP
∗
|X|,
⋃
A ∈ κ(X)},
et en associant a` tout morphisme connectif f : X → Y , le morphisme
connectif note´ fP ou simplement f , de´fini pour toute partie non vide A
de |X| par f(A) = {f(a), a ∈ A}.
Remarque 3. L’espace connectif P∗X n’est pas inte`gre en ge´ne´ral, meˆme
lorsque X l’est.
Remarque 4. On de´finit de meˆme un endofoncteur K∗ de la cate´gorie
Cnct, appele´ puissance connective inte`gre ou espace des parties connexes
non vides, en associant a` tout espace connectif inte`greX l’espace connec-
tifK∗X de ses parties connexes non vides, de structure connective κ(K
∗
X) =
{A ∈ P(|K∗X |),
⋃
A ∈ κ(X)}, et a` tout morphisme connectif f : X → Y ,
le morphisme connectif encore note´ fP ou f , de´fini pour toute partie
connexe non vide K de |X| par f(K) = {f(a), a ∈ K}.
De´finition 6 (Repre´sentation connective). On appelle repre´sentation
connective d’un espace connectif X dans un espace connectif Y tout
morphisme connectif de X dans l’espace connectif P∗(Y ). On e´crira
ρ : X  Y pour exprimer que ρ est une repre´sentation de X dans Y .
E´tant donne´e ρ une telle repre´sentation, Y sera appele´ l’espace de ρ, et
sera note´ Y = sp(ρ) ; X sera appele´ l’objet de ρ, et sera note´ ob(ρ).
Dans le cas ou` X est inte`gre, une repre´sentation ρ : X  Y s’iden-
tifie a` un morphisme connectif de X dans l’espace inte`gre K∗(Y ).
De´finition 7. On dit qu’une repre´sentation f : X  Y est inte`gre si
son objet et son espace sont tous deux inte`gres.
Soit maintenant ǫ la transformation naturelle IdCnc → P
∗ de´finie
pour tout espace connectif X par ∀x ∈ |X|, ǫX(x) = {x}, et µ la trans-
formation naturelle Q∗ = P∗◦P∗ → P∗ de´finie par ∀A ∈ Q∗|X|, µX(A) =⋃
A. Le triplet (P∗, ǫ, µ) constitue alors une monade surCnc. La cate´gorie
de Kleisli associe´e a` cette monade a pour objets les espaces connectifs, et
pour morphismes les repre´sentations, la compose´e de deux repre´sentations
ρ : X  Y et τ : Y  Z e´tant de´finie pour tout x ∈ X par
τ ⊙ ρ(x) = µZ(τ
P(ρ(x))) ⊂ Z.
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E´tant donne´e une repre´sentation ρ : X  Y , on notera µρ l’appli-
cation de P∗X dans P∗Y de´finie par µρ = µY ◦ ρ
P . Une repre´sentation
de X dans Y est donc une application ρ de X dans P∗Y telle que
µρ
transforme toute partie connexe non vide de X en une partie connexe
non vide de Y .
Pour toute partie non vide A de X , on a donc
µρ(A) = µY (ρ
P(A)) = µY ({ρ(a), a ∈ A}) =
⋃
a∈A
ρ(a) ⊂ Y
tandis que la compose´e de deux repre´sentations s’e´crit
τ ⊙ ρ = µτ ◦ ρ.
Remarque 5. En prenant ǫ : IdCnct → K
∗ et µ : K∗K∗ → K∗ de´finis
comme ci-dessus, le triplet (K∗, ǫ, µ) constitue de meˆme une monade
sur Cnct, dont la cate´gorie de Kleisli associe´e a pour objets les espaces
connectifs inte`gres, et pour morphismes les repre´sentations inte`gres,
avec la composition des repre´sentations de´finie comme pour le cas ge´ne´ral.
De´finition 8 (Repre´sentations claires et distinctes). Soit ρ : X  Y
une repre´sentation d’un espace X dans un espace Y . On dit que ρ est
claire si ∀A ∈ P|X|, A /∈ κ(X) ⇒
µρ(A) /∈ κ(Y ). On dit que ρ est
distincte si ∀(x, y) ∈ X2, x 6= y ⇒ ρ(x) ∩ ρ(y) = ∅.
Exemple 2. Une repre´sentation claire et distincte de l’espace borrome´en
B3 est obtenue en associant a` chacun de ses points une des trois compo-
santes d’un noeud borrome´en plonge´ dans (E3, σ3). Plus ge´ne´ralement,
les entrelacs brunniens constituent, dans (E3, σ3), des repre´sentations
claires et distinctes des espaces connectifs brunniens.
On ve´rifie facilement la premie`re partie du the´ore`me suivant (voir
[10], the´ore`me 10), et le the´ore`me de Brunn-Debrunner-Kanenobu en-
traˆıne alors la seconde partie :
The´ore`me 3. Tout espace connectif admet une repre´sentation claire et
distincte dans un espace inte`gre. En particulier, tout espace connectif
fini admet une repre´sentation par entrelacs, les points non connexes
e´tant repre´sente´s par deux ou plusieurs composantes se´parables de tels
entrelacs.
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De´finition 9 (Repre´sentations de type S). Soit S un dispositif de
se´paration sur un ensemble Y . On appelle repre´sentation de type S
toute repre´sentation claire et distincte d’un espace connectif X dans
l’espace Y [S].
Exemple 3. Toute repre´sentation par entrelacs d’un espace connectif
est une repre´sentation de type S, ou` S est un dispositif de se´paration
engendrant l’espace de se´paration usuel (E3, σ3).
De´finition 10. [Cate´gorie des repre´sentations] On de´finit une cate´gorie
RC, dite cate´gorie des repre´sentations connectives en prenant pour ob-
jets les repre´sentations connectives, et pour morphismes d’une repre´sen-
tation ρ : A B vers une repre´sentation ρ′ : A′  B′ les couples (α, β)
ou` α : A → A′ et β : B → B′ sont des morphismes connectifs tels que
βP ◦ ρ ⊂ ρ′ ◦ α, au sens ou`, pour tout a ∈ A, βP(ρ(a)) ⊂ ρ′(α(a)). La
sous-cate´gorie pleine de RC admettant pour objets les repre´sentations
claires et distinctes sera note´e RCD.
Exemple 4 (points d’une repre´sentation). La cate´gorieRC admet comme
objet final l’unique repre´sentation 1RC : • 7→ {•} d’un singleton connecte´
dans lui-meˆme. Un point d’une repre´sentation ρ : A  B est alors un
morphisme 1RC → ρ, c’est-a`-dire la donne´e d’un point connecte´ p de
A et d’un point connecte´ q de ρ(p) ⊂ B. En particulier, si l’objet ou
l’espace d’une repre´sentation ne posse`de pas de point inte`gre, celle-ci
n’a pas de point.
3 Feuilletages connectifs
De´finition 11 (Feuilletage connectif). Un feuilletage connectif est un
triplet (E, κ0, κ1) constitue´ d’un ensemble E appele´ le support du feuille-
tage, et d’un couple (κ0, κ1) de structures connectives sur E, la premie`re,
κ0, e´tant dite structure connective interne, et la seconde, κ1, structure
connective externe. Lorsque que κ0 ⊂ κ1, le feuilletage est dit re´gulier.
Lorsqu’une partie de E est connexe pour κ0 (resp. κ1), on dit aussi
qu’elle est κ0-connexe, ou encore qu’elle est connexe interne, ou encore
inte´rieurement connexe (resp. κ1-connexe, ou connexe externe, ou encore
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exte´rieurement connexe). E´tant donne´ un feuilletage connectif Z, on
notera |Z| son support, κ0(Z) sa structure connective interne et κ1(Z)
sa structure connective externe, de sorte que Z = (|Z|, κ0(Z), κ1(Z)).
Souvent, on notera Z0 l’espace connectif inte´rieur Z0 = (|Z|, κ0(Z)), et
Z1 l’espace connectif exte´rieur Z1 = (|Z|, κ1(Z)).
De´finition 12. La cate´gorie des feuilletages connectifs FC a pour objets
les feuilletages connectifs, et pour morphismes d’un feuilletage Z vers
un feuilletage Z ′ les applications |Z| → |Z ′| qui sont connectives de
Zi = (|Z|, κi(Z)) vers Z
′
i = (|Z
′|, κi(Z
′)) pour chacun des deux indices
i ∈ {0, 1}.
De´finition 13 (Feuilles). Soit Z un feuilletage. On appelle domaine
de Z, et on note dom(Z), la partie pre´sente de la structure interne
κ0(Z). On appelle feuilles de Z les composantes connexes non vides de
la structure interne κ0(Z). La structure interne d’une feuille F est la
structure connective induite sur F par κ0(Z). La structure externe de F
est la structure induite sur F par κ1(Z).
Pour tout feuilletage Z, on note F(Z) l’ensemble des feuilles de Z.
Si dom(Z) est non vide, F(Z) en constitue une partition.
Remarque 6. Par de´finition, chaque feuille est inte´rieurement connexe.
Par contre, si le feuilletage n’est pas re´gulier, une feuille peut ne pas
eˆtre exte´rieurement connexe.
De´finition 14. On dira qu’un morphisme de feuilletages φ : Z → Z ′
est strict si φP transforme toute feuille de Z en une feuille de Z ′.
La cate´gorie ayant pour objets les feuilletages connectifs et pour mor-
phismes les morphismes de feuilletages stricts sera note´e FS.
Exemple 5. Un espace topologique Y muni d’une relation d’equivalence
ρ de´finit un feuilletage connectif, en prenant (|Z|, κ1(Z)) = UT (Y ) et
κ0(Z) = ρ, la structure connective associe´e a` la relation d’e´quivalence
ρ.
Exemple 6. A` toute varie´te´ feuillete´e on associe le feuilletage connectif
re´gulier de´fini sur le meˆme ensemble de points en prenant pour structure
connective interne celle associe´e a` la topologie la plus fine du feuilletage
(celle de plus faible dimension), et pour structure connective externe
celle associe´e a` la topologie la moins fine du feuilletage.
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De´finition 15 (Espace induit des feuilles). Soit Z = (|Z|, κ0(Z), κ1(Z))
un feuilletage connectif. L’espace induit des feuilles de Z est l’espace
connectif note´ F↓(Z), ou plus simplement Z↓, de support |Z↓| l’en-
semble F(Z) des feuilles de Z, et de structure connective celle qui
y est induite par l’espace connectif des parties non vides P∗(Z1), ou`
Z1 = (|Z|, κ1(Z)), de sorte qu’un ensemble A de feuilles est κ(Z
↓)-
connexe si et seulement si
⋃
F∈A F ∈ κ1(Z).
Remarque 7. Si une κ0-composante connexe n’est pas κ1-connexe, elle
de´finit un point non connexe de l’espace Z↓. Ainsi, l’espace induit des
feuilles d’un feuilletage Z est-il inte`gre si et seulement si toute compo-
sante connexe de la structure interne de Z est exte´rieurement connexe.
Remarque 8. Il existe une autre fac¸on, qui pourrait d’ailleurs sembler
plus naturelle, de munir l’espace des feuilles d’une structure connective.
En effet, les feuilles d’un feuilletage e´tant les composantes connexes de sa
structure interne, elles sont e´galement les classes d’une certaine relation
d’e´quivalence partielle, d’ou` il de´coule tre`s naturellement la de´finition
de l’espace quotient des feuilles. La structure quotient ainsi obtenue (ap-
pele´e e´galement structure sortante) est moins fine que celle de l’espace
induit (e´galement appele´ espace entrant). Nous ne de´velopperons pas
ici la notion d’espace quotient des feuilles, renvoyant le lecteur inte´resse´
aux sections § 1.8 et § 2.2.2. de [10].
4 Une adjonction entre repre´sentations et
feuilletages
4.1 Une famille de foncteurs RC→ FC
A` toute repre´sentation connective ρ : ob(ρ) sp(ρ) on souhaite as-
socier fonctoriellement un feuilletage Φ(ρ). Si, pour la structure externe
du feuilletage, la structure de l’espace sp(ρ) de la repre´sentation s’im-
pose, il y a par contre plusieurs choix possibles, a priori le´gitimes, pour
la structure interne. Pour pre´ciser ces choix, nous aurons besoin de faire
appel a` ce que nous appellerons des structures connectives fonctorielles :
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De´finition 16. Une structure connective fonctorielle est une applica-
tion γ de´finie sur la classe des espaces connectifs et qui a` tout espace
connectif B associe une structure connective γ(B) sur |B| qui soit fonc-
torielle au sens ou` il existe un endofoncteur Γ de Cnc de´fini sur les
objets par Γ(B) = (|B|, γ(B)), et sur les fle`ches par Γ(f) = f . Nous
dirons qu’une structure connective fonctorielle γ est plus fine qu’une
autre, γ′, et l’on notera γ ⊂ γ′, si pour tout espace connectif B on a
γ(B) ⊂ γ′(B).
Par exemple, notons respectivement κD(B) et κG(B) la structure
connective de´sinte´gre´e 9 et la structure connective grossie`re sur |B|.
Alors κD et κG sont des structures connectives fonctorielles. De meˆme,
l’application κ qui a` tout espace connectif B associe sa structure connec-
tive κ(B) est une structure connective fonctorielle, et l’on a :
κD ⊂ κ ⊂ κG.
Soit maintenant (γ0, γ1) un couple de structures connectives foncto-
rielles tel que γ0 ⊂ γ1. A` toute repre´sentation connective ρ : A  B,
on associe le feuilletage Z = Φ(γ0,γ1)(ρ) = Φ(ρ) de support |Z| = |B|, de
structure externe κ1(Z) = κ(B) et de structure interne
κ0(Z) = [
⋃
i∈{0,1}
⋃
a∈Ai
(γi(B) ∩ Pρ(a))]0,
ou` A0 de´signe la partie absente de A et A1 sa partie pre´sente.
Proposition 4. Soit (α, β) : ρ → ρ′ un morphisme de repre´sentations
connectives. Alors l’application β : |sp(ρ)| → |sp(ρ′)| est un morphisme
de feuilletages β : Φ(ρ)→ Φ(ρ′).
Preuve. Posons A = ob(ρ), B = sp(ρ), A′ = ob(ρ′) et B′ = sp(ρ′). Si
K est une partie exte´rieurement connexe du feuilletage Z = Φ(ρ), alors
βP(K) est une partie exte´rieurement connexe de Z ′ = Φ(ρ′) puisque
les structures exte´rieures des feuilletages co¨ıncident avec les structures
des espaces de repre´sentation que respecte β. Soit maintenant K ∈
9. C’est-a`-dire la structure discre`te non inte`gre, pour laquelle seul le vide est
connexe.
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⋃
i∈{0,1}
⋃
a∈Ai
(γi(B) ∩ Pρ(a)). Il faut et il suffit de montrer que β
P(K)
est inte´rieurement connexe dans Z ′. Si K ∈ γ0(B) ∩ Pρ(a) avec a ∈
A0, alors β(K) ∈ γ0(B
′) puisque γ0 est fonctoriel. Et K ⊂ ρ(a) =⇒
βP(K) ⊂ βP(ρ(a)) ⊂ ρ′(α(a)). Si a′ = α(a) ∈ A′0, on a alors β
P(K) ∈
γ0(B
′) ∩ Pρ(a′) ⊂ κ0(Z
′), tandis que si a′ ∈ A′1, on a β
P(K) ∈ γ1(B
′) ∩
Pρ(a′) ⊂ κ0(Z
′), puisque γ0 ⊂ γ1. Si K ∈ γ1(B) ∩ Pρ(a) avec a ∈ A1, on
a ne´cessairement a′ = α(a) ∈ A′1, et comme pre´ce´demment le fait que
βP(ρ(a)) ⊂ ρ′(a′) permet de conclure que βP(K) ∈ γ1(B
′) ∩ Pρ(a′) ⊂
κ0(Z
′), puisque γ1 est fonctoriel.

On en de´duit que l’application Φ = Φ(γ0,γ1) qui a` toute repre´sentation
ρ associe le feuilletage Φ(ρ) et a` tout morphisme de repre´sentations
(α, β) associe β est un foncteur RC→ FC. Dans le cas ou` γ0 = γ1 = γ,
on le notera simplement Φγ . Lorsque γ = κG (resp. γ = κD), on notera
simplement ΦG (resp. ΦD) le foncteur Φγ .
Proposition 5. Pour toute repre´sentation connective ρ, le feuilletage
Φκ(ρ) est re´gulier.
Preuve. La structure interne de Φκ(ρ) e´tant, par de´finition, engendre´e
par des parties exte´rieurement connexes, elle est ne´cessairement plus
fine que la structure externe.

La proposition suivante de´coule imme´diatement des de´finitions.
Proposition 6. Soient (γ0, γ1) un couple de structures connectives fonc-
torielles, tel que γ0 ⊂ γ1, et soit Φ = Φ(γ0,γ1) le foncteur RC → FC
associe´. Si ρ est une repre´sentation distincte alors, pour Z = Φ(ρ), on
a
κ0(Z) =
⋃
i∈{0,1}
⋃
a∈Ai
(γi(B) ∩ Pρ(a)),
de sorte que si γ1 ⊃ κ et que a est un point connecte´ de ob(ρ), alors
ρ(a) est une feuille de Z.
Corollaire 7. Si ρ est une repre´sentation distincte d’un objet inte`gre,
les feuilles de Φκ(ρ) sont les parties de sp(ρ) de la forme ρ(a) :
F(Φκ(ρ)) = {ρ(a), a ∈ ob(ρ)}.
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4.2 Le foncteur R↓ : FC→ RCD
On de´finit de la manie`re suivante un foncteur FC → RCD, appele´
repre´sentation induite et note´ R↓.
De´finition de R↓ sur les objets. A` tout feuilletage Z, R↓ associe
la repre´sentation R↓(Z) : Z↓  Z1 de l’espace induit des feuilles Z
↓,
de´finie pour toute feuille F ∈ F(Z) = |Z↓| par
R↓(Z)(F ) = F ⊂ |Z1|.
R↓(Z) est bien une repre´sentation connective puisque, par de´finition,
un ensemble de feuilles est connexe dans PZ1 si et seulement si son
union est connexe dans Z1, et que cette dernie`re proprie´te´ caracte´rise
la structure connective de l’espace induit Z↓. Il est en outre imme´diat
que la repre´sentation R↓(Z) est claire (si un ensemble de feuilles est
non connexe dans Z↓, alors leur union est e´galement non connexe dans
l’espace externe du feuilletage), et distincte (deux point diffe´rents, c’est-
a`-dire deux feuilles diffe´rentes, sont repre´sente´es par deux composantes
connexes internes ne´cessairement disjointes).
Proposition 8. Si le feuilletage Z est re´gulier, l’objet de la repre´sentation
R↓Z est inte`gre.
Preuve. Toute feuille e´tant exte´rieurement connexe, elle constitue un
singleton connexe de ob(R↓Z).

De´finition de R↓ sur les fle`ches. R↓ est de´fini sur les fle`ches de FC
en associant a` tout morphisme de feuilletages φ : Z → Z ′ le morphisme
de repre´sentations (φ0, φ1), ou` φ0 : Z
↓ → Z ′↓ est de´fini pour toute
feuille F ∈ F(Z) par : φ0(F ) est celle des composantes connexes de
l’espace interne (|Z ′|, κ0(Z
′) qui contient le κ0(Z
′)-connexe φP(F ), et
ou` φ1 : Z1 → Z
′
1 est le morphisme connectif qui en tant qu’application
ensembliste co¨ıncide avec φ.
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Remarque 9 (Repre´sentation quotient R↑). A` tout feuilletage on peut
aussi associer fonctoriellement une repre´sentation claire et distincte de
son espace quotient de feuilles dans l’ensemble ambiant muni d’une
structure connective adapte´e. Le lecteur inte´resse´ pourra se rapporter a`
la section § 2.3.2. de [10].
4.3 L’adjonction R↓ ⊣ Φκ
Pour e´tablir cette adjonction entre les foncteurs R↓ et Φκ lorsqu’ils
sont restreints a` certaines cate´gories de feuilletages et de repre´sentations,
nous faisons appel aux trois lemmes suivants (lemme 9 a` lemme 11).
Lemme 9. Soit Z un feuilletage re´gulier, ρ une repre´sentation quel-
conque, et (α, β) : R↓Z → ρ un morphisme de repre´sentations. Alors β
est un morphisme de feuilletages Z → Φκ(ρ).
Preuve. Par de´finition d’un morphisme de repre´sentations, β est un
morphisme connectif sp(R↓Z) → sp(ρ), autrement dit un morphisme
connectif Z1 → (Φκ(ρ))1. D’autre part, en appliquant le foncteur Φκ
au morphisme (α, β) (proposition 4), on en de´duit que β est un mor-
phisme de feuilletages Φκ(R
↓Z) → Φκ(ρ), donc en particulier un mor-
phisme pour les structures internes (Φκ(R
↓Z))0 → (Φκ(ρ))0. Mais Z
e´tant re´gulier, κ0(Z) ⊂ κ0(Φκ(R
↓Z)). En effet, tout connexe inte´rieur
est trivialement inclus dans une composante connexe inte´rieur et, par
la re´gularite´ de Z, est aussi un connexe exte´rieur, de sorte que, par
de´finition de la structure κ0(Φκ(R
↓Z)), se trouve bien appartenir a` celle-
ci. Finalement, on a a` la fois β : Z1 → (Φκ(ρ))1 et β : Z0 → (Φκ(ρ))0,
autrement dit β est bien un morphisme Z → Φκ(ρ).

Lemme 10. Soient Z un feuilletage connectif, ρ une repre´sentation
connective distincte et (α, β) : R↓(Z) → ρ un morphisme de repre´sen-
tations. Alors la connaissance de β de´termine celle de α. Autrement dit,
si (α′, β) : R↓(Z)→ ρ est e´galement un morphisme de repre´sentations,
on a ne´cessairement α = α′.
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Preuve. Par de´finition, α est un morphisme connectif de ob(R↓Z) =
F↓(Z) = Z↓ dans ob(ρ). Soit F ∈ ob(R↓(Z)), autrement dit une compo-
sante connexe de Z0 = (|Z|, κ0(Z)). Par de´finition d’un morphisme de
repre´sentations, on a l’inclusion βP(R↓Z(F )) ⊂ ρ(α(F )). Or,R↓Z(F ) =
F ⊂ |Z|, d’ou` βP(F ) ⊂ ρ(α(F )). La repre´sentation ρ e´tant distincte,
il n’y a au plus qu’un point a de ob(ρ) pouvant ve´rifier βP(F ) ⊂ ρ(a),
d’ou` l’unicite´ annonce´e.

Lemme 11. Soit Z un feuilletage, ρ une repre´sentation claire et dis-
tincte, d’objet ob(ρ) inte`gre, et soit β : Z → Φκ(ρ) un morphisme
de feuilletages. Alors il existe un et un seul morphisme connectif α :
F↓Z → ob(ρ) tel que (α, β) soit un morphisme de repre´sentationsR↓Z →
ρ.
Preuve. S’il existe, le morphisme α est unique d’apre`s le lemme 10.
Pre´cisons l’application ensembliste α : FZ → |ob(ρ)| dont, ne´cessaire-
ment, il s’agit. Pour F ∈ FZ, on a βP(F ) ∈ κ0(Φκ(ρ)), puisque β
pre´serve aussi les morphismes internes. Notons βP(F ) la composante
κ0(Φκ(ρ)-connexe contenant β
P(F ). Alors βP(F ) ∈ F(Φκ(ρ)). D’apre`s
le corollaire 7, il existe alors un e´le´ment unique aF ∈ ob(ρ) tel que
βP(F ) = ρ(aF ). L’application α est donc de´finie par α(F ) = aF . Autre-
ment dit,
α(F ) = a⇔ βP(F ) ⊂ ρ(A)⇔ βP(F ) ⊂ βP(F ) = ρ(A).
Il s’agit de prouver que l’application α ainsi de´finie est un morphisme
connectif F↓Z → ob(ρ), et que le couple (α, β) est bien un morphisme
de repre´sentations. Soit donc L un ensemble κ(Z↓)-connexe de feuilles.
Par de´finition de Z↓, on a
⋃
F∈L F ∈ κ1(Z), donc l’ensemble W =⋃
F∈L β
P(F ) ve´rifie W ∈ κ1(Φκ(ρ)). Posons
A = αP(L) = {a ∈ ob(ρ), ∃F ∈ L, ρ(a) ⊃ βP(F )}.
On veut montrer que A est une partie connexe de ob(ρ). Or, ρ e´tant
claire, il suffit pour cela de prouver que µρ(A) =
⋃
F∈L β
P(F ) est
connexe dans sp(ρ). Par de´finition, les βP(F ) sont κ0(Φκ(ρ))-connexes.
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Mais, le feuilletage Φκ(ρ) e´tant re´gulier (proposition 5), les βP(F ) sont
e´galement κ1(Φκ(ρ))-connexes. Il en de´coule que
⋃
F∈L
βP(F ) =
⋃
F∈L
(βP(F ) ∪W )
est l’union de κ1(Φκ(ρ))-connexes d’intersection non vide.
Ainsi,
⋃
F∈L β
P(F ) est κ1(Φκ(ρ))-connexe, autrement dit κ1(sp(ρ))-
connexe, de sorte que A est connexe dans ob(ρ). Reste a` ve´rifier que βP ◦
R↓Z ⊂ ρ◦α, mais c’est la` une conse´quence imme´diate de la construction
meˆme de α.

Soit maintenant FR la sous-cate´gorie pleine de FC constitue´e des
feuilletages connectifs re´guliers, et soit RIO la sous-cate´gorie pleine de
RCD constitue´e des repre´sentations claires et distinctes dont l’objet
est inte`gre. Reprenons les notations R↓ et Φκ employe´es pre´ce´demment,
mais pour de´signer cette fois les restrictions de ces foncteurs a` FR et
a` RIO. D’apre`s la proposition 8, on obtient bien de cette manie`re un
foncteur R↓ : FR → RIO. Et d’apre`s la proposition 5, on obtient de
meˆme un foncteur Φκ : RIO→ FR.
Soit Z un feuilletage re´gulier, et ρ une repre´sentation claire et dis-
tincte d’un objet inte`gre. A` tout morphisme de repre´sentations (α, β) :
R↓Z → ρ, on associe, d’apre`s le lemme 9, le morphisme de feuille-
tages β : Z → Φκ(ρ). Re´ciproquement, a` tout morphisme de feuille-
tages β : Z → Φκ(ρ), on associe d’apre`s le lemme 11, un unique
morphisme de repre´sentations (α, β) : R↓Z → ρ. On a ainsi construit
des applications re´ciproques, donc bijectives, entre HomRIO(R
↓Z, ρ) et
HomFR(Z,Φκ(ρ)), et le lecteur pourra ve´rifier que ces bijections sont
naturelles par rapport a` Z et ρ. On peut ainsi e´noncer :
The´ore`me 12. Le foncteur R↓ : FR → RIO est adjoint a` gauche du
foncteur Φκ : RIO→ FR :
R↓ ⊣ Φκ
Remarque 10. Par composition, les divers foncteurs conside´re´s plus haut
entre cate´gories de feuilletages connectifs et cate´gories de repre´sentations
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connectives donnent lieu a` d’autres foncteurs inte´ressants. Par exemple,
notant ρ↓G = R
↓(ΦG(ρ)) la repre´sentation associe´e a` une repre´sentation
ρ par l’endofoncteur R↓ ◦ ΦG, on de´montre
10 la proposition suivante :
Proposition 13. Si ρ est une repre´sentation claire et distincte, alors le
couple d’applications (α, β) de´fini par α(a) = ρ(a) ∈ ob(ρ↓G) et β =
Idsp(ρ) constitue un isomorphisme entre les repre´sentations ρ et ρ
↓
G.
5 Ordre d’un espace connectif
On note Ord la classe des ordinaux, ω0 ou ℵ0 le plus petit ordinal
infini, et ℵ1 le plus petit ordinal non de´nombrable, i.e. l’ensemble des
ordinaux de´nombrables. Pour tout ordinal α, nous notons en outre α−
l’ordinal de´fini par α− = β si β est pre´de´cesseur de α, et α− = α si α
n’a pas de pre´de´cesseur.
De´finition 17. Soit α ∈ Ord un ordinal. Un ensemble (partiellement)
ordonne´ (R,) est dit supe´rieur ou e´gal a` α, et l’on note α ≤ R, s’il
existe une application strictement croissante de α dans (R,).
Bien entendu, la de´finition pre´ce´dente est compatible avec la relation
d’ordre entre ordinaux. Soit maintenant (R,) un ensemble ordonne´.
La classe des ordinaux α tels que α ≤ R est borne´e (en fonction du
cardinal de R), c’est donc un ensemble, et c’est un ordinal puisque
α ≤ R⇒ β ≤ R pour tout β ≤ α.
De´finition 18. On appelle hauteur de l’ensemble partiellement ordonne´
(R,), et on note Γ(R), l’ordinal
Γ(R) = {α ∈ Ord, α ≤ R}
Exemple 7. R de´signant la droite re´elle munie de l’ordre usuel, on a 11
Γ(R) = ℵ1.
10. Voir [10], proposition 18.
11. On trouvera une preuve de ce fait dans [10].
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Rappelons qu’une partie connexe non vide K ∈ κX d’un espace
connectif X = (|X|, κX) est dite irre´ductible si et seulement si elle
n’appartient pas a` la structure connective engendre´e par les autres par-
ties (voir [8], section 2.2). La de´finition du graphe ge´ne´rique d’un es-
pace connectif, donne´e dans le cas fini dans [8] (section 7.1), s’e´tend
imme´diatement a` tout espace connectif :
De´finition 19 (Graphe ge´ne´rique). Soit X = (|X|, κX) un espace
connectif. On appelle graphe ge´ne´rique de X, et l’on note (GX ,⊂), l’en-
semble ordonne´ par l’inclusion des parties connexes irre´ductibles de X.
De´finition 20. Soit X un espace connectif. On appelle ordre connectif
de X l’ordinal Ω(X) = Γ(GX)
−− = {α ∈ Ord, α+ 2 ≤ GX}.
Bien entendu, comme on le ve´rifie facilement, l’ordre connectif Ω(X)
d’un espace connectif fini inte`gre X co¨ıncide avec l’ordre connectif de´fini
dans [8]. Plusieurs exemples d’ordres connectifs infinis sont donne´s dans
[10].
A` tout entrelacs, qu’il comporte ou non un nombre fini de compo-
santes, se trouve associe´ un espace connectif (voir l’exemple 3 dans [8]
ou l’exemple 4 dans [10]). La notion d’ordre connectif conduit de`s lors
a` la de´finition d’un nouvel invariant d’entrelacs :
De´finition 21. L’ordre connectif d’un entrelacs est l’ordre connectif de
l’espace connectif associe´ a` cet entrelacs.
Exemple 8. L’ensemble des (classes d’e´quivalence d’) entrelacs finis re´gu-
liers dans R3 e´tant de´nombrable, on construit facilement un entrelacs
dans R3 qui re´alise l’union disjointe de tous les entrelacs finis re´guliers.
L’ordre connectif de l’entrelacs obtenu est ω0.
La de´finition suivante est appele´e a` jouer un roˆle important dans
l’e´tude des dynamiques cate´goriques connectives, puisqu’elle permet de
de´finir l’ordre connectif d’une telle dynamique (voir [10]) :
De´finition 22 (Ordre d’un feuilletage connectif). On appelle ordre,
ou ordre connectif, d’un feuilletage connectif Z l’ordre connectif de son
espace induit de feuilles Z↓.
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6 Relations avec les espaces diffe´ologiques
On se propose dans cette section de pre´ciser certaines relations fonc-
torielles entre espaces connectifs et espaces diffe´ologiques, et en parti-
culier de caracte´riser les espaces connectifs diffe´ologisables. Nous com-
menc¸ons, apre`s quelques rappels terminologiques, par pre´ciser la no-
tion de diffe´ologisabilite´ d’un espace connectif en de´finissant un fonc-
teur d’oubli UDC de la cate´gorie des espaces diffe´ologiques dans celle
des espaces connectifs, puis nous donnons des conditions ne´cessaires de
diffe´ologisabilite´ d’un espace connectif avant de montrer, graˆce a` certains
foncteurs de diffe´ologisation, que ces conditions sont en fait suffisantes.
Nous montrons ensuite que l’un de ces foncteurs est adjoint a` droite
du foncteur d’oubli, avant de conclure avec quelques remarques sur la
notion d’application localement connective.
Pour tout ce qui concerne la diffe´ologie, nous renvoyons a` l’ouvrage
[11] de Patrick Iglesias-Zemmour. Rappelons ne´anmoins ici quelques
notions et notations :
– on note Param(E) l’ensemble des parame´trisations d’un ensemble
E ([11], art. 1.3) ;
– une diffe´ologie sur E est une partie D ⊂ Param(E) ve´rifiant cer-
tains axiomes ; les e´le´ments de D s’appellent les plaques (plots),
une plaque p de l’espace diffe´ologique (E,D) s’identifiant a` une ap-
plication lisse (smooth map) de´finie sur un ouvert Up d’un espace
de la forme Rnp et a` valeur dans E ; en particulier, une plaque
de´finie sur R s’appelle un chemin (ou un chemin lisse), et l’en-
semble des chemins dans (E,D) est note´ Paths(E,D) ;
– pour tout ensemble L de parame´trisations p : Rnp ⊃ Up → E,
autrement dit d’applications p dans E, chacune e´tant de´finie sur
un ouvert Up d’un espace de la forme R
np avec np un entier natu-
rel, on note < L > la diffe´ologie engendre´e par L, c’est-a`-dire la
diffe´ologie la plus fine sur E contenant L ([11], art. 1.66) ;
– on dit d’un ensemble de parame´trisations L de E qu’il couvre E
si pour tout a ∈ E, il existe p ∈ L telle que a ∈ p(Up) = val(p) ;
– une application σ : R → E est dite stationnaire aux bords s’il
existe ǫ > 0 tel que pour tout t ∈]−∞, ǫ[, σ(t) = σ(0), et pour tout
t ∈]1−ǫ,+∞[, σ(t) = σ(1) ; on note stPaths(E,D) l’ensemble des
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chemins σ ∈ Paths(E,D) qui sont stationnaires aux bords (voir
[11], art. 5.4).
– une partie A d’un espace diffe´ologique (E,D) est dite connecte´e si
pour tout couple (a0, a1) de points de A, il existe un chemin σ ∈
Paths(E,D) reliant a0 a` a1 en restant dans A au sens ou` : σ(0) =
a0, σ(1) = a1 et, pour tout t ∈ R, σ(t) ∈ A (voir [11], art. 5.9) ; par
≪ smashisation ≫ ([11], art. 5.5.), on peut remplacer Paths(E,D)
par stPaths(E,D) dans la de´finition des parties connecte´es d’un
espace diffe´ologique.
Proposition 14. L’ensemble KD des parties connecte´es d’un espace
diffe´ologique (E,D) constitue une structure connective inte`gre sur l’en-
semble E.
Preuve. E´tant donne´e (Ki)i∈I une famille de parties connecte´es de
(E,D), telle que
⋂
i∈I Ki 6= ∅, deux points quelconques a1 et a2 de L =⋃
i∈I Ki peuvent toujours eˆtre relie´s par un chemin σ ∈ Paths(E,D) :
en effet, il existe un e´le´ment a0 ∈
⋂
i∈I Ki et, pour chaque k ∈ {1, 2}, un
chemin σk ∈ D reliant ak a` a0 en restant dans L. La smashed concatena-
tion 12 de σ1 et σ2 produit alors le chemin lisse σ annonce´. En outre, il est
clair que tout singleton est une partie connecte´e, puisque par de´finition
d’une diffe´ologie toutes les parame´trisations constantes, en particulier
celles de´finies sur R, appartiennent a` D.

La proposition pre´ce´dente, puisque par ailleurs toute application
lisse entre espaces diffe´ologiques transforme les parties connecte´es du
premier en parties connecte´es du second ([11], art. 5.9), permet de de´finir
un foncteur d’oubli 13 UDC de la cate´gorieDiff des espaces diffe´ologiques
dans celle, Cnct, des espaces connectifs inte`gres, en posant :
– pour tout espace (E,D) ∈ Diff 0 : UDC(E,D) = (E,KD),
– pour tout morphisme f ∈
−−→
Diff : UDC(f) = f .
Dans la suite, nous e´tendons l’usage de l’expression UDC , permettant
que la structure connective KD associe´e a` la diffe´ologie D soit e´galement
12. Voir [11], art. 5.5.
13. Au sens ou` il s’agit d’un foncteur fide`le entre cate´gories concre`tes.
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note´e UDC(D). Ainsi, avec cette convention, on a, pour tout espace
diffe´ologique (E,D),
UDC(E,D) = (E,UDC(D)).
De´finition 23. Un espace connectif (E,K) est dit diffe´ologisable s’il
existe une structure diffe´ologique D sur E telle que UDC(D) = K. On
notera Cncd la sous-cate´gorie pleine de Cnct ayant pour objets les
espaces connectifs diffe´ologisables.
Lemme 15 (Engendrement des connexes d’un espace diffe´ologique).
Pour tout espace diffe´ologique (E,D), on a
UDC(D) = [{σ([0, 1]), σ ∈ stPaths(E,D)}].
Preuve. Les chemins lisses e´tant des plaques, la connexite´ de l’intervalle
re´el [0, 1] entraˆıne celle des σ([0, 1]), d’ou` G ⊂ KD, ce qui implique
[G] ⊂ KD. Soit maintenant une partie connecte´e non vide quelconque
K ∈ KD et a0 ∈ K. Par de´finition de KD, il existe, pour tout a ∈ K,
un chemin σa tel que σa(0) = a0, σa(1) = a et σa(R) ⊂ K, chemin
que, par ≪ smashisation ≫([11], art. 5.5) on peut prendre stationnaire
aux bords : σa ∈ stPaths(E,D). On a alors K =
⋃
a∈K σa([0, 1]), mais
puisque
⋂
a∈K σa([0, 1]) ⊃ {a0} 6= ∅, cela prouve que
K ∈ [{σ([0, 1]), σ ∈ stPaths(E,D)}].

Lemme 16 (Chemins d’une diffe´ologie engendre´e). Soit L un ensemble
couvrant de parame´trisations de E, et soit σ : R → E une parame´tri-
sation de´finie sur R. On a σ ∈ stPaths(E,< L >) si et seulement si
les deux conditions suivantes sont satisfaites :
1. σ est stationnaire au bord,
2. il existe un entier n ≥ 1 et une suite finie (]ak, bk[, pk, qk)k∈{1,...,n},
avec ak et bk des re´els ve´rifiant
(a1 < 0) et (∀k ∈ {1, ..., n−1}, ak < ak+1 < bk < bk+1) et (bn > 1),
et telle que pour tout k ∈ {1, ..., n}, on ait
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– (pk : R
nk ⊃ Uk → E) ∈ L,
– qk ∈ C
∞(]ak, bk[, Uk),
– σ|]ak,bk[ = pk ◦ qk,
ou` nk = npk de´signe la dimension de la parame´trisation pk, Uk =
Upk est le domaine de pk et σ|]ak ,bk[ de´signe la restriction de σ a`
]ak, bk[.
Preuve. D’apre`s les axiomes qui de´finissent une diffe´ologie, les condi-
tions donne´es sont clairement suffisantes pour avoir σ ∈< L >, les
pk ◦ qk e´tant lisses par composition, et σ e´tant lisse, puisque loca-
lement lisse, sur [0, 1] et constante, donc lisse, sur ] − ∞, ǫ[ et sur
]1 − ǫ,+∞[ pour un certain ǫ > 0. Stationnaire aux bord, σ est donc
bien dans stPaths(E,< L >). Re´ciproquement, e´tant donne´ un che-
min stationnaire aux bords σ ∈ stPaths(E,< L >), la caracte´risation
des plaques d’une diffe´ologie engendre´e par une famille couvrante de
parame´trisations donne´e en [11] (art. 1.68) implique que, pour tout
t ∈ R, il existe un voisinage ouvert Vt ⊂ R de t, une application de
classe C∞ qt : Vt → R et une parame´trisation pt : R → E appar-
tenant a` L tels que σ|Vt = pt ◦ qt. Par restriction, on peut remplacer
les ouverts Vt par des intervalles ouverts Jt ∋ t. La famille (Jt)t∈[0,1]
est alors un recouvrement ouvert du compact [0, 1], on peut donc en
extraire un sous-recouvrement fini, qu’apre`s re´-indexation nous notons
(Jm)m∈{1,...,N}. Par re´currence finie, on construit alors de la fac¸on sui-
vante la suite des intervalles ]ak, bk[= Ik annonce´s : parmi les intervalles
Jm qui contiennent 0, on prend celui dont la borne supe´rieure est maxi-
male, cela nous donne I1, et l’on continue ainsi : ayant choisi les in-
tervalles I1 =]a1, b1[, ..., Ik =]ak, bk[, si bk > 1, on pose n = k et l’on
s’arreˆte, sinon on conside`re, parmi les intervalles Jm qui contiennent bk,
celui dont la borne supe´rieure est maximale, ce qui nous donne Ik+1.
Cette construction se poursuit tant que bk ≤ 1, puisqu’il existe alors
un intervalle Jm contenant bk, mais elle s’ache`ve ne´cessairement en un
nombre fini n d’e´tapes, d’ou` l’existence de n tel que bn > 1. On ve´rifie
alors aise´ment que les re´els ak et bk ainsi obtenus satisfont les ine´galite´s
indique´es, d’ou` le re´sultat.

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Proposition 17. Pour tout espace diffe´ologique (E,D), la structure
connective inte`gre UDC(D) = KD admet un syste`me de ge´ne´rateurs
14
G ⊂ KD tel que
∀G ∈ G, card(G) ≤ c,
ou` c de´signe la puissance du continu.
Preuve. Posons G = {σ([0, 1]), σ ∈ stPaths(E,D)}. Le lemme 15 dit
que G est un syste`me de ge´ne´rateurs de KD, et puisque card([0, 1]) = c,
tout e´le´ment G ∈ G ve´rifie la condition de cardinalite´ indique´e.

Pour toute parame´trisation (p : Rnp ⊃ Up → E) ∈ Param(E), nous
noterons KAp la structure connective sur Up constitue´e des parties de
Up connexes par arcs, Tp la topologie sur Up induite par la topologie
usuelle de Rnp, et KT p = UT (Tp) la structure connective sur Up associe´e
a` Tp par le foncteur d’oubli UT : Top→ Cnct. On a donc, pour toute
parame´trisation p, KAp ⊂ KT p.
Proposition 18 (Trois proce´de´s de diffe´ologisation des espaces connec-
tifs 15). Soit (E,K) un espace connectif inte`gre. On note LAK l’ensemble
des parame´trisations de E qui transforment tout connexe par arcs en
partie connexe de E, et LT K l’ensemble des parame´trisations de E qui
transforment tout connexe pour la topologie usuelle en partie connexe
de E, autrement dit :
LAK = {p ∈ Param(E), p ∈ Cnct((Up,KAp), (E,K))}
et
LT K = {p ∈ Param(E), p ∈ Cnct((Up,KT p), (E,K))}.
Si K admet un syste`me G de ge´ne´rateurs qui soient tous de cardinal
infe´rieur ou e´gal a` la puissance du continu, autrement dit s’il existe un
ensemble G ⊂ K tel que

K = [G],
et
∀G ∈ G, card(G) ≤ c,
14. Rappelons qu’un syste`me de ge´ne´rateurs G d’une structure connective K est
une partie G ⊂ K telle que la structure connective engendre´e par G ve´rifie [G]0 = K.
15. Une partie de ce qui est avance´ ici nous a e´te´ sugge´re´ par Anatole Khe´lif.
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alors
UDC(<WG >) = UDC(< LT K >) = UDC(< LAK >) = K,
ou`, G de´signant un syste`me de ge´ne´rateurs ayant la proprie´te´ indique´e,
on a pose´
WG =
⋃
G∈G
WG
avec, pour tout G ∈ G,
WG = {p : R→ E, p(R) = G et ∀a ∈ G, p−1(a) = R}.
Preuve. De l’inclusion KAp ⊂ KT p, valable pour toute parame´trisation
p de E, on de´duit LT K ⊂ LAK. Supposant a` partir de maintenant l’exis-
tence d’un syste`me de ge´ne´rateurs de K ayant les proprie´te´s voulues, et
de´signant par G un tel syste`me, on a en outre WG ⊂ MK : en effet,
pour toute parame´trisation p ∈ WG , il existe G ∈ G ⊂ K tel que pour
tout connexe 16 I non re´duit a` un point et inclus dans Up = R, on ait
p(I) = G. Par conse´quent, le foncteur UDC e´tant trivialement crois-
sant 17, on a
UDC(<WG >) ⊂ UDC(< LT K >) ⊂ UDC(< LAK >).
Il nous suffit donc, pour e´tablir la proposition 18 de montrer que,
sous les hypothe`ses faites, on a ne´cessairement K ⊂ UDC(< WG >) et
UDC(< LAK >) ⊂ K. Commenc¸ons par e´tablir l’inclusion
K ⊂ UDC(<WG >).
Il suffit pour cela de ve´rifier que l’on a G ⊂ UDC(< WG >), puis-
qu’on aura alors K = [G] ⊂ [UDC(< WG >)] = UDC(< WG >).
Soit donc G ∈ G, avec G non vide, de sorte que 0 < card(G) ≤ c.
L’ensemble R/Q, obtenu en quotientant les groupes additifs correspon-
dants, ayant la puissance du continu, on en de´duit l’existence d’une
surjection πG : R/Q ։ G. En composant avec la surjection canonique
16. Ou connexe par arcs, puisque dans R les deux notions sont e´quivalentes.
17. Plus il y a de parame´trisations, plus il y a de connexes par arcs.
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s : R։ R/Q, on obtient d’abord une application pG = πG ◦ s : R։ G
puis, par extension du codomaine a` E, une parame´trisation de E que
nous noterons encore pG : R → E. Or, pG ∈ WG , car la densite´
des ensembles s−1(c) pour tout c ∈ R/Q implique p−1G (g) = R pour
tout g ∈ G. A fortiori pG ∈< WG > : pG est une plaque de l’espace
diffe´ologique (E,< WG >), et par conse´quent ([11], art. 5.9) pG trans-
forme tout connexe par arcs 18 en partie connecte´e de (E,<WG >). En
particulier, pG(R) = G est donc une partie connecte´e de (E,<WG >),
autrement dit : G ∈ UDC(<WG >). Et puisque ce re´sultat reste trivia-
lement ve´rifie´ dans le cas ou` G est vide, on a bien K ⊂ UDC(<WG >).
Pour e´tablir la deuxie`me inclusion dont nous avons besoin,
UDC(< LAK >) ⊂ K,
remarquons d’abord que, d’apre`s le lemme 15 applique´ a` D =< LAK >
on a
UDC(< LAK >) = [{σ([0, 1]), σ ∈ stPaths(E,< LAK >)}]. (1)
Or, pour tout σ ∈ stPaths(E,< LAK >), on peut e´crire d’apre`s le
lemme 16 l’ensemble σ([0, 1]) ⊂ E sous la forme
σ([0, 1]) =
⋃
1≤k≤n
pk(qk(]ak, bk[)),
avec, pour tout k, qk de classe C
∞ et pk ∈ LAK. Par continuite´ de qk,
et par la de´finition de LAK qui implique que pk transforme les connexes
par arcs en connexes de E, on a σ(]ak, bk[) = pk(qk(]ak, bk[)) ∈ K. En
outre, d’apre`s les proprie´te´s des intervalles ]ak, bk[, on a pour tout k ∈
{1, ..., n−1} : ]ak, bk[∩]ak+1, bk+1[ 6= ∅, d’ou` σ(]ak, bk[)∩σ(]ak+1, bk+1[) 6=
∅. Ainsi, σ([0, 1]) peut-il s’e´crire comme l’union d’une suite finie de
connexes ∈ K telle que deux connexes successifs de cette suite soit non
vide. On en de´duit que σ([0, 1]) ∈ K, d’ou`
{σ([0, 1]), σ ∈ stPaths(E,< LAK >)} ⊂ K,
18. Les parties connecte´es des ouverts U ⊂ Rn munis de leur structure
diffe´ologique canonique sont les connexes par arcs.
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de sorte que
[{σ([0, 1]), σ ∈ stPaths(E,< LAK >)}] ⊂ K. (2)
Des relations (1) et (2), on de´duit UDC(< LAK >) ⊂ K, ce qui ache`ve
la de´monstration.

Des propositions 17 et 18, on de´duit imme´diatement le the´ore`me
suivant :
The´ore`me 19. Un espace connectif (E,K) est diffe´ologisable si et seule-
ment s’il est inte`gre et qu’il admet un syste`me G ⊂ K de ge´ne´rateurs
G ∈ G qui soient tous de cardinal card(G) ≤ c. En particulier, tout
espace connectif inte`gre (E,K) de support E tel que card(E) ≤ c est
diffe´ologisable.
Exemple 9. Tout espace discret inte`gre est diffe´ologisable ; tout espace
connectif grossier est diffe´ologisable. Les espaces connectifs usuels 19 Rn
sont diffe´ologisables, mais non pas par la diffe´ologie usuelle sur Rn
puisque pour celle-ci les parties connecte´es sont uniquement les connexes
par arcs de Rn. Aucun espace brunnien dont le support est de cardi-
nal strictement plus grand que c n’est diffe´ologisable, un tel espace ne
ve´rifiant pas les conditions ne´cessaires de la proposition 17.
Pour tout espace connectif diffe´ologisable (E,K) posons
GK = {K ∈ K, card(K) ≤ c} et LWK =WGK ,
ou` WGK de´signe la famille de parame´trisations de E qui a e´te´ associe´e
a` un tel ensemble G = GK dans la proposition 18. Autrement dit,
LWK = {f : R→ E, ∃K ∈ GK, f(R) = K et ∀a ∈ K, f−1(a) = R}.
Posons de plus
LW ((E,K)) = (E,< LWK >),
19. C’est-a`-dire ceux qui sont associe´s a` la topologie usuelle par le foncteur d’oubli
UT .
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LT ((E,K)) = (E,< LT K >),
LA((E,K)) = (E,< LAK >),
et, pour tout morphisme connectif (f : (E,K)→ (E ′,K′)) ∈
−−−→
Cncd,
LW (f) = LT (f) = LA(f) = f.
Proposition 20. Les ope´rateurs LW , LT et LA de´finis ci-dessus sur
les objets et sur les fle`ches de la cate´gorie Cncd et a` valeurs dans Diff
sont des foncteurs Cncd→ Diff .
Preuve. Pour prouver que LW est un foncteur, il suffit de ve´rifier que
tout morphisme connectif (f : (E,K) → (E ′,K′)) ∈
−−−→
Cncd est une
application lisse de (E,LWK) dans (E
′,LWK′). La ve´rification de ce
qu’en outre f est lisse de (E,LT K) dans (E
′,LT K′) et de (E,LAK)
dans (E ′,LAK′) prouvera de meˆme la fonctorialite´ de LT et de LA. Or,
pour toute parame´trisation (p : R → E) ∈ LWK, on a f ◦ p : R → E
′
qui ve´rifie f ◦ p(R) ∈ GK′ et, pour tout b ∈ f ◦ p(R), f
−1(b) 6= ∅ ⇒
(f ◦ p)−1(b) = R, de sorte que f ◦ p ∈ LWK′ . On se trouve alors dans
un cas d’application triviale du crite`re 1.73 de [11] concernant les ap-
plications lisses entre espaces diffe´ologiques dont les structures sont
engendre´es par des familles donne´es de parame´trisations, a` savoir le
cas ou` pour toute parame´trisation p de la premie`re famille, f ◦ p ap-
partient a` la seconde famille. De meˆme, pour toute parame´trisation
(p : Rn ⊃ U → E) ∈ LT K, on a (f ◦ p) ∈ LT K′ puisque toute partie
connexe (pour la topologie usuelle) de U est transforme´e par composi-
tion en une partie connexe de l’espace connectif (E ′,K′). Enfin, pour
toute parame´trisation (p : Rn ⊃ U → E) ∈ LAK, on a (f ◦ p) ∈ LAK′
puisque toute partie connexe par arcs de U est transforme´e par compo-
sition avec f en une partie connexe de l’espace connectif (E ′,K′).

La fonctorialite´ des ope´rateurs conside´re´s ci-dessus conduit a` s’in-
terroger sur l’existence d’adjonctions. Commenc¸ons par remarquer que
UDC n’admet pas d’adjoint a` gauche. En effet, on ve´rifie facilement que
le foncteur UDC ne pre´serve pas les produits
20. Conside´rons par exemple
20. Il est connu que tout foncteur qui admet un adjoint a` gauche pre´serve toute
les limites inverses, en particulier les produits.
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l’espace diffe´ologique R muni de la diffe´ologie usuelle. Alors R×R est
le plan R2 muni de la diffe´ologie usuelle 21, dont la structure connective
est constitue´e des connexes par arcs, qui sont en particulier connexes
au sens de la topologie usuelle du plan, tandis que le carre´ carte´sien
de l’espace connectif usuel R admet pour connexe toute partie de R2
dont les deux projections sont connexes, ce qui n’implique meˆme pas la
connexite´ au sens de la topologie usuelle du plan 22.
Remarque 11. Nous avons qualifie´ UDC de ≪ foncteur d’oubli ≫, car il
s’agit d’un foncteur fide`le entre cate´gories concre`tes et qu’il ne retient
qu’une partie des informations contenues dans une diffe´ologie, a` savoir la
donne´e des parties connecte´es. Mais il faut remarquer que, n’admettant
pas d’adjoint a` gauche, ce foncteur d’oubli UDC a un statut bien diffe´rent
des foncteurs d’oubli que l’on rencontre notamment en alge`bre.
Proposition 21. LA : Cncd → Diff est adjoint a` droite de UDC :
Diff → Cncd :
UDC ⊣ LA.
Preuve. E´tant donne´s (X,D) un espace diffe´ologique, (Y, κY ) un espace
connectif diffe´ologisable, et f : UDC(X,D) → (Y, κY ) une application
connective, montrons que f est lisse de (X,D) dans LA((Y, κY )) : pour
toute plaque (p : Up → X) ∈ D et tout connexe par arcs A ⊂ Up, on a
p(A) ∈ KD = UDC(D), et donc f ◦p(A) ∈ κY , ce qui prouve que (f ◦p) ∈
LAκY . Ceci e´tablit la lissete´
23 de f . D’un autre cote´, donnons-nous a`
pre´sent une application lisse g : (X,D) → LA(Y, κY ). En appliquant
le foncteur UDC a` g, on obtient que g = UDC(g) est une application
connective de UDC(X,D) dans UDC(LA(Y, κY )) = (Y, κY ). On a ainsi
e´tabli que f 7→ f est une bijection de Cncd(UDC(X,D), (Y, κY )) sur
Diff((X,D), LA(Y, κY )), et puisque cette bijection est trivialement na-
21. Puisqu’une plaque de cet espace produit est une parame´trisation dont les deux
projections sont elles-meˆmes des plaques. Sur le produit des espaces diffe´ologiques,
voir [11], art. 1.55.
22. Voir [8].
23. Je m’aperc¸ois a` l’instant qu’a` l’adjectif lisse ne correspond aucun substantif
[...] Qu’il me soit permis de cre´er le mot ≪ lissete´ ≫ pour donner une ide´e, aux
encombre´s de toute nature, de ce que peut eˆtre un corps heureux. Ame´lie Nothomb,
Le Sabotage amoureux, 1993.
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turelle, cela prouve l’adjonction annonce´e.

Remarque 12. L’adjonction UDC ⊣ LA peut eˆtre compare´e a` celle qui
a lieu entre le foncteur d’oubli de la structure topologique d’une part,
et d’autre part le foncteur qui consiste a` munir tout ensemble de la
topologie grossie`re. Et, de fait, la diffe´ologie de´finie par LA est la plus
grossie`re de celles qui pre´servent la structure connective des espaces
auxquels on applique ce foncteur.
Les re´sultats pre´ce´dents nous donnent l’occasion d’introduire la no-
tion d’application localement connective de´finie sur un espace topolo-
gique et a` valeurs dans un espace connectif, et de faire quelques re-
marques a` ce sujet.
Proposition 22. Soit (E,K) un espace connectif diffe´ologisable, et soit
LAK ⊂ Param(E) l’ensemble des parame´trisations connectives de E
tel que de´fini dans la proposition 18. Alors
LAK =< LAK > .
Preuve. Soit p ∈< LAK >, une plaque de l’espace diffe´ologique (E,
< LAK >). Pour tout connexe par arcs A ⊂ Up, p(A) est une partie
connecte´e de (E,< LAK >), autrement dit p(A) ∈ UDC(< LAK >)
d’ou`, d’apre`s la proposition 18, p(A) ∈ K. On en de´duit que p ve´rifie la
proprie´te´ qui caracte´rise les e´lements de LAK, d’ou` l’e´galite´ annonce´e.

Remarque 13. E´tant donne´ (E,K) un espace connectif diffe´ologisable, la
proposition pre´ce´dente entraine que l’ensemble LAK est une diffe´ologie,
de sorte qu’il ve´rifie en particulier l’axiome de localite´ ([11], art. 1.5) :
pour qu’une parame´trisation p : Rn ⊃ U → E transforme tout connexe
par arcs de U en connexe de E, il faut et il suffit qu’il existe un recouvre-
ment ouvert de U tel que la restriction de p a` chacun des ouverts de ce
recouvrement ve´rifie encore la meˆme proprie´te´, ce qui peut d’ailleurs se
ve´rifier directement sans difficulte´. Par contre, si on remplace ≪ connexe
par arcs ≫ par ≪ connexe ≫, on obtient un e´nonce´ qui n’est pas satisfait
32
pour tout espace topologique. Plus pre´cise´ment, e´tant donne´ (X, TX)
un espace topologique, disons qu’une application f : X → E est loca-
lement connective s’il existe un recouvrement ouvert (Xi)i∈I de X tel
que, pour tout i ∈ I, f|Xi est un morphisme connectif Xi → E, ou` Xi
est muni de la structure connective induite 24 par UT (TX). On constate
alors, comme le montre le contre-exemple suivant, qu’une application
localement connective n’est pas ne´cessairement connective : on prend
pour (X, TX) le sous-espace topologique du plan R
2 induit par la topo-
logie usuelle sur l’ensemble X ⊂ R2 de´fini par
X = (
⋃
x∈Q∗
Dx) ∪∆ ∪ {(0, 0)},
ou` l’on a pose´ ∆ = R × {1} et, Q∗ de´signant l’ensemble des ration-
nels non nuls, Dx = {x} × R ⊂ pour tout x ∈ Q
∗ ; pour espace
connectif (E,K), on prend E = {0, 1} muni de la structure connec-
tive discre`te ; et pour application f : X → E, on prend celle de´finie
par f((0, 0)) = 0 et, pour tout x 6= {(0, 0)}, f(x) = 1. Cette applica-
tion n’est pas connective, car f(X) n’est pas connexe alors que X l’est,
comme on peut le ve´rifier ainsi : s’agissant d’un espace me´trique, il suf-
fit 25 de ve´rifier que X ne peut eˆtre recouvert par deux ouverts non vides
disjoints. Soient donc A et B deux ouverts disjoints qui recouvrent X ,
avec par exemple A ∋ (0, 0). Alors A\{(0, 0)} etB sont deux ouverts dis-
joints qui recouvrent le connexe par arcs (
⋃
x∈Q∗ Dx)∪∆, et l’on a alors
A \ {(0, 0)} 6= ∅ ⇒ B = ∅. Donc X est connexe. Maintenant, ve´rifions
que f est localement connective. Conside´rons pour cela (Ui)i∈{1,2} le re-
couvrement ouvert de X de´fini par U1 = {(x, y) ∈ R
2, y > 1/4} ∩ X
et U2 = {(x, y) ∈ R
2, y < 3/4} ∩ X . L’application f e´tant constante
sur U1, elle y est ne´cessairement connective. La connectivite´ de f sur
U2 re´sulte du fait que f est constante sur chacune des composantes
connexes de U2, a` savoir d’une part les segments Dx ∩ U2, et d’autre
part le singleton {0}. Finalement, on a bien montre´ que f est locale-
ment connective mais n’est pas connective. Remarquons que l’espace
24. On ve´rifie facilement que la structure connective induite sur une partie Y ⊂ X
par la structure connective UT (TX) co¨ıncide avec la structure connective UT (TY )
associe´e a` la topologie TY induite par TX sur Y .
25. Voir l’exemple 1 relatif au foncteur VT .
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me´trique X de cet exemple n’est pas localement connexe ; nous laissons
ici ouvert le proble`me de savoir si, dans le cas ou` l’on suppose X lo-
calement connexe, en particulier si X est un ouvert d’un espace Rn,
toute application localement connective f : (X, T ) → (E,K) est, ou
non, ne´cessairement connective de UT (X, T ) dans (E,K).
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