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Zaradi nenehno narasˇcˇajocˇe kolicˇine podatkov je njihovo stiskanje vedno bolj
pomembno na podrocˇjih, kjer lahko omejitve pasovne sˇirine pri prenosih ali
prostora za shranjevanje negativno vplivajo na delovanje sistema. Ucˇinkoviti
algoritmi za stiskanje podatkov pa so lahko racˇunsko zelo zahtevni. Ogromno
racˇunskih kapacitet je na voljo v modernih graficˇnih procesnih enotah. V
delu raziˇscˇite mozˇnosti za paralelizacijo algortima deflate na graficˇni procesni
enoti in eno od njih izvedite z ogrodjem OpenCL. Vasˇo resˇitev primerjajte s
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Naslov: Stiskanje podatkov na graficˇni procesni enoti
Avtor: Tadej Ciglaricˇ
Ucˇinkoviti algoritmi za stiskanje podatkov so lahko dokaj pocˇasni. Na-
men tega dela je poizkus paralelizacije kompresijskega algoritma za izvajanje
na graficˇnih karticah. Ker graficˇne kartice vsebujejo zmogljivo vzporedno
racˇunsko enoto, bi pricˇakovali, da je mogocˇe izvajanje algoritma mocˇno po-
hitriti. Zato smo v tem delu pregledali algoritem deflate in obstojecˇe pa-
ralelne implementacije za izvajanje tega algoritma na graficˇnih procesnih
enotah. Implementirali smo sekvencˇni algoritem in ga na dva nacˇina para-
lelizirali z uporabo ogrodja OpenCL. Vse implementacije smo preizkusili na
korpusu datotek za testiranje algoritmov za stiskanje podatkov. Primerjali
smo rezultate nasˇih implementacij z obstojecˇimi paralelnimi in sekvencˇnimi
implementacijami.
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Efficient data compression algorithms can be slow. The purpose of this work
is an attempt of efficient parallelization of compression algorithm for execu-
tion on graphics processing units. Since graphics processing units contain an
efficient parallel computing unit, it is reasonable to expect speedup from such
parallelization of the algorithm. This work contains an overview of deflate
algorithm and its existing parallel implementations intended for graphics pro-
cessing units. We sequentially implemented the algorithm and parallelized it
in two different ways using OpenCL framework. The implementations were
tested on a corpus of files, intended for testing of compression algorithms. We
compared the results with existing sequential and parallel implementations.





V danasˇnjem cˇasu generiramo ogromne kolicˇine podatkov. Te podatke je po-
trebno shranjevati, pogosto pa se jih posˇilja prek mrezˇe. Diski imajo omejeno
kapaciteto, mrezˇne povezave pa omejeno pasovno sˇirino. Nadgradnje strojne
opreme so lahko drage.
Kolicˇino podatkov lahko zmanjˇsamo s stiskanjem. Podatki so pogosto
zapisani redundantno – na daljˇsi nacˇin, kot bi bilo nujno potrebno. To iz-
koriˇscˇajo kompresijski algoritmi, ki podatke zapiˇsejo na bolj zgosˇcˇen nacˇin.
Zato je pred shranjevanjem ali posˇiljanjem podatkov smiselna uporaba kom-
presije.
Kompresija je racˇunsko dokaj zahtevna. Kadar kompresijo uporabljamo
hkrati z zapisovanjem na diske ali posˇiljanjem po mrezˇi, lahko ta predstavlja
ozko grlo – omejuje hitrosti zapisovanja ali posˇiljanja. Zato bi bilo koristno,
cˇe bi lahko algoritme za stiskanje podatkov poganjali na graficˇnih karticah,
namesto na centralnih procesorjih.
Graficˇne kartice so primarno namenjene izrisovanju grafike. Sodobne mo-
dele graficˇnih kartic je mozˇno programirati, kar pomeni, da lahko na njih
izvajamo poljuben program. Za primerne algoritme – take, ki jih je mogocˇe
napisati v obliki hkratnega izvajanja enakih operacij na veliki kolicˇini podat-




Pregledali bomo specifikacije algoritma deflate in njegovih komponent, Huff-
manovega kodiranja in iskanja ponovitev LZSS.
Nato bomo implementirali sekvencˇni algoritem deflate. Za preverjanje
pravilnosti delovanja bomo implementirali tudi inflate – algoritem, ki razte-
gne z algoritmom deflate stisnjene podatke. Implementacijo bomo profilirali,
da ugotovimo, v katerem delu se porabi najvecˇ cˇasa.
Pregledali bomo, kaksˇni pristopi k paralelizaciji tega algoritma zˇe ob-
stajajo. Analizirali bomo razlicˇne mozˇnosti za paralelizacijo in ovrednotili
njihove prednosti in slabosti. Eno bomo izbrali in jo implementirali.
Paralelno implementacijo bomo testirali na razlicˇnih kolicˇinah podatkov
in merili cˇas izvajanja. Testi bodo izvedeni na podatkih iz javno dostopnega
korpusa za testiranje algoritmov za stiskanje podatkov. Vsak test bomo
izvedli desetkrat in izracˇunali povprecˇni cˇas izvajanja.
Nasˇo paralelno implementacijo bomo primerjali z obstojecˇimi se-





Kompresija je kodiranje podatkov z namenom skrajˇsanja njihovega zapisa.
Koliko se zapis skrajˇsa se meri s kompresijskim razmerjem. To je razmerje
med kolicˇino podatkov, potrebno za kompresiran zapis, in kolicˇino podat-
kov, potrebno za nekompresiran zapis. Kompresijsko razmerje je odvisno od
kompresijskega algoritma in podatkov, ki jih stiska. Popolnoma nakljucˇnih
podatkov ni mogocˇe ucˇinkovito stisniti, a podatki, ki se jih stiska, obicˇajno
niso nakljucˇni. Pogosto imajo lastnosti, kot so ponavljanje delov podatkov
in razlicˇne frekvence ponovitev znakov, s katerimi so zapisani. Predvsem ti
dve lastnosti izkoriˇscˇajo kompresijski algoritmi, da podatke zapiˇsejo na krajˇsi
nacˇin.
Poleg kompresijskega razmerja so pomombne lastnosti kompresijskih al-
goritmov tudi hitrost stiskanja, hitrost raztegovanja in kolicˇina pomnilnika,
ki ga potrebujejo. Hitrost stiskanja ali razsˇirjanja je razmerje med kolicˇino
nestisnjenih podatkov, ki jih algoritem stisne ali razsˇiri, in cˇasom, ki ga za to
porabi. Cˇe zˇelimo izboljˇsati eno izmed teh sˇtirih lastnosti, lahko to obicˇajno
storimo le na racˇun ene ali vecˇih izmed preostalih.
Obstajajo izgubni in brezizgubni kompresijski algoritmi. Brezizgubni
kompresijski algoritmi zapiˇsejo podatke tako, da v podatkih po stiskanju
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in raztegovanju ni nobenih sprememb. Izgubna kompresija pa lahko podatke
nekoliko spremeni – pojavijo se izgube. Zato izgubna kompresija ni primerna
za vse vrste podatkov, pacˇ pa le za take, kjer so manjˇse spremembe nemotecˇe.
Obstajajo specializirani izgubni algoritmi za stiskanje dolocˇenih vrst podat-
kov, na primer za zvok, slike in video posnetke, ki obicˇajno dosegajo boljˇsa
kompresijska razmerja od brezizgubnih.
2.1.1 LZ77 in LZSS
LZ77 [14] je kompresijski algoritem, ki deluje tako, da nizov, ki se v vho-
dnih podatkih ponovijo vecˇkrat, ne zapiˇse vsakicˇ v celoti, ampak v drugi
ali kasnejˇsi ponovitvi istega niza zapiˇse niz z referenco na prejˇsnjo ponovi-
tev. Znake, ki niso del ponovljenega niza, zapiˇse dobesedno. Ime LZ77 je
sestavljeno iz zacˇetnic priimkov avtorjev – Lempel in Ziv ter letnice objave
1977.
Zakodirani podatki so sestavljeni iz vhodnih znakov in referenc na pono-
vitve. Referenca je sestavljena iz para (odmik, dolˇzina). To pomeni, da je
zacˇetek ponovljenega niza oddaljen za odmik nekodiranih znakov in je dolg
dolˇzina znakov.
Originalni algoritem predvideva, da v kompresiranih podatkih referenci
vedno sledi znak vhodne abecede in vhodnemu znaku referenca. Cˇe sta v
vhodnih podatkih dva zaporedna znaka, ki nista del ponovitev, bosta v kom-
presiranih podatkih zapisana dobesedno, med njima pa bo referenca (0,0 ).
Na ta nacˇin se izognemo problemu, ki bi drugacˇe nastal pri dekodiranju, cˇe
ne bi bilo dolocˇeno, ali dolocˇen del kompresiranih podatkov predstavlja refe-
renco ali nekodirane znake. Cˇe je v vhodnih podatkih malo ponovitev, lahko
dodatne reference povzrocˇijo, da kompresija podaljˇsa zapis, namesto da bi
ga skrajˇsala.
To tezˇavo mocˇno omili nadgrajeni algoritem LZSS [13]. Ta dolocˇa, da
je v kompresiranih podatkih pred vsakim znakom ali referenco en bit, ki
pove, ali mu sledi referenca ali znak vhodne abecede. S tem se odpravi
potreba po fiksnem vrstnem redu znakov vhodne abecede in frekvenc, zato
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se reference uporablja le tam, kjer porabi za njihov zapis manj bitov, kot bi
jih za ponovljen niz.
Za kompresijo LZSS uporabljamo drsecˇe okno (angl. sliding window).
Drsecˇe okno sestavljajo zadnji vhodni znaki, ki so zˇe bili skompresirani,
dolgo pa je toliko, kolikor je najvecˇji dovoljeni odmik pri zapisu reference
na ponovitev.
V drsecˇem oknu algoritem iˇscˇe ponovitve niza, ki se zacˇnejo s prvim sˇe
ne skompresiranim znakom. Cˇe je najdaljˇsa ponovitev krajˇsa, kot bi bil
njen zapis z referenco, na izhod zapiˇse trenutni znak in se premakne na
naslednji znak. Za eno mesto naprej premakne tudi drsecˇe okno. Cˇe pa je
ponovitev daljˇsa od reference, se na izhod zapiˇse referenca. Algoritem se
premakne naprej za toliko znakov, kot je dolga ponovitev. Za enako sˇtevilo
znakov premakne tudi drsecˇe okno. Ta postopek se ponavlja, dokler niso
skompresirani vsi podatki.
Iskanje ponovitev z izcˇrpnim preiskovanjem vseh mozˇnih podnizov v
drsecˇem oknu je racˇunsko zelo zahtevno. Zato za iskanje ponovljenih nizov
vecˇinoma uporabljamo podatkovne strukture, ki omogocˇajo, da niz primer-
jamo le z nekaterimi izmed podnizov v drsecˇem oknu, vecˇino pa jih lahko
vnaprej zavrzˇemo.
Primer take strukture je zgosˇcˇevalna tabela (angl. hashtable). Za iska-
nje ponovitev je implementirana kot tabela, v kateri so shranjeni kazalci na
mesta, kjer se zacˇnejo posamezni nizi. Ponovitev niza poiˇscˇemo tako, da
izracˇunamo vrednost zgosˇcˇevalne funkcije za prvih nekaj bajtov tega niza.
Ta vrednost je indeks, kje v tabeli se nahaja kazalec na prejˇsnji niz z enakim
zacˇetkom. Da je to mogocˇe, je potrebno vrednost v zgosˇcˇevalni tabeli poso-
dobiti vsakicˇ, ko se drsecˇe okno premakne naprej. Za vse nize, ki se zacˇnejo z
znaki, ki so se premaknili v drsecˇe okno, je potrebno vnesti kazalce v tabelo.
Z uporabo zgosˇcˇevalne tabele je mogocˇe hitro najti lokacijo zadnjega niza
z istim zacˇetkom. Cˇe zˇelimo iskati tudi prejˇsnje nize z istimi zacˇetnimi znaki,
lahko uporabimo verizˇno tabelo (angl. chain array). V tej je en vnos za vsak
znak (ali vecˇ zaporednih znakov) v drsecˇem oknu. V tabeli je na mestu, ki
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ustreza temu znaku, kazalec na prejˇsnje mesto v drsecˇem oknu, kjer se niz
zacˇne z enakimi znaki.
Raztegovanje podatkov, zapisanih s kodom LZSS, je preprosto. Cˇe je v
stisnjenih podatkih naslednji nekodiran znak, ga prepiˇsemo na izhod. Cˇe
je naslednja ponovitev, na izhod skopiramo dolˇzina znakov, ki so v izhodni
tabeli oddaljeni za odmik.
2.1.2 Huffmanov kod
Huffmanov kod [9] vsakemu mozˇnemu vhodnemu znaku priredi ne nujno za
vse znake enako dolgo zaporedje bitov, s katerim se ga zakodira – kodno za-
menjavo. Je prefiksni kod, kar pomeni, da za vse kodne zamenjave, ki pred-
stavljajo znake, velja, da se nobena kodna zamenjava ne ponovi na zacˇetku
druge. To je zadosten pogoj, da je mogocˇe ob poznavanju koda zakodirane
podatke enolicˇno dekodirati brez dodatnih podatkov [11].
Algoritem kot vhodne podatke prejme pogostosti vhodnih znakov in vsa-
kemu znaku dolocˇi kodno zamenjavo tako, da dobijo pogostejˇsi znaki krajˇse
zamenjave. Ob predpostavkah, da vsak znak kodiramo s celim sˇtevilom bi-
tov in da verjetnost pojavitve posameznega znaka ni odvisna od predhodnih
znakov, je Huffmanov kod optimalen – ne obstaja drug kod, ki bi sporocˇilo
zakodiral z manj biti [11]. V praksi predpostavka, da verjetnost pojavitve
posameznega znaka ni odvisna od predhodnih znakov vecˇinoma ne drzˇi, ob-
stajajo pa tudi kodi, ki znakov ne kodirajo nujno s celim sˇtevilom bitov, a je
Huffmanov kod kljub temu uporaben.
Za konstrukcijo koda potrebujemo frekvence ponovitev vseh vhodnih zna-
kov. V vsakem koraku poiˇscˇemo dva znaka, ki imata najmanjˇsi (nenicˇelni)
frekvenci, in ju zdruzˇimo v nov znak. To storimo tako, da oba znaka odstra-
nimo iz seznama, vanj pa dodamo nov znak s frekvenco, ki je vsota frekvenc
zdruzˇenih znakov. Za nov znak si oznacˇimo iz katerih dveh znakov je narejen.
Postopek ponavljamo, dokler ne dobimo enega samega znaka. Tako dobimo
Huffmanovo drevo.
Znaku v korenu dolocˇimo kodno zamenjavo, dolgo 0 bitov. Nato dodelimo
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znakoma, iz katerih je bil sestavljen, za en bit daljˇsi kodni zamenjavi. Biti
v teh dveh zamenjavah so, razen zadnjega, enaki zamenjavi znaka, ki ga
sestavljata. Zadnji bit je v zamenjavi enega izmed znakov enak 0, v zamenjavi
drugega 1. Vsakicˇ ko sestavljenemu znaku dodelimo kodno zamenjavo, na
njem ponovimo isti postopek. Tako dobimo kodne zamenjave za vse vhodne
znake.
Kodiranje s Huffmanovim kodom je enako kot s katerimkoli prefiksnim ko-
dom. Za vsak znak v vhodnih podatkih se na izhod zapiˇse kodno zamenjavo,
ki ustreza temu znaku.
Za dekodiranje podatkov zapisanih s Huffmanovim kodom potrebujemo
Huffmanovo drevo, s katerim so bili podatki zakodirani. Pri dekodiranju
zacˇnemo v korenu drevesa in podatke beremo bit po bit. Vsak bit dolocˇa
v katero vejo drevesa se premaknemo. Ko pridemo do lista, smo dekodirali
znak v tem listu. Ponovno se premaknemo v koren drevesa in nadaljujemo
postopek.
Ker pri dekodiranju potrebujemo Huffmanovo drevo, ga je potrebno za-
pisati zraven zakodiranih podatkov. Kolicˇino podatkov, ki jih porabimo za
zapis, lahko zmanjˇsamo, cˇe uporabumo kanonicˇni Huffmanov kod [11]. V
splosˇnem za neko sporocˇilo obstaja vecˇ razlicˇnih Huffmanovih kodov. Ka-
nonicˇni kod ima dodatne omejitve, ki ga za podane frekvence ponovitev vho-
dnih znakov enolicˇno definirajo. Za zapis kanonicˇnega Huffmanovega koda
ni potreben zapis celotnega Huffmanovega drevesa, ampak ga je mogocˇe kon-
struirati le iz dolzˇin kodnih zamenjav vhodnih znakov.
Za konstrukcijo kanonicˇnega koda uporabimo isti algoritem, kot za polju-
ben Huffmanov kod, vendar ne uporabimo dobljenih kodnih zamenjav, ampak
le njihove dolzˇine. Znake sortiramo najprej po dolzˇini kodnih zamenjav in
nato po abecedi. V tem vrstnem redu znakom po narasˇcˇajocˇem vrstnem redu
dodeljujemo kodne zamenjave. Prvi znak dobi zamenjavo sestavljeno iz sa-
mih nicˇel. Naslednjemu znaku zacˇasno dodelimo naslednjo kodno zamenjavo
iste dolzˇine. Operacija naslednika nad kodnimi zamenjavami je definirana,
cˇe na njih gledamo kot na sˇtevila v dvojiˇskem zapisu. Cˇe mora imeti znak
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daljˇso kodno zamenjavo od prejˇsnjega, njegovi kodni zamenjavi z desne do-
damo ustrezno sˇtevilo nicˇel. Cˇe gledamo na kodne zamenjave kot na binarna
sˇtevila, je to enakovredno operaciji zamika v levo za toliko bitov, kolikor se
dolzˇina zamenjav zaporednih znakov razlikuje.
2.1.3 Deflate
Deflate [7] je algoritem za stiskanje podatkov, ki zdruzˇuje algoritma LZSS
in Huffmanovo kodiranje. Razvit je bil za stiskanje splosˇnih podatkov v
datoteke zip. Sˇe vedno je najpogosteje uporabljen algoritem v datotekah zip.
Uporablja se tudi v datotekah png. Uporaba je opcijska v datotekah pdf in
pri komunikaciji z uporabo protokola SSL/TLS ali HTTP. Na formatu zip je
osnovan tudi zapis v datoteke jar (java arhiv), odt (OpenOffice dokument)
in swf (Shockwave Flash).
Vhodne podatke se najprej zakodira z algoritmom LZSS, pri katerem je
dolzˇina ponovitev omejena na najmanj 3 in najvecˇ 258 znakov. Za en znak se
uporabi en bajt podatkov. Dobljene ponovitve in znake se zakodira z dvema
kanonicˇnima Hufmanovima kodoma. En se uporabi za kodiranje odmikov
ponovitev, drugi pa za kodiranje dolzˇin in znakov, ki niso del ponovitev.
Huffmanovo drevo za dolzˇine in znake se sestavi iz 286 vhodnih znakov.
Prvih 256 jih predstavlja osnovne znake, ki niso del ponovitev. Ena znak
predstavlja konec bloka, preostale pa se uporabli za zapis dolzˇin. Ker je
mozˇnih dolzˇin vecˇ kot je znakov za njihov zapis, se jih z istim znakom zapiˇse
vecˇ. Za locˇevanje med dolzˇinami, ki se jih zapiˇse z istim znakom, se uporabi
dodatne, nekodirane bite, ki sledijo znaku. Sˇtevilo dodatnih bitov je odvisno
od kodiranega znaka in je manjˇse za znake, ki predstavljajo krajˇse dolzˇine.
Tako se za zapis krajˇsih dolzˇin porabi manj dodatnih bitov. Prav tako se na
kratko zapiˇse najdaljˇso dolzˇino, ki se uporablja, cˇe so v vhodnih podatkih
daljˇsi nizi enakih znakov. Za njen zapis se ne uporabi dodatnih bitov.
Za kodiranje odmikov se uporabi Huffmanovo drevo, sestavljeno iz 30
znakov. Tudi za dolocˇitev natancˇnega odmika se uporablja dodatne bite,
podobno, kot pri kodiranju dolzˇin. Za razliko od dolzˇin ni najdaljˇsi odmik
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nicˇ posebnega in nima manjˇsega sˇtevila dodatnih bitov. Natancˇno sˇtevilo
dodatnih bitov za posamezen znak in katere dolzˇine in odmiki se zapiˇsejo z
istimi znaki je razvidno iz tabel v [7]. Cˇe se v bloku uporabi samo en odmik,
se tega zapiˇse s kodo 0 (dolgo 1 bit), koda 1 pa ni uporabljena.
Huffmanove kode v algoritmu deflate so omejene na 15 bitov. S tem, da
je njihova dolzˇina omejena, se zagotovi, da se za zapis posamezne kode lahko
uporabi fiksna kolicˇina pomnilnika.
Kodirani podatki so razdeljeni v bloke. V vsakem bloku se za kodiranje
lahko uporabita drugacˇen Huffmanov kod. Prvi bit bloka pove, ali je trenu-
tni blok zadnji. Nato sledita dva bita, ki dolocˇata tip kompresije v bloku.
Mozˇnosti so tri, cˇetrta kombinacija bitov se ne uporablja.
Mozˇen je nekodiran blok. To mozˇnost uporabimo, cˇe bi se zaradi kodi-
ranja kolicˇina podatkov povecˇala. V tem primeru naslednje bite do konca
bajta ignoriramo. Tako so nadaljnjni podatki poravnani na bajt. Sledi 16-
bitno nepredznacˇeno sˇtevilo in negacija tega sˇtevila. To sˇtevilo pove koliko
bajtov nekodiranih podatkov je v tem bloku. Nato so v bloku sami podatki.
Ker njihovo dolzˇino zapiˇsemo s 16 bitnim sˇtevilom, jih je lahko najvecˇ 64
kilobajtov.
Naslednja mozˇnost je blok kodiran s staticˇnim kodom. V specifikaciji
[7] ga imenujejo Huffmanov kod, a gre le za vnaprej dolocˇen prefiksni kod.
To mozˇnost uporabimo predvsem za zapis kratkih blokov, kjer bi z zapi-
som Huffmanovega drevesa pridobili vecˇ podatkov, kot bi jih prihranili z
bolj ucˇinkovitim sproti izracˇunanim Huffmanovim kodom. Sledijo podatki
zapisani z staticˇnim kodom, ki jim sledi znak za konec bloka.
Zadnja in najuporabnejˇsa mozˇnost je kodiranje z dinamicˇnim Huffmano-
vim kodom. Pri uporabi te mozˇnosti na zacˇetek bloka zapiˇsemo Huffmanovi
drevesi - drevo za kodiranje dolzˇin in znakov ter drevo za kodiranje odmi-
kov. Dolzˇine kodnih zamenjav, ki sestavljajo drevesi, kodiramo s kanonicˇnim
Hufffmanovim kodom. Poleg dolzˇin kodnih zamenjav, so v vhodni abecedi
sˇe trije dodatni znaki. Prvi znak predstavlja ponovitev prejˇsnjga znaka 3-6
krat, natancˇna vrednost pa je dolocˇena z dvema dodatnima bitoma. Pre-
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ostala dva znaka uporabljamo za zapis vecˇih zaporednih dolzˇin, enakih 0.
Prvega, skupaj s tremi dodatnimi biti uporabimo za 3-10 ponovitev, dru-
gega, skupaj s 7 dodatnimi biti, pa za 11-128 ponovitev. Nato izracˇunamo
frekvence ponovitev vhodnih znakov, iz njih zgeneriramo novo Huffmanovo
drevo, ki ima dolzˇino kodnih zamenjav omejeno na 7 bitov.
Na zacˇetku zapisa drevesa so tri sˇtevila. Prvo, 5-bitno sˇtevilo sesˇteto
z 257, pove koliko je zakodiranih dolzˇin drevesa za zapis dolzˇin in vhodnih
znakov, ki niso del ponovitev. Cˇe jih je manj kot 286, je to prvih nekaj
dolzˇin, preostale so enake 0. Naslednje, 5-bitno sˇtevilo sesˇteto z 1, pove
koliko je zakodiranih dolzˇin drevesa za zapis odmikov. Cˇe jih je manj kot 30,
so preostale enake 0. Zadnje, 4-bitno sˇtevilo sesˇteto s 4, pove koliko je dolzˇin,
s katerimi je zapisano drevo za zapis drugih dveh Huffmanovih dreves. Cˇe
jih je manj kot 19, so preostale dolzˇine enake 0. Sledijo s 3-bitnimi sˇtevili
zapisane dolzˇine kodnih zamenjav koda za zapis Huffmanovih dreves. Na
koncu sta sˇe s tem kodom kodirani Huffmanovi drevesi, najprej drevo za
zapis dolzˇin in nekodiranih znakov, nato pa drevo za zapis odmikov. Po
drevesih so zapisani zakodirani podatki, ki jim sledi znak za konec bloka.
2.2 Splosˇno procesiranje na graficˇnih proce-
snih enotah
2.2.1 Arhitektura graficˇnih procesnih enot
Prvotni namen graficˇnih kartic je izrisovanje 3D grafike in temu so tudi
strojno prilagojene. Za izisovanje predvsem kompleksnejˇsih scen velja, da
se enake racˇunske operacije ponavljajo na veliki kolicˇini podatkov. Najprej
je potrebno 3D koordinate ogliˇscˇ trikotnikov, iz katerih je sestavljena scena,
preslikati na dvodimenzionalen zaslon. Trikotnike, ki so povsen izven ekrana,
izlocˇimo, od tistih, ki pa so vidni le delno, obdrzˇimo le vidni del. Nato triko-
tnike rasteriziramo – dolocˇimo katere piksle na zaslonu pokrivajo in izlocˇimo
tiste piksle na trikotniku, ki niso vidni, ker jih prekriva drug trikotnik. Na
Diplomska naloga 11
koncu za vsak piksel na ekranu izracˇunamo barvo glede na osvetlitev in ma-
terial, ki ga predstavlja.
Sodobni monitorji imajo vecˇinoma vecˇ kot milijon pikslov, kompleksne
scene pa imajo lahko hkrati vidnih vecˇ milijonov trikotnikov. Za tekocˇo
uporabniˇsko izkusˇnjo je potrebno izrisati novo sliko vsaj tridesetkrat, sˇe raje
pa sˇestdesetkrat na sekundo. Zato, da lahko graficˇne kartice dosezˇejo toliko
izrisanih slik v eni sekundi, je njihova strojna zasnova ustrezno prilagojena.
Najpomembnejˇsi del graficˇnih kartic je graficˇna procesna enota. Osnovna
enota graficˇnih procesnih enot, ki lahko izvrsˇuje ukaze, je procesni element
(angl. processing element, PE ). Vsak procesni element ima svoj blok regi-
strov, ki pa jih je lahko mnogo vecˇ, kot je obicˇajno za eno jedro v centralnih
procesnih enotah. Vecˇ procesnih elementov skupaj sestavlja racˇunsko enoto
(angl. compute unit). Vsaka racˇunska enota vsebuje blok lokalnega pomnil-
nika, kontrolno enoto in sˇe nekatere druge enote, ki so pomembnejˇse za izri-
sovanje grafike, kot za splosˇno racˇunanje. Ker si procesni elementi v racˇunski
enoti delijo eno kontrolno enoto, ne morejo hkrati izvrsˇevati razlicˇnih ukazov
[2, 1]. V novejˇsih graficˇnih karticah vsebujejo racˇunske enote tudi manjˇso
kolicˇino predpomnilnika, ki se uporablja pri dostopih do glavnega pomnil-
nika. Graficˇne kartice, ki niso vgrajene v centralne procesorje, imajo svoj
globalni pomnilnik, vgrajene pa si globalni pomnilnik delijo s pomnilnikom
centralnega procesorja.
2.2.2 OpenCL
OpenCL [6] je odprtokodno ogrodje za pisanje paralelnih programov, ki ga
vzdrzˇuje skupina Khronos. Programski vmesnik (angl. aplication program-
ming interface, API ) je standardiziran, implementacija pa je prepusˇcˇena
proizvajalcem racˇunskih naprav. Na ta nacˇin je dosezˇeno, da je mogocˇe na
enak nacˇin delati z zelo raznolikimi racˇunskimi napravami. OpenCL pod-
pirajo mnoge naprave, predvsem vecˇina novejˇsih graficˇnih kartic, centralni
procesorji in sˇe nekatere druge naprave.
Skupina Khronos dolocˇa programsko knjizˇnico za jezika C in C++, obsta-
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jajo pa tudi neuradne knjizˇnice za vecˇino razsˇirjenih programskih jezikov. Od
knjizˇnice program izve, za katere platforme so na racˇunalniku prisotni gonil-
niki OpenCL. Prek knjizˇnice od gonilnikov izve, katere racˇunske naprave so
na voljo in specifikacije teh naprav. Glede na te podatke lahko program izbere
eno ali vecˇ naprav na katerih bo poganjal program OpenCL – sˇcˇepec (angl.
kernel). Za izbrane naprave ustvari kontekst OpenCL in ukazno vrsto ter
zanje prevede sˇcˇepec. Za prevajanje poskrbi gonilnik OpenCL za napravo,
za katero se prevaja. Obstaja tudi mozˇnost uporabe vnaprej prevedenega
sˇcˇepca, a podpora te opcije s strani proizvajalcev naprav ni obvezna.
Ob zagonu sˇcˇepca mu dolocˇimo dimenzije izvajanja. Dimenzije dolocˇajo
skupno sˇtevilo niti – poimenovanih delovne enote (angl. work item) in kako
so razdeljene v delovne skupine. Razdelitev niti v skupine je pomembna,
ker se niti znotraj posamezne skupine izvajajo na isti racˇunski enoti. Niti v
isti delovni skupini si delijo tudi lokalni pomnilnik, prek katerega je mogocˇa
hitrejˇsa komunikacija med nitmi, kot prek globalnega pomnilnika.
Cˇe je sˇcˇepec zagnan na centralnem procesorju, je ena racˇunska enota eno
procesorsko jedro [5]. Prevajalnik lahko vektorizira sˇcˇepec tako, da lahko eno
procesorsko jedro z uporabo vektorske enote hkrati izvaja racˇunske operacije
vecˇih delovnih enot. Zato je izvajanje najbolj ucˇinkovito, cˇe je v posamezni
delovni skupini vsaj toliko niti, kot je v eni racˇunski enoti procesnih elemen-
tov, oziroma kolikor je sˇirina vektorske enote v centralnem procesorju.
Na graficˇni kartici eno delovno skupino izvaja ena racˇunska enota. Posa-
mezne delovne enote se izvajajo na procesnih elementih.
Niti v razlicˇnih delovnih skupinah se ne izvajajo nujno hkrati, na primer
cˇe je delovnih skupin vecˇ kot racˇunskih enot. Hkrati se izvajajo le niti, ki so
v eni podskupini (angl. subgroup), vrstni red izvajanja podskupin ni pred-
pisan. Obicˇajno se na graficˇnih karticah zacˇne izvajati druga podskupina,
ko prva cˇaka, da bodo podatki, ki jih je zahtevala iz globalnega pomnilnika
pripravljeni. Zato obicˇajno vecˇja sˇtevila delovnih enot v delovni skupini pri-
pomorejo k hitrejˇsemu izvajanju. Velikost podskupine ni nastavljiva in je
odvisna od strojne opreme, na kateri se izvaja sˇcˇepec. Zato ogrodje OpenCL
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podpira sinhronizacijo niti znotraj posamezne delovne skupine. Na graficˇnih
karticah bi bila sinhronizacija vseh niti v sˇcˇepcu cˇasovno zahtevna, zato je
ogrodje OpenCL ne podpira.
Sˇcˇepec mora biti napisan v jeziku OpenCL C. To je jeziku C podoben pro-
gramski jezik, osnovan na standardu C99 z nekaj omejitvami in razsˇiritvami.
Glavne omejitve so, da ne podpira kazalcev na funkcije, rekurzije in stan-
dardne knjizˇnice. Razsˇirjen pa je z vektorskimi spremenljivkami in mate-
maticˇnimi funkcijami, ki podpirajo skalarne in vektorske argumente. Podpira
tudi funkcije za atomicˇne dostope do pomnilnika in nove kljucˇne besede, s
katerimi se spremenljivkami dolocˇi v katerem nivoju pomnilnika so zapisane.
Poleg obveznih obstajajo tudi opcijske razsˇiritve. Nekatere so predpisane
s strani skupine Khronos, druge lahko definirajo proizvajalci racˇunskih na-
prav sami. Ena izmed neobveznih razsˇiritev je podpora 64-bitnih sˇtevil v
zapisu s plavajocˇo vejico.
2.2.3 CUDA
CUDA [3] je ogrodje za programiranje graficˇnih kartic, razvita s strani podje-
tja Nvidia. Zato za razliko od ogrodja OpenCL kot racˇunske naprave podpira
le graficˇne kartice podjetja Nvidia.
Uradno obstaja programska knjizˇnica CUDA za jezike C, C++ in For-
tran, neuradne verzije pa tudi za vecˇino drugih razsˇirjenih programskih je-
zikov. Podobno kot pri ogrodju OpenCL, program od knjizˇnice izve katere
racˇunske naprave so na voljo. Razlika pa je, da ogrodje CUDA vedno podpira
vnaprej prevedene programe. Pri prevajanju je potrebno le dolocˇiti racˇunsko
sposobnost (angl. compute capability) ciljnih naprav in ni potrebno locˇeno
prevajanje za vsako napravo.
Sˇcˇepci CUDA so napisani v jeziku CUDA C++. Osnovan je na jeziku
C++ in ima manj omejitev kot jezik OpenCL C. Natancˇne zmogljivosti in
omejitve so odvisne od racˇunske sposobnosti ciljne graficˇne kartice.
Terminologija CUDA se nekoliko razlikuje od terminologije OpenCL. De-
lovno enoto imenujejo nit (angl. thread), delovni skupini se recˇe blok niti
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(angl. thread block), podskupini ovoj (angl. wrap), za sˇcˇepec se uporablja
ista beseda. Za globalni pomnilnik se uporablja isti izraz, lokalnemu pomnil-
niku recˇejo deljeni, privatnemu pa lokalni.
Tudi za komponente graficˇne kartie se uporablja nekoliko drugacˇne iz-
raze. Procesni element imenujejo pretocˇni procesor (angl. streaming pro-
cessor, SP), racˇunski enoti se recˇe pretocˇni multiprocesor (angl. streaming
multiprocessor, SM ).
2.2.4 Druge platforme za splosˇno procesiranje na
graficˇnih procesnih enotah
Preden sta obstajali ogrodji OpenCL in CUDA smo lahko programe za
graficˇne kartice pisali samo kot sencˇilnike (angl. shader). Sencˇilniki so name-
njeni prvenstveno izrisovanju, kljub temu pa je mogocˇe v obliki sencˇilnikov
zapisati tudi splosˇne, z grafiko nepovezane programe. Novejˇse verzije knjizˇnic
OpenGL in DirectX omogocˇajo uporabo racˇunskih sencˇilnikov (angl. com-
pute shader). Te naredijo pisanje z grafiko nepovezanih programov nekoliko
lazˇje, kot je uporaba sencˇilnikov fragmentov (angl. fragment shader). Cˇe se
uporablja sencˇilnike fragmentov, je potrebno vse vhodne in izhodne podatke
zapisati v teksture – polja niso podprta. Poleg tega sencˇilniki fragmentov
ne dopusˇcˇajo eksplicitne uporabe lokalnega pomnilnika in sinhronizacije med
nitmi v isti delovni skupini. Zato je tezˇje optimizirati program - uporaba lo-
kalnega pomnilnika je odvisna od optimizacij, ki jih naredi gonilnik graficˇne
kartice. Vseeno sencˇilnike fragmentov lahko uporabljamo, cˇe moramo pod-
pirati tudi starejˇse graficˇne kartice, ki ne podpirajo racˇunskih sencˇilnikov.
Za pisanje sencˇilnikov uporabljamo programski jezik GLSL, cˇe upora-
bljamo knjizˇnico OpenGL ali jezik HLSL pri uporabi knjizˇnice DirectX. Oba
sta podobna jeziku C in sta namenjena pisanju sencˇilnikov – predvsem za
izrisovanje grafike.
Microsoftova tehnologija C++ AMP (angl. accelerated massive paralle-
lism – pospesˇen masovni paralelizem) omogocˇa pisanje paralelnih programov
za graficˇne kartice kot del obicˇajnega programa C++. Funkcije, ki so name-
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njene izvajanju na graficˇni kartici, se prevedejo v racˇunski sencˇilnik DirectX,
ki se izvaja na graficˇni kartici. Podpira sinhronizacijo niti v delovni skupini
– ki jo imenujejo plosˇcˇica (angl. tile) – ne pa eksplicitne uporabe deljenega
pomnilnika. Zaradi uporabe sencˇilnikov DirectX je uporaba omejena na ope-
racijski sistem Windows.
Poleg nasˇtetih obstajajo sˇe druge platforme za racˇuanje na graficˇnih
procesnih enotah. Vecˇinoma so eksperimentalni projekti, ki prevedejo
viˇsjenivojski jezik v jezik OpenCL C ali jezik CUDA C++, lahko pa tudi
v sencˇilnik. Vecˇinoma ne dopusˇcˇajo tako natancˇnega nadzora nad izrabo
strojne opreme kot ogrodji OpenCL in CUDA ter racˇunski sencˇilniki, kar
povzrocˇi nekoliko pocˇasnejˇse izvajanje programov, ki jih uporabljajo.
2.3 Obstojecˇe paralelne implementacije algo-
ritma deflate za izvajanje na graficˇnih
karticah
Implementacij algoritma deflate za izvajanje na graficˇnih karticah ni veliko,
obstaja pa vecˇ implementacij njegovih komponent – algoritma LZSS in Huff-
manovega kodiranja.
Implementacija algoritma LZSS, poimenovana CULZSS [12] je narejena
v ogrodju CUDA. Algoritem so paralelizirali na dva nacˇina. Prva verzija po-
datke razdeli med niti, vsaka nit stisne svoj del in zapiˇse rezultat v svoj del
globalnega pomnilnika. Rezultate posameznih niti zdruzˇi sekvencˇno. Druga
verzija razdeli podatke med delovne skupine. Med niti znotraj delovne sku-
pine je delo razdeljeno tako, da vsaka nit iˇscˇe ponovitve nizov, ki se zacˇnejo
z zaporednimi vhodnimi znaki.
Obe implementaciji za iskanje ponovitev uporabljata preiskovanje vseh
podnizov v drsecˇem oknu. V testih so uporabljali velikost drsecˇega okna
128 bajtov. Testirani sta bili na graficˇni kartici GeForce GTX 480 na petih
sklopih podatkov velikih 128 MB.
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Odvisno od tipa podatkov je prva implementacija dosegla hitrost stiska-
nja 17-260 MB/s, druga pa 8-37 MB/s. Primerjali so jih z svojo sekvencˇno in
paralelno implementacijo istega algoritma ter programom bzip2, ki so se iz-
vajali na centralnem procesorju Intel Core i7 920. Odvisno od tipa podatkov,
so pohitritve med paralelno impementacijo na procesorju in graficˇni kartici
do 160 kratne. V najslabsˇem primeru obe implementaciji dosegata priblizˇno
enake hitrosti. V primerjavi z bzip2 so pohitritve sˇe vecˇje. A program bzip2
uporablja popolnoma drug kompresijski algoritem, ki dosega bistveno boljˇsa
kompresijska razmerja.
Algoritem GLZSS [15] je prav tako izvedba algoritma LZSS, narejena v
ogrodju CUDA. Za iskanje ponovljenih nizov uporablja zgostitveno tabelo.
Za vsako mozˇno vrednost zgosˇcˇevalne funkcije je v tabeli prostor za en vnos.
Tako je za vsak niz mozˇno poiskati samo zadnji niz, katerega zacˇetek se zgosti
v isto vrednost. Tako je mozˇno da je bil vnos za daljˇsi ponovljen niz prepisan
z vnosom za krajˇsega, ali celo z vnosom za niz, ki sploh ni ponovitev, ampak
se le njegovi prvi 4 bajti zgostijo v isto vrednost.
Drsecˇe okno, v katerem se iˇscˇe ponovitve, ima nastavljivo velikost do 64
kilobajtov. Podatke razdelijo med podskupine. Na ta nacˇin dosezˇejo, da med
nitmi ni potrebe po sinhronizaciji – niti, ki delajo na istem kosu podatkov,
se vedno izvajajo hkrati. To je mozˇno, ker ogrodje CUDA podpira samo
eno platformo – graficˇne kartice Nvidia, ki imajo velikost podskupine vedno
enako 32. V ogrodju OpenCL tak program verjetno ne bi pravilno deloval
na vseh implementacijah, saj so lahko velikosti podskupin razlicˇne. Kako
natancˇno si niti znotraj ovoja razdelijo delo, iz zapisanega v cˇlanku [15] ni
popolnoma jasno.
Zgoraj opisani osnovni algoritem nadgradijo v verzijo, poimenovano
oznacˇevalni GLZSS (angl. GLZSS-tagging). V tej verziji zmanjˇsajo sˇtevilo
vejitev, v katerih bi lahko niti v isti podskupini izbrale razlicˇne veje izvajanja.
Na ta racˇun ima oznacˇevalna verzija nekoliko slabsˇe kompresijsko razmerje,
a vecˇjo hitrost stiskanja v primerjavi z osnovno.
Oba algoritma so testirali na graficˇni kartici GeForce GTX 590. Upo-
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rabili so testne datoteke velikosti 32 do 200 megabajtov, z razlicˇno vse-
bino. Osnovni algoritem je dosegel hitrosti stiskanja od 110 do 160 MB/s.
Oznacˇevalna verzija je dosegla od 140 do 210 MB/s.
Cˇlanek [16] opisuje implementacijo algoritma deflate v ogrodju CUDA.
Osnovana je na implementaciji GLZSS, ki ji je dodano paralelno Huffmanovo
kodiranje.
Histograme vhodnih znakov za Huffmanovo kodiranje izracˇuna sproti, ko
kodira vhodne podatke z LZSS. Pri gradnji Huffmanovih dreves histograme
sortira z uporabo paralelnega bitonicˇnega sortirnega algoritma (angl. bitonic
sorting algorithm). S sortiranimi histogrami lahko zgradi Huffmanovi drevesi
v linearnem cˇasu glede na sˇtevilo vhodnih znakov.
Huffmanovo kodiranje poteka tako, da vsaki niti dodeli en simbol. Ta je
lahko referenca na ponovitev ali nekodiran znak. Nit poiˇscˇe ustrezno kodno
zamenjavo in cˇe gre za referenco, zdruzˇi zamenjavi, s katerima je predsta-
vljena. Niti izracˇunajo odmike, na katerih se zacˇnejo posamezne kodne za-
menjave in jih zapiˇsejo z atomicˇnimi operacijami v lokalni pomnilnik. Nato
prepiˇsejo podatke iz lokalnega pomnilnika v globalnega.
Algoritem je testiran na enaki strojni opremi in podatkih kot GLZSS.





Pri iskanju ponovitev se izcˇrpno pregledovanje vseh mozˇnih podnizov
v drsecˇemu oknu izkazˇe za racˇunsko prezahtevno. Zato uporabljamo
zgosˇcˇevalno tabelo z verizˇenjem. Prvih nekaj znakov niza, katerega pono-
vitve iˇscˇemo, uporabimo kot kljucˇ v zgosˇcˇevalni tabeli, vrednost v njej pa je
indeks, ki kazˇe na najblizˇji niz v drsecˇemu oknu, ki se zacˇne z istimi znaki.
Sˇtevilo prvih znakov niza, ki se uporablja kot kljucˇ v zgosˇcˇevalni tabeli,
je nastavljivo. Nasˇa implementacija sˇtevilo omeji na najvecˇ sˇtiri znake. Z
vecˇanjem sˇtevila znakov zmanjˇsujemo sˇtevilo nizov, ki se jih primerja s tre-
nutnim nizom, hkrati pa se vecˇa poraba pomilnika za zgosˇcˇevalno tabelo.
Tabela mora biti velika 28×sˇtevilo znakov. V testiranju so uporabljeni trije
znaki. Ta vrednost omogocˇa pregledovanje majhnega sˇtevila nizov in ne
povecˇa pretirano tabele. Hkrati je to najmanjˇse sˇtevilo znakov, ki se ga pri
uporabi algoritma deflate lahko zapiˇse kot ponovitev.
Za iskanje prejˇsnjih ponovitev nizov z istim zacˇetkom uporabljamo verizˇno
tabelo. V njej je za vsak znak v drsecˇem oknu zapisan kazalec na prejˇsnji
niz, ki se zacˇne z istimi znaki, kot niz, ki se zacˇne na trenutnem znaku.
Verizˇna tabela bi lahko imela enako sˇtevilo vnosov kot drsecˇe okno. V nasˇi
implementaciji ima namesto tega toliko vnosov, kot je vhodnih podatkov. S
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tem se mocˇno povecˇa poraba pomnilnika, a se tudi pohitri algoritem, saj se
lahko za iskanje prejˇsnjega niza z istim zacˇetkom uporabi kar indeks prvega
znaka trenutnega niza. S krajˇso verizˇno tabelo pa bi bilo potrebno indeks
izracˇunati.
Z uporabo zgosˇcˇevalne in verizˇne tabele dosezˇemo, da ni potrebno izcˇrpno
pregledovanje drsecˇega okna za ponovitve, ampak lahko pregledamo le nize,
ki se zacˇnejo s tremi enakimi znaki kot niz, katerega ponovitve iˇscˇemo. S
tem mocˇno zmanjˇsamo skupno kolicˇino dela.
Ko iˇscˇemo ponovitve nekega niza, najprej preberemo prve tri znake tega
niza. Na tri znake, ki so dolgi vsak osem bitov, lahko gledamo kot na 24-
bitno celo sˇtevilo. To sˇtevilo uporabimo kot indeks v zgosˇcˇevalni tabeli, da
najdemo indeks zadnjega niza z enakimi prvimi tremi znaki.
Najprej preverimo, cˇe je indeks veljaven – cˇe kazˇe na znak, ki je v drsecˇem
oknu. Cˇe ni veljaven, za trenutni niz ni vecˇ ponovitev v drsecˇem oknu. Cˇe
kazˇe na znak v drsecˇem oknu, preverimo koliko znakov ima niz, ki se zacˇne s
tem znakom, enakih s trenutnim nizom. Tudi v primeru, cˇe je sˇtevilo skupnih
znakov manjˇse od tri, indeks ni veljaven. Cˇe so vsaj trije enaki znaki, imamo
veljaven indeks, ki ga lahko uporabimo, da iz ustreznega mesta v verizˇni
tabeli preberemo indeks prejˇsnje ponovitve z enakimi prvimi tremi znaki.
Nato z novim indeksom ponovimo postopek. Ko naletimo na neveljaven
indeks, zapiˇsemo niz z najvecˇ enakimi znaki kot referenco.
Ko za neko mesto v vhodnih podatkih najdemo ponovitev, jo shranimo v
tabelo ponovitev kot par (odmik, dolˇzina), kjer je odmik sˇtevilo znakov med
zacˇetkoma ponovljenih podnizov, dolzˇina pa sˇtevilo znakov, ki se ponovijo.
Cˇe ugotovimo, da v drsecˇem oknu ponovitve ni, zapiˇsemo v tabelo ponovitev
par (0, trenutni znak). Ker 0 ni veljaven odmik, vemo, da je na trenutnem
mestu v tabeli ponovitev zapisan znak, ne pa ponovitev – na ta nacˇin lahko
v isto podatkovno strukturo zapiˇsemo tako ponovitve, kot znake.
Sproti ko shranjujemo znake, gradimo tudi histograma za izgradnjo Huff-
manovega koda. Z vsak znak ali dolzˇino ponovitve iz ustreznih tabel izvemo,
kateri vhodni znak se uporabi za Huffmanovo kodiranje. Ker je mozˇnih od-
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mikov vecˇ (32000), se za odmike vhodni znak izracˇuna sproti. Nato se povecˇa
ustrezno polje v tabeli, ki predstavlja histogram dolzˇin in znakov, ter cˇe gre
za ponovitev, tudi ustrezno polje v tabeli, ki predstavlja histogram dolzˇin.
Nato iz obeh histogramov izracˇunamo najprej dolzˇine Huffmanovih kod,
nato pa iz dolzˇin same kode. Izracˇun dolzˇin poteka po postopku, opisanem v
poglavju 2.1.2. V vsakem koraku poiˇscˇemo dve najmanjˇsi, nenicˇelni vredno-
sti iz histograma. V novo polje histograma zapiˇsemo njuno vsoto, v locˇene
tabele pa zapiˇsemo, da sta vrednosti zˇe uporabljeni in iz katerih dveh vre-
dnosti je dobljena vsota. To ponavljamo, dokler ni v histogramu le sˇe ene
neuporabljena vrednost. Tej vrednosti priredimo dolzˇino 0. Nato za vsako
sestavljeno vrednost iz histograma pogledamo, iz katerih dveh vrednosti je
sestavljena in jima priredimo dolzˇino, za 1 daljˇso od dolzˇine trenutne vre-
dnosti. Tako dobimo dolzˇine kodnih zamenjav za vse nenicˇelne vrednosti iz
histograma. Zamenjavam za znake, ki se v vhodnih podatkih ne pojavijo,
priredimo dolzˇino 0.
S tem postopkom dobimo dolzˇine Huffmanovih kod, ki pa sˇe ne zadosˇcˇajo
nujno pogoju, da imajo dolzˇino najvecˇ 15 bitov. Cˇe obstaja vsaj ena daljˇsa
koda, pripadajocˇe vrednosti v histogramu podvojimo in ponovimo postopek
izracˇuna dolzˇin kod. Ponavljamo dokler niso vse kode dovolj kratke.
Za zapis kodnih zamenjav uporabljamo 16 bitna cela sˇtevila. Zamenjava
se zacˇne na najmanj pomembnem bitu (angl. least significant bit). Ko-
liko bitov predstavlja kodno zamenjavo, zapiˇsemo v locˇeno spremenljivko.
Najprej izracˇunamo histogram uporabljenih dolzˇin kod. Za vsako dolzˇino
izracˇunamo prvo kodo te dolzˇine. Nato vsakemu vhodnemu znaku dolocˇimo
naslednjo kodo ustrezne dolzˇine.
V izhodno tabelo se najprej zapiˇseta Huffmanovi drevesi. Na enak nacˇin
kot zgoraj zracˇunamo kod za zapis dolzˇin kodnih zamenjav, le da je dolzˇina
kodne zamenjave omejena na 7 bitov. Na izhod zapiˇsemo, s koliko dolzˇinami
je zapisano posamezno Huffmanovo drevo, nato v ustreznem vrstnem redu
zapiˇsemo 3 bitna sˇtevila – dolzˇine kod za zapis Huffmanovih dreves. Na
koncu sledijo sˇe s tem kodom zapisane dolzˇine, ki predstavljajo Huffmanovi
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drevesi za zapis vhodnih podatkov.
S tem je glava bloka zakljucˇena. Nato znake in ponovitve iz tabele po-
novitev zakodiramo s Huffmanovih kodom in zapiˇsemo v izhodno tabelo.
Za znake iz ustreznih tabel preberemo dolzˇino kode in samo kodo ter kodo
zapiˇsemo v izhodno tabelo. Za ponovitve najprej zapiˇsemo dolzˇino, nato pa
na skoraj enak nacˇin odmik. Iz ustreznih tabel preberemo, s katerim znakom
se kodira trenutna dolzˇina, in koliko dodatnih bitov potrebujemo. Za izbrani
znak preberemo dolzˇino kode in kodo ter kodo zapiˇsemo v izhodno tabelo.
Nato zapiˇsemo sˇe dodatne bite. Na koncu bloka zapiˇsemo sˇe na enak nacˇin
zakodiran znak za konec bloka.
3.2 Paralelizacija
Pararelizirati je smiselno tiste dele algoritma, ki se izvajajo dolgo cˇasa. V
algoritmu deflate se najvecˇ cˇasa porabi za primerjanje enakosti nizov pri is-
kanju ponovitev v algoritmu LZSS. Pri datotekah, ki jih algoritem LZSS ne
more dobro stisniti, se skoraj enako cˇasa porabi za Huffmanovo kodiranje.
Zato je paralelizacija teh dveh delov najpomembnejˇsa, med tem ko posoda-
bljanje zgosˇcˇevalne in verizˇne tabele manj pomembno, gradnja Huffmanovih
dreves in izracˇun kanonicˇnega koda pa sta skoraj nepomembna.
Pri paralelizaciji za graficˇne procesne enote je pomembno, da lahko niti
vecˇino cˇasa hkrati izvajajo enake ukaze.
3.2.1 Mozˇni nacˇini paralelizacije
Najbolj preprost nacˇin paralelizacije algoritma deflate bi bil vnaprej razdeliti
vhodne podatke na veliko sˇtevilo blokov in dodeliti vsaki niti enega ali vecˇ
blokov. Tak nacˇin paralelizacije se uporablja v implementacijah, ki tecˇejo na
centralnem procesorju. Prednost tega pristopa je, da paraleliziramo celoten
algoritem – noben del ni tak, da bi ga lahko izvajala samo ena nit, ostale pa
bi morale cˇakati, da koncˇa. Poleg tega sinhronizacija med nitmi ni potrebna.
Vendar tak pristop ni najbolj primeren za graficˇne kartice. Na graficˇnih
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karticah obicˇajno poganjamo tisocˇe niti hkrati, da popolnoma izkoristimo
njihove strojne zmogljivosti. To pomeni, da bi lahko graficˇne kartice dobro
izkoristili samo z vecˇjimi kolicˇinami podatkov, ali cˇe bi podatke razdrobili
na majhne bloke, s cˇimer bi poslabsˇali kompresijsko razmerje. Druga slabost
tega pristopa se pokazˇe, cˇe blokov ni mozˇno enako ucˇinkovito stisniti. V
tem primeru se pogosto dogaja, da niti v programu izbirajo razlicˇne vejitve
in izvajajo zanke razlicˇno sˇtevilo iteracij. To negativno vpliva paralelnost,
ker niti znotraj delovne skupine ne morejo hkrati izvajati razlicˇnih ukazov.
Tudi dostopi do glavnega pomnilnika so nakljucˇni, kar onemogocˇi uporabo
usklajenih (angl. coalesced) [2] dostopov in zmanjˇsa hitrost prenosa podatkov
iz glavnega pomnilnika.
Drug mozˇen pristop je, da bloke razdelimo med delovne skupine in ena
delovna skupina skupaj stiska blok. Prednost tega pristopa je, da je potreb-
nih manj blokov, da izkoristimo strojne zmogljivosti graficˇnih kartic in lahko
niti znotraj posamezne delovne skupine vecˇji del cˇasa izvajajo iste ukaze.
Slabost tega pristopa je, da je potrebno vsak korak algoritma paralelizirati
locˇeno.
Paralelizacija Huffmanovega kodiranja
Paralelizacija kodiranja s Huffmanovim kodom je relativno preprosta. Vsaka
nit iz delovne skupine prebere en vnos iz tabele ponovitev. S tem, da niti
hkrati berejo zaporedne vnose iz globalnega pomnilnika, dosezˇemo, da se na
napravah, ki to podpirajo, uporabijo usklajeni dostopi do globalnega pomnil-
nika. Vsaka nit na enak nacˇin kot sekvencˇni algoritem zakodira ponovitev.
Tabele, ki jih pri tem uporabljamo, so dovolj majhne, da jih lahko hranimo
v lokalnem pomnilniku, do katerega so dostopi hitrejˇsi, kot do globalnega.
Pri tem gredo lahko niti po dveh razlicˇnih poteh izvajanja: lahko kodirajo
ponovitev ali pa znak. To ni idealno, ker znotraj procesne enote procesni
elementi ne morejo hkrati izvajati razlicˇnih vej, ampak se morata veji izve-
sti ena za drugo, a se temu ni mogocˇe na preprost nacˇin izogniti. Nato je
potrebno zapisati izracˇunane kode v tabelo z zakodiranimi podatki.
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Ker so kode razlicˇnih dolzˇin, se pogosto v en bajt zapiˇse vecˇ kot eno kodno
zamenjavo. Niti kodne zamenjave zapisujejo hkrati, zato je potrebno upora-
biti atomicˇne operacije. Ker so atomicˇne operacije nad lokalnim pomnilnikom
hitrejˇse kot nad globalnim, je smiselno Huffmanove kode zapisovati v del lo-
kalnega pomnilnika. Ko se ta napolni, niti znotraj delovne skupine skopirajo
podatke v glavni pomnilnik. Pri tem ponovno dostopajo do zaporednih lo-
kacij in s tem uporabijo usklajene dostope do glavnega pomnilnika, cˇe jih
racˇunska naprava podpira.
Paralelizacija algoritma LZSS znotraj delovne skupine
Za paralelizacijo algoritma LZSS znotraj delovne skupine je mozˇnih vecˇ opcij.
Ena mozˇnost je, da paraleliziramo le najbolj notranjo zanko – primerjanje
enakosti nizov. Vsaka nit primerja enakost enega bajta – niti dostopajo do
zaporednih lokacij globalnega pomnilnika, kar omogocˇi uporabo usklajenih
dostopov. Ko vsaka nit ugotovi enakost znakov na svojem indeksu, si morajo
izmenjati informacijo o tem, kateri indeksi so enaki. To lahko storijo vsakicˇ
po tem, ko posamezna nit primerja dva znaka, ali pa najprej preverijo enakost
vseh znakov do najvecˇje dovoljene dolzˇine ponovitve.
V obeh primerih dolzˇino ponovitve izracˇunajo skupaj, z uporabo lokal-
nega pomnilnika. Pri prvi mozˇnosti vsaka nit v tabelo v lokalnem pomnil-
niku na indeks, enak zaporedni sˇtevilki niti znotraj delovne skupine, zapiˇse
sˇtevilko, ki je odvisna od tega, ali sta znaka, ki jih je primerjala enaka. Cˇe
nista enaka, zapiˇse zaporedno sˇtevilko znakov, ki jih primerja. Cˇe sta enaka,
zapiˇse sˇtevilko, vecˇjo od sˇtevila niti v delovni skupini. Nato niti nad tabelo
izvedejo paralelno redukcijo z uporabo operacije manjˇsi (angl. min). S tem
dobijo na prvem mestu v tabeli najmanjˇsi indeks niti, ki nima enakih zna-
kov, ali sˇtevilo, vecˇje od sˇtevila niti, cˇe imajo vse niti enaka znaka. Cˇe dobijo
zaporedno sˇtevilko niti, je ta enaka dolzˇini ponovitve; v nasprotnem primeru
izvedejo sˇe eno iteracijo.
V drugi mozˇnosti vsaka nit v tabelo zapiˇse indeks prvih elementov v
ponovitvi, ki nista bila enaka. Niti nad tabelo izvedejo pararelno redukcijo z
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uporabo operacije manjˇsi in na prvem mestu dobijo indeks prvih znakov, ki
se nista primerjala kot enaka. Ker indeksiramo z osnovo 0 (angl. zero-based
indexing) je to hkrati dolzˇina ponovitve.
Druga mozˇnost v primeru kratkih ponovitev opravi nekaj odvecˇnega dela,
a pri dolgih ponovitvah opravi isto delo z manj sinhronizacije med nitmi. Tudi
v prvi mozˇnosti opravimo nekaj dodatnega dela, ki v sekvencˇnem algoritmu
ni potrebno. Cˇe dolzˇina ponovitve ni deljiva s sˇtevilom niti, nekaj niti naredi
primerjave, ki jih sekvencˇni algoritem ne bi.
Naslednja mozˇnost bi bila, da vsaka nit primerja niz, ki se zacˇne s trenu-
tnim znakom, z drugim nizom iz drsecˇega okna. Ko iˇscˇemo ponovitve niza,
najprej iz zgosˇcˇevalne in verizˇne tabele preberemo vse lokacije prejˇsnjih ni-
zov z istim zacˇetkom kot ga ima trenutni niz. Tega dela brez spremembe
podatkovnih struktur, v katerih hranimo prejˇsnje nize z enakimi zacˇetki, ne
moremo paralelizirati. Nato vsaka nit primerja trenutni niz z enim od nizov
z istim zacˇetkom v drsecˇem oknu. Ko vsaka nit preveri dolzˇino svoje ponovi-
tve, niti v lokalni pomnilnik zapiˇsejo dolzˇine in z redukcijo z operacijo vecˇji
(angl. max ) poiˇscˇejo najdaljˇso ponovitev. V tem primeru niti ne opravljajo
nicˇ vecˇ dela, kot sekvencˇni algoritem, sinhronizacija med nitmi pa tudi ni
tako pogosta, kot pri prejˇsnjemu nacˇinu.
Vendar so lahko ponovljeni nizi razlicˇno dolgi in morajo niti, ki preverijo
krajˇse ponovitve, nato cˇakati na tiste z daljˇsimi – v isti delovni skupini niti
ne morejo hkrati izvajati razlicˇnih ukazov. Do sˇe slabsˇe izkoriˇscˇenosti strojne
opreme pride, cˇe je nizov iz istim zacˇetkom, kot ga ima trenutni niz v drsecˇem
oknu, manj, kot je sˇtevilo niti v delovni skupini. V tem primeru del niti cˇaka,
dokler ostale niti ne najdejo najdaljˇse ponovitve trenutnega niza.
Mozˇen je tudi pristop, ki zdruzˇuje prejˇsnja dva. Na zacˇetku vsaka nit
primerja trenutni niz z drugim iz drsecˇega okna. Ko polovica niti s svojimi
primerjavami koncˇa, lahko primerjave, ki sˇe niso zakljucˇene, delata po dve
niti skupaj. Ko je vedno vecˇ primerjav koncˇanih, lahko dela na eni primerjavi
vedno vecˇ niti. Niti, ki primerjajo isti niz, se po vsaki primerjavi uskladijo
enako, kot se vse niti v prvem pristopu. Nato s sˇe eno paralelno reduk-
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cijo sesˇtejemo sˇtevilo niti brez dela in cˇe jih je dovolj, za naslednjo iteracijo
povecˇamo sˇtevilo niti, ki delajo eno primerjavo.
Cˇe se uporabi ta pristop, niti manj cˇasa cˇakajo brez dela, kot pri uporabi
prejˇsnjega in opravijo manj nepotrebnega dela kot pri uporabi predprejˇsnjega.
Vendar to zahteva vecˇjo kolicˇino komunikacije med nitmi.
Z vsemi pristopi k deljenju dela znotraj delovne skupine paraleliziramo
zanko, v kateri porabimo najvecˇ cˇasa, preostali algoritem pa se v vsaki delovni
skupini izvaja v eni niti.
Izbira
Kljub analizi pristopov je nemogocˇe vnaprej zanesljivo vedeti, kateri bi bil
najbolj ucˇinkovit. Vsak ima dolocˇene prednosti in slabosti. Katere najbolj
vplivajo na koncˇno hitrost izvajanja, lahko preverimo samo tako, da imple-
mentiramo in izmerimo hitrost izvajanja na razlicˇnih graficˇnih karticah. Ker
se strojne zasnove kraficˇnih kartic razlicˇnih proizvajalcev in serij razlikujejo,
je mozˇno, da bi se za razlicˇne kartice izkazali razlicˇni pristopi kot najbolj
optimalni.
Izbral sem pristop z razdelitvijo blokov med delovne skupine, v kateri niti
znotraj skupine skupaj primerjajo enakost nizov. Ocenil sem, da je ta naj-
primernejˇsi za izvajanje na graficˇnih procesnih enotah. Pristop paralelizira
najbolj kriticˇni del kode tako, da niti ta del opravljajo skupaj, hkrati pa upo-
rabljajo usklajene dostope do pomnilnika. Implementiral sem oba opisana
pristopa h komunikaciji med nitmi.
Poglavje 4
Testiranje in rezultati
Meritve smo izvajali na datotekah iz prosto dostopnega korpusa [8]. Sesta-
vljen je iz sˇestih datotek. Datoteka sources vsebuje izvorno kodo iz odpr-
tokodnih projektov Linux in GCC. Datoteka pitches vsebuje zapise tonov
iz prostodostopnih datotek MIDI. Datoteka proteins vsebuje zapise zapise
beljakovin, v katerih je vsaka aminokislina predstavljena z eno cˇrko. Dato-
teka dna vsebuje zapise DNK. Datoteka english vsebuje anglesˇka besedila.
Datoteka dblp.xml vsebuje bibliografske zapise racˇunalniˇskih revij v formatu
xml.
Vsaka meritev smo izvedli desetkrat. Rezultati so povprecˇne vrednosti s
standardnim odklonom. Ker so datoteke iz korpusa dolge, smo za nekatere
teste uporabili le zacˇetni del vsake datoteke.
4.1 Testiranje sekvencˇne implementacije
Za sekvencˇne teste smo uporabili racˇunalnik s procesorjem Intel Core i5 2500.
Primerjavo z obstojecˇo implementacijo algoritma deflate smo naredil na da-
toteki sources. Pri stiskanju celotne datoteke nasˇa implementacija dosezˇe
hitrost 12,7 ± 0,1 MB/s in kompresijsko razmerje 0,235.
Za primerjavo smo uporabili program 7-zip z nastavitvami stiskanja v
datoteko zip, z uporabo algoritma deflate. Preostale nastavitve smo nastavili
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na privzete vrednosti. Ta dosezˇe hitrost 7,46 ± 0,01 MB/s in kompresijsko
razmerje 0,216. Nasˇa implementacija je skoraj dvakrat hitrejˇsa, a dosega
slabsˇe kompresijsko razmerje.
Cˇe kompresijsko razmerje in hitrost primerjamo tako, da je dvakrat vecˇja
hitrost enakovredna deset odstotkov boljˇsemu razmerju [4], sta implementa-
ciji primerljivi.
Sekvencˇni algoritem smo profilirali z orodjem, vgrajenim v razvojno oko-
lje Visual Studio. Na datoteki sources porabi iskanje ponovitev 76,5 % cˇasa,
posodabljanje zgostitvene in verizˇne tabele 7,1 % cˇasa, izgradnja Huffmano-
vega drevesa 1,7 % in Huffmanovo kodiranje 5,4 % cˇasa. Preostali cˇas se
porabi za izvajanje drugih operacij. Ocˇitno je kodiranje z algoritmom LZSS
najbolj racˇunsko zahteven del algoritma deflate. Huffmanovo kodiranje po-
rabi bistveno manj cˇasa, izgradnja dreves pa je skoraj zanemarljiva.
4.2 Testiranje paralelne implementacije
Paralelno implementacijo smo testirali na graficˇni kartici Nvidia GeForce
GTX 550 Ti. Najprej smo testirali, kako se hitrost izvajanja algoritma spre-
minja s sˇtevilom niti v delovni skupini. Testirali smo obe mozˇnosti za komu-
nikacijo med nitmi – po vsakem znaku in enkrat na vsako ponovitev. Za test
smo uporabili prvih 8 MB datoteke sources, ki smo jo stiskali z 32 delovnimi
skupinami. Rezultati so v tabeli 4.1 in na grafu na sliki 4.1.
Komunikacija enkrat na ponovitev dosezˇe vecˇjo hitrost. Vendar je to pri
eni niti v delovni skupini, z vecˇanjem sˇtevila niti pa se hitrost zmanjˇsuje.
Razlog za upocˇasnitev z vecˇanjem sˇtevila niti je, da s tem zmanjˇsujemo delezˇ
tistih niti, ki racˇunajo operacije, ki so dejansko potrebne. Na primer, cˇe je
dolzˇina ponovitve pet znakov, bo prvih pet niti v delovni skupini primerjalo
znake ponovitve, sˇesta bo ugotovila, da se niza v sˇestem znaku ne ujemata
vecˇ, vse ostale pa bodo primerjale znake, ki jih v sekvencˇni implementaciji
ne bi bilo potrebno. Hkrati se povecˇuje kolicˇina potrebne komunikacije med
nitmi.
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velikost hitrost s komunikacijo hitrost s komunikacijo
delovne skupine po ponovitvi [MB/s] po znaku [MB/s]
1 0,943±0, 001 0,627±0, 001
2 0,756±0, 001 0,517±0, 000
4 0,756±0, 001 0,712±0, 001
8 0,727±0, 021 0,752±0, 001
16 0,682±0, 001 0,726±0, 001
32 0,647±0, 001 0,690±0, 001
Tabela 4.1: Hitrost stiskanja v odvisnosti od velikosti delovne skupine in
pogostosti komunikacije
Slika 4.1: Hitrost stiskanja v odvisnosti od velikosti delovne skupine in po-
gostosti komunikacije
Komunikacija po vsakem znaku dosega najvecˇjo hitrost pri osmih nitih
v delovni skupini. Pri vecˇjem sˇtevilu niti se hitrost zmanjˇsa. Z vecˇanjem
sˇtevila niti se zmanjˇsa kolicˇina dela, ki ga opravi posamezna nit. A hkrati se
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sˇtevilo hitrost s komunikacijo hitrost s komunikacijo
delovnih skupin po ponovitvi [MB/s] po znaku [MB/s]
1 0,088±0, 000 0,068±0, 000
2 0,170±0, 000 0,133±0, 000
4 0,302±0, 003 0,235±0, 000
8 0,541±0, 000 0,426±0, 000
16 0,965±0, 001 0,778±0, 025
32 0,943±0, 000 0,751±0, 000
64 0,989±0, 040 0,785±0, 001
128 1,000±0, 003 0,808±0, 002
256 1,007±0, 039 0,815±0, 027
512 0,992±0, 004 0,803±0, 003
1024 1,065±0, 072 0,796±0, 003
Tabela 4.2: Hitrost stiskanja v odvisnosti od sˇtevila delovnih skupin in po-
gostosti komunikacije
povecˇuje cˇas, ki ga niti porabijo za medsebojno komunikacijo pri zdruzˇevanju
rezultata. Teoreticˇno se cˇas potreben za izracˇun paralelne redukcije med
nitmi povecˇuje z logaritmom sˇtevila niti v delovni skupini. Izkazˇe se, da je
pri osmih nitih kolicˇina dela, ki ga opravlja posamezna nit, sˇe dovolj majhna,
hkrati pa komunikacije sˇe ni prevecˇ, da dosezˇemo najvecˇjo hitrost.
Pri testiranju, kako na hitrost vpliva sˇtevilo delovnih skupin je sˇtevilo niti
v posamezni skupini tako, kot se je izkazalo za najboljˇse. Pri komunikaciji po
vsakem znaku je to osem, pri komunikaciji enkrat na ponovitev ena. Rezultati
so v tabeli 4.2 in na grafu na sliki 4.2.
Testna graficˇna kartica ima sˇtiri racˇunske enote, ki izvajajo ukaze v
sˇtiristopenjskem cevovodu. Vsaka racˇunska enota v cevovodu izmenicˇno
izvrsˇuje ukaze iz sˇtirih delovnih skupin. Zato se z vecˇanjem sˇtevila delov-
nih skupin do 16 skoraj linearno povecˇuje hitrost stiskanja. Sˇele pri 16 in vecˇ
delovnih skupinah izkoristi vse strojne zmogljivosti racˇunskih enot.
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Slika 4.2: Hitrost stiskanja v odvisnosti od sˇtevila delovnih skupin in pogo-
stosti komunikacije
Tudi za vecˇja sˇtevila je opazno manjˇse povecˇanje hitrosti s povecˇevanjem
sˇtevila delovnih skupin. Do tega pride, ker se delovnim skupinam vnaprej
dodeli podatke, ki jih kompresirajo. Mozˇno je, da dobi ena delovna skupina
slabsˇe stisljive podatke, kot druga. Ker je cˇas izvajanja odvisen od podatkov,
lahko ena skupina za stiskanje porabi vecˇ cˇasa – s tem se dalj cˇasa izvaja
sˇcˇepec, kljub temu, da na koncu cˇaka le eno delovno skupino.
Cˇe podatke razdelimo med vecˇ skupin, ima vsaka skupina manj podatkov,
skupin pa je vecˇ. V tem primeru lahko graficˇna kartica dinamicˇno dolocˇa,
katera racˇunska enota bo izvedla katere delovne skupine, s cˇimer se izvajanje
bolje razporedi med enote.
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4.3 Primerjava sekvencˇne in paralelne imple-
mentacije
Hitrost stiskanja je odvisna tudi od kolicˇine podatkov. Test smo izvedli na
datoteki sources. S sekvencˇno implementacijo smo primerjali paralelno im-
plementacijo s komunikacijo enkrat na ponovitev, ki se je izkazala za hitrejˇso.
Pri testiranju paralelne implementacije smo uporabili najhitrejˇso kombina-
cijo nastavitev – 1 nit na delovno skupino in 1024 delovnih skupin. Iz grafa
na sliki 4.3 se vidi, da se pri manjˇsi kolicˇini podatkov hitrost povecˇuje z
vecˇanjem kolicˇine podatkov. Sekvencˇni algoritem dosezˇe najvecˇjo hitrost sti-
skanja pri 256 kB, pri paralelnemu pa hitrost narasˇcˇa do 32 MB. Razlog za
znizˇanje hitrosti sekvencˇnega algoritma pri vecˇ kot 256 kB podatkov je ver-
jetno v samih podatkih – hitrost kompresijskih algoritmov je v splosˇnem zelo
odvisna od podatkov. Izgleda, da del podatkov po 256 kB v datoteki sources
upocˇasni sekvencˇni algoritem, podatke malo pred to mejo pa lahko zelo hitro
stisne.
V tabeli 4.3 so poleg hitrosti sekvencˇnega in paralelnega algoritma tudi
kompresijska razmerja. Paralelni algoritem podatke vedno stisne na popol-
noma enak nacˇin kot sekvencˇni, tako da dosega enako kompresijsko razmerje.
Odvisnost kompresijskega razmerja od kolicˇine podatkov je vidna na grafu
na sliki 4.4. Kompresijsko razmerje niha dokaj nakljucˇno, kar je posledica
variacij v stisljivosti vhodnih podatkov.
Razlog, da smo testirali le do velikosti podatkov 32 MB je v funkcional-
nosti operacijskega sistema Windows, poimenovani detekcija in okrevanje po
prekoracˇitvi cˇasovnih omejitev (angl. timeout detection and recovery, TDR).
Ta komponenta operacijskega sistema zazna, cˇe se gonilnik graficˇne kartice
neha odzivat in ga ponovno zazˇene. Problem nastane, ker se graficˇni go-
nilnik med tem, ko se na graficˇni kartici izvaja sˇcˇepec, ne odziva na klice
operacijskega sistema. Zato ta ponovno zazˇene gonilnik, s cˇimer prekine iz-
vajanje sˇcˇepca. Privzeta nastavitev za cˇasovno omejitev je dve sekundi, a jo
je mogocˇe s spremembo dolocˇenih vrednosti v registru operacijskega sistema
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kolicˇina kompresijsko hitrost sekvencˇne hitrost paralelne
podatkov [kB] razmerje implementacije [MB/s] implementacije [MB/s]
16 0,279 10,93±4, 03 0,054±0, 005
32 0,296 13,54±2, 68 0,067±0, 000
64 0,251 13,43±1, 50 0,082±0, 000
128 0,216 15,62±0, 00 0,157±0, 005
256 0,208 16,35±0, 50 0,269±0, 009
512 0,228 13,82±0, 34 0,446±0, 002
1024 0,255 12,54±0, 18 0,817±0, 021
2048 0,266 12,14±0, 07 0,622±0, 002
4096 0,243 13,25±0, 11 0,850±0, 006
8192 0,238 13,14±0, 04 0,982±0, 001
16384 0,248 12,88±0, 05 1,060±0, 024
32768 0,247 12,92±0, 11 1,127±0, 002
Tabela 4.3: Hitrosti stiskanja v odvisnosti od kolicˇine podatkov in implemen-
tacije
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Slika 4.3: Hitrosti stiskanja v odvisnosti od kolicˇine podatkov in implemen-
tacije
spremeniti. Vendar pri velikih vrednostih operacijski sistem te nastavitve ne
uposˇteva, ampak zˇe prej ponovno zazˇene gonilnik. Zato se je sˇcˇepec uspesˇno
zakljucˇil le, cˇe je izvajanje koncˇal v priblizˇno dveh minutah.
Zadnji test je bil primerjava izvajanja paralelnega in sekvencˇnega algo-
ritma na razlicˇnih vhodnih podatkih. Testirali smo jih na prvih osmih mega-
bajtih vsake datoteke iz korpusa. Kompresijska razmerja in hitrosti izvajanja
so v tabeli 4.4. Testirali smo ucˇinkovitejˇsega od paralelnih algoritmov – s
komunikacijo med nitmi znotraj delovne skupine enkrat na vsako ponovitev.
Nastavili smo 1024 delovnih skupin z eno nitjo v vsaki. Najboljˇse kompre-
sijsko razmerje dosezˇeta na podatkih v formatu xml. Do tega pride, ker so v
tem formatu zacˇetne in koncˇne znacˇke skoraj enake in se pogosto ponavljajo.
Za najmanj sitisljiva se izkazˇejo anglesˇka besedila. Oba algoritma dosezˇeta
najvecˇjo hitrost na podatkih v formatu xml. Sekvencˇni algoritem dosezˇe
najmanjˇso hitrost na zapisih DNK, paralelni pa na zapisih beljakovin.
Za vse vrste podatkov je sekvencˇni algoritem za vsaj faktor 10 hitrejˇsi od
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Slika 4.4: Kompresijsko razmerje v odvisnosti od kolicˇine podatkov
paralelnega. Razlog za to je, da je delo razdeljeno med niti tako, da je v obeh
paralelnih implementacijah za zdruzˇevanje delnih rezultatov niti potrebnega
prevecˇ dodatnega dela in je hitreje, cˇe v vsaki delovni skupini dela le ena
nit. Zato so racˇunske enote na graficˇni kartici slabo izkoriˇscˇene. Vsaka ima
32 racˇunskih elementov, a se uporablja le en na enkrat. Posamezen racˇunski
element je bistveno manj zmogljiv od enega jedra centralnega procesorja,
zato se sekvencˇni algoritem izvede hitreje.
4.4 Primerjava nasˇe paralelne implementa-
cije z obstojecˇo
Ker so v [16] testirali na datotekah istega korpusa, lahko rezultate nasˇe imple-
mentacije primerjamo z njihovimi. Vendar so testirali na drugacˇnih dolzˇinah
datotek, zato lahko med nasˇimi in njihovimi razultati pride do manjˇsih od-
stopanj.
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kompresijsko hitrost sekvencˇne hitrost paralelne
datoteka razmerje izvedbe [MB/s] izvedbe [MB/s]
sources 0,238 12,351±1, 71 0,981±0, 003
dna 0,294 5,490±0, 10 0,543±0, 012
pitches 0,398 10,550±0, 45 0,768±0, 003
dblp.xml 0,188 18,741±1, 06 1,357±0, 001
english 0,402 6,653±0, 18 0,567±0, 012
proteins 0,379 7,338±0, 28 0,450±0, 000
Tabela 4.4: Kompresijsko razmerje in hitrost stiskanja v odvisnosti od vrste
podatkov
Direktna primerjava med hitrostnimi rezultati nasˇe implementacije in
implementacije, osnovane na algoritmu GLZSS, ni mogocˇa, saj so meritve
narejene na razlicˇni strojni opremi. Vendar je graficˇna kartica Nvidia Ge-
Force GTX 590, na kateri so testirali algoritem deflate, osnovan na algoritmu
GLZSS, iz iste serije, kot ta, na kateri smo testirali. Ker imata enako strojno
arhitekturo, lahko naredimo grobo primerjavo med njima na podlagi sˇtevila
procesnih elementov in frekvence, pri kateri delujejo. GTX 590 ima 1024
procesnih elementov, ki delujejo pri frekvenci 1350 MHz. GTX 550 Ti ima
192 procesnih elementov, ki delujejo pri frekvenci 1800 MHz. Iz tega lahko
sklepamo, da je GTX 590 priblizˇno sˇtirikrat zmogljivejˇsa. V tabeli 4.5 je pri-
merjava med kompresijskim razmerjem in hitrostjo algoritmov. Za algoritem
deflate, osnovan na algoritmu GLZSS, so hitrosti preracˇunane na koliksˇne bi
bile na kartici GeForce GTX 550 Ti. Kompresijska razmerja tudi niso preti-
rano natancˇna, saj v [16] niso direktno napisana, ampak smo jih prebrali iz
grafa.
Tudi pri rezultatih, preracˇunanih na enako strojno opremo, se izkazˇe algo-
ritem, osnovan na algoritmu GLZSS, kot bistveno hitrejˇsi od nasˇega. Vendar
zato podatke stisne nekoliko slabsˇe. Razlog za to je, da ne uporablja verizˇne
tabele, torej za vsako mesto v vhodnih podatkih preveri najvecˇ eno pono-
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nasˇa implementacija implementacija GLZSS
kompresijsko hitrost kompresijsko ocena hitrosti
datoteka razmerje [MB/s] razmerje [MB/s]
sources 0,238 0,981 0,303 49,23
dna 0,294 0,543 0,370 59,96
pitches 0,398 0,768 N/A N/A
dblp.xml 0,188 1,357 0,227 46,33
english 0,402 0,567 0,476 40,67
proteins 0,379 0,450 0,400 31,41
Tabela 4.5: Primerjava nasˇe implementacije in implementacije, osnovane na
algoritmu GLZSS
vitev. Cˇe zadnja ponovitev ni najdaljˇsa, ampak pred njo v drsecˇem oknu
obstaja daljˇsa, je ne bo nasˇel. S tem pregleda manj potencialnih ponovitev
in je nekoliko hitrejˇsi. Glavni razlog za veliko razliko v hitrosti je, da nasˇ
slabo izkoristi racˇunske enote ali pri vecˇjem sˇtevilu niti v delovni skupini
opravi prevecˇ dodatnega dela.
Orodje, ki bi omogocˇalo profiliranje sˇcˇepca OpenCL na graficˇnih karticah
Nvidia, ne obstaja. Priblizˇno oceno, koliko se porabi za kateri del algoritma,
smo dobili tako, da smo dele algoritma preskocˇili in merili izvajanje sˇcˇepca,
ki naredi le del operacij. Izkazˇe se, da se vecˇina cˇasa porabi za kodiranje
LZSS. Preostali algoritem v primerjavi z iskanjem ponovitev LZSS porabi
zanemarljivo kolicˇino cˇasa.
4.5 Mozˇnosti za nadaljne izboljˇsave
Glavni problem obeh preizkusˇenih paralelnih implementacij je prevelika
kolicˇina dodatnega dela v primerjavi s sekvencˇnim algoritmom. V eni imple-
mentaciji se za komunikacijo med nitmi v delovni skupini porabi toliko cˇasa,
da se sˇcˇepec izvaja najhitreje, cˇe je v vsaki delovni skupini samo ena nit,
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s tem pa slabo izkoristi graficˇno kartico. Druga opravlja komunikacijo med
nitmi redkeje, zaradi cˇesar je hitrejˇsa, a zaradi tega niti opravijo veliko dela,
ki v sekvencˇni implementaciji ni potrebno. Zato bi verjetno bila mozˇnost, v
kateri bi bloke podatkov razdelili med posamezne niti, boljˇsa. Sicer bi niti
znotraj delovne skupine veliko cˇasa izvajale razlicˇne ukaze, zaradi cˇesar bi
se izvajale zaporedno, a bi bilo mogocˇe vsaj del cˇasa popolnoma izkoristiti
strojne zmogljivosti graficˇne kartice.
Trenutna implementacija uporablja za konstrukcijo Huffmanovega koda z
omejeno dolzˇino kodnih zamenjav algoritem, ki lahko v dolocˇenih situacijah
sestavi neoptimalno drevo. Z uporabo algoritma zdruzˇevanja paketov (angl.
package-merge) [10] bi vedno zgradili optimalno drevo z omejenimi dolzˇinami
Huffmanovih kodnih zamenjav. To bi malo izboljˇsalo kompresijsko razmerje,
a bi bila gradnja Huffmanovega drevesa nekoliko pocˇasnejˇsa.
Implementacije stiskanja podatkov z algoritmi, osnovanimi na algoritmu
LZSS, pogosto uporabljajo bolj napreden algoritem, kot je zgolj za vsako
mesto v vhodnih podatkih poiskati najdaljˇso ponovitev. Ko za neko mesto v
vhodnih podatkih najdejo nize, ki so ponovitev trenutnega niza, ne izberejo
takoj najdaljˇsega niza za zapis za referenco. Namesto tega poizkusijo poiskati
tako kombinacijo ponovitev, ki pokrije cˇim vecˇji del vhodnih podatkov in
zapiˇse cˇim manj vhodnih znakov dobesedno.
Z uporabo takega algoritma bi lahko nekoliko izboljˇsali kompresijsko raz-
merje, a upocˇasnili stiskanje. Vecˇji kot je poudarek na iskanju cˇim boljˇse
kombinacije, bolj je algoritem pocˇasen. Potrebno bi bilo poiskati primerno
kombinacijo hitrosti stiskanja in kompresijskega razmerja.
Poglavje 5
Zakljucˇek
V tem delu smo opisali, kaj je stiskanje podatkov in katere lastnosti kompre-
sijskih algoritmov so pomembne. Pregledali smo podrobnosti kompresijskega
algoritma deflate, platforme za izvajanje programov na graficˇnih procesnih
enotah in obstojecˇe paralelne implementacije tega algoritma.
Implementirali smo sekvencˇni algoritem deflate. Profilirali smo ga, da
smo ugotovili, kje so ozka grla, ki jih je najpomembneje pohitriti. Ugotovili
smo, da se vecˇino cˇasa porabi za iskanje ponovitev v vhodnih podatkih.
Nasˇo implementacijo smo primerjali s programom 7-zip in ugotovili, da sta
primerljiva.
Za paralelizacijo smo izbrali ogrodje OpenCL. Algoritem smo paralelizi-
rali na dva razlicˇna nacˇina, ki se med sabo razlikujeta v tem, kako niti znotraj
delovne skupine komunicirajo med sabo. Za obe implementaciji smo poiskali
parametre, ki dajejo najvecˇjo hitrost stiskanja. Implementaciji smo primer-
jali med sabo in boljˇso izmed njiju tudi s sekvencˇnim algoritmom in obstojecˇo
paralelno implementacijo algoritma deflate za izvajanje na graficˇnih karticah.
Obe nasˇi paralelni implementaciji sta pocˇasnejˇsi tako od sekvencˇne, kot od
obstojecˇe paralelne, ker sta pralelizirani tako, da zdruzˇevanje delnih razulta-
tov posameznih niti zahteva veliko dodatnega dela. Zato se hitreje izvajata




V nadaljnejm delu je algoritem deflate najprej potrebno paralelizirati na
nacˇin, ki ne bo bistveno povecˇal kolicˇine dela. Kot osnovo je mogocˇe upora-
biti pristop, v katerem vsaka nit neodvisno dela na svojem bloku podatkov.
Nato je smiselno spremeniti izvedbo tako, da bodo niti znotraj iste delovne
skupine cˇim manj cˇasa hkrati izvajale razlicˇne vejitve v programu. Vendar ko-
munikacija med nitmi ne sme biti prepogosta. Cˇe za ta problem ne najdemo
dobre resˇitve, lahko delo razdelimo med centralno in graficˇno procesno enoto.
Ponovitve lahko iˇscˇe centralna procesna enota, s Huffmanovim kodom pa jih
kodira graficˇna procesna enota. Cˇeprav s paralelizacijo za graficˇno procesno
enoto nismo uspeli pohitriti stiskanja, smo nasˇli mozˇne tezˇave pri stiskanju
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