I. INTRODUCTION
In medicine, tuberculosis (TB) is known as an infectious disease caused by the microbacterial tuberculosis bacteria. This bacterium is a very strong bacillic bacteria that requires a long time to treat it, so early detection is very important for early prevention.
Abnormal of Tissue in the lungs can be detected early through X-rays. To obtain x-ray images was carried out by hospital radiology to the decision-making results of the diagnosis were carried out by expert doctors based on abnormalities of lung tissue by looking at the characteristics in the x-ray image.
Typical sign of pulmonary tuberculosis in an x-ray image as shown in circular white spots like stains on clothing. Therefore, the quality of the image produced by the X-ray machine plays a crucial role in the diagnosis process. The presence of noise in the image and lighting that is not good, it will affect the diagnosis of a specialist. Another checkup that supports the diagnosis of tuberculosis is by examining BTA sputum by conducting a laboratory test by examining the cough phlegm of the patientThe problem that occurs later is that for x-ray images issued by hospital radiology, the diagnosis process is generally carried out separately by the doctor at different times, so the patient must consult a specialist after obtaining an x-ray image. The manual detection process also causes differences in diagnosis between doctors. So the digital medical image processing can help improve the quality of reading x-ray images and can be considered or a second opinion for doctors.
In this study, TB detection was carried out using the median filter method and equalization histogram for preprocessing processes, which then the output from the preprocessing process was classified using the backpropagation neural network method, which will then detect images classified as images with suspect TB or normal as a result of early detection. Early detection results are included in the Early Detection Results Information System Provider of Tuberculosis that can be accessed by doctors and patients. This study also shows a comparison of the accuracy of the backpropagation neural network method with SVM in detecting TB.
II. LITERATURE REVIEW

A. Tuberculosis (TBC)
According to Misnadiarly [1] , TB disease (Tuberculosis) is a chronic disease (chronic) that has long been known by the wider community and feared because it is contagious. In 1882, Robert Kock had conclusively provided evidence that tuberculosis was an infectious disease caused by bacteria called Mycobacterium tuberculosis. The bacterium is red, rod-shaped and acid resistant called Acid Resistant Basil (BTA).
[2].
1) Coughing
phlegm, the first complaints of coughing and the most common complaints. If TBC is severe enough, coughing will be accompanied by blood. 2) Shortness of breath, this complaint is found when pulmonary parenchymal damage is widespread or because there are other things that accompany it, such as pleural effusion (presence of fluid in the chest), pneumothorax (airway filled pleural cavity), anemia, and others. 3) chest pain in tuberculosis including mild pleuritic pain (chest infected with bacteria). These symptoms arise when the respiratory system in the pleura is exposed to tuberculosis. 4) Fever in the afternoon or evening, a complaint that is often encountered and usually arises in the afternoon or evening similar to influenza fever, loss of arising, and the longer the attacks are longer, while the free period of attacks is shorter. 5) Other complaints that usually arise are night sweats, anorexia, weight loss, and weak bodies (malaise). The onset of complaints is usually gradual appearing in a few weeks-months White arrows indicate infection in both lungs. A black arrow indicates a hole that has been formed.
B. Image Processing
Image Processing is the process of improving image quality so that it is easily interpreted by humans or computers. Image processing techniques by transmitting images into other images, for example: image compression (image compression). Image processing is the initial process (preprocessing) of computer vision.
Furthermore, the results of image processing will be continued in the pattern recognition process is the next stage or analysis of image processing. Grouping of numerical and symbolic data (including images) automatically by the computer so that an object in the image can be recognized and interpreted [1] .
Basics of Image Processing
To get results that are in accordance with the desired goals, the images stored in the form of digital files are generally processed first with the aim of improving the quality of the image.
Image Restoration
Image restoration is an important operation in image processing. The operation is used to reduce noise at the time of data acquisition, often when data acquisition is done the resulting image does not match what was previously desired. There are several causes of discrepancies such as a camera lens that is less clean so that spots appear (noise) and there is interference when sending data.
Image Segmentation
Segmentation is a technique for dividing an image into several regions where each region has similar attributes. In this section a number of segmentation techniques are covered, including floating, connected component tagging, cluster based segmentation and Hough transformation.
The thresholding process will produce a binary image, that is, an image that has two gray level values, black and white. In general, the process of grayscale imagery to produce binary images as follows:
where g(x,y) is a binary image from the grayscale image f (x, y), and T represents the threshold value. The value of T plays a very important role in the mining process. The quality of binary images is very dependent on the value of T used.
Artificial Neural Networks
Artificial neural network (ANN) is one part of artificial intelligence (artificial intelligence). ANN is defined as an information processing system that has characteristics resembling human neural networks and represents the human brain which always tries to simulate the learning process in the human brain. This artificial term is implemented using a computer program that is able to complete a number of calculation processes during the learning process.
AlgoritmaBackpropagation
Backpropagation is one of the training methods on neural networks, where the characteristics of this method are minimizing errors in the output generated by the network .Backpropagation trains the network to get a balance between the ability of the network to recognize the patterns used during training and the ability of the network to respond correctly to input patterns that are similar (but not the same) to the patterns used during to the hidden unit layer ( 0 is the line weight that connects the bias in the input unit to the hidden unit layer ).
is the weight of the hidden layer to the output unit ( 0 is the weight of the bias in the hidden layer to the output unit ).
The backpropagation algorithm uses an output error to change the value of its weights in the backward direction. To get this error the forward propagation stage must be done.
III. RESEARCH METHODS
A. Stage of Research
Thisresearchwillbeconductedbydevelopingfromseveralpr eviousstudies, in this study usingthebackpropagation neural networkmethodwiththestagescarriedout in this study as follows: 
B. Perancangan Sistem
The system used consists of a training process and a test process. Both the training process and the test begin with initial processing or also called pre-processing before being classified using the backpropagation JST algorithm. Pre-processing is done to improve image quality and take characteristics or characteristics of a digital image. The process that occurs in preprocessing is grayscale, median filter, equalization histogram, image conversion to black and white, and resize. The results of preprocessing then become input to the JST feature classification process with the backpropagation algorithm. In the training process, the configuration of backpropagation neuron architecture is carried out to obtain maximum accuracy.
IV. RESULTS AND DISCUSSION
A. Image Processing Results a. Grayscale results
The earliest stages in image processing are the process of converting images to grayscale images. Only part of the x-ray image is used in this study which has the type of grayscale image so that it is necessary to do a grayscale process for other images. Grayscale image is a digital image that has only one channel value in each pixel, meaning that the value of Red = Green = Blue. These values are used to indicate the intensity of the color.
To change the color image that has a matrix value of each R, G, and B to gray scale with a value of s, then the conversion can be done by taking the average values of r, g, and b so that they can be written as :
I (i,,j) = The intensity value of the grayscale image R (i,j) = the value of red intensity from the original image G (i,j) = green intensity value from the original image B (i,j) = blue intensity value from the original image
B. Results of the Classification of the Backpropagation JST Program and Comparison with the SVM Method
The design of backpropagationb JST program consists of the process of training (training) and testing (testing). The data used in this study are divided into training data and test data. The training data used in the training process were 441 x-ray images consisting of 210 normal images and 231 abnormal images. The test data in the testing process were 221 x-ray images consisting of 116 normal images and 105 abnormal images. The backpropagation JST program is trained by using 100 to 5000 hidden neurons.
In the training process in this program, the input values are taken from the pixel values of the results of the black and white process that are converted into vector shapes. This feature vector will then experience network training repeatedly until the number of iterations (epoch) has been completed or the error value has reached the given tolerance. If the results of pattern recognition in this process have reached 100 percent; i.e. when the error is smaller than tolerance, the weights and biases can be stored and then used in the testing process. Figure 19 shows the system produces True Positive as many as 207 images and True Negative as many as 212 images. So by using a formula.
It can be seen that the overall accuracy of the system in the training process classifies correctly between normal and abnormal images is 95.01%. The accuracy of the system is described with the following sensitivity and specificity values.
The accuracy of the system is described as the system successfully classifying 98.6% of 210 normal data as normal data and 91.5% of 231 abnormal data as abnormal data. This value is obtained by using neurons as many as 4400 which are then applied to the testing process.
In the testing process, the backpropagation JST program identifies x-ray images that are not used in the training process. Program performance is calculated using the value of accuracy and error. Where the level of accuracy is the percentage of x-ray images that are successfully diagnosed correctly by the backpropagation JST program. The research that has been done on this artificial neural network system is to change the number of neurons in hidden layers (hidden layer). Figure 24 shows the system produces True Positive as many as 97 images and True Negative as many as 83 images. So by using a formula.
It can be seen that the overall accuracy of the system in classifying correctly between normal and abnormal images is 81.45%. The accuracy of the system is described with the following sensitivity and specificity values.
The accuracy of the system is described as the system successfully classifying 83.62% of 116 normal data as normal data and 79.05% of 105 abnormal data as abnormal data. The Backpropagation ANN program is then compared with the Polynomial Support Vector Machine (SVM) method for performance validation. The SVM method used is trained using the same data in the Backpropagation ANN training process. The highest accuracy using the SVM method is 78.7% by dividing training data and the same test with JST Backpropagation.
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Figure 6. Confusion Matrix ofSVM Program
In the figure 6 , the system produces 98 positive images and 76 negative images. So by using a formula.
It can be seen that the overall accuracy of the system in classifying correctly between normal and abnormal images is 78.73%. The accuracy of the system is described with the following sensitivity and specificity values.
CONCLUSION
The accuracy of the system described as a system managed to classify 84.5% of 116 normal data as normal data and 72.4% of 105 abnormal data as abnormal data.
TB disease detection system from lung x-ray images can be built by combining several image processing methods as stages of image quality improvement and JST backpropagation method as image classification stages using Matlab software.
The TB disease detection system was built using the JST backpropagation method with the number of 4400 hidden layer neurons having an accuracy rate of 81.45%. The accuracy of the JST backpropagation method is better than the detection system using the SVM method whose accuracy reaches 78.73%.
The TB detection system built using a friendly user interface makes it easier for users to use a TB detection program based on lung x-ray images.
