is a compact set containing φ(L) such that C \ L φ is a union of a finite number of components of C \ φ(L). Theorem 1. (i) Let L be a totally real compact n-manifold in C n and let = (φ 1 , φ 2 , . . . , φ n−1 ) : C n → C n−1 be a complex linear map of rank n − 1. For each k, 1 ≤ k ≤ n − 1, choose L k = L φ k ⊆ C as above and let L = L 1 × L 2 × · · · × L n−1 ⊆ C n−1 . Then there exists an n.s.a.d. f with boundary in L such that f (D o 
if L is Lagrangian, there exists an analytic disk f with boundary in L such that f (D) ⊆ −1 (L ).
Here −1 (L ) is a face for L. For example, if L = T 3 , taking (z 1 , z 2 , z 3 ) = (z 1 , z 2 ) gives the face {(z 1 , z 2 , z 3 ) : |z 1 | = 1, |z 2 | = 1}. Similarly, if L is a totally real compact 3-manifold in C 3 contained in the set Q = {(z 1 , z 2 , z 3 ) : 1 − δ ≤ |z 1 | ≤ 1 + δ, 1 − δ ≤ |z 2 | ≤ 1 + δ}, then the theorem yields a nonconstant n.s.a.d. with boundary in L and contained in Q.
Our second result relates to a question of Bennequin (see [G] and [A] ). We construct an explicit example of a totally real torus X in C 2 for which there does not exist a nonconstant analytic disk with boundary in X. (Of course, there necessarily exists a nonconstant n.s.a.d. with boundary in X.) For this we begin with the spin torus of Duval and Sibony [DS1] . This is a torus M in C 2 fibered over a figure 8 in C by the map (z 1 , z 2 ) → z 1 by circles through the origin (and with a fiber of two concentric circles over the double point). Then X is the image of M under the inversion
Theorem 2. There exists no nonconstant analytic disk with boundary in X.
Duval [D] also constructed, by a different method, a totally real torus not bounding an analytic disk.
Finally, we mention two relevant papers pertaining to Gromov's argument and to nearly smooth analytic disks-Duval and Sibony [DS2] and Rosay [R] .
Preliminaries

2.1.
We begin by recalling a special case (index equal to zero) of a theorem of Smale [Sm, Theorem 3.5] , which is the basic principle from nonlinear functional analysis underlying the argument.
Let : M → V be a smooth mapping of Banach manifolds. We assume that M and V are connected. One says that is a Fredholm map if, at each point x of M, the derivative d | x of at x is a linear Fredholm map as a mapping on the tangent space of M at x to the tangent space of V at (x). If is Fredholm, then has a well-defined index (equal to the index of d | x at any x ∈ M). If has index equal to zero, then the (mod 2) degree of is well defined; for any regular value y ∈ V of , the degree is the mod 2 sum of −1 (y), a finite set of "oriented" points in M. 
2.2.
We next recall the definitions of the spaces and maps that are basic to Gromov's argument as presented in [A] (see also [AL] ). Fix a point p ∈ L. Fix r > 1 a noninteger; we let Ꮿ r denote the usual Holder class. We assume that L is a Ꮿ ∞ manifold. Let F be the space of
H is a connected (by the homotopy condition on F ) submanifold of F × G, and the projection map :
is a regular point of , and has index zero.
2.3.
For the proof of Theorem 1, we use the method of Gromov, as presented in [A] , but we need to modify the data , H , and G of 2.2. Since has rank n−1, it is clear, by making a global complex linear change of coordinates, that we can assume that the complex linear mapping is the projection to the first n−1 coordinates, that is, (z 1 , z 2 , . . . , z n ) = (z 1 , z 2 , . . . , z n−1 ). We can now adapt the spaces of 2.2 in order to obtain the disks in Theorem 1 that are required to satisfy the additional constraint of lying in the "face" −1 (L ).
For each of the complex linear functions
Since there are only a finite set of points b U , there exists a ρ > 0 such that (D) , where we extend u to be zero off of D in forming the convolution. There exists a constant κ such that (D) . Fix an satisfying 0 < < ρ/4κ. We now define spaces H , G , and the map . We let
We let H be the (connected) component of 
Proof. Since f is an n.s.a.d., f is smooth at bD \{1}. Let Q be the interior, relative to , of the set \g (D o ) . By assumption, Q is nonempty. Let bQ denote the relative boundary of Q as a subset of .
We consider the two possible cases.
(i) bQ = ∅. Then, since is connected, Q = . Hence, g (D o )∩ is empty and, in this case, the lemma follows.
(ii) bQ = ∅. Then, for a point b ∈ Q sufficiently close to bQ, we can find two Now g, and hence h, is a nonconstant function. Indeed, if g were constant (with value in ), then g, being continuous at bD \ {1}, would satisfy g(bD \ {1}) ⊆ . This contradicts the facts that g(bD \ {1}) = φ(f (bD \ {1})) ⊆ φ(L) and is in the complement of φ(L). Thus, h is a nonconstant inner function whose image, by (a), omits the disk of radius r/s. This is a contradiction. Lemma 1 follows.
The next lemma appears in [G] for the map and is a simple but basic ingredient in the Gromov argument. The proof for is the same; for the reader's convenience, we give it here.
Lemma 2.
: H → G is not surjective. Recall that C\L φ k is a union of a finite family ᐁ k of components and that
We have f t = q t +h t where q t = f t E and, in particular, q 0 = q and h 0 = h. By the definition of G ,
and so, by (2.2), we get
where N(h) denotes the winding number about the origin for a continuous complex-valued nonvanishing function h on the unit circle bD. Then I (1) = 0 since, in the decomposition (f p , 0) = q 1 + h 1 , q 1 = 0, and
As t → I (t) is continuous, we conclude that
on D. This yields the lemma.
Proof of Theorem 1.
The proof is based on Gromov's method [G] as formulated in [A] . For details of the proof that are essentially the same as those of [A] , we refer to that paper (see also [AL] ).
Proof of Theorem 1. To prove part (i), we claim that ( * ) there exists a nonconstant n.s.a.d. h with boundary in L and such that, for all 1 ≤ k < n− 1 and all U ∈ ᐁ k ,
We argue by contradiction and assume that ( * ) is false. Since members (f, 0) of −1 (0) ⊆ H are analytic disks satisfying, by Lemma 3, the conditions of ( * ), except possibly for being nonconstant, the negation of ( * ) implies that −1 (0) = {(f p , 0)}. By (iii) of 2.3, we conclude that 0 ∈ G is a regular value of . Then, if
: H → G were a proper mapping, Smale's theorem would imply that is surjective. This would contradict Lemma 2, and so we conclude that is not proper. Arguing as in [A, pp. 138-139] , the fact that is not proper implies that there exists a sequence {f j } in Ꮿ r+1 (D) 
for an f j , with (f j , g j ) ∈ H and T j a biholomorphism of D. It follows thatf j has the same range as f j , and therefore, by Lemma 3, for all j , for all 1 ≤ k ≤ n−1, and for all U ∈ ᐁ k ,
Hence, for all 1 ≤ k ≤ n − 1, and for all U ∈ ᐁ k ,
But this h satisfies ( * ), and so our assumption that ( * ) is false leads to a contradiction. We conclude that ( * ) holds. Finally, let h be an n.s.a.d. satisfying ( * ). By (4.1), Lemma 1 implies that h k (D o 
Let us address part (ii). The proof in [A] with the modifications given for (i) also yield the Lagrangian case.
Proof of Theorem 2.
We first construct X. Let γ ⊆ C be a figure 8 not passing through the origin. Let M be the Duval-Sibony [DS1] totally real torus lying in C 2 over γ . This is defined as follows. Let ψ : T → C imbed T with a single self-intersection as γ . Let ρ : T → R be a positive function that separates the two points mapped by ψ to the self-intersection point of γ . Then M = {(ψ(λ), w) ∈ C 2 : |w| = ρ(λ), λ ∈ T}. Let X be the image of M under the mapping (z, w) → (z/w, w). Since M is totally real and the mapping is holomorphic and injective (on M), it follows that X is also totally real. We denote the inverse of this mapping by T and note that T (s,t) = (st, t) is an entire mapping. Proof. Let h = (h 1 , h 2 ) : D → C 2 be an analytic disk with boundary in M. We claim that h 1 : D → C is a constant map. If not, then h 1 (D o ) is an open set and is therefore contained in one of the two bounded components of the complement of γ , say . Then h 1 : D o → is a proper map and so, in particular, is surjective. Hence, h 1 (bD) = b . Let z 0 be the double point of γ . Then z 0 ∈ b , and there exists λ 0 ∈ bD such that h 1 (λ 0 ) = z 0 . Then h 1 maps every neighborhood of λ 0 in bD to a neighborhood of z 0 in b . Indeed, if is the unit disk, then h 1 : D → is a finite Blaschke product, and the openness of the map is simple to check; we can reduce to this case by a conformal map. The radius R(z) of the circle which is the fiber M z (z = z 0 ) has different limits as z approaches z 0 from the two directions along b . It follows that λ → |h 2 (λ)| is discontinuous on bD at λ = λ 0 . This is a contradiction.
Hence, h 1 ≡ c where c ∈ γ . If c = z 0 , then h 2 (bD) is contained in the circle M c and clearly |h 2 | ≡ R(c), so the lemma follows. In case c = z 0 , then h 2 (bD) is contained in M z 0 , a union of two circles. By connectedness, h 2 (bD) is contained in one of these. The lemma follows as before.
Proof of Theorem 2. Suppose that φ = (φ 1 , φ 2 ) : D → C 2 is an analytic disk with boundary in X. Then T • φ = (φ 1 · φ 2 , φ 2 ) is an analytic disk with boundary in M. Applying Lemma 4 to T • φ, we get φ 1 · φ 2 = c and φ 2 = R · B on D, where c = 0, since c ∈ γ . It follows that B can have no zeros and therefore is a constant. Hence, φ 2 and also φ 1 are constant. This shows that the only analytic disks with boundary in X are constant.
