In this paper squared eigenfunction symmetry of the differential-difference modified Kadomtsev-Petviashvili (D∆mKP) hierarchy and its constraint are considered. Under the constraint, the Lax triplets of the D∆mKP hierarchy, together with their adjoint forms, give rise to the positive relativistic Toda (R-Toda) hierarchy. An invertible transformation is given to connect the positive and negative R-Toda hierarchies. The positive R-Toda hierarchy is reduced two differential-difference Burgers hierarchies. We also consider another D∆mKP hierarchy and show that its squared eigenfunction symmetry constraint gives rise to a decomposition of the Volterra hierarchy. In addition, we revisit the Ragnisco-Tu hierarchy which is a squared eigenfunction symmetry constraint of the differential-difference Kadomtsev-Petviashvili (D∆KP) system. An one-field reduction is found to reduce the Ragnisco-Tu hierarchy to the Volterra hierarchy.
Introduction
It is common that an integrable system with a Lax pair usually has a squared eigenfunction symmetry composed by the wave functions governed by the Lax pair and its adjoint form. Such a symmetry is deeply related to N -soliton expression [16] , gradients of eigenvalues and nonlinearization of Lax pairs [3, 4] , Mel'nikov-type integrable systems with self-consistent sources [32] (also see [45] ), etc. The squared eigenfunction symmetries and their constraints have received intensively attention in the early 1990s and many remarkable results were obtained, such as, as a symmetry constraint it bridges a gap between continuous (2+1)-dimensional and (1+1)-dimensional integrable systems [10, 23, 24] , the squared eigenfunction symmetries are interpreted as an assemble of isospectral flow symmetries [31] , understanding and solutions of the constrainted (2+1)-dimensional systems [8, 9, 11, 12, 14, 29, 30, 34, 36, 37, 42, 43, [46] [47] [48] , and so on.
The research has also been extended in 1990s to differential-difference case with one independent discrete variable [19, 25, 35] but the understanding did not go as far as for the continuous case. This is because at that time the discrete integrable systems are less understood than the continuous ones. Recently, in [7] it is shown that by the squared eigenfunction symmetry constraint the differential-difference Kadomtsev-Petviashvili (D∆KP) system is related to the (1+1)-dimensional differential-difference system, the Ragnisco-Tu hierarchy [33, 38] , which is a second discretization of the Ablowitz-Kaup-Newell-Segur(AKNS) system but is different from the Ablowitz-Ladik system [1] by a different discretization of wave functions [7] . The D∆KP hierarchy is related to the pseudo-difference operator M (2.5) and the differential-difference modified Kadomtsev-Petviashvili (D∆mKP) hierarchy is related to L , respectively. In this paper we focus on the squared eigenfunction symmetry of the D∆mKP system, and also revisit the D∆KP, because the gauge connection between M and L will play roles in the research. As new results of the present paper, we obtain the following.
• We reduce the Ragnisco-Tu hierarchy to the Volterra hierarchy, which breaks the statement in [33] that the hierarchy "are essentially given by the non-existence of one-field reduction".
• We show that the squared eigenfunction symmetry constraint of the D∆mKP system gives rise to the positive relativistic Toda (R-Toda) hierarchy in (1+1)-dimension.
• The R-Toda(±) hierarchies are unified by an invertible transformation.
• Two differential-difference Burgers hierarchies are obtained as reductions of the R-Toda(+) hierarchy.
• We consider the D∆mKP(E) system that is related toL (5.2) , and its squared eigenfunction symmetry constraint gives rise to a decomposition of the Volterra hierarchy.
This paper is organized as follows. In Sec.2 we introduce basic notations and the derivation of the scalar D∆KP and D∆mKP hierarchies. In Sec.3 we revisit the squared eigenfunction symmetry constraint of the D∆KP hierarchy and reduce the Ragnisco-Tu hierarchy to the Volterra hierarchy. Then in Sec.4 we deal with the D∆mKP system and show its symmetry constraint gives rise to the R-Toda hierarchy. And in Sec.5 we consider the D∆mKP(E) hierarchy and its squared eigenfunction symmetry constraint. Finally, conclusions are given in Sec.6.
Preliminary

Notations
Suppose that u = u(n, x, t) and v = v(n, x, t) are smooth functions of (n,
and a Lie product ·, · is defined as
Without confusion usually we write f (u) = f n . We denote a shift by Ef n = f n+1 and a difference by ∆f n = (E − 1)f n = f n+1 − f n . Note that there is an extended Leibniz rule for ∆,
where C i s is defined as C 0 0 = 1 and
In this paper we are interested in the following pseudo-difference operators
and
For two functions f n , g n ∈ S[u]∪S [v] , their inner product is defined as
by which we can define an adjoint operator of an operator T , denoted by T * , via < T f n , g n >=< f n , T * g n > .
(2.8)
M * and L * can be defined in this way.
The scalar D∆KP hierarchy [15]
Let us briefly review the scalar D∆KP hierarchy derived from the Lax triplet composed by 1
where λ is a spectral parameter, B s = (M s ) ≥0 contains only non-negative ∆ j terms (i.e. j ≥ 0) of M s , e.g.,
The compatibility of (2.9) leads to
where [A, B] = AB − BA, and among which (2.11b) serves to express u i via u by This hierarchy can also be expressed as
Denote the hierarchy by u ts = G s , (2.15) in which the D∆KP equation is [13, 20] 
It can be proved that G j , G s = 0, (2.17) which means the flow G j is a symmetry of the whole D∆KP hierarchy (2.13 ).
Note that one may also alternatively rewrite M in terms of E, denoted bȳ 
The scalar D∆mKP hierarchy
Here we employ the Lax triplet approach to derive the scalar D∆mKP hierarchy from the pseudo-difference operator (2.6) that has been considered in [40] . Let us start from the triplet
22c)
where A s = (L s ) ≥1 , e.g.,
23a)
The compatibility of (2.22) gives rise to
(2.24c) serves as a zero curvature expression for the scalar D∆mKP hierarchy
The first nonlinear equation of this hierarchy reads [40] (ln v)
which is known as the D∆mKP equation. Similar to [15] , one can prove that
29)
and K j is a symmetry of the whole D∆mKP hierarchy due to K j , K s = 0.
(2.30)
Gauge equivalence
Motivated by [35] , Ref. [40] considered gauge transformation of the pseudo-difference operators (2.5) and (2.6) by introducing an undetermined function f n such that 
As a result one has
and 3 Squared eigenfunction symmetry of the D∆KP In this section we first briefly revisit the squared eigenfunction symmetry of the D∆KP hierarchy and its constraint. Then we present a new one-field reduction of the Ragnisco-Tu hierarchy.
Squared eigenfunction symmetry
It has been proved by use of additional symmetry in [7, 28] that
x is a symmetry of the whole D∆KP hierarchy (2.13), provided Ψ and Ψ * satisfy the Lax triplets (2.9) and (2.34).
In the following we revisit this result from the view point of τ function and present the following relation,
where G s are the flows in the D∆KP hierarchy (2.13). We can employ the results in [19] . In fact, the 2DTL hierarchy, studied in [19] , amount to two differential-difference KP hierarchies. By the rational transformation [19] 
where τ n = τ (n, x, t 1 , t 2 , · · · ), the scalar D∆KP hierarchy (2.14) can be cast into bilinear forms [2, 19] 
where the p s (x) with x = (x 1 , x 2 , · · · ) are elementary Schur polynomials defined through
and D x is the Hirota bilinear operator defined as [17] 
The hierarchy (3.3) can be alternatively written as
with t = (t 1 , t 2 , · · · ) and [λ] = (λ, λ 2 /2, λ 3 /3, · · · ). Then, taking derivative w.r.t. x on (3.6) and making use of (3.2), it follows from (3.6) that
On the other hand, the eigenfunctions Ψ and Ψ * can be expressed in terms of τ n as the following [2, 19] ,
Combining (3.7), (3.8a) and (3.8b) together, we immediately reach
i.e. (3.1). This means σ = (ΨΨ * ) x is not only a symmetry of the whole D∆KP hierarchy (2.13), but also assembles all flows (isospectral symmetries) of the hierarchy.
Symmetry constraint and the Ragnisco-Tu hierarchy
Since u x is also a symmetry of the D∆KP hierarchy (2.13), we consider the symmetry constraint σ = u x + (ΨΨ * ) x = 0, which leads to 2 u = −ΨΨ * + 1.
(3.10)
the pseudo-difference operator (2.5) is written as (cf. [7] ) 12) and the spectral problem (2.9a) is cast into a matrix form
which is gauge equivalent to the Ragnisco-Tu spectral problem (see Appendix B of [7] )
Meanwhile, (2.9b) and (2.34b) turn out to be
(3.15)
The Ragnisco-Tu hierarchy is composed by (2.9c) and (2.34c).
Proposition 2.
Under the symmetry constraint (3.10) and (3.11), (2.9c) and (2.34c) give rise to the recursive structure of the Ragnisco-Tu hierarchy
with µ n = 1 + Q n R n+1 and I to bebeing the 2 × 2 identity matrix.
Proof. Introduce L = M − 1. Based on results in [7] , one has the relation
The Ragnisco-Tu hierarchy: Refined with asymptotic condition
In the previous subsection, to derive the recursive structure (3.16) of the Ragnisco-Tu hierarchy, we employed the results in [7] . Note that the proof given in [7] has nothing with the asymptotic condition of (Q n , R n ) (i.e. (Ψ, Ψ * )).
In the following, in order to meet the relation (3.10), we refine the Ragnisco-Tu hierarchy under the asymptotic condition
where i, j are finite integers. This will be helpful in discussing one-field reduction later. Let us also introduce
and define
where M R is given as (3.17) . With the asymptotic condition (3.20) it is easy to obtain
(3.23) 
Reduced to the Volterra hierarchy
In [33] it is addressed that the Ragnisco-Tu hierarchy "are essentially given by the non-existence of one-field reduction". In the following let us show how the Volterra hierarchy arises as a reduction from the refined Ragnisco-Tu hierarchy (3.24) .
which gives rise to the well known Volterra equation
Next, for the recursive Ragnisco-Tu hierarchy (3.16) , under the reduction (3.26), it is reduced to a scaler relation
Applying E −1 ∆ on both sides, we immediately arrive at
which is the recursive structure of the Volterra hierarchy (cf. [39] ). Let us sum up the reduction results as follows. 
33)
where q n is defined as
34)
Squared eigenfunction symmetry of the D∆mKP
In this section we consider squared eigenfunction symmetry constraint of the D∆mKP system. As a result, we will obtain the R-Toda hierarchy, which further is reduced to two differentialdifference Burgers hierarchies.
Squared eigenfunction symmetry
As for the squared eigenfunction symmetry of the D∆mKP hierarchy (2.27), we have the following.
Theorem 4.1. The following relation holds
where Φ and Φ * satisfy the Lax triplets (2.22) and (2.35).
Proof. We prove this Theorem by using the results of the D∆KP hierarchy and the gauge equivalence relations. Making use of relations (2.32b), (2.33) and (2.37), from (3.9) we can find
Note that from (2.22b) and (2.35b) we can derive a relation
from which we can find
Thus, combining (4.2) and (4.4) we immediately reach (4.1) and complete the proof.
Note that (4.1) indicates σ = (ΦE∆ −1 Φ * ) x provides a symmetry for the whole D∆mKP hierarchy (2.27) . Such a symmetry can also be constructed using the additional symmetry approach [34] (also see [18] ).
Symmetry constraint and the R-Toda hierarchy
Spectral problem
Since both v x and (ΦE∆ −1 Φ * ) x are symmetries of the D∆mKP hierarchy, we consider the following symmetry constraint
under which the pseudo-difference operator L can be written as L = a n b n ∆ + a n ∆ −1 b n ∆. (4.7)
Note that (4.5) and (4.6) indicate v = a n b n .
(4.8)
To prove the form (4.7), we need to express all v s in terms of a n , b n .
Proposition 3. Under the symmetry constraint (4.5), all the {v s } ∞ s=0 defined by (2.25) can be expressed in terms a n , b n as the following, v s = (−1) s a n E −1−s ∆ s b n , s = 0, 1, 2, · · · (4.9)
where a n , b n are defined in (4.6).
Proof. Under the constraint (4.5), the coupled system (2.22b) and (2.35b) turns out to be a n,x = a n b n (a n+1 − a n ), b n,x = a n b n (b n − b n−1 ). (4.10)
This will be used to eliminate derivatives of a n and b n w.r.t. x in (2.25). Inserting (4.8) and (4.10) into (2.25a) and (2.25b) respectively, v 0 and v 1 are written as v 0 = a n b n−1 , v 1 = −a n E −2 ∆b n . Then we assume v i = (−1) i a n E −1−i ∆ i b n , i = 0, 1, · · · , m, (4.12)
by which the right hand side of (2.25c) with s = m is expressed as a n b n E (−1) m+1 a n E −2−m ∆ m b n − (E −1−s a n b n )(−1) m+1 a n E −2−m ∆ m b n . (4.13)
By comparison we immediately from (2.25c) find v m+1 = (−1) m+1 a n E −2−m ∆ m b n . (4.14)
This means on basis of mathematical induction the expression (4.9) is valid for all s = 0, 1, · · · .
Substituting (4.9) into (2.6) and make use of formula (2.3) with s = −1, one can arrive at (4.7). Now, with (4.7) in hand, the spectral problem (2.22a) turns out to be a n b n ∆ + a n ∆ −1 b n ∆ Φ = λΦ, (4.15) which can be written as
where φ 1,n = Φ/a n , λ = η 2 , and v n = a n b n , r n = −a n+1 b n .
(4.17)
The spectral problem (4.16) can be further gauge transformed into
by taking (φ 1,n , φ 2,n ) = e −∆ −1 ln rn (φ ′ 1,n , φ ′ 2,n ). After a further gauge transformation [6] φ ′
the spectral problem (4.18) goes to the R-Toda spectral problem that reads [39] 
where α is an arbitrary constant. Note that the one-component form of (4.18), which reads
has been used as an unusual spectral problem (see Eq.(2.1) in [22] ) to study the R-Toda lattice; (4.18) was also studied in [41] as a new spectral problem without knowing the connection with the R-Toda lattice.
The R-Toda hierarchy
Under the constraint (4.5), the two equations (2.22b) and (2.35b) in the Lax triplets (2.22) and (2.35) can be cast into evolution equation in terms of (a n , b n ) like (4.10), i.e.
(ln a n ) x = a n+1 b n − a n b n , (ln b n ) x = a n b n − a n b n−1 , (4.23)
where a n , b n are given in (4.6) . To look at explicit forms of (2.22c) and (2.35c) in terms of (a n , b n ), we need to use some recursive structures.
Proposition 4. With the compact form (4.7) of L, A s allows the following two recursive relations
where (L s ) 0 stands for the constant term of the operator L s with respect to ∆.
Proof. By means of the identities 35c) give rise to the recursive hierarchy ln a n ln b n t s+1 = L R ln a n ln b n ts , s = 1, 2, · · · , (4.26)
where the initial member reads (ln a n ) t 1 = a n+1 b n − a n b n , (ln b n ) t 1 = a n b n − a n b n−1 , (4.27) and the recursion operator L R is
with elements
Proof. Based on (2.29) and (4.8), one has (L s ) 0 = ∆ −1 (ln v) ts = ∆ −1 (ln a n b n ) ts = ∆ −1 1 a n a n,ts + ∆ −1 1 b n b n,ts . Then, using the recursive form (4.24a) and expression (4.7), one has a n,t s+1 = A s+1 a n = (a n b n ∆ + a n ∆ −1 b n ∆)a n,ts + a n b n (E(L s ) 0 )∆a n + a n ∆ −1 b n,ts ∆a n , which, coupled with (4.29), gives rise to (ln a n ) t s+1 = L 11 R (ln a n ) ts + L 12
Similarly, using (4.24b) and (4.29) one can find
Further, by some calculations we can have where the first member is the R-Toda lattice (denoted by R-Toda(+1)) v n,t 1 = v n (r n − r n−1 ), (4.31a)
and the recursion operator L R + reads
(4.32)
Further discussion on the R-Toda hierarchy
The R-Toda(−) hierarchy
The R-Toda(+) hierarchy (4.30) can be also derived from the spectral problem (4.18) by considering the compatible condition with the time part 
where the recursion operator L R − is
Here for the purpose of identification, we have used (v ′ n , r ′ n ) in stead of (v n , r n ) in the R-Toda(−) hierarchy. The first equation in the R-Toda(-) hierarchy is, denoted by the R-
(4.36)
Ref. [22] used to introduce the transformation
by which the R-Toda(+1) (4.31) and the R-Toda(-1) (4.36) can be transformed to each other. Next, we will show that the same transformation can be extended to the whole hierarchy of the R-Toda. 
Proof. The relation (4.38) indicates
Noting that T −1 = T , and under (4.38) there is
we can unify the R-Toda(±) hierarchies and then complete the proof.
The differential-difference Burgers hierarchy
In the following we will see that one-field reduction of the R-Toda(+) hierarchy can give rise to the differential-difference Burgers hierarchy. Imposing reduction r n = −v n (4.40)
on the R-Toda(+1) equation (4.31), we have v n,
and on the R-Toda(+) hierarchy (4.30) we get
where the recursion operator is where c s (t) is an arbitrary function of t but independent of n. Equation (4.41) is known as the differential-difference Burgers equation. In fact, taking
and letting n → ∞, ε → 0 while nε = x, (4.41) gives rises to
in its leading term, which is the Burgers equation.
To consider the continuum limit of the whole hierarchy (4.42a), we introduce v n = e εγ , x = εn. Noticing that formally v n = e εγ = 1 + εγ + O(ε 2 ) (4.49a)
from (4.42b) we have
This means, after a combination of the flows W j , γ n,ts = W ′ s = (T 1 + 1) s−1 W 1 = (T 1 + 1) s−1 γ n , s = 1, 2, · · · , (4.51)
can be considered as the differential-difference Burgers hierarchy, as with the continuum limit scheme (4.49) it gives rise to the Burgers hierarchy (cf. [44] )
where ∂ ts has been replaced with ε s ∂ t ′ s . There is another reduction
which leads the R-Toda(+) hierarchy (4.30) to
54a)
where the recursion operator is 
which, under (4.46), gives the Burgers equation
The whole hierarchy can also be explicitly written as where c s (t) is an arbitrary function of t but independent of n. The combined hierarchy
can be considered as a second differential-difference Burgers hierarchy with continuum limit (cf. [44] )
Note that in the continuum limit scheme (4.49) the equation
goes to the Burgers equation (4.56) when n → +∞, and (4.62) was derived in [26] as a discrete Burgers equation.
5 The D∆mKP(E) and constraint
The D∆mKP(E) hierarchy
Note that the negative powers of ∆ can be expressed in terms of backward shifts like
by which we can rewrite the pseudo-difference operator (2.6) as the followinḡ
where the new valuables {w, w s } are related to {v, v s } through
Note also that asymptotically
as |n| → +∞. The hierarchy resulted from (5.2) is called the D∆mKP(E) hierarchy, which is generated from the Lax tripletL
4c)
whereĀ s = (L s ) ≥1 , of which the first two ofĀ s arē
The compatibility of (5.4) is
From (5.6b) one can express w s in terms of w as the following,
where {π s } is defined by π s = s i=1 (E −i w), for s = 1, 2, · · · ; and from (5.6c) we have
which provides a zero curvature expression of the scalar D∆mKP(E) hierarchy. An alternative expression of (5.8) is w ts =K s = w∆Res E (L s E −1 ), s = 1, 2, · · · . (5.9)
The first two equations are 11) or in the formŵ
In addition, similar to [15] , we can prove that 
Squared eigenfunction symmetry
Consider the Lax triplet (5.4) and its adjoint form
One can verify that ifL Then, making use of the formula of ∆ −1 in (5.1), we can rewriteL in terms of c n , d n as the compact formL = c n E 2 ∆ −1 d n .
(5.20)
Thus, the spectral problem (5.4a) reads 
and e qn = −c n d n .
(5.24) (5.22) is nothing but the spectral problem of the Volterra lattice hierarchy.
Decomposition of the Volterra hierarchy
With new valuables c n and d n , (5.4c) and (5.13c) read c n,ts =Ā s c n , d n,ts = −Ā * s d n , s = 1, 2, · · · , (5.25)
Let us see what the known integrable hierarchy is related to the above system. First, (5.4b) and (5.13b) are
which gives rises to the Volterra equation q n,x = −e q n+1 + e q n−1 (5.27) provided q n is defined through (5.24) . In order to understand the recursive structure behind (5.25), we need the following relations
which holds by considering the definition ofĀ s and the formula of ∆ −1 in (5.1). Then we have the recursive structure forĀ s andĀ * s : 
where the recursion operator T is defined as
Further we have Theorem 5.3. By defining q n as in (5.24), the hierarchy (5.31) gives rise to the Volterra hierarchy q n,ts = (−1) s L s−1 V (e q n+1 − e q n−1 ), s = 1, 2, · · · , (5.33)
where the recursion operator L V is given in (3.32) . In this context, we say that (5.31) is a decomposition of the Volterra hierarchy (5.33) .
Note that if we look for c n d n+j = −1 type of reduction, we find the only available case is j = −2, i.e. It is interesting that the reduction (5.34) is valid as well for the whole hierarchy (5.31). As a result, we obtain a scalar hierarchy (ln c n ) t s+1 = −E∆ −1 E c n c n−2 E − c n c n−2 (E −1 + E −2 )(ln c n ) ts , s = 1, 2, · · · , which is, by acting (1 − E −2 ) on both sides, q n,t s+1 = −L V q n,ts , s = 1, 2, · · · , (5.37)
i.e., the Volterra hierarchy where L V is given by (3.32).
Correlation of the D∆KP and D∆KP(E)
Note that both the D∆KP and D∆KP(E) give rise to the Volterra hierarchy via there squared eigenfunction symmetry constraints, there should have some correlations behind the fact. Let us consider the gauge transformation h nL =M h n (5.38)
with an unfixed scalar function h n , which gives rise to h n w = h n+1 , w 0 =ū, h n w s =ū s h n−s , s = 1, 2, · · · . (5.39) From (5.9) we know that (ln h n ) ts = (L s ) 0 . By the replacement employed previously, i.e. Ψ = Q n , Ψ * = R n , Θ = c n , Θ * = d n , we formally have Q n = h n c n , R n = d n /h n , which gives rise to Q n R n = c n d n . Thus (3.28) and (5.24) coincide, and it is not surprised that both the D∆KP and D∆mKP(E) are related to the Volterra hierarchy by squared eigenfunction symmetry constraints.
Conclusions
We have considered squared eigenfunction symmetry constraints of the D∆KP and D∆mKP systems. The D∆KP gives rise to the Ragnisco-Tu hierarchy which is a discretization of the AKNS system and is reduced to the Volterra hierarchy by a new one-field reduction. The D∆mKP gives rise to the R-Toda hierarchy which is reduced to the differential-difference Burgers hierarchies. The D∆mKP(E) leads to the Volterra hierarchy as well. In some reductions, we have taken into account of nonzero asymptotic conditions of wave functions, which makes more reasonable in reductions. Compared with the results of continuous case where the KP system generates the AKNS system [10, 23] and the mKP system leads to the Kaup-Newell spectral problem [21] and the derivative Schrödinger hierarchy [5] , the differential-difference case exhibits richer results and reveals more links, some of which already emerged in [22, 35] while were elaborated in the present paper. These results will provide understandings in studying the s-constrainted systems from variety results of the D∆KP and D∆mKP hierarchies.
