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Abstract
This paper studies the Hp–Hq estimates of the solutions for a class of dispersive equations under the
assumption that principal operators are homogeneous elliptic and the corresponding level hypersurfaces are
convex and of finite type. These estimates allow us to show higher order Schrödinger operator generates
a fractionally integrated group in Lp(Rn).
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1. Introduction
In this paper, we are mainly concerned with the Hp–Hq estimates of the solution for the
following Cauchy problem of dispersive type:
{
∂tu(t, x) = iP (D)u(t, x), (t, x) ∈ R × Rn,
u(0, x) = u0(x), x ∈ Rn, (1.1)
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of order m  2 (m must be even), and Hp(Rn) (0 < p < ∞) denotes Hardy space, as well as
H∞(Rn) denotes BMO(Rn) (bounded mean oscillation space) for the convenience of notation.
As we known, Hp(Rn) = Lp(Rn) for 1 < p < ∞ and H 1(Rn) (resp. L∞(Rn)) is a proper
subspace of L1(Rn) (resp. BMO(Rn)) (see [32, Chapters III–IV]).
For every initial value u0 ∈ S(Rn) (the Schwartz space), by Fourier transform the solution of
(1.1) can be given by
u(t, ·) := eitP (D)u0 = F−1
(
eitP uˆ0(ξ)
)
,
where F (or ˆ ) denotes Fourier transform and F−1 is its inverse.
When P(ξ) = |ξ |2, it is well known that Eq. (1.1) represents free Schrödinger equation and
the solution operator e−it satisfies with the following sharp Lp–Lp′ -estimates
∥∥e−it∥∥
Lp–Lp
′  C|t | n2 ( 1p′ − 1p ), t = 0, 1 p  2 (1.2)
where p′ is the conjugate index of p (see e.g. [33, p. 71]). In particular, a remarkable fact is
that the estimates (1.2) imply the famous Strichartz inequalities which are very useful in the
well-posedness of nonlinear Schrödinger equations (see e.g. [8,10,24,33]).
In order to treat with the Hp–Hq (also Lp–Lq )-estimates for Eq. (1.1) with a real homoge-
neous elliptic polynomial P , we need estimate its fundamental solution F−1(eitP ) (t = 0). For
this, the geometry property of the level set
Σ := {ξ ∈ Rn: ∣∣P(ξ)∣∣= 1} (1.3)
plays a crucial role. Note that Σ is always a compact connected smooth hypersurface of Rn due
to the homogeneous elliptic condition of P .
If the hypersurface Σ has nonvanishing Gaussian curvature everywhere (e.g. spherical surface
Sn−1 of Rn corresponding to polynomial P(ξ) = |ξ |2N ), then the optimal Hp–Hq estimates
for the evolution operator eitP (D) (t = 0) can be deduced from [27, Theorem 4.1]. Actually,
Miyachi [27] mainly considered the Hp–Hq boundedness of a class of singular multipliers
ψ(ξ)|ξ |−bei|ξ |a (a > 0, b ∈ R) where ψ(ξ) is equal to 1 for large ξ and 0 near origin. But
from [27, Rem. 4.2] one knows that his results even hold for a positively homogeneous phase
function P of degree m with nonzero Gaussian curvature’s Σ . Moreover, we remark that, based
on one or other nondegenerate conditions on P which are all equivalent that Σ has nonzero
Gaussian curvature everywhere, the Lp–Lq estimates and some related topics have also been
extensively generalized to nonhomogeneous polynomials P(ξ) +Q(ξ), where Q(ξ) is any real
polynomial of order less than m (see e.g. [2,5,6,9,15,23,25]). In particular, all one-dimensional
cases have been covered in these papers.
On the other hand, if dropping the restriction of the nonzero Gaussian curvature at some
points of Σ , then it would become more difficult to estimate the oscillatory integral F−1(eitP )
(t = 0) due to the failure of the principle of stationary phase (see e.g. [32, p. 344]). In fact, there
exist many elliptic polynomials such that their level hypersurfaces have zero Gaussian curvature
at some points, for instance ξm1 + · · · + ξmn (m = 4,6, . . .) and ξ41 + 6ξ21 ξ22 + ξ42 . Motivated
by these examples, based on a powerful result of [7, Theorem B], Zheng et al. [38] recently
made an interesting work about Lp–Lq estimates for the evolution operators eitP (D) for Σ is
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Fig. 1. The Hp–Hq estimates of eitP (D) (t = 0) when k > 2.
a convex hypersurface of finite type k  2 (k ∈ N). More precisely, they proved that (see [38,
Theorem 2.4])
∥∥eitP (D)∥∥
Lp–Lq
 C|t | nm ( 1q − 1p ), t = 0, (1.4)
where ( 1
p
, 1
q
) ∈AB′CD′ \ {B′,D′}, and AB′CD′ is a closed quadrangle by the four vertex points
(see Fig. 1): A= ( 12 , 12 ), B′ = (1, 1τ ), C= (1,0), and D′ = ( 1τ ′ ,0), where τ ′ is the conjugate index
of τ and
τ = 2kn(m− 1)
m(2n+ k − 2)− 2kn . (1.5)
If Σ is convex and k = 2, i.e. equivalently, Σ has nonzero Gaussian curvature everywhere,
then the range AB′CD′ is sharp for (1.4) on Lp(Rn). Thus a natural question we ask is: does
the sharpness of AB′CD′ remain if k > 2? To this problem, although we don’t affirm how large
is the optimal range for (1.4) as k > 2, but we certainly negate the sharpness of AB′CD′ for
k > 2. Indeed, in this paper we firstly establish the Hp–Hq estimates of eitP (D) under the same
conditions (see Theorem 2.3 below), from which it follows that, as k > 2, the estimates (1.4)
for eitP (D) can be extended to the larger region ABCD (see Fig. 1) if L1(Rn) (resp. L∞(Rn))
is replaced by H 1(Rn) (resp. BMO(Rn)), and as k = 2, ABCD is again identical with AB′CD′ .
Therefore Theorem 2.3 improves the estimates (1.4) and extends to Hp(Rn) (0 < p  1). More
generally, we investigate the Hp–Hq -estimates of regularized operators J σ eitP (D) (t = 0) and
Iσ eitP (D) (t = 0) where, J σ = (1 − )σ/2 and Iσ = (−)σ/2 denote the Bessel potential and
Riesz potential of order −σ , respectively. In particular when σ > 0, we remark that the kind
of estimates give so-called global smoothing effects of Eq. (1.1), as shown by [2,23] on Lp for
nondegenerate polynomials.
Moreover, as an application of the Lp–Lq -estimates of J σ eitP (D) (t = 0), another aim of the
paper is to show that higher order Schödinger operator iP (D)+V (x,D) in Lp(Rn) generates a
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(see Theorem 4.3).
As we known, the semigroup of operator is an abstract tool to treat Cauchy problems. How-
ever, the elliptic operator iP (D) in Eq. (1.1) cannot generate a classical C0-semigroup on
Lp(Rn) (p = 2) (see [21]). Since then, several generalizations of C0-semigroup were introduced,
such as distribution semigroup, integrated semigroup and regularized semigroup et al., as well as
applied to general differential operators (including iP (D) and even nonelliptic class) and associ-
ated Cauchy problems (see e.g. [1,4,16,17,19,20,37]). Here, the corresponding Cauchy problem
with iP (D)+ V (x,D) is the following generalized Schödinger equation:
{
∂tu(t, x) = iP (D)u(t, x)+ V (x,D)u(t, x), (t, x) ∈ R × Rn,
u(0, x) = u0(x), x ∈ Rn, (1.6)
As a consequence of Theorem 4.3, certain Lp–Lp estimates of solution for Eq. (1.6) can be
obtained by employing Straub’s fractional powers (see Theorem 4.5). When V (x,D) is a suitable
integrable complex function V (x), similar arguments for Eq. (1.6) have also been considered in
[5,26,30,36,38] by semigroup methods. Nevertheless, none of them can deal with Eq. (1.6) with
a differential perturbed operator V (x,D).
Finally, with respect to the classical Schrödinger equation, i.e. Eq. (1.6) where iP (D) +
V (x,D) = i(− + V (x)) and V (x) is a real potential, the study of Lp–Lq -estimates for the
Schrödinger group e−it (−V ) has received great attentions in recent years motivated by nonlin-
ear problems (see [8, pp. 17–27], also refer to [31] for a detail survey on the subject). However,
for higher order Schrödinger group eit (P (D)+V ), such an analysis similar to (1.4) seems undevel-
oped as much as we best know. Clearly, it would be very interesting to further study the problem.
The paper is organized as follows: Section 2 is to state the main results and Section 3 is to
give their proofs. In Section 4 we show that higher order Schödinger operator iP (D)+V (x,D)
is a generator of a fractionally integrated group in Lp(Rn) by a perturbation method. Finally, the
proofs of two useful propositions are given as Appendix A.
2. The Hp–Hq estimates of solution
In the sequel, throughout the paper, let P be a real homogeneous elliptic polynomial of order
m on Rn, n 2, and Σ is always a hypersurface defined by P in (1.2).
Now we recall that Σ is of finite type if there exist k ∈ N and C > 0 such that
k∑
j=1
∣∣〈η,∇〉jP (ξ)∣∣ C > 0, ξ ∈ Σ and η ∈ Sn−1, (2.1)
where 〈η,∇〉 =∑nl=1 ηl∂/∂xl . The least k in (2.1) is called the type order of Σ . Also, say that
Σ is convex if
Σ ⊂ {η ∈ Rn ∣∣ 〈η − ξ,∇P(ξ)〉 0}, ξ ∈ Σ;
or
Σ ⊂ {η ∈ Rn ∣∣ 〈η − ξ,∇P(ξ)〉 0}, ξ ∈ Σ.
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calculations (or see [38, Prop. 2.1]). But it is obviously not always convex. In fact, the following
proposition gives some criterions to determine whether Σ is a convex hypersurface or not.
Proposition 2.1. The following statements are equivalent.
(a) The hypersuface Σ is convex.
(b) All principal curvatures of Σ are nonnegative everywhere with respect to the inward unit
normal orientation.
(c) The Hessian matrix [∂i∂jP (ξ)]n×n of P is semi-definite for each ξ ∈ Rn.
Additionally, if the type order of Σ is exactly 2, then we also have further consequences:
Proposition 2.2. The following statements are equivalent.
(a) The hypersuface Σ is convex and k = 2.
(b) Σ has nonzero Gaussian curvature everywhere.
(c) P is nondegenerate, i.e. the determinant of Hessian matrix satisfies that
det
([
∂i∂jP (ξ)
]
n×n
) = 0, ξ = 0.
The proofs of Propositions 2.1 and 2.2 are partially elementary, which are given as Ap-
pendix A in view of completion. By exploiting the arguments above one easily checks that
all examples below are degenerate and satisfy with the condition of convexity: ξm1 + · · · + ξmn
(m = 4,6, . . .) and ξ41 + 6ξ21 ξ22 + ξ42 .
Theorem 2.3. Suppose Σ is a convex hypersurface of finite type k for 2 k m. Then for each
pair ( 1
p
, 1
q
) ∈ 0 we have
∥∥eitP (D)∥∥
Hp–Hq
 C|t | nm ( 1q − 1p ), t = 0, (2.2)
where 0 is a closed triangle by the three vertex points (see Fig. 1): A = ( 12 , 12 ), D = ( 1q ′0 ,0) and
E = ( 1
p0
,0), where q ′0 is the conjugate index of q0 and
1
p0
= m(2n+ k − 2)
2kn
,
1
q0
= 1 − p0
2 − p0 =
m(2n+ k − 2)− 2kn
2m(2n+ k − 2)− 2kn .
Remark 2.1.
(i) Note that the point B(1, 1
q0
) is the point of intersection between line CF and line AE. Since
1
q0
> 1
τ
if and only if k > 2, and 1
q0
= 1
τ
= m−22(m−1) if and only if k = 2, thus it follows thatAB′CD′ is the proper subset of ABCD when k > 2 as described in above Fig. 1, and again
the two sets are identical if k = 2.
(ii) The conclusion of Theorem 2.4 in [38] actually showed the Lp–Lq estimates of eitP (D)
(t = 0) only for these points belonging to the set Ξ := {(1/p,1/q): 1  p  2, q ∈ Ip}
where
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⎧⎨
⎩
(q(p),∞], if 1 p < τ ′;
(q(p),
p(2−τ ′)
p−τ ′ ), if τ
′  p < 2;
{2}, if p = 2.
Here 1
q(p)
= 1
τp
+ 1
τ ′p′ and τ is given in Fig. 1. It is easy to check that the set Ξ is exactly equal
to (AB′CD′ \ {AB′,AD′}) ∪ {A}. However, as claimed for (1.4) in the introduction, the authors
of [38] essentially obtained a slight larger set AB′CD′ \ {B′,D′}. Indeed, using
F−1(e±iP )(x) = O((1 + |x|)−n/τ ), as |x| → ∞,
(see [38, Theorem 2.3] or Proposition 3.2 below), by scaling we can obtain
F−1(eitP ) ∈ L∞(Rn)∩Lτ,∞(Rn), t = 0,
where Lτ,∞(Rn) is the weak-Lτ space. Since
eitP (D)u0 = F−1
(
eitP
) ∗ u0, u0 ∈ S(Rn),
thus by the Young (or weak-Young) inequality (see e.g. [18, p. 22]) it follows the L1–L∞ and L1–
Lτ,∞ estimates for eitP (D) (t = 0), i.e. corresponding to points C (1,0) and B′(1, 1
τ
), respectively.
Next combining with the trivial case A( 12 ,
1
2 ), the desired claim immediately follows from the
Marcinkiewicz interpolation theorem (cf. [18, p. 38]) and a dual argument.
As a consequence, Theorem 2.3 can immediately follow from Theorem 2.4 below, which deals
with the Hp–Hq -estimates of regularized operators J σ eitP (D) (t = 0) and Iσ eitP (D) (t = 0)
where J σ = (1 −)σ/2 and Iσ = (−)σ/2 for σ  0.
Theorem 2.4. Suppose Σ is a convex hypersurface of type k for 2  k  m. If 0  σ 
m(2n+k−2)
2k − n, then for each pair ( 1p , 1q ) ∈ σ , we have
∥∥J σ eitP (D)∥∥
Hp–Hq
 C
(
1 + |t |− σm )|t | nm ( 1q − 1p ), t = 0, (2.3)
and
∥∥Iσ eitP (D)∥∥
Hp–Hq
 C|t | nm ( 1q − 1p )− σm , t = 0, (2.4)
where σ is a closed triangle by the three vertex points (see Fig. 2): A = ( 1rσ , 1r ′σ ), D = (
1
q ′σ
,0)
and E = ( 1
pσ
,0), where q ′σ (resp. r ′σ ) is the conjugate index of qσ (resp. rσ ),
1
rσ
=
{ 1
2 , if m = 2;
1
2 + kσm(2n+k−2)−2kn , if m> 2;
and
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Fig. 2. The Hp–Hq estimates of Jσ eitP (D) (t = 0) for some σ  0.
1
pσ
= m(2n+ k − 2)
2kn
− σ
n
,
1
qσ
= (1 − rσ )(1 − pσ )
pσ − rσ .
Remark 2.2. (i) If Σ is convex and k = 2, i.e. Σ has nonzero Gaussian curvature everywhere,
then 0 σ  n(m− 2)/2, and the triangle σ is optimal range for the estimates (2.3) by testing
the special multiplier ψ(ξ)|ξ |σ ei|ξ |m where ψ(ξ) is equal to 1 for large ξ and 0 near origin (see
[27, Theorem 4.1] for the details). In particular, if taking σ = n(m−2)/2, then the set n(m−2)/2
only consists of one point C= (1,0). Hence we obtain the following only decay estimate:
∥∥I n(m−2)2 eitP (D)∥∥
H 1–H∞  C|t |−
n
2 , t = 0. (2.5)
Notice that n(m − 2)/2 is an integer, so the operator In(m−2)/2 can be replaced by any par-
tial derivative Dα with |α| = n(m − 2)/2. Moreover, H 1–H∞ in (2.5) also can be replaced by
L1–L∞ in view of the proof of Theorem 2.4, and if (2.5) is equipped with L1–L∞-norm, then
its another related estimate is
∥∥W(t)∥∥
L1–L∞  C|t |−
n
2 , t = 0,
where W(t)u0 = F−1(|HP(ξ)|1/2eitP (ξ)uˆ0(ξ)) and HP(ξ) = det([∂i∂jP (ξ)]n×n) is a homo-
geneous elliptic polynomial of order n(m− 2) (see [23, Theorem 3.2]).
(ii) If m = 2, then P(ξ) = 〈ξ,Aξ 〉 where A is a positively defined matrix, and corresponding
Σ is an ellipsoid of Rn. Therefore we only have that k = 2, σ = 0, and 0 = {( 1p , 1p′ ); 1 
p  2}. Thus from (2.3) and Remarks (i) it follows that
∥∥eit〈D,AD〉∥∥
Lp–Lp
′  C|t | n2 ( 1p′ − 1p ), t = 0, 1 p  2,
which indicates that the solution u(t, x) of second order dispersive equation (1.1) cannot gain
any global smoothing effect on Lp′(Rn) if t = 0 and initial value u0 in Lp(Rn) (1  p  2).
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fect:
T∫
−T
∫
|x|R
∣∣(1 −) 14 u(t, x)∣∣2 dx dt  C(T ,R)‖u0‖L2 .
As we know, this type estimate was first proved by T. Kato [22] for solutions of the Korteweg–de
Vries (KdV) equation (see e.g. [33, Chapter 4]), and later extended to very general dispersive
type equation (cf. [3,12,13,23] and references therein).
(iii) In Theorem 2.4, (2.3) also can be extended to J−σ . For this case, a crucial differ-
ent point is that there exist nontrivial Hp–Hp-estimates of J−σ eitP (D) for any real ellip-
tic polynomial P . Let σ = nm(1/r − 1/2). If 0  σ < nm/2 (i.e. 1 < r  2), then we
have
∥∥J−σ eitP (D)∥∥
Lp–Lp
 C
(
1 + |t | σm ), t ∈ R, r  p  r ′. (2.6)
If σ  nm/2 (i.e. r  1), then we get
∥∥J−σ eitP (D)∥∥
Hp–Hp
 C
(
1 + |t | σm ), t ∈ R, r  p ∞. (2.7)
When r  p  2, (2.6) and (2.7) can be directly concluded by a multiplier theorem (e.g. see
[28, Theorem 1]), and for the remainder cases, the claims follow from the cases r  p  2
by a dual argument. Here, we also comment that the estimate (2.6) and its some variants
with other type regularized operator are known for some time, which are mainly related to
the theory on regularized semigroup and fractionally integrated semigroup (e.g. see [16,19,20,
37]).
3. The proofs of theorems
Now begin to prove above theorems. For this, let us first recall the definition and some impor-
tant properties of Fourier multipliers in Hp(Rn) and Lp(Rn). Let Xp be one of the following
spaces: Hp (0 < p ∞), Lp (1 p ∞). Given a ∈ S ′ (the tempered distribution space), we
define
‖a‖M(Xp,Xq) := sup
{‖F−1(afˆ )‖Xq
‖f ‖Xp
∣∣∣ f ∈ S ∩Xp, ‖f ‖Xp = 0
}
,
and M(Xp,Xq) is the space of all a ∈ S ′ such that ‖a‖M(Xp,Xq) < ∞. It was well known
that Fourier multiplier space M(Xp,Xq) has very abundant theory. In the following, we only
collect some necessary properties for our proof. For more contents, refer to Hömander [21] and
Miyachi [27].
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(i) Let a ∈ M(Xp,Xq), δ > 0, then aδ ∈ M(Xp,Xq) and
‖aδ‖M(Xp,Xq) = δn(
1
q
− 1
p
)‖a‖M(Xp,Xq)
where aδ is the dilation of a by aδ(ϕ) = a(δ−nϕ(δ−1·)) for each ϕ ∈ S(Rn).
(ii) (Fractional integral.) Let 0 <p < ∞, 0 < s < n/p and 1/q = 1/p− s/n, then the operator
Is : f → F−1
(|ξ |−s fˆ (ξ))
is well defined on Hp and bounded from Hp to Hq .
(iii) (Mihlin multiplier theorem.) Let 0 <p ∞ and l = [n|1/p−1/2|]+1. If a ∈ Ck(Rn \ {0})
and satisfies with
∣∣Dμa(ξ)∣∣ Cμ|ξ |−|μ|, for |μ| l,
then a ∈ M(Hp,Hp).
As for the proof of Lemma 3.1, (i) can be easily deduced from the definition and equality
‖f (δ · )‖Xp = δ−n/p‖f ‖Xp for δ > 0. (ii) and (iii) are well-known results in harmonic analysis,
we refer to [14, pp. 162–171] and [27, p. 282] for their proofs.
Next, we give the decay estimates of a class of oscillatory integrals marked with a parameter z.
For this, let ψ be a fixed smooth function on R such that 0  ψ(s)  1, ψ(s) = 0 if s  1 and
ψ(s) = 1 if s  2.
Proposition 3.2. If Σ is a convex hypersurface of finite type k and 2  k  m, then
(F−1a±z )(x) ∈ C∞(Rn) and there exists a constant C independent of β, x such that
∣∣(F−1a±z )(x)∣∣ C(1 + |β|)N (1 + |x|)−h(m,n,k,α), x ∈ Rn, (3.1)
where z = α + iβ for (α,β) ∈ R2, N is a nonnegative integer > n+ α,
a±z (ξ) = ψ
(|P |1/m)|P |z/me±iP
and
h(m,n, k,α) = m(2n+ k − 2)− 2kn
2k(m− 1) −
α
m− 1 .
Proof. We may assume that P(ξ) > 0 for any ξ = 0. Let φ = P 1/m, then φ is a positively smooth
homogeneous function of degree 1, and Σ = {ξ ∈ Rn | φ(ξ) = 1}. Because of analogy, it suffices
to treat with (F−1a+z )(x). Now consider the integral
K+ε,z(x) :=
∫
n
e−εφ(y)+iφm(y)+i〈x,y〉ψ
(
φ(y)
)
φz(y) dy, ε > 0.R
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that K+ε,z(x) converges uniformly to (F−1a+z )(x) in each compact subsets of Rn. So it follows
that F−1a+z ∈ C(Rn). Similarly, we can repeat the procedure and conclude (F−1a+z ) ∈ C∞(Rn)
by DμK+ε,z(x) (∀μ ∈ Nn). Next, in order to get (3.1) for F−1(a+z ), it suffices to show that
∣∣K+ε,z(x)∣∣ C(1 + |β|)N (1 + |x|)−h(m,n,k,α), x ∈ Rn, (3.2)
where N > n+α and C is independent of β, x, ε. To prove (3.2), we divide Rn into two regions
to discuss: |x|m/2M and |x| <m/2M where M = maxη∈Σ |η|.
We begin with the case |x|m/2M . By a polar coordinates transform (y = sξ for s > 0 and
ξ ∈ Σ ), rewrite
K+ε,z(x) =
∞∫
0
e−εs+ismsn−1+zψ(s)
(∫
Σ
eisr〈η,ξ〉
|∇φ(ξ)| dσ(ξ)
)
ds,
where r = |x|, x = rη, z = α + iβ , and dσ is the induced surface measure on Σ .
For each η ∈ Sn−1, let ξ± be the two points of Σ whose the outward normal directions are
±η, then by Theorem B in [7], we have
∫
Σ
eiλ〈η,ξ〉
|∇φ(ξ)| dσ(ξ) = e
iλ〈η,ξ+〉H+(λ)+ eiλ〈η,ξ−〉H−(λ)+H∞(λ), λ > 0.
where H± ∈ C∞((0,∞)), and there exist constants Cj independent on the hypersurface Σ such
that
∣∣H(j)± (λ)∣∣ Cjλ−j−(n−1)/k for j ∈ N0,
and
∣∣H∞(λ)∣∣ Cjλ−j for j ∈ N.
Therefore
K+ε,z(x) =
∞∫
0
e−εs+ism+isr〈η,ξ+〉sn−1+zψ(s)H+(sr) ds
+
∞∫
0
e−εs+ism+isr〈η,ξ−〉sn−1+zψ(s)H−(sr) ds
+
∞∫
0
e−εs+ismsn−1+zψ(s)H∞(sr) ds
:= I ε + I ε + I ε.1 2 3
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in [38, pp. 129–132], and keeping track of the variable β at the same time, then we can conclude
that
∣∣K+ε,z(x)∣∣ C(1 + |β|)N |x|−h(m,n,k,α), |x|m/2M.
Here omitting these details, refer readers to consult [38].
Now turning to case |x| <m/2M . By commuting the integral order in the K+ε,z(x), we get
K+ε,z(x) =
∫
Σ
( ∞∫
1
e−εs+ism+is〈x,ξ〉sn−1+zψ(s) ds
)
dσ(ξ)
|∇φ(ξ)| .
Let
ϕ(s) = −εs + ism + is〈x, ξ 〉.
Note that when |x| <m/2M and s  1,
∣∣ϕ′(s)∣∣ ∣∣msm−1 + 〈x, ξ 〉∣∣msm−1 −M|x| (m/2)sm−1 m/2.
So N -times integrations by parts yield that
∣∣K+ε,z(x)∣∣
∫
Σ
∣∣∣∣∣
∞∫
1
eϕ(s)sn−1+zψ(s) ds
∣∣∣∣∣ dσ|∇φ|  C
(
1 + |β|)N, |x| <m/2M.
Therefore combining with two cases above, Eq. (3.2) follows. 
Proof of Theorem 2.4. First we show (2.3). As above, we may assume that P(ξ) > 0 for ξ = 0.
Rewrite
〈ξ 〉σ eitP (ξ) = (〈ξ 〉σ 〈|t | 1m ξ 〉−σ ) · 〈|t | 1m ξ 〉σ e±iP (|t | 1m ξ), t = 0,
where 〈ξ 〉 := (1 + |ξ |2) 12 . Note that
∣∣Dμ(〈ξ 〉σ 〈|t | 1m ξ 〉−σ )∣∣ Cμ(1 + |t |− σm )|ξ |−μ, μ ∈ Nn0,
so it follows from Lemma 3.1(iii) that for any 0 <p < ∞,
〈ξ 〉σ 〈|t | 1m ξ 〉−σ ∈ M(Hp,Hp), t = 0,
and
∥∥〈·〉σ 〈|t | 1m ·〉−σ∥∥M(Hp,Hp)  C(1 + |t |− σm ), t = 0. (3.3)
Thus in view of Lemma 3.1(i) it suffices to consider multipliers 〈ξ 〉σ e±iP (ξ).
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〈ξ 〉σ e±iP (ξ) = (1 −ψ(P 1m ))〈ξ 〉σ e±iP (ξ) + (ψ˜(P 1m )〈ξ 〉σP− σm ) · a±σ (ξ),
where ψ˜(s) is a smooth function on R such that 0 ψ˜(s) 1, ψ˜(s) = 0 if s  12 and ψ˜(s) = 1
if s  1, and
a±σ (ξ) = ψ
(
P
1
m
)
P
σ
m e±iP (ξ),
here ψ is defined in Proposition 3.2. Since
(
1 −ψ(P 1m ))〈ξ 〉σ e±iP (ξ)
are smooth function with compact support, it follows that
(
1 −ψ(P 1m ))〈·〉σ e±iP ∈ M(Hp,Hq), for any 0 <p  q ∞. (3.4)
Moreover, by using Lemma 3.1(iii) we also have
ψ˜
(
P
1
m
)〈ξ 〉σP− σm ∈ M(Hp,Hp), for any 0 <p < ∞. (3.5)
Thus 〈ξ 〉σ e±iP (ξ) can be reduced to multiplier a±σ (ξ). For 0 σ  (m(2n+ k − 2)/2k)− n, if
we can prove that
a±σ (ξ) ∈ M
(
Hp,Hq
)
, (3.6)
for any pair ( 1
p
, 1
q
) ∈ σ , then the desired (2.3) can immediately follows from (3.3)–(3.6) above.
To obtain (3.6), by interpolation and duality it suffices to show the following two end-points:
A( 1
rσ
, 1
r ′σ
), and E( 1
pσ
,0) (see Fig. 2).
Let σmax = (m(2n+ k− 2)/2k)−n. Note that F−1(a±σmax(·)) ∈ L∞ by Proposition 3.2, hence
we obtain that
a±σmax(ξ) ∈ M
(
H 1,L∞
)
.
Thus from Lemma 3.1(ii) and (iii) it follows that
a±σ (ξ) = a±σmax(ξ) ·
(
P
1
m |ξ |−1)σmax−σ · |ξ |σ−σmax ∈ M(Hpσ ,L∞), (3.7)
which proves the point E( 1
pσ
,0).
To the point A( 1
rσ
, 1
r ′σ
), we introduce a family of multipliers a±α+iβ(ξ) where 0  α  σmax
and β ∈ R. When α = σmax, by Proposition 3.2 again we have
∥∥a± (·)∥∥ 1 ∞  C(1 + |β|)N,σmax+iβ M(H ,L )
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∥∥a±iβ(·)∥∥M(L2,L2)  C.
Therefore by a complex interpolation argument (see e.g. [14, pp. 151–152], or [32, p. 185]) it
follows that
a±σ (ξ) ∈ M
(
Lrσ ,Lr
′
σ
)
. (3.8)
Thus (3.6) follows from (3.7) and (3.8) and the proof of (2.3) is completed. 
Next turn to show (2.4). Let t = ±1, then for each ( 1
p
, 1
q
) ∈ σ , (2.3) yields that
∥∥J σ e±iP (D)∥∥
Hp–Hq
 C
from which it immediately follows that
∥∥Iσ e±iP (D)∥∥
Hp–Hq

∥∥Iσ J−σ∥∥
Hq–Hq
∥∥J σ e±iP (D)∥∥
Hp–Hq
 C′ (3.9)
where Iσ J−σ is bounded on Hq(Rn) (0 < q ∞) by Lemma 3.1(iii). Thus by scaling the
desired (2.4) follows from Lemma 3.1(i) and (3.9).
Proof of Theorem 2.3. In fact, if taking σ = 0, then the conclusion immediately follows from
Theorem 2.4. 
4. Application to iP (D)+V (x,D)
In this section, using the Lp–Lq estimates of J σ eitP (D) (t = 0) we will show that higher order
Schrödinger operator iP (D)+V (x,D) generates a fractionally integrated group on Lp(Rn) (see
Theorem 4.3). To this, let us start with the definition (see e.g. [19]).
Let A be a linear operator on a Banach space X and α  0. Then a strongly continuous family
T : [0,∞) → L(X) is called an α-times integrated semigroup on X with generator A if there
exist constants C,ω  0 such that ‖T (t)‖  Ceωt for t  0, (ω,∞) ⊂ ρ(A) (the resolvent set
of A), and
(λ−A)−1x = λα
∞∫
0
e−λtT (t)x dt for λ > ω and x ∈ X. (4.1)
If A and −A both are generators of α-times integrated semigroups on X, we say A is the gener-
ator of an α-times integrated group on X.
In view of our applications, we need the following perturbation result of the fractionally inte-
grated semigroup (see [19, Theorem 5.1] and [26, Theorems 3.1, 3.3]). Particularly, the second
part of the following lemma is the special case of Theorem 3.3(a) in [26], where the same con-
clusion can hold on a class of Banach spaces of Fourier type s ∈ [1,2].
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(B,D(B)) be a linear operator on X such that D(A) ⊆ D(B) and there exist constants M,ω 0
such that ‖B(λ−A)−1‖M < 1 for Reλ > ω. Then (A+B,D(A)) generates a β-times inte-
grated semigroup on X, where β > α + 1. Moreover, if X = Lp(Rn) (1 < p < ∞), then in the
case we can take β > α + max{1/p,1/p′}.
Now turning to study the higher order Schödinger operator of the form:
iP (D)+ V (x,D) = iP (D)+
N∑
j=1
hj (x)Qj (D), (4.2)
where P(ξ) is a real homogeneous elliptic polynomial of order m in Rn where n 2, hj (x) is a
real (or complex) valued measurable function on Rn and Qj(ξ) belongs to the pseudo-differential
symbol class Smj1,0 (mj  0) for each 1 j N (see e.g. [32, p. 271]). Of course, Qj(D) can be
a partial differential operator of order mj if mj is a positive integer.
When V (x,D) ≡ 0, it was well known that the elliptic operator iP (D) (even any general ellip-
tic operator) generates an α-times integrated semigroup T (t) on Lp(Rn) where α  n| 12 − 1p | and
1 <p < ∞ (see e.g. [20,37]). Hence when V (x,D) = 0, in order to show that iP (D)+V (x,D)
in Lp(Rn) generates a fractionally integrated semigroup, it would use V (x,D) to perturb
iP (D) by Lemma 4.1 above. For this, we need establish the Lp–Lq estimates of the operator
J σ (λ− iP (D))−1 by the use of Theorem 2.4, where
J σ
(
λ− iP (D))−1u0 := F−1(〈ξ 〉σ (λ− iP (ξ))−1uˆ0), u0 ∈ S(Rn), Reλ = 0. (4.3)
Before giving these main results, for 2  k  m and 0  σ  (m(2n + k − 2)/2k) − n, we
define a set Γ (σ, k) as follows
Γ (σ, k) :=σABCD ∩ {(1/p,1/q); 1/p − 1/q < (m− σ)/n}, (4.4)
where σABCD is a closed quadrangle as described in Fig. 2 of Section 2. Under the help of the
Fig. 2, one easily verifies that Γ (σ, k) = ∅ if and only if
σ ∈
⎧⎪⎨
⎪⎩
{0}, if m = 2, k = 2;
[0,m− 2kn2n+k−2 ), if m> 2, 2 k  (2n− 2)∧m;
[0, m(2n+k−2)2k − n], if m> 2, 2n− 2 < k m;
(4.5)
where a ∧ b denotes the smaller one of a, b. Note that when m> 2 and 2 k m, the following
inequalities constantly hold:
m− 2kn
2n+ k − 2 > 0,
m(2n+ k − 2)
2k
− n > 0.
Hence this means that as m > 2, there are always some σ > 0 such that Γ (σ, k) = ∅ for each
2 k m. In particular when m> 2 and k = 2, we can take any σ ∈ [0,m− 2).
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with (4.5), then for any Reλ = 0, we have
∥∥J σ (λ− iP (D))−1∥∥
Lp–Lq
 C
(
1 + |Reλ|− σm )|Reλ| nm ( 1p − 1q )+ σm−1, (4.6)
where J σ = (1 −)σ/2, (1/p,1/q) ∈ Γ (σ, k) and 1 <p,q < ∞.
Proof. When Reλ > 0, by (4.3) one has
J σ
(
λ− iP (D))−1u0 =
∞∫
0
e−λtJ σ eitP (D)u0 dt for u0 ∈ S
(
Rn
)
.
Therefore for each (1/p,1/q) ∈ Γ (σ, k) and 1 <p,q < ∞, from (2.3) it follows that
∥∥J σ (λ− iP (D))−1∥∥
Lp–Lq
 C
∞∫
0
e−(Reλ)t
(
1 + t σm )t nm ( 1q − 1p )− σm dt
 C
(
1 + |Reλ|− σm )|Reλ| nm ( 1p − 1q )+ σm−1.
When Reλ < 0, we notice that
J σ
(
λ− iP (D))−1u0 =
∞∫
0
eλtJ σ e−itP (D)u0 dt for u0 ∈ S
(
Rn
)
,
and thus the desired estimate also similarly holds. 
Remark 4.1. In the same way, using (2.3) one also can obtain that
∥∥Iσ (λ− iP (D))−1∥∥
Lp–Lq
 C|Reλ| nm ( 1p − 1q )+ σm−1, Reλ = 0.
where Iσ = (−)σ/2, (1/p,1/q) ∈ Γ (σ, k) and 1 <p,q < ∞.
Let σ satisfies with (4.5) and 1 <p  rσ , we denote by Λ(p,σ, k) the following set:
Λ(p,σ, k) :=
{
s ∈ R; 1
s
= 1
p
− 1
q
,
(
1
p
,
1
q
)
∈ Γ (σ, k), 1 < q < ∞
}
, (4.7)
where Γ (σ, k) is defined in (4.4) and rσ is defined in Theorem 2.4. Clearly, Γ (σ, k) = ∅ implies
that Λ(p,σ, k) = ∅ for some p ∈ (1, rσ ]. More precisely,
Λ(p,σ, k) =
(
n
m− σ ,∞
]
∩
⎧⎨
⎩
(p,
q ′σ p rσ
(rσ−p)r ′σ ], if 1 < p  q ′σ ;
[s(σ,p), q ′σ p rσ ′ ], if q ′ <p  rσ ;
(4.8)
(rσ−p)rσ σ
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1
s(σ,p)
= rσ − p
p(rσ − q ′σ )
+ 2
rσ
− 1.
Here qσ and rσ are defined in Theorem 2.4., and q ′σ and r ′σ are the conjugate indexes of qσ
and rσ , respectively. Notice that the following inequality
q ′σp rσ
(rσ − p)r ′σ
>
n
m− σ
holds as p sufficiently close to rσ , therefore this claims that there always exists some p ∈ (1, rσ ]
such that Λ(p,σ, k) = ∅ when 2 k m and σ satisfies with (4.5).
Theorem 4.3. Suppose Σ is a convex hypersurface of type k for 2  k  m. Let σ satisfies
with (4.5) and V (x,D) is defined by (4.2).
(a) If hj ∈ Lsj (Rn) with sj ∈ Λ(p,σ, k) for some 1 < p  rσ , and degree (Qj ) = mj  σ
(j = 1,2, . . . ,N), then L(x,D) = iP (D) + V (x,D) generates a β-times integrated group
on Lp(Rn), where β > n| 12 − 1p | + 1p .
(b) If hj ∈ Lsj (Rn) with sj ∈ Λ(p′, σ, k) for some r ′σ  p < ∞, and degree (Qj ) = mj  σ
(j = 1,2, . . . ,N), then the dual operator L¯∗(x,D) generates a β-times integrated group on
Lp(Rn), where β > n| 12 − 1p | + 1p′ .
Proof. Since iP (D)+V (x,D) and −(iP (D)+V (x,D)) satisfy with the same assumptions, it
suffices to show that iP (D)+ V (x,D) generates a β-times integrated semigroup on Lp(Rn).
We consider first the case (a). Let 1
qj
= 1
p
− 1
sj
for some 1 < p  rσ (j = 1,2, . . . ,N ). Then
sj ∈ Λ(p,σ, k) implies (p, qj ) ∈ Γ (σ, k) by Eq. (4.7). So we obtain by Proposition 4.2 and
Hölder’s inequality that
∥∥V (x,D)(λ− iP (D))−1∥∥
Lp–Lp

N∑
j=1
‖hj‖Lqj –Lp
∥∥Qj(D)(λ− iP (D))−1∥∥Lp–Lqj

N∑
j=1
(‖hj‖Lsj ∥∥Qj(D)J−σ∥∥Lp–Lp∥∥J σ (λ− iP (D))−1∥∥Lp–Lqj )
 C
N∑
j=1
(
1 + |Reλ|− σm )|Reλ| nmrj + σm−1
where the boundedness of the operator Qj(D)J−σ in Lp(Rn) is from Lemma 3.1(iii). In view
of n
msj
+ σ
m
− 1 < 0, there exists ω 1 such that
∥∥V (x,D)(λ− iP (D))−1∥∥ p p  1/2, Reλ > ω.L –L
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T (t) on Lp(Rn) where α  n| 12 − 1p |, it follows that iP (D) + V (x,D) generates a β-times
integrated semigroup on Lp(Rn) where β > n| 12 − 1p | + 1p .
Next, we consider the case (b). From the proof of (a) one sees that L¯(x,D) = −iP (D) +
V¯ (x,D) is densely defined on Lp′(Rn), and thus its dual operator L¯∗(x,D) exists and is also
densely defined on Lp(Rn). Since sj ∈ Λp′ and n| 12 − 1p | = n| 12 − 1p′ |, it follows that L¯(x,D)
generates a β-times integrated semigroup on Lp′(Rn). Thus by a dual argument we can obtain
the desired conclusion for L¯∗(x,D) on Lp(Rn). Hence we have completed the proof of Theo-
rem 4.3. 
If k = 2 and m 4 (even integer), then in Theorem 4.3 we can take σ = m−3 and V (x,D) =∑
|μ|m−3 hμ(x)Dμ where hμ(x) is a suitable integrable function. Moreover, if σ = 0, then
r0 = 2 and from (4.8) we have
Λ(p,0, k) =
(
n
m
,∞
]
∩
⎧⎨
⎩
(p,
q ′0p
2−p ], if 1 <p  q ′0;
[p(2−q ′0)2−p ,
q ′0p
2−p ], if q ′0 <p  2.
where q0 is defined in Theorem 2.3 and q ′0 is the conjugate index of q0. Thus from Theorem 4.3
we also obtain the following simple consequences:
Corollary 4.4. Let Σ is a convex hypersurface of type k for 2 k m.
(a) If V (x) ∈ Ls(Rn) with s ∈ Λ(p,0, k) for some 1 < p  2, then L(x,D) = i(P (D)+ V (x))
generates a β-times integrated group on Lp(Rn), where β > n| 12 − 1p | + 1p .
(b) If V (x) ∈ Ls(Rn) with s ∈ Λ(p′,0, k) for some 2  p < ∞, then an extension of
i(P (D)+ V (x)), i.e. L¯∗(x,D) generates a β-times integrated group on Lp(Rn), where
β > n| 12 − 1p | + 1p′ .
Remark 4.2.
(i) Theorem 4.4 in [38] has proved the conclusion (a) for s ∈ ( n
m
,∞]∩I ′p and β > n| 12 − 1p |+1,
where
I ′p =
⎧⎪⎨
⎪⎩
[p, τ ′p2−p ), if 1 <p < τ ′;
(
p(2−τ ′)
2−p ,
τ ′p
2−p ), if τ
′  p  2;
{∞}, if p = 2.
Note that q0  τ (i.e. q ′0  τ ′) (see Fig. 1), thus we can immediately improve the set
Λ(p,0, k) in Corollary 4.4 to the larger set Λ(p,0, k) ∪ (( n
m
,∞] ∩ I ′p), which is just equal
to
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n
m
,∞
]
∩
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
[p, q ′0p2−p ], if 1 <p < τ ′;
(p,
q ′0p
2−p ], if τ ′  p  q ′0;
[p(2−q ′0)2−p ,
q ′0p
2−p ], if q ′0 <p  2.
(4.9)
Moreover, here the range of β is larger than one in [38, Theorem 4.4] because
n
∣∣∣∣12 − 1p
∣∣∣∣+ max
{
1
p
,
1
p′
}
< n
∣∣∣∣12 − 1p
∣∣∣∣+ 1, 1 <p < ∞.
(ii) If P(D) = −, then m = k = 2, σ = 0, τ = q0 = ∞, and s ∈ (( n2 ,∞] ∩ { p2−p }) for 1 <
p  2. Therefore when 2n
n+2 < p <
2n
n−2 , from Corollary 4.4 we can take V (x) ∈ L
p
|2−p| (Rn)
such that operator i(− + V ) generates a β-times integrated group on Lp(Rn) where β >
n| 12 − 1p | + max{ 1p , 1p′ }. In particular, we have 1 <p < ∞ when n = 2.
Finally, in order to give Lp–Lp estimates of the solution for Eq. (1.6), we need Straub’s
fractional powers (cf. [29]). Let α0  0. If A is the generator of an α-times integrated group for
every α > α0, then the fractional powers (ω ± A)α are well defined for large ω ∈ R and their
domains all contain the dense subspace D(A[α]+1). The following result is a consequence of
Theorem 1.1 in [29] and Theorem 4.3(a) above.
Theorem 4.5. Suppose P , V , p and β satisfy the assumptions of Theorem 4.3(a). Then
there exist constants C,ω > 0 such that for every data u0 ∈ D((ω + iP (D) + V (x,D))β) ∩
D((ω − iP (D)− V (x,D))β), Eq. (1.6) has a unique solution u ∈ C(R,Lp(Rn)) and
∥∥u(t, ·)∥∥
Lp
 Ceω|t |
∥∥(ω ± (iP (D)+ V (x,D)))βu0∥∥Lp , t ∈ R,
where we choose + (resp. −) if t  0 (resp. < 0).
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Appendix A
In this appendix, we will show Proposition 2.1 and 2.2 (also see [35, p. 20]). Let us start
to recall some basic concepts related to Gaussian curvature of Σ (cf. e.g. [34, Chapters 6, 9,
12, 13]). For a given ξ ∈ Σ , let Tξ denote the tangent space of Σ at ξ , then we can define the
Weingarten map Lξ :Tξ → Tξ by Lξ (v) = (−∇vN)(ξ), where N(η) = −∇P(η)/|∇P(η)| is the
Gauss map on Σ . It was known that Lξ is a self-adjoint transformation on Tξ and
〈
Lξ (v),w
〉= 〈v,Lξ (w)〉= ∣∣∇P(ξ)∣∣−1 n∑ ∂2P(ξ)
∂ξi∂ξj
viwj , v,w ∈ Tξ . (A.1)
i,j=1
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the eigenvalues k1(ξ), . . . , kn−1(ξ) of Lξ are called principal curvatures of Σ at ξ , and their
products is called Gaussian curvature of Σ at ξ .
Now denote by Ψξ the symmetric bilinear form associated with the Hessian matrix HessP :=
[∂i∂jP (ξ)]n×n of P with respect to the standard basis of Rn, i.e.
Ψξ (v,w) =
〈
v, (HessP)w
〉= n∑
i,j=1
∂2P(ξ)
∂ξi∂ξj
viwj , v,w ∈ Rn. (A.2)
If we choose another basis {α1, . . . , αn} on Rn where αi is the unit eigenvector of Lξ correspond-
ing to the ki(ξ), i.e. Lξ (αi) = ki(ξ)αi for i = 1, . . . , n− 1, and αn = ξ , then exploiting (A.1) and
(A.2), we can easily show that the matrix for Ψξ with respect to this basis is
Bξ :=
(
Ψξ (αi, αj )
)
1i,jn =
( |∇P(ξ)|Aξ 0
0 m(m− 1)
)
, (A.3)
where Aξ = diag(k1(ξ), . . . , kn−1(ξ)). Clearly, HessP is congruent with Bξ .
Next, we come to prove Proposition 2.1.
Proof of Proposition 2.1. In the sequel, without the loss of generality we may assume that
P(ξ) > 0 for ξ = 0. which means that HessP(ξ)  0 everywhere in the statement (c). Here
A 0 represents the positive semi-definite matrix A.
(a) ⇒ (b). By Theorem 1 of [34, p. 95], we immediately have ki(ξ) = 〈Lξ (αi), αi〉  0 for
every ξ ∈ Σ and i ∈ {1, . . . , n− 1}.
(b) ⇒ (c). For each ξ ∈ Σ , by the assumption (b) and (A.3) one see that Bξ  0. Since HessP
is congruent to Bξ , thus HessP  0, which implies (c) by the homogeneity of P .
(c) ⇒ (a). Clearly, from the above proof of (b) ⇒ (c), one get that Gaussian curvature
k(ξ) = ∏n−1i=1 ki(ξ)  0 for every ξ ∈ Σ . To further get the convexity of Σ , we will proceed
by induction on n ( 2). In the following, also denote by Σn(P ) the hypersurface associated
with the polynomial P : Rn → R. When n = 2, it is easy to check that Σ2(P ) is a simple closed
curve. Thus Σ2(P ) is convex is exactly equivalent that Gaussian curvature of Σ2(P ) is nonneg-
ative everywhere (cf. [11]). So the implication is true for n = 2.
Now suppose it is true for n-dimensional case. To prove the convexity of Σn+1(P ), it suffices
to show the intersection between Σn+1(P ) and any n-dimensional hyperplane through origin
is convex on the hyperplane. Firstly, we consider the case {ξ ∈ Rn+1; ξn+1 = 0}. Set Q(ξ ′) =
P(ξ ′,0) for ξ ′ ∈ Rn. Regarding ξ ′ as (ξ ′,0), one gets
Σn(Q) = Σn+1(P )∩ {ξn+1 = 0}.
Note that Q : Rn → R is also a homogeneous elliptic polynomial of order m by the assumptions
on P , therefore it is suffices to prove that the Hessian matrix [∂i∂jQ(ξ ′)]n×n of Q is positive
semi-definite everywhere. To the end, write P(ξ) = Q(ξ ′) + ξn+1P0(ξ) for ξ ∈ Rn+1 where P0
is a polynomial. Thus
(
∂2P(ξ)
∂ξ ∂ξ
)
=
(
∂2Q(ξ ′)
∂ξ ∂ξ
)
+ ξn+1
(
∂2P0(ξ)
∂ξ ∂ξ
)
.i j 1i,jn i j 1i,jn i j 1i,jn
2086 Y. Ding, X. Yao / Journal of Functional Analysis 257 (2009) 2067–2087When ξn+1 = 0, we see that the matrix [∂i∂jQ(ξ ′)]n×n is one of principal sub-matrixes of
HessP(ξ ′,0), and naturally positive semi-definite everywhere by the assumption (c). Thus it
follows from the induction assumption that Σn(Q) is convex, as desired.
Next to deal with the general n-dimensional subspace Ω of Rn+1. Choose an orthogonal
translation A which rotates Ω to the hyperplane ξn+1 = 0, then
A
(
Σn+1(P )∩Ω
)= Σn+1(P1)∩ {ξn+1 = 0},
where P1(ξ) = P(Aξ). Notice that HessP1(ξ) = A(HessP(Aξ))A, therefore HP1(ξ) 0
for any ξ ∈ Rn+1. Thus the desired assertion again follows from the special case {ξn+1 = 0} and
the whole proof is completed. 
Proof of Proposition 2.2. Since the equivalence of (b) and (c) was known in [36, Prop. 2.1], it
suffices to prove that (a) ⇔ (b). Consider (a) ⇒ (b). Since k = 2, it follows from (2.1) and (A.1)
that
∣∣ki(ξ)∣∣= ∣∣〈Lξ (αi), αi 〉∣∣= ∣∣∇P(ξ)∣∣−1∣∣〈αi,∇〉2P(ξ)∣∣ C′ > 0, ξ ∈ Σ,
for each i ∈ {1, . . . , n − 1}. Obviously, this implies that the statement (b) is true. Conversely,
suppose Σ has nonzero curvature everywhere, i.e. (b) is true, then it follows that Σ must be
strictly convex (i.e. see [34, p. 104]). So it just remains to prove the type order of Σ is 2. First, it
is clear that
∣∣〈v,∇〉P(ξ)∣∣= ∣∣〈v,∇P(ξ)〉∣∣> 0, v ∈ T cξ ∩ Sn−1, ξ ∈ Σ.
On the other hand, by Theorem 6 in [34, p. 92], we can obtain
∣∣〈v,∇〉2P(ξ)∣∣= ∣∣∇P(ξ)∣∣∣∣〈Lξ (v), v〉∣∣> 0, v ∈ Tξ ∩ Sn−1, ξ ∈ Σ.
Therefore, combining the two equalities above, the desired (2.1) for k = 2 immediately follows
from the compactness of Σ and Sn−1. Thus the implication (b) ⇒ (a) is proved, and the whole
proof is also concluded. 
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