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Abstract
We investigate unbounded domains in hierarchically hyperbolic groups and obtain new in-
sights on the possible hierarchical structures. As a consequence, we characterise the structures
of virtually abelian HHGs and show that the class of HHGs is not closed under finite extensions.
The techniques developed also allow us to give significantly simpler proofs of deep theorems
such as rank-rigidity and the omnibus subgroup theorem.
1 Introduction
Hierarchically hyperbolic spaces and groups were introduced by Behrstock–Hagen–Sisto [BHS17a]
with the aim of providing a common framework for studying mapping class groups and cubical
groups. The motivating observation was that several of the tools and techniques introduced by
Masur–Minsky to study the mapping class group can be applied to (the majority of) groups acting
on CAT(0) cube complexes.
This common framework not only allows one to prove results about many groups at once, but
also gives a way to transfer techniques from one setting across to others. For example, in [Hua17],
Huang proves that every n–quasiflat in an n–dimensional CAT(0) cube complex is at finite Hausdorff
distance from a finite union of n–dimensional orthants. Using this, Behrstock–Hagen–Sisto prove
a similar result for a large class of hierarchically hyperbolic spaces [BHS17b]. From this they are
able to deduce quasiisometric rigidity for mapping class groups, which was originally established
by Behrstock–Kleiner–Minsky–Mosher [BKMM12].
The transfer of information is not only one-way, however, and there are several results that
were previously known for mapping class groups that the setting of hierarchical hyperbolicity has
made clearer for cubical groups. One such example is that of uniform exponential growth, which
was a known property of mapping class groups due to Anderson–Aramayona–Shackleton [AAS07].
(In fact, a theorem of Mangahas [Man10] shows that any subgroup of the mapping class group
that is not virtually abelian has uniform exponential growth, and this uniformity is independent
of the choice of subgroup.) In [ANS19], Abbott–Ng–Spriano show that many virtually torsionfree
hierarchically hyperbolic groups have uniform exponential growth. For cubical groups, “many”
means not virtually cyclic and not directly decomposable. Before this, the only results for cubical
groups were those of Kar–Sageev in two dimensions [KS19], though these have since been extended
to cube complexes with isolated flats by Gupta–Jankiewicz–Ng [GJN20]. (Again, it is interesting
that in those settings the uniformity depends only on the dimension of the cube complex, and not
on the choice of group.)
Although several aspects of hierarchically hyperbolic groups have been studied since their in-
troduction, such as dynamics on the boundary [DHS17], acylindrical actions [ABD17], convexity
properties [RST18], cubical structures [HP19], and so on, the structure of the “generic” hierarchi-
cally hyperbolic group is far from being understood, and there are several fundamental questions
that remain unanswered. This becomes more pronounced when considering group actions. For in-
stance, there are well known examples of CAT(0) cube complexes that do not admit a hierarchically
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hyperbolic structure, but these examples do not admit a group action. In fact, it is conjectured
that all cocompact CAT(0) cube complexes are hierarchically hyperbolic, and all known examples
are covered by a theorem of Hagen–Susse [HS20].
An extra layer of complication comes from the fact that the definition of hierarchically hyperbolic
group requires more than just a geometric action on a hierarchically hyperbolic space, and it is not
immediate whether the additional requirements are preserved under quasiisometries. Although the
experts generally agree that this should not be the case, and that being a hierarchically hyperbolic
group should not be preserved by quasiisometries, finding a counterexample has proved challenging.
The main reason for this is that there may be several different hierarchical structures on a group:
even hyperbolic groups can be equipped with many hierarchically hyperbolic structures [Spr17]. In
other words, showing that a group cannot be equipped with the “natural” structure does not rule
out the existence of exotic ones.
A case of particular interest is that of fundamental groups of non-flip, graph 3-manifolds. Al-
though it is well known that they are quasiisometric to hierarchically hyperbolic groups, it is
currently unknown whether they satisfy this property themselves.
The goal of this paper is to analyse the constraints on the hierarchically hyperbolic structure
that stem from being a hierarchically hyperbolic group. Our main technical result is the existence
of eyries. Every hierarchically hyperbolic structure consists of a set S of domains, equipped with
a partial order Ď that has a unique maximal element. To each domain is associated a hyperbolic
space, and we say that a domain is unbounded if its associated hyperbolic space is. A number
of complications in the theory come from the fact that the Ď–maximal domain may be bounded,
preventing geometric arguments that use the Ď–maximality. When looking only at the set of
unbounded domains, however, we show that an analogous statement holds, namely that there is a
finite collection of Ď–maximal elements, which we call eyries.
Theorem 3.2 (Less-general version). Let pG,Sq be a hierarchically hyperbolic group. Then there
is a finite set EpGq “ tW1, . . . ,Wnu Ă S of pairwise orthogonal unbounded domains such that every
other unbounded domain U P S is nested in some Wi.
Results on the structure.
As a first consequence of Theorem 3.2, we can build upon the study of domains that are quasilines,
carried out in [ANS19], to obtain the following.
Corollary 4.1. Let pG,Sq be a hierarchically hyperbolic group. Then G is virtually abelian if and
only if each domain is either bounded or quasiisometric to a line.
As a consequence, we obtain that there is no hierarchically hyperbolic group structure on a
nonabelian free group that consists only of bounded domains and quasilines. As a measure of our
understanding of the generic hierarchically hyperbolic structure, even such an innocent statement
on a very well understood group was previously unknown.
Under an additional hypothesis called hierarchical acylindricity, Theorem 3.2 was deduced from
the omnibus subgroup theorem by Durham–Hagen–Sisto [DHS17, Cor. 9.23]. There are two ad-
vantages to our approach. Firstly, by proving the theorem directly we can significantly simplify
the proof. Secondly, dropping the hierarchical acylindricity hypothesis gives us restrictions that all
hierarchically hyperbolic group structures need to satisfy. This is particularly interesting because
it is one of the first non-coarse tools that we have to prove that a group cannot be equipped with
a hierarchically hyperbolic group structure.
Theorem 4.3. A crystallographic group G ă IsomRn admits a hierarchically hyperbolic group
structure if and only if its point group embeds in OnpZq “ Zn2 ¸ Sympnq.
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As well as being interesting in its own right, we see Theorem 4.3 as a blueprint to prove that a
specific group does not admit a hierarchically hyperbolic group structure. As a corollary, we obtain
the first example of a virtually hierarchically hyperbolic group that is not hierarchically hyperbolic.
Corollary 4.4. The p3, 3, 3q triangle group is virtually a hierarchically hyperbolic group (and, in
particular, it is a hierarchically hyperbolic space), but is not a hierarchically hyperbolic group.
Since the p3, 3, 3q triangle group is a finite extension of the hierarchically hyperbolic group Z2,
this gives a strong answer to the question of quasiisometric invariance of hierarchically hyperbolic
groups: although the property of being a hierarchically hyperbolic space is preserved by quasi-
isometries, not only is the property of being a hierarchically hyperbolic group not preserved by
quasiisometries, it is not even preserved by taking finite extensions.
Rank-rigidity and the omnibus subgroup theorem.
The rank-rigidity conjecture for groups acting on CAT(0) spaces was confirmed for CAT(0) cube
complexes by Caprace–Sageev [CS11]. This result was later shown to hold for a large class of
groups acting on hierarchically hyperbolic spaces, including all hierarchically hyperbolic groups, by
Durham–Hagen–Sisto [DHS17]. In both cases, the proofs are quite complicated, the latter using
measure theory on the HHS boundary. In the same paper, Durham–Hagen–Sisto prove the omnibus
subgroup theorem for many groups acting on hierarchically hyperbolic spaces, including compact
special groups and mapping class groups. Again, the proof is rather involved. For mapping class
groups, this theorem was originally formulated by Mosher to consolidate several important theo-
rems, including that of Birman–Lubotzky–McCarthy [BLM83] and that of Ivanov [Iva87]; Mangahas
gives a lucid discussion of this in [Man13].
As was mentioned earlier, Theorem 3.2 can be deduced from the omnibus subgroup theorem,
which was previously only known to hold in the case where the group is hierarchically acylindrical.
It turns out that the logic can be reversed, and Theorem 3.2 can be used to prove the rank-
rigidity theorem (Corollary 4.6) and the omnibus subgroup theorem (Corollary 5.9), allowing the
hierarchical acylindricity hypothesis for the latter to be relaxed. This approach leads to proofs that
use much simpler tools and are significantly shorter. It also allows us to strengthen the conclusion
of rank-rigidity; see Remark 4.7. (It should be noted that the results of [DHS17] hold in a slightly
more general setting than that of hierarchically hyperbolic groups.)
We remark that the omnibus subgroup theorem is a very deep result, and even a simpler proof
still presents some amount of technical involvement. In particular, our proof uses a much more
general version of Theorem 3.2, in which we extend the result to subgroups.
Theorem 5.1. Let pG,Sq be a hierarchically hyperbolic group and H ď G be any subgroup. Then
there is a finite H–invariant set EpHq “ tW1, . . . ,Wnu of pairwise orthogonal domains with un-
bounded H–projection such that every U with piU pHq unbounded is nested in some Wi. Moreover,
if H is finitely generated and infinite, then EpHq is nonempty.
Obtaining a result about all subgroups of a group usually requires some amount of technical
work, and Theorem 5.1 is no exception. In particular, the subgroup considered may be heavily
distorted, and it may have exotic interaction with the hierarchical structure. For this reason, the
proof of Theorem 5.1 forms the most involved part of the paper, although the techniques used are,
in essence, elementary.
Apart from providing a simpler proof of the omnibus subgroup theorem, we expect more appli-
cations to stem from a better understanding of subgroups of hierarchically hyperbolic groups. For
instance, Theorem 5.1 could be useful for proving results on uniform uniform exponential growth
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similar to the ones previously mentioned for mapping class groups and cube complexes with isolated
flats.
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2 Background
The definitions of hierarchically hyperbolic spaces and hierarchically hyperbolic groups are rather
technical, and we refer the reader to [BHS19, Def. 1.1, 1.21] for a complete account. Roughly, an
HHS is a pair pX,Sq, where X is an E–quasigeodesic space and S is a set, with some extra data.
The important structure for us is as follows.
• For each domain U P S there is a hyperbolic space CU and projection piU : X Ñ CU that is
coarsely onto [BHS19, Rem. 1.3] and coarsely Lipschitz.
• S has a partial order Ď, called nesting, and a symmetric relation K, called orthogonality. Nest-
chains are uniformly finite, and the length of the longest such chain is called the complexity of
pX,Sq. This also bounds pairwise orthogonal sets of domains. These relations are mutually
exclusive, and the complement of Ď, K, and “ is called transversality and denoted &.
• Domains have orthogonal containers: if U P S and there is some domain orthogonal to U ,
then there is some W P S such that V ĎW whenever V KU .
• There is a bounded set ρUV Ă CV whenever U&V or U Ĺ V . These sets, and projections of
elements x ofX, are consistent, in the sense that ρUW coarsely agrees with ρVW whenever U Ĺ V
and ρVW is defined (this will be referred to as ρ–consistency), and mintdCU ppiU pxq, ρVU q, dCV ppiV pxq, ρUV qu
is bounded whenever U&V .
All coarseness in the above can be taken to be uniform [BHS19, Rem. 1.6]. We fix a uniform
constant E.
If X is the Cayley graph of a finitely generated group G, then pG,Sq is an HHG structure if it
also satisfies the following regulating assumptions. (The exact equivariance described here is not
part of the original definition, but it can always be assumed to hold by [DHS19, §2.1].)
• G acts cofinitely on S, and the action preserves the three relations. For each g P G and each
U P S, there is an isometry g : CU Ñ CgU , and these isometries satisfy g ¨ h “ gh.
• There is equivariance of the form gpiU pxq “ pigU pgxq and gρVU “ ρgVgU for all g, x P G and all
U, V P S with U&V or V Ĺ U .
More generally, we say that a group G acts on an HHS pX,Sq by HHS automorphisms if G acts
on X by isometries and satisfies the above two conditions, with the exception that the action on
S need not be cofinite.
An important feature of HHSs is that the distance between two points in the space can coarsely
be recovered from their projections, using the HHS distance formula, which we now state. For
nonnegative numbers p, q, the quantity
 tpu(
q
is defined to be p if p ě q, and 0 otherwise. We also
take this opportunity to recall the convention of writing dU px, ρVU q in place of dCU ppiU pxq, ρVU q, and
so forth.
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Theorem 2.1 (Distance formula, [BHS19, Thm 4.5]). If pX,Sq is an HHS, then for sufficiently
large s there are constants As and Bs such that, for any x, y P X, we have
´Bs ` 1
As
ÿ
UPS
! 
dU px, yq
()
s
ď dXpx, yq ď Bs `As
ÿ
UPS
! 
dU px, yq
()
s
.
Another cornerstone of the theory is the realisation theorem for HHSs. For a constant κ ě E,
a tuple b “ pbU q PśUPS PpCUq is said to be κ–consistent if every bU has diameter at most κ and
the following two inequalities hold
min
!
dU pbU , ρVU q, dV pbV , ρUV q
)
ď κ whenever U&V, and
min
!
dV pbV , ρUV q, diampbU Y ρVU pbV qq
)
ď κ whenever U Ĺ V.
For example, if x P X, then ppiU pxqq is E–consistent.
Theorem 2.2 (Realisation, [BHS19, Thm 3.1]). Let pX,Sq be an HHS with constant E. For each
κ ě E there are constants θepκq and θupκq such that if b “ pbU q is a κ–consistent tuple, then there
is some point x P X with dU px, bU q ď θepκq for all U P S, and moreover the set of such x has
diameter at most θupκq.
The point of the theorem is this: in order to construct a point in an HHS, it suffices to construct
points in the associated hyperbolic spaces and check that they form a consistent tuple. This is a
very useful strategy to be able to adopt, because the geometry of hyperbolic spaces is extremely
rich.
We now describe several properties that subsets of an HHS might enjoy.
Definition 2.3 (Bounded domain dichotomy). A subset Y of an HHS pX,Sq is said to have the
bounded domain dichotomy if there is a constant M “MpY q so that, whenever diampiU pY q ąM ,
the set piU pY q is actually unbounded.
Note that in general X itself may not have the bounded domain dichotomy, but that any HHG
does by virtue of cofiniteness of the action on S. When working with an HHG G, we may assume
that E ěMpGq. Another important example is that of an orbit of any cyclic subgroup of a group
acting on an HHS by HHS automorphisms, which has the bounded domain dichotomy by [DHS17,
Lem. 6.6]. The constant depends on the choice of cyclic subgroup.
Definition 2.4 (Orthogonal projection dichotomy). A subset Y of an HHS pX,Sq has the orthog-
onal projection dichotomy if there is a constant B such that for every pair of orthogonal domains
UKV , if diampiU pY q ą B then the B–neighbourhood of piV pY q is the whole of CV .
The orthogonal projection dichotomy does not follow from the bounded domain dichotomy;
consider, for instance, a diagonal flat in the product of two copies of the hyperbolic plane. Similarly,
the bounded domain dichotomy does not follow from the orthogonal projection dichotomy, even if
the ambient HHS has the bounded domain dichotomy: consider the subset taibj : i P N, 1 ď j ď iu
of the free group on generators ta, bu with the structure obtained by coning off each coset of xay
and xby.
Definition 2.5 (Hierarchical quasiconvexity). A subset Y of an HHS pX,Sq is hierarchically
quasiconvex if there is a function k : r0,8q Ñ R such that every piU pY q is kp0q–quasiconvex, and
any point x P X with dU px, Y q ď r for all U P S satisfies dXpx, Y q ď kprq.
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An important collection of hierarchically quasiconvex subspaces of an HHS pX,Sq are the so-
called standard product regions associated to the domains. Each domain has another associated
hierarchically quasiconvex subset, which can be thought of as the “nested part” of the standard
product region.
Definition 2.6 (Standard product region, dominion). For U P S, the standard product region
associated to U is the set PU “ tx P X : dV px, ρUV q ď E whenever U&V or U Ĺ V u. Fix a point
x0 P X. The dominion of U , written FU , is the set of points x P PU for which dV px, x0q ď E for
all V KU and for the orthogonal container of U provided by the orthogonality axiom.
Although the standard product region of U can be given a natural (coarse) product structure
with the dominion of U as one of the factors [BHS19, §5.2], we shall only need a setwise description
of them given above.
Hierarchical quasiconvexity is the most natural form of quasiconvexity in the setting of HHSs,
as it makes full use of the hierarchical structure. One important feature is that any hierarchically
quasiconvex subset of an HHS inherits its own HHS structure [BHS19, Prop. 5.6]. In particular,
standard product regions and dominions can both be given HHS structures.
Another notion of quasiconvexity that makes sense in any quasigeodesic metric space is that of a
Morse subset, also known as a strongly quasiconvex subset. These have been studied by a number
of authors in several contexts, with differing levels of generality, for example see [Tra19, Gen20,
Kim19].
Definition 2.7 (Morse). A subset Y of a quasigeodesic space X is said to be Morse if there is a
function M : r1,8q Ñ R such that every λ–quasigeodesic in X with endpoints in Y stays Mpλq–
close to Y . If X is a group and Y is the cyclic subgroup generated by an element g P X, then we
say that g is a Morse element.
For HHSs with the bounded domain dichotomy there is an explicit relationship between Morse
subsets and hierarchically quasiconvex subsets, given by [RST18, Thm 6.3]. Specifically, this says
that a subset is Morse if and only if it is hierarchically quasiconvex and satisfies the orthogonal
projection dichotomy (the various constants determine one another). We shall only need to use
this result in the case of a Morse element of an HHG.
Definition 2.8 (Big-set). Let g be an element of a group G acting on an HHS pX,Sq by HHS
automorphisms with a fixed basepoint x P X. The big-set of g, written Bigpgq, is the set of domains
U for which piU pxgy ¨ xq is unbounded.
Big-sets consist of pairwise-orthogonal domains by [DHS17, Lem. 6.7]. In particular, the big-set
of any element is finite.
The next lemma is a basic statement that will play an important role in this paper.
Lemma 2.9 (Passing-up Lemma, [BHS19, Lem. 2.5]). Let pX,Sq be an HHS with constant E.
For every C ą 0 there is an integer P pCq such that if V P S and x, y P X have dUipx, yq ą E for
every element of a set tU1, . . . , UP pCqu Ă SV , then there is a domain W P SV with some Ui Ĺ W
and dW px, yq ą C.
We finish with a remark on sets of translates of a domain.
Lemma 2.10. Let H be a group acting on an HHS pX,Sq by HHS automorphisms. For any
domain U , either the orbit H ¨ U is finite or U is transverse to one of its H–translates.
Proof. If H ¨ U is infinite then it contains a transverse pair pgU, hUq by [BHS19, Lem. 2.2]. It
follows that U&g´1hU .
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3 Proof of the main theorem
Here we prove the “less-general version” of the main result of the paper, Theorem 3.2. We remark
that this weaker version is still good enough for many applications; from it we shall deduce most of
the consequences listed in the introduction. Before stating the result, we define the transversality
graph of a subset of the index set of an HHS pX,Sq.
Definition 3.1 (Transversality graph). For a subset S1 Ă S, the transversality graph of S1,
denoted Γ&pS1q, is the graph with vertex set S1 and an edge joining U, V whenever U&V .
In this section, we shall write S to mean the set of unbounded domains of an HHS.
Theorem 3.2 (Eyries). Let pG,Sq be an HHG. There is a finite, G–invariant set EpGq Ă S of
pairwise orthogonal domains such that every U P S is nested in some element of EpGq. We call the
elements of EpGq the eyries of G.
Proof. For a non-singleton component C of Γ&pSq, Lemma 3.6 produces a domain WC P S with
the property that every vertex of C is properly nested inWC . In particular,WC is not a vertex of C.
After applying the lemma a finite number of times (at most the complexity), we obtainW P S that
is not transverse to any other V P S. Repeating for each non-singleton component of Γ&pSq and
taking the Ď–maximal domains produced gives a collection of Wi that is finite because its elements
are pairwise orthogonal. Moreover, GtWiu is finite by Lemma 2.10. We set EpGq “ ŤiGtWiu.
Remark 3.3. Note that if G is infinite then S is nonempty by the uniqueness axiom and the
bounded domain dichotomy, so the proof of Theorem 3.2 shows that EpGq is nonempty in this case.
It remains to prove Lemma 3.6. We begin by making an important observation about the
interaction between the set S and the group action on S. A more general, but more technical,
version will appear in Section 5. In this section, we shall only need to use Lemma 3.4 in the case
where V and W are transverse.
Lemma 3.4 (Producing transverse domains). Let pG,Sq be an HHG of complexity c, and let
V,W P S have either V&W or V Ĺ W . If W P S, then there is some g P G such that either
gW “W and dW pρVW , ρgVW q ą 10E; or gW&W and dW pρVW , ρgWW q ą 10E.
Proof. Choose a sequence of elements pxiqci“0 Ă G such that dW pρVW , x0q ą 20E and dW pρVW , xiq ą
10dW pρVW , xi´1q for all i ą 0. If xix´1j WKW for every pair pi, jq, then we have xkx´1i WKxkx´1i pxix´1j W q “
xkx
´1
j W for all i, j, and k. Since the size of any set of pairwise orthogonal domains is at most c,
there is a pair pi, jq such that either xiW “ xjW or xix´1j W&W .
If xiW “ xjW , then the isometry xix´1j : CW Ñ CW sends piW pxjq to piW pxiq. Since ρ
xix
´1
j V
W “
xix
´1
j ρ
V
W we have, perhaps after swapping i and j, that
dW
ˆ
ρVW , ρ
xix
´1
j V
W
˙
ě dW pxi, xjq ´ 2dW pxi, ρVW q ě 8dW pxi, ρVW q ą 10E.
In this case we can take g “ xix´1j .
If xix´1j W&W , then by consistency for xi P G, one of two things happens. One option is that
dW
´
xi, ρ
xix
´1
j W
W
¯
ď E, in which case dW
´
ρVW , ρ
xix
´1
j W
W
¯
ě dW pρVW , xiq ´ E ą 10E, and we can
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again take g “ xix´1j . The other option is that dxix´1j W
´
xi, ρ
W
xix
´1
j W
¯
ď E, in which case noting
that xjx´1i pixix´1j W pxiq “ piW pxjq gives
dW
ˆ
ρVW , ρ
xjx
´1
i W
W
˙
“ dW
ˆ
ρVW , xjx
´1
i ρ
W
xix
´1
j W
˙
ě dW pρVW , xjq ´ E ą 10E,
and the element g “ xjx´1i P H has the desired property.
In the next proposition, we use Lemma 3.4 to show that, if we have two unbounded domains
that are transverse, then we can produce another unbounded domain that is strictly higher up the
Ď–lattice.
Proposition 3.5. Let pG,Sq be an HHG. If U, V P S are transverse, then there exists T P S such
that either U Ĺ T or V Ĺ T .
We shall find it convenient to abbreviate expressions such as ρUj´1Uj to ρ
j´1
j , and so forth, sup-
pressing the “U”. Recall that P pCq denotes the integer produced by the Passing-up Lemma for
constant C.
Proof of Proposition 3.5. Let U0 “ U and U1 “ V , and let c be the complexity of pG,Sq. An
inductive application of Lemma 3.4 provides, for each j ą 0, a translate Uj`1 of either U or V that
is transverse to Uj and has djpρj´1j , ρj`1j q ą 10E.
Now choose y, z P G with d0py, ρ10q ą 2E and dP pEqpz, ρP pEq´1P pEq q ą 2E. An inductive application
of consistency shows that djpy, zq ě djpρj´1j , ρj`1j q ´ 2E ą E for all j ď P pEq. By the Passing-up
Lemma, there is some domain W satisfying dW py, zq ą E in which some Uj is properly nested. By
the bounded domain dichotomy, W P S. Since Uj is a translate of U or V , there is a translate T
of W with the desired property.
We can now prove the lemma that we used in the proof of Theorem 3.2, which is a refinement
of Proposition 3.5.
Lemma 3.6. For each non-singleton, connected induced subgraph C of Γ&pSq, there exists WC P S
with U ĹWC for all U P C0.
Proof. Firstly, assume that C is finite. We shall prove the claim by induction on n “ |C|. Suppose
C “ tU1, U2u. By Proposition 3.5, we can find T P Γ&pSq such that one of the Ui is properly nested
in T . We cannot have TKUi. We are done if both Ui are nested in T . Otherwise we can apply
Proposition 3.5 again. By finite complexity, the process has to terminate, yieldingW in which both
U1 and U2 are nested.
Now assume that the claim holds for subsets of size n´1 and assume |C| “ n. Since C is a finite
connected graph, there is a leaf Un of a spanning tree of C, and C ´ tUnu is still connected. By
the induction hypothesis, there exists W such that every element of C ´ tUnu is properly nested
in W . Note that we cannot have W Ď Un or WKUn. Hence either Un Ĺ W , and we are done, or
Un&W . In the latter case, we are done by considering C 1 “ tW,Unu.
Finally, assume that C is infinite. Let D be any finite connected subset of C of size at least 2,
and let WD P S be a Ď–maximal element in which all elements of D are nested. The existence of
WD is guaranteed by the previous step and finite complexity, as D is finite. Suppose that V P C
is not properly nested in WD. Consider a path U0, U1, . . . , Un “ V with U0 P D and let Ui be the
first vertex in the path that is not properly nested in WD. Since Ui´1 ĹWD and Ui&Ui´1, we need
to have Ui&WD. Thus, there must be T P S in which both Ui and WD are properly nested, which
contradicts the maximality of WD.
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4 Consequences
In this section we use our new-found understanding of eyries to deduce a number of structural
results for HHGs.
4.1 Virtually abelian groups
In [HP19], it was shown that if an HHG admits a BBF colouring and all its domains are quasiiso-
metric to trees, then the HHG itself is quasiisometric to a finite dimensional CAT(0) cube complex.
In the case where those quasitrees are all bounded or quasilines, Theorem 3.2 allows us both to
drop the assumption of a BBF colouring, and to significantly strengthen the conclusion from a
geometric one to an algebraic one.
Corollary 4.1. If pG,Sq is an HHG whose domains are all either bounded or quasilines, then G
is virtually abelian. Conversely, for any HHG structure on a virtually abelian group, each domain
is either bounded or a quasiline eyrie of G.
Proof. Suppose that for each domain U P S, the space CU is either bounded or a quasiline. The
kernel H of the action of G on EpGq “ tW1, . . . ,Wnu is a finite index subgroup of G. We claim
that for each Wi there is an element hi P H acting on CWi loxodromically. By [ANS19, Prop. 3.2],
every domain U Ĺ Wi is then bounded, so the distance formula gives a quasiisometry H Ñ Zn,
whence H, and thus G, is virtually abelian.
It remains to prove the claim. Let λ ą 100E be a quasiisometry constant for CU Ñ R for all
U P SG, and choose E1 so that the maps piU : H Ñ CU are E1–coarsely onto. Let g1, g2, g3, g4 P H
satisfy
dWipg1, g2q, dWipg3, g4q P p100λE1 ´ 10E1, 100λE1 ` 10E1q
and dWipg1, g3q ą 1000λpE1 ` 1q.
The isometries g2g´11 , g4g´13 : CWi Ñ CWi send piCWipg1q to piCWipg2q and piCWipg4q to piCWipg3q, re-
spectively, so if either is acting by translation then we are done by construction of the gi. Otherwise
they both act by coarse reflection, with centres c1,2, c3,4 satisfying maxtdWipcj,k, gjq, dWipcj,k, gkqu ď
100λE1 ` 10E. In particular, their composition g4g´13 g2g´11 fixes each of the two points of BCWi
and moves c1,2 by at least 500pλ` 1qE1, so acts on CWi by translation.
For the converse statement, given an HHG structure for G, let W be an eyrie. If CW is not
a quasiline, then G virtually acts coboundedly on the nonelementary hyperbolic space CW . By
[CCMT15, Prop. 3.2, Lem. 3.3], G contains a nonabelian free subsemigroup, which is a contradic-
tion. Thus the eyries of G are all quasilines. As above, [ANS19, Prop. 3.2] shows that there are no
other unbounded domains.
A somewhat surprising consequence of this is the fact that nonabelian free groups do not admit
HHG structures consisting only of quasilines.
Corollary 4.2. If pG,Sq is an HHG that is not virtually abelian, then G has an eyrie that is not
a quasiline. In particular there is no HHG structure on a nonabelian free group whose unbounded
domains are all quasilines.
4.2 Crystallographic groups
Recall that a crystallographic group is a discrete subgroup of IsomRn that acts properly cocom-
pactly. By Bieberbach’s theorems [Bie11], any such group G fits into a short exact sequence of the
form
1 Ñ H Ñ GÑ F Ñ 1, (1)
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where H, called the translation subgroup, is free abelian, and F , the point group, is a finite subgroup
of the orthogonal group OnpRq. By a theorem of Zassenhaus [Zas48], being crystallographic is
equivalent to having a maximal abelian subgroup that is normal, free abelian, and finite index.
Theorem 4.3. A crystallographic group G ă IsomRn admits an HHG structure if and only if its
point group embeds in OnpZq “ Zn2 ¸ Sympnq.
This result should be compared to [Hag14, Thm B], which we shall use for the “if” part of
Theorem 4.3. That theorem says that a crystallographic group G is cocompactly cubulated if and
only if its point group embeds in OnpZq. In other words, a crystallographic group is an HHG if and
only if it is cocompactly cubulated.
Proof of Theorem 4.3. Given any HHG structure for G, Corollary 4.1 shows that the eyries of G
are all quasilines, and that every other domain is bounded. Since G is quasiisometric to Rn there
must be n eyries. It follows that G acts on a set of n pairs of points, each pair being the boundary
of an eyrie. This gives a homomorphism GÑ Zn2 ¸ Sympnq “ OnpZq.
In the notation of (1), we now show that H is in the kernel of this map. From this it follows that
there is a well-defined induced map F Ñ OnpZq. We then show that this induced map is injective.
Let EpGq “ tW1, . . . ,Wnu, and for each i consider the dominion Fi “ FWi of Wi. Now, piWi |Fi
is coarsely onto, and piU pFiq is uniformly bounded for every U ‰ Wi because only eyries are
unbounded. Thus the distance formula tells us that Fi is a quasiline. Assume that h P H has
hWi “ Wj with i ‰ j, and let λ ą 1 be a quasiisometry constant for the orbit map of G on Rn.
Let T be the translation length of h on Rn.
Since Fi is unbounded we can choose, for each m P N, a point xm P Fi with dWipxm, h´1q ě m.
Note that by definition of Fi, we have that dWkpxm, 1q ď θ “ θepEq for all k ‰ i, where θe is the
function given by the realisation theorem. The distance formula with threshold s ą θ gives
As dGpxm, hxmq `Bs ě
ÿ
S
! 
dU pxm, hxmq
()
s
ě
"!
dWj pxm, hxmq
)*
s
ě
"!
dWj p1, hxmq ´ θ
)*
s
ě dWiph´1, xmq ´ θ ´ s.
For sufficiently large m we get that dGpxm, hxmq ą λpT ` λq, contradicting the fact that the
translation length of h on Rn is T .
Thus H fixes eachWi. If some h P H acts nontrivially on the boundary of CWi then the distance
formula again leads to a contradiction with the fact that h has finite translation length on Rn. This
establishes the first part of the claim.
A similar argument to the above shows that if an element f P F is in the kernel of the induced
map then there is a bound on the distance f moves any point in Rn. This holds only when f “ 1,
as F is a subgroup of OnpRq.
For the reverse direction, if the point group of G embeds in OnpZq, then [Hag14, Thm B] shows
that G is cocompactly cubulated. Since G is virtually abelian, this means that G is an HHG by
[HS20, Thm A].
Corollary 4.4. The p3, 3, 3q triangle group T is virtually an HHG (in particular an HHS) but not
an HHG.
Proof. From (1), we see that T is virtually Z2, which is an HHG. By Theorem 4.3, if T is an HHG
then its point group embeds in Z22 ¸ Symp2q. However, T contains an element of order 3.
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Corollary 4.4 shows that the property of being an HHG does not pass to finite index overgroups,
and in particular is not quasiisometry-invariant. This is in contrast with the property of being an
HHS [BHS19, Prop. 1.10]. It also shows that the property of being an HHG is strictly stronger
than the property of admitting a proper cobounded action on an HHS.
Remark 4.5. One can use Corollary 4.4 to create acylindrically hyperbolic examples as well. The
group T ˚Z acts properly cocompactly on the tree of flats, also known as the universal cover of the
Salvetti complex of Z2 ˚ Z. The HHS T ˚ Z cannot be an HHG, for then T would inherit an HHG
structure, as it is the stabiliser of a hierarchically quasiconvex flat.
4.3 Rank-rigidity
We now recover the rank-rigidity result for HHGs of [DHS17]. The original proof involves doing
measure theory on the HHS boundary, but our combinatorial proof of Theorem 3.2 allows us to
avoid this, and is overall much simpler.
Corollary 4.6 (Rank-rigidity for HHGs). Let pG,Sq be an infinite HHG. Either pG,Sq is quasi-
isometric to a product of unbounded HHSs or G has a Morse element.
Proof. The set EpGq is nonempty by the uniqueness axiom and the bounded domain dichotomy.
If it is not a singleton then pG,Sq is quasiisometric to the product of the HHSs pFWi ,SWiq for
Wi P EpGq by the distance formula. If EpGq is comprised of a single domain W , then W is fixed
by G, so G acts coboundedly by isometries on the hyperbolic space CW . Let g be a loxodromic
element. We shall show that the subspace xgy Ă G is hierarchically quasiconvex and satisfies the
orthogonal projection dichotomy, which is sufficient by [RST18, Thm 6.3].
Since Bigpgq contains W and consists of pairwise orthogonal unbounded domains, Bigpgq “
tW u. Since xgy satisfies the bounded domain dichotomy, diampiV xgy is uniformly bounded by some
constant Mpgq for all V ‰ W . In particular, xgy satisfies the orthogonal projection dichotomy.
Moreover, the piV xgy are uniformly quasiconvex. To check that xgy is hierarchically quasiconvex,
let pbU qS be a tuple with dU pxgy, bU q ď κ for some κ and all V P S. There exists k such that
dW pgk, bW q ď κ, and dV pgk, bV q ď κ`Mpgq for all V , so we are done by the realisation theorem.
Our proof of Corollary 4.6 used two facts about cyclic subgroups of HHGs that were established
in [DHS17]; namely that every cyclic subgroup has the bounded domain dichotomy, and big-sets
consist of pairwise orthogonal domains. We remark that the proofs of these facts use only elementary
tools, and in particular make no mention of the HHS boundary.
Remark 4.7 (Improved rank-rigidity). In fact, a stronger statement than rank-rigidity holds for
HHGs. Namely, any HHG is either virtually cyclic, acylindrically hyperbolic, or has more than one
eyrie (in which case it is quasiisometric to a product of unbounded HHSs, and thus is wide in the
sense of [DS05]). In particular, the property of being acylindrically hyperbolic is a quasiisometry
invariant among HHGs, as is the case for CAT(0) groups [Gen20, Cor. 6.41]. This trichotomy can
be seen in the following two ways.
If G has no eyries then it is finite by Remark 3.3, so suppose that G has a single eyrie, EpGq “
tW u. Then pG,SW q is an HHG structure. By [BHS17a, Thm 14.3], the action of G on the
hyperbolic space CW is acylindrical, so G is either virtually cyclic or acylindrically hyperbolic. This
approach does not rely on rank-rigidity, and actually gives an alternative proof of Corollary 4.6.
Indeed, the action of G on CW is cobounded, so there is a loxodromic element, and this element
is contained in a hyperbolically embedded, virtually cyclic subgroup [DGO17, Lem. 6.5, Thm 6.8],
any infinite order element of which is Morse [Sis16, Thm 1].
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Alternatively, one can deduce the trichotomy from rank-rigidity and without using [BHS17a,
Thm 14.3] as follows. If G is not quasiisometric to a product of unbounded HHSs, then Corollary 4.6
provides a Morse element g. Let Epgq be the subgroup consisting of all elements h P G for which
hxgy and xgy are at finite Hausdorff distance in G. By [CD19, Proposition 3.13], Epgq is virtually
cyclic, and so it is also almost malnormal. Since xgy is Morse, so is Epgq, so [RST18, Thm 8.1]
tells us that Epgq is hyperbolically embedded. If G is not virtually cyclic, then G is acylindrically
hyperbolic by [Osi16, Thm 1.2].
5 Subgroups
Let H be a group acting on an HHS pX,Sq by HHS automorphisms and fix a basepoint x0 P X.
Our goal for this section is to generalise Theorem 3.2 so that its conclusion holds for H. We shall
write SH to mean the set of domains U P S for which the projection piU pH ¨ x0q is unbounded.
Theorem 5.1 (Eyries for actions). For any group H acting on an HHS pX,Sq by HHS auto-
morphisms there is a finite H–invariant set EpHq “ tW1, . . . ,Wnu Ă SH of pairwise orthogonal
domains such that every U P SH is nested in some Wi. We call the Wi the eyries of H. Moreover,
if H has finitely generated image in SympXq and H ¨ x0 is unbounded, then H has an eyrie.
Proof. The proof is the same as that of Theorem 3.2, except we use Lemma 5.6 in place of
Lemma 3.6. The final statement follows from Proposition 5.7.
As mentioned in the introduction, in the case where H is hierarchically acylindrical, Theorem 3.2
was proved by Durham–Hagen–Sisto as [DHS17, Cor. 9.23], where it is given as a corollary of the
omnibus subgroup theorem.
Remark 5.2. In order to make the notation more comprehensible, for the remainder of this section
we shall assume that H is actually a subgroup of an HHG pG,Sq. In this case, we can take the
basepoint to be 1, so that SH denotes the set of domains U for which piU pHq is unbounded.
We stress that this has no effect on the arguments involved: the change is purely notational. In
particular, the given proofs of Lemmas 5.3 and 5.6, and of Propositions 5.5 and 5.7, work equally
well for groups acting on HHSs by HHS automorphisms. Note that Lemma 5.4 is a general statement
about HHSs and does not involve a group action.
We now prove a technical result that we shall apply in a number of places. The conclusion
is the same as that of Lemma 3.4, but the assumptions we make are satisfied in a more general
setting. Recall that a metric space X is said to be C–connected if there is no point x P X such
that dpx, yq ą C for all y P X.
Lemma 5.3 (Producing transverse domains). Let pG,Sq be an HHG of complexity c, let H be a
subgroup, and let V,W P S have either V&W or V ĹW . Suppose that either one of the following
two conditions is satisfied:
a) There exists C ą 10E such that piW pHq is C–connected and diamppiW pHqq ą 10c`1pC `
dW pρVW , Hqq;
b) There is a constant C 1 ą 10E, a geodesic γ Ă CW , and 3c points tz1, . . . , z3cu Ă H such that
each piW pziq is C 1–close to γ, and dW pzi, zjq ą 10C 1 for all i ‰ j.
Then there is some h P H such that either hW “ W and dW pρVW , ρhVW q ą 10E; or hW&W and
dW pρVW , ρhWW q ą 10E.
12
Proof. If condition a) is satisfied, then we can find a sequence of elements pxiqci“0 Ă H as in the
proof of Lemma 3.4, and we proceed as in that proof.
If b) is satisfied, then consider tziW u. If there is no triple pi, j, kq such that ziW “ zjW “ zkW ,
then we have |tziW u| ą c. It follows that |tziz´1j W u| ą c, so the elements of this set are not
pairwise orthogonal. By (the contrapositive of) the above argument, we must have ziz´1j W&W for
some i and j. Since dW pzi, zjq ą 30E, at least one of piW pziq and piW pzjq is 15E–far from ρVW . As
before, we can use consistency of this point to deduce that an element of tziz´1j , zjz´1i u satisfies
the conclusion of the lemma.
Finally, if b) is satisfied and there is a triple pi, j, kq such that ziW “ zjW “ zkW , then the
isometries zjz´1i , zkz´1i : CW Ñ CW send piW pziq to piW pzjq and piW pzkq, respectively. By the
assumptions on the zs, at least one of these isometries must move ρVW by more than C 1 ą 10E.
Thus an element of tzjz´1i , zkz´1i u has the desired property.
Our next lemma is a general structural result for HHSs. It shows that ρ–points of nested domains
are “well distributed”. One would like to say that not too many ρ–points can appear in a bounded
set, but the ρ–consistency condition means that this is not true in general. This is not an issue if
one considers only nest-maximal domains, however. This necessary restriction accounts for much
of the apparent technicality of the statement of Lemma 5.4.
The way we shall use the lemma will be in order to find a collection of points of H that satisfy
condition b) from Lemma 5.3. That is, we will produce a large number of domains that are nested
in a common one, and applying Lemma 5.4 will show that there is a subset of these domains whose
ρ–points are well separated. We then find a collection of points in H that project close to these
well separated ρ–points.
Lemma 5.4 (Distribution of ρ–points). If pX,Sq is an HHS, then the following holds for all D ą
50E. Let y, z P X and W P S have dW py, zq ą D, and suppose that U1, . . . , Un P SW rW satisfy
dUipy, zq ą 3E and have dV py, zq ď D for all V with Ui Ĺ V Ĺ W for some i. If n ě P pD ` 2Eq,
then diampŤni“1 ρUiW q ą D ´ 30E.
Proof. Suppose that U1, . . . , Un P SW are as in the statement of the lemma, but have diampŤni“1 ρUiW q ď
D ´ 30E. By bounded geodesic image, each ρUiW is E–close to the geodesic ry, zs Ă CW . Choose
x´, x` P X as follows. If dW py, ρUiW q ď 10E for some i then let x´ “ y. Otherwise, let y1 be a point
on ry, zs Ă CW with dW py1, ρUiW q ď D´ 20E and dW py1, yq ă dW pρUiW , yq ´ 5E for all i. Since piW is
E–coarsely onto, we can choose x´ P X with dW px´, y1q ď E. Similarly define x` by considering
piW pzq. By assumption, piW pyq and piW pzq cannot simultaneously be 10E–close to the union of the
ρUiW , so by construction we have dW px´, x`q ď D.
Bounded geodesic image also shows that dUipy, x´q ď E and dUipz, x`q ď E for all i. In
particular, dUipx´, x`q ą E. If n ě P pD ` 2Eq, then by the Passing-up lemma there is some
domain V P SW with dV px´, x`q ą D ` 2E and with Ui Ĺ V for some i. Since V ‰ W , by
consistency we have dW pρVW , ρUiW q ď E, and hence dV py, x´q ď E and dV pz, x`q ď E by bounded
geodesic image. But now dV py, zq ą D, contradicting our assumptions.
The next proposition will prove to be the most difficult part of our proof of Theorem 5.1.
Proposition 5.5. Let H be a subgroup of an HHG pG,Sq and let U, V P SH be transverse. There
exists T P SH such that either U Ĺ T or V Ĺ T .
The proof follows the same lines as that of Proposition 3.5, but there are a number of complica-
tions that arise. Firstly, H may not satisfy the bounded domain dichotomy, so we cannot conclude
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directly from the Passing-up Lemma that H has unbounded projection to a domain produced
thereby. To get around this, we apply Passing-up with an increasing sequence of distance constants
(recall that P pCq is the integer produced for constant C). If none of the domains produced by
this process have unbounded H–projection, then infinitely many were produced, so two of them
are transverse.
We would then like to do an inductive argument, replacing our starting pair of domains with
the transverse pair we have just produced. This is where the second difficulty comes in. Indeed,
H may not be finitely generated, so the sets piW pHq need not be uniformly coarsely connected,
and in particular it may be impossible to satisfy the conditions of Lemma 3.4 or condition a) from
Lemma 3.4. This would prevent us from producing the sequence of domains to which we apply the
Passing-up Lemma in this second step of the induction. We shall therefore have to be more careful
about how we produce our new pair of transverse domains, and we shall use Lemma 5.4 to make
sure that condition b) of Lemma 5.3 is satisfied.
Recall that the level of an element U P S, written `pUq, is the maximal length of a Ĺ–chain in
S with maximal element U .
Proof of Proposition 5.5. Let U00 “ U and U01 “ V . For the sake of readability, we shall abbreviate
expressions such as ρU
i
j´1
U ij
and dU ij px, yq to ρ
i,j´1
i,j and di,jpx, yq, respectively, and so forth. Let
R “ maxtdGp1,PU q, dGp1,PV qu, and note that because the maps piW are E–coarsely Lipschitz we
have that dW p1, ρUW q ď ER ` 2E for any W Ľ U , and similarly with V in place of U . For each
i ě 0, set Di1 “ 1000pRE ` 10Eq, Ki1 “ 6cP p2Di1q, and N i1 “ pKi1P pDi1qqc`1. Although these three
values are independent of i, they form the base of an inductive argument that will be repeated in
different places, one for each value of i. It will not in general be the case that, say, Di2 “ Dj2, and
this is why we distinguish them.
For a fixed value of i, we proceed inductively.
Outer induction. We start with a pair of transverse domains U i0 and U i1, each of which has
either U or V nested in it. Moreover, if i ą 0 then for t P t0, 1u we have a collection of points
txt,1, . . . , xt,3cu Ă H satisfying hypothesis b) from Lemma 3.4 with C 1 “ 20E. (For i “ 0 we know
that pi0,tpHq is unbounded.) Fix an element yi P H such that di,0pyi, ρi,1i,0q ą 2E. Within this
“outer” induction loop, we perform two consecutive “inner” induction loops.
First inner induction. Because of the properties of U i0 and U i1 listed above, condition b) from
Lemma 3.4 is satisfied (unless i “ 0, in which case the conditions of Lemma 3.6 are satisfied), so
we can repeatedly apply the lemma to obtain a sequence pU ijqj of H–translates of U i0 and U i1 such
that U ij&U ij`1 and di,jpρi,j´1i,j , ρi,j`1i,j q ą 10E for all j ą 0. M
Second inner induction. We now produce a sequence of domains W il as follows. We start
with constants Dil ě Di1 (this constant will be described more explicitly later), Kil “ 6cP p2Dilq,
and N il “ pKilP pDilqqc`1. Let zil P H have di,N il
´
zil , ρ
i,N il´1
i,N i
l
¯
ą 2E. This point exists because U i
N i
l
is an H–translate of either U i0 or U i1, and these domains satisfy at least one of the conditions of
Lemma 3.4. As previously, consistency ensures that di,jpyi, zil q ą E for all j ď N il . For any subset
A Ă t0, . . . , N il u of size P pDilq, we can apply the Passing-up Lemma to obtain a domain WA with
dWApyi, zil q ą Dil and with U ia ĹWA for some a P A. For each A, choose WA to be Ď–minimal with
these properties.
Case 1: If some WA has at least Kil of the U ij nested in it then let B be the set of such j.
Since Kil “ 6cP p2Dilq, it follows from Lemma 5.4 that there is a set B1 Ă B of size 3c such that
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!
ρ
U ib
WA
: b P B1
)
is pDil ´ 40Eq–separated. Moreover, since dU ibpzil , yiq ą E, each ρ
U ib
WA
must be
E–close to the geodesic ryi, zil s Ă CWA by bounded geodesic image. Fix hb P H translating either
U i0 or U i1 to U ib for each b P B1. M
Case 2: If no WA has at least Kil of the U ij nested in it, then there are at least
N il
Ki
l
P pDi
l
q different
WA. We can then apply the Passing-up Lemma to subsets of tWAu of size P pDilq. Since the level of
eachWA is strictly greater than the level of any U ij that is nested in it, this process can be repeated
at most c times. Thus, at some stage we obtain: a collection of domains tWju of cardinality at
least N
i
l
Ki
l
P pDi
l
qqc “ KilP pDilq, and with dWj pyi, zil q ą Dil ą E; and a domain W with dW pyi, zil q ą Dil
and at least Kil of the Wj nested in it, obtained by applying the Passing-up Lemma to subsets of
tWju of size P pDilq and taking a Ď–minimal possible output.
We now proceed as in Case 1 but with W in the place of WA, and with B being the set of j
for which Wj is nested in W . Lemma 5.4 gives a set B1 of size 3c such that tρWbW : b P B1u is
pDil ´ 40Eq–separated, and again every ρWbW is E–close to the geodesic ryi, zil s Ă CW . But each
Wb was obtained by repeated use of the Passing-up Lemma, starting with the set tU i0, . . . , U iN i
l
u.
In particular, for each Wb there is some U ijb P tU i0, . . . , U iN i
l
u with U ijb Ď Wb. By ρ–consistency,
dW
´
ρ
U ijb
W , ρ
Wb
W
¯
ď E. As in Case 1, we fix an element hb P H translating either U i0 or U i1 to U ijb for
each b P B1. M
In either case, we have a collection of 3c translates of U i0 or U i1 by elements hb P H, all of which
are nested in some domainW with dW pyi, zil q ą Dil . Since both U i0 and U i1 have either U or V nested
in them, and since dGp1,PU q and dGp1,PV q are at most R, we have dW phb, ρhbU
i
0
W q ď ER` 3E for
translates of U i0, and similarly for translates of U i1.
Fixing an element b0 P B1, we have produced a domainW il “ h´1b0 W such that: diamppiW il pHqq ą
Dil ; the set tU, V u X SW il is nonempty; and there are 3c points h
´1
b0
hb P H whose projections to
CW il are pER` 5Eq–close to a fixed geodesic and are pairwise at distance greater than 12Dil .
If piW i
l
pHq is unbounded for some l then the proof is complete. Otherwise, setDil`1 “ 10diamppiWlpHqq,
Kil`1 “ 6cP p2Dil`1q, and N il`1 “ pKil`1P pDil`1qqc`1. This concludes the description of the second
inner induction loop. M
If the second inner induction does not terminate by producing a domain with unbounded H–
projection, then it eventually produces a pair of transverse domains W ip&W iq with p ă q. We set
U i`10 “ W ip and U i`11 “ W iq . By construction, these domains enjoy the same properties listed for
U i0 and U i1, but `pU i`10 q ` `pU i`11 q ě 2` `pU i0q ` `pU i1q. ©
Conclusion. Applying the above inductive argument produces a sequence of pairs of transverse
domains pU i0, U i1q such that each U it with t P t0, 1u has one of U or V nested in it. Since `pU i`10 q `
`pU i`11 q ě 2 ` `pU i0q ` `pU i1q, this sequence must be finite, so the induction produces a domain
satisfying the conclusion of the proposition.
Lemma 5.6. For each non-singleton, connected induced subgraph C of Γ&pSHq, there exists WC P
SH with U ĹWC for all U P C0.
Proof. The proof is identical to that of Lemma 3.6, but with S replaced by SH , and references to
Proposition 3.5 replaced by references to Proposition 5.5.
15
The final proposition of this section is used to conclude the final statement of Theorem 5.1,
completing its proof. In view of Remark 5.2, we work with a finitely generated, infinite subgroup of
an HHG, which is the analogue of a group acting on an HHS by HHS automorphisms, with finitely
generated image in SympXq, and with an unbounded orbit.
Proposition 5.7. If H is a finitely generated, infinite subgroup of an HHG of complexity c, then
there is some domain U such that piU pHq is unbounded.
Proof. Since H is finitely generated and all maps piV are E–coarsely Lipschitz, there is a constant
C ą 10E such that every piV pHq is C–connected. By the uniqueness axiom, for each n ą 10c`2C
there is a domain Vn such that diamppiVnpHqq ą n. If the set of all Vn is finite, then there is
some p such that piVppHq is unbounded. Otherwise there is a pair pn,mq such that Vn&Vm. Since
diamppiVmpHqq ą 10C, consistency ensures that dVnpH, ρVmVn q ď E ă C, and similarly for Vm.
Condition a) of Lemma 3.4 is therefore satisfied, and we can repeatedly apply the lemma to obtain
a sequence pUjq of H–translates of U0 “ Vn and U1 “ Vm with Uj`1&Uj and djpρj´1j , ρj`1j q ą 10E.
Let y P H have d0py, ρ10q ą 2E. For each n ą 10c`2C, let zn P H have dP pnqpzn, ρP pnq´1P pnq q ą 2E.
We can then apply the Passing-up Lemma to obtain domains Wn with diamppiWnpHqq ą n that
have level strictly greater than mint`pU0q, `pU1qu. If the set of Wn is finite, then there is some
p for which diamppiWppHqq is unbounded. Otherwise we can find a transverse pair. We can now
repeat the argument with this pair in place of U0 and U1. By finite complexity, this process must
terminate, which completes the proof.
5.1 The omnibus subgroup theorem
We now prove the omnibus subgroup theorem for HHGs. The theorem follows from Theorem 3.2
and the general result [Gen20, Prop. 6.68], which is a strengthening of [CU18, Thm 5.1], and which
we now state. Recall that an isometry is said to be elliptic if it has bounded orbits.
Proposition 5.8 ([Gen20, Prop. 6.68]). Suppose that a group G is acting on (quasigeodesic) hy-
perbolic spaces X1, . . . , Xn, with each element of G acting either elliptically or loxodromically on
each Xi. If for each Xi there is some element of G acting loxodromically on Xi, then there is an
element of G acting loxodromically on all Xi.
Corollary 5.9 (Omnibus subgroup theorem). Let pG,Sq be an HHG, and let H ă G, with eyries
EpHq. Assume that, for each eyrie W , there is an element of H acting loxodromically on CW .
Then there is an element h P H with Bigphq “ EpHq.
Proof. If EpHq is empty then this holds for any h P H. Otherwise, since EpHq is finite, a finite
index subgroup H 1 ă H acts trivially on EpHq. In particular, H 1 acts on CW for each W P EpHq,
and if h P H acts loxodromically on W , then so does h|H:H 1| P H 1. By [DHS19, Thm 3.1], for any
U P S, every element of StabGpUq acts either elliptically or loxodromically on CU , so we can apply
Proposition 5.8 to complete the proof.
Note that the assumption that there is a loxodromic for each eyrie is weaker than the one in
[DHS17], which asks for the action of StabHpUq on CU to factor via an acylindrical action for all
domains U . Indeed, every unbounded acylindrical action on a hyperbolic space has a loxodromic
element by [Osi16, Thm 1.1], but not all actions containing loxodromics are acylindrical.
According to Gromov’s classification of actions on hyperbolic spaces [Gro87], as clarified in
[CCMT15], if the action of H 1 on CW does not contain a loxodromic element, then since it is
unbounded, it is horocyclic. Thus, if H does not satisfy the conditions of Theorem 5.9, then there
is some W P EpHq such that the following hold. Fix a basepoint x P CW .
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• H 1 ¨ x is unbounded.
• xhy ¨ x is bounded for all h P H 1.
• H 1 ¨ x is not quasiconvex (in particular, it is not coarsely dense) [CCMT15, Prop. 3.2].
• H 1 has a unique limit point in BCW , and this point is the unique finite orbit of H 1 in BCW
[CCMT15, Prop. 3.1].
Note that it is difficult to make general statements about horocyclic actions, because every group
admits a horocyclic action on a hyperbolic space, namely its combinatorial horoball. If the group
is countable and discrete then the action is proper.
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