A catalog of visual-like morphologies in the 5 CANDELS fields using
  deep-learning by Huertas-Company, M. et al.
ACCEPTED FOR PUBLICATION IN APJS
Preprint typeset using LATEX style emulateapj v. 5/2/11
A CATALOG OF VISUAL-LIKE MORPHOLOGIES IN THE 5 CANDELS FIELDS USING DEEP-LEARNING
M. HUERTAS-COMPANY1 , R. GRAVET1 , G. CABRERA-VIVES2,3 , P.G.PÉREZ-GONZÁLEZ4 , J. S. KARTALTEPE5 , G. BARRO6 , M.
BERNARDI7 , S. MEI1 , F. SHANKAR8 , P. DIMAURO1 , E.F. BELL9 , D. KOCEVSKI10 , D. C. KOO6 , S. M. FABER6 , D. H. MCINTOSH11
1 GEPI, Observatoire de Paris, CNRS, Université Paris Diderot, 61, Avenue de l’Observatoire 75014, Paris France
2 Center for Mathematical Modeling and Department of Computer Science, University of Chile, Santiago, Chile.
3AURA Observatory in Chile, La Serena, Chile
4 Departamento de Astrofísica, Facultad de CC. Físicas, Universidad Complutense de Madrid, E-28040 Madrid, Spain
5School of Physics and Astronomy, Rochester Institute of Technology, 84 Lomb Memorial Drive, Rochester, NY 14623, USA
6 UCO/Lick Observatory, Department of Astronomy and Astrophysics, University of California, Santa Cruz, CA 95064
7 Department of Physics and Astronomy, University of Pennsylvania, Philadelphia, PA 19104, USA
8 Department of Physics and Astronomy, University of Southampton, Southampton SO17 1BJ, UK
9 Department of Astronomy, University of Michigan, 500Church St., Ann Arbor, MI 48109
10Department of Physics and Astronomy, University of Kentucky, Lexington, KY 40506, USA and
11Department of Physics & Astronomy, University of Missouri-Kansas City, 5110 Rockhill Rd., Kansas City, MO 64110, USA
Accepted for publication in ApjS
ABSTRACT
We present a catalog of visual like H-band morphologies of ∼ 50.000 galaxies (H f 160w < 24.5) in the 5
CANDELS fields (GOODS-N, GOODS-S, UDS, EGS and COSMOS). Morphologies are estimated with Con-
volutional Neural Networks (ConvNets). The median redshift of the sample is < z >∼ 1.25. The algorithm
is trained on GOODS-S for which visual classifications are publicly available and then applied to the other 4
fields. Following the CANDELS main morphology classification scheme, our model retrieves the probabilities
for each galaxy of having a spheroid, a disk, presenting an irregularity, being compact or point source and
being unclassifiable. ConvNets are able to predict the fractions of votes given a galaxy image with zero bias
and ∼ 10% scatter. The fraction of miss-classifications is less than 1%. Our classification scheme represents
a major improvement with respect to CAS (Concentration-Asymmetry-Smoothness)-based methods, which hit
a 20− 30% contamination limit at high z. The catalog is released with the present paper via the Rainbow
database (http://rainbowx.fis.ucm.es/Rainbow_navigator_public/).
Subject headings: galaxies etc..
1. INTRODUCTION
Since the pioneer works in the first half of the XXth century
by E. Hubble, galaxies have been classified according to their
visual aspect (see e.g. Hubble 1926, 1936). This very first op-
tical classification revealed that galaxies in the local Universe
are broadly bimodal, with or without a stellar disk (Hubble
Fork). Understanding the physical processes that lead to such
a bimodality - i.e. how bulges and disks form and evolve -
is one of the major challenges in the field of galaxy evolu-
tion and the main goal of deep field surveys. Classification
of galaxies at different cosmic epochs is therefore a key step
towards understanding how the progenitors of today’s Hubble
Fork were shaped. The main difficulty is that is hampered by
the impressive amount of data which are and will be available
from large galaxy surveys.
A question naturally arises: can human classifiers be
replaced by automatic techniques? There have been some ef-
forts led by different groups towards that direction consisting
on using existing visual morphologies on a smaller dataset
to train automated machine learning algorithms (e.g. Ball et
al. 2004; Huertas-Company et al. 2008; Shamir & Wallin
2014). The basic idea behind these approaches is to find a
set of parameters that correlate with the visual morphology
of a galaxy and define the space of parameters that best
characterize a given morphological type. (e.g Abraham et al.
1996; Conselice et al. 2000; Lotz et al. 2008). In astronomy,
the parameters defining morphology traditionally include
concentrations, asymmetries, clumpiness (or smoothness),
gini coefficient, moments of light etc.
In the last years, we proposed a generalization of this ap-
proach with the development of galSVM (Huertas-Company
et al. 2008, 2009, 2011), which enables an n-dimension clas-
sification with optimal non-linear boundaries in the parameter
space as well as a quantification of errors following a prob-
abilistic approach (see also Peth et al. 2015; Scarlata et al.
2007). These CAS (Concentration-Asymmetry-Smoothness)-
based methods have been proven to be relatively useful but
are also affected by several limitations. The values of the
parameters strongly depend on the data quality and redshift
and they only provide rough morphological classifications
in 2 or 3 classes. The most evident shortcoming with such
techniques is that the fraction of miss-classifications is high
especially at high redshifts (∼ 20− 30%, Huertas-Company
et al. 2014). The latter is possibly the main reason why their
popularity among the astronomical community is still quite
low (see review by Ball & Brunner 2010).
The problem might reside in the parameters that people
traditionally adopt. Concentrations, asymmetries etc and
by extension principal components are useful because they
reduce the complexity of the problem by globally describing
a galaxy with just a few parameters. However, this approach
at the same time, neglects an enormous amount of informa-
tion contained in the pixels themselves. As a consequence
CAS-based methods might not be suited to actually represent
the capability of the human brain to capture the full, complex
distribution of light. Using all the pixels as parameter space
is now possible with the advent of powerful computing
resources such as Graphic Processor Units (GPUs). At
the same time, there exist very powerful machine learning
algorithms suited to mimic the human perception (such
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as deep learning) which are able to learn the best set of
parameters for a given problem.This new approach has been
first used in astronomy at low redshift earlier this year, in the
framework of an online competition led by the Galaxy Zoo
team (see § 3 for more details) yielding to very promising
results (Dieleman et al. 2015, hereafter D15).
In this paper, we extend this new methodology to high
redshift by classifying ∼ 50.000 galaxies with median
redshift < z >∼ 1.25 in the CANDELS fields where detailed
visual classifications are available for a subsample of∼ 8.000
objects (Kartaltepe et al. 2014). We show that the use of
deep learning yields to an almost free-of-contaminations
classification that closely mimics the human perception. The
resulting catalog on the 5 CANDELS fields (GOODS-S,
GOODS-N, UDS, EGS and COSMOS) is released with the
present work.
The paper is structured as follows. In section 2 we describe
the dataset. In section 3 we describe the method and how the
CANDELS data are pre-processed before feeding the algo-
rithm. In sections 4 and 5 we discuss the performance and
accuracy of the resulting classification and in section 6 we
describe the properties of the catalog which is released. We
conclude with a summary of the main results (section 7).
2. DATASET
Our starting-point catalogs are the CANDELS public
photometric catalogs for UDS (Galametz et al. 2013) and
GOODS-S (Guo et al. 2013). Preliminary CANDELS cata-
logs were used for COSMOS, EGS and GOODS-N (private
communication). We select all galaxies in the F160W filters
with F160W<24.5 mag (AB system) which is the magnitude
limit imposed by Karltatepe et al. (2014) to perform reliable
visual morphological classifications. Since our goal is to
provide a morphological classification as close as possible to
the visual one, we restrict our selection to the same criteria in
all considered fields.
The resulting sample consists of 50.000 galaxies, which in-
creases by a factor of 5 the visual catalog published in CAN-
DELS up to date. About 50% of the sources are between
1 < z < 3 (fig. 1), where the CANDELS filters probe optical
rest-frame morphologies. As extensively discussed in Kar-
taltepe et al. (2014), the sample is ∼ 80% complete down to
log(M∗/M)∼ 10 (see their figure 1).
3. CANDELS MORPHOLOGICAL CLASSIFICATION
WITH DEEP LEARNING
3.1. Convolutional Neural Network (ConvNet) configuration
In this work we mimic the human perception with deep
learning using convolutional neural networks (ConvNets).
Although it is clearly beyond the scope of the present paper to
give a complete description of how convolutional neural net-
works work, we provide a brief introduction below. We refer
the interested reader to D15 for more details.
Deep learning is a methodology to automatically learn and
extract the most relevant features (or parameters) from raw
data for a given classification problem through a set of non-
linear transformations.
Though deep learning architectures have existed since the
early 80s (Fukushima 1980), they involve complex tech-
nological problems that only allowed their use in massive
datasets in the last decade. Several factors have contributed
to the rise in their popularity: (i) the availability of much
larger training sets, with millions of labeled examples 1; (ii)
powerful GPU implementations, making the training of very
large models practical; (iii) improved model regularization al-
gorithms, which helped reducing the computing time.
ConvNets have been proven to perform extremely well in
image recognition tasks. For example, they have achieved an
error rate of 0.23% on the MNIST database, which is a col-
lection of manuscript numbers considered as a standard test
for all new machine learning algorithms (Ciresan et al. 2012).
When applied to facial recognition, they achieve a 97.6%
recognition rate on 5,600 images of more than 10 subjects
(Matusugu et al. 2013). The ImageNet Large Scale Visual
Recognition Challenge is a benchmark in object classification
and detection, with millions of images and hundreds of object
classes. In Krizhevsky et al. (2012), ConvNets were able to
get an error rate of 15.3% compared to 26.2% achieved by the
second best competitors (non deep). Also, the performance of
convolutional neural networks on the ImageNet tests is now
close to a purely human based classification (Russakovsky et
al. 2014).
ConvNets were first applied to galaxy morphological clas-
sification earlier this year in the framework of the Galaxy Zoo
Challenge in the Kaggle platform 2 . The aim of the chal-
lenge was to find an algorithm able to predict the 37 votes
of the Galaxy Zoo 2 release. The winner of the competition
used ConvNets to get a final RMS of ∼ 7% on the parameters
(Dieleman et al. 2015). This work clearly showed that Con-
vNets are a very promising tool for automated morphological
classifications.
There is no clear methodology to find the optimal convo-
lutional neural network for a given problem except for trying
different configurations and comparing the outputs. The one
used for the Galaxy Zoo challenge provided excellent results
for a similar problem to ours (fig. 2). We therefore decided to
use the D15 configuration to classify the CANDELS sample.
Given the different nature of SDSS and CANDELS images,
our methodology, by design, requires specific pre-processing
steps, as discussed in section 3.3. This is certainly not the
cleanest approach but it is sufficient for our classification pur-
poses as discussed in subsequent sections.
3.2. Training set
The ConvNet is trained to reproduce the CANDELS vi-
sual morphological classification defined in Kartaltepe et al.
(2014). This classification is based on the efforts of 65 in-
dividual classifiers who contributed to the visual inspection
of all galaxies in the GOODS-S field (being 3-5 the aver-
age number of classifiers per galaxy). The classifiers were
asked to provide a number of flags related to the galaxy’
structure, morphological k-correction, interaction status and
clumpiness. As a result, each galaxy in the catalog has a num-
ber of flags, which measure the fraction of classifiers who se-
lected a morphological feature. The classification was mainly
performed in the H band (F160W), even though each clas-
sifier had access to the images of the same galaxy in other
wavelengths.
In this work, we will focus on the main classification tree
which defines the main morphological class (fig. 3). For
1 ConvNets are particularly sensitive to this since the risk of over-fitting
is large given the complexity of the models
2 https://www.kaggle.com/c/galaxy-zoo-the-galaxy-challenge.
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FIG. 1.— Redshift (left) and stellar mass (right) distributions of the selected sample for morphological classifications. The dataset contains more than 20.000
galaxies at z> 1 where the CANDELS fields probe the optical rest-frame morphologies.
FIG. 2.— Configuration of the Convolutional Neural Network used in this paper. The Network is based on the one used by Dieleman et al. (2015) on SDSS
galaxies. It is made of 5 convolutional layers followed by 2 fully connected perceptron layers. In the convolutional part there are also 3 max-pooling steps of
different sizes. The input are SDDSized CANDELS galaxies as explained in the text and the output (for this paper) is made of 5 real values corresponding to the
fractions defined in the CANDELS classification scheme.
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each galaxy there are therefore 5 parameters, fspheroid , fdisk,
firr, fPS and fUnc which refer respectively to the frequency at
which human classifiers flagged a given galaxy as having a
spheroid, a disk, some irregularities, being a point-source (or
unresolved) and unclassifiable. It is important to notice that
one flag does not exclude the other (except for the Unc one)
i.e. a galaxy can obviously have both a disk and a spheroid or
have a disk and be irregular, so the sum of all frequencies for
a given object is not one.
The main purpose of this work is to mimic the human be-
havior. In other words, we want the machine to be able to
predict how many people will vote for a given feature given
the galaxy image. Recall that the objective we consider here
is to replace humans by computers, no to find the correct mor-
phology of a galaxy, which actually depends on the definition
one wants to adopt. Hence if the visual classification is intrin-
sically biased, so will be the machine based one.
The classification in GOODS-S contains ∼ 8000 galaxies
for which we know the visual classification done by (expert)
humans so we can use part of this sample to train the machine
learning algorithm and keep a fraction for an independent test.
Recall also that during the preparation of the present work, the
UDS field has also been finalized so it also represents an in-
dependent test for the classification as discussed in section 5.
In the following, we describe the pre-processing done to the
images before feeding the ConvNet.
3.3. Pre-processing
As previously discussed, we will use for this work, the Con-
vNet design shown in D15 optimized for the SDSS. There
are some obvious problems related to this approach, since
galaxies at high redshift are intrinsically smaller3 and fainter.
Also the training set is made of only ∼ 8000 galaxies from
GOODS-S with visual parameters, compared to the 60× 103
galaxies used for the SDSS training. This last point is partic-
ularly critical since training the ConvNet with a significantly
smaller sample can easily lead to over-fitting issues, i.e. too
many parameters in the model we want to build compared
with the number of data points
To overcome the latter potential issues, we pre-processed the
training set before feeding it to the ConvNet applying the fol-
lowing steps (see fig. 4):
• All galaxies in the GOODS-S visual morphology cat-
alog are interpolated to the typical SDSS size (i.e. ∼
40 pixels). This is performed using a classical cu-
bic interpolation. The procedure obviously introduces
some redundancy in the data since we artificially re-
duce the pixel size, but ensures that the network sees
the same ratio of background vs. galaxy pixels than
for the SDSS. It is important since the size of the con-
volution box is fixed. An alternative approach would
have been to adapt the network size to the typical size
of CANDELS images. In any case, some interpolation
is required given the wide redshift range probed by the
CANDELS data (z∼ 0.1 to z∼ 3) which means that the
length scale changes by more than a factor of 4. There-
fore, even if the interpolation factor could be decreased,
it is required at some level. In this work, since we are
3 typically 5-10 pixels - ∼ 0.3” - compared to 40 pixels -∼ 10”- for the
SDSS galaxies
interested in broad morphologies, the impact of inter-
polation is not a major issue and therefore we decided
to keep the original network.
• Each galaxy is randomly rotated 3 times before feeding
it to the net. Since our dataset is significantly smaller
than the one used in the GZOO competition, there is
a clear risk of over-fitting in the classification process.
We therefore introduce additional redundancy in the
training set to increase the number of training points
taking advantage of the fact that morphological classifi-
cations should be rotationally invariant (Dieleman et al.
2015). As explained in D15, the algorithm itself will in-
troduce additional redundancy by performing two more
90o rotations.
• We then introduce some random Gaussian noise to each
of the rotated images so that the pixel values of each
realization are not exactly the same. The added noise
is small enough not to affect the visual aspect of the
galaxy but it slightly changes the pixel values. This en-
sures that the redundancy is actually efficient and that
the network considers each rotated galaxy as a differ-
ent object with very similar morphological parameters
just as the human eye does. Finally, each of the ro-
tated images is converted to JPEG with a power-law
stretching optimized for astronomy 4 (Bertin 2012) and
a 10% compression. This is important to keep the num-
ber of possible pixel values reasonable and also to have
a similar normalization for all galaxies. We stress again
that since we are here interested in broad morpholo-
gies (disk vs. bulge, irregular, compact) the impact of
compression is not critical, as shown in subsequent sec-
tions. For more detailed morphologies (e.g. LSB fea-
tures, bars etc), especially at high redshift, a careful in-
vestigation of the optimal compression will certainly be
required.
• The previous steps were repeated in three CANDELS
filters (f105, f125 and f160) to reach a final train-
ing set of ∼ 58.000 galaxies (8000× 3(rotations)×
3( f ilters)), very close to the 60.000 SDSS object for
which the net was designed. Note that the spatial cover-
age of all filters is not exactly the same which explains
why we only reach ∼ 60.000 galaxies. The size of the
dataset is enough to avoid over-fitting and reach satis-
factory results as shown in the next sections. The use
of the same galaxies in three different filters might in-
troduce some biases since the morphology might look
slightly different from one filter to the other. How-
ever, Kartaltepe et al. (2014) show that the fraction
of galaxies that actually change their morphology be-
tween these 3 filters is very small. In any case, we also
tried the algorithm using only f160 images (reducing
the training set by a factor of 3) leading to no signifi-
cant changes in the final results (∼ 0.01 change in the
final RMSE value).
• We finally introduce some noise in the visual param-
eters of each galaxy ( fspheroid , fdisk, firr, fPS and fUnc)
by adding a random gaussian 10% scatter. This is
done, firstly to make sure that the ConvNet does not
4 http://www.astromatic.net/software/stiff
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FIG. 3.— CANDELS Main Morphology visual classification scheme as described in Kartaltepe et al. (2014). Each classifier (3-5 per galaxy on average) is
asked to provide for each galaxy 5 flags corresponding to the main morphological properties of the galaxy as labeled in the figure. The flags are then combined
to produce fractions of people that voted for a given feature.
see exactly the same data points for different redun-
dant images and force optimization. Second, because
the CANDELS fractions are very discretized since the
actual number of classifiers per galaxy is rather small
and therefore the full range of values from 0 to 1 is not
covered. The 10% value is calibrated empirically and
it is of the order of magnitude of the intrinsic noise of
the labels (assuming that they follow a binomial distri-
bution - see section 5). Below this value the effect is
almost negligible and above, the original signal is di-
luted. As we will show in section 5 this has also some
important consequences on the final output.
The final dataset used for classification contains thus
∼ 58.000 redundant JPEG images of which 47.700 are
used for training the machine (i.e. finding the best model),
5.300 are used for real-time evaluation during model training
(validation dataset) and 5.000 galaxies are used to assess the
final accuracy with the best final model (test dataset). These
5.000 galaxies constitute the test sample and are not used at
all during the training process (but their visual morphology
is known) so they can be independently used to study the
behavior of the best trained model on an unknown dataset.
The final model is taken at 2500 chunks. As described in
Dieleman et al. (2015), to further improve the classification
accuracy, averaging of 17 variants of the best model is applied
as post-processing. These variants include modifications such
as removal of dense layers, different filter size configurations,
and different number of filters among others. We refer to
Dieleman et al. (2015) for more details. The best model
followed by the averaging process is then used to classify the
other 4 CANDELS fields in which the visual morphology
is not yet available. The classification is done at a rate of
∼ 1000 galaxies/hour on a TESLA M2090 GPU, which is
compatible with the treatment of massive datasets expected
in the near future (e.g EUCLID, WFIRST).
The evolution of the root mean square error (RMSE) dur-
ing the final learning process for the training and validation
datasets is shown in figure 5. The difference in RMSE on the
validations dataset in the last 10 iterations is of the order of
10−4, confirming that the algorithm has converged. There is
no significant over-fitting given the convergence of the vali-
dation set’s RMSE. As expected, the RMSE for the training
set is slightly smaller (∼ 0.01), as this is the data directly used
to fit our ConvNet model (recall that the validation data-set is
used for real time evaluation of the model on unseen data). We
also show in figure 5 the values of the RMSE for the test sam-
ple before and after averaging. As explained above, this third
data-set is needed to assess the final RMSE of the model, as it
may happen that the 2500 chunks we use for convergence are
over-fitted to the validation data-set. The RMSE over the test
set is very consistent with the one obtained on the validation
dataset. Averaging, slightly reduces the RMSE by ∼ 10−3,
consistent with the values reported in Dieleman et al. (2015).
We made sure that the different pre-processing steps
described above result always in a decrease of the average
root mean square error (RMSE) on the validation and test
samples. More precisely, before any pre-processing, the av-
erage RMSE is ∼ 0.25. Adding noise to the labels decreases
the error to ∼ 0.22. Interpolation makes it reach ∼ 0.17 and
finally redundancy together with noise addition bring it to the
final value of ∼ 0.13 (figure 5).
4. ACCURACY
4.1. Recovering votes
Figure 6 shows the relation between the visual fractions
for each galaxy provided in Kartaltepe et al. (2014) once the
random shifts have been applied and the predicted values, for
the main classification tree ( fspheroid , fdisk, firr, fPS and fUnc).
We only plot in figure 6 objects in the test sample (5000
objects) which were not used for training in order to assess
the behavior of the machine with an unknown dataset. Results
in terms of bias and scatter are also tabulated in table 1. There
is a clear one-to-one correlation between the automatically
derived quantities and the visual ones. Table 1 shows that the
typical bias and dispersion are lower than 10%. It is important
to keep in mind that the distribution of frequencies is not
homogenous between 0 and 1 (there are bins in which there
are very few objects) and the machine is therefore optimized
to minimize the global bias. In fact, the median bias and
scatter for all morphological frequencies are even smaller and
range between 0−0.02 and 0.03−0.1 respectively as shown
in table 2. If we plot instead galaxies in the training set, the
scatter is almost the same, as expected from the learning
histories shown in figure 5. This confirms that the model is
well-optimized and that there is no over-fitting (fig. 7).
Despite of the scatter, it is important to notice that the tails
in the distribution seen in fig. 6 do not necessarily imply
miss-classifications as we currently define them, i.e. galaxies
which clearly fall in the wrong morphological class after vi-
sual inspection. As a matter of fact, a galaxy that might have
a slightly larger bulge probability in the automated scheme
than in the purely visual classification, will be however clearly
classified as a disk since its probability is much higher. Fig-
ure 8 shows the relation between the maximum visual fre-
quency, defined as the maximum frequency irrespective of the
morphology for each galaxy, and the maximum automatic fre-
quency. Both quantities are correlated with the expected scat-
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FIG. 4.— Pre-processing of the CANDELS stamps before being fed to the convolutional neural network. Galaxies are first interpolated so that they all have
similar sizes. In a second step, we add some redundancy to the data by performing random rotations in order to avoid over-fitting and finally converted the images
to JPEG. This is repeated for 3 CANDELS filters. See text for details.
ter with no tails even though there seems to be an increasing
bias at low frequencies ( fmax < 0.5). This is not surprising
since those are the most unclear objects of the visual catalog.
We also explore in figure 9 how the performance of the
classification depends on physical properties such as redshift,
magnitude and size relative to the PSF FWHM. Interestingly,
we do not observe any particular trend on the bias or the scat-
ter with magnitude and redshift. The bias in the morpholog-
ical fractions stays < 0.05, and the scatter is rather constant
at 0.1 for all magnitudes and redshifts spanned by our sam-
ple. Only very small objects, close to the size of the PSF
or very large (> 4 times the PSF size), have a larger bias
(∼ 0.05− 0.1). For large objects, this could be explained by
the fact that part of the wings might be lost during the inter-
polation process at fixed size. Recall that this does not nec-
essarily mean that the morphology can be assessed equally
independently of brightness, redshift or size, but that the al-
gorithm is able to reproduce the visual classification (with its
eventual biases) with the same accuracy.
4.2. Recovering dominant classes and miss-classifications
An important measurement in any automated classification
scheme is the fraction of objects which are miss-classified,
i.e. objects that will fall in a different morphological class
in the automated classification compared to the visual one.
Since both classifications are continuous in the sense that
each galaxy has 5 real numbers associated to it, the answer to
this question will strongly depend on the boxes one considers
and on how these boxes are defined.
In order to provide an estimate of this miss-classification
rate that can be compared to previous classification methods,
we select objects which do have a clear dominant class (DC)
in the automatic and visual classifications. We define a galaxy
with a dominant class if at least one frequency is considerably
larger than the other 4. We then compare how both dominant
classes match.
We adopt here a conservative offset value of 0.5 between the
highest frequency and the second highest i.e. if fmax > 0.75
then the second largest probability has to be smaller than
0.25, as a criterion to identify galaxies with a clear dominant
morphology. There are therefore 5 dominant classes, i.e.
dominant spheroid, dominant disk, dominant irregular,
dominant point source and dominant unclear. The results of
such a comparison are shown in figure 10. The degree of
agreement in the identification of the main morphology of a
galaxy is ∼ 97−100%.
In a more general way, we can also investigate how the
global classification accuracy depends on the level of agree-
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FIG. 5.— Time trajectories for the training (dotted blue line) and validation (red solide line) sets (see text for details). The RMSE si computed every 60 chunks.
The blue/red stars indicate the values computed with the final model (2500 chunks) on the training and test samples respectively after averaging and reported in
Table 2. The empty star shows the RMSE on the test sample before averaging.
ment between the classifiers. As shown in Dieleman et al.
(2015) for the SDSS classification, objects for which a high
number of people provided the same classification are better
recovered than the ones that present a uniform distribution in
their frequencies. This is simply reflecting the fact that galax-
ies that are not easily classified by humans are also hardly
recovered by the classification model. Following the same
approach as D15, we define the level of agreement a between
classifiers for a 5 class problem:
a = 1−H( f )/log(5)
where H( f ) is the entropy defined as:
H( f ) =− fspheroid log( fspheroid)
− fdisklog( fdisk)
− firrlog( firr)
− fPSlog( fPS)
− fUnclog( fUnc)
(1)
The agreement parameter a ranges between 0 and 1, with
large values indicating high level of agreement (most of the
classifiers selected the same class) and low values associated
to objects with low levels of agreement (the votes are dis-
tributed uniformly between the different classes).
Figure 11 reports the mean classification accuracy defined as
the match between the automatic dominant class and the vi-
sual dominant class, as a function of a. The agreement param-
eter a is computed using the automatic and visual classifica-
tions. As expected, the accuracy increases when the level of
agreement increases. Well defined objects reach an accuracy
> 90% but it drops to ∼ 50% for galaxies with a < 0.2. This
behavior is very similar to the one reported in figure 9 of D15,
which confirms the similar behavior of the classifier at high
redshift.
The results above clearly represent a major step forward
compared to other CAS-based methods. Firstly, CAS meth-
ods are not able to clearly distinguish between unclassifiable
objects and galaxies since the morphological parameters
for unclassifiable objects can have any unpredictable value.
ConvNets identify them without ambiguity.
A similar issue affects point/compact sources which will usu-
ally fall in the early-type galaxy (ETG) class in CAS methods,
unless a previous cleaning is performed. The most important
thing is however that, even for the distinction of dominant
spheroids from dominant disks, advanced CAS-based meth-
ods such as galSVM do show a tail of dominant disks with
high ETG probability and vice-versa (fig. 12) yielding to
a ∼ 20% miss-classification rate (Huertas-Company et al.
2014). The situation is more dramatic for the distinction
of dominant irregulars from dominant disks. It is almost
impossible with CAS-based approaches, given that at high
redshift many of the disks present high asymmetric values
(Huertas-Company et al. 2014). This is clearly shown in the
right panel of figure 12 where dominant disks have a very
wide irregular probability distribution. ConvNets here do pro-
vide a huge improvement by perfectly separating both classes.
Figure 13 shows some example stamps of these 5 DCs se-
lected in the COSMOS field where no visual morphologies
are available. Objects are fully randomly selected. Clearly
the visual aspect of all objects matches the dominant class
in which they fall in the ConvNet classification, confirm-
ing the low miss-classification rate estimated in figure 10 for
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FIG. 6.— Correlation between the fractions of classifiers voting for a given feature (spheroid (top left), disk (top right), irregular (middle left), point source
(middle right) and unclassifiable (bottom left)) and the predictions of the ConvNet based classification on a test dataset. Detailed quantifications of the bias and
the dispersion are shown in table 1.
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Test Sample
0< fsph < 0.2 0.2< fsph < 0.4 0.4< fsph < 0.6 0.6< fsph < 0.8 0.8< fsph < 1.0
Bias 0.03 -0.01 0.00 -0.05 -0.10
RMSE 0.09 0.15 0.15 0.17 0.16
Scatter 0.07 0.14 0.14 0.12 0.09
0< fdisk < 0.2 0.2< fdisk < 0.4 0.4< fdisk < 0.6 0.6< fdisk < 0.8 0.8< fdisk < 1.0
Bias -0.00 0.11 0.06 0.06 -0.00
RMSE 0.09 0.17 0.16 0.13 0.09
Scatter 0.05 0.17 0.15 0.10 0.05
0< firr < 0.2 0.2< firr < 0.4 0.4< firr < 0.6 0.6< firr < 0.8 0.8< firr < 1.0
Bias 0.01 -0.06 -0.10 -0.12 -0.14
RMSE 0.06 0.13 0.16 0.20 0.23
Scatter 0.05 0.13 0.15 0.12 0.12
0< fPS < 0.2 0.2< fPS < 0.4 0.4< fPS < 0.6 0.6< fPS < 0.8 0.8< fPS < 1.0
Bias -0.01 -0.11 -0.10 -0.04 -0.09
RMSE 0.04 0.14 0.21 0.19 0.16
Scatter 0.04 0.15 0.21 0.15 0.08
0< fUnc < 0.2 0.2< fUnc < 0.4 0.4< fUnc < 0.6 0.6< fUnc < 0.8 0.8< fUnc < 1.0
Bias -0.02 -0.17 -0.07 0.19 -0.03
RMSE 0.03 0.16 0.12 0.23 0.09
Scatter 0.03 0.21 0.07 0.22 0.02
Training sample
0< fsph < 0.2 0.2< fsph < 0.4 0.4< fsph < 0.6 0.6< fsph < 0.8 0.8< fsph < 1.0
Bias 0.03 -0.02 -0.02 -0.01 -0.07
RMSE 0.08 0.13 0.15 0.13 0.12
Scatter 0.06 0.13 0.13 0.10 0.07
0< fdisk < 0.2 0.2< fdisk < 0.4 0.4< fdisk < 0.6 0.6< fdisk < 0.8 0.8< fdisk < 1.0
Bias 0.01 0.07 0.08 0.05 -0.00
RMSE 0.09 0.15 0.14 0.12 0.08
Scatter 0.06 0.13 0.12 0.09 0.05
0< firr < 0.2 0.2< firr < 0.4 0.4< firr < 0.6 0.6< firr < 0.8 0.8< firr < 1.0
Bias 0.00 -0.06 -0.08 -0.08 -0.11
RMSE 0.05 0.12 0.15 0.16 0.18
Scatter 0.05 0.12 0.13 0.12 0.10
0< fPS < 0.2 0.2< fPS < 0.4 0.4< fPS < 0.6 0.6< fPS < 0.8 0.8< fPS < 1.0
Bias -0.01 -0.11 -0.16 -0.07 0.01
RMSE 0.04 0.13 0.18 0.19 0.13
Scatter 0.03 0.15 0.18 0.14 0.08
0< fUnc < 0.2 0.2< fUnc < 0.4 0.4< fUnc < 0.6 0.6< fUnc < 0.8 0.8< fUnc < 1.0
Bias -0.02 -0.10 -0.11 -0.01 0.03
RMSE 0.03 0.14 0.19 0.22 0.22
Scatter 0.03 0.14 0.17 0.15 0.09
TABLE 1
MEDIAN BIAS (∆ f = ( fauto− fvisu)), ROOT MEAN SQUARE ERROR (RMSE) AND SCATTER AS A FUNCTION OF THE VISUAL MORPHOLOGICAL
FREQUENCIES FOR THE TEST (TOP) AND THE TRAINING (BOTTOM) SETS.
10 Huertas-Company et al.
FIG. 7.— Same as figure 6 but for objects used for the training.
morphologies in CANDELS 11
Test Sample
Parameter Bias Scatter RMSE
fspheroid 0.03 0.09 0.17
fdisk 0.03 0.08 0.15
firr -0.01 0.07 0.14
fPS -0.01 0.04 0.10
fUnc -0.02 0.03 0.07
ALL 0.00 0.05 0.13
Training sample
Parameter Bias Scatter RMSE
fspheroid 0.02 0.08 0.15
fdisk 0.02 0.08 0.14
firr -0.01 0.06 0.12
fPS -0.01 0.04 0.09
fUnc -0.02 0.03 0.05
ALL -0.01 0.05 0.12
TABLE 2
MEDIAN BIAS (∆ f = ( fauto− fvisu)) AND SCATTER FOR EACH VISUAL MORPHOLOGICAL FREQUENCY FOR THE TEST AND TRAINING SAMPLES.
FIG. 8.— Relation between the maximum fraction in the visual and the automatic classifications.
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FIG. 9.— Mean Bias (∆ f = fauto− fvisu) and scatter (
√
VAR(∆ f )) of the three main morphological fractions (spheroid, disk and irregular from top to bottom)
as a function of redshift, magnitude and resolution (from left to right).
GOODS-S.
4.3. Secondary classes - multi-component objects
Also important are the galaxies that have a composition of
different structures. We use 2 parameters to identify these ob-
jects, which are simply the value of the maximum frequency
( fmax) and the difference between the largest and the second
largest frequency (∆ f 1− f 2). A galaxy with a fairly high fmax
value and a low ∆ f 1− f 2 should be a galaxy with two clear
components. For the purpose of this test, we define these
galaxies as the ones that have fmax > 0.5 and a ∆ f 1− f 2 < 0.5.
We then look for the three different possible combi-
nations of primary and secondary classes (Disk+Spheroid
(DS), Disk+Irregular (DI), Spheroid+Irregular (SI). Figure 14
shows the relation between the 3 defined 2-component classes
from the visual and the automatic classifications. The agree-
ment is again close to 95% for DSs and DIs which means that
the algorithm is not only able to identify the primary class but
also the secondary one, whenever the galaxy has two clear
morphological components. The agreement for the SI class
is poor. However this is a very marginal class since very few
objects have both a dominant bulge with an irregular struc-
ture. They are usually associated to bulges with some kind
of structure in the surroundings in the automatic classification
(fig. 15).
4.4. Uncertain objects - Limitations
A galaxy with none of the 5 associated frequencies large
enough (none of the available flags was clearly selected by
the majority of the classifiers) should correspond to an ob-
morphologies in CANDELS 13
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FIG. 10.— Relation between the visual and automatic dominant morphological classes for well defined objects. The sizes of the symbols are proportional to
the number of objects. The level of agreement is > 95%.
ject which has an uncertain morphology. The identification of
these objects can help in understanding the limits of the mor-
phological classification.
Figure 16 shows how the fraction of uncertain objects changes
with magnitude, redshift and stellar mass for different fmax
thresholds, starting at fmax < 0.4 and finishing at fmax < 0.7,
i.e. objects for which their maximum frequency is less than
0.4 and 0.7 respectively.
The number of objects with fmax lower than 0.4-0.5 is very
small (< 5%) for both the visual and automatic classifica-
tions which reflects the fact that the magnitude limit imposed
(H < 24.5) allows to identify a main morphology in most of
the cases.
When the threshold is increased, the expected trends are ob-
served, i.e. the number of defined uncertain objects increases
with magnitude, redshift and is also higher for lower stellar
masses. Interestingly, the trends are very similar for the visual
and automatic morphologies. The automated classification is
therefore reproducing the same uncertainties than the human
eye encounters when classifying a galaxy.
In the bottom row of figure 16, we also show the median
value of a, the level of agreement between classifiers, in bins
of magnitude, redshift and stellar mass. The level of agree-
ment of the classification decreases for faint, distant and low
mass objects as expected. The strongest correlation is how-
ever with magnitude indicating that that the main limitation to
properly classify a galaxy is the signal-to-noise-ratio. Notice
also that the median level of agreement is always > 0.4 which
according to figure 11, corresponds to an accuracy > 80% for
all objects.
5. ACCURACY IN ALL CANDELS FIELDS
All previous results are based on GOODS-S where visual
classifications are available for training and testing. The main
purpose of the present work is to extend the classification to
all CANDELS fields where visual inspection is not yet avail-
able. It is therefore important to give an estimate of how the
algorithm is behaving in these blank fields.
5.1. Field-to-field homogeneity
One quick sanity check consists in making sure that there
are no significant statistical differences among the morpho-
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FIG. 11.— Classification accuracy as a function of the level of agreement between classifiers (a). The red line shows the relation when a is computed using
the visual classification. The blue line indicates the same relation but a computed form the automated classification. The horizontal line indicates the average
accuracy.
FIG. 12.— Probability distributions of being early-type (left panel) and irregular (right panel) estimated by galSVM (see Huertas-Company et al. 2014) for
three dominant classes in the CANDELS visual classification as labelled. Dominant disks cannot reliably separated from dominant irregulars using this approach.
logical distributions in the different fields. We do expect in-
deed that all fields should have similar fractions of all mor-
phologies within cosmic variance since they have similar
depths and are selected randomly. It is true that the CAN-
DELS surveys has some deep and wide areas which are ob-
served at different depths. However, we are imposing in this
work a magnitude cut much brighter than the magnitude limit
of the survey so our classification should not affected by these
different depths. Therefore, eventual significant differences
could be a sign of biases in the derived morphological clas-
sifications in a given field and an eventual signature of over-
fitting problems.
Figure 17 shows the cumulative distribution functions (CDFs)
of the different frequencies ( fsph, fdisk, firr) in the 5 fields. We
do not observe significant differences from field to field in
the distribution of frequencies, suggesting that the algorithm
is behaving in a similar way independently of the field. Re-
call however that the machine tends to smooth the distribution
compared to the visual one. In other words, it removes any
gap or abrupt changes. Gaps are instead present in the visual
classifications given the reduced number of classifiers per ob-
ject (even after noise addition).
5.2. UDS visual classification
During the production of the automated classification pre-
sented in this work, the visual classification for the UDS field
has been finalized using the same classification scheme. Com-
paring the resulting parameters with the automated results on
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FIG. 13.— Examples stamps of the 5 dominant morphological classes in the COSMOS/CANDELS field. From top to bottom we show dominant spheroids,
dominant disks, dominant irregulars, dominant point/sources-compact and dominant unclassifiable. The selection of these stamps is done fully randomly. Recall
that COSMOS galaxies have not been used for training the algorithm, therefore they are completely new for the best model. The size of the stamps is 3.8”×3.8”.
this field is therefore a fully independent test of the morpholo-
gies released in this work and a definitive test to rule out any
over-fitting issues.
There are unfortunately important differences between the vi-
sual classifications in GOOD-S and UDS that need to be taken
into account before performing a fair comparison.
As a matter of fact, as shown in figure 17, the distribution
of the morphological parameters for the ConvNets classifica-
tion is similar in all fields and mimics the distribution of the
visual GOODS-S classification as expected. The problem is
that while in GOODS-S the number of classifiers per galaxy
is roughly homogeneously distributed between 3-5 with some
galaxies classified by ∼ 50 people, in UDS ∼ 90% of the
galaxies are only classified by 3 people and the remaining
5% by 4 (see fig 18). This difference results in a different
distribution of the visual morphological frequencies between
UDS and GOODS-S (i.e. frequencies in UDS only have 4
possible values for most of the galaxies) which persists even
after addition of random noise for smoothing (fig. 18). Since
the automated classification necessarily follows the distribu-
tion for which it was trained, the comparison with UDS visual
classifications will have a larger scatter which is not due to a
failure in the algorithm but to a difference in the inputs.
In order to estimate how much this will affect the compari-
son in the UDS, we recomputed the GOOD-S frequencies by
randomly taking only 3 classifiers per galaxy (i.e. ignoring
the classifications whenever there are more than 3 classifiers)
and compared with the automated classification as done in fig-
ure 7.
The results of such an exercise are shown in figure 19. In the
left column we plot the comparison when all classifiers are
taken into account (as in fig. 7) and in the middle column the
same comparison but only with 3 classifiers. There is a clear
increase of the scatter and the bias which is only caused by
the change of the distribution of the input values (the output
is exactly the same). Interestingly, the trends are very similar
to what is observed in the comparison with the UDS (right
column) which suggests that the worsening of the results in
the UDS is not due to a bad behavior of the algorithm on this
field, but simply to a different distribution of the inputs.
The latter effect can also be understood if we consider that,
at first level, the process of having n classifiers visually select-
ing between two labels (binary classification) follows a bino-
mial distribution. Let us assume for example that an image
has an intrinsic probability p to be classified as a spheroid.
It follows that the variance of the distribution of the number
of people labeling it as "yes" from a total of n is np(1− p).
Therefore the deviation of the visually classified fractions is√
p(1− p)/n. The deviation of the fractions will depend on
the intrinsic probability p and the number of annotations. The
less amount of annotators we have, the higher the variance on
the fractions, i.e. less reliable the probabilities of each class
will become (compared to the intrinsic one). So training a
machine with a noisier training set will also result in a noisier
classification.
This issue emphasizes one main advantage of the automated
classifications with respect to the visual when a small number
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FIG. 14.— Relation between the visual and automatic 2 component classes. The level of agreement is > 95%.
of classifiers is involved. Namely the results are by definition
homogeneous for all datasets. The fact that the UDS and the
GOODS-S with only 3 classifiers look very similar also sug-
gests that the algorithm has a similar accuracy in both fields,
confirming that the classification is not severely affected by
over-fitting.
6. CATALOG
The paper is accompanied by the public release of the
morphology of all galaxies in the CANDELS fields brighter
than HF160W = 24.5. In addition to the 5 morphological
parameters, we also provide in the catalog a 2 measure-
ments of the quality of the classification discussed in the
text (a and ∆ f1− f2 ) as well as the dominant class and the
maximum frequency fmax. Table 3 shows the first few
lines of the catalog. The catalog is released through the
Rainbow database: http://rainbowx.fis.ucm.es/
Rainbow_navigator_public/
The classification provided is by definition continuous,
since each galaxy has 5 parameters spanning from 0 to 1.
The use of these parameters to actually define morpholog-
ical classes strongly depends on the science purposes and
the galaxy properties one would like to highlight. Establish-
ing thresholds in the different fractions necessarily implies a
trade-off between pure and complete samples.
For illustration purposes on how to use the catalog, we pro-
pose here one possible classification in 5 different morpholog-
ical classes based on establishing thresholds in the different
frequencies (see Huertas-Company et al. 2015a):
• pure bulges [SPH]: fsph > 2/3 AND fdisk < 2/3 AND
firr < 1/10
• pure disks [DISK]: fsph < 2/3 AND fdisk > 2/3 AND
firr < 1/10
• disk+sph [DISKSPH]: fsph > 2/3 AND fdisk > 2/3
AND firr < 1/10
• irregular disks [DISKIRR]: fdisk > 2/3 AND fsph <
2/3 AND firr > 1/10
• irregulars/mergers[IRR]: fdisk < 2/3 AND fsph < 2/3
AND firr > 1/10
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FIG. 15.— Examples stamps of objects with two main morphological classes in the COSMOS/CANDELS field. From top to bottom we show spheroids+disks,
disks+irregular, spheroids+irregular. The selection of these stamps is done fully randomly. Recall that COSMOS galaxies have not been used for training the
algorithm, therefore they are completely new for the best model. The size of the stamps is 3.8”×3.8”.
ID IAU_NAME RA DEC Filter fspheroid fdisk firr fPS fUnc fmax ∆ f DOM_CLASS a
1 HCPG J142112.26+5303004.5 215.3011017 53.051239 f160 0.1 0.1 0.17 0.0 0.72 0.72 0.54 4 0.38
1000 HCPG J142051.15+5300016.8 215.2131348 53.0046539 f160 0.73 0.12 0.08 0.37 0.0 0.73 0.36 0 0.34
10001 HCPG J141955.98+5253037.2 214.9832611 52.8936768 f160 0.11 1.0 0.01 0.0 0.0 1.0 0.89 1 0.82
10002 HCPG J142044.89+5301059.4 215.187027 53.0331574 f160 0.57 1.0 0.0 0.01 0.0 1.0 0.43 1 0.78
10003 HCPG J142013.52+5256044.1 215.0563202 52.9455872 f160 0.25 0.88 0.22 0.01 0.03 0.88 0.63 1 0.4
10004 HCPG J141924.91+5248004.0 214.8538055 52.8011017 f160 0.84 0.16 0.06 0.24 0.01 0.84 0.59 0 0.39
10005 HCPG J142025.18+5258045.7 215.1049042 52.9793701 f160 0.34 0.92 0.16 0.0 0.0 0.92 0.58 1 0.53
10010 HCPG J141906.89+5244043.3 214.778717 52.7453613 f160 0.34 1.0 0.09 0.0 0.0 1.0 0.66 1 0.64
10015 HCPG J141859.26+5243018.4 214.746933 52.7217865 f160 0.19 0.97 0.18 0.0 0.0 0.97 0.78 1 0.59
10017 HCPG J142009.87+5256005.7 215.0411224 52.934906 f160 0.33 0.95 0.09 0.02 0.0 0.95 0.62 1 0.55
10018 HCPG J141927.56+5248031.8 214.8648376 52.8088379 f160 0.0 0.95 0.14 0.0 0.0 0.95 0.81 1 0.78
10019 HCPG J141952.59+5253001.8 214.9691162 52.8838196 f160 0.05 0.16 0.98 0.0 0.0 0.98 0.82 2 0.71
10020 HCPG J142037.78+5301000.3 215.1574097 53.0167541 f160 0.34 0.62 0.42 0.1 0.0 0.62 0.2 1 0.22
10024 HCPG J141917.09+5246040.1 214.8211975 52.7778015 f160 0.84 1.0 0.0 0.01 0.0 1.0 0.16 1 0.89
10026 HCPG J141922.45+5247042.5 214.8435364 52.7951355 f160 0.47 0.94 0.13 0.0 0.01 0.94 0.47 1 0.55
10027 HCPG J141938.69+5250035.2 214.9111938 52.8431091 f160 0.11 0.9 0.16 0.04 0.05 0.9 0.74 1 0.44
10029 HCPG J142055.91+5304013.0 215.2329407 53.070282 f160 0.78 0.13 0.02 0.34 0.01 0.78 0.44 0 0.42
1003 HCPG J142011.48+5253015.9 215.0478363 52.8877411 f160 0.58 0.85 0.15 0.04 0.01 0.85 0.27 1 0.45
10032 HCPG J142027.07+5259005.7 215.112793 52.9849091 f160 0.18 0.66 0.56 0.0 0.0 0.66 0.1 1 0.44
10035 HCPG J141938.21+5250030.9 214.9091949 52.841919 f160 0.22 0.91 0.17 0.04 0.0 0.91 0.69 1 0.48
10036 HCPG J141939.83+5250048.2 214.9159393 52.8467102 f160 0.44 0.21 0.02 0.44 0.25 0.44 0.0 0 0.08
TABLE 3
SAMPLE OF THE MORPHOLOGICAL CATALOG RELEASED WITH THE PAPER. IN ADDITION TO THE 5 MAIN MORPHOLOGICAL INDICATORS, WE PROVIDE
FOR EACH GALAXY TWO MEASUREMENTS OF THE LEVEL AGREEMENT BETWEEN CLASSIFIERS (A, LINKED TO THE ENTROPY - SEE TEXT FOR DETAILS)
AND ∆ f , THE DIFFERENCE BETWEEN THE TWO LARGEST FREQUENCIES. DOM_CLASS GIVES THE DOMINANT CLASS (CLASS WHICH HAS THE
MAXIMUM FREQUENCY), BEING 0, SPHEROID, 1, DISK, 2, IRREGULAR, 3, POINT-SOURCE AND 4 UNCLASSIFIABLE. THE CATALOG CAN BE
DOWNLOADED FORM THE RAINBOW DATABASE: HTTP://RAINBOWX.FIS.UCM.ES/RAINBOW_NAVIGATOR_PUBLIC/
The thresholds are obviously arbitrary but have been cal-
ibrated through visual inspection to make sure that they re-
sult in different morphological classes. The SPH class con-
tains galaxies fully dominated by the bulge component with
little or no disk at all. The DISK class is made of galaxies in
which the disk component dominates over the bulge. Between
both classes, lies the DISKSPH class in which we put galax-
ies with no clear dominant component. Then we distinguish
2 types of irregulars: DISKIRR, i.e. disk dominated galaxies
with some asymmetric features and IRR, which are irregular
galaxies with no clear dominant disk component (including
mergers).
Some random example stamps in the COSMOS field are
shown in figure 20. Also for illustration purposes, we show in
figures ?? to 25 the Sérsic index distributions and UVJ planes
for galaxies with M∗/M > 1010 split in different morpholog-
ical types and for several redshift bins. The expected trends
are observed in both figures and are also very similar to the
distributions shown by Kartaltepe et al. 2014 on which our
classification is based.
We observe indeed that the different morphological types
have very different Sérsic index distributions. Objects with
a clear bulge component according to their visual inspection
(spheroids and bulge+disk systems), tend to have larger Sér-
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FIG. 16.— Fraction of uncertain objects defined for different fmax thresholds as labelled in the automatic (top) and visual (middle) classifications. The fraction
of uncertain objects increase for fainter objects, high redshifts and low masses. Similar trends are recovered in both classifications. The bottom line shows the
relation between the level of agreement a (see text) and magnitude (left), redshift (middle) and stellar mass (right).
sic indices and also tend to be located in the passive zone of
the UVJ plane. Disk-dominated objects peak at n∼ 1 and are
star-forming based on their locus on the UVJ plane.
One interesting class is the bulge+spheroid class (i.e. objects
with no clear dominant disk or spheroidal component) since
they do not have a clear locus in the UVJ diagram. Roughly
half of them are passive and the other half are star-forming.
Any selection based on star-formation activity will therefore
split this population in two groups. Having a pure morpho-
logical classification enables to isolate objects that are diffi-
cult to identify with colors and/or single profile fitting. It is
also interesting to notice that the large morphological catalog
put together in this paper, allows to study objects which de-
viate from the general trends (i.e. passive disks, star-forming
bulges) with reasonable statistics (see fig. 26).
7. SUMMARY AND CONCLUSIONS
This work presents a visual-like morphological classifica-
tion of ∼ 50.000 galaxies (H < 24.5) in 5 CANDELS fields
(GOODS-S, GOODS-N, UDS, COSMOS and EGS) in the H
band, which probes optical rest-frame morphologies in the
redshift range 1 < z < 3. The sample is ∼ 80% complete
down to log(M∗/M)∼ 10.
Morphologies are estimated with a 5-layer Convolutional
Neural Network (ConvNet) followed by 2 layers of fully
connected perceptrons trained to reproduce the visual mor-
phologies of ∼ 8000 galaxies in GOODS-S published by the
CANDELS collaboration (Kartaltepe et al. 2014). ConvNets
are a particular family of neural networks that take advantage
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FIG. 17.— Cumulative distribution functions (CDFs) of fsph (left), fdisk (middle) and firr (right) derived in all 5 CANDELS fields as labelled. We also show in
black the CDF of visual classifications in GDS (after addition of random noise). There are no major differences between the fields and the distributions follow
the distributions of the visual classification.
FIG. 18.— Left: Number of visual classifiers per galaxy in the UDS and the GOODS-S fields. 90% of the galaxies are classified by only 3 people in UDS.
Middle: CDFs of the main morphological parameters in UDS and GOOD-S. Right: Same CDFs after addition of gaussian noise.
of the image stationarity to mimic the way the human brain
cells behave to recognize specific patterns.
Following the approach in CANDELS, we associate to
each galaxy 5 real numbers, fspheroid , fdisk, firr, fPS and fUnc,
corresponding respectively to the frequency at which expert
classifiers flagged a galaxy as having a bulge, having a disk,
presenting an irregularity, being compact or point-source and
being unclassifiable. Galaxy images are interpolated to a
fixed size, rotated and randomly perturbed before feeding the
network to (i) avoid over-fitting and (ii) reach a comparable
ratio of background vs. galaxy pixels in all images.
ConvNets are able to predict the votes of expert classifiers
with a < 10% bias and a ∼ 10% scatter. This makes the
classification almost equivalent to a visual based one. The
training took 10 days on a GPU and the classification is
performed at a rate of 1000 galaxies/hour. As opposed to
generalized CAS methods (i.e. galSVM), ConvNets are able
to identify without ambiguity (< 1% miss-classifications)
objects that are not galaxies (high fUnc values), distinguish
irregulars from disks at all redshifts and spheroids from disks.
The catalog of ∼ 50.000 galaxies is released with
the present paper through the Rainbow database:
http://rainbowx.fis.ucm.es/Rainbow_
navigator_public/. The catalog actually increases
by a factor of 5 the existing (public) morphologies in the
CANDELS fields and is intended to be used for many
diverse scientific applications (i.e. evolution of merger
rates, morphological evolution from z ∼ 3, morphology-
density/environment relation, morphology-AGN connection
etc...).
Future efforts will be focused on optimizing deep-learning
based approaches like the one presented here for EU-
CLID/WFIRST/LSST like data, analyzing deeper data such
as the Hubble Frontier Fields as well as providing more de-
tailed morphological descriptors in CANDELS (i.e tidal fea-
tures etc...).
Acknowledgements: We thank the two anonymous refer-
ees for contributing to significantly improve this work. M.H.C
acknowledges D. Gratadour for kindly giving us access to the
GPU cluster at LESIA. G.C.V gratefully acknowledges finan-
cial support from CONICYT-Chile through its doctoral schol-
arship and grant DPI20140090. S.M. acknowledges finan-
cial support from the Institut Universitaire de France (IUF),
of which she is senior member. GB,DCK, and SMF acknowl-
edge support from NSF grant AST-08-08133 and NASA grant
HST-GO-12060.10A.
REFERENCES
Abazajian, K. N., Adelman-McCarthy, J. K., Agüeros, M. A., et al. 2009,
ApJS, 182, 543
Abell, G. O., Corwin, H. G., Jr., & Olowin, R. P. 1989, ApJS, 70, 1
20 Huertas-Company et al.
FIG. 19.— Correlation between the fractions of classifiers voting for a given feature. Left: GOOD-S when all classifiers are considered. Middle: GOOD-S
with only 3 classifiers. Right: UDS where 90% of galaxies are classified by 3 people. The trends observed in the middle and right columns for all parameters are
similar suggesting that the worsening of the results observed in the UDS are due to a difference in the input catalog.
Abraham, R. G., van den Bergh, S., Glazebrook, K., et al. 1996, ApJS, 107, 1
Aguerri, J. A. L., Balcells, M., & Peletier, R. F. 2001, A&A, 367, 428
Aguerri, J. A. L., Sánchez-Janssen, R., & Muñoz-Tuñón, C. 2007, A&A,
471, 17
Angulo, R. E., & White, S. D. M. 2010, MNRAS, 405, 143
Ascaso, B., Aguerri, J. A. L., Varela, J., et al. 2011, ApJ, 726, 69
Ball, N. M., & Brunner, R. J. 2010, International Journal of Modern Physics
D, 19, 1049
Ball, N. M., Loveday, J., Fukugita, M., et al. 2004, MNRAS, 348, 1038
Bernardi, M., Meert, A., Vikram, V., et al. 2012, arXiv:1211.6122
Bernardi, M., Roche, N., Shankar, F., & Sheth, R. K. 2011, MNRAS, 412,
L6
Bernardi, M., Shankar, F., Hyde, J. B., et al. 2010, MNRAS, 404, 2087
Bertin, E. 2012, Astronomical Data Analysis Software and Systems XXI,
461, 263
Biviano, A., Murante, G., Borgani, S., et al. 2006, A&A, 456, 23
Böhringer, H., Voges, W., Huchra, J. P., et al. 2000, ApJS, 129, 435
Bruzual, G., & Charlot, S. 2003, MNRAS, 344, 1000
Buitrago, F., Trujillo, I., Conselice, C. J., & Haeussler, B. 2011,
arXiv:1111.6993
Buitrago, F., Trujillo, I., Conselice, C. J., et al. 2008, ApJ, 687, L61
Chang, Y.-Y., van der Wel, A., Rix, H.-W., et al. 2013, ApJ, 762, 83
Cimatti, A., Nipoti, C., & Cassata, P. 2012, MNRAS, 422, L62
Ciresan, Dan and Meier, Ueli and Schmidhuber, Jürgen 2012, Computer
Vision and Pattern Recognition (CVPR), 2012 IEEE Conference on,
3642–3649
Conselice, C. J., Bershady, M. A., & Jangren, A. 2000, ApJ, 529, 886
Cooper, M. C., Griffith, R. L., Newman, J. A., et al. 2012, MNRAS, 419,
3018
Cooper, M. C., Aird, J. A., Coil, A. L., et al. 2011, ApJS, 193, 14
Cooper, M. C., Griffith, R. L., Newman, J. A., et al. 2012, MNRAS, 419,
3018
Daddi, E., Renzini, A., Pirzkal, N., et al. 2005, ApJ, 626, 680
Damjanov, I., Abraham, R. G., Glazebrook, K., et al. 2011, ApJ, 739, L44
Dieleman, S., Willett, K. W., & Dambre, J. 2015, MNRAS, 450, 1441
Eliche-Moral, M. C., Balcells, M., Aguerri, J. A. L., & González-García,
A. C. 2006, A&A, 457, 91
Fan, L., Lapi, A., De Zotti, G., & Danese, L. 2008, ApJ, 689, L101
morphologies in CANDELS 21
FIG. 20.— Examples stamps of the 5 morphological classes defined for illustration in the COSMOS/CANDELS field. From top to bottom we show spheroids,
disks, disk+spheroids. irregular disks and irregulars. The selection of these galaxies is done fully randomly. Recall that COSMOS galaxies have not been used
for training the algorithm, therefore they are completely new for the best model. The size of the stamps is 3.8”×3.8”.
Fukushima, K. (1980). Neocognitron: A self-organizing neural network
model for a mechanism of pattern recognition unaffected by shift in
position. Biological Cybernetics, 36, 193âA˘S¸202.
Galametz, A., Grazian, A., Fontana, A., et al. 2013, ApJS, 206, 10
González, J. E., Lacey, C. G., Baugh, C. M., Frenk, C. S., & Benson, A. J.
2009, MNRAS, 397, 1254
Grogin, N. A., Kocevski, D. D., Faber, S. M., et al. 2011, ApJS, 197, 35
Guo, Y., Ferguson, H. C., Giavalisco, M., et al. 2013, ApJS, 207, 24
Guo, Q., White, S., Li, C., & Boylan-Kolchin, M. 2010, MNRAS, 404, 1111
Hopkins, P. F., Hernquist, L., Cox, T. J., Keres, D., & Wuyts, S. 2009, ApJ,
691, 1424
Hubel, D. and Wiesel, T. (1968). Receptive fields and functional architecture
of monkey striate cortex. Journal of Physiology (London), 195,
215âA˘S¸243
Hubble, E. P. 1936, Realm of the Nebulae, by E.P. Hubble. New Haven:
Yale University Press, 1936. ISBN 9780300025002,
Hubble, E. P. 1926, ApJ, 64, 321
Huertas-Company, M., Kaviraj, S., Mei, S., et al. 2014, arXiv:1406.1175
Huertas-Company, M., Mei, S., Shankar, F., et al. 2012, MNRAS, 141
Huertas-Company, M., Aguerri, J. A. L., Bernardi, M., Mei, S., & Sánchez
Almeida, J. 2011, A&A, 525, A157
Huertas-Company, M., Tasca, L., Rouan, D., et al. 2009, A&A, 497, 743
Huertas-Company, M., Rouan, D., Tasca, L., Soucail, G., & Le Fèvre, O.
2008, A&A, 478, 971
Ilbert, O., McCracken, H. J., Le Fèvre, O., et al. 2013, A&A, 556, AA55
Kartaltepe, J. S., Mozena, M., Kocevski, D., et al. 2014, arXiv:1401.2455
Kauffmann, G., Heckman, T. M., White, S. D. M., et al. 2003, MNRAS,
341, 33
Koekemoer, A. M., Faber, S. M., Ferguson, H. C., et al. 2011, ApJS, 197, 36
Krizhevsky, Alex and Sutskever, Ilya and Hinton, Geoffrey E
2012,Advances in neural information processing systems, 1097–1105
LeCun, Y., Bottou, L., Bengio, Y., and Haffner, P. (1998d). Gradient-based
learning applied to document recognition. Proceedings of the IEEE,
86(11), 2278âA˘S¸2324.
Lin, Y.-T., & Mohr, J. J. 2004, ApJ, 617, 879
Lintott, C., Schawinski, K., Bamford, S., et al. 2011, MNRAS, 410, 166
López-Sanjuan, C., Le Fèvre, O., Ilbert, O., et al. 2012, A&A, 548, A7
Lotz, J. M., Davis, M., Faber, S. M., et al. 2008, ApJ, 672, 177
Maltby, D. T., Aragón-Salamanca, A., Gray, M. E., et al. 2010, MNRAS,
402, 282
Martinez-Manso, J., Guzman, R., Barro, G., et al. 2011, ApJ, 738, L22
Matusugu, Masakazu; Katsuhiko Mori; Yusuke Mitari; Yuji Kaneda (2003).
"Subject independent facial expression recognition with robust face
detection using a convolutional neural network". Neural Networks 16 (5):
555âA˘S¸559
Meert, A., Vikram, V., & Bernardi, M. 2012, arXiv:1211.6123
Mei, S., Stanford, S. A., Holden, B. P., et al. 2012, ApJ, 754, 141
Naab, T., Johansson, P. H., & Ostriker, J. P. 2009, ApJ, 699, L178
Newman, A. B., Ellis, R. S., Bundy, K., & Treu, T. 2012, ApJ, 746, 162
Newman, A. B., Ellis, R. S., Treu, T., & Bundy, K. 2010, ApJ, 717, L103
Nipoti, C., Treu, T., Leauthaud, A., et al. 2012, MNRAS, 422, 1714
Papovich, C., Bassett, R., Lotz, J. M., et al. 2012, ApJ, 750, 93
Patel, S. G., van Dokkum, P. G., Franx, M., et al. 2012, arXiv:1208.0341
Peth, M. A., Lotz, J. M., Freeman, P. E., et al. 2015, arXiv:1504.01751
Poggianti, B., Calvi, R., Bindoni, D., et al. 2012, arXiv:1211.1005
Ragone-Figueroa, C., Granato, G. L., & Abadi, M. G. 2012, MNRAS, 423,
3243
Raichoor, A., Mei, S., Stanford, S. A., et al. 2012, ApJ, 745, 130
Rettura, A., Rosati, P., Nonino, M., et al. 2010, ApJ, 709, 512
O. Russakovsky et al., "ImageNet Large Scale Visual Recognition Challenge
Saracco, P., Gargiulo, A., & Longhetti, M. 2012, MNRAS, 422, 3107
Scarlata, C., Carollo, C. M., Lilly, S., et al. 2007, ApJS, 172, 406
Shamir, L., & Wallin, J. 2014, MNRAS, 443, 3528
Shankar, F., & Bernardi, M. 2009, MNRAS, 396, L76
Shankar, F., Marulli, F., Bernardi, M., et al. 2010, MNRAS, 405, 948
Shankar, F., Marulli, F., Bernardi, M., et al. 2013, MNRAS, 428, 109
Springel, V., White, S. D. M., Jenkins, A., et al. 2005, Nature, 435, 629
Stott, J. P., Collins, C. A., Burke, C., Hamilton-Morris, V., & Smith, G. P.
2011, MNRAS, 414, 445
Trujillo, I., Carrasco, E. R., & Ferré-Mateu, A. 2012, ApJ, 751, 45
Trujillo, I., Ferreras, I., & de La Rosa, I. G. 2011, MNRAS, 415, 3903
Trujillo, I., Cenarro, A. J., de Lorenzo-Cáceres, A., et al. 2009, ApJ, 692,
L118
Trujillo, I., Förster Schreiber, N. M., Rudnick, G., et al. 2006, ApJ, 650, 18
Valentinuzzi, T., Fritz, J., Poggianti, B. M., et al. 2010, ApJ, 712, 226
van de Sande, J., Kriek, M., Franx, M., et al. 2011, ApJ, 736, L9
van der Wel, A., Franx, M., van Dokkum, P. G., et al. 2014, ApJ, 788, 28
22 Huertas-Company et al.
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morphologies in CANDELS 23
FIG. 22.— UVJ plane for M∗/M > 1010 galaxies in different redshift bins as labeled. Red dots show spheroids and gray points show all other galaxies. The
red lines show the location of passive galaxies according to Whitaker et al. (2012)
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FIG. 23.— UVJ plane for M∗/M > 1010 galaxies in different redshift bins as labeled. Brown dots show disk+spheroids systems and gray points show all
other galaxies. The red lines show the location of passive galaxies according to Whitaker et al. (2012)
morphologies in CANDELS 25
FIG. 24.— UVJ plane for M∗/M > 1010 galaxies in different redshift bins as labeled. Blue dots show disks and gray points show all other galaxies. The red
lines show the location of passive galaxies according to Whitaker et al. (2012)
26 Huertas-Company et al.
FIG. 25.— UVJ plane for M∗/M > 1010 galaxies in different redshift bins as labeled. Green and violet dots show irregular and disk/irregular galaxies
respectively and gray points show all other galaxies. The red lines show the location of passive galaxies according to Whitaker et al. (2012)
FIG. 26.— Example stamps of star-forming spheroids (top row) and passive disks (bottom row). For each galaxy we show the sersic index and the redshift.
