Abstract-In this study, we consider the power splitting technique for multiuser multiple-input single-output (MISO) channel where the received signal is divided into two parts for information decoding and energy harvesting (EH) respectively. The transmit beamforming and receive power splitting ratios are jointly designed in order to minimize the total transmission power subject to both signal-to-interference-plus-noise ratio (SINR) and EH constraints. Most joint beamforming and power splitting (JBPS) designs assume that perfect channel state information (CSI) is available; however CSI errors are inevitable in practice. Assuming norm-bounded CSI errors (NBE), this paper studies the robust JBPS design problem. We first propose an efficient approximation method for solving the highly non-convex problem based on semidefinite relaxation (SDR), where the JBPS problem can be formulated as a semidefinite programming (SDP) problem. A rank-one recovery method is provided to recover a robust feasible solution to the original problem. Then, a novel method for the purpose of complexity reduction is proposed, where we formulate the robust JBPS problem as a second-order cone programming (SOCP) problem with SCOP relaxation and Cauchy-Schwarz inequality. Since the solution to the relaxed problem is not necessarily robust, a closed-form robust solution recovery method is provided. Moreover, a new iterative method is provided which can achieve near-bound performance when SDR-based algorithm results in an higher-rank solution. Finally, simulation results are presented to validate the robustness and efficiency of the proposed algorithms.
I. INTRODUCTION
Recently, energy harvesting (EH) from the environment have attracted considerable interest since it is a promising solution to provide cost-effective and perpetual power supplies for wireless networks. As a result, a unified study on simultaneous wireless information and power transfer (SWIPT) has drawn significant attention, which opens new challenges in the analysis and design of transmission schemes and protocols.
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B. Champagne is with the Department of Electrical and Computer Engineering, McGill University, Montreal, QC H3A 0E9, Canada (benoit.champagne@mcgill.ca). 1 This work was supported in part by the National Natural Science Foundation of China under Grant 61471319, Zhejiang Provincial Natural Science The fundamental concept of SWIPT was first proposed by in [1] , which characterizes the rate-energy (R-E) tradeoff in a discrete memoryless channel. The study of R-E tradeoff is later extended to frequency selective channel [2] , multiple access and multi-hop channels [3] , and two-way channels [4] . However, the above works all assume that receiver can decode information and harvest energy from the same signal, which is not possible with existing technology. In [5] the authors proposed a practical receiver structure for the first time, and considered the R-E region and optimal transmission scheme of a MIMO broadcasting channel. Two practical signal separation schemes are considered: time switching (TS) and power splitting (PS). For the TS scheme, the transmitter divides the transmission block into two orthogonal time slots, one for transferring power and the other for transmitting data. For the PS scheme, the received signal is split with an adjustable PS ratio, where the stream with power ratio 0 ≤ ρ ≤ 1 is used for information decoding (ID) and the other stream with power ratio 1 − ρ is used for EH. The work [6] and [7] considered beamforming designs with separated information/energy receivers. Specially, [6] studied the robust beamforming problem for the multi-antenna wireless broadcasting system with SWIPT, under the assumption of imperfect channel state information (CSI) at the transmitter. In [7] the authors investigated the optimal beamforming strategy to maximize the weighted sum-power transferred to all EH receivers subject to given minimum signal-to-interference-andnoise ratio (SINR) constraints at different ID receivers. SWIPT for relay systems was considered in [8] , where the authors derived joint optimal source and relay precoders to achieve different tradeoffs between the energy transfer capability and the information rate.
On the other hand, PS technique was considered in [9] , [10] for SWIPT. The work in [9] derived the optimal power splitting rule at the receiver to achieve various trade-offs between the maximum ergodic capacity for information transfer and the maximum average harvested energy for power transfer. In [10] , various practical receiver architectures for SWIPT were investigated, where a new integrated information and energy receiver design was proposed.
There are some studies on multi-antenna SWIPT interference channel [11] , [12] . The work [11] considered the transmission strategy and mode scheduling method for a twouser MIMO interference channel with energy harvesting and [12] extended it to K-user MIMO interference channel. In this paper, we focus on the PS approach and consider the Joint beamforming and power splitting (JBPS) design problem in MISO interference channel where the downlink receivers are characterized by both SINR and EH constraints. Compared with the conventional beamforming design, JBPS design is much more challenging due to the coupled beamforming vectors and PS ratos. Hence, the corresponding research areas become active and a wealth of literature has proposed different algorithms to address this problem over the past years. The work [13] considered a multiuser MISO SWIPT downlink system. The total transmission power at the base station (BS) is minimized subject to given SINR and harvested power constraints, and a optimal solution was proposed based on semidefinite relaxation (SDR) [14] . Also, two low-complexity suboptimal designs were proposed with proven asymptotic optimality. In [15] and [16] , JBPS design was studied for a Kuser MISO interference channel with the same design criterion as that in [13] . Specially, [15] used SDR to tackle the nonconvex JBPS problem and proved that the SDR is tight when K = 2 or 3. Also, various suboptimal solutions based on fixed beamforming schemes and a hybrid scheme are provided with low complexity. In [16] , the JBPS problem is reformulated as an SOCP problem based an alternative relaxation method named SOCP relaxation and two sufficient conditions are given under which the relaxation is tight. Also, a primaldecomposition based distributed algorithm was proposed for the JBPS problem.
In these works, the CSI is assumed to be perfectly know. However, the CSI is prone to suffer from errors owing to various factors in practice, which may limit the system performance drastically. Hence, it is of interest to develop JBPS designs that are robust to CSI errors. Assuming norm-bounded CSI errors (NBE), this paper studies the robust JBPS design problem. We first show that the robust JBPS problem can be relaxed as a SDP problem based on SDR. Also, a rankone recovery method is provided to recover a robust feasible solution to the original problem. In the second design, we propose to formulate the original problem as a SOCP problem based on SOCP relaxation and Cauchy-Schwarz inequality for the purpose of complexity reduction. Since the solution to low complexity problem is not necessarily robust, a closedform robust solution recovery method is provided. Finally, we propose a new iteration algorithm based on concaveconvex procedure (CCCP) which can provide near-optimal performance when higher-rank solutions are returned by the SDR-based algorithm.
The reminder of this paper is organized as follows. We present the system model of K-user MISO interference channel, channel error model and the robust JBPS problem in Section II. In Section III, the proposed SDR-based robust design and low complexity SOCP relaxation based robust design are presented, including the proposed rank-one recovery method and closed-form robust solution recovery method. In Section IV, we propose an iterative CCCP-based robust design and in initialization method if provided. Complexity analysis is provided in Section V. Finally, in Section VI computer simulations are used to compare the robust performance of the proposed JBPS designs. Conclusions are drawn in Section VII.
Notations: scalars are denoted by lower-case letters; boldface lower-case letters are used for vectors, while bold-face upper-case letters are for matrices. For a square matrix A, Tr(A), rank(A), A T , conj(A), A H , A −1 and A † denote its trace, rank, transpose, conjugate, conjugate transpose, inverse and pseudo-inverse, respectively, while A 0 means that A is a positive semidefinite matrix. The operator vec(·) stacks the elements of a matrix in one long column vector, invp (x) denotes the inverse of the positive portion, i.e. 1 max(x,0) . · denotes the Euclidean norm of a complex vector and |·| denotes the absolute value of a complex scalar. Finally, C m×n denotes the space of m × n complex matrices.
II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Proposed System Model
We consider the K-user MISO interference channel where each transmitter is equipped with N k antennas and each receiver is equipped a single antennas. The K transmitters are assumed to operate over a common frequency band and each communicates with its K corresponding receivers using transmit beamforming. Different from the conventional interference channels, we here consider PS-based receivers. The received signal at each receiver is split into two separate signal streams with different power levels, one sent to the EH receiver and the other to the ID receiver [5] . The system model is illustrated in Fig. 1 . We assume transmitter k transmit its signal s k to its intended receiver through beamforming vector f k ∈ C N k ×1 , s k are statistically independent with zero mean and
for all k ∈ {1, . . . , K}, and that each receiver employs signaluser detection by treating the cochannel interference as noise. Then the complex baseband data received at the kth receiver before power splitting can be formulated as
where h kj ∈ C N k ×1 denotes the channel vector between transmitter j and receiver k, and n k ∈ C is the additive white Gaussian noise (AWGN) introduced by receive antenna, which is assumed to have zero mean and variance σ 2 k . Each receiver splits its received signal to the information decoder and the energy harvester respectively by a power splitter. Let ρ k (0 ≤ ρ k ≤ 1) denote the power splitting parameter for receiver k, which means that ρ k portion of the signal power is used for signal detection and the remaining 1 − ρ k portion of the power is the input to energy harvester. Thus, the signal for ID at receiver k can be expressed as
where v k is the additional AWGN circuit noise introduced by ID during the baseband conversion [5] with zero mean and variance ω 2 k . Then, the SINR at receiver k is given by
On the other hand, the total harvested electrical power that can be stored by receiver k is equal to
where ξ k ∈ (0, 1] denotes the energy conversion efficiency of kth EH unit, which means that ξ k portion of the RF energy received at the EH unit can be stored as electrical power. 
B. Channel Error Model
Because of many factors such as channel estimation error, quantization error, and feedback error/delay, it is impractical to obtain perfect CSI at both transmitter and receiver. Let h kj ∈ C N k ×1 , j, k ∈ {1, . . . , K} be the estimated channel vector, then the true CSI can be expressed as
where e kj denotes the CSI error vector. To model the statistical distribution of the errors in the channel vectors, the wellknown norm-bounded error (NBE) model [17] is adopted, where we assume that the channel estimation error e kj are bounded in their Euclidean norms by some known constants
where η kj is a known positive constant. Equivalently, h kj belongs to the uncertainty set ℜ kj defined as
The shape and size of ℜ kj model the kind of uncertainty in the estimated CSI, which is linked to the physical phenomenon producing the CSI errors. It should be emphasized that the actual errors e kj are assumed to be unknown while the corresponding upper bounds η kj can be obtained using the preliminary knowledge of the type of imperfection and/or coarse knowledge of the channel type and its main characteristics [18] . This model is particularly suitable for systems where CSI is corrupted by quantization [19] .
C. Optimization Problem
We assume that the ID and EH unit of each receiver are characterized by certain Qos and EH constraints. The Qos constraints require that the SINR of receiver k should be higher than a given target γ k . In the meantime, the EH constraints require that the harvested power of receiver k need to be no smaller than a energy threshold ψ k . In this work, we focus on robust JBPS design. In order to minimize the total transmission power subject to the above two types of constraints in the presence of imperfect CSI. The optimization problem can be defined as
Different from [15] , [16] , which assume that perfect knowledge of CSI is available, the goal of our work is to investigate the robust JBPS design, i.e. to guarantee that the SINR targets γ k and EH requirement ψ k be satisfied for all possible CSI errors. In comparison to the nonrobust design in [15] , [16] , the above robust JBPS design can provide guaranteed Qos and harvested energy for each receiver for all possible channel realizations in the bounded uncertainty regions. Solving the robust design problem (8), however, is more challenging because there are infinite number of constraints and each constraint is not convex. Both these properties make the problem (8) very hard to deal with.
It is worth noting that the feasibility of problem (8) is independent of the energy harvesting constraints and PS ratios similar to Lemma 3.1 & Lemma 3.2 in [13] . The problem (8) is feasible if and only if problem (9) is feasible. The feasibility of problem (9) has not been well studied in literature and still remains an open question, which would be an interesting future research.
III. PROPOSED ROBUST DESIGN BASED ON RELAXATION
In this section, we propose two robust designs to address the robust JBPS problem. In the first design, the SDR technique is applied to convert the semi-infinite constraints into linear matrix inequalities and the S-Procedure [20] , [21] is employed to reformulate the infinite constraints into finite convex constraints. In general, the relaxed problem is not guaranteed to have a rank-one solution [15] , [22] , [23] , we provide a good heuristic solution to address this problem. In the second design, we formulate problem (8) into an SOCP problem based on SOCP relaxation and Cauchy-Schwarz inequality. The resulting SOCP problem has very low computational complexity and shows great potential for applications with large antenna arrays and large number of transmit-receive pairs.
A. SDP with Rank Relaxation
According to [14] , we introduce a new optimization variable
This problem can be relaxed by dropping the non-convex rank-one constraint rank (F k ) = 1, which leads to a convex SDP problem since the objective function and constraints are linear in F k and
It is worth noting that the relaxation is not optimum and the postprocessing of the relaxed solution will be discussed in details in proceeding subsections. However, this problem is still computationally intractable because it involves an infinite number of constraints. Inspired by the S-Procedure and the philosophy of worst-case robustness [24] - [26] , the infinitely many constraints can be reformulated as a finite number of convex constraints.
We first observe that each term in the SINR and EH constraints containing F k in problem (10) involves independent CSI errors. Hence, we introduce two auxiliary variables
where p kj is the maximum (worst-case) cochannel power from transmitter j to receiver k and q kj denote the minimum (worstcase) power for EH from the transmitter j to receiver k. Then, with the help of these two variables the SINR constraints in problem (10) can be rewritten as
Similarly, the EH constraints in problem (10) can be expressed as
According to the S-Procedure, the constraints in (13) and (14) can be reformulated to finite convex constraints, which are equivalent to (18) and (19) , shown at the top of the next page, where α k = 1 ρ k , λ kj , ∀j, k are slack variables. Similarly, we can recast (15) and (16) as (20) and (21), and β k = 1 1−ρ k , µ kj , ∀j, are the corresponding slack variables. Then, problem (10) can be expressed as
the set of constraints involving invp (·) must be satisfied with equality at optimality; otherwise the objective value can be further decreased by decreasing α k ′ s. The above problem is a convex SDP problem which can be solved by a standard solver [27] , [28] .
B. SOCP Relaxation
In the above subsection, we relax the robust JBPS problem as an SDP problem. It is well known that solving an SDP problem requires relatively high computational complexity, hence it is more suitable for the solution of small problems. In this subsection, we propose to formulate the original problem as an SOCP problem based on proper relaxations, i.e. SOCP relaxation. Similar to [16] , problem (8) can be relaxed as the following problem by replacing EH constraints with the sum of the SINR and EH constraints
Our method is motivated by the observation that for two complex numbers x and y, the following inequality holds
Based on (23), we have the following two inequalities
The second inequality in (24) comes from the Cauchy-Schwarz inequality. However, the second inequality in (25) may not be (25) holds all the time. Then the SINR constraints in (22) can be reformulated as
Similarly, the EH constraints in (22) can be expressed as
Furthermore, by introducing auxiliary variables β kj ′ s, which satisfy
Then (26) and (27) can be expressed as
Let a
and h H kj f j ≤ e kj . We can write (22) as the following SOCP problem
where
The constraints [a k , b k ] T ≤ 1 must be satisfied with equality at the optimality; otherwise the objective value can be further decreased by increasing a k ′ s. Note that, we can restrict h H kk f k to be positive, which incurs no loss of optimality since we can always phase-rotate the vector f k such that the real part of h H kk f k is equal to its absolute value without affecting the cost function or the constraints. Due to SOCP relaxation, a robust solution recovery method must be employed to ensure the robustness of the algorithm, which will be introduce in the following subsections.
C. Proposed Rank-one Recovery Method
The matrices F k obtained by solving the relaxed problem (17) are not guaranteed to be of rank one in general, and hence, the solution provides a lower bound to the original problem (8) . If F k happens to be of rank one, then the principal eigenvector f * k of F k will be the optimal solution to problem (8) . Otherwise, one has to resort to other techniques to obtain a suboptimal rank-one solution from F k . In this work, we provide a good heuristic solution inspired by [15] when higherrank solutions are returned by solving problem (17) . 2 Before we proceed to introduce the rank-one recovery method, we calculate the worst-case channels for given beamforming vectors and PS ratios first. Let f * k denote the principal component of F k whether F k satisfies the rank-one constraints or not. Assuming that {f * k } (the principal eigenvector of F * k ) and {ρ * k } has been determined in the previous subsection, then the worst-case CSI errors which minimize the SINR of user k are the solution to the following problems
To solve the constrained optimization problem (34), we resort to inequality (25) . We observe that the first inequality in (25) holds with equality if and only if e
Also the second inequality in (25) holds with equality if and only if e kk = βf * k , β ∈ C. Thus the optimal solution of (34) can be obtained by
Following the derivation above, the optimal solution of (35) can be obtained by
Similarly, the worst-case CSI errors which minimize the EH of user k are the solution to the following problem
Obviously, the optimum solution e kk can be calculated following the same idea as with (36), (37) and (38). In the case j = k, we modify the cost function using the method of Lagrange multipliers [29] which yields the following Lagrangian function
where F * j = f * j f * j H and τ kj is the Lagrange multiplier associated with the bounded CSI error constraint from transmitter j to receiver k. Taking the gradient of L in (43) with respect to conj(e kj ), we can obtain 2 We can also use randomization techniques [14] to recover a rank one solution.
The Lagrange multiplier τ kj can be determined by solving (45)
F * j can be decomposed as F * j = Q j Λ j Q H j by singular value decomposition, where Λ j = diag {θ j1 , 0, . . . , 0} consists of eigenvalues of F * j . Then we get
j is a matrix with rank one, only the first column of Q j span the column space of G H kj , which causes the last N j − 1 columns of G H kj Q j to become zero vectors, and thus only the fist diagonal element of C kj is not zero. Therefore, the lagrange multiplier τ kj can be obtained by
kj denote the matrix element in the ith row and ith column of matrix C kj .
We note that e kk = e kk and in the case j = k, e kj and e kj can not be both achieved in a real channel realization, which means the CSI errors that minimize both SINR and EH with given beamforming vectors and PS ratios does not exit in general. However, we employ both e kj and e kj to guarantee the robustness of the joint design in this section. It is also worth noting that the pseudo-inverse operator (·)
† is employed instead of (·) −1 in the case
With the worst-case analysis described above, we recovery the rank-one solution by scale up the beamforming vector {f * k } by √ ϕ k and then jointly optimize {ϕ k } and receive PS ratios {ρ k } to satisfy both worst-case SINR and EH constraints and yet minimize the total transmission power. Specifically, we consider the following problem with given {f *
where 
otherwise (49b) will be infeasible, (49b) can be rewritten as
Similarly, by introducing
Then problem (49) can be reformulated as
The above optimization problem is a SOCP problem [30] because its objective function is linear and its constraints are linear or second-order cones (SOC). It can be efficiently solved by off-the-shelf algorithms. The proposed SDR-based robust algorithm for problem (8) is summarized in TABLE I.
D. Proposed Closed-form Robust Solution Recovery Method
In the above subsection, we introduce a rank-one recovery method to recover a robust solution for problem (17) by solving an SOCP problem (52). Due to the SOCP relaxation, the solution to problem (32) may not be robust to all possible channel realizations. In this subsection, we propose a closedform recovery method by scaling up {f * k } obtained by solving (32) by a common factor √ ϕ and then jointly optimize ϕ and receive PS ratios {ρ k } to satisfied both the worst-case SINR and EH constraints. Since we relax the EH constraints in (32), it is required that ϕ > 1 to ensure the robustness of the algorithm which means that more power is needed to satisfy the worst-case harvested power constraints. It is worth noting that the prototype of this closed-form method was first proposed in [13] where perfect channel state information is considered.
Similar to problem (49), we consider the following problem with given {f *
where the definition of u kj and v kj have already been stated in Section III-C. Let
u kj , ∀k, problem (53) can be equivalently rewritten as
Like that in [13] , problem (53) is equivalent to the following problem min
. It is observed that (55) is considered to be infeasible if
is a monotonically decreasing function of ϕ for all ϕ ≥ 1,
is also a monotonically decreasing function of ϕ. Thus, in the case g k (1) > 1 or g k (1) ≤ 0, the optimal solution to (55) is the larger root ϕ of the equation g k (ϕ) = 1. Thus, problem (53) is simplified as
Additionally,
, ∀k is the corresponding PS ratios with given ϕ * , where ϕ * is the optimal solution of (56). The proposed robust design with SOCP relaxation for problem (8) 
IV. PROPOSED ITERATIVE ROBUST DESIGN
In Section III-A, we relax problem (10) by dropping the non-convex rank-one constraint. In this section, we provide an alternative inspired by CCCP [31] to iteratively solve problem (10) with a feasible initial solution. Also, we introduce an initialization method by scaling up the solution obtained from problem (32) .
A. CCCP-based Iterative Robust Design
The CCCP is widely adopted for solving difference of convex (DC) programming problems [32] by transforming the original non-convex problem into an sequential convex programming problems. The main ingredient of CCCP-based algorithm is to iteratively approximate the original non-convex feasible set in (10) around the current point by a convex subset and then solve the resulting convex approximation in each iteration [33] .
Conventional CCCP-based iterative algorithms consider scalar functions, we modify it by considering matrix functions in this work. Our iterative method is motivated by the observation that the non-convex constraint rank(F k ) = 1 can be approximated by the following two matrix inequalities
Obviously, (57) can be transformed into the following convex constraint by employing the Schur complement
Then, we approximate (58) by
where f i k denote the current feasible point in the ith iteration. The above matrix inequality can be easily verified since
With (59) and (60), problem (10) can be reformulated as the following convex optimization problem in the ith iteration of the proposed CCCP-based algorithm
In order to get a larger feasible region and achieve a faster convergence rate, we remove constraints (59) in (62) and replace the objective function with the power of f k . Thus, we modify problem (62) as the following optimization problem
where P i = t 2 . To summarize, we can see that the feasible set of problem (63) is a subset of the original set defined in problem (17) . Then, if the initial point {f 0 k } is feasible for (63), then all the iterates {f i k } obtained by iteratively solving problem (63) always belong to the true feasible set of (17) . The proposed CCCP-based iterative robust design for problem (8) is summarized in TABLE III.
B. The Proposed Initialization Method
The proposed Algorithm 3 presented in the previous subsection requires an initial feasible point of problem (8) rather than an arbitrary point [31] . If problem (63) is initialized with an infeasible point, then the CCCP may fail at the first iteration.
The proposed initialization method is based on Algorithm 2. As has been stated in Section III-B, the solution obtained by solving (32) may not be robust to all channel realizations due to SOCP relaxation. In order to make the initialization method as simple as possible, we propose a new method instead of the robust solution recovery method in Section III-D. We first observe that the solution obtained by solving (32) can provide guaranteed SINR levels if (32) is feasible. Thus, if we scale up the beamforming vector {f * k } by a sufficient large common factor √ ϕ, then { √ ϕf * k , ρ * k } will be a feasible point of problem (8) . Since
Let
where e H kj is calculated by (44) and (48). Then ϕ can be expressed as
We remark that Algorithm 3 consists of a two-stage algorithm for solving problem (8) . In the first stage, the initialization method is applied to find a feasible solution of problem (8) . If the initialization method fails to find a feasible solution, Algorithm 3 declares failure and stops. In the second stage, we iterative solve problem (63).
V. COMPLEXITY ANALYSIS
In the previous sections, we propose three robust designs of the JBPS problem (8) . In this section, we compare the relative computational complexities of the proposed robust designs. As will be seen from our analysis, the proposed robust designs exhibit a tradeoff between computational efficiency and robust performance. For ease of comparison, we assume that all transmitters are equipped with the same number of antennas, i.e., N k = N, ∀k.
1) Algorithm 1: Consider problem (17), which involves 2K 2 linear matrix inequality (LMI) constraints of size N + 1 and K LMI constraints of size N . 3 Moreover, the number of decision variables n is on the order of O KN 2 + 4K 2 . Thus, the complexity of a generic interior-point method (IPM) for solving problem (17) is on the order of the quantity shown on the first row of LMI constraints of size N +1, and 2K LMI constraints of size N . Hence, the complexity of the CCCP-based iterative robust design is the quantity shown on the third row of TABLE IV.
VI. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed robust joint beamforming and power splitting algorithms numerically. We assume there are K = 3 transmit-receive pairs and all transmitters are equipped with N k = N, ∀k antennas unless otherwise specified. We assume that each transmitreceive pair has the same set of parameters, i.e., γ k = γ,
and η kj = η, ∀j, k for simplicity. Moreover, the preassumed channel vectors { h kj } are randomly generated from independent an identically distributed Rayleigh fading with average power 1. We set ξ = 1, σ 2 = 10 −3 , ω 2 = 10 −2 , δ = 10 −4 and N max = 20 in all our simulations. All the modelling and solution of the algorithms are performed using CVX [34] on a desktop of Intel(R) Core(TM) CPU at 3.1GHz (i3-2100) and 4GB RAM.
1) Feasibility rate:
We first present the feasibility rates of the three robust JBPS designs. In the simulation, a robust design is considered infeasible for a channel realization if CVX reports an infeasible status or x k ≤ 0 in the robust solution recovery method. The feasibility of the nonrobust design [15] are tested with 100 channel errors satisfying the NBE model for each channel realization. Fig. 2 and Fig. 3 present the simulation results obtained by test over one thousand channel realizations. One can observe from this figure that Algorithm 1/2/3 exhibit similar (almost identical) feasibility rate compared to the bound 4 . The nonrobust method fails to satisfy both the SINR and EH constraints almost all the time under NBE model.
2) Transmission power:
We illustrate the performance of the three robust designs in terms of average transmission power over one thousand problem instances. Fig. 4 shows performance comparison among the three robust designs, 
The complexity of Algorithm 2
is the iteration number where the transmission power are averaged over problem instances that the robust designs are all feasible. It is observed that, as a price for worst-case performance guarantee, the robust designs require higher average transmission powers than the nonrobust design. However, Algorithm 1/2/3 show nearoptimal performance compared to the bound. The performance of Algorithm 3 is slightly better than Algorithm 1 due to the fact that higher-rank solution may be returned by solving problem (17) . On the other hand, the average worst user SINR performance of the proposed robust designs is illustrated in Fig. 5 where the average worst user SINR is displayed for both the robust and nonrobust designs under the same simulation parameters as in Fig. 4 . Clearly, the average achieved worst user SINR of the robust designs are all above the SINR target while the nonrobust design fails to satisfy the SINR constransits. 6 shows performance comparison among the robust designs for various EH constraints. One can see that the robust designs require higher average transmission powers than the nonrobust design. The best performance is achieved by Algorithm 3, followed by Algorithm 1 and Algorithm2. The average worst user harvested power of the proposed robust designs is illustrated in Fig. 7 where the simulation parameters are the same with Fig. 6 . Clearly, the average achieved worst user harvested power of the robust designs are all above the EH target while the nonrobust design fails to satisfy the EH constransits. 
3) Time complexity:
We then compare the performance of the robust and nonrobust designs in terms of average execution time over 20 channel realizations. antennas. This property makes Algorithm 2 very promising and suitable for systems with large antenna arrays. Algorithm 3 requires the most time as a price for better performance when higher-rank solutions are returned. Fig. 9 demonstrates the execution time (in logarithm scale) versus the number of transmit-receive pairs with fixed number of transmit antennas N = 18. we can see that Algorithm 2 also shows great potential for applications with large antenna arrays and large number of transmit-receive pairs, which achieves a consensus on the result of Fig. 8 . 
VII. CONCLUSION
In this paper, we considered the robust JBPS design problem for multiuser MISO interference channel under NBE model. Three different robust designs were proposed to handle the highly non-convex JBPS problem with different performance and complexity. In the first design, we proposed to relax the original problem as a SDP problem based on SDR, which provide a lower bound for the robust JBPS problem if rankone solution is returned. In the second design, we formulated the robust JBPS problem as a SOCP problem based on SOCP relaxation and Cauchy-Schwarz inequality. As compared to the SDR-based algorithm, the SOCP method has lower computational complexity, while achieving a performance very close to the performance bound. Also, rank-one recovery method and close-form robust solution recovery method were provided to guarantee a robust feasible solution. In the third design, an iterative CCCP-based robust design was presented to achieve near bound performance if higher-rank solution is returned by the SDR-based algorithm. The simulation results have shown that the proposed robust transceiver designs have near-optimal performance in the presence of imperfect CSI.
