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Abstract
We introduce graded gamma rings from a more general point of view
via methods developed by Krasner and Halberstadt for graded rings.
We propose three equivalent aspects of studying graded gamma rings,
nonhomogeneous, semihomogeneous and homogeneous. The graded
Jacobson radical of a graded gamma ring is introduced and its ele-
mentwise description is given. Also, a relation between the graded
Jacobson radical and the Jacobson radical of a graded gamma ring is
examined.
Keywords: Graded gamma rings and modules, Gamma anneids and modu-
loids, Jacobson radical
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1 Introduction
Gamma rings were introduced by Nobusawa [16] as an algebraic tool for ob-
serving the relationship between the groups of homomorphisms hom(B,C)
and hom(C,B) of commutative groups B and C. Let us recall the notion of
a Γ-ring and a Γ-ring in the sense of Nobusawa, following [1].
If R and Γ are abelian additive groups, then R is called a Γ-ring if, for all
x, y, z ∈ R and α, β ∈ Γ, the following conditions are satisfied:
i) xαy ∈ R;
ii) (x+y)αz = xαz+yαz, x(α+β)z = xαz+xβz, xα(y+z) = xαy+xαz;
iii) (xαy)βz = xα(yβ)z.
It is called a Γ-ring in the sense of Nobusawa if moreover we have:
i′) αxβ ∈ Γ;
ii′) (xαy)βz = x(αyβ)z = xα(yβ)z;
iii′) if xαy = 0 for all x, y ∈ R, then α = 0.
Later on, many mathematicians gave their contributions to the theory of
gamma rings, and mainly concerning radical theory (see e.g. [2, 4, 18, 15, 20]
and references therein). In [5] a group graded gamma ring is defined to be a
Γ-ring R which is the direct sum of additive subgroups Rg, g ∈ K, such that
RgΓRh ⊆ Rgh, for all g, h ∈ K, where K is a group. However, the following
example motivates us to generalize the previous notion. Let us suppose we
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have graded S-modules B and C, B =
⊕
x∈K Bx, C =
⊕
x∈K Cx, where S
is a K-graded ring, K a group and let
R = HOMS(B,C) =
⊕
x∈K
HOMS(B,C)x,
where HOMS(B,C)x is a group of graded morphisms of degree x [17], that
is, of S-linear mappings ϕ : B → C such that ϕ(Bg) ⊆ Cxg, for all g ∈ K.
Similarly, observe Γ = HOMS(C,B). Clearly, R is a Γ-ring. If ϕ1 ∈ Rx,
ϕ2 ∈ Rz and ψ ∈ Γy, then ϕ1ψϕ2(Bg) ⊆ ϕ1(ψ(Czg)) ⊆ ϕ1(Byzg) ⊆ Cxyzg,
and hence, ϕ1ψϕ2 ∈ Rxyz. So, one way to extend the notion of a group
graded gamma ring is to require
RgΓfRh ⊆ Rgfh, (1.1)
for all f, g, h ∈ K, if Γ =
⊕
g∈K Γg. However, if we replace (1.1) with
(∃k ∈ K) RgΓfRh ⊆ Rk, (1.2)
for all f, g, h ∈ K, the additive gradings R =
⊕
g∈K Rg and Γ =
⊕
g∈K Γg of
R and Γ, respectively, and the structure of a Γ-ring R will imply operation
(generally partial) in K. Indeed, if RgΓfRh 6= {0}, then k ∈ K, for which
RgΓfRh ⊆ Rk, is unique, and is arbitrary if RgΓfRh = {0}. So, if RgΓfRh 6=
{0}, we may define gfh := k. Of course, for those g, f, h ∈ K for which
RgΓfRh = {0}, this ternary operation may be defined arbitrarily in order
to make it defined everywhere on K. So, there is no need to assume anything
of K except of being a nonempty set. We do not stop here, but go further
by assuming different grading sets of R and Γ, namely R =
⊕
g∈K Rg and
Γ =
⊕
h∈H Γh. In that case, condition
(∀g, g′ ∈ K)(∀h ∈ H)(∃k ∈ K) RgΓhRg′ ⊆ Rk (1.3)
will make K a partial Γ-ring, where Γ = H, which of course, can be extended
to a Γ-ring arbitrarily.
Let us call the unique σ ∈ K, for which 0 6= x ∈
⋃
g∈K Rg belongs to Rσ,
the degree of x and denote it by δ(x). The degree of 0 6= γ ∈
⋃
h∈H Γh will
be denoted by d(γ). Sets A =
⋃
g∈K Rg and G =
⋃
h∈H Γh are called homo-
geneous parts of R and Γ, respectively. Now, (1.3) may be interpreted as
δ(xγy) = ghg′, where δ(x) = g, d(γ) = h, δ(y) = g′ if RgΓhRg′ 6= {0}, since,
we will prove that δ(xγy) depends only on δ(x), d(γ) and δ(y) if xγy 6= 0.
This discussion is inspired by the similar observations made for graded
groups, rings and modules from [13] (see also [3, 7]).
There are many important examples of graded gamma rings in our sense
which are not necessarily group graded gamma rings. Among them are the
following ones.
1. Set of rectangular matrices over a division ring.
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Let D be a division ring and M = Mm,n(D) the set of all matrices of type
m × n. M is a commutative group with respect to addition of matrices.
We know that M is a Γ-ring with Γ = M if for x, y, α ∈ M we define
xαy = xαT y, where αT is the transpose of a matrix α [16, 18]. However,
M is also a graded Γ-ring in our sense. Indeed, M =
⊕
(i,j)∈Im×In
Mi,j,
Im = {1, . . . ,m}, In = {1, . . . , n}, where Mi,j is the set of matrices over D
whose (i, j)-entry is from D and all other entries are zero. Also, for all pairs
(i, j), (k, l) and (p, q) we have Mi,jM
T
k,lMp,q ⊆Mr,s, for some pair (r, s).
2. Generalized matrix rings.
Let R, S be rings and V, W be an (R,S)-bimodule and a (S,R)-bimodule,
respectively. Also, let us assume that products V ×W to R and W × V to
S, denoted by vw and wv for all v ∈ V and w ∈ W, are defined in such a
way that the system M = (R,V,W,S) with these products forms a Morita
context.
Let R(M) =
(
R V
W S
)
be the set of all 2 × 2-matrices of the form(
r v
w s
)
, where r ∈ R, s ∈ S, v ∈ V, w ∈W.
The set R(M) forms a ring under the usual definitions of matrix addition
and multiplication, which is called generalized matrix ring determined by
the Morita context M.
Note that R(M) is a graded Γ-ring in our sense if we put Γ =
(
R 0
0 0
)
⊕(
0 0
0 S
)
. Indeed, if R1 =
(
R 0
0 0
)
, R2 =
(
0 V
0 0
)
, R3 =
(
0 0
W 0
)
,
R4 =
(
0 0
0 S
)
, then R(M) = R1 ⊕ R2 ⊕ R3 ⊕ R4 and Γ = R1 ⊕ R4, and
for all i, j ∈ {1, 2, 3, 4} and k ∈ {1, 4} there exists l ∈ {1, 2, 3, 4} such that
RiRkRj ⊆ Rl.
3. Semidirect sums of rings.
If R is a ring which contains a subring S and ideal I such that R = S ⊕ I,
then R is called the semidirect sum of S and I (see e.g. [10]).
Let R1 = S and R2 = I. Then, by putting Γ = S, we get that R = R1⊕R2 is
a graded Γ-ring since RSR ⊆ R, R2ΓR2 = ISI ⊆ I = R2, R2ΓR1 = ISS ⊆
I = R2, R1ΓR2 = SSI ⊆ I = R2, R1ΓR1 = SSS ⊆ S = R1.
In particular, the Dorroh extension may be regarded as a graded gamma
ring in our sense.
Theory we are about to establish covers the theory of ordinary Γ-rings and
of group graded Γ-rings. Also, as Γ-rings generalize the concept of a ring,
graded Γ-rings will provide a generalization of a graded ring. Before observ-
ing graded Γ-rings, we deal with preliminaries regarding Krasner’s definition
of a grading for groups, rings and modules [3, 7, 13]. Kelarev [9] and Ke-
larev and Plant [11] also studied this approach to gradings of rings, namely,
S-graded rings inducing S. If R is a graded Γ-ring, A the homogeneous part
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of R and G the homogeneous part of Γ, we prove that a Γ-ring R is de-
termined by A and G. We also define and give an elementwise description
of the graded Jacobson radical of a graded Γ-ring R in terms of G and A.
Finally, the comparison between graded Jacobson and Jacobson radicals of
graded Γ-rings is given.
2 Preliminaries
Our notion of a graded gamma ring is inspired by the notion of a grading
due to Krasner, the origin of which goes back to [12]. This notion in case
of rings coincides with the notion of an S-graded ring inducing S, studied
by Kelarev in [9] and Kelarev and Plant in [11]. In this section, we gather
up all notions and results due to Krasner which are essential for the rest of
the article. More on this theory can be found in [13] and references therein
(in particular, [3] and [7]) or [14, 19]. Throughout this section, G denotes
a multiplicative group with the neutral element 1 and ∆ is a nonempty
set. Even when the operation is denoted multiplicatively, we will use
⊕
to
denote the (restrictive) direct product of groups as if it were a (restrictive)
direct sum in question.
Definition 2.1 ([13]). Every mapping
γ : ∆→ Sg(G), γ(δ) = Gδ (δ ∈ ∆), (2.1)
such that G =
⊕
δ∈∆Gδ , where Sg(G) is the set of all subgroups of G, is
called a grading. A group with a grading is called a graded group. A grading
is called strict if Gδ 6= {1}, for all δ ∈ ∆. If ∆
∗ = {δ ∈ ∆ | Gδ 6= {1}}, then
γ∗ = γ|∆∗ is a strict grading of G and is called a strict kernel of grading
(2.1). Elements δ ∈ ∆ are called degrees and the corresponding Gδ are called
homogeneous components. The set H =
⋃
δ∈∆Gδ (=
⋃
δ∈∆∗ Gδ if G 6= {1})
is called the homogeneous part of a graded group G and elements x ∈ H are
called homogeneous. The unique ξ ∈ ∆∗ for which 1 6= x ∈ H belongs to Gξ
is called the degree of x and is denoted by δ(x).
Element 1 generally speaking does not have a degree and δ ∈ ∆ \ ∆∗ are
called empty degrees [13]. However, we may associate a degree from ∆ \∆∗
to 1, which we denote by 0 and call it a zero degree [13]. If ∆ = ∆∗ ∪ {0},
and if we put δ(1) = 0, the grading is called proper [13]. Throughout this
paper we assume all gradings to be proper.
Let G be a graded group with grading (2.1) and let
γ′ : ∆′ → Sg(G), γ′(δ′) = Gδ′ (δ
′ ∈ ∆′) (2.2)
be another grading of G.We say that gradings (2.1) and (2.2) are equivalent
[13] if there exists a bijective mapping ϕ : ∆→ ∆′ such that γ(δ) = γ′(ϕ(δ)),
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for every δ ∈ ∆. These gradings are weakly equivalent [13] if their strict
kernels are equivalent. It is clear that strict gradings are determined up to
an equivalence by the set {Gδ | δ ∈ ∆}, while gradings are determined up to
a weak equivalence by {Gδ | δ ∈ ∆
∗}. The homogeneous part H of a graded
group G, together with the group structure of G, determines a grading of G
up to a weak equivalence, for if 1 6= a, b ∈ H and a ∈ Gδ, then b ∈ Gδ if and
only if ab ∈ H, which is to say that the set {G(a) := {x ∈ H | ax ∈ H} | a ∈
H∗ = H \ {1}} coincides with the set {Gδ | δ ∈ ∆
∗}. So, it is natural to
define a graded group G from the so-called semihomogeneous aspect as an
ordered pair (G,H), where H ⊆ G is the homogeneous part with respect
to some grading of G, see [13]. However, in order to do that, the following
characterization of that homogeneous part is given.
Theorem 2.2 ([13]). A nonempty subset H of a group G is the homogeneous
part of G with respect to some grading of G if and only if the following
conditions are satisfied:
i) 1 ∈ H;
ii) x ∈ H ⇒ x−1 ∈ H;
iii) x, y, z, xy, yz ∈ H ∧ y 6= 1⇒ xz ∈ H;
iv) x, y ∈ H ∧ xy /∈ H ⇒ xy = yx;
v) H generates G;
vi) If n ≥ 2 and if the elements x1, . . . , xn ∈ H are such that for all
i, j ∈ {1, . . . , n}, i 6= j, xixj /∈ H, then x1 . . . xn 6= 1.
Multiplicative operation on G induces a partial operation in H. Namely, if
x, y ∈ H, then xy is defined in H if and only if xy ∈ G is the element from
H, and in that case the result is the same and we write it the same way. If
this situation occurs, we say that elements x, y are composable (addable in
case of an additive operation) and we write x#y. Clearly, x#y if and only
if x, y come from the same subgroup G(a) = {x ∈ H | ax ∈ H}, a ∈ H∗, see
[13].
In case when H with the induced operation from G is given, we may re-
construct G up to H-isomorphism. Indeed, if a ∈ H∗, then G(a) may be
defined as G(a) = {x ∈ H | a#x}. G is then the direct sum of different
subgroups G(a) and H is obviously the homogeneous part of G. The group
G which is obtained in this way is called the linearization of the structure
(H, ·) and we denote it by H, see [13]. Hence, H =
⊕
a∈H∗ G(a).
There is a natural idea now to define the graded group from the so called
homogeneous aspect using the corresponding homogeneous part, at least up
to isomorphism, see [13]. We need to characterize the structure (H, ·), which
is the homogeneous part of some graded group, with operation induced from
that group. This characterization is the subject of the following theorem.
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Theorem 2.3 ([13]). The structure (H, ·) is the homogeneous part of some
graded group G, with operation induced from that group, if and only if the
following conditions hold:
i) (∃1 ∈ H)(∀x ∈ H) x#1 ∧ x1 = x;
ii) (∀x ∈ H) x#x;
iii) (∀x, y, z ∈ H) x#y ∧ y#z ∧ y 6= 1⇒ x#z;
iv) For all a ∈ H for which a 6= 1, H(a) = {x ∈ H | a#x} is a group,
called an addibility group of H.
Definition 2.4 ([13]). The structure (H, ·) which satisfies conditions of
Theorem 2.3 is called a homogroupoid.
Let H be a homogroupoid and ∆∗ the set of groups H(a) = {x ∈ H | ax ∈
H}, a ∈ H∗ = H \ {1}, and let us denote elements of ∆∗ by δ, ξ, η, . . . . If
δ ∈ ∆∗, we denote by H(δ) or by Gδ or by Hδ the corresponding group H(a)
which defines δ. Hence, if a ∈ H∗, then we define its degree as δ(a) := ξ if a ∈
H(ξ) = Gξ, and so, writing H(a) has the same meaning as writing H(δ(a)),
see [3, 7, 13]. Thus, the linearization H of H is
⊕
δ∈∆∗ Hδ =
⊕
δ∈∆Hδ if we
put ∆ = ∆∗ ∪ {0}, where 0 corresponds to a trivial subgroup {1}; δ(1) = 0.
These situations will occur in the sequel, and after this discussion, these
should not cause any confusion.
Definition 2.5 ([13]). A subgroup S of a graded group G =
⊕
δ∈∆Gδ is
called a homogeneous subgroup of G if S =
⊕
δ∈∆ S ∩Gδ .
Definition 2.6 ([13]). A nonempty subsetK of a homogroupoid H is called
a subhomogroupoid ifK is the homogeneous part of a homogeneous subgroup
of H.
A subhomogroupoid K of a homogroupoid H is normal if each addibility
group K(a) of K is a normal subgroup of H(a), where a ∈ H∗. If K is
a normal subhomogroupoid of H, then the homogeneous part of H/K is⋃
a∈H∗ H(a)/H(a) ∩K [13].
Definition 2.7 ([13]). A homomorphism f : G→ G′ of graded groups with
homogeneous parts H and H ′, respectively, is called quasihomogeneous if
f(H) ⊆ H ′. A quasihomogeneous homomorphism f is called a homogeneous
homomorphism if for x, y ∈ H with f(x) 6= 1′, f(y) 6= 1′, we have
δ(f(x)) = δ(f(y))⇒ δ(x) = δ(y).
The homogeneous counterpart of the above definition follows.
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Definition 2.8 ([13]). Let H and H ′ be homogroupoids. The mapping
f : H → H ′ is called quasihomomorphism if x#y implies f(x)#f(y) and
f(xy) = f(x)f(y), x, y ∈ H. A quasihomomorphism is called homomorphism
if the composability of nonidentity images implies the composability of the
originals.
As we have seen, homogroupoids are homogeneous parts of graded groups
with induced partial operation. Analogously, an anneid and a moduloid
represent homogeneous parts of a graded ring and a graded module, re-
spectively, with induced operations [3, 7, 13]. A ring R is called graded
[3, 7, 13, 11, 9] if (R,+) is a commutative graded group in the above sense
with grading γR : ∆ → Sg(R,+), γR(δ) = Rδ, and if for all ξ, η ∈ ∆,
RξRη ⊆ Rζ , for some ζ ∈ ∆, while a right R-module M is graded [3, 7, 13]
if R =
⊕
δ∈∆Rδ is a graded ring and M a commutative graded group with
grading γM : D → Sg(M,+), γM (d) = Md, and if for all δ ∈ ∆ and d ∈ D
there exists t ∈ D such that MdRδ ⊆ Mt. As an example of a graded ring
one can take, for instance, every group graded ring in the usual sense. How-
ever, there are important types of rings which are graded in Krasner’s sense,
but not necessarily group graded, such as the already mentioned semidirect
sums of rings (see also [10]).
If M and M ′ are A-moduloids, than the mapping f : M → M ′ is called a
quasihomomorphism [3, 7, 13] if for all x, y ∈M,a ∈ A, f(xa) = f(x)a and if
x#y implies f(x)#f(y) and f(x+ y) = f(x)+ f(y). A quasihomomorphism
is called a homomorphism [3, 7, 13] if moreover we have that the addibility
of nonzero images implies the addibility of originals. A right A-moduloid M
is called right regular [3, 7, 13] if the mapping a → xa (x ∈ M) from A to
M is a homomorphism. An A-moduloid M is called small [7] if it is regular
and if there exists w such that M =M(w)A.
3 Graded Γ-rings
We study three equivalent aspects of graded Γ-rings, nonhomogeneous, semi-
homogeneous and homogeneous, by analogy with [13] for graded groups,
rings and modules.
3.1 Nonhomogeneous aspect
Let R be a Γ-ring in the sense of Nobusawa and let R and Γ be graded groups
in the sense of Krasner with gradings γR : ∆→ Sg(R,+), γR(δ) = Rδ, R =⊕
δ∈∆Rδ, and γΓ : D → Sg(Γ,+), γΓ(d) = Γd, Γ =
⊕
d∈D Γd, respectively.
Also, let A be the homogeneous part of R and G the homogeneous part of
Γ. If the following conditions are satisfied:
(∀ξ, η ∈ ∆)(∀d ∈ D)(∃ζ ∈ ∆) RξΓdRη ⊆ Rζ , (3.1)
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(∀s, t ∈ D)(∀δ ∈ ∆)(∃d ∈ D) ΓsRδΓt ⊆ Γd, (3.2)
then R is called a graded Γ-ring of Nobusawa of type (∆,D), where ∆ and
D are sets. R is called a graded Γ-ring of type (∆,D) if R is observed as a
Γ-ring and if only (3.1) is satisfied.
The following lemma represents an analogous result obtained for graded
rings, see, for example, [13].
Lemma 3.1. The condition (3.1) is satisfied if and only if the following
conditions hold:
i) AGA ⊆ A;
ii) If x, y ∈ A and α ∈ G with xαy 6= 0, then δ(xαy) depends only on
δ(x), δ(y) and d(α),
where δ(x) ∈ ∆ and d(α) ∈ D denote degrees of x ∈ A and α ∈ G, respec-
tively.
Proof. Clearly, (3.1) follows from i) and ii). Conversely, suppose that (3.1)
holds and let us prove that AGA ⊆ A. Let x, y ∈ A and α ∈ G. Then
there exist ξ, η ∈ ∆ and d ∈ D such that x ∈ Rξ, y ∈ Rη and α ∈ Γd
which implies xαy ∈ RξΓdRη, and by (3.1) there exists ζ ∈ ∆ such that
RξΓdRη ⊆ Rζ ⊆ A, and so AGA ⊆ A and i) holds. Actually, i) implies
ii). Indeed, assume that i) holds and let x, y, z, u ∈ A, α ∈ G, δ(x) = δ(z),
δ(y) = δ(u), xαy 6= 0, zαy 6= 0, xαu 6= 0, zαu 6= 0. Then x+z ∈ A, y+u ∈ A,
and hence, (x+ z)αy ∈ A, that is, xαy+ zαy ∈ A, that is δ(xαy) = δ(zαy).
Similarly, δ(xαy) = δ(xαu). If x, x′, y, y′ ∈ A, α ∈ G, δ(x) = δ(x′), δ(y) =
δ(y′), xαy 6= 0, x′αy′ 6= 0, then δ(xαy) = δ(x′αy′). Indeed, if xαy′ 6= 0,
then, according to what we have already proved, δ(xαy) = δ(xαy′) and
δ(xαy′) = δ(x′αy′). Analogously, δ(xαy) = δ(x′αy′) if x′αy 6= 0. If however
xαy′ = 0 and x′αy = 0, then xαy + x′αy′ = (x + x′)α(y + y′) ∈ A, and
so δ(xαy) = δ(x′αy′). If x, x′, y, y′ ∈ A, α, β ∈ G, δ(x) = δ(x′), δ(y) =
δ(y′), xαy 6= 0, x′αy′ 6= 0, xβy 6= 0, x′βy′ 6= 0, and d(α) = d(β), then
xαy + xβy = x(α + β)y ∈ A, and so δ(xαy) = δ(xβy). Since, by what we
have already proved, δ(xβy) = δ(x′βy′) and δ(xαy) = δ(x′αy′), we have
δ(xαy) = δ(xβy) = δ(x′αy′) = δ(x′βy′), and so ii) holds.
The following lemma can be proved similarly.
Lemma 3.2. The condition (3.2) is satisfied if and only if the following
conditions hold:
i) GAG ⊆ G;
ii) If α, β ∈ G and x ∈ A with αxβ 6= 0, then d(αxβ) depends only on
d(α), d(β) and δ(x),
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where δ(x) ∈ ∆ and d(α) ∈ D denote degrees of x ∈ A and α ∈ G, respec-
tively.
These lemmas allow us to define ternary operations ∆ × D × ∆ → ∆ and
D×∆×D→ D. Let R be a graded Γ-ring of Nobusawa of type (∆,D). Let
us prove that ζ from condition (3.1) is unique if RξΓdRη 6= {0}. Suppose that
there is another ζ ′ ∈ ∆ such that RξΓdRη ⊆ Rζ′ . Then RξΓdRη ⊆ Rζ∩Rζ′ =
{0} which implies RξΓdRη = {0}, contrary to assumption. Hence ζ from
(3.1) is unique. A similar argument shows that d ∈ D from (3.2) is unique
if ΓsRδΓt 6= {0}. Thus for ξ, η ∈ ∆ and d ∈ D such that RξΓdRη 6= {0} we
may define ξdη ∈ ∆ to be that unique ζ for which RξΓdRη ⊆ Rζ . In that
case we say that ξ, d and η are composable. However, since we assume that
the gradings in hand are proper, we also define ξdη = 0 if RξΓdRη = {0}.
We similarly define the composability of s, δ and t.
Example 3.3. 1. Let R be a graded ring in Krasner’s sense [3, 7, 13], i.e.,
R is the direct sum of its additive subgroups Rδ, where δ runs through a
nonempty set ∆, and for all ξ, η ∈ ∆ there exists ζ ∈ ∆ such that RξRη ⊆ Rζ
(see also [11]). Then R is a graded Γ-ring if we put Γ = R. Indeed, let ξ, η,
ζ ∈ ∆. Then, if RξRηRζ 6= {0}, we have
RξRηRζ = (RξRη)Rζ ⊆ RλRζ ⊆ Rδ,
for some λ, δ ∈ ∆ according to the definition of a graded ring. If, however,
RξRηRζ = {0}, then RξRηRζ ⊆ Rδ, for every δ ∈ ∆.
2. Let D be a division ring and M = Mm,n(D) the group of rectangular
matrices of type m × n over D. Then M =
⊕
(i,j)∈Im×In
Mi,j, where Mi,j
denotes the set of matrices whose (i, j)-entry is from D and all other entries
are zero, Im = {1, . . . ,m}, In = {1, . . . , n}. Recall from Section 1, M is
a graded Γ = M -ring, if for x, y, α ∈ M we define xαy = xαT y, where αT
denotes the transpose of α. Notice that it is also a graded Γ-ring in the sense
of Nobusawa. If D is a graded division ring in Krasner’s sense [13] with the
grading set ∆, i.e., it is a graded ring in Krasner’s sense and every nonzero
homogeneous element is invertible, then, for each pair (i, j) ∈ Im × In,
Mi,j =
⊕
δ∈∆(Mi,j)δ, where (Mi,j)δ is the set of matrices from Mi,j whose
(i, j)-entry comes from Dδ, which is obviously a subgroup of Mi,j . Then
again M represents a graded Γ =M -ring in the sense of Nobusawa since for
all (i, j), (k, l), (p, q) ∈ Im × In and δ, ξ, η ∈ ∆ there exist (r, s) ∈ Im × In
and ζ ∈ ∆ such that (Mi,j)δ(Mk,l)
T
ξ (Mp,q)η ⊆ (Mr,s)ζ .
3.2 Semihomogeneous aspect
Let R be a graded Γ-ring of Nobusawa of type (∆,D). Then A and G satisfy
known conditions for homogeneous parts of graded groups (see Theorem 2.2).
According to lemmas 3.1 and 3.2, there are two more conditions, namely,
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AGA ⊆ A and GAG ⊆ G. Conversely, if all of these conditions for A ⊆ R
and G ⊆ Γ are satisfied, then we know that A and G are homogeneous parts
of graded groups R and Γ of type ∆ and D, respectively, with gradings γR :
A∗ → Sg(R,+), γR(a) = A(a) = {x ∈ A | a+ x ∈ A}, γΓ : G
∗ → Sg(Γ,+),
γΓ(α) = G(α) = {ξ ∈ G | α + ξ ∈ G}, and by lemmas 3.1 and 3.2, R is a
graded Γ-ring of Nobusawa of type (∆,D). Hence, we may define a graded
Γ-ring of Nobusawa from the semihomogeneous point of view as a quadruple
(R,Γ, A,G), where R is a Γ-ring of Nobusawa, and A ⊆ R, G ⊆ Γ nonempty
subsets such that:
i) 0 ∈ A;
ii) x ∈ A⇒ −x ∈ A;
iii) x, y, z, x + y, y + z ∈ A ∧ y 6= 0⇒ x+ z ∈ A;
iv) A generates R;
v) If n ≥ 2 and if elements x1, . . . , xn ∈ A are such that for all i, j ∈
{1, . . . , n}, i 6= j, xi + xj /∈ A, then x1 + · · · + xn 6= 0;
vi) AGA ⊆ A;
i′) 0 ∈ G;
ii′) α ∈ G⇒ −α ∈ G;
iii′) α, β, γ, α + β, β + γ ∈ G ∧ β 6= 0⇒ α+ γ ∈ G;
iv′) G generates Γ;
v′) If n ≥ 2 and if elements α1, . . . , αn ∈ G are such that for all i, j ∈
{1, . . . , n}, i 6= j, αi + αj /∈ G, then α1 + · · · + αn 6= 0;
vi′) GAG ⊆ G.
Remark 3.4. Here, we denoted neutral elements of R and Γ by the same
symbol, 0, but there is no fear of confusion.
3.3 Homogeneous aspect
Let R be a graded Γ-ring of Nobusawa, A the homogeneous part of R, G the
homogeneous part of Γ. Observe the restriction of addition of R on A, and
similarly of addition of Γ on G. Also, let us restrict operations R×Γ×R→ R
and Γ × R × Γ → Γ on A × G × A → A and G × A × G → G, respec-
tively. Then restricted additions on A and G are partial operations since
sum of two nonzero homogeneous elements does not have to be a homo-
geneous element. On the other hand, according to lemmas 3.1 and 3.2,
ternary operations A × G × A → A and G × A × G → G are everywhere
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defined. We then call A a G-anneid of Nobusawa or a gamma anneid of
Nobusawa. If R were only a Γ-ring, we would obtain a structure called a
G-anneid or a gamma anneid. Notice that if A is a G-anneid, then A and
G are commutative homogroupoids. The set of addibility groups of A will
be denoted by ∆∗, while the set of addibility groups of G will be denoted
by D∗. The corresponding linearizations A and G of A and G, respectively,
are hence
⊕
δ∈∆∗ Aδ =
⊕
a∈A∗ A(a) and
⊕
d∈D∗ Gd =
⊕
α∈G∗ G(α), respec-
tively. Naturally, if we put ∆ = ∆∗ ∪ {0} and D = D∗ ∪ {0}, A =
⊕
δ∈∆Aδ
and G =
⊕
d∈D Gd.
Remark 3.5. Gamma anneid could also be called a gamma ringoid but we
kept the term which resembles the original notion of the homogeneous part
of a graded ring in Krasner’s sense, the anneid, see [3, 7, 13].
The following theorem gives us the characterization of gamma anneids.
Theorem 3.6. Let A and G be commutative homogroupoids. Then A is a
G-anneid of Nobusawa if and only if:
i) (∀x, y ∈ A)(∀α ∈ G) xαy ∈ A;
ii) (∀α, β ∈ G)(∀x ∈ A) αxβ ∈ G;
iii) (∀a, a′, b, b′ ∈ A)(∀γ, γ′ ∈ G) a#a′ ⇒ aγb#a′γb ∧ (a + a′)γb = aγb +
a′γb, γ#γ′ ⇒ aγb#aγ′b∧ a(γ+ γ′)b = aγb+aγ′b, b#b′ ⇒ aγb#aγb′ ∧
aγ(b+ b′) = aγb+ aγb′;
iv) (∀a, b, c ∈ A)(∀γ, β ∈ G) (aγb)βc = aγ(bβc) = a(γbβ)c ∧ aγb =
0 (a, b ∈ A)⇒ γ = 0.
Proof. It is clear that the given conditions are necessary. Now, suppose that
i) − iv) hold. Let R = A =
⊕
a∈A∗ A(a) and Γ = G =
⊕
α∈G∗ G(α) and
let x¯i, y¯ ∈ R, i = 1, 2, α¯ ∈ Γ. Then x¯i, y¯ and α¯ are of the form
∑
xiδ,∑
yδ and
∑
αd, respectively, where x
i
δ, yδ ∈ Aδ = {x ∈ A | x = 0 ∨ (x 6=
0 ∧ δ(x) = δ)}, αd ∈ Gd = {α ∈ G | α = 0 ∨ (α 6= 0 ∧ d(α) = d)},
xiδ = yδ = 0 and αd = 0 for all but finitely many δ and d, respectively. Now
put x¯iα¯y¯ :=
∑
δ
∑
d
∑
δ′ x
i
δαdyδ′ . Then
(x¯1 + x¯2)α¯y¯ =
∑
δ
(x1δ + x
2
δ)
∑
d
αd
∑
δ′
yδ′
=
∑
δ
∑
d
∑
δ′
x1δαdyδ′ +
∑
δ
∑
d
∑
δ′
x2δαdyδ′
= x¯1α¯y¯ + x¯2α¯y¯.
We analogously prove the other properties which make R a graded Γ-ring
of Nobusawa.
Remark 3.7. It is clear which of stated conditions are necessary and sufficient
in order for A to be a G-anneid.
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Hence, given a G-anneid A, R = A, and Γ = G, R is a graded Γ-ring of type
(∆,D), where, ∆ = ∆∗ ∪ {0} is the grading set of R, and D = D∗ ∪ {0}
the grading set of Γ. Let us recall once again, elements of ∆∗ are denoted
by δ, ξ, η, . . . , but is actually comprised of addibility groups A(a) = {x ∈
A | a + x ∈ A}, a 6= 0. The degree δ(a) of 0 6= a ∈ A is defined to be
the element δ ∈ ∆∗ which denotes A(a). Conversely, given ξ ∈ ∆∗, the
corresponding addibility group will be denoted by A(a) if δ(a) = ξ, or it will
be denoted by A(ξ) or by Aξ. So, when there is no danger of confusion, the
degree of an element and the element will be denoted the same way. We
also keep this convention for the grading set of Γ.
Example 3.8. Let us take a look at the set M = Mm,n(D) of rectangular
matrices of type m × n over a division ring D once again. As we saw, it
can be regarded as a graded Γ = M -ring in the sense of Nobusawa (see
Example 3.3). Let A =
⋃
(i,j)∈Im×In
Mi,j . Then it is easy to see that A
is a G = A-anneid in the sense of Nobusawa if for a, b, α ∈ A we define
aαb = aαT b.
Example 3.9. Let M and M ′ be small moduloids over an anneid, and let
A = hom(M,M ′) and G = hom(M ′,M) be sets of homomorphisms from
M to M ′ and from M ′ to M, respectively. Without the assumption that M
andM ′ are small, we would not know whether A and G are homogroupoids.
However, since M and M ′ are small, both A and G are homogroupoids
according to [7]. Take f, g ∈ A and h ∈ G. Then, for all x ∈ M, we
have g(x) ∈ M ′, h(g(x)) ∈ M and finally, f(h(g(x))) ∈ M ′. Thus, we have
fhg ∈ A. It is easy to verify that A is a G-anneid.
We have seen three aspects of graded gamma rings in the sense of Nobusawa
and of graded gamma rings which are mutually equivalent. In the rest of
the article we chose to work in the frame of the homogeneous aspect. It
is justified, since in proving some results concerning homogeneous objects,
we need not to think whether some nonhomogeneous elements are really
necessary.
4 Graded Γ-modules
Let R be a graded Γ-ring of type (∆,D), V a graded additive abelian group
of type ∆V and let V be a right RΓ-module (as defined in [18]). Also, M
will be denoting the homogeneous part of V, A the homogeneous part of R
and G the homogeneous part of Γ.
Definition 4.1. V is called a graded right RΓ-module if
(∀ξ ∈ ∆V )(∀d ∈ D)(∀η ∈ ∆)(∃ζ ∈ ∆V ) VξΓdRη ⊆ Vζ . (4.1)
As in the case of graded Γ-rings, the following lemma holds.
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Lemma 4.2. The condition (4.1) is satisfied if and only if the following
conditions hold:
i) MGA ⊆M ;
ii) If w ∈M, α ∈ Γ, x ∈ A with wαx 6= 0, then δ(wαx) depends only on
δ(w), d(α), and δ(x).
We proceed by giving the notion of a graded gamma module from the ho-
mogeneous aspect.
Definition 4.3. The ordered pair (M,A), whereM is an abelian homogroupoid
and A aG-anneid, is called an AG-moduloid (right) if the mapping (w,α, x)→
wαx (w ∈M,α ∈ G,x ∈ A) has the following properties:
i) x#y ⇒ wαx#wαy ∧ wα(x+ y) = wαx+ wαy;
ii) w#w′ ⇒ wαx#w′αx ∧ (w + w′)αx = wαx+ w′αx;
iii) wβ(xαy) = (wβx)αy,
for all w,w′ ∈M, α, β ∈ G and x, y ∈ A.
We may define external multiplication of degrees as follows. If ξ ∈ ∆V ,
d ∈ D and η ∈ ∆, then ξdη := ζ ∈ ∆V if {0} 6= VξΓdRη ⊆ Vζ and ξdη = 0
otherwise.
Remark 4.4. Notice that every G-anneid A may be observed as an AG-
moduloid.
5 Homomorphisms and factor structures
Throughout this section, A denotes a G-anneid and M an AG-moduloid.
Definition 5.1. A nonempty subset N of an AG-moduloid M is called a
submoduloid of M if:
i) (∀x, y ∈ N) x#y ⇒ x− y ∈ N ;
ii) (∀x ∈ N)(∀α ∈ G)(∀a ∈ A) xαa ∈ N.
A submoduloid of an AG-moduloid A is called a right ideal of a G-anneid
A. We similarly define a left ideal and an ideal (two-sided) of A.
Definition 5.2. An ordered triple (κ, ϕ, θ) is called a quasihomomorphism
of AG-moduloids M and M ′ if:
i) κ :M →M ′ is a quasihomomorphism;
ii) ϕ : G→ G is a quasiisomorphism;
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iii) θ : A→ A is a quasiisomorphism;
iv) κ(mαa) = κ(m)ϕ(α)θ(a) (m ∈M,α ∈ G, a ∈ A).
It is called a homomorphism if κ, ϕ, θ are moreover homomorphisms.
Definition 5.3. An ordered pair (θ, ϕ) is called a quasihomomorphism of
G-anneids A and A′ if:
i) θ : A→ A′ is a quasihomomorphism;
ii) ϕ : G→ G is a quasiisomorphism;
iii) θ(aαb) = θ(a)ϕ(α)θ(b) (a, b ∈ A,α ∈ G).
It is called a homomorphism if θ and ϕ are moreover homomorphisms.
For future purposes, let us mention that, generally, when we write
∑n
j=1 aj,
where aj are elements of a G-anneid A, it is assumed that aj are mutually
addable.
If I and J are right (left, two-sided) ideals of a G-anneid A, then we define
I + J to be the set of all x ∈ A such that x = a + b, where a ∈ I, b ∈ J. It
is easy to verify that I + J is also a right (left, two-sided) ideal of A. It is
also an easy exercise to prove that the intersection of right (left, two-sided)
ideals of A is again a right (left, two-sided) ideal of A.
The smallest right ideal which contains an element a of a G-anneid A is
called the principal right ideal generated by a and is denoted by |a〉. The
principal left 〈a| and the ideal 〈a〉 generated by a are defined similarly.
Like in the case of gamma rings, it is clear that |a〉 = Za + aGA, 〈a| =
Za+AGa, and 〈a〉 = Za+ aGA+AGa+AGaGA.
If I is an ideal of a G-anneid A, then A/I is a G-anneid if we put
(a+ I)α(b + I) = aαb+ I, (a+ I, b+ I ∈ A/I)
and we call this G-anneid a factor G-anneid.
If N is an AG-submoduloid of an AG-moduloid M, then we define a factor
AG-moduloid M/N similarly.
Definition 5.4. An AG-moduloid M is called regular if for all x ∈ M,
0 6= xαa#xβb 6= 0 implies α#β and a#b. A gamma anneid A is called
right regular (left regular) if it is regular as a right AG-moduloid (left AG-
moduloid). A gamma anneid is called regular if it is both left and right
regular.
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6 The Jacobson radical of a gamma anneid
Jacobson radicals of Γ-rings are extensively treated (see e.g. [4] and [18]),
and here, we will introduce and observe these radicals for gamma anneids by
following the concepts and results obtained for rings in [8] and for anneids in
[7] and in the final section we will obtain the relations among these radicals.
All results can be easily translated to the language of graded gamma rings.
Let M be an AG-moduloid, N an AG-submoduloid and let S be a subset of
M. If we define the set (N : S) to be the set of a ∈ A such that SGa ⊆ N,
then (N : S) is a right ideal of A. Indeed, let b, b′ ∈ (N : S), b#b′, α, β ∈ G,
a ∈ A and s ∈ S. Then SG(b−b′) = SGb−SGb′ ⊆ N and (sβb)αa ∈ Nαa ⊆
N.
Lemma 6.1. If M is a regular AG-moduloid and x ∈ M, α ∈ G, then
A/(0 : x)α ∼= xαA, where (0 : x)α = {a ∈ A | xαa = 0}.
Proof. Let κ : A→ xαA be the mapping defined with κ(a) = xαa, ϕ : G→
G and θ : A → A identities. Obviously, (κ, ϕ, θ) is a homomorphism and
ker κ = (0 : x)α.
Definition 6.2. An AG-moduloidM is called irreducible ifMGA is nonzero
and if M has no nontrivial submoduloids.
The following notion is inspired by the notions of a primitive and a largely
primitive anneid from [7].
Definition 6.3. A G-anneid A is called primitive if there exists an irre-
ducible regular and faithful AG-moduloid M ((0 : M) = {0}). It is called
largely primitive if there exists an irreducible and faithful AG-moduloid
(whether regular or not).
Definition 6.4. An ideal I of a G-anneid A is called primitive (largely
primitive) if a G-anneid A/I is primitive (largely primitive).
In [7], the Jacobson and the large Jacobson radical of an anneid are intro-
duced, and we do the same for G-anneids.
Definition 6.5. The Jacobson radical (large Jacobson radical) J(A) of a
G-anneid A is the intersection of annihilators of all irreducible regular AG-
moduloids (irreducible AG-moduloids). A G-anneid A is called semisimple
if J(A) = {0}.
As in the case of classical rings, one may prove the following theorem, see
[8].
Theorem 6.6. The Jacobson radical of a gamma anneid is the intersection
of its primitive ideals.
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In [7], notions of strictly cyclic moduloids and modular right ideals of anneids
are introduced in order to describe the Jacobson radical of an anneid. Here
we do similarly for AG-moduloids and G-anneids.
Definition 6.7. An AG-moduloidM is called α-strictly cyclic if there exists
an element x ∈M such that xαA =M, where α ∈ G. Such an element x is
called an α-strict generator of M. If xαA = M for every α ∈ G, then M is
called strictly cyclic and x is called a strict generator of M.
Definition 6.8. A right ideal I of a G-anneid A is called modular if there
exist elements u ∈ A and α ∈ G such that for all a ∈ A, a and uαa are
congruent modulo I. Such an element u is called an α-left identity modulo
I.
Definition 6.9. Let A be a G-anneid, ∆ and D grading sets corresponding
to A and G, respectively. An element δ ∈ ∆ is called an α-idempotent, for
0 6= α ∈ G, if
δd(α)δ = δ,
where d(α) ∈ D is the degree of α. It is called idempotent if it is α-idempotent
for all α ∈ G.
Remark 6.10. To say that u is an α-left identity modulo I, is the same as to
say that for all a ∈ A, either a and uαa belong to I, or a#uαa, a−uαa ∈ I.
If moreover u ∈ I, we have that I = A. Note also that if I is a proper ideal,
then δ(u) is an α-idempotent, that is, δ(u) = δ(u)d(α)δ(u). Indeed, u /∈ I
implies u#uαu and u−uαu ∈ I. Hence, uαu /∈ I and in particular, uαu 6= 0.
Theorem 6.11. If M is a strictly cyclic regular AG-moduloid, then M ∼=
A/I, where I is a right modular ideal of a G-anneid A. If I is a right modular
ideal of a G-anneid A, then I = (0 : x)α, where x is an α-strict generator
of an AG-moduloid M , which is not necessarily regular.
Proof. We follow the proof presented for moduloids in [7]. Let M be a
strictly cyclic regular AG-moduloid with a strict generator x. Since M =
xαA ∼= A/(0 : x)α, we only need to prove that (0 : x)α is modular. Since
x ∈ xαA and since M is regular, there exists a ∈ A such that x = xαa. Let
b ∈ A. Then xαb = (xαa)αb. If xαb = xα(aαb) = 0, then both b and aαb
belong to (0 : x)α. If xαb = xα(aαb) 6= 0, then, since M is regular, b#aαb
and hence xα(b− aαb) = 0, so b− aαb ∈ (0 : x)α. Thus, (0 : x)α is modular.
Conversely, if I is a right modular ideal of a G-anneid A with a as an
α-left identity modulo I, then a + I is an α-strict generator of A/I and
I = (0 : a+ I)α.
Corollary 6.12. If I is a right modular ideal of A, then I contains (I : A).
Following propositions can be proved by similar arguments given for the
case of classical rings [8].
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Proposition 6.13. Every right modular ideal is contained in a maximal
right ideal.
Proposition 6.14. An AG-moduloid M is irreducible if and only if:
a) M 6= {0};
b) Every nonzero element of M is a strict generator of M.
Proposition 6.15. A regular AG-moduloid M is irreducible if and only if
M ∼= A/I for some right modular maximal ideal I of A.
Corollary 6.16. Every primitive ideal J of a G-anneid A has the form
(I : A) for some right modular maximal ideal I of A. Conversely, if I is
a right modular maximal ideal of a G-anneid A, then (I : A) is a large
primitive ideal (primitive if A is right regular).
Proposition 6.17. The Jacobson radical of a right regular G-anneid is the
intersection of its right modular maximal ideals.
7 Structure of the Jacobson radical of a regular
gamma anneid
Let A be a regular G-anneid and J(A) its Jacobson radical. In [7], it is
proved that all left identities modulo a proper right modular ideal of an
anneid have the same degree, and here we have the analogous result.
Lemma 7.1. If I is a proper right modular ideal of A, all left identities
modulo I have the same degree.
Proof. Let a be an α-identity and b a β-identity modulo I. Hence, for all
x ∈ A, we have x+I = aαx+I = bβx+I. If x /∈ I, aαx+I = bβx+I 6= 0+I,
which implies aαx#bβx, and since A is regular, a#b and α#β.
Definition 7.2. The degree of all left identities modulo I is called the degree
of I.
Let e ∈ ∆∗ be an element whose degree δ(e) is an α-idempotent of ∆∗, that
is, δ(e)d(α)δ(e) = δ(e). Notice that A(e) is then a G(α)-ring. Indeed, let
x, y ∈ A(e). Then x#e, y#e and e#eαe, hence, xαy#e (see Lemma 3.1).
For the sake of simplicity, we will denote δ(e) also by e in the sequel.
It is stated in [6] and proved in [7] that there exists a one-to-one correspon-
dence between the maximal modular right ideals of a regular anneid A of
degree e and the maximal modular right ideals of A(e). Here, we have the
following result.
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Theorem 7.3. Let A be a regular G-anneid and e an α-idempotent of ∆∗.
To every right modular maximal ideal I of A with degree e, let us assign
Ie = I ∩ A(e). Also, to every right maximal ideal S of A(e), let us assign
the set Sˆ of elements x ∈ A such that xGA ∩ A(e) ⊆ S. This establishes a
one-to-one correspondence between the set of right modular maximal ideals
of A with degree e and the set of right modular maximal ideals of A(e).
Proof. We follow the proof of the corresponding theorem for anneids from
[7]. Let S be a right modular maximal ideal of A(e) and let u be an α-left
identity modulo S. It is clear that Sˆ is a right ideal of A. Let s ∈ S, a ∈ A,
β ∈ G, and assume that 0 6= sβa ∈ A(e). Then
ed(α)e = e = δ(sβa) = δ(s)d(β)δ(a).
Since δ(s) = e, and since A is regular, it follows that δ(a) = e. Hence,
sβa ∈ S, which means that S ⊆ Sˆ ∩ A(e). Conversely, let x ∈ Sˆ ∩ A(e)
be such that x /∈ S. Since S is maximal, we have A(e) = S + |x〉, and
so u = s + nx + xβa, where s ∈ S, n ∈ Z, β ∈ G, a ∈ A. Since xαa,
xαx ∈ xGA∩A(e) ⊆ S and uαx = sαx+nxαx+xβaαx, we have uαx ∈ S,
and since u is an α-identity modulo S, x ∈ S. Thus, Sˆ ∩A(e) ⊆ S. We have
proved that Sˆ ∩A(e) = S.
Next we want to prove that u is an α-left identity modulo Sˆ. Let a ∈ A be
such that a ∈ Sˆ. It suffices to show that uαa ∈ Sˆ. Let b ∈ A and β ∈ G such
that 0 6= (uαa)βb ∈ A(e). Since A is regular, aβb ∈ A(e), and since a ∈ Sˆ,
we have aβb ∈ S which implies uα(aβb) ∈ S. Assume now that a /∈ Sˆ. Then
there exist b ∈ A and β ∈ G such that aβb belongs to A(e) but not to S.
Since aβb−uα(aβb) ∈ S, uα(aβb) /∈ S and in particular, uα(aβb) 6= 0. Since
aβb#uα(aβb), by regularity of A we have a#uαa. If x ∈ A and γ ∈ G are
elements such that 0 6= (a − uαa)γx ∈ A(e), aγx ∈ A(e), hence we have
(a− uαa)γx ∈ S which implies a− uαa ∈ Sˆ.
Now, let B be a proper right ideal which contains Sˆ. Then B ∩ A(e) ⊇
Sˆ ∩A(e) = S. Since B is proper and u an α-left identity modulo Sˆ, A(e) is
not a subset of B. Hence, B∩A(e) = S. Now it is easy to verify that B = Sˆ.
Let I be a right modular maximal ideal of A of degree e and let u be an
α-left identity modulo I. It is easy to verify that Ie = I ∩ A(e) is a right
ideal of A(e), u an α-left identity modulo Ie, and that I = Iˆe.
As in the case of anneids from [6, 7], we have the following result.
Theorem 7.4. The Jacobson radical of a regular G-anneid A consists of
elements x ∈ A such that xGA ∩ A(e) ⊆ J(A(e)), for every α-idempotent
e ∈ ∆.
Proof. According to the previous theorem, x ∈ A is in the intersection of
all right modular maximal ideals of A with degree e if and only if x ∈ Sˆ for
every right modular maximal ideal S of A(e), that is, if xGA ∩A(e) ⊆ S ⊆
J(A(e)).
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In [7], the notion of a quasi-regular element of an anneid is introduced, and
here we do similar for gamma anneids.
Definition 7.5. An element z of a G-anneid A is called α-right quasi-
regular or shortly α-rqr if there exists no proper right ideal of A such that
z is an α-left identity modulo that ideal. If z is α-right quasi-regular for
all α ∈ G, then z is called right quasi-regular. It is clear how to define a
left quasi-regular element. An element is called quasi-regular if it is both
left and right quasi-regular. A right ideal of A is called quasi-regular if all
its elements are right quasi-regular. We similarly define left and two-sided
quasi-regular ideals.
Proposition 7.6. Let A be a regular G-anneid. An element z ∈ A is α-rqr
(rqr) if and only if one of the following is satisfied:
i) δ(z) is not an α-idempotent of ∆∗ (for all α ∈ G);
ii) e = δ(z) is an α-idempotent of ∆∗ (for all α ∈ G) and z is an α-right
quasi-regular element (right quasi-regular element) of an G(α)-ring
A(e) (Γ-ring A(e)).
Proof. If i) holds, then z is α-rqr according to Remark 6.10. If e = δ(z) is
an α-idempotent of ∆∗, it is enough to prove that then z is α-rqr in A if
and only if it is α-rqr in A(e), but this follows from Theorem 7.3.
By classical means one may prove the following corollary, see [8].
Corollary 7.7. If I is a right quasi-regular ideal of a G-anneid A, then
every element z ∈ I is quasi-regular.
Proposition 7.8. The Jacobson radical of a regular G-anneid A is a quasi-
regular ideal which contains all right quasi-regular ideals of A.
Proof. We follow the proof of the corresponding proposition for anneids
given in [7]. Let z ∈ J(A) and let us assume that z is an α-left identity
modulo I, where I is a proper right ideal of A. Without loss of generality
we may assume that I is maximal. Since J(A) is the intersection of all of
its right modular maximal ideals, it follows that z ∈ I, which would mean
that I is not a proper ideal.
Suppose now that I is a right quasi-regular ideal of A and z ∈ I. Also,
let M be a regular irreducible AG-moduloid and z /∈ (0 : M). Then there
exist elements x ∈ M and γ ∈ G such that xγz 6= 0. Hence, xγz is a strict
generator of M and so there exist a ∈ A and β ∈ G such that x = (xγz)βa.
Thus, xγ(zβa) = xγzβaγzβa. By regularity we have that e = δ(zβa) is a
γ-idempotent of ∆∗. Hence, zβa is a γ-right quasi-regular in A(e). By [18],
we know that there exists t ∈ A(e) such that zβa+ t− (zβa)γt = 0, which
implies 0 = x−xγ(zβa)− (x−xγ(zβa))γt = x−xγ(zβa+ t− (zβa)γt) = x.
Hence, z ∈ J(A).
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Corollary 7.9. The Jacobson radical and the left Jacobson radical of a
regular G-anneid are equal.
Corollary 7.10. The Jacobson radical of a G-anneid A consists of all el-
ements x ∈ A such that xαa is right quasi-regular element for all α ∈ G,
a ∈ A.
Proposition 7.11. If A is a regular G-anneid and e a β-idempotent of ∆∗,
then J(A(e)) = J(A) ∩A(e).
Proof. We may follow the proof of the corresponding result for regular
anneids from [7]. It is clear that J(A) ∩ A(e) is a quasi-regular ideal
of A(e), hence J(A) ∩ A(e) ⊆ J(A(e)). Conversely, if z ∈ J(A(e)), as-
sume that z /∈ J(A). Then there exist x ∈ A, δ = δ(x), and α ∈ G
such that δ(zαx) is an idempotent f of ∆∗ and zαx /∈ J(A(f)). Using
the regularity, it is easy to verify that e, δ and f are mutually distinct.
Like in the case of rings, if we observe a Γ-ring B and a set I of ele-
ments b ∈ B such that BΓbΓB = {0}, then I is an ideal of B. More-
over, IΓIΓI = {0}, and hence I ⊆ J(B). In our case, zαx /∈ J(A(f)), and
hence there exist t ∈ A(f) and γ ∈ G such that tγzαx 6= 0, which implies
(fd(γ)e)d(α)δ = fd(γ)(ed(α)δ) = fd(γ)f = f = ed(α)δ 6= 0, and then reg-
ularity implies fd(γ)e = e = ed(β)e, hence f = e, again by regularity.
The following proposition is an analogue of the similar result for regular
anneids from [7].
Proposition 7.12. Let A be a regular G-anneid and I a right ideal of A.
Then J(I) = {x ∈ I | xGI ⊆ J(A)}.
Proof. Let K = {x ∈ I | xGI ⊆ J(A)} and x ∈ K, α ∈ G, a ∈ I. We claim
that xαa is right quasi-regular in I. According to Proposition 7.6, we may
assume that (xαa)γ(xαa) 6= 0 and addable with xαa, for all γ ∈ G, since
every nilpotent element is right quasi-regular (nilpotent element is defined as
in the case of ordinary gamma rings). Hence, e = δ(xαa) is an idempotent
of ∆∗ and xαa ∈ J(A) is right quasi-regular in A(e). This means that there
exists z ∈ A(e) such that xαa + z − (xαa)γz = 0 for all γ ∈ G, and hence,
z ∈ I. Thus, xαa is rqr in I, and according to Corollary 7.10, x ∈ J(I).
Hence, K ⊆ J(I). Conversely, it suffices to show that J(I)GI ⊆ J(A), and
since J(I)GI is a right ideal of A, it is enough to prove that every x ∈ J(I)GI
is rqr in A. Again, we may assume that xγx 6= 0 and addable with x, for all
γ ∈ G. Then e = δ(x) is an idempotent of ∆∗. Element x is rqr in I(e), and
hence for all γ ∈ G, there exists y ∈ I(e) such that x + y − xγy = 0, and
hence, x is rqr in A.
Corollary 7.13. For an ideal I of a regular G-anneid A, J(I) = I ∩ J(A).
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8 Relation between the large Jacobson radical and
the Jacobson radical
Let A be a G-anneid and R the corresponding graded Γ-ring. In the next
proposition we give some connections between the Jacobson radical of A,
the large Jacobson radical of A, and the Jacobson radical of R. For the
corresponding relations for anneids, see [7]. By the Jacobson radical of R
we mean the notion as defined in [18].
Proposition 8.1. If J(A) is the Jacobson radical of A, Jl(A) the large
Jacobson radical of A and J(R) the Jacobson radical of R, then:
i) Jl(A) = J(R) ∩A;
ii) Jl(A) ⊆ J(A).
Proof. i) Every simple RΓ-module V can be viewed as an irreducible AG-
moduloid, and hence Jl(A) ⊆ J(R). Thus, Jl(A) ⊆ J(R) ∩ A. Conversely,
suppose a ∈ J(R) ∩ A. It is enough to prove that a ∈ (0 : M) if M is
an irreducible AG-moduloid. Assume that a /∈ (0 : M). Then there exist
x ∈ M, α ∈ G and a ∈ A such that xαa 6= 0. Since M is an irreducible
AG-moduloid, xαa is a strict generator and it follows that M = xαaγR, for
all γ ∈ Γ. Let m ∈ R be such that x = xαaαm. Then, for all y ∈ R and
β ∈ Γ we have xβy = xαaαmβy, and particularly, xα(y−aαmαy) = 0, that
is y − aαmαy ∈ (0 : x)α. Since a ∈ J(R), aαm also belongs to J(R). For
all β ∈ Γ there exists z ∈ R such that aαm+ z − aαmβz = 0 which implies
z−aαmβz = −aαm, and since y−aαmαy ∈ (0 : x)α, for all y ∈ R, we have
aαm ∈ (0 : x)α. Thus, x = xαaαm = 0, a contradiction.
ii) It is obvious that Jl(A) ⊆ J(A).
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