Abstract. We study jet cohomology of isolated hypersurface singularities defined by partial differential forms and prove formulas to compute jet cohomology groups by linear algebra.
We use jet sheaves of finite order (or equivalently infinitesimal neighbourhood of finite order) and related exterior differential forms to define cohomologies for singularities of mappings and varieties. (See [2] , [3] , [4] , [5] , [6] , [7] and this paper.) They are new invariances. They were first defined and studied in [2] for smooth functions. In this paper we study jet cohomology H p (Ω · V,k−·,0 ) defined by partial differential forms with respect to y for isolated hypersurface singularities.They can be computed by linear algebra (See Theorem 1 and Theorem 2.) and can distinguish singularities whose classical cohomological invariances and Milnor numbers coincide.
For example, if X is a quasi-homogeneous hypersurface with isolated singularity 0. Ω All results and proofs in this paper are true not only for complex holomorphic cases but also for real analytic cases.
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The main results of this paper are as follows. Let 
In [7] a canonical basis was given for W N −1 f,l . The matrices δ −1 , Π were given with respect to the canonical basis. The
U,l,0 } can be easily computed with respect to the canonical basis (see [7] ). The process to compute the matrix F × : W
was given in [7] . The matrix f × : W
can be computed by the fact δf = fδ and a process similar to the process of computing F ×. Γ 
Theorem 2. Under the hypothesis of Theorem 1,
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XIAO ER JIAN χ f,k can be computed by linear algebra too.
V is a hypersurface defined by the holomorphic function f . 0 is an isolated singularity of
are the k-th infinitesimal neighbourhoods of U and V with structure sheaves O U,k and O V,k respectively. Here k is a nonnegative integer.
where
In [2] [3] [4] [5] [6] [7] we defined three kinds of complexes.
We have three complexes
Remark (1) . We use finite order jet sheaves not infinite order jet sheaves, because O U,k , k < ∞, is a coherent O U module. The D in the above complexes are induced by the partial differential with respect to y. Hence their cohomological groups are coherent O U modules. For isolated singularities their stalks at the singular point are finitely dimensional vector spaces.
Remark (2) . In the definitions of the above complexes we reduced the order of jets, e.g.
It is due to the following facts. The natural inclusion
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is not a free O U,k module. So we reduce the order and take
In [2] (p. 256) we proved that Ω
We consider stalks at 0 of the above sheaves, e.g.
The following three basic lemmas were proved in [2] and [5] .
Remark. The hypothesis of Lemma C is equivalent to f having no multi-factors i.e.
In [2] we proved Theorem D. Convention:
Proposition. For the differential algebra
Proof. Take filtration
It is clear that
.
Corollary.
It is a double complex.
Remark. This double complex is essentially the same double complex used in [5] , but modified a little so as to make it clearer and easier to handle.
By the corollary,
). Now we prove the theorem by computing E p,0
Substitute into (4)
Substitute into (1) (5) and (6) are true. By Theorem D,
We can rewrite
) .
Hence there exist
Adjust η(N − 3), we get
Substitute them into (10),
Substitute into (9),
Adjust θ(N − 3) and * θ(n − 3),
Substitute into (7),
On the other hand, ∂(O
The conclusion of (b) is true. 
It is clear HΩ
, where
Substitute into (13),
Substitute into (14),
Define a map
Clearly it is a surjective. If
Subatitute into (15), 
Now we compute
By the proof of (b), it is equivalent to
Substitute into (17),
If N = 2. We have the map
where the coefficient of AB in b 1,−2 is zero. Hence
where B 0,0
We have the surjective map
Hence we get the exact sequences
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On the other hand
Define a map
By the above inference (18) holds. Hence
Hence π 0,−1 is surjective.
Define a map
Hence ϕ is well defined. By the definition of π 1,−1 , clearly
By the above inference to compute kerπ 1,−1 , we can choose
The proof for case N = 2 has been completed.
Clearly it is surjective. Suppose
, we need only to compute
The proof of the theorem has been completed.
Proof. By [7] ,
Now we prove Theorem 2. Suppose first N ≥ 3. By the theorem,
By the following exact sequences and equality, 
By the Theorem D
We get the conclusion of Theorem 2 for N ≥ 3.
Similarly we can prove the case N = 2. 
