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Abstract—An important problem in space-time adaptive detec-
tion is the estimation of the large p× p interference covariance
matrix from training signals. When the number of training
signals n is greater than 2p, existing estimators are generally
considered to be adequate, as demonstrated by fixed-dimensional
asymptotics. But in the low-sample-support regime (n < 2p
or even n < p) fixed-dimensional asymptotics are no longer
applicable. The remedy undertaken in this paper is to consider
the “large dimensional limit” in which n and p go to infinity
together. In this asymptotic regime, a new type of estimator is
defined (Definition 2), shown to exist (Theorem 1), and shown to
be detection-theoretically ideal (Theorem 2). Further, asymptotic
conditional detection and false-alarm rates of filters formed from
this type of estimator are characterized (Theorems 3 and 4)
and shown to depend only on data that is given, even for non-
Gaussian interference statistics. The paper concludes with several
Monte Carlo simulations that compare the performance of the
estimator in Theorem 1 to the predictions of Theorems 2-4,
showing in particular higher detection probability than Steiner
and Gerlach’s Fast Maximum Likelihood estimator.
Index Terms—Covariance estimation, detection, adaptive
matched filtering, space-time adaptive processing, random matrix
theory, high-dimensional statistics, rotation-equivariance, spiked
covariance model, nonlinear shrinkage
I. INTRODUCTION
AFUNDAMENTAL challenge in radar is the multichanneldetection of targets embedded in interference consisting
of jammers and other non-target scatterers known as clutter.
Space-time adaptive processing (STAP) is a technique that
amounts to applying an adaptive linear filter to a signal
received from a particular range cell to test whether it matches
a given spatio-temporal (angle-Doppler) signature [48], [17].
Though primarily applied in radar, the methods of STAP arise
in a multitude of detection and estimation problems: for exam-
ple, those arising in wireless communications, hyperspectral
imaging, and sonar signal processing.
Common adaptive detectors used in STAP such as the
linear filter [38], the adaptive matched filter [39, Equation 8],
Kelly’s GLRT [23], or the adaptive coherence estimator [25],
[27], [26], [36] depend upon an estimate of the large p × p
interference covariance matrix called the sample covariance
matrix, which is formed from n interference-only training
samples. When n > 2p, the Reed-Mallett-Brennan rule of
thumb states that these detectors can be expected to perform
well [38]. But in STAP, n is not only smaller than 2p but often
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smaller than p due to resolution requirements, the presence of
a large number of other targets and target-like scatterers, the
fact that the interference statistics are highly non-stationary
from range cell to range cell, and systems-level restrictions
such as bandwidth [19]. As a result, in this low-sample-
support regime, a multitude of “robust” maximum-likelihood
covariance estimators have been suggested to replace sample
covariance [37], [9], [16], [33], [13], [1], [6], [14], [8], [24].
But provable properties of these estimators all rely upon the
assumption that n→∞ while p remains fixed, which cannot
be the case if n < 2p.
In this paper, we resolve this problem by allowing p to go
to infinity as well. To be more precise, we enter the “large-
dimensional asymptotic regime” of random matrix theory, in
which n and p both go to infinity and do so in a fixed
ratio. In this regime, we present a new consistency condition
(Definition 2) and accomplish the following provable results:
• In Theorem 1, we show that a consistent estimator exists
under the spiked assumption of Johnstone [21].
• In Theorem 2, we prove that consistent estimators are
detection-theoretic optimal among shrinkage estimators
in the formation of filters.
• In Theorem 3, we consistently estimate a conditional
false-alarm rate of a consistent estimator’s filter.
• In Theorem 4, we characterize the corresponding condi-
tional detection rate.
Notably, our estimates of the conditional detection and false-
alarm rates are universal in the sense that depend only on data
that is given, even for non-Gaussian interference statistics.
In Section II, we provide background on STAP detection,
as well as material about high-dimensional asymptotics and
shrinkage estimators. In Section III, we present our central
consistency condition and the optimality result for consistent
estimators. Section IV, we present asymptotic estimates of
conditional false-alarm and detection probabilities. In Sec-
tion V, we present the results of several numerical simulations.
Finally, in Section VI we present our conclusions and suggest
several directions for future study.
II. BACKGROUND
A radar detection system finds targets in a region of interest
by transmitting electromagnetic waves toward the region and
processing the subsequent reflections, or echoes, from objects
therein. An echo is the superposition of the reflections from
targets, should they be present, and “disturbance” sources,
such as one- or multi-bounce reflections from clutter, i.e.
non-target objects (ground, sea, rain, birds, etc.); electronic
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2emmisions from internal and external sources; electromagnetic
interference from man-made sources; and potentially adversar-
ial jamming in the form of electronic noise or false targets.
Collectively, all non-noise sources of disturbance are referred
to as interference.
Modern radar systems have several antennas that transmit
a sequence of pulses and passively “listen” for echoes in
between pulses. If P is the number of pulses in the transmitted
sequence and J is the number of antennas, an aggregate
p = PJ continuous-time signals are received. Each of these
received signals are I/Q demodulated and sampled. Prior to
detection, the sampled signals are then pre-processed, and the
result is a p × N complex-valued matrix of data, where N
denotes the number of samples taken of the return from a
single pulse on a single antenna. Each p-dimensional column
of data corresponds to one of N positions in space along
the radial direction of the transmitted electromagnetic waves,
called range cells.
Mathematically, the return x ∈ Cp from a given range cell
when the signal is absent is modeled as a mean-zero random
vector called the disturbance vector. The p × p covariance
R of the disturbance vector is called the disturbance covari-
ance matrix or interference covariance matrix. The maximum-
entropy distribution for a p-dimensional complex random
vector with fixed mean µ and covariance R is the circularly
symmetric, complex Gaussian CN (µ,R). Because of this fact,
and for convenience, the disturbance vector’s distribution is
often modeled as CN (0,R). When the signal is present, the
ideal return is a multiple of a known spatio-temporal “steering
vector” s by an unknown complex scalar a [50]. In reality, the
ideal return is corrupted by the disturbance process, and so the
return is modeled as an additive superposition of the scaled
steering vector and the disturbance vector. We therefore wish
to test the following compound hypotheses on a return x ∈ Cp:
H0 : x ∼ CN (0,R)
H1 : x ∼ CN (as,R), a 6= 0. (1)
In other words, we wish to test the hypothesis a = 0 versus
a 6= 0.
When R is known, a common decision rule for testing the
above hypotheses is the Generalized Likelihood Ratio Test
(GLRT) of [39, Equation 7], which compares the maximum
of the log-likelihood ratio over the unknown value of a to a
threshold τ : ∣∣s′R−1x∣∣2
s′R−1s
H1
≷
H0
τ, (2)
where s and x are column vectors, and s′ denotes the con-
jugate transpose of s. By definition, the false-alarm rate of
a statistical hypothesis test is the probability of deciding H1
when H0 is true. For a threshold test, this is the probability
that the test statistic (2) crosses a threshold τ given that H0
is in force. A threshold test is said to be CFAR (constant
false-alarm rate) if its false-alarm rate depends only on τ .
This is a highly desirable property as it allows the designer
to both set the significance level of the test and ensure that
maximum detection probability is obtained for that level. The
GLRT above is known to be a CFAR test of the hypotheses
(1).
When R is unknown, it is common to use the adaptive
matched filter (AMF) detector
T (s, Rˆ,x) :=
∣∣∣s′Rˆ−1x∣∣∣2
s′Rˆ−1s
H1
≷
H0
τ, (3)
where Rˆ is an estimate of the population covariance R
obtained from training data that are statistically independent of
x. We assume there are n such training data x1,x2, . . .xn that
are iid distributed as H0. For example, the training data can be
snapshots from target-free range bins near the cell under test.
We will often write such training samples as a p× n matrix:
Xn := p

x1 x2 · · · xn
 .
n︷ ︸︸ ︷
Under the assumed Gaussian-distributed hypotheses, the
detection probability of the test (2) is monotonic in the quantity
|a|2s′R−1s, known as the signal-to-interference-plus-noise-
ratio (SINR) of the associated filter. By contrast the condi-
tional detection probability of the AMF, given the training
data, is monotonic in the effective SINR of the filter, introduced
in [38]:
ν2(s, Rˆ,R) := |a|2
(
s′Rˆ−1s
)2
s′Rˆ−1RRˆ−1s
. (4)
To see this, let us consider pfa and pd, the conditional false-
alarm and detection rates of the test in (3) given the training
data. Since x is Gaussian, T is, conditioned on Xn, a chi-
square random variable scaled by ξ = s′Rˆ−1RRˆ−1s/s′Rˆ−1s
under H0, and thus pfa = e−τ/ξ. Under H1, T is, conditioned
on Xn, a scaling of a noncentral chi-square distribution with
noncentrality parameter |a|2s′Rˆ−1s, where the scaling factor
is again ξ. Thus, pd = Q(τ/ξ, ν2), where
Q(α, β) :=
ˆ ∞
α
e−z−βI0(2
√
βz) dz
and Iµ denotes the modified Bessel function of the first kind.
The form of Q follows from [20, p. 132]. As a result,
pd = Q(− log pfa, ν2),
which is monotonic in ν2, as claimed.
The conditional detection probability pd is also mono-
tonic in the normalized signal-to-interference-plus-noise ratio
(NSINR) [38]:
η(s, Rˆ,R) :=
(s′Rˆ−1s)2
(s′R−1s)(s′Rˆ−1RRˆ−1s)
. (5)
By the Cauchy-Schwarz inequality, this quantity lies between
0 and 1. Converting NSINR to decibels and taking the absolute
value, one obtains the Reed-Mallet-Brennan (RMB) loss;
hence, for a given covariance estimate Rˆ, a higher NSINR
yields a lower RMB loss, and vice versa.
3The random variable pd, as a function of Rˆ, or to monotonic
equivalence, η as a function of Rˆ, is an example of a reward
function. In finite-sample theory, one is given a sample of a
fixed size and the goal is to find an estimator so that reward
is maximized. However, this is often intractable. Instead, one
often performs an asymptotic analysis. This is accomplished
by several steps: (a) the problem is embedded in a sequence
of estimation problems of increasing sample size n, (b) an
estimator is proposed for each problem, and (c) the limiting
form of the reward is derived as n→∞.
When applied to covariance estimation, one embeds the
described covariance estimation problem into a sequence of
covariance estimation problems indexed by the number of
samples n, and asymptotic values of pfa and pd are computed
for an estimator Rˆn. Assuming p is fixed and n > p, the
classical Sample Covariance Matrix (SCM) can be easily
analyzed in the asymptotic limit. This estimator is defined by
Sn =
1
n
n∑
i=1
xix
′
i =
1
n
XnX
′
n,
where the vector products in the summation above are rank-
one outer product matrices. In the Gaussian setting, the
SCM is the maximum likelihood estimator of the population
covariance R and is a consistent estimator. It follows that
Eη(s,Sn,R) → 1 as n → ∞ for ‖s‖ > 0, so Sn
asymptotically maximizes detection performance.
In applications such as STAP, not only n but also p is
large, and n is not much larger than p. This makes the fixed-
dimensional asymptotics inapplicable. Instead, we consider the
high-dimensional case, where n and p = pn both go to infinity.
The goal, as before, is to optimize the detection rate, but unlike
before, the dimension of the nth problem increases with n.
Although other reward functions have been studied in the high-
dimensional limit, as in [10], to our knowledge the detection
rate of an adaptive matched filter has not.
The nth problem in question is discriminating between the
following hypotheses:
Hn0 : x ∼ CN (0,Rn)
Hn1 : x ∼ CN (asn,Rn), a 6= 0, (6)
where for each n, Rn is a pn×pn Hermitian positive-definite
matrices with smallest eigenvalue 1 and M := ‖Rn‖ is
fixed and finite, and sn is uniformly distributed on the unit
sphere in Cpn . The latter assumption is simply a modeling
assumption which will enable us to say whether an estimator
performs well for “most” steering vectors. Note that there is
no loss in generality in assuming sn is a unit-norm vector.
For the nth problem, we will assume the availability of a
pn × n matrix of Hn0 -distributed auxiliary training data Xn
independent of sn. We further make the following modeling
assumption throughout this paper:
• [ASY(γ)] The number of samples n and the number of
dimensions pn in each sample follow the proportional-
growth limit pn/n→ γ ∈ (0, 1) ∪ (1,∞) as n→∞.
The assumption [ASY(γ)] appears in [28]. A consequence
of [ASY(γ)] is that throughout this paper, when we write
n → ∞ it will be assumed that pn → ∞ as well. The
assumption that Hn0 and Hn1 are Gaussian is convenient but
certainly not necessary for what follows: by the Berry-Esseen
theorem [7], [11], a properly normalized matched filter applied
to x is distributed asymptotically the same as in the Gaussian
case, provided a mild decay condition is met. In particular, the
asymptotic conditional detection rate of Tn = T (sn, Rˆn,x) is
completely determined by NSINR ηn = η(sn, Rˆn,Rn) even
in the non-Gaussian case. As a result, in general a sensible
choice of Rˆn is one that optimizes ηn.
A particular kind of covariance estimator called a shrinkage
estimator has been popular since at least the time of C.
Stein [43], [44]. This term certainly includes diagonal loading
estimators, which occur in radar [15], mathematical finance
[29], Tikhonov regression [46], and many other areas. It
can also more generally mean any estimator that shares the
eigenspace decomposition of the sample covariance matrix
[30], [32], [10]. In this paper, we take the latter definition,
adding explicitly a condition (condition (ii) below) that is
virtually always satisfied in practice. The definition follows:
Definition 1. Let Ppn be the cone of pn × pn Hermitian
positive-definite matrices. Let Sn = n−1XnX′n. We say that
Rˆn : Cpn×n → Ppn is a shrinkage estimator if
(i) Rˆn is of the form UnDnU′n where Un is a random
element of the family of matrices such that U′nSnUn is
diagonal, and Dn is a positive-definite, diagonal random
matrix.
(ii) the random variables lim supn
∥∥∥Rˆn∥∥∥ and supn ∥∥∥Rˆ−1n ∥∥∥
are almost surely bounded.
One of the simplest examples of a shrinkage estimator is a
positive linear combination of Sn and the pn × pn identity
matrix Ipn : just take Dn(Λ) = αΛ + βIpn . The lim sup
condition in Definition 1(ii) holds because if Zn = R
−1/2
n Xn,
‖αSn + βIpn‖ ≤ αM ‖ZnZ′n/n‖ + β, and ‖ZnZ′n/n‖ con-
verges almost surely under a fourth-moment condition to
(1 +
√
γ)2 [5]. Many structure-constrained maximum like-
lihood estimators [45], [3], [49] provide further examples.
The name “shrinkage” is motivated by the fact that many
shrinkage estimators reduce higher eigenvalues of Sn and
possibly increase lower ones (see [29]), thus “shrinking” the
spectrum of Sn. The result is an estimator that shares the
eigenspace decomposition of sample covariance but improves
its condition number.
III. OPTIMAL SHRINKAGE ESTIMATORS
A central question in STAP is how to choose a shrinkage
estimator Rˆn so that η(sn, Rˆn,Rn) is as large as possible.
The answer depends on sn in a complicated manner; however,
this question turns out to be tractable in high dimensions.
Indeed, in the following lemma we show that η(sn, Rˆn,Rn)
is asymptotically independent of sn.
Lemma 1. Let Rˆn be a sequence of shrinkage estimators.
Then we have∣∣∣η(sn, Rˆn,Rn)− η˜(Rˆn,Rn)∣∣∣ a.s.→ 0, (7)
4as n→∞, where
η˜(Rˆ,R) :=
tr(Rˆ−1)2
tr(R−1)tr(Rˆ−2R)
. (8)
Proof. See Appendix A.
Motivated by the above lemma, we use η˜ as a proxy for
η(sn, · ) and seek to find the optimal generalized shrinkage
estimator with respect to the former. Let Rˆn = UnDnU′n,
where U′nSnUn is diagonal and Dn is an arbitrary diagonal
matrix. Let Un = [un,1,un,2, . . .un,pn ]. Then we have
η˜(Rˆn,Rn) =
tr(UnD
−1
n U
′
n)
2
tr(R−1n )tr(UnD−2n U′nRn)
=
tr(D−1n )
2
tr(R−1n )tr(D−2n U′nRnUn)
, (9)
where we have used the cyclic-permutation property of trace.
We show in Appendix B that η˜(Rˆn,Rn) is maximized when
(Dn)ii = d
∗
n,i := u
′
n,iRnun,i. (10)
Thus, in terms of maximizing η˜ the shrinkage estimator Rˆn
is at most as good as R∗n := UnD
∗
nU
′
n, where
D∗n = diag(d
∗
n,1, d
∗
n,2, . . . d
∗
n,pn).
We call R∗n a shrinkage oracle, or just oracle.
Let
Lpn(Rˆn,Rn) =
1
pn
∥∥∥Rˆn −Rn∥∥∥2
F
,
where ‖·‖F denotes the Frobenius norm. The following defines
estimators that are “just as good” as an oracle.
Definition 2. Let Rˆn : Cpn×n → Ppn and let R∗n be a
sequence of shrinkage oracles. Then we say that Rˆn is oracle
consistent if Rˆn is a shrinkage estimator and
Lpn(Rˆn,R
∗
n)
p→ 0 (11)
as n→∞.
In Appendix C, we give a constructive proof of the follow-
ing theorem using the work of [28], [31]. We note that the
“spiked” assumption is reasonable in STAP since interference
covariances are often modeled as “low-rank plus noise” and
their smallest eigenvalues are often assumed known [45].
Theorem 1. Assume the “spiked” model of Johnstone [21]:
Rn = diag(τn,1, τn,2, . . . , τn,pn) and all but the largest r
eigenvalues are 1, where r is independent of n. Further,
suppose the largest r eigenvalues are fixed and independent
of n. Then there exists an oracle-consistent estimator.
Remark 1. We have assumed that the columns of Xn are
Gaussian-distributed for ease of exposition, but by [28], [31],
the result is much more distribution-free. Indeed, it is only
necessary to assume that the components of R−1/2n Xn have
finite absolute central sixteenth moment bounded by a constant
independent of n and pn [31]. This moment condition, in turn,
can likely be relaxed to the much more lenient finite fourth
moment assumption that is common in random matrix theory.
Any oracle consistent estimator is optimal in the following
sense:
Theorem 2. Let Rˆn be oracle consistent. Then∣∣∣η(sn, Rˆn,Rn)− η(sn,R∗n,Rn)∣∣∣ p→ 0,
as n→∞.
Proof. See Appendix D.
In the next Section we investigate conditional false-alarm
and detection probabilities of the filter formed from an oracle
consistent estimator Rˆn.
IV. PERFORMANCE ANALYSIS OF ORACLE CONSISTENT
ESTIMATORS
In this Section, we derive analytical asymptotically consis-
tent performance estimates for the detector Tn = T (sn, Rˆn,x)
formed from an oracle consistent estimator Rˆn. As in Sec-
tion II we assume x is Gaussian for convenience, but this is
certainly not necessary: the selfsame results hold regardless of
distribution.
In the rest of this section, the key lemma will be the
following.
Lemma 2. If Rˆn is oracle consistent, then
ξn := ξ(sn, Rˆn,Rn)
p→ 1
as n→∞, where
ξ(s, Rˆ,R) :=
s′Rˆ−1RRˆ−1s
s′Rˆ−1s
.
Proof. See Appendix E.
A. False-Alarm Rate
The conditional false-alarm rate of Tn given the training
data Xn and a random steering vector sn is the random
variable given by
pnfa(τ) := Pr [Tn > τ | Hn0 , sn,Xn] .
In the following theorem, we present an asymptotically
consistent estimate of this rate that is independent of Xn, sn,
and the unknown sequence of matrices {Rn}∞n=1. This means
the detector has the extremely useful CFAR property, like its
cousin that is based on sample covariance [39]. However,
unlike its cousin this detector’s conditional false-alarm rate
converges to a limit that is both non-random and closed-form.
This means that this test is asymptotically as good as the GLRT
of [39] in the sense that the limiting false-alarm rate can be set
exactly using the threshold alone—a highly desirable property
from a statistical standpoint.
Theorem 3. If Rˆn is oracle consistent, then
pnfa(τ)
p→ e−τ ,
as n→∞.
5Proof. Fix τ ∈ R. The statistic Tn is a scaled complex chi-
square random variable, so
pnfa(τ) = exp(−τ/ξn). (12)
The function h(x) = e−τ/x is continuous at every point x ∈
R+. By Lemma 2, we have
ξn
p→ 1
as n → ∞. Continuous functions preserve convergence in
probability [34], hence
h(ξn)
p→ h(1)
as n→∞ That is,
exp(−τ/ξn) p→ e−τ
as n→∞. By (12), this is the desired result.
In the next section we will obtain a similar result relevant
to the detection rate.
B. Detection Rate
In this section, we show how to estimate the conditional
detection rate of Tn given sn and Xn:
pnd (τ) := Pr [Tn > τ | Hn1 , sn,Xn] .
It follows from the distribution of Tn that pnd (τ) =
Q(τ/ξn, ν
2
n). Ideally, then, one thing we would like to know
is νn. However, complications such as unknown radar cross
section make it necessary to estimate this quantity. In Lemma 3
below, we provide just such an estimate. This estimate uses the
only information we have about νn—namely, the test datum
x.
Before we state the lemma, let us introduce a bit of termi-
nology. For any positive definite matrix P and any properly
sized column vectors s and x, let
νˆ(s,P,x) =
|s′P−1x|
(s′P−1s)1/2
. (13)
Further, if Xn and Yn are random variables we will say
that Xn is asymptotically less than or equal to Yn, denoted
Xn . Yn, iff max{Xn − Yn, 0} p→ 0 as n → ∞.
“Asymptotically greater than or equal to” is defined similarly.
The following lemma states that if Rˆn is oracle consistent,
νˆn(x) := νˆ(sn, Rˆn,x) is a reasonable estimator of νn.
Lemma 3. Suppose Rˆn is oracle consistent. Then
Pr [|νˆn(x)− νn| ≥ t | Hn1 , sn,Xn] . e−t
2
as n→∞.
Proof. See Appendix F.
We note that the estimate above is essentially the same as
the one in [40], but νˆn(x) is a significantly tighter estimator
in practice than the one in that paper.
Roughly speaking, if we apply Q(τ, ·) to this result, we
get the following characterization of the conditional detection
probability pnd (τ) in terms of confidence intervals.
Theorem 4. Suppose Rˆn is oracle consistent. Let the “con-
fidence” be q ∈ [0, 1), let τ ≥ 0, and let
νˆn±(x, q) = max
{
0, νˆn(x)±
√
log
1
1− q
}
.
Then the probability that pnd (τ) lies between Q(τ, νˆn−(x, q)
2)
and Q(τ, νˆn+(x, q)2) given Hn1 , sn, and Xn is asymptotically
greater than or equal to q, as n→∞.
Proof. See Appendix G.
We finally note that all of the estimates contained in this
section are bona fide estimates, in the sense that they depend
only on known quantities.
V. SIMULATIONS
In this section we compare several popular covariance
estimators to the estimator described in Appendix C, which
we call the Ledoit-Wolf Direct (LWD) estimator.
A. Alternative Estimators
Below we list several popular covariance estimators arising
in STAP. To define all estimators, fix a sample Xn of size n
whose columns have covariance R and let λ1 ≤ · · · ≤ λp be
the eigenvalues of sample covariance Sn = XnX′n/n.
1) DGJ: [10] In the PCA literature, several recent results
have shown that sample eigenvalues and eigenvectors in the
spiked model are biased in a predictable deterministic way
from their population counterparts in the large-dimensional
limit. Donoho, Gavish, and Johnstone have used these biasing
formulae to propose a shrinkage estimator that is asymptot-
ically as close to Rn as the oracle. Such an estimator is an
example of an oracle-consistent estimator, but it is only defined
for n ≥ p at the moment and may require very large n and
pn to converge.
2) Anderson-42: [3] This estimator assumes a spiked struc-
ture and that the rank r is known. In this case, an estimate of
the smallest population eigenvalue is computed:
σˆ2 =
1
p− r
p−r∑
i=1
λi.
The estimator is obtained by thresholding Sn from below by
σˆ2. The only question is how to approximate r. A choice made
in the literature for the data set described in Subsection V-B
is r = 42 [22].
3) FML: [45] Steiner and Gerlach’s Fast Maximum Like-
lihood is the maximum-likelihood estimator subject to the
constraint that the smallest eigenvalue is known. In Subsec-
tion V-B and many places, this eigenvalue is noralized to
σ2 = 1. The result is obtained by thresholding Sn from below
by σ2.
4) LW diagonal loading: For a given covariance R, there is
an oracle scaled convex combination of sample covariance and
the identity, as described in Ledoit and Wolf’s [29]. The bona
fide estimator described in that paper is an approximation to
the oracle linear combination that converges (in a sense in the
quartic mean) as n, pn →∞. This estimator can be described
as the Frobenius-norm optimal diagonal loading estimator.
6B. Comparison of Estimators’ NSINR
In this subsection, we take the population covariance R to
be the ideal covariance from range bin 1 of the KASSPER I
[18] data set (Knowledge-Aided Sensor Signal Processing and
Expert Reasoning). KASSPER I is a high-fidelity, physics-
based simulation of radar data collected by a multichannel
array over multiple pulses. This data set is ideal for testing the
kind of detector under consideration since truth covariances
are included in the data set. In these figures, p = JP =
352 is fixed, where the number of antennas J = 11 and the
number of pulses P = 32. This covariance roughly conforms
to the spiked model, but also stretches its limits of the spiked
assumption, with over 42 population eigenvalues exceeding 1.
In Figures 1 and 2, we plot the median NSINRs of the
estimators above computed from 100 trials for each value of
n in the range 40, 60, 80 . . . 500. Here, the training matrices
are Laplace distributed with covariance R, meaning they are
matrices of white Laplace noise colored by R. It is easy to see
that the median performance of LWD is almost indistinguish-
able from the median performance of the shrinkage oracle
and that FML trails closely behind. Where defined (i.e., when
n ≥ 352), DGJ also rivals LWD in terms of NSINR.
We note that LWD is only predicted to perform well for
γ 6= 1. In practice, inconsistencies and suboptimality could
be encountered for γ near to 1. This was not an issue in our
experiments, but more study is needed to understand whether
it could be an issue for other covariances and values of n.
C. Performance Predictions
The performance predictions of Theorem 3 and Theorem 4
hinge crucially on the convergence of ξn to 1, as defined in
Lemma 2. Since it is difficult to show the dependence of pfa
and pd on n and p as n, p → ∞ by Monte Carlo simulation,
we show instead the behavior of ξn for the LWD, FML, and
DGJ estimator for R equal to the same KASSPER covariance
of the last subsection. In Figure 3, we show the dependence
of 100 trials of ξn on n, plotting 10-90 percentiles. As can be
seen, the median values of ξn for LWD are closer to 1 than
FML’s or DGJ’s for all n displayed. That they are closer to 1
than FML’s is to be expected: FML is not oracle-consistent.
That they are closer to 1 than DGJ’s seems to indicate LWD
converges to an oracle more quickly than DGJ does.
VI. CONCLUSION
In this paper we have proposed a new oracle-consistency
condition (Definition 2) for covariance estimators which en-
ables the development of closed-form asymptotically con-
sistent performance estimates for the corresponding adaptive
matched filter (Theorems 3 and 4) that depend only on given
data, even for non-Gaussian interference statistics. We have
shown oracle consistent shrinkage estimators exist (Theo-
rem 1) in some special situations and are detection-theoretic
optimal among shrinkage estimators (Theorem 2). Further, we
have shown in Section V that the given example performs as
expected in simulation.
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Fig. 1. A plot that shows nearly identical performance of LWD and the
shrinkage oracle.
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Fig. 2. A close-up of Figure 1, in decibels, including DGJ.
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Fig. 3. A plot showing ξ for LWD, FML, and DGJ showing LWD closer to
1 on average for all n displayed.
7Future work may include relaxing the spiked assumption,
relaxing the assumption that the smallest population eigen-
value is known, dealing with the case of γ ≈ 1, and pursuing
the rate of convergence to the shrinkage oracle.
APPENDIX A
PROOF OF LEMMA 1
Throughout the appendices, convergence of random vari-
ables means convergence as n→∞.
It follows immediately from the definition of uniform con-
vergence that if xn and yn ∈ Rd satisfy xn − yn → 0 and
f : Rd → R is uniformly continuous, then f(xn)−f(yn)→ 0.
The result is a consequence of the following simple lemmas
with f(x, y, z) = x2/(zy).
Lemma 4. Suppose Xn and Yn are random vectors in Rd
and that f is uniformly continuous on the essential ranges
of Xn and Yn [41]. Suppose Xn − Yn goes to zero, either
in probability or almost surely. Then f(Xn)− f(Yn) goes to
zero in probability or almost surely, respectively.
Lemma 5. Let Rˆn be a sequence of random matrices for
which the random variables lim supn
∥∥∥Rˆn∥∥∥ and supn ∥∥∥Rˆ−1n ∥∥∥
are almost surely bounded and Rˆn is independent of sn. Let
Xn =
(
s′nRˆ
−1
n sn, s
′
nRˆ
−1
n RnRˆ
−1
n sn, s
′
nR
−1
n sn
)
and
X˜n = p
−1
n
(
tr(Rˆ−1n ), tr(Rˆ
−2
n Rn), tr(R
−1
n )
)
.
Then the essential ranges of Xn and X˜n do not include zero
and
Xn − X˜n a.s.→ 0.
To prove Lemma 5, we will need a couple of supporting
results. The first concerns approximating a trace using a
quadratic form.
Lemma 6. Let y be a random complex column vector that
is uniformly distributed on the sphere in Cp. Let also A be
a complex p × p matrix. Then there exists a constant c > 0
independent of p and A such that for all  > 0 we have
Pr
[∣∣∣∣y′Ay − 1p trA
∣∣∣∣ ≥ ] ≤ exp(−cp2/ ‖A‖2) .
Proof. Let u be a random vector uniformly distributed on the
sphere of radius
√
p in Cp. It follows immediately from [47,
Theorem 5.1.4] that if f is Lipschitz on this sphere and t > 0,
there exists c′ > 0 independent of f and t such that
Pr [|f(u)− Ef(u)| ≥ t] ≤ exp(−c′t2/L2f ),
where Lf is a Lipschitz constant of f . It is well-known that
E[uu′] = I, the p× p identity matrix. Thus,
Eu′Au = Etr(Auu′) = tr (AE[uu′]) = trA.
Further, since the gradient of f(u) = u′Au is 2Au, a
Lipschitz constant of f is easily seen to be 2 ‖A‖ ‖u‖,
which is equal to 2
√
p ‖A‖ on the sphere in question. Taking
y = u/
√
p, then, we get
Pr
[∣∣∣∣y′Ay − 1p trA
∣∣∣∣ ≥ ]
Pr [|u′Au− trA| ≥ p]
= Pr [|f(u)− Ef(u)| ≥ p]
≤ exp (−c′(p)2/(2√p ‖A‖)2) .
The result follows by taking c = c′/4.
The second preliminary lemma converts the approximation
in Lemma 6 into almost sure convergence.
Lemma 7. Let An ∈ Cpn×pn be a positive-definite random
matrix such that the random variable supn ‖An‖ is almost
surely bounded. Then∣∣∣∣s′nAnsn − 1pn tr(An)
∣∣∣∣ a.s.→ 0.
Proof. Let  > 0. By the Borel-Cantelli lemma (see, for
example, [12, Theorem 10.10]), it suffices to prove that
Pr
[∣∣∣∣s′nAnsn − 1pn tr(An)
∣∣∣∣ ≥ ]
goes to zero at a rate of O(n−1−δ) for some δ > 0. By the
definition of conditional probabiilty the above probability is
equal to
E
(
Pr
[∣∣∣∣s′nAnsn − 1pn tr(An)
∣∣∣∣ ≥  ∣∣∣∣An]) . (14)
Now, since supn ‖An‖ is bounded above by some constant
D with probability 1, it follows from Lemma 6 that with
probability 1 we have
Pr
[∣∣∣∣s′nAnsn − 1pn tr(An)
∣∣∣∣ ≥  ∣∣∣∣An]
≤ exp (−cpn2/D2)
∼ exp (−cγn2/D2) .
The result follows.
The matrices Rˆ−1n and Rˆ
−1
n RnRˆ
−1
n are certainly indepen-
dent of sn. The proof of Lemma 5 is complete if we observe
that essential ranges of the smallest eigenvalues of these two
matrices do not include zero.
APPENDIX B
MAXIMIZATION OF (9)
For fixed Rn, the quantity under consideration depends only
on
tr(D−1n )
2
tr
(
D−2n U′nRnUn
) . (15)
Let us abbreviate pn by p, Dn by D, and U′nRnUn by C.
Then (15) is equivalent to
tr(D−1)2/tr(D−2C). (16)
8Observe that C is positive-definite. If Cii are the diagonal
entries of C and Dii are the diagonal entries of D, then we
have
tr(D−1)2 =
(
p∑
i=1
(D−1ii C
−1
ii )Cii
)2
.
By Cauchy-Schwarz applied to the inner product
((ai), (bi)) ∈ Rp × Rp 7→
∑p
i=1 aibiCii, the above is
bounded by
p∑
i=1
D−2ii Cii
p∑
i=1
C−1ii = tr(D
−2C)
p∑
i=1
C−1ii ,
with equality if and only if D−1ii Cii = 1 for all i. Thus, (16)
is bounded above by
∑p
i=1 C
−1
ii with equality iff there is a
positive scalar α such that Dii = αCii. The proof is complete
by noting that Cii = (U′nRnUn)ii is equal to u
′
n,iRnun,i.
APPENDIX C
PROOF OF THEOREM 1
Let the eigenvalues of Rn be τn,1 ≤ · · · ≤ τn,pn , and
let λn = (λn,1, λn,2, . . . , λn,pn) be the eigenvalues of Sn in
ascending order. Let Un = [un,1, . . . ,un,pn ] be a random uni-
tary matrix satisfying the constraint that U′nSnUn is diagonal.
Let [y]+ be defined as max{y, 0} and hn be defined as n−0.35.
Temporarily suppressing the primary subscripts of the λn,j’s,
we write λ = (λ1, . . . λpn). Then a(λ,λ) is defined by
p∑
j=p−n+1
sgn(λ− λj)
√[
(λ− λj)2 − 4λ2jh2n
]+ − λ+ λj
2λ2jh
2
n
and b(λ,λ) is defined by
p∑
j=p−n+1
√[
4λ2jh
2
n − (λ− λj)2
]+ − λ+ λj
2λ2jh
2
n
,
where the summands are defined to be zero when j is not posi-
tive. With zn,j = pimin{n, pn}−1(a(λn,j ,λn)+ib(λn,j ,λn)),
the shrunken eigenvalues d˜n,j of [31] are
d˜n,j :=
{
λn,j
|1−p/n−p/nλn,jzn,j |2 , if λn,j > 0
1
pi(p/n−1)a(0,λn)/n , if λn,j = 0
(17)
Define dˇn,j by dˇ(d˜n,j), where
dˇ(x) =

λn,pn , if x > λn,pn
1, if x < 1
x, else.
For x ∈ Rp, let xˆ = PAV(x) be defined by the Pool-Adjacent
Violators algorithm of [4]:
xˆ = arg min
y1≤y2≤···≤yp
p∑
i=1
(xi − yi)2.
Let dˆn = PAV(dˇn). Then we claim that Rˆn defined to be
Undiag(dˆn,1, dˆn,2, . . . , dˆn,pn)U
′
n is oracle consistent.
Remark 2. We note that Undiag(dˇn)U′n is oracle-consistent
as well, but appears to converge more slowly to the oracle for
the realistic covariance considered in this paper.
Let Hn be the “empirical spectral distribution function” of
Rn:
Hn(τ) = p
−1
n #{j : τn,j ≤ τ},
where τn,1 ≤ τn,2 ≤ . . . τn,pn are the eigenvalues of Rn. Then
Hn(τ)→ H(τ) := 1(1 ≤ τ).
The empirical spectral distribution function of Sn is
Fn(λ) = p
−1
n #{j : λn,j ≤ λ}.
This is a random variable for each fixed λ. However, by
the well-known Marcˇenko-Pastur theorem [35] there is a
deterministic c.d.f. F such that Fn(λ)
a.s.→ F (λ) for every point
λ at which F is continuous [35], [42].
By [28, Theorem 1.4], there exists an integrable function
δ : R≥0 → (0,∞] such that
p−1n
pn∑
i=1
u′n,iRnun,i1(λn,i ≤ λ) a.s.→
ˆ λ
−∞
δ(l) dF (l), (18)
where 1 denotes an indicator function. By [28], [31], the
function δ(l), which depends only on F and l, is continuous
except possibly where it is infinite. Let δn,i := δ(λn,i).
The shrunken eigenvalues d˜n,i of (17) were shown in [31]
to have a key uniform consistency property: sup1≤i≤pn |d˜n,i−
δn,i| p→ 0 as n → ∞. Defining dˇn,i = dˇ(d˜n,i) and
δˇn,i = dˇ(δn,i), and using the fact that sup1≤i≤pn |dˇn,i−δˇn,i| ≤
sup1≤i≤pn |d˜n,i − δn,i|, we can also say that
sup
1≤i≤pn
|dˇn,i − δˇn,i| p→ 0, (19)
as n→∞.
Now consider dˆn = PAV(dˇn). Each entry dˆn,i is bounded
below by 1 and above by λn,pn . Further, since λn,pn ≤
M ‖ZnZ′n/n‖, with Zn = R−1/2n Xn, we have by [5] almost
surely
lim sup
n→∞
λn,pn ≤M(1 +
√
γ)2, (20)
where we recall that M = ‖Rn‖. Thus, the estimator Rˆn
satisfies condition (ii) of Definition 1. From (20) and Cauchy-
Schwarz that Rˆn is oracle-consistent if
1
pn
pn∑
i=1
|dˆn,i − u′n,iRnun,i| p→ 0.
Thus, for oracle consistency, it suffices to show
p−1n
pn∑
i=1
∣∣∣dˆn,i − δˇn,i∣∣∣ p→ 0 (21)
and
p−1n
pn∑
i=1
∣∣δˇn,i − u′n,iRnun,i∣∣ a.s.→ 0. (22)
9Consider (22). We may expand d∗n,i = u
′
n,iRnun,i in terms
of the eigenvectors vn,j of Rn having eigenvalues τn,j :
u′n,iRnun,i
=
pn∑
j=1
τn,j |〈un,i,vn,j〉|2
=
pn∑
j=pn−r+1
τn,j |〈un,i,vn,j〉|2 +
pn−r∑
j=1
|〈un,i,vn,j〉|2
= 1 +
pn∑
j=pn−r+1
(τn,j − 1) |〈un,i,vn,j〉|2 ,
where we have used the identity(∑pn−r
j=1 +
∑pn
j=pn−r+1
)
|〈un,i,vn,j〉|2 = 1 Thus, for
(22), it suffices to show
p−1n
pn∑
i=1
∣∣δˇn,i − 1∣∣ a.s.→ 0 (23)
and
(M − 1)p−1n
pn∑
i=1
pn∑
j=pn−r+1
|〈un,i,vn,j〉|2 a.s.→ 0. (24)
Consider (24). The result [28, Theorem 1.3] states that there
is an integrable function ϕ(l, t) such that
Φpn(λ, τ)
:=
1
pn
pn∑
j=1
pn∑
i=1
|〈un,i,vn,j〉|2 1(λn,i ≤ λ)1(τn,j ≤ τ)
converges almost surely toˆ λ
−∞
ˆ τ
−∞
ϕ(l, t) dH(t)dF (l).
Thus, the left side of (24) is proportional to
Φpn(max suppF, τpn) − Φpn(max suppF, τpn−r+1), which,
because the set {τpn−r+1, . . . τpn} is outside the support of
dH , converges almost surely to zero, as desired.
Consider (23). As we have stated, δ is continuous except
possibly where it is infinite. Letting δˇ(λ) = dˇ(δ(λ)), this
problem of infinities is removed if we restrict to a null-
complemented event where for n large enough λn,pn ≤
M(1 +
√
γ)2 + . Thus, for (23), by the portmanteau theorem
1
pn
pn∑
i=1
∣∣δˇn,i − 1∣∣ = ˆ ∣∣δˇ(l)− 1∣∣ dFn(l)
a.s.→
ˆ ∣∣δˇ(l)− 1∣∣ dF (l). (25)
Since δ depends only on the limiting spectral distribution
function F , it is the same for the sequence Rn = Ipn as
for our sequence. For this simpler sequence we have
Fn(λ) =
1
pn
#{i : λn,i ≤ λ}
=
1
pn
pn∑
i=1
u′n,iIpnun,i1(λn,i ≤ λ)
a.s.→
ˆ λ
−∞
δ(l) dF (l),
where the convergence follows from [28, Theorem 1.4]. Since
Fn also converges weakly almost surely to F , it must be that
F (λ) =
ˆ λ
−∞
δ(l) dF (l),
which by the fundamental theorem of calculus, implies that δ
is F -a.e. equal to 1. Thus, so is δˇ, as desired.
We now prove (21). By Cauchy-Schwarz, this relation fol-
lows if we can show that gn(dˆn, δˇn)
p→ 0, where gn(an, bn)
is defined for an and bn in Rpn as
p−1n
pn∑
i=1
(bn,i − an,i)2.
With this definition aˆn := PAV(an) satisfies
aˆn = arg min
yn,1≤yn,2≤···≤yn,pn
gn(an,yn).
Consider first the lemma below.
Lemma 8. Suppose an and bn are sequences of random pn-
vectors whose components lie between 1 and λn,pn and such
that gn(an, bn) converges in probability to zero as n → ∞.
Then ∣∣∣gn(an, aˆn)− gn(bn, bˆn)∣∣∣ p→ 0. (26)
Proof. Let n = gn(an, bn)1/2. Suppose yn has components
between 1 and λn,pn . Then we have∣∣∣gn(bˆn,yn)− gn(aˆn,yn)∣∣∣
≤ 4λn,pnp−1n
pn∑
i=1
|an,i − bn,i|
≤ 4λn,pnn, (27)
where the last inequality follows from Cauchy-Schwarz. Thus,
gn(an, aˆn) ≤ gn(an, bˆn)
≤ gn(bn, bˆn) + 4λn,pnn
The reverse inequality is proved in the same way, and the
result follows since n
p→ 0.
Again using the fact that, on a null-complemented event, δˇ
is equal to 1 on suppF and continuous and bounded elsewhere
we have that
p−1n
pn∑
i=1
(δˇn,i − 1)2 a.s.→
ˆ
(δˇ(λ)− 1)2 dF (λ) = 0,
where the limiting statement follows from the portmanteau
theorem. Thus,
gn((1, 1, . . . , 1), δˇn)
p→ 0,
and so does smaller quantity gn(δˆn, δˇn).
We now show that gn(dˆn, δˇn)
p→ 0 as n→∞, as promised.
By (19) and (27), we have gn(dˆn, δˇn) − gn(dˆn, dˇn) p→ 0.
By the Lemma 8, with an = dˇn and bn = δˇn, we get
gn(dˆn, dˇn) − gn(δˆn, δˇn) p→ 0. But, as indicated by the last
paragraph, gn(δˆn, δˇn)
a.s.→ 0, so the proof is complete.
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APPENDIX D
PROOF OF THEOREM 2
First we prove a lemma. Recall that the shrinkage oracle
R∗n is defined by Undiag(d
∗
n,1, d
∗
n,2, . . . , d
∗
n,pn)U
′
n, where
Un = [un,1,un,2, . . . ,un,pn ] is a matrix of column eigenvec-
tors of sample covariance and d∗n,i = u
′
n,iRnun,i. Because its
eigenvalues are the same as sample covariance’s, it commutes
with any shrinkage estimator.
Lemma 9. For each n, let Rˆn be oracle consistent and let
Mn be a random matrix such that supn ‖Mn‖ is almost surely
bounded. Then
1
pn
∣∣∣tr(RˆanMn)− tr(R∗an Mn)∣∣∣ p→ 0 (28)
for all negative integers a.
Proof.
We now prove Theorem 2. First, we note the conclusion of
Lemma 1 holds with Rˆn replaced by R∗n because the latter
matrix is independent of sn and satisfies the conditions of
Lemma 5. By this extension of Lemma 1, then, it suffices to
show ∣∣∣η˜(Rˆn,Rn)− η˜(R∗n,Rn)∣∣∣ p→ 0.
Using the circulant property of trace and the fact that
p−1n tr(R
−1
n ) → 1, the above is equivalent to the statement
that ∣∣∣∣∣XnYn − X˜nY˜n
∣∣∣∣∣ p→ 0,
where Xn = p−2n tr(Rˆ
−1
n )
2, Yn = p−1n tr(Rˆ
−2
n Rn), X˜n =
p−2n tr(R
∗−1
n )
2, and Y˜n = p−1n tr(R
∗−2
n Rn). The fact that
|Xn − X˜n| p→ 0 and |Yn − Y˜n| p→ 0 follows from Lemma 9.
The result then follows from Lemma 4 with f(x, y) = x/y.
APPENDIX E
PROOF OF LEMMA 2
By Lemma 5 and Lemma 4 with f(x, y) = x/y, and by the
definition of ξn given in Lemma 2, we have∣∣∣∣∣∣ξn −
tr
(
Rˆ−2n Rn
)
tr
(
Rˆ−1n
)
∣∣∣∣∣∣ a.s.→ 0. (29)
Furthermore, by Lemma 9 we have
1
pn
∣∣∣tr(Rˆ−2n Rn)− tr(R∗−2n Rn)∣∣∣ p→ 0
and
1
pn
∣∣∣tr(Rˆ−1n )− tr(R∗−1n )∣∣∣ p→ 0.
Using Lemma 4 again, the last two equations imply∣∣∣∣∣∣
tr
(
Rˆ−2n Rn
)
tr
(
Rˆ−1n
) − tr (R∗−2n Rn)
tr
(
R∗−1n
)
∣∣∣∣∣∣ p→ 0. (30)
Combining (29) and (30), we get∣∣∣∣∣ξn − tr
(
R∗−2n Rn
)
tr
(
R∗−1n
) ∣∣∣∣∣ p→ 0.
The quantity
tr
(
R∗−2n Rn
)
tr
(
R∗−1n
)
is identically 1 by using the identity
tr
(
R∗−2n Rn
)
= tr(D∗−2n U
′
nRnUn)
= tr(D∗−1n )
= tr(R∗−1n ), (31)
yielding the desired result.
APPENDIX F
PROOF OF LEMMA 3
We claim that
pin(t) := Pr[|νˆn(x)− νn| ≥ t | Hn1 , sn,Xn]
satisfies pin(t) . e−t
2
, where as before, if Xn and Yn
are random variables, Xn . Yn means max{Xn − Yn, 0}
converges in probability to 0 as n → ∞. By the continuity
of t 7→ e−t2 , it suffices to show pin(t) . e−(t−δ)2 for every
δ > 0.
Our approach is to find µˆn(x) and µn—approximations of
νˆn(x) and νn, resp.—such that the expression p˜in(t) defined
by
p˜in(t) := Pr[|µˆn(x)− µn| ≥ t | Hn1 , sn,Xn]
satisfies
pin(t) . p˜in(t− δ), (32)
for all δ > 0, and satisfies
p˜in(t) ≤ e−t2 . (33)
To this end, let us make the definitions
µn := ν(sn,R
∗
n,Rn) = |a|
s′nR
∗−1
n sn
(s′nR
∗−1
n RnR
∗−1
n sn)1/2
and
µˆn(x) :=
|s′nR∗−1n x|(
s′nR
∗−1
n RnR
∗−1
n sn
)1/2 .
The inequality (33) follows immediately since, by the triangle
inequality,
|µˆn(x)− µn|
≤
∣∣∣∣ s′nR∗−1n (x− asn)(s′nR∗−1n RnR∗−1n sn)1/2
∣∣∣∣
=
|s′nR∗−1n d|
(s′nR
∗−1
n RnR
∗−1
n s)1/2
=: |Z|,
which is the modulus of a (complex, circularly symmetric)
Gaussian-distributed random variable Z with mean zero and
variance one.
For (32), we need two lemmas.
Lemma 10. With νn and µn as above, |νn − µn| p→ 0.
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Proof. Using Lemma 5 twice and Lemma 9 once, Xn defined
to be s′nRˆ
−1
n sn satisfies |Xn − X˜n| p→ 0, where X˜n =
s′nR
∗−1
n sn. Similarly Yn, defined to be s
′
nRˆ
−1
n RnRˆ
−1
n sn
satisfies |Yn− Y˜n| p→ 0, where Y˜n = s′nR∗−1n RnR∗−1n sn. Ap-
plying Lemma 4 with f(x, y) = x/y1/2, we have |Xn/Y 1/2n −
X˜n/Y˜
1/2
n | p→ 0, as desired.
The second lemma is as follows.
Lemma 11. Let n(x) = |νˆn(x) − µˆn(x)| and let δn p→ 0.
Then, for all δ > 0, we have
˜n(δ) := Pr[n(x) + δn ≥ δ | Hn1 , sn,Xn] p→ 0.
Proof. The quantity n(x) is equal to
||wˆ′nx| − |(w∗n)′x|| ,
where
wˆ′n =
s′nRˆ
−1
n
η
1/2
n
and (w∗n)
′ =
s′nR
∗−1
n
η
∗1/2
n
and
ηn = s
′
nRˆ
−1
n sn and η
∗
n = snR
∗−1
n RnR
∗−1
n sn.
Thus,
n(x) ≤ |(wˆn −w∗n)′x| = |s′nPnx|, (34)
where
Pn =
Rˆ−1n
(s′nRˆ
−1
n sn)1/2
− R
∗−1
n(
snR
∗−1
n RnR
∗−1
n sn
)1/2 .
For fixed sn, Rˆn, and Rn, the right side of (34) is the absolute
value of the random variable Vn = s′nPnx—conditionally
Gaussian given sn and Xn—which has conditional mean
as′nPnsn and conditional variance vn = s
′
nPnRnPnsn,.
Thus, we have that |Vn|/v1/2n is non-central Chi-distributed
with noncentrality parameter
λn = |a|2(snPnsn)2/vn.
We have that
˜n(δ)
≤ Pr[|Vn|+ δn ≥ δ | Hn1 , sn,Xn]
= Pr[|Vn|2/vn ≥ (max{(δ − δn), 0})2/vn | Hn1 , sn,Xn]
= Q((max{δ − δn, 0})2/vn, λn).
Further, by the triangle inequality; the boundedness of
supn
∥∥∥Rˆ−1n ∥∥∥, ∥∥R±1n ∥∥, and ∥∥R∗±1n ∥∥; and the almost sure
boundedness of lim supn
∥∥∥Rˆn∥∥∥, we have that λn is bounded
above by a constant C > 0 for n sufficiently large. Thus, ˜n(δ)
is bounded above according to
˜n(δ) ≤ Q((max{δ − δn, 0})2/vn, C).
Let  > 0. Since δn
p→ 0, taking n large enough, with
high probability we have δ − δn ≥ δ/2. Then ˜n(δ) ≤
Q(δ2/(4vn), C). If vn
p→ 0, then by the continuous mapping
theorem and the fact that limτ→∞Q(τ, C) = 0, the proof will
be complete.
We will thus aim to show that vn
p→ 0. We have that vn is
equal to the sum of
s′nRˆ
−1
n RnRˆ
−1
n sn
ηn
− s
′
nR
∗−1
n RnRˆ
−1
n sn
η
1/2
n η
∗1/2
n
(35)
and
s′nR
∗−1
n RnR
∗−1
n sn
η∗n
− s
′
nR
∗−1
n RnRˆ
−1
n sn
η
1/2
n η
∗1/2
n
(36)
By Lemma 5 twice and the triangle inequality, (35) converges
to zero if∣∣∣∣∣p−1n tr(Rˆ−2n Rn)ηn − p
−1
n tr(R
∗−2
n Rn)
η
1/2
n η
∗1/2
n
∣∣∣∣∣ p→ 0. (37)
Let Xn = p−1n tr(Rˆ
−2
n Rn) and X˜n = p
−1
n tr(R
∗−2
n Rn)
and Yn = Y˜n = ηn and Zn = ηn and Z˜n = η∗n.
By Lemma 5, |Zn − p−1n tr(Rˆ−1n )| p→ 0. By Lemma 9,
then, |Zn − p−1n tr(R∗−1n )| p→ 0. By Lemma 5, |Z˜n −
p−1n tr(R
∗−1
n RnR
∗−1
n )| p→ 0. By (31) the latter trace is
identically equal to tr(R∗−1n ). Thus, |Zn − Z˜n| p→ 0. By
Lemma 4 with f(x, y, z) = x/(y1/2z1/2), |f(Xn, Yn, Zn) −
f(X˜n, Y˜n, Z˜n)| p→ 0, proving (35) converges to 0 in prob-
ability. The proof for (36) is similar. Thus, we have proven
vn
p→ 0, as desired.
We may now prove (32). Let δ > 0 and let δn = |νn−µn|.
We have
pin(t) ≤ Pr[n(x) + δn + |µˆn(x)− µn| ≥ t | Hn1 , sn,Xn]
≤ ′n + p˜in(t− δ),
where ′n = Pr[n(x)+δn ≥ δ | Hn1 , sn,Xn]. Subtracting and
taking the max with 0 gives
max{pin(t)− p˜in(t− δ), 0} ≤ ′n.
Thus, by Lemmas 10 and 11, pin(t) is less than or asymptot-
ically equal to p˜in(t− δ) and the proof is complete.
APPENDIX G
PROOF OF THEOREM 4
Let Qρ(ν) = Q(ρ, ν2) for ρ, ν ≥ 0, and let
qn±(x) = Qτ (νn±(x, q)). Recall that we can write pnd (τ) as
Q(τ/ξn, ν
2
n) = Qτ/ξn(νn). We thus wish to show that
pin := Pr
[
qn−(x) ≤ Qτ/ξn(νn) ≤ qn+(x) | Hn1 , sn,Xn
]
is greater than or asymptotically equal to q. Equivalently, if
we define t to be
√
log(1/(1− q)), we wish to show pin is
greater than or asymptotically equal to 1− e−t2 .
Based on Definition 1(ii), there is a constant C > 0 such
that lim supn νn < C almost surely. Given δ > 0, this means
that there is n0 = n0(δ) such that νn < C for n ≥ n0 except
with probability at most δ. Similarly, there is a constant c > 0
such that lim infn νn > c almost surely. There is thus n0 is
large enough that
c < νn < C (38)
for n ≥ n0 except with probability at most δ. In order to prove
the desired convergence in probability, we assume (38) holds
for the rest of this proof.
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First, we study p˜in(), defined as
Pr [qn−(x) +  ≤ Qτ (νn) ≤ qn+(x)−  | Hn1 , sn,Xn] .
It can be shown using elementary analysis that Q−1τ , which
is a mapping from [Qτ (0), 1) to [0,∞), is well-defined and
Lipschitz on (a, b) for a > Qτ (0) and b < 1. Suppose
0 <  < c/2. Then by monotonicity of Qτ , the numbers
Qτ (νn − ), Qτ (νn), and Qτ (νn + ) all lie in the interval
(Qτ (c/2), Qτ (C + c/2)). Thus, there is a Lipschitz constant
L > 0 such that
 = Q−1τ Qτ (νn + )−Q−1τ Qτ (νn)
≤ L(Qτ (νn + )−Qτ (νn))
and
 = Q−1τ Qτ (νn)−Q−1τ Qτ (νn − )
≤ L(Qτ (νn)−Qτ (νn − )).
Continue assuming that 0 <  < c/2. By the above the
statement qn−(x) + /L ≤ Qτ (νn) is implied by qn−(x) ≤
Qτ (νn − ) and the statement Qτ (νn) ≤ qn+(x) − /L is
implied by Qτ (νn + ) ≤ qn+(x). Thus, p˜in(/L) is greater
than or equal to the probability that
qn−(x) ≤ Qτ (νn − ) ∧Qτ (νn + ) ≤ qn+(x)
given Hn1 and sn and Xn. Using monotonicity of Qτ again,
the latter is equal to
Pr [νn−(x) ≤ νn −  ∧ νn +  ≤ νn+(x) | Hn1 , sn,Xn]
= Pr [|νn(x)− νn| ≤ t−  | Hn1 , sn,Xn] .
But by Lemma 3, this means that p˜in(/L) is asymptotically
greater than or equal to 1− e−(t−)2 . Thus,
Mn := max{1− e−(t−)2 − p˜i(/L), 0} p→ 0
as n→∞.
Next consider M˜n := max{p˜in(/L)− pin, 0} with L and 
as above. Using the formula Pr[A]− Pr[B] ≤ Pr[A\B], and
using elementary logical manipulations, we have that
M˜n ≤ 1
(∣∣Qτ/ξn(νn)−Qτ (νn)∣∣ > /L) ,
where 1 is the indicator function. Using the fact that I0(z) is
continuous and asymptotically equal to ez/
√
2piz as z → ∞
[2], there is a constant B > 0 such that∣∣Qτ/ξn(νn)−Qτ (νn)∣∣ ≤ B|τ/ξn − τ |.
It then follows that
M˜n ≤ 1 (B |τ/ξn − τ | > /L) .
But this converges in probability to 0 by Lemma 2 as n→∞.
Thus, M˜n goes to zero in probability as n→∞.
Finally, consider M∗n := max{1 − e−t
2 − pin, 0}. We have
that
0 ≤M∗n ≤ 1− e−t
2 − (1− e−(t−)2) +Mn + M˜n.
Since the latter two terms converge in probability to zero and
 can be arbitrarily small, the result follows.
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