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1. INTR00ucT10~ 
In the development of optimization techniques, one of the most useful 
methods in treating allocation processes and optimal control processes is a 
technique known as dynamic programming (abbreviated DP). In the last 
thirty years, DP has developed many useful structures (e.g., see Aris [l], 
Bellman [4, 51, Bellman and Dreyfus [7], Dreyfus and Law [15], 
Iwamoto [18-211, Lee [24], Nemhauser [28]) and has broadened its 
scope in conjunction with several well-developed nonlinear mathematical 
programmings (abbreviated NMPs), namely convex programming, 
quadratic programming, and geometric programming (e.g., see Peveridge 
and Schechter [9], Boot [lo], Dullin et al. [16], Roberts and Varberg 
[32], Rockafellar [33]). There is another NMP, called fractional program- 
ming (abbreviated FP) (e.g., see Charnes and Cooper [ 111, Craven [ 133, 
Dinkelbach [14], Jagannathan [23], Schiaible and Ibaraki [35]), which 
has also developed rapidly in the past quarter century. From one single 
source, Bibliography in FP, provided by S. Schiaible [34], we can find 551 
references in the period 1962-1981. It should be noticed that FP methods 
have been developed for use with convex or concave functions (e.g., see 
Craven [13], Schiaible and Ibaraki [35]), just as convex, quadratic, and 
geometric programming methods developed for such functions (e.g., see [9, 
10, 16, 32, 33, 521). As a matter of fact, even for treating general NMP 
problems involving arbitrary objective functions of multiple variables, the 
convexity (or concavity) is often examined so as to impose Lagrangian 
conditions or Kuhn-Tucker conditions for the purpose of establishing 
theoretical arguments or gaining computational advantage (e.g., see 
c9, 131). 
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However, the DP method requires no such direct restrictions. As DP is 
conceptionally simple, so is FP. A connection between them should extend 
their mutual scope. It appears that no such explicit connection has 
appeared in the literature so far. Consequently, it is not only natural to 
apply the DP method to FP problems, but it also is significant to reveal 
their intrinsic nature by so doing. This is the motivation of this paper. 
To this end, we shall lay out the background concerning DP and FP in 
Section 2. In subsequent sections, we shall reestablish some known 
problems, such as Rayleigh quotient, Dinkelbach example, Beckenbach 
inequality, and a generalized arithmetic and geometric (abbreviated AG) 
inequality, to reveal their linkage and conclude with some remarks. 
2. DP AND FP 
We have demonstrated by examples in Wang [52] that DP can be used 
to treat optimization problems with nonsequential nonrecursive schemes. 
Indeed, optimization problems with sequential and recurrence schemes 
may be more suitable to be solved by the DP approach (e.g., see Denardo 
[26]). However, the foundation of DP, the Principle of Optimality, by no 
means suggests o (Bellman [4, p. 831). 
Principle of Optimality. An optimal policy has the property that 
whatever the initial state and initial decision are, the remaining decisions 
must constitute an optimal policy with regard to the state resulting from 
the first decision. 
The mathematical transliteration of this principle yields all the functional 
equations as models for problems in many aspects. As suggested in Bellman 
and Lee [8, p. 11, the basic form of the functional equation of DP is 
f(u) = opt [Wu, u,f(T(u, f-J)))12 (1) 
where u and v represent the state and decision vectors, respectively, T 
represents the transformation of the process, and f(u) represents the 
optimal return function with initial state U. (Here opt denotes max or min.) 
In view of the above, the form (1) may be modified as 
f(u) = opt CWu, 0, g(T(u, u)))l, (2) 
where g needs not be identical with $ 
409 135.1-18 
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In order to apply the DP approach to FP problems, we first display 
some notations and symbols and cite a theorem from Dinkelbach [14]. 
R = the field of real numbers, 
R” = {(x,, . . . . x,)Ix,~R,j=l,..., n}, 
S = a compact (and connected) subset of R”, 
p, q = continuous real functions on S with q(x) > 0 for all x E S, 
F(x) =p(x)/q(x), D(x, r) = D(x) =p(x) - rq(x), x E S, r E R. 
THEOREM 1. r. = F(x,) = optx F(x) if and only is az3, ro) = 
optl D(x) = 0, where opt denotes max or min. 
Remark 1. Since D(x) and F(x) can be transferred from each other by 
basic algebraic operations and transposition, Theorem 1 is almost self- 
evident. However, a simple proof of it can be found in Dinkelbach [14, 
p. 4941 (or Jagannathan [23]). It appears that D(x) and F(x) may be 
more justifiably called difference and quotient programming, respectively 
(owing to their duality), rather than current terminology: parametric 
programming and FP (e.g., see Schiaible and Ibaraki [35, p. 3251). 
Moreover, the connectedness of S may be useful for computational 
procedure, but it plays no particular role in proving Theorem 1. 
Remark 2. If p and q are twice differentiable functions, then Theorem 1 
is readily established by the Taylor formula of cp ( = F or D) (e.g., see 
Wylie [54]), 
dx) = cp(xcl) + (~rp(-%), x-x0> + f<ax,), (x - xd2>, 0<0<1, 
(3) 
where ( , ) denotes the inner product on R”. 
In view of (3) in association with some results concerning functionals on 
a compact subset of a Banach space of integrable functions established in 
Wang [49], the continuous counterpart of the discrete version Theorem 1 
can be easily formulated and established. We omit its obvious detail. 
For the purpose of facilitation in solving NMP problems (in particular, 
DP and FP problems), we may in some cases introduce one or more trans- 
itional constraints (e.g., see Wang [45, 521). 
DEFINITION. A transition constraint of a mathematical programming 
problem is an additional constraint consistent with the original constraint 
(or constraints) designed to facilitate solving the problem. 
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3. RAYLEIGH QUOTIENT 
Many FP problems of discrete and continuous cases, without referring to 
the terminology, have been studied and recorded in the literature before 
and after the sixties. No attempt was made to reveal all the references con- 
cerned. However, in general, for example, such results can be found in 
Beckenbach [2 J, Beckenbach and Bellman [ 31, Iwamoto and Wang [22 3, 
Mitrinovic [25], Polya [30], and Wang [37-39, 45, 48-531. Speaking FP 
problems, a very important one in analysis and algebra, called Rayleigh 
quotient (abbreviated RQ), is a typical nonlinear FP problem (being 
precise, a quadratic FP problem) first appearing in the literature late in the 
last century. A complete study concerning RQ can be found in many 
books, for example, see Beckenbach and Bellman [3, pp. 71-731, Bellman 
[6, pp. 110-1151, Courant and Hilbert [12, pp. 31471, and Noble [29, 
pp. 4077416]. In the same references, ome extensions of RQ as variational 
characterization are also recorded. 
As a historical footnote, our sole purpose here is to reissue a special 
two-dimensional RQ by which we reveal a linkage of FP and DP. By so 
doing, we state and prove the RQ inequalities as 
2” -- 6 p d 1, + ) (4) 
where 
and 
P = P(X? Y) = 
ax* + 2bxy -t cy* 
x*+y* 
L’ =a+c+[(a-c)Z+4b2]“2 
2 (5) 
in which a+ and A- are two eigenvalues of the symmetric matrix 
In order to establish (4) we apply Theorem 1 to transform the problem 
opt p into the problem 
opt D = opt D(x, y, r) 
x, ” 
subject to a transition constraint 
x*+y*=f*, 
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where 
obviously, 
D 3 D(x, y, r) = ax2 + 2bxy + cy’ - r(x* + y2) 
opt D(x, 0, r) = (a - r) t2. 
We note that once y is chosen, the remaining problem is that of choosing x 
subject to 
x*&-y* 
so as to optimize 
D = p + (a-r) t2, 
where 
p=p(y)=(~-a)y*+2b(t~-y*)“~y. 
It follows that 
opt D = opt ,u + (a - r) t*. (6). 
There are a couple of straightforward ways (with details omitted) to 
obtain 
optp= 
i 
P -> if opt =min 
fl+, if opt = max? 
(7) 
where 
p+ = c-a+ [(c-a)*+4b*]“* tZ. 
2 (8) 
Setting opt D = 0, we obtain r = I. ~ or I +. The optimum is attained at 
t= x2=-+ (c -a) t2 
2 -2[(c-a)*+4b2]“*’ 
t2 - (c-a) t* 
J’2=Z+2C(c-a)2+4b*)1:2’ 
respectively. Finally, (4) follows from (5)-( 8). 
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4. DINKELBACH EXAMPLE 
In [14], W. Dinkelbach proved Theorem 1 (as stated above) and 
provided a method for solving special nonlinear FP problems with concave 
p(x) and convex q(x). In the Appendix, he applied his concaveconvex 
program to the example 
subject to 
max ~(4 ~)lq(x~ Y) (9) 
where 
p(x,y)= -3x2-22y2+4x+8y-8 
and 
q(x,y)=x2+y2-6y+8. 
In fact, he only approximately solved the problem (9)(10) with four 
iterations and claimed that by a use of Ritter method [31], the result of the 
problem is 
16-41. 
X=29+ 
43 + 18r 
‘=29+ 10r’ 
D(r) = 
-6r2-39r+22 
29+10r ’ 
(11) 
where 
D(r) = maxCp(x, Y)- 4-c ~11 
without giving a detailed evaluation by the Ritter method. Dinkelbach also 
pointed out that if (10) is replaced by 
x+3y=5 (12) 
the solution of the problem (9)-( 12) can be found by using classical 
Lagrange multipliers. Incidentally, the problems (9)-(10) and (9k( 12) 
have the same result (11). However, they are clearly different problems. 
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Here, we alternatively verify the Dinkelbach claim of the problem 
(9)-(10) by means of the DP approach of Bellman [3]. So using 
Theorem 1, we have its dual problem in DP setting 
D(r) = max D(x, y, r) 
Y, v 
subject to 
x + 3y = a, x,yao 
and 
O<a<5, 
where 
(13) 
(14) 
(15) 
D(x,y,r)= -3~~-2y~+4~+8y-8-r(x~++6y+8). 
Apparently, we have 
Dl(a, r) = max D(x, 0, r) 
x=a 
(16) 
= -3a2+4a-8-r(a2+8). (17) 
We note that once y is chosen, the remaining problem is that of chosen x 
subject to 
x = a - 3y, O<a65 (18) 
so as to maximize D(a - 3y, y, r); i.e., 
D(r) = max D(a - 3y, y, r), 
Y. (1 (19) 
where 
D(a-hy,r)= -2y2+8y-r(y2-6y)+D,(a-3y,r). (20) 
Using (17) and (20), a straightforward manipulation yields 
D(a-3y, y, r)= -(29+ 10r) 
9a-2+3(a+l)r ’ 
y- 
29 + 10r 1 + 44 r), (21) 
where 
(29+10r)E(a,r)= -(r+2)(r+3) 
9r2+41r+40 ’ 
a- (r+2)(r+3) 1 +K(r) (22) 
DYNAMIC PROGRAMMING 275 
with 
K(r)= (r+2)(r+3) 
9r2+41r+40-(71r2+324r+228). 
From (18~(21), it follows that 
max D(a - 3y, y, r) = Max E(a, r). 
y, u (1 
(23) 
The maximum is attained at 
2a+b-(9-a)r 9u-2+3(u+l)r 
x= 
29 + 10r 
and Y= 29+ 10r ’ (24) 
Furthermore, from (13), (15), (19), (22), and (23), it follows that 
D(r) = max E(a, r) = E(5, r) = 
-6r2-3r+22 
(1 29+ 10r ’ 
Setting a = 5 in (24) together with (25), we obtain the exact solution (11) 
of the problem (9)-( 10) as Dinkelbach [ 141 claimed. 
Remark 3. In the above process, we only implicitly require 29 + 10r 
and (r + 2)(r + 3) to be positive. In fact r > 0. Consequently, we solve not 
only the problem (9)-(10) but also the problem (9)-(12) at the same time 
by means of the DP setting. 
5. BECKENBACH INEQUALITY 
One of the most interesting generalizations of the discrete Holder 
inequality was proved by E. F. Beckenbach as Theorem 1 given on page 24 
of [2] by a method of multidimensional analysis. Needless to say, this 
generalization is also a typical nonlinear FP problem and is now known as 
the Beckenbach inequality (see Mitrinovic [25] and Wang [37, 38, 531). 
Its continuous version can be found in Iwamoto and Wang [22] and 
Wang [Sl, 531. We now cite two theorems concerning Beckenbach 
inequality from Wang [Sl, p. 5703 for our purpose as follows. 
THEOREM 2. Let positive reals u, /3, A, B, k,, m + 1 <j < n, 0 < m < n, be 
given and let p and q satisfy p- ’ + q- ’ = 1. Then for p > 1 the Beckenbuch 
inequality 
F(x) 3 F(d), (26) 
276 
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(aA +fix;=,+, xp,“” 
F(x)= S1B+fi~,“=,+, k,Xj 
and 
d, = ( Akj/B)y’p, m+ 1 dj6n, (27) 
holds for all nonnegative x, + , , . . . . x,. The sign of inequality in (26) is 
reversed for 0 < p < 1. In either case, the sign of inequality holds if and only 
if 
x, = d,, m$I<j<n. (28) 
THEOREM 3. Let positive reals CI, /I, A, B and a positive function k defined 
on the positive part of the real line be given and let p and q satisfy 
p-l + qq’ = 1. Then for p > 1, the inequality 
G(f) 3 G(h)> (29) 
where 
(MA + B j;f p dt)“” 
G(f)= crB+/?j;kfdt 
and 
h(t) = [Ak(t)/BIY”‘, O<t<T, (30) 
holds for any continuous function f on 0 d t < T< 00. The sign of inequality 
in (29) is reversed for 0 < p c 1. In either case, the sign of equality holds if 
and only $f is a constant function. 
Theorem 2 has been proved by the method of applying the convexity of 
a real multivaviable function [37] and the DP approach [38], while 
Theorem 3 has been proved by the properties of nonlinear positive 
functionals [Sl] and the continuous DP approach [22]. Both theorems 
have been extended and established correspondingly by using the usual 
(discrete and continuous Holder inequalities in [53]. 
In this section, we established alternatively Theorems 2 and 3 in a unified 
manner through the FP and DP approaches. In doing so, we minimize 
F(x) and G(f) respectively for p > 1. Using Theorem 1, and its continuous 
counterpart mentioned in Section 2, we have their dual problems in DP 
setting respectively 
min D = min D(x) (31) 
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subject to 
and 
i x/P=a, 
j=m+ I 
(32) 
subject to 
min D = min D(f) 
s ‘.f p dt = a, 0 
(33) 
(34) 
where 
in (31), 
in (33). 
A straightforward manipulation (see Wang [38, 521 and Iwamoto and 
Wang [22] for details) yields 
D(r) = min D = min D(a, r), (35) u 
where 
with 
D = D(a, r) = (aA +/la)“” - r(ctB + /?Qa”“) 
( i=z+, ky)“’ for (31 )-W, 
0 > 
=kYdt 
114 
for (33)-(34). 
0 
(36) 
(37) 
We rewrite (36) as 
D= -mB+ (aA +~a)“p-fl(rQ)Y[a/(rQ)Y]‘ip (38) 
and apply the concavity of the function z”p (p > 1) on the last two terms of 
the right-hand side of (38): 
Da --t-d+ Cl -P(rQ)“l[ 1 -;frQJq]“’ 
= -r~B+(orA)‘~~[l -(~Q)~l’l~=D(r). (39) 
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The sign of equality holds if and only if 
CCA + /?a = a/( r(l)” 
or 
A(rQP 
a = 1 _ B(rQ)” =” (40) 
From (35), (39), and (40) it follows that the minimum D(r) is attained at 
a = 6. 
Now setting D(r) = 0, a simple manipulation of (39) yields 
with ci = (AQ/B)” in which Q is given in (37). (Note that the corresponding 
value given in [22] contains a typing error.) 
For 0 <p < 1, the analysis is similar. Being precise, we simply duplicate 
the entire process in the above, except replacing minimality of F(x) and 
G(f), min D, and the concavity of the function z’@(p > 1) with maximality 
of F(x) and G(f), max D, and the convexity of the function z”” (0 <p < l), 
respectively. In all the cases, the sign of equality holds accordingly. 
The conclusion of Theorem 2 as well as Theorem 3 is now clear. 
6. A GENERALIZED AG INEQUALITY 
For positive numbers a,, . . . . a,, Rado inequality (e.g., see Hardy et al. 
[17], Mitrinovic [25]) 
n(A.-G,)~(n-l)(A.-,-G,-,) 
and Popoviciu inequality 
(41) 
(A,IG,)“~(A.-,IG,-,)“~’ (42) 
(where Ak = c,“= 1 al/k, G, = nj=, aj ilk, k = n - 1, n) have been given many 
generalizations (e.g., see Mitrinovic [25, pp. 90-1061, Wang [44, 49, 503). 
It is interesting and useful to notice that the Rado-Popoviciu inequalities 
(41)-(42) form a natural duality which may be referred to as a difference- 
quotient duality. Incidentally, in view of Theorem 1, the inequalities 
(41)-(42) and their generalizations can be treated as FP problems in a 
unified manner. 
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In order to clarify our above observation as well as to demonstrate 
a linkage of the DP and FP approaches, we formulate and prove the 
following (as an example): 
THEOREM 4. Let positive reals ci, p,, 1 < i 6 m, 1 <j < n, 0 <m <n, be 
given. Then the inequality 
F(x) 2 (A/B)Pm’Pn, (43) 
where 
F(x) = PrnA+C,“=m+lPjxj 
P, Bpmlpn J&m + , .p,/‘n (44) 
in which 
A = f PJCjlf'm, 
B = fi ,-plpm, 1 <kdn, 
/=1 j=l .I= 1 
holds for all positive x, + I, . . . . x,. The sign of equality holds if and only if 
x m+1= ‘. =x,,= A. 
Instead of minimizing F(x) in (44), we consider its dual problem (from 
Theorem 1) in DP setting 
min D = min D(x) (45) J 
subject to 
where 
i pp, = a, 
,=m+l 
pjx, - rBpmipn fi xplpn. 
,=m+ I 
A straightforward manipulation (e.g., see Wang [38, 521) yields 
where 
min D = min D(a), 
a 
(P. - pmvp. 
(46) 
with x,,, = ... = x,, = a/( P, - P,), 
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We rewrite (46) as 
D(a) = ~-[rgPmipn(~)‘~‘pm’P”)-( 1 -y&l (47) 
and apply a simple inverse AG inequality on [. .] in (47): 
D(a) 3 P,A - $ ,.PnIPmB = D(r). 
pn n 
The sign of equality holds in (48) if and only if 
a [ 1 
’ ~ (Pm/P,) 
,.BPm/P” a =- 
p”-pm pn-pm 
or 
a = (P, - P,) rPniPmB = ci. (49) 
From (45), (48), and (49), it follows that the minimum D(r) is attained 
at a=& Now setting D(r) =O, we have 
r = ( A/B)Pm’Pn 
and thus establish the inequality (43). Hence the conclusion of the theorem 
is clear. 
We conclude this section by stating a more genralized theorem as follows 
(with a proof similar to that of Theorem 2 omitted). 
THEOREM 5. Let positive reals a;, bi, cj, 1 ,< i < n, 1 6 j 6 m, 0 6 m 6 n, 
and reals s, t be given. Then for 0 < s < t or s < 0 < t, the inequality 
H(x) > ff(4, (50) 
where 
H(x) = (C;l= 1 ajCj + Cy=m+ 1 ajxi)"r 
(~7~1 bjc,‘+C:=,+,bjXi)“” 
and 
holds for all positive x,, , , . . . . x,. The sign of inequality in (50) is reversed 
for s < t < 0. In either case, the sign of equality holds if and only if x, = d,, 
m+ 1 dj<n. 
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Remark 4. Theorem 5 not only is a generalization of Theorems 2 and 4 
but also includes several classical inequalities (such as AG inequality, 
Popoviciu inequality, as well as the monotonicity (with respect o t) of the 
weighted mean of order t: (x7=, p,u;E;, 1 .)I”) as special cases. 
7. CONCLUDING REMARKS 
We have employed four known problems to demonstrate a close link 
between DP and FD. Consequently, we have further revealed the elegance 
and versatility of the DP approach. 
In the above arguments we have not used the differentiability of any 
function but simple classical inequalities (or convexity or concavity of 
functions) to establish the optimality in the process. Needless to say, this 
approach is of great importance for treating problems with nondifferen- 
tiable functions. 
Finally, comparing Theorem 2 and Theorem 3 (and their proofs), the 
continuous counterparts of Theorems 4 and 5 can be readily formulated 
and established. However, these will not be exploited here. A further 
development of solving FP problems in conjunction with the DP appraoch 
by suitable inequalities appears to be very promising (see Wang 
[4446,52,53]). 
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