I. Introduction
A potential application for neural networks is machine vision and image understanding. The essential tasks are to locate and recognize individual objects and to compile a useful interpretation from the objects and their relations. Both of these subtasks have proven to be extremely di cult even in the case of 2-dimensional machine vision. The classical approach of programming the a priori knowledge or models about the objects into the solution 1] and using arti cial intelligence based search methods has severe limitations in computational complexity and in handling all the natural variations in images. In the case of rigid objects, such variations may be due to translation, scaling, rotation, perspective distortions, variations in lighting conditions, variations in the background, or partial occlusion by other objects. In many cases there are also inherent variations within the object classes like in handwritten character recognition or human face recognition. Therefore, using model-free neural networks seems a promising alternative.
A large majority of the present-day neural network research and applications have focused on supervised learning networks like the Multi-Layer Perceptron network, the Radial Basis Function network, or the LVQ network. Together with their powerful training algorithms, these networks provide highly e cient model-free methods to design arbitrarily complex non-linear classi ers iteratively from examples. An important theoretical result motivating the current interest in neural networks is that such networks can in principle form class boundaries of any required complexity 10]. There are a great deal of practical sample cases showing the power of neural classi ers trained with the learning algorithms as compared to classical methods; for a review see e.g. 18] .
However, when the input dimensionality or the abstraction level of the classi cation increases, the shapes of the class regions become increasingly complex, nally requiring networks with huge numbers of parameters. It is well known 27] that even neural networks cannot escape the parameter estimation problem which means that the amount of training data must grow in proportion to the number of free parameters. Consequently, very large amounts of training data and training time are needed in highly complex problems to form the class boundaries. Collecting the samples would clearly be very expensive if not impossible. This problem cannot be solved with some recent approaches of weight sharing 17] or constraining the number of units or parameters 20] if the large number of parameters is a true indication of the problem complexity.
In conventional pattern recognition, the answer to this problem is to divide the task in two parts: feature extraction which maps the original patterns or images to a feature space of reduced dimensions and complexity, followed by classi cation in this space. There is no well-developed theory for feature extraction; mostly features are very application oriented and often found by heuristic methods and interactive data analysis 24]. An important basic principle is that the features must be independent of class membership because, by de nition, at the feature extraction stage the membership is not yet known. This implies that if any learning methods are used for developing the feature extractors, they should be unsupervised in the sense that the target class for each object is unknown.
Our approach is to likewise divide the object recognition problem to separate feature extraction and classi cation tasks, but to use only neural networks for both. The total system is then a multilayer collection of neural modules. To handle the large variability of natural scenes, the system must have a large number of free parameters in the early stages, and estimating the parameters will require a lot of data. This dilemma is now solved by using unsupervised learning techniques in the early feature extraction stages to reduce the number of degrees of freedom in the input data. Then the nal supervised classi ers can have a much smaller number of free parameters and thus require a smaller amount of preclassi ed training samples. This scheme is especially suitable for general scene analysis, since it is fairly inexpensive to collect large amounts of image data to be used in unsupervised training, as long as the images need no manual analysis and classi cation.
The whole feature extraction -classi cation system forms a pyramid, where the number of neurons and connections decrease and the connections become more adaptive in higher layers. The major blocks of the system are:
1. Fixed layer doing Gabor transformation to the image on di erent resolutions using self-similar kernels.
2. Unsupervised layer clustering the Gabor coe cients to natural clusters while introducing minimal additional distortion. The clustering is accomplished by a Multilayer Self-Organizing Map.
3. Supervised layer carrying out the classi cation.
The classi er is based on Subspace Networks which operate on locally collected histograms of the previous level outputs. Special care has been taken to choose the individual modules in such a way that the characteristics of the output of each module are optimally suited to the processing in the next stage. Thus, Multilayer SOM is well adapted to nd the non-convex clusters given by the Gabor output vectors, and the Subspace Network is an ideal classi er for feature histograms.
In the following section II, each block is described in turn. Experimental results using natural images are reported in section III, followed by conclusions in section IV.
II. Neural network based object recognition system
A. Producing the primary features with Gabor transformation
Gabor lters were introduced to image processing by Granlund 9] and analyzed by Daugman 5] . The 2D Gabor lters are orientation and frequency sensitive band pass lters which are optimally localized in both spatial and frequency domains 4], making them suitable for extracting the orientation-dependent frequency contents, i.e., edge-like features, from as small an area as possible. The forms of the Gabor kernels are spatial sinusoids localized by a Gaussian window. They operate directly on the digital image in spatial domain. The lters constitute a self-similar family where all the lters are dilations, translations, and rotations of each other, with the impulse response (centered at the origin) given by (f; ; x; y) = exp i(f x x + f y y) ?
(1) where f x = f cos ; f y = f sin : There x and y are the digital pixel coordinates in the image. The central frequency of the pass band is f, the spatial orientation is , and the parameter determines the bandwidth of the lter. Throughout this work, the value = was used.
In the early feature extraction module of the proposed system, directly operating on the original grayscale images, several Gabor lters with di erent orientations and di erent resolutions were used. To cover the whole frequency and orientation ranges, the following central frequencies and orientations were used: f = f k = 2 k ; k = 0; 1; :::
; t = 0; :::7 where k determines the frequency band (resolution of details extracted by the lters) and t enumerates the orientations.
The multiresolution representation of an image by Gabor ltering forms a pyramid of coe cients, a four dimensional structure indexed by the image coordinates (x; y), the resolution level k, and the orientation . Note that the resolution level k is related to the wavelength k = 2 =f k of the lter, and thus to the spatial size, by k = log 2 ( k f 0 2 ): This means that the Gabor pyramid contains a somewhat similar geometric mapping as the log-polar transform, with respect to every pixel location. The log-polar transform (x; y) 7 ! ( ; log r) maps the scaling and rotation of the image to translations. In the Gabor pyramid, scaling of the image shifts the response pattern along the discrete resolution axis k, and rotation along the orientation axis , respectively.
The complex Gabor lters capture the whole frequency spectrum, both amplitude and phase. We reject the phase information by computing and storing only the amplitude of the convolution result, which changes smoothly over the image. The amplitude of the Gabor transformation has been found to be a robust, distortion tolerant space for pattern recognition in many studies, e.g. 2], 3], 8].
Gabor lters with 8 orientations were rst applied to each pixel location (x; y) in the original image, giving 8 scalar values (the outputs of the lters) at each location. The image was then downsampled by the usual method of combining every 4 pixels in a square into one pixel whose gray level was taken to be the discretized average of the 4 original pixels. From an N N image, this produces a new N=2 N=2 image with half the resolution. The same 8 Gabor lters were applied to this image, etc. Finally, the output of the Gabor feature extraction stage is a pyramid structure containing 8 real coe cients for each pixel in the image on several resolutions. These feature vectors are similar to the Gabor Jets of 2], 8]. This stage is schematically shown on the left part of Fig. 1. B. Clustering the features: properties of the SOM The Self-Organizing Map, SOM 13] , is a neural network that can learn a topology preserving mapping from a high dimensional space to a lower dimensional map lattice. An essential advantage from the topological ordering of the map is achieved in hierarchical systems of SOM's, e.g. in hierarchical vector quantization 19]. In 16], the authors analyzed why the Multilayer SOM is suitable for clustering: it will produce "natural" clusters whose form is dynamically matched to the probability density structure of the input samples.
The probability density of the Gabor coe cients on natural images, produced in the previous feature extraction stage, is very sparse 5], most of the coe cients being near zero and only a few of them carrying most of the relevant information. Thus it is reasonable to recode the data to a more compressed form. The coding should be tolerant to small distortions in the image, speci cally changes of scale and orientation, while shift invariance can be taken into account by shift invariant transformations applied to the coded image.
Small variations in scale and orientation in the original image will have a characteristic e ect on the geometry of the Gabor feature vectors because of the structure of the Gabor pyramid. When scale and orientation are smoothly changed, the feature vector corresponding to a given feature will move in the feature space along an elongated low dimensional trajectory. In coding, the objective is to give unique codes to such elongated non-convex clusters. The approach taken here is to rst span the clusters by the Self-Organizing Map and then combine several map elements to a larger cluster by a Multilayer Self-Organizing Map, MSOM.
In this section, some basic properties of the SOM are reviewed. Speci cally, it is shown that if the input data contains such compact elongated structures, the map will place neighboring units sequentially along the structure. This is the starting point for the application of MSOM for this recoding. A possible way to analyze where the weight vectors will converge is to consider the algorithm (2) as gradient descent minimization of a cost function, and solve for the extremal points of this function.
For a continuous density of the input vectors x, an exact cost function that would be minimized by SOM training is not known 14]. It has been shown by Erwin et al 6] for the one-dimensional map, that the map algorithm is not a gradient descent step of any such cost function, although a set of cost functions, one for each neuron unit, can be de ned. However, in clustering, the usual assumption is that the set to be clustered is a xed nite set of vectors x, each having an equal probability. Then the input probability distribution is discrete uniform and for this case it has been shown by Ritter 26] (see also 19] ) that, assuming the step size is small, the energy or cost function that the map algorithm tries to minimize is
where r and q are vector indices of the units on the map and V r is the set of points x that are mapped to (closest to) the unit r.
Geometrically, the criterion is the weighted sum of squared distances of all the input vectors x to all the map weight vectors m q . Each distance is weighted more heavily if the weight vector corresponds to the best matching unit for that input vector x or one of its closest neighbors in the neuron lattice. Thus the map nds as compact a set of points as possible to be mapped to each neighbourhood during the training. In a local minimum of (3) 
This is a discrete convolution of the sequence h with the set of mean vectors. If the neighborhood function has a typical Gaussian shape, then the set of weight vectors are in fact obtained from the centroids c r by low-pass ltering.
In practice, the neighbourhood h(q?r) is smoothly decreased during SOM training. Eq. (6) is an implicit constraint, imposing a certain "sti ness" to the map lattice after learning. If the data contains compact structures, then at some neighbourhood size the map will place the units sequentially along the structure. This is how the map nds and preserves the local ordering relations of the training samples. This is exactly the kind of coding that is suitable for the low-dimensional structures representing distorted image features in the Gabor vectors.
C. Multilayer SOM The Multilayer SOM (MSOM) is based on the fact that the index of the best matching unit b for input vector x can be considered as the numerical output from the SOM. This is in steep contrast to any biological models but can be used to an advantage in arti cial applications of the SOM. In the MSOM, a second layer map m 2 simply takes as inputs the outputs b of the rst layer map m 1 and clusters them. Now the region in the original input space which is mapped to one m 2 unit is the union of all the regions of the corresponding units in m 1 . While a one-layer SOM always forms convex clusters given by the Voronoi cells, the clusters given by the two-layer SOM are unions of convex volumes. They can approximate any region in the input space to an arbitrary accuracy, given enough units in the rstlayer SOM. This gives a certain analogy to the ability of a two-layer MLP network to form arbitrarily complex class regions as combinations of the simple half-spaces given by the rst layer Perceptrons.
The clustering performed by the MSOM corresponds roughly to classical clustering methods (e.g. ISODATA) when the distance of a point from the cluster is de ned as the weighted distance from all the points in the cluster 16]. With MSOM, however, the clustering of a given input vector x requires only two nearest neighbour searches among the weight vectors of the second and rst layer maps, respectively, instead of computing all the distances between the input vectors themselves, and the extent of weighting is adapted automatically to the data distribution. In addition, the system minimizes the total quantization error introduced by both the layers as shown by Luttrell 19] . Among clustering methods this is a rather unique balance between preserving maximal information and collapsing the data to natural clusters. Fig. 2 shows a very simple example about the capabilities of a two-layer SOM in clustering. The input probability distribution contains continuous spiral-shaped structures that are partially interleaved. The continuous line within the spirals shows the units and neighborhood connections of the rst layer 30-unit map m 1 adapted to the data distribution. The second layer had only 2 units splitting the m 1 map to two halves. Clustering by the MSOM is based on continuous compact areas, and it thus easily nds the natural cluster boundary. This kind of clustering which can adapt itself to elongated clouds of input data is especially well suited for clustering the 8-dimensional Gabor vectors obtained at the rst stage of our system. The right hand part of Fig. 1 shows the principle of the MSOM in the feature extractor. The 8-dimensional Gabor coe cient vectors at each resolution (in this case, two resolutions) are input to the rst-layer SOM. The size of the rst layer maps was 10 10, and the output for each 8-dimensional input vector from each map is the 2D location index of its best-matching unit. Two such indeces from the two maps comprise a 4-dimensional vector of integer values, which is input to the second layer map. The second layer map was 1-dimensional and had 100 units, and the output is again the 1D index of the best-matching unit. Each unit on the second layer map learns to code a certain combination of the codes given by the rst layer maps.
The output of the feature extraction stage is a "feature image" c(p) where each image location p = (x; y) is mapped by the MSOM to a unit c of the second layer map. This unit represents a cluster, possibly of complicated non-convex shape, in the original space of Gabor amplitudes in di erent orientations and resolutions. Because index c is an integer on the interval 1; 100], it can be plotted in gray scale at each location p, giving the feature image in the upper part of Fig. 3 . At the training phase, both the rst and the second layer maps were trained with the usual unsupervised SOM algorithm 12], using as inputs to the rst layer map a large number of 8-dimensional Gabor vectors obtained from a number of images. After the rst layer map had been trained, the second layer map was trained likewise taking the inputs from the rst layer map outputs. More details about the training material and results are given in section III.
D. Distortion tolerant classi cation with histograms and Subspace Networks
In object recognition, there are several invariance problems to be taken into account. The three basic ones are shift, rotation, and size invariance. For non-rigid objects and in 3D object recognition, many other kinds of distortions are possible, too. The feature extraction method described above can tolerate certain variances, while others must be left to the classi er. Notably, size invariance is taken into account by the multiresolution Gabor lters, since the feature space consists of several layers in resolution hierarchy. This helps size invariant recognition: according to our experiments the features are usually tolerant to size variations of less than a half octave, which is the largest possible change before the object appears on the next lower or higher resolution.
Feature extraction based on Gabor lters is not shift invariant; on the contrary, it relates the features to as small an area as possible. In the case of several objects in the image, this increases the likelihood that the features come from one object only and helps in classi cation. The distortion invariance of any method is always limited to the spatial support of its receptive eld, and any distortions larger than that will a ect the output.
In the feature extraction used here the problem of shift invariance is not very prominent because the hierarchical clustering absorbs most small variations and expands the spatial support of clear details, For a small number of objects in the training data, there will be speci c units in the MSOM map for the details of each object, and the recognition can be based on histograms from the whole object. For larger or more complicated objects, more position information must be maintained. Then the histogram is collected from several locations with smaller windows and the vectors are stacked together.
The input vector for the classi er at each position is now a local histogram of MSOM codes, which is weighted by a Gaussian window. Denote, again, by p = (x; y) the position coordinates in the feature image c(p), which was the outcome of the previous feature extraction stage (see Fig. 3 ). Using the Gaussian weighted histogram as the nal feature vector complies well with using the Gabor lter amplitudes as the primary features, since they are basically histograms of certain frequencies inside a Gaussian window. Figure 3 shows an example of the feature image and the weighted histogram which was centered at the face. The central point p for computing the histogram is the center of the circle in the feature image. The radius of the circle is the standard deviation of the Gaussian, in this case R = 50 pixels.
Subspace methods 21], 23] are e cient and computationally simple classi cation methods which have been developed for histogram and spectrum type data. Each class is de ned as a linear subspace and represented by a set of orthogonal base vectors. The outputs of the net are the projections of the input vector onto the class subspaces, and an unknown input vector is classi ed according to the largest output.
The neural subspace classi er is based on the Principal Component Analysis (PCA) network 22]. In 22] it is shown that with the learning rule
the columns of matrix M k become orthonormal and span the same subspace as the most dominant eigenvectors of the autocorrelation matrix of the input data Efxx T g, i.e. the space of the largest principal components of the inputs. Now each class i is represented by its own weight matrix M i , whose columns span the class subspace. The most simple approach for nding the class subspaces is to compute the largest principal components for each class separately using Eq. In the current problems, one and two dimensional class subspaces where found to be su cient. In most of the experiments, even the Principal Component subspaces were able to separate the classes, but for better resolution the LSM was used.
III. Experimental results
The Gabor lter outputs are low level features, essentially representing edge-like structures of varying sharpness and orientation. Such features are expected to exist in practically any real-world scene. It is easy to collect a large number of Gabor coe cient vectors from suitable training images. Fig. 4 shows a typical collection of images, from which a number of 8-dimensional Gabor coe cient vectors were collected by random sampling.
In the unsupervised clustering block, the Gabor vectors were clustered by a 10 10 map separately on each resolution and then two successive resolutions were combined by a 100-unit 1D map. The processing thus far needs no manual sampling or training and is fully automatic and unsupervised. Varying the training image from that of Fig. 4 to a di erent collection of natural images had only a marginal e ect on the clusters found by the feature extraction stage. At this stage, the training material need not be especially adapted to the nal object classes that we want to analyze. The reason is that di erent training images have many similar primitive details, like edges, corners, and textures, so that the 100 features will become tuned to such generic details. The balance between generalization (i.e., generic distortion tolerant features) and specialization (i.e., features related to certain objects) could be controlled by the number of features. That was also the case here: Figs. 5 and 6 show some of the test images to be used in the supervised classi cation experiments. The test objects were human faces or their parts. The goal was to classify either the whole face to one of the "person" classes or e.g. the eye region to either the "right eye" or the "left eye" class. The number of persons (classes) varied from 3 to 19. Very little was done to normalize the conditions in the images, to allow fairly large natural variations. Face recognition was selected as a test case because human faces clearly contain distinct features that characterize the face independently of changes in imaging conditions, and the purpose was to verify whether the MSOM network can nd such features. The classi er used in the experiments is fairly primitive since all location information is lost from the features, and only the relative frequencies of the features in the image are considered.
In the case of Fig. 5 , for each person two training images were selected, and they were subjected to the Gabor transformations and the coding using the MSOM trained previously. In the experiments the location of the face was detected with a a simple template matching procedure: the correlation template consisted of the face area in a lower resolution feature image, where details, such as eyes or mouth, map to same features for di erent persons. The subspace classi cation was applied in the local maxima of the template correlation. In the images of Fig.5 . the error of the face location detector was less than 5 % of the face size (error was less than 3 pixels while the size of the faces was about 60 pixels).
The feature histogram was formed from an Gaussian window with R = 20, which convered approximately the face region. Now the histogram of these features is a 100 dimensional vector that was passed over to the subspace classi er. Table 1 shows the network outputs or subspace projections for the classes T,K and J, respectively. The training samples are denoted by bold face letters in the table. As seen from Table 1 , all the test images were correctly classi ed with relatively large margins. Even the partially occluded images (T5 and T6) were correctly classi ed because the histogram of the remaining features was closer to the correct class than to the others.
The Gabor lters are not scale invariant, since scaling of the image shifts the whole spectrum and the amount of energy in the lter pass-bands changes depending on the frequency contents on other bands. The system is merely scale tolerant; some features span, due to the MSOM, long clusters reaching the invariance over the one octave interval, and some features are much more sensitive to scaling. Thus, and according to most experiments, scaling causes projections to all the classes to decrease but their ratios still facilitate correct classi cation (see e.g. J2). Fig. 6 shows a gallery of 19 test images. The feature extraction was again done exactly like before, using the xed Gabor lters and the MSOM previously trained with Fig. 4 . One of the images of each person was used as the training image for the classi er and the other for testing. Objects in the rst column of Fig. 6 were classi ed 100 % correct in a robust shift invariant manner, tolerating a large variation in the location of the feature histogram window. Objects in the middle column required that the feature histogram was calculated from the same relative location in both training and test images, thus the recognition was not shift invariant. The minimum size of the area giving correct classication was 2 pixels for the bottom image in Fig.6 . Successful recognition then requires either that the face locations can be found to the 2 pixel accuracy, which is di cult in practice, or that the histogram is computed and classi ed at several locations with a maximum spacing of two pixels. Since the histogram computation and subspace classi cation are both rather light operations, the latter method was used to locate the faces in these experiments. The face in the third column in Fig.6 . was mapped to exclusive features and could not be classi ed correctly.
IV. Conclusions
A pipelined neural network based pattern recognition system was discussed. Each stage except the lowest level used learning. The main emphasis was to separate the feature extraction and classi cation stages so that no supervised training would be needed in feature extraction, allowing a large amount of virtually unprocessed training image material to be used in the rst automatic training stage. It was shown that this material need not be the same as that used in training the classi er, as long as similar elementary features like edges are present in both.
To learn the basic features, a xed self-similar family of Gabor lters with varying resolutions and orientations were applied at every pixel location in the training images containing natural and arti cial scenes. Then a Multilayer Self-Organizing Map (M-SOM) was trained to map continuums in the input data space of the multidimensional Gabor feature vectors to clusters, while causing minimal additional quantization error. This provides a feature space of cluster codes that is distortion tolerant in small scale and o ers features speci c enough to facilitate classi cation based on local feature histograms. A Learning Subspace Network classi er was shown to be well suited for such histogram data. Images of faces were chosen as test material for the classi cation experiments, with good classi cation results.
Whether this scheme can provide su cient recognition capability to serve as a universal set of features in general scene analysis, and how the MSOM maps should be structured, will require further analysis. For a limited number of object classes, the feature space seems to be adequate for reliable and very fast recognition with a minimal amount of supervised learning.
The current system has no feedback in any stage. Adding feedback to control the focusing of attention when proceeding from coarse levels to higher resolutions and ner details will be a future extension. Table 1 . T1  T2  T3  T4   T5  T6  T7  T8   K1  K2  K3  K4 J1 J2 J3 J4 Fig. 5 . Test images of three persons (T, P, and J) to be used for classi cation experiments. The results are given in Table 1 . 
