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[1] Abstrak 
Dalam suatu dataset yang besar, data mining merupakan sebuah proses penyelesaian yang 
menghasilkan beberapa pola baru menjadi pengetahuan yang berguna. Algoritma yang sering 
dipakai dalam machine learning salah satunya adalah C4.5. Algoritma ini terkenal sangat kuat 
dalam melakukan klasifikasi, namun masih memiliki beberapa kelemahan seperti sering 
terjadinya overlapping dan overfitting data yang membuat data menjadi tidak relevan sehingga 
dapat mengurangi tingkat akurasi dari algoritma. Untuk menangani ini dibutuhkannya seleksi 
atribut yang dapat mengidentifikasi atribut yang relevan, tanpa mengurangi akurasi dari 
algoritma itu sendiri. Algoritma optimasi Particle Swarm Optimization (PSO) merupakan salah 
satu algoritma yang mampu digunakan sebagai seleksi atribut. Keuntungan dari PSO ini mudah 
diterapkan, efisien dalam perhitungan dan memiliki konsep yang sederhana dibandingkan 
dengan teknik optimasi lainnya. Jumlah dataset yang akan digunakan pada penelitian ini 
sebanyak 2.518 dataset dimana sebelumnya dilakukan pembagian dataset dengan menggunakan 
algoritma K-Means dan K-Medoid. Atribut yang digunakan sebanyak 4 atribut yaitu, jenis 
kelamin, umur, tingkat produktivitas dan pendidikan terakhir. Dari penelitian ini, diperoleh hasil 
bahwa akurasi yang diberikan oleh C4.5 yang telah dioptimasi menggunakan algoritma Particle 
Swarm Optimization (PSO) terbukti lebih tinggi dibandingkan mengggunakan algoritma C4.5 
saja. Dimana algoritma C4.5+PSO memiliki akurasi sebesar 66,80% sedangkan algoritma C4.5 
memiliki akurasi sebesar 76,32%. 
Kata kunci: C4.5, K-Means, K-Medoid, Particle Swarm Optimization (PSO) 
[2] Abstract 
In a large dataset, data mining is a solution to arrange new models  into useful information. The 
algorithm is often used in machine learning is C4.5. C4.5 is known to be very strong in classifying, 
but has several weaknesses such as overlapping and overfitting data which makes the data 
irrelevant that can reduce the accuracy of the algorithm. To handle this, it is necessary to select 
an attribute that can identify the relevant attribute without reducing the accuracy of the algorithm 
itself. The Particle Swarm Optimization (PSO) is an optimization algorithm which one can be 
used as an attribute selection. The PSO benefit is easy to use, efficient and has a simple concept 
when to compared of the other optimization techniques. Datasets will be used in this case is 2,518 
datasets where previously, dataset was divided using K-Means and K-Medoid algorithms. The 
attributes used are 4 attributes, namely, gender, age, productivity level and the last education. In 
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this study, the precision of C4.5 which is optimized by Particle Swarm Optimization (PSO) 
algorithm is proven to be higher than using the C4.5 algorithm alone. Where the algorithm 
C4.5+PSO has an precision  of 66.80% while the algorithm of C4.5 has an precision of 76.32%. 
Keywords: C4.5, K-Means, K-Medoid, Particle Swarm Optimization (PSO) 
 
1. Pendahuluan 
Dalam suatu dataset yang besar, data mining merupakan sebuah bentuk proses penyelesaian yang 
menghasilkan beberapa pola baru menjadi suatu informasi yang berguna [1]. Beberapa teknik 
penyelesaian yang biasa digunakan dalam data mining, yaitu estimasi, asosiasi, klastering, dan 
klasifikasi [2]. Klastering biasanya digunakan dalam menemukan sejumlah kelompok data [3], 
teknik klasifikasi digunakan untuk menganalisis data menggunakan model kelas data untuk 
memprediksi label [4]. Salah satu dari sekian banyak teknik klasifikasi yang sering digunakan 
adalah C4.5[5]. 
 Algoritma C4.5 disebut juga sebagai algoritma decision tree yang terkenal sangat kuat dalam 
melakukan klasifikasi, Algoritma ini biasa digunakan untuk mendeteksi hubungan tersembunyi 
antar variable [6]  sehingga dapat membentuk sebuah pohon keputusan yang sederhana, 
mempunyai akurasi yang bagus, serta efektif dalam menangani atribut, baik diskrit maupun 
numerik.  Namun, Algoritma ini memiliki beberapa kelemahan seperti sering terjadi overlapping 
dan overfitting data yang membuat data menjadi tidak relevan [2] sehingga dapat mengurangi 
tingkat akurasi dari suatu algoritma data mining [5]. 
 Dalam data mining, permasalahan akurasi merupakan permasalahan mendasar dalam penelitian 
[7]. Biasanya, dataset yang digunakan dalam klasifikasi berisikan data yang noise, redudansi data,  
serta memiliki atribut yang tidak berguna [8]. Untuk menangani ini dibutuhkannya seleksi atribut 
yang  mengidentifikasi atribut yang relevan tanpa mengurangi akurasi dari algoritma itu sendiri 
[5]. Beberapa teknik untuk menyeleksi atribut dapat menggunakan teknik supervised learning, 
Principle Component Analysis (PCA) atau beberapa algoritma optimasi seperti Particle Swarm 
Optimization (PSO) [9]. PSO adalah suatu algoritma optimasi yang dapat digunakan sebagai 
seleksi atribut. Algoritma ini dapat bekerja lebih baik dibandingkan algoritma genetika lainnya 
terutama dibidang optimasi [5]. Keuntungan dari PSO ini adalah algoritma ini mudah diterapkan, 
efisien dalam perhitungan dan memiliki konsep yang sederhana jika dibandingkan dengan 
algoritma data mining dan teknik optimasi lainnya [10]. 
 Kesalahan dalam mendistribusikan dataset dapat juga dapat mempengaruhi hasil akurasi dari 
algoritma itu sendiri [9]. Algoritma K-Means dapat mendistribusikan data yang akan mewakili 
karakteristik kelompoknya [9]. Namun, karena algoritma ini dapat melakukan perubahan 
distribusi pada dataset, algoritma K-Means menjadi sangat rentan terhadap outlier data [11]. 
Algoritma K-Medoids merupakan algoritma klastering yang lebih kuat dari pada algoritma K-
Means Algoritma ini hadir untuk menutupi kekurangan yang ada didalam algoritma K-Means 
yaitu sensitive terhadap noise dan outlier [12]. Selain itu, proses dari algoritma K-Medoids ini 
sendiri tidak bergantung pada urutan masuk dataset [13].  
 Data mining sangat berguna dan banyak diterapkan di berbagai bidang [14], salah satunya dapat 
berperan penting dalam keberhasilan suatu perusahaan, dimana dapat mengubah sejumlah data 
menjadi informasi yang penting dan berguna sehingga dapat membantu para pemangku keputusan 
untuk mengambil kebijakan yang lebih efisien [15]. Dari data BPS 2020, tingkat partisipasi 
angkatan kerja di Kota Sawahlunto dari tahun 2018 ke tahun 2019 banyak mengalami penurunan. 
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Oleh karena itu, dibutuhkan kebijakan baru dari pemerintah untuk mengatasi ketidakstabilan 
jumlah partisipasi angkatan kerja di Kota Sawahlunto [16].  
 Penelitian ini bertujuan untuk menerapkan konsep klasifikasi data mining pada angkatan kerja di 
Kota Sawahlunto menggunakan algoritma C4.5 yang telah dioptimasi dengan algoritma Particle 
Swarm Optimazion (PSO). Hal ini bertujuan untuk memperoleh informasi mengenai variabel 
yang paling berpengaruh. Data yang akan digunakan pada penelitian ini merupakan data 
penduduk pada tahun 2020 yang berjumlah 2.518 dataset, yang mana sebelum dilakukannya 
pengklasifikasian akan dilakukan pembagian data terlebih dahulu dengan teknik klastering 
menggunakan algoritma K-Means dan K-Medoid. Atribut yang digunakan sebanyak 4 atribut 
yaitu jenis kelamin, umur, tingkat produktivitas dan pendidikan terakhir 
 Sebagai bahan acuan dalam penelitian, peneliti melakukan studi literatur terkait dengan metode-
metode yang sebelumnya pernah menggunakan algoritma PSO diantaranya dilakukan oleh  
Sundaramurthy dkk [17], melakukan klasifikasi terhadap penyakit Rheumatoid Arthritis (RA) 
menggunakan algoritma C4.5 dengan optimasi PSO dan Grey Wolf Optimization, hasil penelitian 
ini menyimpulkan bahwa pengklasifikasian penyakit RA menggunakan algoritma C4.5 dengan 
algoritma optimasi, telah secara akurat membedakan penyakit RA dan non-RA. Pada penelitian 
lain yang dilakukan Pahlevi dkk tahun 2021, yang mana melakukan klasifikasi menggunakan 
C4.5 yang dioptimasi menggunakan PSO membuktikan bahwa algoritma ini dapat meningkatkan 
kinerja metode yang digunakan. Selanjutnya pada penelitian yang dilakukan Saputra dan Prasetyo 
[5] juga menyimpulkan bahwa PSO dapat digunakan sebagai seleksi atribut dan membuat kinerja 
dari algoritma C4.5 menjadi lebih akurat. Berdasarkan studi literatur ini dapat ditarik kesimpulan 
bahwa algoritma optimasi PSO dapat meningkatkan akurasi pada algoritma C4.5. 
2. Metode Penelitian 
Tahapan dari penelitian ini adalah mengumpulkan dataset sebanyak 2.518 record data, dimana 
data ini merupakan data penduduk angkatan kerja pada tahun 2020. Kegiatan pengumpulan data 
ini dilakukan dengan observasi dengan mendatangi langsung Dinas Penanaman Modal, Pelayanan 
Terpadu Satu Pintu dan Tenaga Kerja Kota Sawahlunto. Kemudian melakukan preprocessing 
yang meliputi pembersihan, transformasi dan normalisasi data. Pada tahap ini, dilakukan 
pembagian dataset menggunakan algoritma K-Means dan K-Medoid yang bertujuan agar dapat  
menghasilkan dataset terbaik dan seimbang. Penelitian ini akan membandingkan hasil akurasi 
algoritma C4.5 dengan C4.5 + PSO. Gambar berikut adalah langkah-langkah dari metode 
penelitian yang akan digunakan. 
 





















 Algoritma C4.5 merupakan algoritma tingkatan dari ID3 [18]. Algoritma C4.5 ini menggunakan 
nilai gain untuk menentukan atribut dalam setiap node yang selanjutnya menjadi penentu dalam 
pembuatan pohon keputusan [19]. Rumus information gain : 




 × Entropy (Si)  (1) 
Entropy (S) = ∑ −𝑝𝑖 × log2 𝑝𝑖
𝑛
𝑖=1   (2) 
Dimana S merupakan himpunan dari kasus, |Si| jumlah pada partisi ke-i, A merupakan atribut, |S| 
jumlah dalam himpunan, n (jumlah atribut), serta pi merupakan nilai seimbang dari Si terhadap S 
2.2. Particle Swarm Optimization (PSO) 
 Algoritma PSO merupakan algoritma optimasi yang berawal dari gagasan perilaku gerombolan 
ikan dan gerombolan burung yang terbang secara berkelompok dalam mencapai tempat tujuan 
mereka [17]. Langkah dasar dari algoritma ini yaitu setiap partikel dalam Particle Swarm 
Optimization memiliki kecendrungan untuk bergerak menuju area pencarian yang lebih baik [10]. 
Rumus Particle Swarm Optimization (PSO): 
Vi(t)
 = Vi (t-1) +c1r1[Xpbest i  - Xi (t)]+ c2r2[Xgbest - Xi (t)]  (3) 
Xi (t) = Xi (t-1) + Vi (t)  (4) 
Dimana Vi(t) adalah kecepatan partikel, Xi (t) adalah posisi partikel, c1 dan c2 adalah learning 
rate, r1 dan r2 adalah bilangan acak, Xpbest i adalah posisi terbaik dari partikel i,dan Xgbest adalah 
posisi terbaik global. 
2.3. Algoritma K-Means 
Algoritma K-Means dapat memisahkan data ke cluster terdekat yang mana data yang memiliki 
kemiripan dapat membentuk suatu cluster [20]. Langkah awal dari algoritma ini adalah pemilihan 
nilai k pada masing-masing kelompok, yang selanjutnya dilakukan perbandingan nilai n pada 
setiap data. Perbandingan nilai n digunakan menggunakan jarak euclidean yang diikuti dengan 
jarak nilai terdekat [21]. Persamaan Euclidean: 
 
d(x,y) = ||x-y||2   (5) 
Dimana, d adalah jarak data ke titik pusat, x adalah letak data pada atribut, dan y adalah letak titik 
pusat pada atribut. 
2.4. Algoritma K-Medoid 
 Algoritma K-Medoid juga dikenal sebagai sebutan algoritma PAM (Partitioning Around Medoid) 
pertama kali dikenalkan oleh Leonard Kaufman serta Peter J. Rousseeuw. K-Medoid ini hadir 
untuk menangani kekurangan dari K-Means yang sensitive terhadap noise dan outlier [13]. 
3. Hasil dan Pembahasan 
3.1. Pembagian Data 
 Pembahasan dan hasil diperoleh dari pengklasifikasian data angkatan kerja yang telah dilakukan. 
Dalam penelitian ini, dilakukan  pembagian data terlebih dahulu menggunakan algoritma 
klastering yaitu K-Means dan K-Medoid. Gambar 2 menjelaskan nilai validitas cluster K-Means 
dan K-Medoid. 




Gambar 2. Nilai validitas cluster K-Means dan K-Medoid. 
Dari Gambar 2 dapat dilihat bahwa pembagian klaster K-Means terbaik terdapat pada klaster =2 
dengan nilai validitas klasternya yang terendah, sedangkan pembagian klaster menggunakan 
algoritma K-Medoid terbaik terdapat pada klaster 3, semakin rendah validitas klaster, membuat 
hasil klaster yang dihasilkan menjadi baik dapat disimpulkan bahwa pembagian klaster 
menggunakan algoritma K-Means [22] mempunyai validitas klaster Davies Bouldin Index (DBI) 
lebih kecil daripada pembagian data menggunakan algoritma K-Medoid. 
3.2. Klasifikasi 
 Klasifikasi dilakukan dengan menggunakan bahasa pemrograman Python. Berdasarkan 
eksperimen yang telah dilakukan pada data ini, maka diperoleh pembobotan atribut yang mana 
akan digunakan untuk data training C4.5+PSO dapat dilihat pada tabel 1. 







Jenis Kelamin 0,565 
 
Berdasarkan tabel 1 dapat disimpulkan bahwa atribut tingkat produktivitas memiliki nilai bobot 
nol, yang mana atribut yang memiliki nilai bobot sama dengan 0 (nol) dinyatakan terseleksi [23] 
 
Pengukuran model dilakukan dengan mengujinya menggunakan 2 dataset  metode pembagian 
data yaitu K-Means dan K-Medoid. 
Tabel 2.  Rekap Pengukuran Akurasi Model C4.5 
Dataset C4.5 C4.5 + PSO 
K-Means 66,80% 76,32% 
K-Medoid 56,54% 73,18% 
 
Dari tabel 2 dapat disimpulkan bahwa hasil proses pembagian data menggunakan K-Means lebih 
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K-Means dan K-Medoid terhadap algoritma C4.5 dengan algoritma C4.5+PSO dapat dilihat pada 
gambar 3. 
 
Gambar 3. Diagram Perbandingan Akurasi 
Hasil pengukuran model C4.5 untuk pengukuran akurasi menunjukkan bahwa klasifikasi 
menggunakan algoritma C4.5+ PSO meningkat sebesar 9.52% dibandingkan dengan klasifikasi 
menggunakan algoritma C4.5 saja 
3.3. Analisa Akhir 
 
Gambar 4. Hasil Pohon Keputusan C4.5+PSO 
Dari gambar 4 dapat dianalisa bahwa jenis kelamin, umur, dan pendidikan berada paling puncak 
pada pohon keputusan yang telah dihasilkan, yang mana dapat disimpulkan bahwa faktor yang 
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4. Kesimpulan 
Pada penelitian yang telah dilakukan, pembagian data menggunakan K-Means memiliki akurasi 
yang lebih baik dibanding algoritma K-Medoid dengan nilai DBI K-Means sebesar 0.179. 
Selanjutnya akurasi yang diberikan oleh C4.5 yang telah dioptimasi menggunakan algoritma PSO 
terbukti lebih tinggi dibandingkan mengggunakan algoritma C4.5 saja. Dimana hasil pada 
penelitian menggunakan data ini adalah algoritma C4.5+PSO memiliki tingkat akurasi sebesar 
76.32% sedangkan algoritma C4.5 memiliki akurasi sebesar 66.80%. Hasil dari klasifikasi ini 
yaitu faktor yang paling mempengaruhi angkatan kerja dikota sawahlunto adalah jenis kelamin, 
umur dan pendidikan terakhir. 
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