A trick for computing expected values in high-dimensional probabilistic models.
Sensory stimuli are generally encoded by the activity of thousands of neurons in parallel. Coding theories dealing with such high-dimensional representations face hard numerical problems. One of them is the computation of expected values according to the underlying probability distributions. Direct computations are generally avoided also because of the high numerical precision required. Here, a numerical trick is described that overcomes the problem of numerical precision, thereby providing a simple alternative to indirect methods based on stochastic sampling (Monte-Carlo methods).