This paper studies the problem of estimating the sub-frame temporal offset between unsychronized, non-stationary cameras. Based on motion trajectory correspondences, the estimation is done in two steps. First, we propose an algorithm to robustly estimate the frame accurate offset by analyzing the trajectories and matching their characteristic time patterns. Using this result, we then show how the estimation of the fundamental matrix between two cameras can be reformulated to yield the sub-frame accurate offset from nine correspondences. We verify the robustness and performance of our approach on synthetic data as well as on real video sequences.
Introduction
Figure 1.1: The first prototype of a camera with a single lens.
In the year 1888 Louis Le Prince presented the first prototype of a camera. At that time, he certainly did not expect this triumphal procession of his patent. Unfortunately, he should never find it out because shortly after the presentation, he disappeared. But his invention survived and was improved over the next centuries and an increasing number of cameras had come up since then.
Today, cameras play an important role in our daily live and we find them in nearly every situation. Not only are they used for recording movies for television or video observation, but also they appeared lately in many areas of science, e.g. robotics or medicine. And so today, many researchers are working on improving the techniques and the utilization of cameras.
With the rise of computers and the possibility to analyze video images automatically, it became feasible to receive and to evaluate even more visual information by recording one scene with several cameras simultaneously. But most of todays multi-view processing algorithms, such as stereo vision, visual hull estimation and viewpoint interpolation algorithms, rely on the assumption that the video sequences are temporally synchronized.
Therefore, this work deals with the problem of the identification the time relation between recorded sequences without the need to invade the scene with special cameras. A method is presented for finding the subframeaccurate time offset between two or more video sequences recorded by unsynchronized, non stationary cameras.
Perfect Synchronicity of the video streams can be achieved by hardware synchronization of the recording cameras. While this is feasible for laboratory or studio situations, it reduces the applicability of these methods in outdoor environments. Computing the subframe-accurate time offset between unsynchronized non-stationary cameras is necessary to apply multi-video algorithms to a wider range of scenes.
The presented method is based on tracking feature points and the resulting trajectories. It is divided into two steps. First, the time offset up to per-frame accuracy is estimated by extracting salient points of trajectories and matching their time patterns. This is possible already with only one single trajectory. Camera viewing angle differences of up to 90 degrees can be handled, as long as the tracked feature points are visible in both sequences. Using this coarse alignment, the estimation of the fundamental matrix can be reformulated to directly find the time offset between the non-stationary cameras up to subframe accuracy.
The remainder of the work is organized as follows: The next section summarizes previous work. In chapter 3 the basic principles of epipolar geometry are discussed. Chapter 4 formalizes the problem and gives an overview of the necessary assumptions on the recorded scene. Chapter 5 deals with the problem of robust extraction of motion trajectories. In Chapter 6 the approach to compute the per-frame accurate time shift is presented. Chapter 7 describes how sub-frame accuracy is achieved. Experiments and results on synthetic data with ground truth and real world sequences are presented in chapter 8. In chapter 9 the algorithm is discussed and an outlook for further work is given.
Related Work
Over the last years, the problem of finding the temporal offset between multiple video sequences of one scene recorded with unsynchronized video cameras has been addressed by many researchers. The proposed approaches can be roughly classified in two categories depending on the goal of achieving frame or sub-frame accuracy.
Approaches limited to frame accuracy
In [YP04] points with spatio-temporal variations are detected in the video sequences and are described as a temporal distribution. As the motion of the scene is recorded with both cameras, the same spatio-temporal variations are expected to be caught in the two sequences. This yields the resulting distributions to be similar. The temporal shift between the sequences can then be calculated through an alignment of the distributions.
In [SRL99] feature correspondences are used to determine the camera geometry for a set of multiple cameras lying far apart. This is done by applying planar geometric constraints to the scene in order to align the ground plane of the scene across multiple views. The tracked data can then be aligned in time.
In [SS04] the movement of the objects is analyzed and compared, which allows to synchronize camera streams of different scenes as long as they have the same dynamic.
Approaches achieving sub-frame accuracy
In contrast, [WLB05] and [CSI06] achieve sub-frame accuracy by calculating the fundamental matrix of the cameras. In [CSI06] the exact time shift is calculated on the basis of correspondences between trajectories of moving objects. The obtained results are then evaluated through epipolar constraints.
While most of the approaches use two camera sequences for an estimation of the time shift between them, [WLB05] proposes to use three cameras and to calculate the trifocal tensor. After a frame-accurate alignment by tracking moving objects and identifying inflection points, sub-frame accuracy is achieved by using a consensus based matching heuristic.
The algorithm in [WHK07] extends RANSAC-based approaches [FB81] to recover either a homography or fundamental matrix from putatively matched spatial features in two images. The matches are then used to compute the frame offset. These approaches are however limited to stationary or jointly moving cameras.
In [DZL06] an iterative algorithm is presented using 3D phase correlation based on a projective geometry constraint. For this purpose, the simplified assumption is made that the centres of the cameras are comparative close to each other and, therefore, parallax can be neglected.
In [SP04] an approach of calculating the epipolar geometry of dynamic silhouettes for finding the temporal offset is presented. Using this result, the fundamental matrices between the cameras are estimated and the camera network can be robustly synchronized.
However, to the best of our knowledge, no methods that explicitly deal with independently moving cameras have been proposed so far.
Chapter 3 Epipolar Geometry and the Fundamental Matrix
In the following chapters the fundamental matrix and its calculation will play an important role. To give a better understanding of the meaning of the fundamental matrix, the underlying epipolar geometry must be considered first.
Epipolar Geometry
Given two cameras recording the same scene, this setup can be simplified as shown in Figure 3 .1 (left): Let C and C be the camera centers with their viewing rays perpendicular to their image plains. For a three dimensional point X being recorded in camera C, the two dimensional image point x results from the intersection between the ray from C through X and the image plane. Let x be the corresponding point to x in the second camera view, then the image points x and x , X and the camera centers are coplanar and are lying on the epipolar plane π.
Contrary, for an unknown x this plane can be used for identifying point correspondences. Denote the ray through the two camera centers as baseline and its intersections with the image plains as epipoles e and e (the case of parallel image plains has to be treated separately as the epipoles are then lying in infinity). The epipolar plane is then defined by C, x and e. All space pointsX on the ray through C and X are projected on the same image point x in this camera view, but on different image pointsx on the second image plane. Projecting all pointsX into the image plane of C yields a straight line l on that the projection x from X must be placed. This line is called epipolar line and results as the intersection between the image plane and the epipolar plane π as can be seen in Figure 3 .1 (right). Hence, for known epipoles the search for the corresponding point x to x needs not to cover the entire image plane but can be restricted to the line l . Different space The camera centers C and C as well as the space point X and its projected image points x and x are lying on the epipolar plane π. Right: the projected image point x corresponding to x must be placed on the epipolar line l , given as the intersection between the epipolar plane, defined by C, x and the epipole e, and the image plane.
points X may result in different epipolar lines. Then all these lines intersect at the epipole.
Fundamental Matrix
As described in the section above, for every point x in one image its corresponding point x lies on the epipolar line l in the other image. Hence, there exists a map x l for every point x. It can be derivated algebraically and geometrically that this map is given as a 3×3 matrix F with
and x an image point in homogene coordinates. This matrix is called fundamental matrix and has the rank two and eight degrees of freedom.
As for a pair of corresponding points x is placed directly on l , it follows that x T l = 0 and therefore
with x T the transposition of x . Equation 3.2 defines the fundamental matrix using only point correspondences. Thus, F can be estimated without explicit knowledge of the intern camera parameters.
Note that F is given as zero if the two camera centers are the same.
Eight Point Algorihtm
For the calculation of the fundamental matrix at least eight independent point correspondences are needed, as F has eight degrees of freedom (in fact it can be shown that the estimation is already possible with only seven point correspondences, but that approach is less robust to noise). The used algorithm is therefore called the eight-point-algorithm [LH87] . Each point correspondence yields the following linear equation:
with f , the corresponding vector containing the nine unknown entries of F in descending order. For eight point correspondences the resulting eight equations can be combined to
with M a 8×9 matrix. Calculating the singular value decomposition of M yields M = U SV T with U and V orthonormal matrices and S a diagonal matrix containing the singular values. These singular values are positive and in decreasing order. One solution to (3.4) can be gained with f a right singular vector to M with a singular value of zero. As M contains only eight correspondences and f nine variables, the last singular value will always be zero. Further, the point correspondences being independent is equal to the first eight singular values being non-zero. Thus, the last column of V is always a solution for f and F can be reconstructed from f .
For inexact input data it may happen that the calculated F does not have the rank two but the rank three. Then the calculated epipolar lines would not intersect in the epipole any more. To avoid this ambiguity the constraint of F being of rank two can be enforced by setting the last singular value of F to zero resulting in the closest rank two approximation of F .
But the estimation is still highly sensible to noisy data. The robustness can however be increased by normalizing the point correspondences before as proposed in [Har97] . Thus, the points of each image are independently translated so that their centroid is at the origin. The points are then scaled so that the average distance from the origin is equal to √ 2. After the computation of F this normalization has to be undone.
Due to this normalization the obtained results become more stable and independent to noise. The normalized eight point algorithm is shown below:
Algorithm 1 Normalized eight point algorithm for a robust calculation of the fundamental matrix F between two cameras. Require: Eight point correspondences.
1: For every image calculate the normalized transformations T and T as a translation of the center (or mean value) of the respective eight points to the origin and a scale to a mean distance from the origin of √ 2. 2: Normalize every point given by applying the transformation T . 
Chapter 4
Problem Formulation and Assumptions
Problem Formulation
Let p t = (x t , y t , 1) and p t+1 = (x t+1 , y t+1 , 1) be two homogene spatiotemporal points in the reference input video sequence S and p τ = (x τ , y τ , 1) in the second input sequence S . Let further (x t , y t ), (x t+1 , y t+1 )and (x τ , y τ ) be pixel coordinates of the images taken at the reference time t and t + 1 respectively of the reference camera and the intern time τ of the second camera. Given p t+φ temporally between p t and p t+1 as the exact corresponding point to p τ , the temporal misalignment is given as ∆t with
The relative camera positions are unknown, and changing over time as the cameras are allowed to move separately, but can be described at the time t using the fundamental matrix F t . Applying (4.1) to the definition of the fundamental matrix (3.2) yields
where p and p are a corresponding point pair and p T is the transposition of p . As ∆t is constant over time, (4.2) needs to be fulfilled at every point in time. Hence,
The main task of the algorithms proposed in the next chapters will be to determine this temporal shift ∆t. While single image matching contains no information of the temporal shift, tracking points over multiple frames and reconstructing their moving trajectories allows to compare point correspondences on a temporal aspect.
.., p t+k } be the trajectory resulting in tracking p t over k frames.
Assumptions
For a practical application of the presented approach some assumptions on the scene have to be fulfilled. These result from the different functionings of the used algorithms and influence the final result:
The video sequences for synchronization have to be recorded from the same scene and to be temporally overlapping.
The considered scene needs to include at least one moving object.
The scene must include both linear object motion and motion with non periodic characteristic changes in its direction.
The included motion has to be realistic and continuous to guarantee steady trajectories.
The camera motion, if present, needs to be relative linear compared to the object motion.
The cameras need to have the same frame rate.
The internal temporal distances between two frames need to be constant for each camera.
These assumptions will be discussed in detail in the following chapters. Further it will be shown that the presented approach is not restricted to a laboratory environment as most practical scenes fulfill these assumptions anyway.
Chapter 5
Extracting Trajectories
The algorithms presented in the following chapters are based on the knowledge of the trajectories of moving objects. These trajectories are obtained by first selecting corresponding feature points in both video streams and then tracking them over time.
Feature Selection
For the generation of trajectories single image points are used. Every image point has then to be relocated in the next image of the video sequence. For the case of camera or object motion the considered image point may have moved between the two images and can only be relocated if it can be identified uniquely in the second image. Furthermore, for every used image point the corresponding point in the second camera sequence is needed. As the two camera streams are recorded from different viewpoints, retrieving the corresponding image point in the second camera view is not trivial and is called the "correspondence problem". This problem is even worsen by the fact, that for a subframe accurate temporal offset between the cameras there is no exact matching. Hence, for generating trajectories only characteristic points are considered that can be easily relocated in the second image. These required characteristics are called features. The used feature points can be selected manually, but an automated selection would be desirable. Thus, for gaining the required features an implementation of the following algorithm is recommended.
In [Low03] an approach for selecting features invariant to image scaling and rotation, and partially invariant to change in illumination and 3D camera viewpoint is presented. The approach is named the Scale Invariant Feature Transform (SIFT), as it transforms image data into scale-invariant coordinates relative to local features. It is divided into four steps.
Scale-space extrema detection: The first stage of computation searches over all scales and image locations using a difference-of-Gaussian function to identify potential interest points that are invariant to scale and orientation. Therefore, the image I is first convolved with a variable-scale Gaussian
with k a constant scale parameter. To detect the local maxima and minima of D(x, y, σ) each point is compared with its eight neighbors at the same scale, and its nine neighbors up and down one scale. If this value is the minimum or maximum of all these points then this point is a possible keypoint.
Keypoint localization: At each candidate location, a detailed model is fit to determine location and scale. Keypoints are selected based on measures of their stability. Therefore, first the accurate positions of the points are interpolated using a quadratic Taylor expansion with the point as the origin. Then keypoints lying too close to each other are eliminated by taking the derivative of the Taylor function and comparing it to a threshold. For these points the contrast would not be sufficient for reidentifying the points in the second view. The Difference-of-Gaussian has strong responses on edges and these points have to be eliminated as they cannot be uniquely identified in the other view. For this, the eigenvalues of the Hesse-matrix
are then evaluated. For a point lying on an edge, one of these eigenvalues will be high and the other one will be low. So for the ratio between the eigenvalues being above a threshold, the point will be dropped. Orientation assignment: One or more orientations are assigned to each keypoint location based on local image gradient directions. This is done for achieving invariance to rotation as the keypoint descriptor can be represented relative to this orientation. For the calculation the Gaussiansmoothed image L(x, y, σ) at the scale σ of the keypoint is taken so that all computations are scale-invariant. Then the gradient magnitude and orientation are computed using pixel differences for every pixel around the keypoint. An orientation histogram is computed including 36 bins, each covering ten degrees, and weighted with a Gaussian-function scaled by 1.5σ. A peak in this histogram yields the orientation of the keypoint.
Keypoint descriptor: These local image gradients measured at the selected scale in the region around each keypoint are then transformed into descriptor vectors being highly distinctive and partially invariant to the remaining variations, like illumination or 3D viewpoint. These descriptors are computed as a set of orientation histograms on 4×4 pixel neighborhoods and weighted by the gradient magnitude, and by a Gaussian with σ 1.5 times the scale of the keypoint. The histograms contain eight bins each, and each descriptor contains a 4×4 array of 16 histograms around the keypoint.
The main advantage of this algorithm is that the obtained features and their descriptors are viewpoint independent. So point correspondences between images of two different camera views with no integer offset can be identified as the obtained features and their descriptors should be similar. 
Feature Tracking
The in section 5.1 estimated features have then to be tracked over the frames of each video sequence. This could theoretically also be done by calculating the SIFT features and their correspondences for each pair of two consecutive frames, but it turned out that this is less robust for tracking moving objects. The usage of the Kanade-Lucas-Tomasi [TK91] tracker (KLT tracker) yields more stable results.
This algorithm tries to estimate the position of the tracked feature in the next frame. The obtained results highly depend on the quality of the chosen features. In [ST94] optimal features for KLT-tracking are presented, but for the algorithms explained in the following chapters exact matchings between corresponding points are more critical. Therefore, SIFT features were first extracted and then tracked using the KLT tracker.
The KLT tracker is based on the assumption that the motion of the feature point between two consecutive frames is comparative small and in general that the two considered images are strongly related to each other. An assumption that holds for mostly all scenes with natural movement. For an image feature point I(x, y, t), where (x, y) are its pixel coordinates and t the time or frame count, its position in the next frame can be expressed by
where (ξ, η) is its displacement d between the frames t and t + 1. Note that equation 5.1 does not hold for all points in the scene, as they may be occluded in one frame and visible in the other.
As single pixels normally cannot be uniquely reidentified in the second image, the algorithm searches for windows of pixels around the tracked features. These windows need to include sufficient texture. The window of the tracked point is then fit into the second image and for every possible position an error value is defined over the window w. For every possible position (χ, ψ, t + 1) in the second frame the error is given as The displacement vector d = (x − χ, y − ψ) is then chosen to minimize this residual error. Under the assumption that the inter-frame displacement is sufficiently small, this double integral can be reduced to a 2×2 linear system of equations increasing the speed of the computation.
Frame-accurate Temporal Alignment
The next step in achieving an exact estimation of the temporal offset between two video sequences is to estimate the integer time shift from correspondences between motion trajectories. But rather than matching the trajectories directly, which is hard to achieve if the cameras are moving independently, interest points extracted from the trajectories are used instead. The goal is to find the interest points that represent best the temporal information from these trajectories while achieving maximal view-independence. The frame-accurate temporal offset can then be robustly estimated by finding the best alignment between these representations.
Extracting Interest Points
Recording the motion of one object with two cameras from different viewpoints, its trajectories may differ a lot. This effect is even amplified by independent camera motions, as in the single frames the object and the camera movement are overlapping. Before such corresponding trajectories can be used for the calculation of the time shift, the camera motion and the different viewpoints need to be filtered.
A trajectory of a nonlinear motion can already be characterized by only a few interest points. These are the locations where a change in the motion occurs. Even though the object movement looks dissimilar from the different viewpoints, the changes in the motion take place at the same time. A matching between the extracted interest points of corresponding trajectories can then be used for estimating the temporal shift between the camera sequences.
Such changes in the motion can be changes of the direction and the speed of the object movement. The information of the movement speed can be lost in the two dimensional recordings though as it is depending on the angle between the moving direction and the view ray of the camera. For both being parallel a change in the movement speed cannot be determined. Furthermore, the object movement speed is additionally distorted by camera motion.
An alignment of the extracted interest points of the two trajectories can only yield the correct time shift if in both trajectories the same points have been extracted. Thus, the choice of these interest points needs to be viewpoint independent. Therefor only those points at a change of the direction of the object motion have to be chosen. These points can be imagined as the vertices of the motion trajectory approximating the original trajectory sufficiently accurately. An almost linear camera motion does not influence the choice of these interest points as it only adds a constant term to the object motion and the motion changes can still be identified correctly.
Interestingly, an algorithm from a different domain can be used to extract these points: the Douglas-Peucker-Algorithm [DP73] provides a robust simplification of vector lines which is used to scale down coast lines in geographic maps. Algorithm 2 constructs recursively a linear approximation of the input trajectory by determining that point of the trajectory with the maximal distance to the previous reconstruction. This distance corresponds simultaneously to the error made, if this point is dropped for the approximation. The point is added to the simplification of the trajectory, if the estimated distance exceeds a given threshold . The for this simplification extracted points correspond to the interest points described above. For changing values of different degrees of simplification can be achieved. The value of this threshold is important: for a high the trajectory is strongly simplified and only few points are available for the matching. For a small many points are extracted, but the view independence of the algorithm decreases as the influence of view dependent motion changes grows.
The functionality of this algorithm is shown in figure 6.1. The input trajectory was the movement of a bouncing ball. The extracted points almost correspond to the extrema of the curve and are thereby view independent.
As in this algorithm the distance d between the simplified trajectory Figure 6 .1: 2D motion trajectory of a bouncing ball from a single camera. The extraction of interest points on the trajectory was computed using the Douglas-Peucker-Algorithm.
and the considered point as well as the threshold are measured in pixels, the degree of simplification still depends on the appearance of the motion in the camera view. For different zoom factors, or one camera being closer to the scene than the other, these estimated distances will vary and using the same may yield a different amount of extracted interest points. A matching between these simplified trajectories cannot be guaranteed to be unique any more. To avoid this ambiguity and to assure that the same points were extracted in both camera sequences, different values for need to be used. The only criterion for the choice of is that in both views the same amount of extracted interest points is achieved to assure equal degrees of simplification. The desired values for cannot be pre-estimated, but they can be adjusted during a few iterations. In this way, different zoom factors of the cameras can be handled. Admittedly, this dynamic choice of is restricted to video sequences of the same length, as the amount of extracted interest points depends on the length of the trajectory. Enforcing the trajectories to be of the same length by dropping the first or last frames of the longer trajectory is not recommended as it may result in two temporally non overlapping trajectories. Neither the quotient of the length and the amount of extracted points can yield a length independent measure as the interest points are not equally distributed over the trajectory. The longer trajectory does not automatically result in more interest points than the shorter trajectory, the non overlapping part may only contain linear motion with no interest points at all. The mentioned quotient would then be misleading.
Hence, simplifying the trajectories with different values for eliminates the influence of different zoom factors of the cameras, but trajectories of widely different lengths can only be handled by using the same for both trajectories. Input trajectories with both different lengths and different zoom factors may therefore yield incorrect results. Thus, the behavior of the algorithm always depends on the chosen pair of corresponding trajectories.
String Representation
The simplified trajectories from the different camera views may still look very dissimilar. The orientations of the trajectories as well as the positions and the pixel distance of the interest points are depending on the respective camera parameters. Hence, the interest points are not view independent and cannot be used for the calculation of the time shift directly. But, as described in section 6.1, they are expected to be corresponding, which means that two interest points of the two trajectories result from one motion change of the recorded object. Thus, they were recorded at the same time. A direct match between two corresponding interest points would therefore yield the correct offset in one single step, but is impossible due to their view dependence, as described above.
Instead, the temporal distances of the extracted interest points should be the same in the two camera sequences. The rotation between extracted interest points and remaining points in each trajectory yields an unique time code of the considered sequence. Thus, every trajectory can be reduced to a binary string allocating every found motion interest point with a one and the remaining with a zero. These string representations contain only temporal informations about the extracted interest points and no spatial informations and are thus view independent. Figure 6 .2 shows the string representation of a pre-simplified trajectory of a bouncing ball including only the temporal distances of the extracted interest points. 
String Alignment
As in both camera views the same motion changes are extracted as interest points, their string representations are almost identical. This allows an estimation of the misalignment between two temporal overlapping trajectories from different views by identifying the best match between their string representations. Therefor it is important however, that the recorded scene contains non periodic motion as assumed in section 4.2. Otherwise, the periodicity would be transferred to the string representation and no unique matching could be found.
String alignment algorithms are mainly known from molecular biology for matching genomes, but can easily be adapted to our task. The widely used Needleman-Wunsch-Algorithm [NW70] calculates the best matching between two strings of different lengths allowing missing fragments in the codes. For every possible alignment the algorithm calculates an error measure as a tradeoff between the amount of misaligned and additionally inserted characters. The alignment with the lowest error weight is supposed to be the best alignment.
As for motion trajectories of recorded objects no points are missing, the error measure of the Neeldeman-Wunsch-Algorithm can be reduced to the amount of misaligned characters in every possible alignment. To handle also partial overlapping trajectories, the error measure is divided by the length of the overlapping sequence yielding a normalized error. As the algorithm searches over all possible alignments, a minimal assumed temporal overlap between the sequences has to be set. Otherwise, for a smaller overlap randomly matching interest points become more important up to the point of a temporal overlap of only one frame where one matching pair of interest points would already yield a perfect match, as no characters of the strings are misaligned. The necessity of a minimal overlap is evident, as for a smaller temporal overlap less information can be used for an estimation of the offset. Algorithm 3 shows the adapted algorithm.
Algorithm 3 String Alignment Algorithm
Require: 2 binary codes B, C with |B| = m and |C| = n.
1: Construct a m · n table T as follows: T (i, j) = B(i) xor C(j) (with xor the binary exclusive or). 2: Assign to every diagonal its sum divided by its length as an error measure. 3: Let (i 0 , j 0 ) be the first element of the diagonal with the lowest error value, the time shift between the cameras is given as i 0 − j 0 (depending on which camera is ahead, this can be a positive or negative value). 4: As for increasing i 0 (or j 0 , one of them has always to be zero) the length of the diagonals is decreasing avoiding accurate results, it is required to assure a minimal length of the diagonals (which means a minimal temporal overlap of the two sequences).
Notice that already a single trajectory contains enough information to compute the frame accurate solution. If in practise the tracking results are not reliable, one can use more trajectories and apply a RANSAC [FB81] approach to eliminate outliers.
Achieving subframe accuracy
The exact temporal shift between the cameras can also be estimated using corresponding trajectories: regarding all features recorded at discrete time points on one time axis, every point on a trajectory has two neighbors of its corresponding trajectory under the precondition that both cameras are recording the same object motion. Further there must exist a subframe temporal misalignment. This is in general the case as the scene was recorded with uncalibrated cameras. This temporal shift can then be estimated trough a comparison of these points.
Iterative approach
Let T and T be a pair of corresponding trajectories, then we assume p t and p t+1 of T to be the neighboring points in time to p t on T . Only those point pairs contain enough information of the subframe accurate time shift. Therefore, only the periods of the camera recordings with temporally overlapping trajectories can be used for the calculation. To guarantee this condition, the in chapter 6 identified integral temporal distance n is needed. So the first n points of the trajectory being temporally ahead have to be dropped. Then the last points of the longer trajectory are also neglected. The temporal shift ∆t between the modified trajectories is then smaller than one and the above described assumption is fulfilled for all points. This temporal relation between the trajectories is shown in figure 7.1.
In the area of a partial linear object motion the point p t+a for 0 ≤ a < 1 can be sufficiently accurately approximated by
Note, that the motion vector p t+1 − p t can be a combination of linear object and linear camera motion. Substituting p t+a for p in (4.3) yields with 0 ≤ a < 1 and F a an unknown fundamental matrix with eight degrees of freedom depending on a. The equation 7.2 yields for eight point correspondences a system of equations with eight equations and nine variables. The variable a represents here the possible time shifts between the cameras and can be discretized for different degrees of accuracy. For every possible value of a the system of equations contains eight variables and can be solved for F a . Therefor the normalized eight point algorithm from section 3.3 may be used. Each of the calculated fundamental matrices F a is then evaluated using epipolar geometry: for the point p t+a being projected into the image I of p t ,
yields a linear equation
of a straight line in I on which p t+a is lying. For the p t+a being exact corresponding to p t , the projected p t+a and p t are lying directly on each other and hence p t also on the calculated line. Conversely, the distance between p t and the straight line can therefore be used as an error measure for F a . According to this error measure, every value for a can be evaluated. The real temporal misalignment ∆t is expected to be the a with the least error.
This evaluation is exemplary shown in Figure 7 .2 showing one frame of a scene with a bouncing ball from one camera view. The tracked point is marked with a red cross. Projecting the two temporally neighboring points of the second camera view into this image yields the plotted epipolar lines, in blue, on which the projected points lie. Every interpolated point now provides another epipolar line, placed between the two in the image. The estimated time shift results in finding the best interpolation so that the resulting epipolar line has the minimal distance to the tracked point. If the time shift ∆t was estimated to be zero, this may be an indicator, that T is not temporally ahead to T , as expected. Repeating the calculation for p t and p t+1 as the neighboring points in time of p t will then result in the correct time shift. Notice, that for the case of no subframe time shift the second iteration will also yield zero.
Direct approach
Alternatively, the temporal misalignment can be calculated exactly in one single step as equation (7.2) can be solved for a directly: let p t+a = (x t+a , y t+a , 1) T be the linear combination of p t = (x t , y t , 1) T and p t+1 = (x t+1 , y t+1 , 1) T , and p t = (x t , y t , 1) T , then equation 3.3 can be reformulated to 0 =(x t y t 1)
with f a , the corresponding vector containing the nine unknown entries of F a in descending order.
As F a has eight degrees of freedom, solving (7.5) for a needs nine point correspondences. The resulting system of equations can then be reformulated to
with M a a 9×9 matrix in only a single free variable a. As for the correct temporal offset a there must exist a solution to the above equation, the following constraint needs to be satisfied det(M a ) = 0 (7.7) which corresponds to a degree six polynomial in a (as only the first two coordinates of p t are a function of a) with up to six real solutions. For the case that more than one solution for a lie in the requested interval [0 . . . 1), or none at all, the result will be dropped. This can an indicator for the first assumption being wrong. Then it has to be proceeded as described in section 7.1 and T and T to be switched. Notice, that in this approach the fundamental matrix F itself has not to be calculated. For the case of no motion or only camera motion, there is no unique solution for a since the equation holds for all a ∈ [0 . . . 1). The solution for this will be unique if the trajectories result of at least two independent kinds of motion. This is for example the case for a static background and a moving foreground, two different objects with independent motion or a non-linear deforming object. Hence solving (7.7) for a provides a direct estimation of ∆t in one single step under the assumption that object and camera motion can be linearly approximated between two consecutive frames.
Using the whole trajectories
In practice noise and tracking errors can distort the result, even with trajectories with pure linear motion (both of the object and of the cameras).
The influence of these error sources on the results can be minimized by considering only the parts of trajectories with large object motion. The pixel distance between two points of consecutive images can be used as a criterion for identifying such partial sequences. This pixel distance results however of a combination of object and camera motion. Thus, it cannot be guaranteed that the extracted sequences result only from a large object movement and this approach should only be applied for scenes with minor camera motion. Alternatively, a measure of the object motion can be found by calculating the fundamental matrix F between two consecutive images within one camera sequence. For this calculation eight corresponding point pairs are needed. However, F can only be estimated exactly, if these point pairs are perfectly corresponding. This is not the case any more if one of the points has moved between the two images. So for the calculation only static points have to be considered.
(7.8)
holds then for every corresponding pair of static points in the scene. For moving points the resulting value is different from zero though and equivalent to the object motion. Hence, only those points with a high residual error have to be considered.
This method has the advantage, that through the calculation of the fundamental matrix the camera motion is filtered and does not influence the measure of the object motion. Figure 7 .3 shows the preselection of partial trajectories with high motion. Only the lines drawn through contain enough motion for an estimation of the exact time shift.
However, both approaches only measure the quantity of the motion between the two frames. There is no evidence that the motion was also linear.
Repeating the two approaches for these pre filtered sequences results in a distribution over [0...1) of possible time shifts where the real time shift is expected to be the mean shift.
The direct method has the advantage, that the time shift can be calculated in one single step and is therefore not depending on a discretization of a. Further, the calculation is simplified and largely accelerated as not many values for a have to be tested any more.
However, this approach is more vulnerable to noise and errors of measurement than the algorithm proposed in section 7.1. Thus, for scenes with only minor object motion the iterative algorithm should be preferred. But the above mentioned pre-selection of partial trajectories with large motion minimizes this difference.
Results
The behavior of the in chapter 6 and 7 developed algorithms is now demonstrated on synthetic as well as on real camera data.
Synthetic data
The term "synthetic data" may be misleading, as it mainly describes pure computer generated data. Such generated trajectories are normally the result of mathematically described functions and hence too uniform and not realistic and often even tend to a periodic behavior. Though, the in chapter 6 described algorithm is based on pseudo randomized changes of the motion directories. Further, the point correspondences for the calculation of the fundamental matrix proposed in chapter 7 must not be linearly dependent. Indeed, randomly generated data fulfills this assumption, but often result in an interrupted and non realistic representation of object motion. Manual constructed trajectories are not always doubtless linearly independent.
Scientists of the Carnegie Mellon University in Pittsburgh, Pennsylvania, recorded moving people with several cameras. These people were wearing special markers that could be tracked exactly. From the different views the three dimensional object trajectories were reconstructed. For every used marker one trajectory was generated. The obtained data is freely available through the web [cmu] .
This data was used for calculating the perspective projection into different camera views. The advantage of the resulting camera data is that both the intern camera parameters and the position as well as the temporal misalignment between the cameras could be defined freely. As the such generated trajectories refer to real camera data they can be called semisynthetic. Additionally, noise of the original cameras is obtained.
For testing the in chapter 6 described approach one of the trajectories from the Carnegie Mellon University was randomly chosen. In different tests the influence of the camera parameters and of the threshold on the result was analyzed. For different values of the amount of extracted points from the trajectory changes. It appeared that for confident results between five and fifty percent of the points should be extracted. To ensure this assumption, the parameter had first be chosen in such a way that all points have been extracted and in the following iterations successive enlarged till this boundary was reached. Further increasing results in different simplifications of the original trajectory. For every estimated trajectory with a length fitting in the mentioned interval the best matching was determined. The real time shift is supposed to be the estimated result with the maximal support.
As expected, the robustness of the results depends on the length of the considered trajectory as well as on the baseline of the generated views: a longer trajectory provides more information simplifying the computation whereas a wider baseline hinders finding the correct alignment. Figure 8 .1 illustrates this relation: in the green area the algorithm for finding the frame-accurate offset provides a correct estimation and fails in the red one. Summarizing the results, one can expect to find the correct solution for image sequences with a length of 100 or more frames for baseline differences up to 45 degrees and even up to 90 degrees for longer trajectories. For an evaluation of the subframe accurate temporal difference it is rea-sonable to applicate the direct method described in section 7.2 as the contained motion is adequate high. The scene parameters has been set to an angle of 20 degrees between the cameras and a time shift of 0.4 frames. The results can be seen in Figure 8 .2. The median of the distribution of possible time shifts was 0.3999 and the mean value was 0.4031 with a variance of 0.0062, both according to ground truth. 
Real camera data
For testing the approach to find the integer time offset with real camera data two different scenes were recorded. In the first experiment a dancing woman was recorded with a set of four stationary, but uncalibrated, cameras. The cameras were placed around the scene next to each other with an angle of 15 degrees to their respective neighbors (so the angle between the first and the last camera were 45 degrees). Four images for the same time are shown in Figure 8.3(a) . The utilized pair of trajectories was obtained by using a pyramid implementation of the Lucas-Kanade feature tracker described in section 5.2 and had a length of 100 frames each. The tracked feature had to be chosen manually. A selection of objects with characteristic changes in their motion direction is essential for the algorithm. Therefore the left foot of the woman was chosen. The resulting trajectories are shown in figure  8.3(a) . We only evaluated a pair of two cameras at once but for different values for changing the amount of points being extracted as described for the synthetic data in section 8.1. The results are shown in the histograms in Computing the offsets for all pairs of cameras results in the graph seen in Figure 8 .4. We found that the results are consistent as the sum of every circle in this graph is zero.
The second experiment is an outdoor scene with two moving, hand held cameras recording a trial biker. The pair of sequences used for synchronization were of 100 frames length each. The obtained time shift of 6 frames is according to ground truth, as can be seen in Figure 8 .5, and shows that our algorithm is unaffected of the camera movement.
For testing the algorithm on subframe accuracy we recorded with one moving hand held and one stationary camera, a single throw of a ball as here the ground truth can at least roughly be estimated. Notice, that the radial distortion of the camera lens had to be filtered through a calibration. Therefore a checkerboard is recorded with both cameras. A special software then measures and adjusts the radial distortion in the recorded sequences. The manual estimated time difference was 0.8 frames. The obtained derivation of possible time shifts had its peak at 0.7681, conforming to the estimated ground truth, and a variance of only 0.0019 frames and can be therefore regarded as stable. Notice that the variance was even lower than the variance using our synthetic data as the synthetic data contained less linear motion. The trajectories used for this estimation were of 89 frames length but only 10 frames fulfilled the additional robustness constraint as discussed in Section 7.3. 
Conclusion and Discussion

Critical analysis
Reading the in section 4.2 described assumptions to the recorded scene the practical usage of the presented approach seems to be highly limited. An universal applicable algorithm would be appreciated. However in praxis, most of the recorded scenes fulfill these assumptions anyway. For scenes including no motion at all, a temporal synchronization is irrelevant. The requirement of continuous object motion is in nature in generally automatically fulfilled. Also the needed different kinds of object motion represent a satisfiable assumption as for the calculation of the temporal shift already one single trajectory over only a few seconds suffices. Recording longer scenes, this should nearly always existent. Only the camera movement and the technical circumstances of the cameras need to be controlled. In this context, the huge advantage of this approach should be mentioned, that independent camera motion is allowed at all. This eases the practical appliance of the approach vastly as for recording outdoor scenes no installation of tripods or camera calibrations is needed any more.
The stability of the algorithms for the calculation of the exact time shift is not always guaranteed. This is due to the calculation of the fundamental matrix being highly dependent of the choice of the corresponding points. In scenes with insufficient structure these correspondences may not be determined accurately enough. Noisy camera data even amplifies this effect. For minimizing the influence of these error criterions the used corresponding points should be distributed over the whole scene. Thereby the influence of such inaccuracies of the calculation is reduced.
In contrast, the estimation of the frame accurate temporal misalignment very robust. Once the scene contains sufficient nonlinear motion, the temporal shift can be calculated independently on the baseline between the cameras. Also noise or slight imprecise correspondences do not influence the result. The presented approach is hence extremely robust and may be
