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Tato práce se zabývá modifikací extrakce příznaků a učícího procesu detektorů pro vše-
směrovou detekci objektů. Jde o přidání nových kanálů u detektorů založených na
”
Aggregate
channel features“. Nové kanály jsou tvořeny filtrováním obrazu jádry z autoenkodérů a ná-
sledným použitím nelineární funkce sigmoidy. Experimenty ukazují, že nové kanály jsou
úspěšné, avšak výpočetně náročnější než ostatní. Jsou zde proto diskutovány možnosti, jak
výpočet urychlit. Dále je v této práci vyhodnocen uměle vytvořený dataset automobilů a je
zde diskutován jeho malý přínos při jeho aplikaci na několik detektorů.
Abstract
This thesis focuses on modification of feature extraction and multiview object detection
learning process. We add new channels to detectors based on the
”
Aggregate channel fea-
tures“ framework. These new channels are created by filtering the picture by kernels from
autoencoders followed by nonlinear function processing. Experiments show that these chan-
nels are effective in detection but they are also more computationally expensive. The thesis
therefore discusses possibilities for improvements. Finally the thesis evaluates an artificial
car dataset and discusses its small benefit on several detectors.
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Detekce objektů je častou úlohou v počítačovém vidění. Používá se kvůli automatizaci práce
počítačem, kterou nám umožnil rychlý rozvoj výpočetní techniky. Kamerové systémy jsou
používány téměř všude, buď z důvodu bezpečnosti a nebo z důvodu větší efektivity získávání
informací. V konkrétním případě detekce automobilů může jít například o automatické
monitorování dopravy, detekci dopravních přestupků, nehod a kolon a nebo o automatický
odhad hustoty provozu, měření průměrné rychlosti a získávání jiných statistických údajů.
Obrazová data nemusí být získávána pouze ze statických kamer, ale i z kamer umístěných
například na automobilech pro detekci kolizí jak s ostatními vozidly, tak chodci. Kvůli
možnosti pohybu vozidla a tedy i změny natočení kamery vůči ostatním automobilům je
důležitou vlastností detekce všesměrovost. Totéž platí v situaci detekce chodců.
Při detekci objektů jsou nezřídka využívány neuronové sítě. Důležitým typem neuronové
sítě jsou autoenkodéry. Jsou využívány hlavně kvůli tomu, že nepotřebují učitele. Nejvíce
jsou aplikovány na předtrénování hlubokých sítí, aby váhy byly nastaveny co nejblíže k lo-
kálnímu minimu. Kvůli jejich popularitě vzniklo mnoho modifikací (například lineární de-
kodéry nebo Denoising Autoencoders [21]). Já v této práci využiji autoenkodéry ke tvorbě
konvolučních jader, která jsou přizpůsobena přímo zdrojovým datům.
Mým cílem je v této práci navrhnout modifikace trénovacího procesu detektorů při vše-
směrové detekci objektů. Zaměřím se na framework Aggregate Channel Features [8, 6], který
dosahuje state-of-the-art výsledků při detekci chodců s vyšší rychlostí detekce než ostatní
detektory [7]. Tento detektor je založen na posuvném oknu a na sdílení informací mezi
různými typy kanálů, které byly z obrazu vypočteny. Navrhnu a vyhodnotím modifikaci
trénovacího procesu tohoto frameworku. Konkrétně půjde o přidání nových typů kanálu do
procesu trénování za využití autoenkodérů. Nové kanály vytvořím konvolucí jader, která
vznikla ve skryté vrstvě autoenkodéru se vstupním obrazem. Informace extrahované z ob-
razu pomocí autoenkodérů budou získávány z různě natočených instancí objektů. Způsob
výpočtu kanálů pomocí autoenkodérů by tedy měl zachovat všesměrovost při následné de-
tekci. Budu se zabývat různými typy preprocessingu a postprocessingu při tvorbě kanálů,
velikostmi vstupní a skryté vrstvy autoenkodéru a jejich vliv na úspěšnost detekce. Nové
kanály srovnám s již stávajícími kanály a vyhodnotím jejich úspěšnost a přínos.
Dále se budu zabývat řešením problému ručního anotování různě natočených objektů při
tvorbě trénovacích a testovacích datasetů, které je často časově náročné, protože vyžaduje
mnoho lidských zdrojů. Vyhodnotím přínos uměle vytvořeného datasetu na úloze detekce
automobilů.
Ve druhé kapitole představím nejčastěji používané metody pro všesměrovou detekci ob-
jektů. V kapitole 3 pak představím framework Aggregate Channel Features a strukturu
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vytvářených detektorů včetně jejich důležitých částí – způsoby vytváření kanálů, Fast fea-
ture pyramids a boostingové metody. V kapitole 4 se věnuji autoenkodéru a jeho modifikaci
lineární dekodér včetně jejich možností kombinace s ACF frameworkem. V následujících
kapitolách se pak postupně zabývám návrhy (kapitola 5) a vyhodnocením (kapitola 6) ex-




Dnes známe několik různých způsobů detekce objektů. Je to například postup shora dolů,
u kterého zjišťujeme přítomnost objektu na základě předpokladů o objektu a jeho vlastností.
Testování probíhá postupně z nízké úrovně detailů shora dolů až k původním obrazovým
datům.
Naopak u postupu zdola nahoru předpokládáme, že se hledaný objekt skládá z více částí,
které lze hierarchicky uspořádat. Tedy že jednoduché části objektu se dají zkombinovat
v celý objekt. Postupujeme zdola od obrazových dat přes hrany nahoru směrem k vyšší
abstrakci.
Běžně se využívá posuvného okna a kaskády klasifikátorů, která vyhodnocuje, zda okno
obsahuje objekt nebo nikoliv. K popularitě tohoto přístupu nejvíce přispěla práce Violy a
Jonese [22], ve které byl představen extrémně rychlý framework pro detekci objektů založený
na integrálním obraze a boostovacím algoritmu. Příklady detekce viz na obrázku 2.1. Princip
spočívá ve velmi jednoduchých slabých klasifikátorech, které dokáží rozlišit hledaný objekt
od pozadí. Jako příznaky jsou nejčastěji používány Haarovy příznaky, případně jiné, které
jsou pro konkrétní úlohu efektivnější.
I postupů pro řešení všesměrové detekce objektů dnes existuje několik. Lze natrénovat
několik detektorů, přičemž každý je přizpůsoben jednomu natočení nebo intervalu natočení
objektu. Vstupní obrázek tak musí projít několika různými větvemi detektoru. Tyto větve
musí být předem předpřipraveny a navrhnutí takové struktury aby detektor dobře fungoval
není triviální. Navíc tento přístup vyžaduje trénovací dataset s ručně označeným natočením
objektu. Řešení automatického návrhu struktury větví detektoru bez učitele přinesli Wu
a Nevatia [23]. Příklady detekce jejich řešení viz na obrázku 2.1.
Jiným přístupem je sdílení informací mezi třídami. Jednotlivé třídy zde odpovídají na-
točení objektu. Tento přístup ale v dnešní době také potřebuje ručně označené natočení
objektu. Zjistit natočení předmětu v datech však obecně není jednoduchý problém, protože
předmět může být natočen najednou ve více osách a nemusí být například viditelný celý.
Problém zakrytí různých částí objektu může být řešen velice podobně – trénováním několika
předpřipravenými způsoby zakrytí objektu. Zřejmou nevýhodou tohoto postupu je ztráta
obecnosti. Liao a kolektiv [15] ukázali řešení částečného překrytí tváře při všesměrové de-
tekci za pomoci nového způsobu extrakce informací z obrázku Normalized Pixel Difference
s použitím AdaBoost algoritmu [9, 20]. Příklady detekce viz na obrázku 2.1.
Rozdělení objektu na podobjekty a oddělené detekování těchto podobjektů je další pou-
žívaný přístup. Podobjekty jsou pak spojovány do topologických grafů a následně je dete-
kován celý objekt. Případně lze celý obraz segmentovat a tím oddělit jednotlivé podobjekty,
tyto klasifikovat a následně podle topologie segmentů detekovat celý objekt.
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Obrázek 2.1: Příklady detekcí různých typů detektorů, které navrhli Viola a Jones [22]





Jedním z obecných frameworků pro detekci objektů je Aggregate Channel Features [6] (dále
jen ACF). Jde o nekomplikovaný framework, který využívá více různých typů informací
o stejném obrázku najednou. Tyto informace nazývají autoři kanály (anglicky channels, viz
sekci 3.1). Princip je velice podobný frameworku Integral Channel Features [8] (dále jen
ICF) s tím rozdílem, že konečné příznaky, které jsou z obrazu získány jsou v případě ICF
součty hodnot pixelů z obdélníkové oblasti jednotlivých kanálů a v případě ACF jsou to
přímo pixely v kanálech. Oba přístupy však užívají kanály a dále klasifikátory založeny na
slabých klasifikátorech.
Postup algoritmu v ACF je zobrazen na obrázku 3.1. Ze vstupního obrázku je nejprve
extrahováno několik různých typů informací (kanálů) ve formě matic pixelů o stejné velikosti
jako původní obrázek. Každý blok pixelů v každé matici je sečten do sumy a každá matice
je vyhlazena. Výslednými příznaky obrázku, které jsou dále v detektoru používány, jsou
hodnoty jednotlivých pixelů ve vrstvách kanálů nad sebou. Pro trénování je běžně používán
AdaBoost (viz sekci 3.4). Dollár a kolektiv [6] ukázali, že správným výběrem informací
z obrázku a správným nastavením parametrů lze pomocí ACF dosáhnout state-of-the-art
výsledků při detekování chodců.
Tento framework také obsahuje systém pro zpracování objektů při různém měřítku. Jde
o nový a rychlejší přístup k této problematice. Podrobněji se této části frameworku věnuji
v sekci 3.2. Průběh trénování ACF detektoru s měkkou kaskádou a strukturu ACF detektoru
detailně popisuji v sekci 3.3. V sekci 3.5 se pak zabývám možnostmi zpracování výsledků
z detektoru po provedení detekce.
Obrázek 3.1: Ze vstupního obrázku je nejprve extrahováno několik různých typů informací,
které se nazývají kanály. Těmto informacím ve formě matic pixelů je sníženo rozlišení. Pří-
znaky obrázku jsou polohy jednotlivých pixelů ve vrstvách kanálů. Nakonec je k trénování
použit boosting. Obrázek byl převzat z [6].
6
3.1 Typy kanálů
Kanálem obrazu nazýváme takový obraz C = Ω(I), jež získáme operací Ω z originálního
obrazu I. Protože je každý pixel kanálu C vypočten z odpovídajících pixelů obrazu I, má
kanál stejnou velikost jako originální obraz I a také zachovává jeho celkovou strukturu.
Nejjednodušším kanálem pak mohou být jednotlivé barevné kanály barevného obrazu I
a nebo v případě černobílého obrazu přímo obraz I (tedy C = I). Jiné kanály mohou
vzniknout lineární nebo nelineární transformací originálního obrazu.
Protože většinou při detekci hraje velikou roli čas, a protože se pro detekci často používá
posuvné okno s krokem menším než je velikost okna (a tedy stejná část obrazu se objevuje
v několika různých oknech), kanály musí být invariantní vůči posunu. Tedy pro téměř
shodné obrazy I1 a I2, které jsou navzájem rozdílné pouze kvůli posunu, musí být výsledné
kanály C1 = Ω(I1) a C2 = Ω(I2) posunuty stejně jako originální I1 a I2. To umožňuje aby
byla operace výpočtu kanálu Ω vypočtena pouze jednou pro celý obraz – tedy mnohem
efektivněji než zvlášť po každém kroku posuvného okna.
Mnoho kanálů, které se běžně v rámci tohoto frameworku pro detekci objektů použí-
vají, jsou standardní nástroje používané při zpracování obrazu a jejich použití není nijak
časově náročné. Na některé z následujících nástrojů může mít velký vliv předzpracování
obrazu rozmazáním (odstranění šumu nebo velmi podrobných struktur). Grafické příklady
vypočtených kanálů viz na obrázku 3.2. Nejběžnějšími kanály jsou:
• Jednotlivé barevné kanály obrazu – LUV, RGB, černobílá reprezentace obrazu apod.
V některých případech může být barva důležitá (např. barva pokožky při detekci
chodců [8]), v jiných zase ne (např. při detekci automobilů, kde mají laky karosérií
veliké spektrum barev).
• Lineární filtrace – orientované Gáborovy filtry pro detekci orientovaných hran, rozdíl
Gaussových funkcí (DoG) pro zjištění struktury obrazu.
• Nelineární transformace – Cannyho detektor pro detekci hran v obraze.
• Histogram orientovaných přechodů (HOG) – jde o sadu histogramů, kde každý histo-
gram představuje určitý interval úhlů a kde každá hodnota v histogramu představuje
velikost gradientu. V našem kontextu jde o kanály Cθ(x, y) = G(x, y)[[Θ(x, y) = θ]],
kde G(x, y) značí velikost gradientu, Θ(x, y) jeden z intervalů úhlu a kde [[·]] značí
hodnotu 1 pokud je podmínka splněna, jinak 0. Běžně je 360◦ rozděleno na 4 nebo 8
intervalů. Kanály HOG mohou kvůli své podstatě přinášet velice podobné informace
jako orientované Gáborovy filtry.
Návrh dalších (vlastních) kanálů je omezen několika podmínkami. Všechny tyto pod-
mínky plynou z principu, na kterém je ACF založen. Jsou to:
1. Nově vypočtený kanál musí mít stejné rozměry jako původní obraz. Kanál tedy nesmí
být větší než původní obraz. V praxi se může stát, že chceme zanedbat část při okraji
kanálu, abychom se vyhnuli artefaktům (např. při konvoluci) a tím můžeme obdržet
kanál s menšími rozměry. Vhodným řešením je doplnění takového kanálu výplní na
rozměr původního obrazu (buď konstantou a nebo opakováním okrajových hodnot).
2. Druhou podmínkou pro správnou funkčnost kanálu je to, že pozice pixelu v kanálu
musí odpovídat pozici pixelu v původním obrazu, aby byla zachována celková struk-
tura obrazu. To je důležité kvůli způsobu, jakým jsou vypočítávány slabé klasifikátory
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(a) (b) (c) (d)
(e) (f) (g) (h)
Obrázek 3.2: Příklady několika základních kanálů, které se v ACF frameworku používají.
(a) Černobílá varianta původního obrazu. (b) Velikost gradientu. (c–h) Velikost gradientu
v určitém směru (rozsahu úhlu).
při trénování v části boostingu. Malý posun odpovídajících si bodů obrazu mezi jed-
notlivými kanály však nepřináší žádné zhoršení.
3. Poslední podmínkou je invariance kanálu vůči posunu, aby mohlo dojít k urychlení
při detekci objektů kvůli použití posuvného okna.
3.2 Fast feature pyramids
V obecné detekci objektů je potřeba počítat s objekty v různém měřítku. Přímým způsobem
může být postupné zmenšování trénovacího obrázku (a samozřejmě přizpůsobení i popisu
obrázku, například obalujícího obdélníku) a výpočet příznaků obrázku na každé velikosti.
Protože je však získávání informací o obrázku ve většině případů výpočetně náročné, je
výpočetně náročný i tento přístup.
Zrychlení při zachování přesnosti přináší Fast feature pyramids [7, 6]. Tato metoda se
snaží odhadnout příznaky menšího obrázku bez jeho explicitního zmenšování. Místo vý-
počtu příznaků ze zmenšeného obrázku vypočítá příznaky z obrázku v původním rozlišení,
a až těmto příznakům (kanálu) postupně snižuje (případně zvyšuje) rozlišení. Graficky je
tento postup znázorněn na obrázku 3.3. Aby se co nejvíce potlačila nepřesnost, je rozlišení
snižováno takovým způsobem, že je každý pixel ve výsledném kanálu váženým součtem
pixelů v kanálu s původním rozlišením.
Odhadování kanálů může vést dvěma směry. Buď můžeme odhadovat kanál zvětšeného
obrazu (oproti původnímu) a nebo zmenšeného. Jde o dvě různé situace, které je třeba
řešit. Při umělém zvětšování obrazu se jeho struktura nemění a lze tedy předpokládat, že se
nemění ani struktura kanálu, který je vypočítán nad zvětšeným obrazem. Ten lze jednoduše
odhadnout zvětšením kanálu, který byl vypočten nad původním obrazem a žádné další
úravy nejsou potřeba.
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Druhá situace je však naprosto jiná, protože podvzorkováním se z obrazu může vytrá-
cet informace o vysokých frekvencích a to může vést ke změně struktury obrazu a tedy i
ke změně struktury vypočteného kanálu a ke změně velikosti jeho energie. Statistiky nad
přírodními fotografiemi (tím nejsou myšleny fotografie přírody, ale jakékoliv obrázky, které
nejsou uměle vysyntetizované) jsou nezávislé na měřítku v němž byly pořízeny. Tedy ani
energie obrazu není závislá na tom, jakou část zachyceného objektu představuje jeden pixel.
Rozdíl hodnot energií původního a zmenšeného obrazu a tedy i původního a zmenšeného
kanálu závisí pouze na relativním měřítku mezi původním a zmenšeným obrazem nebo ka-
nálem. Matematicky tento vztah můžeme zapsat jako E(I, s1)/E(I, s2) ≈ r(s1− s2), kde E
vyjadřuje energii obrazu, s měříto obrazu a kde r představuje funkci, jež vyjadřuje poměr
energií mezi obrazy při daném relativním zmenšení. Pokud platí r(s1 + s2) = r(s1)r(s2) a
pokud je r spojitá nenulová funkce, pak musí mít tvar r(s) = e−λs pro nějakou konstantu λ.
Tato konstanta se liší pro každý z typů kanálů a také bude mít jinou hodnotu při zvětšování
nebo zmenšování obrazu. Pokud však nebudeme chtít predikovat kanál pro nadvzorkovaný
a vyhlazený obraz, ale pro větší obraz s vyšším rozlišením, pak bude konstanta λ pro daný
kanál stejná. Příklad vypočtené pyramidy na vstupním obrazu viz na obrázku 3.4.
Obrázek 3.3: Výpočet příznaků pro různá měřítka. Is označuje obrázek, Ω výpočet příznaků
(kanálu), Cs získané příznaky (kanál) a s značí měřítko vůči obrázku s plným rozlišením.
Vlevo: klasický postup – každý obrázek je zmenšen a teprve z něho je vypočítán kanál.
Vpravo: Postup Fast feature pyramids – kanály jsou odhadovány. Obrázek byl převzat z [6].
3.3 Průběh trénování
Trénování detektoru probíhá v několika kolech (viz obrázek 3.5). Počet kol závisí na nasta-
vení parametrů. V prvním kole jsou navzorkována okna z pozitivních obrázků a z těchto
oken jsou vypočítány kanály. Pokud nejsou konstanty λ již předpočítány, jsou pro jednotlivé
kanály a měřítka vypočteny (viz sekci 3.2). S jednotlivými hodnotami pixelů kanálů je dále
(a) (b) (c) (d) (e) (f)
Obrázek 3.4: Příklady kanálu 3.2b v některých stupních pyramidy. V pyramidě v tomto
případě bylo 21 obrázků; postupně jsou zobrazeny pouze 1., 5., 6., 13., 14. a 21. Kanály
(a–b), (c–d), (e–f) vždy pochází ze stejného kanálu, který byl vypočten nad zmenšeným
původním obrazem. Kanály (a–f) nejsou vypočteny z obrazu, ale zmenšením jiného kanálu








Obrázek 3.5: Schéma průběhu trénování ACF detektoru.
pracováno jako s jedním dlouhým vektorem. Dále jsou navzorkována okna z negativních
obrázků a na nich vypočteny kanály.
Skupiny pozitivních a negativních příznaků obrazu v podobě kanálů jsou předány do
AdaBoost algoritmu. Ve výchozím nastavení je použit diskrétní AdaBoost ve verzi soft cas-
cade (podrobnosti viz v kapitole 3.4) a jako slabé klasifikátory jsou použity rozhodovací
stromy s hloubkou dva. Rozhodovací stromy se ve svých uzlech rozhodují na základě porov-
nání dvou hodnot. Z kanálů je náhodně vybrán bod, který je porovnán se zvoleným prahem
a na základě tohoto porovnání je uzel rozhodovacího stromu vyhodnocen.
V dalších kolech trénování detektoru jsou navzorkována další okna z negativních obrázků
a na nich vypočteny kanály. Tyto kanály jsou přidány k již existujícím kanálům negativních
oken a znovu je proveden algoritmus AdaBoost.
Každá hodnota každého kanálu je v implementaci ve výchozím nastavení kvantována
na 255 hodnot a tyto nakvantované kanály jsou uloženy pro další použití. Tento postup
přispívá ke zvýšení rychlosti při trénování slabých klasifikátorů.
Výsledkem trénování je klasifikátor založený na posuvném oknu (strukturu viz na ob-
rázku 3.6). Extraktor kanálů získává kanály vstupního obrazu v různých měřítcích pomocí
Fast feature pyramids. V měkké kaskádě jsou jako slabé klasifikátory použity rozhodovací
stromy hloubky 2. Prahy, které po každém stupni rozhodují o tom, zda je vstupní vzo-
rek pozitivní či negativní, mohou být přizpůsobeny až po natrénování celého detektoru a
tím může být dosažena optimální rychlost klasifikátoru. Potlačení více detekcí objektu na












Obrázek 3.6: Schéma ACF detektoru objektů. Extraktor kanálů získává kanály vstupního
obrazu v různých měřítcích pomocí Fast feature pyramids (viz sekci 3.2). V měkké kaskádě





P“ pozitivní. Aby bylo okno obrazu považováno za pozitivní vzorek, musí
projít jako pozitivní všemi stupni kaskády. Na obrázku jsou zobrazeny dva stupně kaskády.
3.4 Boosting
Boosting se již dlouho známým, pohodlným a rychlým postupem při zpracování velkého
množství informací o obraze. Zástupci této rodiny algoritmů jsou například AdaBoost [9,
20], Random Forests [10], RealBoost nebo LogitBoost. Základním principem je použití
velkého množství slabých klasifikátorů.
Slabý klasifikátor je takový klasifikátor, jež přiřadí vstupní vzorek do jedné ze dvou
kategorií s vyšší úspěšností než náhodný klasifikátor, tedy s chybou menší než 0,5. Ale i
klasifikátor s menší úspěšností se v těchto algoritmech dá využít a to tak, že se pomocí
záporného znaménka změní na jakýsi negativní klasifikátor. Důležité je, aby jeho úspěšnost
byla co nejdále od úspěšnosti náhodného klasifikátoru, tedy od hodnoty 0,5.
Protože slabých klasifikátorů musí být velké množství, je jejich vyhodnocení i přes jejich
jednoduchost a rychlost výpočtu velmi náročné. Většinou je detekce prováděna posuvným
oknem na obraze, na kterém je relativně malé množství hledaných objektů a tedy jen málo
oken obsahuje hledaný objekt a stává se tak pozitivním. Řešením náročnosti výpočtu vel-
kého množství klasifikátorů je tedy brzké zahození okna, pokud je jasné, že v něm hledaný
objekt není. K tomuto účelu se používá kaskáda klasifikátorů. Kaskáda obsahuje několik
stupňů, přičemž za každým stupněm je vstupní vzorek dat, kterým je okno obrazu, testován,
zda není určitě negativní. Pokud je určitě negativní, je zahozen, pokud ne, je vyhodnoco-
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ván následujícím stupněm kaskády. Pouze pozitivní a velmi slibné vzorky projdou celou
kaskádou. Těchto je však typicky o několik řádů menší množství, což vede k úspoře času
při výpočtu.
Nevýhodami základní kaskády jsou (1) ztráta veškerých informací o vstupním vzorku
při přechodu do dalšího stupně kaskády, protože jednotlivé stupně jsou samostatné jednotky
a (2) neoptimální nastavení délky stupňů a jejich prahů. Vylepšenou verzí základní kaskády
je soft cascade (měkká kaskáda), která volí hodnoty prahů zpětně až po natrénování celého
klasifikátoru. Příklad měkké kaskády viz na obrázku 3.6. Tento postup umožňuje nastavit
prahy tak, aby byla dosažena optimální rychlost klasifikátoru.
Z experimentů Dollára a kolektivu [8] vyplývá, že použití ani jednoho z algoritmů Ada-
Boost, RealBoost a LogitBoost při trénování nepřináší větší přesnost detekce než použití
jiného z této trojice. Při implementaci ACF frameworku byl vybrán AdaBoost.
AdaBoost algoritmus (Adaptive Boosting [9, 20]) je jedním z klasifikátorů založených na
slabých klasifikátorech. V případě AdaBoostu však klasifikátory netvoří stromovou struk-
turu, ale celkový klasifikátor je složen lineární kombinací slabých klasifikátorů.
Principem adaptace algoritmu AdaBoost je snížení váhy u správně klasifikovaných
vzorků a naopak zvýšení váhy u špatně klasifikovaných. Tím se celý klasifikátor přizpůso-
buje datům, protože jsou posíleny slabé klasifikátory na vzorcích, na kterých celý klasifikátor
v minulé iteraci selhal.
Vstupem algoritmu AdaBoost (viz algoritmus 1) jsou anotovaná vstupní data. Každý
vstupní vzorek z dat patří vždy do jedné ze dvou kategorií. Výstupem je pak klasifikátor, jež
pro vstupní vzorek rozhodne, do které ze dvou kategorií patří. V každé iteraci je vytvořen
slabý klasifikátor, jež snižuje chybu celého klasifikátoru. Tomu je přiřazena váha podle
velikosti jeho chyby. V posledním kroku jsou pak upraveny váhy jednotlivých dat tak, aby
se klasifikátor na data adaptoval.
Algoritmus 1: Algoritmus AdaBoost.
Vstup: trénovací vzorky (x1, y1), . . . , (xm, ym);xi ∈ X , yi ∈ {−1; +1}
Inicializuj váhy D1(i) = 1m , kde i = 1, . . . ,m;
for t = 1, . . . , T do




if t ≥ 12 then
break;
end if






Uprav váhy Dt+1(i) =
Dt(i) exp(−αtyiht(xi))
Zt
, kde Zt normalizuje výsledek tak, aby
Dt+1 bylo rozložení pravděpodobnosti;
end for




3.5 Potlačení nemaximálních hodnot
Obvykle je vstupem klasifikátoru okno obrazu s fixní velikostí a výstupem ohodnocení
ukazující zda v okně je a nebo není hledaný objekt. Ovšem v praxi je většinou detekován
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objekt i v několika sousedních oknech, protože je klasifikátor v malém rozsahu translačně
invariantní. Tento problém lze řešit například clusteringem nebo potlačením nemaximálních
hodnot.
ACF framework nabízí několik alternativ v potlačení nemaximálních hodnot překrýva-
jících se obalujících obdélníků okolo objektů:
1. K potlačení překrývajících se obdélníků dochází podle plochy, kterou se překrývají.
Pro každé dva obdélníky je vypočtena velikost překrývající se plochy:
Ol(bb1, bb2) = area(intersect(bb1, bb2))/area(union(bb1, bb2)),
kde bb označuje obdélník. Pokud je hodnota Ol větší než zvolená hranice, pak je
obdélník s menším ohodnocením potlačen. Ve výchozím nastavení je místo funkce
union použita funkce min.
2. Potlačení obdélníků je stejné jako ve variantě 1 s tím rozdílem, že obdélníky jsou
zpracovávány sestupně podle ohodnocení a jakmile je jednou daný obdélník potlačen,
nemůže potlačit další obdélníky.
3. Algoritmus se snaží vybrat takovou nejmenší podmnožinu obdélníků, aby každý z ob-
délníků, který nebyl vybrán byl překryt libovolným vybraným obdélníkem. Ohodno-
cení výsledných obdélníků je pak vypočteno jako součet ohodnocení všech obdélníků,
které vybraný obdélník překrývá. Alternativně může být místo součtu použito maxi-
mum z ohodnocení.
4. Z množiny navzájem se překrývajících obdélníků je vytvořen pouze jeden obdélník,
jehož střed je vypočten ze středů vstupních obdélníků. Výpočet středu a velikosti
výsledného obdélníku lze parametrizovat.
Algoritmus potlačení nemaximálních hodnot může probíhat při složitosti O(n2). Pro
velké hodnoty n lze však vstupní data rozdělit na dvě části podle souřadnice x a y, provést




Neuronové sítě jsou dnes v informačních technologiích velmi využívaným prostředkem při
zpracování dat. Využívají se při zpracování obrazu, zvuku, přirozeného jazyka a dalších
typů dat. Jedním ze způsobů využití neuronových sítí je rozpoznávání a detekce v ob-
lasti počítačového vidění. Důležitou vlastností neuronových sítí je zejména jejich schopnost
vnitřně reprezentovat vstupní data. Je to především schopnost hledat a učit se závislosti
v datech, a to i ty, které nejsou zřejmé, a dále schopnost pracovat s nepřesnými nebo
částečně poškozenými daty.
Autoenkodér [12] je dopředná neuronová síť. Nejčastěji je složen ze tří vrstev, aktivační
funkcí neuronů bývá sigmoida
f(z) =
1
1 + exp(−z) , (4.1)
jejímž oborem hodnot je interval (0; 1). Derivací této aktivační funkce je
f ′(z) = f(z)(1− f(z)). (4.2)
Grafy těchto funkcí viz na obrázku 4.1. Příklad autoenkodéru se čtyřmi vstupy a se třemi
neurony ve skryté vrstvě viz na obrázku 4.2.
Autoenkodér se učí bez učitele a tedy nepotřebuje pojmenovaná data. Učí se obecné
znaky o vstupních datech a vyhledává mezi nimi souvislosti. Cílem autoenkodéru je nastavit
váhy W a biasy b mezi svými neurony tak, aby se výstupní hodnoty yi co nejvíce blížily
hodnotám vstupních dat xi. Informace o vstupních datech je autoenkodér nucen uložit ve
vahách své skryté vrstvy. Protože je tato vrstva malá a nebo je použit řídký autoenkodér
[17, 18], je tento nucen reprezentaci dat provádět efektivně.
Při trénování autoenkodéru se používá optimalizační algoritmus (jako je například Con-
jugate gradient method) pro minimalizaci objektivní funkce a algoritmus pro výpočet gra-


























První člen této funkce (zapsán v hranatých závorkách) počítá chybovost autoenkodéru.
Druhý člen funkce, uvozený písmenem λ, penalizuje váhy s velkými hodnotami. Nazývá se
člen weight decay. Písmeno λ, které se nazývá weight decay parametr, zde slouží k regulo-
vání poměru důležitosti mezi chybou autoenkodéru a weight decay regularizací. Protože se
autoenkodér snaží na výstupu zrekonstruovat vstup, platí y = x.
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Příklad grafického zobrazení vah natrénovaného autoenkodéru 4.3a, vstupních dat 4.3b a
aktivací neuronů skryté vrstvy 4.3c viz na obrázku 4.3. Autoenkodéry jsem v tomto případě
trénoval pomocí nástroje DN train [16] pro názornost na datasetu s ručně psanými číslicemi



















Obrázek 4.1: Vlevo je zobrazen graf sigmoidy 4.1, vpravo graf její derivace 4.2.
4.1 Lineární dekodéry
Klasické autoenkodéry na svém výstupu zpravidla používají funkci s omezeným oborem
hodnot. V případě sigmoidy je obor hodnot omezen na interval (0; 1). Protože se tato
síť snaží zrekonstruovat na svém výstupu své vstupní hodnoty, logicky musí být i vstupní
hodnoty z tohoto intervalu. Typický vstupní obraz, ať už barevný nebo černobílý, nabývá
hodnot od 0 do 255. Vstupní data se tedy musí předzpracovávat. Přímé metody, jako
je vydělení hodnot celého obrazu maximální hodnotou 255, většinou nevedou k dobrým
výsledkům při trénování autoenkodéru. Používanějším postupem je bělení dat.
Jakékoliv předzpracování obrazu při trénování autoenkodéru je však pro správné fungo-
vání nutné provádět i při používání autoenkodéru. Abychom se náročnému předzpracování,
jako je například bělení dat, mohli vyhnout, lze změnit výstupní funkci autoenkodéru na
funkci identity. Vzniká tak lineární dekodér, který již nepotřebuje vstupní data v omeze-
ném rozsahu. Coates a kolektiv [4] uvádí, že vybělení dat nemá na úspěšnost autoenkodérů
vliv. Přesto je někdy vhodné, například kvůli světelným podmínkám, předzpracovat data
alespoň odečtením střední hodnoty.
Rozdíl autoenkodéru a lineárního dekodéru spočívá ve změně výstupní funkce. Aktivační
funkce neuronu ve skryté vrstvě zůstává stejná. Po natrénování se dále kvůli této změně liší
povaha vah ve skryté vrstvě. Vizuálně jsou jádra lineárního dekodéru, která byla váhami
vytvořena, více zašuměna. Rozdíl viz na obrázku 4.4.
4.2 Hluboké neuronové sítě
Neuronové sítě s více než jednou skrytou vrstvou se nazývají hluboké neuronové sítě. Tyto
mají, oproti jednovrstvým sítím, schopnost efektivně reprezentovat složité závislosti v da-
tech, a tak pracovat s informacemi na vysoké úrovni abstrakce. Mějme například hlubokou
síť, na jejíž vstup jsou přivedeny pixely obrázku. První vrstva takovéto sítě pak může roz-
poznávat a reprezentovat hrany objektů na vstupním obrázku, druhá vrstva již například
obrysy nebo části objektů, třetí vrstva celé menší objekty a tak dále. Nejvyšší vrstvy tedy



























Obrázek 4.2: Autoenkodér se čtyřmi neurony ve vstupní a výstupní vrstvě a se třemi neurony
ve skryté vrstvě. Neurony jsou zde znázorněny jako kolečka. Některé neurony jsou značeny
čárkovaně proto, že první vrstvu autoenkodéru můžeme chápat buď jako přímo vstupní
data celého autoenkodéru nebo jako neurony předcházející skryté vrstvy v hlubokých sítích.
Skrytá i výstupní vrstva má mezi svými vstupy bias.
Pokud porovnáme reprezentační sílu jednovrstvých a hlubokých sítí, tak zjistíme, že hlu-
boké sítě potřebují ke srovnatelné reprezentaci vstupních dat exponenciálně méně neuronů
ve svých vrstvách [19]. S menším počtem neuronů se zvyšuje rychlost učení sítě, protože se
výpočty provádějí s menšími maticemi.
Pro získání komplexních informací pomocí více vrstev je potřeba při trénování neuronové
sítě používat nelineární aktivační funkci, jako je například sigmoida 4.1 (graf této funkce
viz na obrázku 4.1 vlevo). Samotná síť představuje soustavu na sebe navazujících funkcí a
pokud bychom používali jakoukoliv lineární aktivační funkci, jejich kombinací by vznikla
zase pouze lineární funkce, jež by měla stejnou reprezentační schopnost jako jednovrstvá
síť.
Autoenkodér sice sestává ze tří vrstev, ale důležité informace, které můžeme dále využít,
jsou uloženy pouze v jedné vrstvě – ve skryté vrstvě – a pouze tato je využita při dalším
užívání sítě. Zbylé dvě vrstvy slouží pouze pro konstrukci a trénování autoenkodéru a
jeho důležité skryté vrstvy. Bengio a kolektiv [2] ukazují, jak lze sestavit hluboké sítě a
předtrénovat jednotlivé vrstvy autoenkodéry. Celá hluboká síť je sestavena z jednotlivých
skrytých vrstev natrénovaných autoenkodérů.
4.3 Kombinace s frameworkem ACF
Framework ACF poskytuje velmi vhodné prostředky pro přidání vlastního kanálu (případně
i více kanálů), který by měl vylepšit výsledky při detekci objektů. Lze tedy k detekci





Obrázek 4.3: Grafické znázornění natrénovaného autoenkodéru na datasetu s ručně psanými
číslicemi MNIST [13]. (a) Váhy jednotlivých neuronů skryté vrstvy. (b) Příklad vstupních
dat. (c) Aktivace jednotlivých neuronů na vstupní data (feature). Velikosti biasů zde nejsou
zobrazeny.
ACF framework také. V této kapitole popíši, jakými způsoby lze autoenkodér do ACF
frameworku zakomponovat.
Autoenkodér na svůj vstup přijímá data, jejichž rozměr je rozhodnut již při trénování
a nejde dále jednoduše měnit. To je v konfliktu s ACF frameworkem, jehož operace Ω,
která získává z obrazu kanál, musí být aplikovatelná na jakkoliv velký obraz. Řešením by
mohlo být buď zmenšování obrazu, ořezání, případně kombinace obou na velikost vstupní
vrstvy autoenkodéru, přičemž by se z obrazu touto transformací ztrácely důležité informace.
A nebo použití posuvného okna o velikosti vstupní vrstvy autoenkodéru, přičemž v tomto
případě by mohlo dojít ke zpomalení při výpočtu kanálu a tedy ke zpomalení celé detekce.
Dalším problémem je výstup autoenkodéru. Důležité informace, o které máme u autoen-
kodéru zájem nejsou data na výstupu, která jsou v ideálním případě shodná se vstupními,
ale váhy skryté vrstvy a při připojení dat na vstup pak aktivace jednotlivých neuronů ve
skryté vrstvě. Dále nazývejme výstupem autoenkodéru právě aktivace jednotlivých neuronů
ve skryté vrstvě. Počet neuronů ve skryté vrstvě a tedy i počet aktivací neuronů sice může
být libovolný (zvolen před začátkem trénování a dále neměnný), ale výstup autoenkodéru
nezachovává strukturu původního obrazu.
Jednotlivé aktivace neuronů ve skryté vrstvě můžeme považovat za odezvy jader, které
jsou uloženy ve formě vah skryté vrstvy. Každý neuron ve skryté vrstvě tedy svými vahami
představuje jedno jádro, které se dá použít například při konvoluci nebo filtraci (vizualizaci
vah autoenkodéru viz na obrázky 4.4). Vstupní obraz by tedy mohl být filtrován jednotli-
vými jádry, přičemž každý výsledek filtrace by byl považován za jeden kanál. Velký počet
kanálů však u ACF frameworku velmi výrazně přispívá k paměťové náročnosti při trénování
detektoru. Řádově jsou použitelné asi dvě desítky kanálů. Dále záleží na velikosti modelu
a velikosti Fast feature pyramid.
Protože lze pomocí autoenkodérů stavět i hluboké neuronové sítě, které mají mnohem
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Obrázek 4.4: Vizualizované příklady vah skryté vrstvy autoenkodérů. Jádra jsou velká 16×
16 pixelů. Vlevo: použit byl lineární dekodér, data byla předzpracována odečtením střední
hodnoty. Vpravo: použit byl klasický autoenkodér, data byla předzpracována bělením.
větší reprezentační sílu, lze tyto využít pro tvorbu kanálů. Váhy v jednovrstvé neuronové
síti, která vznikne při použití pouze jednoho autoenkodéru, představují mnoho obecných
jader, které se podobají hranovým detektorům. Tato jádra jsou přizpůsobená vstupním
datům, avšak stále hodně obecná. Místo obecných jader z nejnižší vrstvy sítě by bylo
možné pomocí více vrstvených autoenkodérů využít jádra (váhy neuronů) z vyšších vrstev,
kterých je obvykle méně. Získali bychom tedy menší počet více komplexních kanálů.
Využití vah z vyšších vrstev hluboké sítě však není přímočarý. Zatímco hodnoty vah
nejnižší vrstvy jsou doopravdy hodnotami filtračních jader (viz obrázek 4.3a), váhy vyšších
vrstev představují pouze odezvy neuronů z nižších vrstev (viz obrázek 4.3c). Rekonstrukce
jader vyšších vrstev tedy probíhá postupně od nejnižší vrstvy nahoru tak, že se jádra podle





Pro velice jednoduché použití, přenositelnost a práci s maticemi, obrázky a videem jsem se
rozhodl pro všechny experimenty použít prostředí Matlab.
Hlavním cílem mé práce je modifikace vhodné metody všesměrové detekce objektů a její
srovnání. Jako referenční metodu všesměrové detekce jsem si vybral detektor s posuvným
oknem, který je založený na Aggregate Channel Features, a který dosahuje state-of-the-art
výsledků při velmi vysoké rychlosti [7].
Protože jsem se měl zaměřit na detekci automobilů, při experimentech jsem použil data-
set TME [3]. Kvůli nepřesnosti některých anotací jsem musel automobily v části datasetu,
kterou jsem pro trénování a testování používal, znovu označit. Dataset Inria [5] jsem mezi
experimenty zařadil kvůli tomu, že je používán v experimentech s ACF frameworkem při
porovnávání s ostatními typy detektorů. Příklady fotografií z těchto datasetů jsou na ob-
rázku 5.1.
V sekci 5.1 nejprve ukážu toolbox, které jsem si k práci vybral, včetně konkrétně pou-
žitých částí a hodnot. V následující sekci 5.2 se zabývám návrhem modifikací trénovacího
procesu frameworku ACF s využitím autoenkodérů. V předposlední sekci 5.3 popíši expe-
rimenty na uměle vytvořeném datasetu, kterým se snažím řešit problém ruční anotace dat.
V poslední sekci 5.4 navrhuji teoretickou metodu, která se více přibližuje způsobu rozpo-
znávání objektů člověkem, a která by měla zlepšit přesnost všesměrové detekce objektů.
Obrázek 5.1: Příklady fotografií z datasetů TME (nahoře) a Inria (dole).
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5.1 Piotr’s Image & Video Matlab Toolbox
Tento toolbox [6] byl vytvořen k usnadnění práce s obrázky a videem s cílem rozšířit mož-
nosti prostředí Matlab. Při jeho vytváření byl kladen důraz na výkon a na znovupoužitel-
nost. V této práci byly z tohoto toolboxu využity hlavně funkce spojené s ACF detektory.
K trénování detektorů objektů je určena funkce acfTrain, která je velice dobře para-
metrizovatelná a jejímž výstupem je struktura představující detektor objektů s posuvným
oknem. Funkce v sobě zahrnuje také několik kol boostovacího algoritmu AdaBoost. Celý
toolbox je konstruován pro rychlý výpočet, včetně výpočtu kanálů. Základní kanály byly
vybrány nejen podle svého přínosu, ale také podle doby, která je potřeba k jeho výpočtu.
Jsou zde využity jak možnosti paralelního výpočtu v prostředí Matlab (matlabpool), tak i
předkompilování důležitých funkcí ve formě Matlab executables (MEX formát).
Ve výchozím nastavení jsou informace o vstupním obrázku získávány pomocí velikosti
gradientu (1 kanál), z histogramu orientovaných gradientů (6 kanálů) a z barevného modelu
LUV (3 kanály). Celkem je tedy ve výchozím nastavení použito 10 kanálů. Každý z těchto
kanálů se dá nastavením parametrů odstranit a nebo se dají přidat další vlastní kanály. Moje
práce je zaměřena primárně na detekci automobilů, u kterých nehraje barva důležitou roli.
Naopak například u detekce chodců se barva kůže ukazuje jako důležitá součást detekce
tváře [8]. Detektor by se v případě detekce automobilů mohl naučit hledat pouze automobily
určité barvy, a proto jsem místo barevného modelu LUV (3 kanály) použil pouze černobílou
variantu obrazu (1 kanál).
Velikost posuvného okna detektoru je určena velikostí modelu. V experimentech s au-
tomobily jsem volil velikost modelu podle použitých datasetů na 80 × 80 pixelů. Toolbox
má také možnost nastavení výplně do okrajů obrázku tak, aby nebyly kraje objektů moc
blízko okraji vyříznutého okna z obrázku. V experimentech se mi osvědčila velikost výplně
3 pixely od každého z okrajů. Krok posuvného okna detektoru jsem kvůli přesnosti detekce
nastavil na 2 pixely.
Protože jsem v experimentech pro trénování a testování použil i přírodní datové sady,
ve kterých nejsou automobily vždy vodorovně s hranicemi obrazu, využil jsem funkce jitter,
která rozšířila již existující pozitivní přiklady automobilů o jejich kopie s vždy mírnou
translační a rotační transformací.
Aby bylo možné detekovat objekty v různém měřítku efektivně, je součástí tohoto tool-
boxu i implementace Fast feature pyramids (viz sekci 3.2). Konstanty λ pro jednotlivé
kanály lze buď zjistit externě a toolboxu je předat jako jeden z parametrů a nebo je lze
nechat odvodit samotným toolboxem. Toolbox pro tyto potřeby spočte základní pyramidu
daného kanálu. Jedná se o stejný typ kanálu pro různě zmenšený vstupní obraz. Následně
z této pyramidy konstanty λ odvodí. Tyto se pak používají při rychlém odhadu zmenše-
ného kanálu při trénování detektoru a při detekci. Konstanty λ jsem nepředpočítával a
jejich odvození jsem nechal na implementaci frameworku.
Velikost modelu, počáteční zmenšení, počet zmenšení na oktávu a minimální velikost
modelu jsem u každého datasetu volil tak, aby co nejvíce datasetu odpovídaly. Výjimkou
byly situace, při kterých jsem kvůli velikosti datasetu a počtu kanálů musel některé hodnoty
snížit v důsledku velmi vysoké paměťové náročnosti.
Ke trénování ACF detektoru jsou potřeba i negativní obrázky (obrázky bez detekova-
ného objektu). Tato okna se dají získat buď z té části snímku, kterou neoznačuje žádný
obalující obdélník a nebo ze speciální datové sady. Já jsem kvůli povaze některých data-
setů, které měly malé množství prostoru bez detekovaného objektu, volil druhý přístup.
Negativní okna pro trénování jsem získával z Pascal VOC Challenge datasetu.
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5.2 Vlastní typ kanálu
Zlepšení výsledků při detekci objektů pomocí Aggregate channel features (ACF) by mohla
přinést modifikace existujících kanálů nebo zahrnutí úplně nových kanálů. V této části
práce chci navhnout několik typů nových kanálů. Nově navrhnuté a již existující kanály
chci navzájem porovnat a vybrat pouze ty, které budou při detekci nejvíce efektivní.
5.2.1 Autoenkodér
Novým typem kanálu by mohly být aktivace skryté vrstvy v natrénovaném autoenkodéru.
Autoenkodér si při trénování bez učitele ve vahách svých neuronů ukládá reprezentace kon-
volučních jader, které z trénovacích dat získá. Tato jádra (viz obrázek 4.4) jsou tedy při-
způsobena přímo zdrojovým datům. Výstupem skryté vrstvy jsou pak odezvy jednotlivých
konvolučních jader pro vstupní vzorek, které tento vstupní vzorek reprezentují. Graficky
znázorněný příklad takovýchto odezev viz na obrázku 4.3c.
Prvními experimenty by bylo vhodné srovnat různé způsoby trénování autoenkodéru
a jejich dopad při použití v ACF frameworku. Jak jsem již popsal v sekci 4.1, lze buď
použít autoenkodér s tím, že data je pro dosažení lepších výsledků nutné předzpracovat
bělením a nebo lineární dekodéry bez omezené výstupní funkce s mnohem jednodušším
předzpracováním. Většinou totiž v tomto případě stačí odečtení střední hodnoty.
Konvoluční jádra, která vznikají ve skryté vrstvě autoenkodérů by měla být lokalizována
a připomínat Gáborovy vlnky. Rozdíl by měl být ve tvaru kvůli přizpůsobení jader na
trénovací data.
Testovací data pro autoenkodéry musí být z podstaty předzpracovány stejným způsobem
jako trénovací data. V případě kombinace s ACF frameworkem, ve kterém vypočtené kanály
ještě zpracovává boostovací algoritmus, toto nemusí nutně platit. V experimentech se budu
zabývat i těmito možnostmi.
Další experimenty budu směřovat na detaily při výpočtu kanálů. Nebudu používat kon-
voluci, protože ta při výpočtu otáčí jádro v každé z dimenzí. Místo konvoluce použiji raději
korelaci (filtraci). Dále se zde nabízí několik různých úprav výsledného kanálu po provedené
korelaci. Ze skryté vrstvy autoenkodéru je možné využít nejen váhy, ale i biasy. Po kore-
laci bych přičetl odpovídající bias tak, jak je tomu při průchodu obrazu autoenkodérem.
Po přičtení biasů je v autoenkodéru aplikována aktivační funkce. V experimentech ověřím,
jaký má přínos při výpočtu kanálů. Konkrétně vyzkouším následující kombinace (v závorce
vždy uvádím zkratku kombinace):
• filtrace (F),
• odečtení střední hodnoty → filtrace (SF),
• odečtení střední hodnoty → filtrace → přičtení biasu → sigmoida (SFBS),
• odečtení střední hodnoty → filtrace → přičtení biasu → sigmoida → výstup do
intervalu 〈0; 1〉 (SFBS0),
• odečtení střední hodnoty → filtrace → sigmoida (SFS).
• filtrace → sigmoida (FS).
Kombinace SFBS0 se od SFBS liší pouze roztáhnutím výsledných hodnot do intervalu
〈0; 1〉. Každý z kanálů v ACF frameworku má být právě v tomto rozsahu. Při prvních
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experimentech jsem si všiml, že výstupní hodnoty ze sigmoidy jsou blízké hodnotám 0,5,
a proto jsem se rozhodl roztáhnutí hodnot do celého intervalu zařadit mezi experimenty.
Mohu tak zjistit, zda má více rovnoměrné využití intervalu na úspěšnost vliv.
Důležitá může být také velikost konvolučního jádra. Větších jader by měl být logicky
větší počet, protože musí pokrývat větší počet možností. Zvyšování počtu by však v kombi-
naci s ACF frameworkem zvýšilo výpočetní a paměťovou náročnost nad únosnou mez. Do
experimentů tedy zařadím více velikostí jader, ale jejich počet navyšovat nebudu.
5.3 Umělý dataset
Protože není snadné získat velký dataset objektů s dobrými anotacemi, novým přístupem
by mohlo být generování umělých datasetů. Protože objekty v rámci umělého datasetu ge-
nerujeme sami, víme přesně jak vypadají a kde se na obrázku nacházejí, a proto k tomuto
datasetu můžeme vytvořit velmi přesné anotace. Detektory natrénované na umělých datase-
tech by pak měly sloužit k anotování reálných datasetů, na kterých by se daly trénovat ještě
přesnější detektory. Další výhodou umělého datasetu je pak možnost neomezeného počtu
trénovacích dat. Tento zajímavý přístup jsem se rozhodl zakomponovat do této práce jako
první experiment.
Autorem umělého datasetu, který jsem ve své práci použil, je Bc. Peter Šlosár (xs-
losa00@stud.fit.vutbr.cz), který dataset vytvářel v rámci jiného školního projektu. Příklad
vzorků z tohoto datasetu viz na obrázku 6.1.
Aby měl detektor natrénovaný na umělém datasetu co nejlepší úspěšnost na reálném
datasetu, měl by se umělý dataset co nejvíce přizpůsobit reálnému. Zkoumali jsme tyto
vlastnosti: úhel pohledu na automobil, měřítko, typ karosérie, rozsvícená/zhasnutá světla,
barva laku, odlesky od laku karosérie a oken, průhlednost skel, rozmazání způsobené po-
hybem automobilu, osvětlení prostředí, simulace chyby kamery, jako jsou nevyvážení barev
nebo rozmazání.
5.3.1 Detekce podobjektů
Jak jsem již zmiňoval v úvodní kapitole, pro detekci objektů se mimo jiné využívá rozdělení
objektu na podobjekty, oddělená detekce těchto podobjektů a následné hledání výsledného
objektu.
Navrhuji využít apriorní vědomosti o detekovaném objektu a v případě automobilů
detekovat jednoduché části, jako jsou kola, nárazníky, světla, okénka, zrcátka a státní poz-
návací značky. Tyto detekované objekty pak navrhuji použít těmito dvěma způsoby: (1) pro
každý podobjekt vytvořit jeden kanál, ve kterém bude zaznamenána jeho pravděpodobnost
výskytu na daném místě a (2) vytvořit pouze jeden kanál, ve kterém budou zaznačeny
pravděpodobnosti výskytu všech podobjektů najednou.
V případě nedostatku dat pro trénování detektorů jednotlivých podobjektů navrhuji
vytvořit umělý trénovací dataset, podobný tomu, který jsem popsal v sekci 5.3. Případně
pouze rozšířit existující umělý dataset o nové anotace (obalující obdélníky) vybraných pod-
objektů automobilu.
5.4 Vícetřídní detekce
Naprosto jiným přístupem k všesměrové detekci objektů, který by řešil i detekci částečně
překrytých objektů by mohla být metoda vícetřídní detekce.
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Většina metod pro detekci objektů dnes řeší problém se dvěma třídami. Snaží se rozpo-
znat objekt od pozadí. Pozadí však velmi často není v reálném světě jednolité, ale tvoří ho
mnoho jiných předmětů, které nejsou v zájmu sestaveného detektoru. Pokud by však detek-
tor uměl rozpoznat všechny předměty na snímku, mohl by ve sporných místech rozhodnout
lépe. Sporným místem myslím část snímku, na kterém detektor neví, zda tam je a nebo
není automobil, který je jeho předmětem detekce. Pokud však na stejném místě s určitostí
detekuje jiný předmět, může automobil vyloučit.
Tato metoda by se dala implementovat více detektory objektů, avšak aby nebyla velmi





6.1 Přínos umělého datasetu
Moje práce je zaměřena na všesměrovou detekci objektů, proto umělým datasetem jsou
fotografie automobilů z různých úhlů pohledu s náhodným pozadím, které neobsahuje au-
tomobily. Největší důraz byl kladen na realističnost fotografií umělého datasetu. Anotacemi
pak byly ohraničující obdélníky okolo automobilů.
Pro ověření, že detektory automobilů natrénované za pomocí frameworku [6] fungují
dobře, byly nejprve natrénovány detektory na datové sadě, na které byly následně vyhod-
noceny. Výsledky na datasetu Uiuc [1] viz na obrázku 6.2, výsledky na datasetu KITTI [11]
viz na obrázku 6.3.
Další experimenty probíhaly tak, že byly detektory natrénovány na umělém datasetu a
následně vyhodnoceny na reálném. Výsledky viz na obrázcích 6.4, 6.5 a 6.6. Experimentů
bylo na každém z datasetů provedeno více s různými parametry při trénování detektoru.
Dále také s různou umělou trénovací datovou sadou a to z toho důvodu, že například
Uiuc dataset zobrazuje pouze automobily ze strany, takže trénovat detektor s obrázky
automobilů zepředu nemělo význam. Výsledky na obrázcích jsou vždy nejlepší dosažené na
daném datasetu.
Z prvních pokusů je patrné, že detektory vyhodnocené na datasetu, na kterém se tré-
novaly mají velice dobrou úspěšnost. Z následujících pokusů vyplynulo, že natrénování
detektorů na umělém datasetu a následné vyhodnocení na některém z reálných datasetů již
tak úspěšné není. Srovnání úspěšností všech detektorů viz na obrázku 6.7.
Důvodem, proč detektory natrénované na umělém datasetu detekují nekvalitně na reál-
ném datasetu, může být nedostatečné přizpůsobení umělého datasetu reálnému. S Bc. Šlosá-
rem jsem v průběhu experimentů komunikoval a on umělý dataset přizpůsoboval mým poža-
davkům. Nejednalo se pouze o správné úhly pohledu kamery na automobil, ale také o větší
realističnost, protože vždy bylo okem poznat, že se jedná o uměle vytvořené automobily
(viz obrázek 6.8). Když jsem převedl umělý dataset do stupní šedi, subjektivně mi dataset
připadal realističtější. Statistiky nad obrázky umělého datasetu (hlavně histogramy) však
stále ukazují odlišnosti od reálného datasetu a to považuji za největší problém.
Kvůli dosaženým výsledkům na umělém datasetu jsem se rozhodl provádět následující
experimenty na přírodních datasetech.
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Obrázek 6.1: Příklady obrázků z umělého
datasetu. Autor datasetu: Bc. Peter
Šlosár (xslosa00@stud.fit.vutbr.cz).
Obrázek 6.2: ROC křivka detektorů, jež
byly natrénovány a následně vyhodno-
ceny na datasetu Uiuc. Jsou zde porov-
nány detektory s různým počtem tré-
novacích obrázků. Detektor s nejvyšším
počtem trénovacích vzorků dopadl podle
očekávání nejlépe. Jeho log-average miss
rate je 1,43%.
Obrázek 6.3: Miss rate a ROC křivka detektorů, jež byly natrénovány a následně vyhodno-
ceny na datasetu KITTI.
6.2 Tvorba konvolučních jader autoenkodéry
Při experimentech se ukázalo použití předzpracování dat pro klasické autoenkodéry jako
nevyhovující. Při trénování šlo o bělení pouze malých částí obrazu (oken obrazu, které
vstupovaly do autoenkodéru). Při tvorbě kanálů by však musel být bělen celý velký obraz,
což by bylo výpočetně velmi náročné. Při experimentech s klasickými autoenkodéry tedy
předzpracování obrazu bělením nebylo použito.
Předzpracování obrazu odečtením střední hodnoty při použití jader z lineárních deko-
dérů nemohlo probíhat globálně na celém obrazu. Protože byla při trénování autoenkodéru
použita malá okna v rámci kterého byla střední hodnota vypočtena a odečtena, odečtení
střední hodnoty velkého obrazu před výpočtem kanálu probíhalo lokálně. Z obrazu jsem
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Obrázek 6.4: Miss rate a ROC křivka detektorů, jež byly natrénovány na umělém datasetu
a vyhodnoceny na Uiuc datasetu.
Obrázek 6.5: Miss rate a ROC křivka detektorů, jež byly natrénovány na umělém datasetu
a vyhodnoceny na datasetu Multiview Cars FIT.
Obrázek 6.6: Miss rate a ROC křivka detektorů, jež byly natrénovány na umělém datasetu
a vyhodnoceny na KITTI datasetu.
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Obrázek 6.7: ROC křivky pro srovnání všech detektorů – zobrazen je vždy detektor s nej-
lepším výsledkem na dané kombinaci <trénovací dataset>–<testovací dataset>. Vlevo:
klasické měřítko na osách. Vpravo: logaritmické měřítko na ose x.
Obrázek 6.8: Vlevo: příklad uměle vytvořeného datasetu. Vpravo: příklad reálného data-
setu Multiview Cars FIT.
vypočetl lokální střední hodnotu pro každý pixel pomocí filtru, který měl stejnou velikost
jako okna použitá při trénování autoenkodéru. Všechny hodnoty filtru byly stejné, takže
mi po filtraci vznikla rozmazaná reprezentace původního obrazu. Tento rozmazaný obraz
představující lokální střední hodnoty jsem od původního obrazu odečetl.
Při experimentech jsem vždy trénoval několik desítek autoenkodérů, abych našel co
nejvhodnější parametry. Výsledná jádra, která jsem použil v dalších experimentech, viz
na obrázku 6.9. Větší konvoluční jádra jsou oproti menším vizuálně více zašuměna. Je
to způsobeno právě jejich velikostí, protože při větší velikosti vstupních trénovacích vzorků
autoenkodéru vzniká více možných tvarů. Větších jader by měl být větší počet než menších,
avšak kvůli použití v ACF frameworku jsem jejich počet navýšit nemohl.
Jako vylepšení při tvorbě jader by bylo možné využít jiného vzorkování vstupního data-
setu při trénování autoenkodéru. V experimentech jsem okna, velikostí odpovídající rozměru
vstupní vrstvy, získával náhodně z anotací obrazu, které byly ve formě obalujících obdél-
níků. Tím jsem však získal velké množství oken, která v sobě neměla ani část hledaného
objektu, protože například automobil kvůli svému tvaru v mnoha případech nezabíral ro-
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hovou část obdélníku. Použitím anotací jiného přesnějšího tvaru, jako je například křivka
obrysu objektu nebo maska, by mohly být navzorkovány kvalitnější okna pro trénování
autoenkodéru.
Z časových důvodů jsem již nestihl provést experimenty s hlubokými neuronovými sí-
těmi. Hledání správných parametrů při trénování a i samotné trénování je časově náročnější,
protože se musí trénovat více vrstev sítě. Tato hloubka by však mohla přinést větší abstrakci
při vyhodnocování sítě a tím zlepšit dosažené výsledky.
(a) (b) (c) (d)
Obrázek 6.9: Vizualizovaná jádra lineárních dekodérů se vstupní vrstvou o velikosti 8 × 8
pixelů (a, c) a 16×16 pixelů (b, d). Při trénování byly použity datasety TME (a, b) a Inria
(c, d).
6.3 Tvorba kanálů
Při experimentech jsem vyhodnotil všechny přístupy při tvorbě kanálů pomocí autoenko-
dérů, které jsem navrhl v podsekci 5.2.1. Grafy s výsledky viz na obrázku 6.11. U malých
jader o velikosti 8 × 8 pixelů byl jasně nejúčinnější postup filtrace a následné použití sig-
moidy. Přidání této nelinearity za lineární filtraci zde hraje důležitou roli.
Zcela jiné chování jsem zpozoroval u větších jader 16× 16 pixelů, které se ukázaly být
na různé přístupy při tvorbě kanálů více stabilní. Odůvodňuji si to právě typem jádra, které
díky své velikosti získává informace z většího prostoru obrazu.
Přístupy SFBS a SFBS0 mají srovnatelné výsledky. To je dáno způsobem jejich kon-
strukce v kombinaci s principy, na kterých je ACF založen. Kombinace SFBS0 byla vy-
tvořena ze SFBS tak, že výsledné hodnoty kanálu byly roztáhnuty do intervalu 〈0; 1〉. ACF
framework však ve svých slabých klasifikátorech porovnává náhodně vybraný bod s pra-
hem. Protože se dá práh přizpůsobit, roztažení hodnot do širšího intervalu kanálu nemá na
úspěšnost vliv.
Podle dosažené úspěšnosti lze ostatní kombinace seřadit sestupně takto: FS, F, SFS, SF.
Můžeme si všimnout, že lokální odečtení střední hodnoty před filtrací snižuje úspěšnost.
Odečtení střední hodnoty vyrovnává osvětlovací podmínky mezi jednotlivými snímky nebo
mezi částmi snímku a má nemalý přínos při trénování autoenkodérů. V kombinaci s ACF
a nastavitelnými prahy slabých klasifikátorů by nemělo mít odečtení střední hodnoty na
úspěšnost tak velký vliv. Podobně by nemělo mít tak velký vliv odečtení biasů.
Slabé klasifikátory jsou do silného klasifikátoru kombinovány lineárně, ale použití sig-
moidy po filtraci přináší nelinearitu již do výpočtu kanálu. Tato nelinearita zde přináší
pozitivní výsledky stejně jako při tvorbě neuronové sítě.
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Na obrázku 6.10 jsou zobrazena některá jádra s vypočtenými kanály. Pro výpočet ka-
nálů byla použita metoda FS. V dalších experimentech jsem používal přístup s nejlepším
výsledkem.
(a) (b)
Obrázek 6.10: Příklady kanálů vytvořených pomocí jader autoenkodéru na datasetu TME.
Vlevo je vždy zobrazeno jádro, vpravo pak výsledný kanál vytvořený metodou FS. Černé
okraje jsou doplněny konstantou nula, protože filtrace na krajích obrázku vytváří nechtěné
artefakty. Okraj má vždy velikost poloviny rozměru jádra.
6.4 Srovnání kanálů
Při tvorbě nového typu kanálu pomocí autoenkodérů je třeba zvolit velikost skryté vrstvy
autoenkodérů. Ta ovlivňuje počet jader, která jsou následně použita při filtraci obrazu pro
vytvoření jedné vrstvy kanálu. Běžným postupem je přizpůsobení velikosti skryté vrstvy
velikosti vstupní vrstvy. V mém případě při velikosti vstupní vrstvy 8 × 8 nebo 16 × 16
pixelů by byl počet jader příliš velký a tvorba kanálů paměťově náročná. Jako únosnou
mez jsem zvolil počet jader 25 pro obě velikosti vstupní vrstvy autoenkodéru. Tedy i kanál
vytvořený pomocí jader autoenkodéru má vždy 25 vrstev.
Abych mohl objektivně srovnat přínos jednotlivých typů kanálů, provedl jsem několik
experimentů, přičemž jsem potlačil propojení slabých klasifikátorů v boostovacím algoritmu
mezi jednotlivými typy kanálů. To jsem provedl tak, že jsem ACF detektor natrénoval vždy
jen pomocí jednoho typu kanálu a ostatní jsem vypnul. Každý z typů kanálů však má různý
počet vrstev:
• autoenkodér (AE) – 25 vrstev – použil jsem postup s nejlepším výsledkem v minulých
experimentech (viz sekci 6.3),
• jedna vrstva autoenkodéru – 1 vrstva,
• pColor – 1 vrstva,
• pGradHist – 6 vrstev,
• pGradMag – 1 vrstva.
Hodnoty z vypočítaných kanálů jsou v ACF detektoru zpracovávány slabými klasifiká-
tory. Aby bylo srovnání kanálů objektivní, je třeba porovnávat množství využitelných infor-
mací slabými klasifikátory na jeden pixel kanálu. Protože mají jednotlivé typy kanálů různý
počet vrstev, slabé klasifikátory boostovacího algoritmu jsou náhodně konstruovány z různě
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velkého stavového prostoru. Objektivního srovnání jsem dosáhl přizpůsobením počtu sla-
bých klasifikátorů při trénování jednotlivých detektorů počtům vrstev v jednotlivých typech
kanálů. Čím více měl daný typ kanálu vrstev, tím větší počet slabých klasifikátorů jsem při
trénování použil.
Nakonec jsem také provedl experimenty, při kterých jsem nový typ kanálu AE s 25
vrstvami rozdělil na jednotlivé vrstvy a každou z nich samostatně použil při trénování
detektoru.
Z experimentů je patrné (viz obrázky 6.12 a 6.14), že nejvíce využitelných informací
ma jeden pixel kanálu má histogram gradientů. Hned na druhém místě je nový typ kanálu
vytvořený autoenkodéry. I když je nový typ kanálu relativně úspěšný, jednotlivé vrstvy
tohoto kanálu samostatně již úspěšné nejsou. Z toho usuzuji, že je důležité jejich použití
dohromady, aby mohly slabé klasifikátory vyhledávat závislosti nejen v rámci jedné vrstvy,
ale hlavně mezi jednotlivými vrstvami. Přínos způsobený právě tímto typem propojení je
logický. Jednotlivé vrstvy kanálu odpovídají neuronům skryté vrstvy autoenkodéru. Propo-
jení vrstev kanálu tedy odpovídá sdílení informací mezi neurony skryté vrstvy neuronové
sítě ve vyšších vrstvách hluboké sítě. Příklady detekcí detektorů pGradHist a AE s jádry
o velikosti 8 × 8 pixelů jsou zobrazeny na obrázku 6.13. Obrázky byly vybrány náhodně,
pro oba detektory však stejně.
Na obrázku 6.16 jsou zobrazena jádra s nejvíce a nejméně úspěšnými vrstvami kanálu na
datasetu Inria. Vidíme, že jádro 6.16d hrany zbytečně roztahuje. Jádro 6.16e zase obrázek
pouze zesvětlilo a rozmazalo.
Pokud porovnáme výpočetní náročnost při tvorbě kanálů, je vytvoření histogramu gra-
dientů, který má 6 vrstev, méně náročné než vytvoření 25 vrstev kanálu jádry autoenkodéru.
Jak jsem již zmiňoval výše, mělo by být jader autoenkodéru mnohem víc než 25. Jednou
možností řešení by mohl být způsob, kterým by se z mnoha vrstev kanálu vytvořil kanál
s pouze jednou vrstvou. To by přispělo ke snížení paměťové náročnosti.
Z rozptylu úspěšnosti některých kanálů na datasetu TME (viz obrázek 6.12) lze usu-
zovat, že ne všechna jádra jsou pro následnou detekci výhodná. Eliminací málo úspěšných
jader bychom se mohli dostat až na takový počet, při kterém by nebylo třeba vrstvy kom-
binovat do jedné. Navíc by již nebylo třeba vyloučená jádra vyhodnocovat při produkční
detekci a tím by se dala detekce urychlit.
Porovnání úspěšnosti jader různých velikostí lze vidět na grafech 6.15. Na datasetu
TME jsou výsledky srovnatelné. Na datasetu Inria přinesla větší úspěšnost menší jádra
o rozměrech 8×8 pixelů, avšak rozptyl úspěšnosti jednotlivých vrstev kanálu je srovnatelný,
takže bych menší úspěšnost větších jader v tomto případě připsal spíše náhodě při tvorbě
slabých klasifikátorů. Celkově tedy na velikosti jader nezáleží, avšak protože menší jádra
jsou méně náročná při výpočtu filtrace, je vhodné spíš používat je.
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Obrázek 6.11: Srovnání různých přístupů při tvorbě kanálů ACF frameworku za použití
autoenkodérů se vstupní vrstvou o velikosti 8× 8 pixelů (vlevo) a 16× 16 pixelů (vpravo)
na datasetu TME (nahoře) a Inria (dole). Význam zkratek viz v podsekci 5.2.1.
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Obrázek 6.12: Srovnání účinnosti jednotlivých kanálů na datasetu TME. Autoenkodér (AE)
má 25 jader o rozměrech 8× 8 pixelů (nahoře) a 16× 16 pixelů (dole). Histogram gradientů
má 6 vrstev. Všechny ostatní mají po jedné vrstvě na kanál. Počet slabých klasifikátorů byl
přizpůsoben počtu vrstev kanálu.
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Obrázek 6.13: Příklady detekcí detektorů pGradHist (nahoře) a AE s jádry o velikosti 8×8
pixelů (dole) na datasetu TME. Zobrazeny jsou detekce při 1 fppi. Graf celkové úspěšnosti
je na obrázku 6.12.
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Obrázek 6.14: Srovnání účinnosti jednotlivých kanálů na datasetu Inria. Autoenkodér (AE)
má 25 jader o rozměrech 8× 8 pixelů (nahoře) a 16× 16 pixelů (dole). Histogram gradientů
má 6 vrstev. Všechny ostatní mají po jedné vrstvě na kanál. Počet slabých klasifikátorů byl
přizpůsoben počtu vrstev kanálu.
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Obrázek 6.15: Srovnání účinnosti nových kanálů vytvořených jádry o velikostech 8 × 8
a 16 × 16 pixelů. Pro přehlednost nejsou zobrazeny všechny křivky pro jednotlivé vrstvy
kanálu. Místo nich je zobrazen jen obrys, tedy jejich minimální a maximální hodnoty. Vlevo
jsou zobrazeny výsledky na datasetu TME, vpravo na datasetu Inria.
(a) (b) (c)
(d) (e)
Obrázek 6.16: Příklady kanálů vytvořených pomocí jader autoenkodéru na datasetu Inria.
Vlevo je vždy zobrazeno jádro, vpravo pak výsledný kanál vytvořený metodou FS. Na
obrázku (a) je černobílý originál. Jsou vybrána jádra, která byla při detekci více úspěšná




Seznámil jsem se s obecnými metodami při řešení všesměrové detekce a podrobně jsem ana-
lyzoval konkrétní vybranou metodu detekce s názvem Aggregate Channel Features, která
dosahuje state-of-the-art výsledků. Navrhl jsem několik modifikací této metody, které za-
hrnovaly použití speciálního nepřírodního datasetu a vytvoření nových kanálů konvolucí
s jádry autoenkodéru. Nové kanály jsem následně přidal do učícího procesu. Protože jsem
se měl zaměřit zejména na metody založené na všesměrovou detekci, přizpůsobil jsem ex-
trakci příznaků pomocí autoenkodérů tomuto požadavku.
Navrhnuté modifikace jsem implementoval a provedl experimenty k jejich vyhodnocení.
Zaměřil jsem se na různé typy preprocessingu a postprocessingu při tvorbě nových kanálů
pomocí autoenkodérů. Z experimentů vyplynulo, že nejvíce přínosné je použití nelineární
funkce sigmoidy po provedení filtrace vstupního obrazu jádrem autoenkodéru. Při srovná-
vání jednotlivých typů kanálů jsem zjistil, že nejvíce úspěšný je histogram gradientů v 6
směrech, po něm mnou navržený typ kanálu vypočítávaný pomocí jader autoenkodéru a
jako další všechny ostatní výchozí kanály. Experimenty srovnávající úspěšnost různě vel-
kých jader autoenkodéru ukázaly, že rozměr jader není citlivý parametr, a že jsou postačující
standardní rozměry jádra 8×8 pixelů. V budoucí práci bych se zaměřil na vylepšení tvorby
jader autoenkodéru, které jsem popsal v kapitole s experimenty a na větší počet jader au-
toenkodérů a následnou eliminaci málo úspěšných jader. Tímto zůsobem by bylo možné
získat menší počet kvalitnějších jader pro výpočet kanálů.
Dále jsem vyhodnotil metodu použití uměle vytvořeného datasetu při trénování detek-
torů pro všesměrovou detekci objektů, který se prozatím ukázal jako málo podobný přírod-
ním datasetům. Při dalším postupu v experimentech s umělým datasetem bych doporučoval
klást důraz na jeho vytváření – zkusit přizpůsobit osvětlení prostředí a odlesků a modelovat
rozsvícená světla automobilů. Dále pak simulovat barevné posuny způsobené fotoaparátem,
jímž byly reálné datasety pořízeny a kontrolovat podobnost statistických údajů, jako jsou
histogramy a podobně mezi přírodním a umělým datasetem.
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CD přiložené k této práci obsahuje:
• Tuto práci ve formátu PDF a ve formě zdrojových kódů pro LATEX.
• Zdrojové kódy pro prostředí Matlab, které byly použity při experimentech.
• Struktury prostředí Matlab představující detektory objektů s posuvným oknem, které
byly vytvořeny při provedených experimentech.
Kvůli velikosti toto CD neobsahuje žádné datové sady.
39
