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Introduction 
The purpose of this brief note is to share some very simple 
observations concerning the log-normal distribution. I have 
found this distribution useful chiefly for two reasons. First, 
it describes a non-negative random variable, such as the time 
between two events, or the concentration of a pollutant. Sec- 
ond, the log-normal distribution can have any coefficient of 
variation between zero and infinity. This is not true of other 
positive distributions, such as 'the gamma and beta distributions. 
Definition 
A random variable 'x' is log-normally distributed if 'log x' 
is normally distributed. Thus 'xu has a cumulative distribution: 
The function @(.) is the cumulative normal function that one 
finds tabulated in every statistical text and handbook. By in- 
spection, therefore, one can see that 'log x' has mean 'm' and 
' standard deviation 's'. 
One can obtain the density function of 'xu by differentia- 
ting equation (1). After some manipulations, this yields: 
Moments 
The moments about zero of  t h e  log-normal d i s t r i b u t i o n  can 
be ca l cu l a t e d  fromthe dens i ty  funct ion us ing  t h e  s tandard  fo r -  
mula : 
Carrying o u t  t h i s  i n t e g r a t i o n  i s  most e a s i l y  accomplished i f  
one changes va r iab les .  Thus l e t  
t = l o g  x 
s o  t h a t  
Su b s t i t u t i n g ,  one f i n d s  t h a t  ,xndx = exp((n+l) t )  d t ,  and 
t he r e fo r e ,  
I 
To eva lua te  t h i s  i n t e g r a l ,  one f i r s t  computes t he  term t h a t  
must be s u b t r a c t e d  from t h i s  argument t o  make it a p e r f e c t  square 
t i m e s  minus-one-half. Then t h e  in tegrand can be expressed a s  t h e  
exponential  of t h i s  term t i m e s  a normal dens i t y  funct ion.   ina ally, 
t a ke  advantage of  t h e  f a c t  t h a t  a normal dens i t y  func t ion  i n t e -  
g r a t e s  t o  one t o  o b t a i n  t h e  f i n a l  r e s u l t .  This  is: 
( 3 )  E(x") = exp ( nem + F) 
I n  p a r t i c u l a r ,  and t ak ing  advantage of the f a c t  t h a t  t h e  var iance  
CV i s  t h e  c o e f f i c i e n t  o f  va r i a t ion .  Note t h a t  s i n c e  'sl can be 
any non-negative number, CV can t a k e  on any va lue  between z e r o  
and i n f i n i t y ,  
F i t t i n s  t h e  D i s t r i b u t i o n  t o  a  S a m ~ l e  
Given a  sample ( X I ,  x2,..,xn) which has  been drawn from 
a  log-normal d i s t r i b u t i o n ,  one may wish t o  e s t ima te  t h e  para- 
meters l m '  and lsl.  The most s t r a i g h i f o  - w a r d  way t o  do  t h i s  
would be  t o  t a k e  t h e  logarithm of  each sample p o i n t ,  and esti- 
mate : 
However, f o r 1 a  r q e samples, such as one may encounter  
i n  s t u d i e s  o f  a i r  p o l l u t a n t  concent ra t ions  (see [ I ] ) ,  t a k i n g  t h e  
logar i thm of  each sample can be c o s t l y .  Fur the r ,  it i s  o f t e n  
t h e  c a s e  t h a t  t h e  device  t h a t  measures t h e  samples w i l l .  record  
z e r o  when t h e  v a l u e ' d r o p s  below some c r i t i c a l  l i m i t .  I n  t h i s  
case, us ing  equat ions  (7) i s  n o t  merely c o s t l y ,  b u t  s e n s e l e s s  
as w e l l .  
A cheaper method f o r  e s t ima t ing  'ml  and ' s l ,  t h a t  a l s o  avoids  
t h e  problem o f  z e r o  va lues ,  is  t o  t a k e  advantage of equat ion  ( 3 ) .  
- 
One c a l c u l a t e s  t h e  first and second sample moments, and equa tes  
them with' E ( x )  and E (x2) as shown in (3) . Taking logarithms of 
the result yields: 
Equations (8) are linear in the variables 'm' and 's2' : 
which can accordingly be calculated easily. 
The Truncated Distribution 
When I use a log-normal distribution for simulation purposes, 
I use a truncated version of the distribution, one which extends 
from zero up to some maximum value, let us say 6. Of course, 
the moments of the truncated distribution will differ, sometimes 
considerably,from the moments of the original distribution. It 
is important to realize how large this difference may be. 
The moments of the truncated distribution are calculated 
in the same way as the moments of the original distribution. 
Thus, 
A 
E (xn 1 6) =jixnf (x) dx 
0 
Carrying out the usual manipulations yields: 
For n = o ,  t h i s  reduces ( a s  it should) t o  t h e  cumulative func t ion  
descr ibed  by equat ion  ( 1 ) . 
The impact of  equat ion  (7) i s  b e s t  seen by comparing it t o  
equat ion  ( 3 ) .  I n  gene ra l  one has  t h a t  
t h  This  impl ies  t h a t  t h e  r e l a t i v e  s h o r t f a l l  i n  t h e  n- moment o f  
t h e  t runca ted  d i s t r i b u t i o n  i n c r e a s e s  wi th  n. Thus one must 
choose t h e  h i g h e s t  moment whose e r r o r  one wishes t o  c o n t r o l ,  
and d e f i n e  5 t o  be l a r g e  enough t o  make t h a t  e r r o r  t o l e r a b l e .  
Then t h e  e r r o r s  i n  lower moments w i l l  be w e l l  wi th in  t h e  s t a t e d  
to l e rance .  
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