Abstract. We introduce a new kind of convolution for probability measures. This boolean convolution' is related to interval partitions and`partial cumulants' in the same way as the usual convolution is related to all partitions and the classical cumulants and as the free convolution is related to non-crossing partitions and the non-crossing cumulants. We present an analytic description of the boolean convolution, treat the central and Poisson limit theorems, characterize in nitely divisible and stable distributions and prove the analogues of the classical theorems of Cram er, Marcinkiewicz, and Kac and Lo eve.
Introduction
The classical convolution corresponds to the concept of independent random variables. If one tries to reformulate and to generalize this concept to a noncommutative framework, then the obvious generalization of`independence' is the concept of`tensor product'. But in such a non-commutative setting there are also other, quite distinct but nevertheless natural, possibilities for a replacement of independence'.
The rst exciting example of this kind is the concept of`freeness' which was introduced and investigated under this aspect by Voiculescu Voi1] . Given this notion it is natural to de ne the`free convolution' of probability measures Voi1, Voi2] as the distribution of the sum of random variables which are free, i.e. the corresponding function algebras do not factorize as a tensor product, but as a free product. Although freeness is a totally non-commutative concept it shares a lot of properties with the usual independence and the theory of free convolution parallels widely the theory of the classical convolution, see VDN] . There are two levels of description which show this similarity quite clearly.
First, there is a combinatorial level, where one investigates how the moments of the convolution of 1 and 2 are determined by the moments of 1 and the moments of 2 . It turns out that, although this connection is quite involved, there is a structure in the background, which is governed by some partition lattice. Namely, with the help of this lattice one can calculate out of the moments new quantities, called cumulants, which behave additively under convolution. In the case of the usual convolution this lattice is the lattice of all partitions Rot,Shi] , whereas for the free convolution this has to be replaced by the lattice of non-crossing partitions Spe2, NSp2] .
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The second level is an analytical one, where one translates the above structure into statements about generating functions. In the classical case this is the Fourier transform theory, in the free case the R-transform machinery as developed by Voiculescu Voi2, VDN] . This second level is of course more general (no existence of moments is required) and usually more e ective for concrete calculations.
The rst point of view -namely that a convolution is essentially given by some kind of cumulants which are linearized by the respective convolution -opens the possibility for other examples. And indeed, there has appeared some other form of cumulants in the literature, introduced independently by di erent authors, see e.g. MSt,Hud,vWa,Ter] . In the physical literature in the context of stochastic di erential equations these cumulants are usually called`partial cumulants'. Again, the connection between moments and partial cumulants is governed by some partition lattice, namely by the lattice of interval partitions vWa,HeS] . Since the latter is isomorphic to the boolean lattice of subsets of a given set, we will call the cumulants also`boolean cumulants' and the corresponding convolution, which should exist according to the linearization philosophy,`boolean convolution'.
Up to now no investigation on this form of convolution was carried out. We will present here such a theory. After a short informal motivation from the combinatorial point of view, we will rigorously develop the analytic theory, treat the central and Poisson limit theorems, characterize in nitely divisible and stable distributions and prove the analogues of the classical theorems of Cram er, Marcinkiewicz, and Kac and Lo eve.
Our main aim is to illustrate the statement that there exists also for the boolean convolution a theory which largely parallels the classical theory of independent random variables. Thus we hope to convince the reader of the appropriateness of the term 'convolution' for our investigated operation. Our work may also serve as an illustration for the case of the free convolution, which is technically much more complicated.
We will use the following notations. By P we denote the set of probability measures on R, P 2 and P c are the subset of probability measures with nite variance and compact support, respectively. A lower index 0 indicates vanishing mean, i.e. P 0 (P 2 0 , P c 0 ) are the probability measures with zero mean (and nite variance, and compact support). By (= denotes the imaginary part) C + := fz 2 C j =z > 0g and C ? := fz 2 C j =z < 0g we denote the upper and lower complex half plane, respectively. Furthermore, C ? 0 := C ? R.
Motivation and combinatorial point of view
In this section, we restrict to probability measures with compact support. Each such 2 P c is determined by its moments
and can thus be identi ed with a state on C hXi via X k ] = m k ( ) (k 2 N 0 ).
We de ne now for 2 P c its boolean cumulants r k ( ) for k 1 by the recurrence
in particular r 1 ( ) = m 1 ( ). We also put r 0 ( ) := 0. These cumulants have been introduced in the mathematical literature by various authors MSt,Hud,vWa] , in the physical literature by Terwiel Ter]. There they are known as`partial cumulants' and used quite extensively in the context of stochastic di erential equations ShA,MSh,Chv,HeS] .
A more explicit relation between moments m k := m k ( ) and boolean cumulants r k := r k ( ) is given by (k 1) The structure of these formulas is governed by the lattice of interval partitions vWa, HeS,Wor] . We chose the term`boolean' for our convolution because the lattice of interval partitions of the set f1; : : :; ng is isomorphic to the boolean lattice of all subsets of f1; : : :; n ? 1g. We will not deal with these lattice aspects, but use the above recurrence formula as our starting point. This can be shown quite directly, but we skip it here, since it will follow from our general considerations in the next section.
As the usual convolution and the free convolution correspond to the concept of tensor product and free product, respectively, there lies a`boolean product' behind our construction, namely one sees quite easily that 1 ] 2 X k ] = 1 2 (X 1 + X 2 ) k ]; where 1 2 on C hX 1 ; X 2 i = C hX 1 i C hX 2 i is the boolean product of 1 on C hX 1 i and 2 on C hX 2 i given by (k i 1) Our main goal here is to make the transition from the above combinatorial to an analytic description of the boolean convolution. Thus we try to translate the relation between moments and cumulants into a relation between the corresponding generating power series. This is, of course, a well known combinatorial result, see, e.g., Aig], but since it is our basic starting point, we provide a short proof.
Proposition 2.1. For 2 P c denote Since our cumulants are additive under the boolean convolution, the same is true for K(z), hence we can summarize: If we de ne K (z) by
then our boolean convolution is characterized by K 1 ] 2 (z) = K 1 (z) + K 2 (z): This description will be made precise and generalized to arbitrary probability measures in the next section. In a physical context, where G is the resolvent of some relevant operator (like the Hamiltonian) with respect to a given state, the function K is usually called`self-energy', see, e.g., IZ]. We will adopt this terminology and call K the self-energy of the measure .
Analytic theory of the boolean convolution
We will now use the characterization in terms of the self-energy K for the general de nition of our boolean convolution. ii) There exists a nite positive measure on R such that K has the form
i.e. K is the Cauchy transform of the (not necessarily probability) measure .
iii) There exists a positive number C such that for all z 2 C + jK(z)j C =z :
b) Moreover, the variance 2 of in i), the total weight (R) in ii), and the smallest possible constant C in iii) are all equal. Remark. For and which are determined by their moments we have that, for k 2 N 0 , the moments m k ( ) are given by the cumulants r k+1 ( ).
The above complete characterizations of possible self-energies K make it possible to de ne and investigate our boolean convolution totally in terms of K. Also statements about weak convergence of measures under our convolution are easily treatable because of the following fact, which is a reformulation of Prop 2.5 of Maa]. By w-lim we denote the weak limit of probability measures. Having collected all necessary tools, we can now start our investigation on the boolean convolution. By part iii) of the characterization 3.1, it is clear that the sum of two self-energies is again a self-energy of some probability measure. This allows the following de nition.
De nition. For 1 ; 2 2 P we de ne its boolean convolution 1 ] 2 2 P by the requirement K 1 ] 2 (z) = K 1 (z) + K 2 (z) for z 2 C + . Examples. 1) We have a ] b = a+b for all a; b 2 R.
2) The operation ] is commutative and associative, and has 0 as neutral element:
] 0 = for all 2 P. In analogy with the usual situation we de ne the boolean Gaussian and Poisson distributions by prescribing their boolean cumulants. a) centered Gaussian distribution 2 with variance 2 ( 2 0) Its cumulants are of the form r n = 2 ; n = 2 0; else. This corresponds to a self-energy or a Cauchy transform which converges for N ! 1 to
As usual, we call a probability measure 2 P in nitely divisible (in the boolean sense) if, for each N 2 N, there exists a N 2 P such that
The simple form of the Gaussian and the Poisson distribution may make the following, at the rst look astonishing, statement more plausible.
Theorem 3.6 (characterization of in nitely divisible measures). All probability measures 2 P are in nitely divisible.
Proof. By part iii) of 3.1, we have Theorem 3.6 allows now to interpret Prop. 3.2 as the Levy-Khintchine formula for our boolean convolution. For the free convolution the analogous description was given by Bercovici and Voiculescu BV1] . Prop. 3.1 is the special case for probability measures with nite variance. The analogue for the usual convolution is due to Kolmogorov (see Fel] ), for the free convolution to Maassen Maa]. Remark. One can also determine the (boolean) strictly stable distributions, i.e. the x 2 + b 2 dx: It is interesting to note that the Cauchy distribution is 1-stable for all three kinds of convolution.
The Gaussian distribution 2 is recovered from case ii) by putting = 2 and b = 2 .
Characterizations of the Gaussian distribution
There exist some prominent characterizations of the classical Gaussian distribution. In this section, we want to present their boolean counterparts. We believed the free analogues of these characterizations to be also true. In the meantime the validity of the free Kac/Loeve theorem was proved by Nica Nic] , but Bercovici and Voiculescu BV2] constructed some counterexamples for the free Cram er and free Marcinkiewicz theorem.
The classical Cram er theorem (see, e.g., Fel]) states that the sum of two independent random variables can only be normal if both summands are so. By our assumption, we also have
Since these representations are unique AGl], we must have 2 0 = 1 + 2 , which is only possible if the i are also multiples of the measure 0 .
The classical theorem of Marcinkiewicz (see, e.g., Luk]) states that if the characteristic function of X is the exponent of a polynomial (i.e., for the case of a distribution in P c , if there exists an N 2 N such that all classical cumulants of order higher than N vanish), then X is Gaussian (i.e., one can take N = 2). Theorem 4.2 (Marcinkiewicz' theorem). Consider 2 P 0 and assume that K (z) is a polynomial in 1=z (i.e., for 2 P c 0 , that there exists an N 2 N such that r n ( ) = 0 for all n > N). Then = 2 for some 2 0. Proof. We have
r n 1 z n?1 :
It is clear that the image of fz 2 C + j jzj = g under K , for su ciently small, can only be a subset of C ? if N = 2, i.e. K (z) = r 2 =z, which implies = r2 .
The classical theorem of Kac and Lo eve (see, e.g., Fel]) states that if X = (X 1 ; X 2 ) has independent components such that also the components of the rotated vector Y = (cos X 1 + sin X 2 ; ? sin X 1 + cos X 2 ) are independent for one 2 (0; =2), then X 1 and X 2 are Gaussian with the same variance.
For convenience, we treat the boolean analogue only for the case = =4. The assumption says then that not only X 1 and X 2 , but also X 1 + X 2 and X 1 ? and hence, by the rst part of our proof, 0 i is Gaussian. But then we can apply Cram er's Theorem 4.1 and conclude that i itself is Gaussian, too.
