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IDENTIFYING THE STORED ENERGY OF A HYPERELASTIC STRUCTURE BY
USING AN ATTENUATED LANDWEBER METHOD
JULIA SEYDEL∗ AND THOMAS SCHUSTER†
Abstract. We consider the nonlinear, inverse problem of identifying the stored energy function of a hyperelastic
material from full knowledge of the displacement field as well as from surface sensor measurements. The displacement field
is represented as a solution of Cauchy’s equation of motion, which is a nonlinear, elastic wave equation. Hyperelasticity
means that the first Piola-Kirchhoff stress tensor is given as the gradient of the stored energy function. We assume that
a dictionary of suitable functions is available and the aim is to recover the stored energy with respect to this dictionary.
The considered inverse problem is of vital interest for the development of structural health monitoring systems which are
constructed to detect defects in elastic materials from boundary measurements of the displacement field, since the stored
energy encodes the mechanical peroperties of the underlying structure. In this article we develope a numerical solver for
both settings using the attenuated Landweber method. We show that the parameter-to-solution map satisfies the local
tangential cone condition. This result can be used to prove local convergence of the attenuated Landweber method in case
that the full displacement field is measured. In our numerical experiments we demonstrate how to construct an appropriate
dictionary and show that our algorithm is well suited to localize damages in various situations.
Key words. stored energy function, Cauchy’s equation of motion, hyperelasticity, conic combination, attenuated
Landweber method, local tangential cone condition
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1. Introduction. The starting point of our inverse problem is Cauchy’s equation of motion for an
hyperelastic material
ρ(x)u¨(t, x)−∇ · ∇Y C(x, Ju(t, x)) = f(t, x),
where t ∈ [0, T ] denotes time and x ∈ Ω ⊂ R3 a point in a bounded, open domain Ω in R3. Furthermore,
ρ(x) ∈ (0,∞) denotes the mass density in x ∈ Ω and f : [0, T ] × Ω → R3 is an external body force.
The function C = C(x, Y ), Y ∈ R3×3 with detY > 0, is called stored energy function and encodes
the mechanical properties of the material. The derivative ∇Y is to be understood componentwise and
Ju(t, x) = (∂jui(t, x))i,j=1,2,3 represents the displacement gradient in t ∈ [0, T ] and x ∈ Ω. We refer to
standard textbooks like [11, 17, 23] for detailed introductions and derivations of Cauchy’s equation.
Given initial values u0 and u1 and assuming that we have homogeneous Dirichlet boundary values we
end up with
ρ(x)u¨(t, x)−∇ · ∇Y C(x, Ju(t, x)) = f(t, x) (1.1)
for t ∈ [0, T ] and x ∈ Ω ⊂ R3 with
u(0, ·) = u0 ∈ H2(Ω,R3), (1.2)
u˙(0, ·) = u1 ∈ H1(Ω,R3) (1.3)
and
u(t, x) = 0, t ∈ [0, T ], x ∈ ∂Ω. (1.4)
Equation (1.1) describes the behavior of hyperelastic materials. An example for hyperelastic materials
are carbon fibre reinforced composites (CFC). This is why the inverse problem of identifying C from
measurements of the displacement field can be very important for the detection of defects in such struc-
tures, the so called structural health monitoring, see [15]. Structural health monitoring systems consist
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of a number of actors and sensors which are applied to the structure’s surface. The idea is that the
actors generate guided waves propagating through the structure which interact with defects and are
subsequently acquired by the sensors. Mathematically this can be described as an inverse problem of
determining material properties from boundary data of the displacement field which is a solution of (1.1).
In this article we investigate the reconstruction problem of the stored energy function C(x, Y ) where we
consider two different scenarios for the data acquisition. On the one hand we assume to have as data the
full displacement field available and on the other hand we suppose that the data are measured on parts
of the boundary. The second scenario is used as mathematical model for sensor measurements.
Because there are numerous publications on inverse identification problems in elastic media for differ-
ent settings, we only summarize here articles which are associated with the scope of this article. A
comprehensive overview of various inverse problems in the field of elasticity offers the article [8]. In [9]
Bourgeois and others have applied and implemented the linear sampling method, introduced by Colton
and Kirsch in [12] for detection of reverberant scatterers, for the isotropic Navier Lame´ equation. Be-
cause the method represents a possibility to detect defects in isotropic materials and damages, which are
described by such a scatterer, it was used in [10] for the identification of cracks. The inverse problem
on determining the spatial component of the source term in a hyperbolic equation with time-dependent
principal part is investigated in [18]. For solving this problem numerically the authors adopt the classical
Tikhonov regularization to transform the inverse problem into an output least-squares minimation that
can be solved by the iterative thresholding algorithm. In [2] the authors developed an algorithm for
the quantitative reconstruction of constitutive parameters, namely the two eigenvalues of the elasticity
tensor, in isotropic linear elasticity from noisy full-field measurements. An algorithm, that guarantees
the conservation of the total energy as well as the conservation of momentum and angular momentum
is found in [29]. The reconstruction of an anisotropic elasticity tensor from a finite number of displace-
ment fields for the linear, stationary elasticity equation is represented in [3]. Lechleiter and Schlasche
considered in [22] the identification of the Lame´ parameters of the second order elastic wave equation
from time-dependent elastic wave measurements at the boundary. For this reason they dispose an inexact
Newton iteration validating the Fre´chet differentiability of the parameter-to-solution map in terms of [21].
A semi-smooth Newton iteration for the same problem was implemented in [7] also delivering an expres-
sion for the Fre´chet derivative. The topic of our considerations is the identification of spatially variable
stored energy functions from time-dependent boundary data which has not been investigated so far, to
the best of our knowledge. In [6] an algorithm for defect localization in fibre-reinforced composites from
surface sensor measurements was proposed using the equations of linear elastodynamics as mathematical
model. The key idea of the method is the interpretation of defects as if they were induced by an external
volume force. In some sense this article can be seen as the foundation of the method presented here.
We want to specify the inverse problems to be investigated in this article. Inspired by Kaltenbacher
and Lorenzi [19] and following the authors of [27, 31] we assume to have a dictionary {C1, C2, . . . , CN}
consisting of appropriate functions CK = CK(x, Y ), K = 1, . . . , N , given such that
C(x, Y ) =
N∑
K=1
αKCK(x, Y ) (1.5)
with nonnegative constants αK ≥ 0, K = 1, . . . , N . In that way the mentioned dictionary should consist
of physically meaningful elements such as polyconvex functions, see [4, 17]. The wave equation then is
then given as
ρ(x)u¨(t, x)−
N∑
K=1
αK∇ · [∇Y CK(x, Ju(t, x))] = f(t, x) (1.6)
for t ∈ [0, T ] and x ∈ Ω ⊂ R3. We consider at first the following inverse problem.
(IP I) Given (f, u0, u1) as well as the displacement field u˜(t, x) for t ∈ [0, T ] and x ∈ Ω, compute the
coefficients α = (α1, . . . , αN ) ∈ RN+ , such that u˜ satisfies the initial boundary value problem (IBVP)
(1.6), (1.2)–(1.4).
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Denoting by T : D(T ) ⊂ RN+ → L2(0, T ;H1(Ω,R3)) the forward operator, which maps a vector α ∈ D(T )
to the unique solution of the IBVP (1.6), (1.2)–(1.4) for (f, u0, u1) fixed, then (IP I) is represented by
the nonlinear operator equation
T (α) = u˜ . (1.7)
Here, D(T ) denotes the domain of T to be specified in Section 3. In that case we assume to have the
full knowledge of the displacemt field. We solve this problem numerically. Since in practical applications
measurements usually are only acquired at the structure’s surface we consider a further inverse problem,
QT (α) = y˜ , (1.8)
where Q is the observation operator, which maps the solution of (1.6) to measured data. Thus the
observation operator includes the measurement modalities to our mathematical model. Following the
article [6] we want to model Q having sensors in mind that average the displacement field on small parts
of the boundary of the structure ∂Ω. For this reason we define Q by
Q[u](t) =
(∫
∂Ω
〈gk, u(t)〉R3 dξ
)
k=1,...,l
,
where l is the number of sensors and gk, k = 1, ..., l, are weight functions that display the localization of
the particular sensors. We assume that the functions gk for all k = 1, ..., l have small support on ∂Ω. For
more information about this definition of the observation operator see [6]. The second inverse problem
is defined as follows.
(IP II) Given (f, u0, u1) as well as data y˜ ∈ Rl, compute the coefficients α = (α1, . . . , αN ) ∈ RN+ , such
that y˜ satisfies (1.8).
Outline. Section 2 provides all mathematical ingredients and tools which are necessary to deduce the
results of the article. In particular we summarize an existing uniqueness result for the solution of the IBVP
(1.6), (1.2)–(1.4) (Theorem 2.1) and results of the article [28]. Section 3 describes the implementation
of a numerical solver the inverse problems (IP I), (IP II) using the attenuated Landweber method. In
Section 4 we prove the local tangential cone condition for (IP I) and relying on that a convergence result
for the attenuated Landweber iteration when applied to (IP I). Numerical results for (IP I) and (IP II)
are subject of Section 5. Section 6 concludes the article.
2. Setting the stage. For the investigations and proofs in this article we need at first some results
the most of which are proven in [31] and [28]. The first one is a uniqueness result for the IBVP (1.6),
(1.2)–(1.4) from [31].
In the following we assume that the conditions CK(x, 0) = 0 and∇Y CK(x, 0) = 0 are valid for the function
CK : Ω × R3×3 → R for all K = 1, ..., N and x ∈ Ω ⊂ R3. Furthermore we restrict the nonlinearity of
all functions CK and hence of C by supposing, that there exist positive constants κ
[0]
K , κ
[1]
K , µ
[0]
K , µ
[1]
K for
K = 1, ..., N , such that
κ
[0]
K ‖Y ‖2F ≤ CK(x, Y ) ≤ µ[0]K ‖Y ‖2F (2.1)
and
κ
[1]
K ‖H‖2F ≤ 〈〈H|∇Y∇Y CK(x, Y )H〉〉 ≤ µ[1]K ‖H‖2F (2.2)
hold for all H,Y ∈ R3×3 and for x ∈ Ω almost everywhere. Let ‖ · ‖F be the Frobenius norm induced by
the inner product of matrices
〈〈A|B〉〉 := tr(A>B) for A,B ∈ R3×3.
3
In addition we require the existence and boundedness of higher derivatives of CK with respect to Y .
More precisely we assume, that there are constants µ
[2]
K , ..., µ
[7]
K for K = 1, ..., N with
‖∂Ypq∂Yij∂YklCK‖L∞(Ω×R3×3) ≤ µ[2]K (2.3)
‖∂Yab∂Ypq∂Yij∂YklCK‖L∞(Ω×R3×3) ≤ µ[3]K (2.4)
‖∂l∂YklCK‖L∞(Ω×R3×3) ≤ µ[4]K (2.5)
‖∂Yij∂l∂YklCK‖L∞(Ω×R3×3) ≤ µ[5]K (2.6)
‖∂l∂Yij∂YklCK‖L∞(Ω×R3×3) ≤ µ[6]K (2.7)
‖∂Ypq∂l∂Yij∂YklCK‖L∞(Ω×R3×3) ≤ µ[7]K (2.8)
for a, b, i, j, k, l, p, q = 1, 2, 3 and K = 1, ..., N . Additionally we require
∂Yij∂l∂YklC(x, Y ) = ∂l∂Yij∂YklC(x, Y ) (2.9)
for all i, j, k, l = 1, 2, 3, which holds true if e.g. C ∈ C4(Ω × R3×3). We suppose that the mapping
Y → CK(x, Y ) is three times continuously differentiable for x ∈ Ω almost everywhere.
Furthermore, the set of admissible coefficient vectors α = (α1, ..., αN )
> ∈ RN+ of the conic combination
(1.5) is supposed to be restricted by assuming
α ∈ C((κ[a])a=1,2, (µ[b])b=1,...,7)
:=
{
α ∈ (0,∞)N : ∑NK=1 αKκ[a]K ≥ κ[a], ∑NK=1 αKµ[b]K ≤ µ[b]
for all a = 1, 2 and b = 1, ..., 7
}
.
It is easy to see that this set is coupled to the nonlinearity conditions of CK (2.1)–(2.8) via the constants
µ[b] for b = 1, ..., 7.
After all we define the following set of admissible solutions u of IBVP (1.1)–(1.4). Let be given the
constants Mi, i = 0, ..., 4. Then we set
A := A(M0,M1,M2,M3,M4)
:=

u ∈ L∞((0, T )× Ω,R3) ∩W 1,∞((0, T ), H1(Ω,R3)) :
‖∂l∂ju‖L∞((0,T ),L2(Ω,R3)) ≤M0, ‖∂lu˙k‖L∞((0,T )×Ω) ≤M1,
‖∂l∂j u˙k‖L∞((0,T )×Ω) ≤M2, ‖∂l∂juk‖L∞((0,T )×Ω) ≤M3,
‖∂luk‖L∞((0,T )×Ω) ≤M4 for all i, j, k, l = 1, 2, 3
 . (2.10)
Let us notice that this set is only a subset of the set of admissible solutions mentioned in [31] and [28]
because of the additional condition ‖∂luk‖L∞((0,T )×Ω) ≤M4 for all i, j, k, l = 1, 2, 3. u ∈ A holds true, if
e.g. ∂Ω, f , u0, u1 and CK are sufficiently smooth.
Now all necessary conditions are mentioned to prove the following uniqueness result for the solution of
the IBVP (1.6), (1.2)–(1.4) for given α ∈ C((κ[a])a=1,2, (µ[b])b=1,...,7), which has been presented in [31].
Theorem 2.1 ([31, Theorem 2.1]). Let u, u¯ be two solutions to the initial boundary value problem
(1.6), (1.2)–(1.4) corresponding to the parameters, initial values and right-hand sides (α, u0, u1, f) and
(α¯, u¯0, u¯1, f¯), respectively. Furthermore, assume that u, u¯ ∈ A. If, in addition, the condition
7
8
µ < κ <
9
8
µ (2.11)
4
is satisfied for
κ :=
N∑
K=1
αKκ
[1]
K and µ :=
N∑
K=1
αKµ
[1]
K (2.12)
and if there are constants κ(α) and µ(α), so that
κ ≥ κ(α) > 0 and µ ≤ µ(α), (2.13)
then there exist constants C¯0, C¯1 and C¯2, such that the stability estimate[
ρ‖(u˙− ˙¯u)(t, ·)‖2L2(Ω,R3) + κ(α)‖(Ju− Ju¯)(t, ·)‖2L2(Ω,R3×3)
+ρ‖(u¨− ¨¯u)(t, ·)‖2L2(Ω,R3) + κ(α)‖(Ju˙− J ˙¯u)(t, ·)‖2L2(Ω,R3×3)
+‖(u− u¯)(t, ·)‖2H2(Ω,R3)
] 1
2
≤ C¯0
[
µ(α)‖u0 − u¯0‖2H2(Ω,R3) + ‖u1 − u¯1‖2H1(Ω,R3)
] 1
2
+C¯1‖f − f¯‖W 1,1((0,T ),L2(Ω,R3)) + C¯2‖α− α¯‖∞
is valid for all t ∈ (0, T ). Thereby, the constants C¯0, C¯1 and C¯2 only depend on T , M0, M1, M2, M3,
C¯(α) :=
N∑
K=1
αKµ
[2]
K
( N∑
K=1
αKκ
[1]
K
)−1
(2.14)
and
Cˆ(α) :=
Kˆ
1−√1− 
N∑
K=1
αKµ
[1]
K
( N∑
K=1
αKκ
[1]
K
)−2
, (2.15)
where 0 <  < 1 is a constant, whose existence is ensured by inequality (2.11). The constant Kˆ > 0 is
defined by the continuity of the embedding H2,10 (Ω,R3) := H2(Ω,R3) ∩H10 (Ω,R3) ↪→ H2(Ω,R3),
‖g‖H2(Ω,R3) ≤ Kˆ‖g‖H2,10 (Ω,R3) = Kˆ
( 3∑
k=1
∫
Ω
3∑
l=1
3∑
j=1
(∂i∂jgk(x))
2dx
) 1
2
for all g ∈ H2,10 (Ω,R3). Moreover, the constants C¯0, C¯1 and C¯2 are uniformly bounded, if we take
(M0,M1,M2,M3, C¯(α), Cˆ(α), T ) ∈M with M⊂ (0,∞)7 bounded.
The function C¯ is positive and bounded in the following way because of the non-negativity of the coeffi-
cients αK :
0 < ζ :=
min1≤K≤N µ
[2]
K
max1≤K≤N κ
[1]
K
≤ C¯(α) ≤ max1≤K≤N µ
[2]
K
min1≤K≤N κ
[1]
K
=: η <∞. (2.16)
Next we prove an estimate being necessary for the proof of Theorem 4.2 and following from Theorem 2.1.
Corollary 2.2. Let be u, u¯ ∈ A(M0,M1,M2,M3,M4) two solutions of the problem (1.1) - (1.4). Then
there is for u˜ = u− u¯ and all t ∈ (0, T )
3∑
i,j=1
∫
Ω
|∂j u˜i(t, x)|4 dx ≤ (M4)2‖u˜(t, ·)‖2H10 (Ω,R3). (2.17)
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Proof. Using the condition u, u¯ ∈ A(M0,M1,M2,M3,M4) it follows by the triangle inequality
‖∂j u˜i‖L∞((0,T )×Ω) = ‖∂jui − ∂j u¯i‖L∞((0,T )×Ω) ≤ ‖∂jui‖L∞((0,T )×Ω) + ‖∂j u¯i‖L∞((0,T )×Ω) ≤ 2M4
for all i, j = 1, 2, 3. Hence we have |∂j u˜i(t, x)|/(2M4) ≤ 1 and therefore( |∂j u˜i(t, x)|
2M4
)4
≤
( |∂j u˜i(t, x)|
2M4
)2
for all i, j = 1, 2, 3 and (t, x) ∈ (0, T )× Ω. Finally we obtain the estimate
3∑
i,j=1
∫
Ω
|∂j u˜i(t, x)|4 dx =
3∑
i,j=1
(M4)
4
∫
Ω
( |∂j u˜i(t, x)|
M4
)4
dx
≤
3∑
i,j=1
(M4)
4
∫
Ω
( |∂j u˜i(t, x)|
M4
)2
dx = (M4)
2‖u˜(t, ·)‖2H10 (Ω,R3)
and hence the assertion of the corollary.
Next we define for the remainder of the article the following spaces
V := H1(Ω,R3) and H := L2(Ω,R3)
and identify H with its dual space H ′. Then we obtain the Gelfand triple
V ⊂ H = H ′ ⊂ V ′
with dense, continuous embeddings. Furthermore let be
U := H10 (Ω,R3)
with
‖u‖U := ‖Ju‖L2(Ω,R3×3)
for all u ∈ U and thereby
U ⊂ V ⊂ H = H ′ ⊂ V ′ ⊂ U ′
with dense, continuous embeddings and U ′ ' H−1(Ω,R3). Then the Poincare´ inequality yields that there
is a constant CΩ > 0 with
‖u‖V ≤
√
1 + CΩ‖u‖U (2.18)
for all u ∈ U . Besides it follows directly from the definition of the norms in H and V
‖u‖H ≤ ‖u‖V (2.19)
for all u ∈ V .
For the proof of the local tangential cone condition we need Gronwall’s lemma.
Lemma 2.3 (Gronwall’s lemma). Let ψ ∈ C(0, T ) and b, k ∈ L1(0, T ) be non-negative functions. If ψ
satisfies
ψ(τ) ≤ a+
τ∫
0
b(t)ψ(t)dt+
τ∫
0
k(t)ψ(t)pdt
6
for all τ ∈ [0, T ] with constants p ∈ (0, 1) and a ≥ 0, then
ψ(τ) ≤ exp
( τ∫
0
b(t)dt
)[
a1−p + (1− p)
τ∫
0
k(t) exp((p− 1)
t∫
0
b(σ)dσ)dt
]1/(1−p)
(2.20)
is valid for all τ ∈ [0, T ].
A proof of this version is given in [1]. The following results in connection with the Gaˆteaux/Fre´chet
derivative of the forward operator T and its adjoint operator are proven in [28]. That is the reason why
there are no proofs in the remainder of this section. For this purpose let be the domain D(T ) ⊂ RN+ of
the forward operator T defined by
D(T ) := {α ∈ RN+ : the IBVP (1.6), (1.2)–(1.4) has a unique solution u ∈ A}. (2.21)
At first we characterize the Gaˆteaux derivative of T .
Lemma 2.4. Let α ∈ int(D(T )) be an interior point of D(T ). The Gaˆteaux derivative v = T ′(α)h
of the solution operator T fulfills for h ∈ RN+ the following linear system of differential equations with
homogeneous initial and boundary value conditions
ρv¨(t, x)−∇ · [∇Y∇Y Cα(x, Ju(t, x)) : Jv(t, x)] = ∇ · [∇Y Ch(x, Ju(t, x))] (2.22)
for t ∈ [0, T ] and x ∈ Ω ⊂ R3,
v(0, x) = v˙(0, x) = 0 for x ∈ Ω (2.23)
and
v(t, x) = 0 for x ∈ ∂Ω. (2.24)
Here, we used the notations
Cα =
N∑
K=1
αKCK respectively Ch =
N∑
K=1
hKCK .
It was proven in [28] that the IBVP (2.22)–(2.24) has a unique solution and hence the Gaˆteaux derivative
is well defined.
Theorem 2.5. The IBVP (2.22)–(2.24) has a unique, weak solution v = T ′(α)h in L2(0, T ;V ).
The aim of [28] was to show, that T : D(T ) ⊂ RN+ → L2(0, T ;V ) even is Fre´chet differentiable. To this
end it was proven that the mapping T ′(α) : RN → L2(0, T ;V ), h 7→ v, is linear and bounded. It is linear
because (2.22) is linear in v and h. The continuity was subject of the following theorem.
Theorem 2.6 ([28, Prop. 3.4]). Adopt the assumption of Lemma 2.4. The Gaˆteaux derivative v = T ′(α)h
is continuous in h for all h ∈ RN , i.e. there is a constant L1 > 0 with ‖v‖L2(0,T ;V ) ≤ L1‖h‖∞.
Next we state the Fre´chet differentiability of T .
Theorem 2.7 ([28, Th. 3.8]). Adopt the assumptions of Lemma 2.4 and let v = T ′(α)h. There is a
constant L2 > 0 depending only on Ω, T and α such that
‖u(α+ h)− u(α)− v‖L2(0,T ;V ) ≤ L2‖h‖
3
2∞ for ‖h‖∞ → 0. (2.25)
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We continue by recapitulating the representation of the adjoint operator of the Fre´chet derivative T ′(α)∗,
which was also proven in [28]. We will see that the adjoint is important when applying iterative solvers
as the Landweber method to the inverse problem T (α) = umeas. Let be X the space consisting of all
solutions of
Bv = f (2.26)
for f ∈ L2(0, T ;H), if we define the mapping B : L2(0, T ;U) ∩H1(0, T ;H)→ H−1(0, T ;H) by
Bv := ρv¨ −∇ · [∇Y∇Y Cα(x, Ju) : Jv] (2.27)
for all v ∈ L2(0, T ;U)∩H1(0, T ;H). Then we have X = B−1(L2(0, T ;H)) ⊂ (L2(0, T ;U)∩H1(0, T ;H))
and the mapping B : X → L2(0, T ;H) is bijective since (2.26) with (2.23) and (2.24) is uniquely solv-
able according to Theorem 2.5. This yields B−1 : L2(0, T ;H) → X , f 7→ v, where v solves (2.26) with
(2.23) and (2.24). Finally X endowed with the norm ‖v‖X = ‖Bv‖L2(0,T ;H) turns into a Hilbert space,
which is a closed subspace of L2(0, T ;U)∩H1(0, T ;H). The following lemma states that the embedding
X ↪→ L2(0, T ;U) ∩H1(0, T ;H) even is continuous.
Lemma 2.8. The embedding X ↪→ L2(0, T ;U)∩H1(0, T ;H) is continuous, i.e. there is a constant C > 0
not depending on v such that
‖v‖L2(0,T ;U)∩H1(0,T ;H) ≤ C‖v‖X , v ∈ X .
A representation of the adjoint operator T ′(α)∗ : X ′ → RN for fixed α ∈ RN+ is presented in the following
theorem.
Theorem 2.9. Let α ∈ (intD(T )) ⊂ RN+ be fixed and w ∈ X ′. The adjoint operator of the Fre´chet
derivative T ′(α) : RN → X is given by
T ′(α)∗w =
[
−
T∫
0
∫
Ω
∇Y CK(x, Ju(t, x)) : J(B−1)∗w(t, x) dx dt
]
K=1,...,N
∈ RN , (2.28)
where p := (B−1)∗w is the weak solution of the hyperbolic, backward IBVP
ρp¨(t, x)−∇ · [∇Y∇Y Cα(x, Ju(t, x)) : Jp(t, x)] = w(t, x), (2.29)
p(T, x) = p˙(T, x) = 0, x ∈ Ω, (2.30)
p(t, ξ) = 0, (t, ξ) ∈ [0, T ]× ∂Ω. (2.31)
We have now all ingredients together for the proof of the convergence result in Section 4 and the numerical
solution of (IP I). The last point to consider in this section is the observation operator, which is needed
for (IP II). Let be Q : L2(0, T ;U)→ L2(0, T ;Rl) the observation operator with
Q[u](t) =
(∫
∂Ω
〈gk, u(t)〉R3 dξ
)
k=1,...,l
=
(
〈gk,Γ(u(t))〉L2(∂Ω,R3)
)
k=1,...,l
∈ Rl, (2.32)
where Γ : V → H 12 (∂Ω,R3) is the trace operator and gk ∈ L2(∂Ω,R3) given weight functions (see Section
1). Then L2(0, T ;Rl) represents the data space. Because of (2.32) it is easy to see that Q is linear in
u ∈ L2(0, T ;U). Furthermore it is proven in [6] that Q is continuous in u ∈ L2(0, T ;U) and that the
adjoint operator Q∗ has for all a ∈ L2(0, T ;Rl) the representation
Q∗a =
l∑
k=1
akΓ
∗gk. (2.33)
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3. Numerical scheme. In this section we outline a numerical solution scheme for computing a
solution of (1.7) with input data u˜. We want to use the attenuated Landweber method (see for example
[13], [25] or [20]). This iteration is defined for solving (IP I) via
α(k+1) = α(k) − ωT ′(α(k))∗(T (α(k))− y), k = 0, 1, 2, ... (3.1)
and for solving (IP II) via
α(k+1) = α(k) − ωT ′(α(k))∗Q∗(QT (α(k))− y), k = 0, 1, 2, ... (3.2)
with initial value α(0) ∈ D(T ) and relaxation parameter
ω ∈
(
0,
1
C2
)
(3.3)
with
C := sup{‖T ′(α)‖ : α ∈ Bρ(α(0))}. (3.4)
We always denote by Bρ(α(0)) the closed ball centered about α(0) with radius ρ > 0. In (3.1) respectively
(3.2) we can see that we have to solve in every iteration step of the attenuated Landweber method
respectively once the forward problem (1.6), (1.2)–(1.4) and the adjoint problem (2.29), (2.30)–(2.31). So
we need at first an algorithm for solving the forward problem. Because of the second time derivative in
the differential equation we split initially the differential equation and then we get with r(t, x) := u˙(t, x)
for all (t, x) ∈ [0, T ]× Ω the equivalent formulation{
u˙(t, x)− r(t, x) = 0
ρr˙(t, x)−∇ · ∇Y C(x, Ju(t, x)) = f(t, x)
(3.5)
for all (t, x) ∈ [0, T ] × Ω. We discretized this equation system at first in time with the θ-method with
θ ∈ [0, 1]. Let I = [0, T ] be equidistantly partitioned in m > 0 equal time steps of length k = T/m and
points tj = jk, j = 0, ...,m. Then we get with u
i = u(ti) for all i = 0, ...,m in every time step j for all
j = 1, ...,m the following formulation of the time discretized equations{
uj−uj−1
k = θr
j + (1− θ)rj−1
ρ r
j−rj−1
k = ∇ · ∇Y C(x, θJuj + (1− θ)Juj−1) + θf j + (1− θ)f j−1.
After some reformulations we get the system
uj = uj−1 + krj−1 + k
2θ
ρ ∇ · ∇Y C(x, θJuj + (1− θ)Juj−1)
+k
2θ2
ρ f
j + k
2θ(1−θ)
ρ f
j−1
rj = rj−1 + kρ∇ · ∇Y C(x, θJuj + (1− θ)Juj−1) + kθρ f j + k(1−θ)ρ f j−1.
(3.6)
It is easy to see that the first equation is not linear in uj and the second one is linear in rj . That is the
reason why we have to implement a nonlinear solver for the first equation. Then we can discretize in
space and solve both equations. For using the Newton method to solve the first equation we define
F (ujl ) = u
j
l − uj−1 − krj−1 −
k2θ
ρ
∇ · ∇Y C(x, θJujl + (1− θ)Juj−1)
−k
2θ2
ρ
f j − k
2θ(1− θ)
ρ
f j−1 (3.7)
with the iteration index l = 0, 1, .. of the Newton method. Then the first equation in (3.6) is equal to the
nonlinear equation F (ujl ) = 0. The Newton method yields a solution of this equation determining ∂u
j
l
with
F ′(ujl )∂u
j
l = −F (ujl )
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with
F ′(ujl )∂u
j
l = ∂u
j
l −
k2θ2
ρ
∇ · [∇Y∇Y C(x, θJujl + (1− θ)Juj−1) : J(∂ujl )] (3.8)
and after that setting
ujl+1 = u
j
l + ∂u
j
l
for all l = 0, 1, .. with uj0 = u
j−1 until a sufficient accuracy is achieved. Before we discretize the refor-
mulated time discretized equations we want to present the following weak formulation of the splitted
representation of the problem including the nonlinear solver in every time step tj = jk. Therefore we
choose H10 (Ω,R3) as solution and test space. Then we get:
Find ∂ujl ∈ H10 (Ω,R3) such that
〈F ′(ujl )∂ujl , ϕ〉L2(Ω,R3) = −〈F (ujl ), ϕ〉L2(Ω,R3) (3.9)
for all ϕ ∈ H10 (Ω,R3) and set
ujl+1 = u
j
l + ∂u
j
l
for all l = 0, 1, ...
Find rj ∈ H10 (Ω,R3) such that
〈rj , ϕ〉L2(Ω,R3)
= 〈rj−1, ϕ〉L2(Ω,R3) + k
ρ
〈∇ · ∇Y C(x, θJuj + (1− θ)Juj−1), ϕ〉L2(Ω,R3) (3.10)
+
kθ
ρ
〈f j , ϕ〉L2(Ω,R3) + k(1− θ)
ρ
〈f j−1, ϕ〉L2(Ω,R3)
for all ϕ ∈ H10 (Ω,R3).
For the discretization in space of the weak formulation of the time discretized problem we use the Finite
Element method. In particular for the implementation we used the C++ finite element library deal.II, see
[5]. Let be Vh a finite dimensional H10 (Ω,R3) conform finite element space with nodal basis {ϕ1, ..., ϕL}
with dimVh = L < ∞. Then we can expand all functions in the weak formulation given above in
terms of the nodal basis. Hence we want to denote by a capital letter the vector of the coefficients of a
function. That means for example uj =
∑L
r=1 U
j
rϕr ∈ H10 (Ω,R3) mit U j ∈ RL. Then we get after some
reformulations the following matrix equations at each time step,
F ′h(U
j,l)∂U j,l = −Fh(U j,l)
U j,l+1 = U j,l + ∂U j,l, U j,0 = U j−1
MRj = MRj−1 − kρD(uj , uj−1) + kθρ MF j + k(1−θ)ρ MF j−1.
(3.11)
with the mass matrix
M = (〈ϕr, ϕs〉H)r,s=1,...,L ∈ RL×L,
Fh(U
j,l) = M
(
U j,l − U j−1 − kRj−1) + k2θ
ρ
D(ujl , u
j−1)− k
2θ2
ρ
MF j (3.12)
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−k
2(1− θ)θ
ρ
MF j−1.
and
F ′h(U
j,l)∂U j,l =
(
M +
k2θ2
ρ
A(ujl , u
j−1)
)
∂U j,l. (3.13)
In addition we used the matrix A(ujl , u
j−1) ∈ RL×L with the entries
Ars(u
j
l , u
j−1) =
∫
Ω
(∇Y∇Y C(x, θJujl + (1− θ)Juj−1) : Jϕr) : Jϕs dx
for all r, s = 1, ..., L and the vector D(ujl , u
j−1) ∈ RL with
Ds(u
j
l , u
j−1) =
∫
Ω
∇Y C(x, θJujl + (1− θ)Juj−1) : Jϕs dx.
for all s = 1, ..., L.
Finally we get the following algorithm for solving the forward problem using the Conjugate Gradient
(CG) method for solving the first equation in (3.13).
Algorithm 3.1. (u = forw(α))
Input: α ∈ R(n+1)×(n+1)
1. Set U0 = 0 ∈ RL.
2. Set MR0 = 0 ∈ RL.
3. For every j = 1, ...,m do
3.1 Set l = 0.
3.2 Set U j,0 = U j−1.
3.3 Compute Fh(U
j,0) = −kMRj−1 + k2θρ D(uj0, uj−1)− k
2θ2
ρ MF
j − k2(1−θ)θρ MF j−1.
3.4 Compute F ′h(U
j,0) = M + k
2θ2
ρ A(u
j
0, u
j−1).
3.5 Compute ∂U j,0 with F ′h(U
j,0)∂U j,0 = −Fh(U j,0).
3.6 Set U j,1 = U j,0 + ∂U j,0.
3.7 While (‖Fh(U j,l)‖ > tol) do
i. Set l = l + 1.
ii. Compute
Fh(U
j,l) = M
(
U j,l − U j−1 − kRj−1) + k2θ
ρ
D(ujl , u
j−1)− k
2θ2
ρ
MF j
−k
2(1− θ)θ
ρ
MF j−1.
iii. Compute F ′h(U
j,l) = M + k
2θ2
ρ A(u
j
l , u
j−1).
iv. Compute ∂U j,l with F ′h(U
j,l)∂U j,l = −Fh(U j,l).
v. Set U j,l+1 = U j,l + ∂U j,l.
3.8 Set MRj = MRj−1 − kρD(uj , uj−1) + kθρ MF j + k(1−θ)ρ MF j−1.
Output: U j ∈ RL for j = 0, ...,m.
We proceed in the same way to develop an algorithm to solve the adjoint problem. The advantage is that
this problem is linear. At first we split the corresponding differential equation with q(t, x) := p˙(t, x) for
all (t, x) ∈ [0, T ]× Ω, too. Then we get the equivalent system{
p˙(t, x)− q(t, x) = 0
ρq˙(t, x)−∇ · [∇Y∇Y C(x, Ju(t, x)) : Jp(t, x)] = w(t, x)
(3.14)
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for all (t, x) ∈ [0, T ] × Ω. After time discretization by the θ-method separating [0, T ] in m > 0 equal
time steps with fix length k = T/m and time points ti = ik, i = 0, ...,m, we have in time step j for all
j = 0, ...,m− 1
pj−pj+1
k = θq
j + (1− θ)qj+1
ρ q
j−qj+1
k = ∇ · [∇Y∇Y C(x, θJuj + (1− θ)Juj+1) : (θJpj + (1− θ)Jpj+1)]
+θwj + (1− θ)wj+1.
and with some reformulations
pj = pj+1 + kqj+1 + k
2θ2
ρ ∇ · [∇Y∇Y C(x, θJuj + (1− θ)Juj+1) : Jpj ]
+k
2(1−θ)θ
ρ ∇ · [∇Y∇Y C(x, θJuj + (1− θ)Juj+1) : Jpj+1]
+k
2θ2
ρ w
j + k
2(1−θ)θ
ρ w
j+1
qj = qj+1 + kθρ ∇ · [∇Y∇Y C(x, θJuj + (1− θ)Juj+1) : Jpj ]
+k(1−θ)ρ ∇ · [∇Y∇Y C(x, θJuj + (1− θ)Juj+1) : Jpj+1] + kθρ wj + k(1−θ)ρ wj+1.
Because both equations of this system are linear we can directly discretize the equations in space and
after that solve the system. For this purpose we use the same notations as before. Additionally let be
w ∈ V ′h ⊂ V ′. Then we get the dual basis (ϕ′r)r=1,...,L to (ϕr)r=1,...,L, where 〈ϕ′r, ϕs〉 = δrs is for all
r, s = 1, ..., L. We obtain for the adjoint problem the system
MP j = MP j+1 + kMQj+1 − k2θ2ρ A(uj , uj+1)P j − k
2(1−θ)θ
ρ A(u
j , uj+1)P j+1
+k
2θ2
ρ W
j + k
2(1−θ)θ
ρ W
j+1
MQj = MQj+1 − kθρ A(uj , uj+1)P j − k(1−θ)ρ A(uj , uj+1)P j+1
+kθρ W
j + k(1−θ)ρ W
j+1.
(3.15)
In the end with some reformulations and using the definitions
S0 := M +
k2θ2
ρ
A(uj , uj+1) ∈ RL×L (3.16)
and
S1 := M − k
2(1− θ)θ
ρ
A(uj , uj+1) ∈ RL×L (3.17)
we can reformulate (3.15) as
S0P
j = S1P
j+1 + kMQj+1 + k
2θ2
ρ W
j + k
2(1−θ)θ
ρ W
j+1
MQj = MQj+1 − kθρ A(uj , uj+1)P j − k(1−θ)ρ A(uj , uj+1)P j+1
+kθρ W
j + k(1−θ)ρ W
j+1.
(3.18)
Using again the CG method for solving the first equation of (3.15) we preserve the following algorithm
for solving the adjoint problem:
Algorithm 3.2. (p = adj1(w, u))
Input: W j ∈ RL and uj ∈ H10 (Ω,R3) for j = 0, ...,m
1. Set Pm = 0 ∈ RL.
2. Set MQm = 0 ∈ RL.
3. For every j = m− 1, ..., 0 do
3.1 Compute A(uj , uj+1).
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3.2 Compute S0 = M +
k2θ2
ρ A(u
j , uj+1).
3.3 Compute S1 = M − k
2(1−θ)θ
ρ A(u
j , uj+1).
3.4 Compute P j with
S0P
j = S1P
j+1 + kMQj+1 +
k2θ2
ρ
W j +
k2(1− θ)θ
ρ
W j+1.
3.5 Compute MQj with
MQj = MQj+1 − kθ
ρ
A(uj , uj+1)P j − k(1− θ)
ρ
A(uj , uj+1)P j+1
+
kθ
ρ
W j +
k(1− θ)
ρ
W j+1.
Output: P j ∈ RL for j = 0, ...,m.
Finally we discretize the observation operator in the same way as in [6]. Let be v ∈ Vh. Then we can
write v =
∑L
r=1 Vrϕr with the basis (ϕr)r=1,...,L of Vh. It follows
Q[v](t) =
( M∑
r=1
Vr(t)
∫
∂Ω
〈gk, ϕr〉R3 dξ
)
k=1,...,l
= (G(Vr))r=1,...,L (3.19)
with G ∈ Rl×L the matrix, which represents Q|Vh in the bases (ej)j=1,...,l of Rl and (ϕr)r=1,...,L of Vh.
In addition we can identify Rl respectively L2(0, T ;Rl) with its dual space, if we choose the standard
scalar product in Rl. Then the matrix G> is exactly the representation of Q∗ : Rl → V ′h in the bases
(ej)j=1,...,l of Rl and (ϕ′r)r=1,...,L of V ′h.
If we choose the weight functions gk, k = 1, ..., l, also from Vh, which means gk =
∑L
r=1G
k
rϕr for all
k = 1, ..., l, then we obtain by (3.19)
Q[v](t) =
( L∑
r=1
Vr(t)
∫
∂Ω
〈gk, ϕr〉R3 dξ
)
k=1,...,l
=
( L∑
r=1
L∑
s=1
Vr(t)G
k
s
∫
∂Ω
〈ϕs, ϕr〉R3 dξ
)
k=1,...,l
= G¯M∂Ω(Vr)r=1,...,L,
where M∂Ω ∈ RL×L with (M∂Ω)rs =
∫
∂Ω
〈ϕr, ϕs〉R3 dξ for all r, s = 1, ..., L is the boundary mass matrix
and G¯ ∈ Rl×L the coefficient matrix of the sensors with G¯ks = Gks for all k = 1, ..., l and s = 1, ..., L.
Then we get
G = G¯M∂Ω and G
> = M∂ΩG¯>.
With that discretization of the observation operator we are able to present the algorithm for the adjoint
problem in the case (IP II) of incomplete data. We get
Algorithm 3.3. (p = adj2(w, u))
Inpute: W j ∈ Rl and uj ∈ H10 (Ω,R3) for j = 0, ...,m
1. Set Pm = 0 ∈ RL.
2. Set MQm = 0 ∈ RL.
3. For every j = m− 1, ..., 0 do
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3.1 Compute A(uj , uj+1).
3.2 Compute S0 = M +
k2θ2
ρ A(u
j , uj+1).
3.3 Compute S1 = M − k
2(1−θ)θ
ρ A(u
j , uj+1).
3.4 Compute P j with
S0P
j = S1P
j+1 + kMQj+1 +
k2θ2
ρ
M∂ΩG¯
>W j +
k2(1− θ)θ
ρ
M∂ΩG¯
>W j+1.
3.5 Compute MQj with
MQj = MQj+1 − kθ
ρ
A(uj , uj+1)P j − k(1− θ)
ρ
A(uj , uj+1)P j+1
+
kθ
ρ
M∂ΩG¯
>W j +
k(1− θ)
ρ
M∂ΩG¯
>W j+1.
Output: P j ∈ RL for j = 0, ...,m.
We have all ingredients to formulate the algorithm for solving the inverse problem (IP II).
Algorithm 3.4. (α = inv(y))
Input: yj for j = 0, ...,m, basis functions ϕr with r = 1, ..., L.
1. Compute the matrices M , M∂Ω and G¯ with
Mrs = 〈ϕr, ϕs〉H , ∀r, s = 1, ..., L
(M∂Ω)rs = 〈ϕr, ϕs〉L2(∂Ω,R3), ∀r, s = 1, ..., L
and
G¯ks = G
k
s , ∀k = 1, ..., l, s = 1, ..., L.
2. Set δ = 1.
3. Set α = (αrs)r,s=0,...,n = 1.
4. Set i = 0
5. While (i < maxiter) and (δ > tol) do
5.1 Set i = i+ 1.
5.2 Compute u = vorw(α).
5.3 Compute u¯ = G¯M∂Ωu.
5.4 Set w = u¯− y.
5.5 Set δ = Tm
[
1
2‖w0‖2Rl +
m−1∑
j=1
‖wj‖2Rl + 12‖wm‖2Rl
]
.
5.6 Compute p = adj2(w, u).
5.7 For all r, s = 0, ..., n:
5.7.1 Compute zj = compadj(r, s, uj , pj) ∀j = 0, ...,m.
5.7.2 Set γ = Tm
[
1
2z
0 +
m−1∑
j=1
zj + 12z
m
]
.
5.7.3 Compute αrs = αrs + ωγ.
Output: α = (αrs)r,s=0,...,n ∈ R(n+1)×(n+1).
Because the modifications of the algorithm for solving (IP I) are dispensable we omit to write the algorithm
separately.
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4. Convergence result. In this section we prove local convergence of the attenuated Landweber
iteration (3.1) applied to (1.7). Therefore let u, u¯ ∈ A(M0,M1,M2,M3,M4) be two solutions to the initial
boundary value problem (1.6), (1.2)–(1.4) corresponding to the parameters, initial values and right-hand
sides (α, u0, u1, f) respectively (α¯, u0, u1, f). First we prove the local tangential cone condition for the
parameter-to-solution map associated to the considered identification problem, because it is necessary for
our proof of convergence of the attenuated Landweber method. For the proof of the cone condition we
need a technical result.
Lemma 4.1. For d = u(α)− u(α¯)− T ′(α)h with h = α− α¯ ∈ RN under the assumption ‖h‖∞ ≤ r for a
sufficiently small r > 0 there is
d ∈ L2(0, T ;U) ∩H1(0, T ;H).
Thereby we define
‖z‖L2(0,T ;U)∩H1(0,T ;H) := ‖z‖L2(0,T ;U) + ‖z‖H1(0,T ;H)
for all z ∈ L2(0, T ;U) ∩H1(0, T ;H).
Proof. Let be u = u(α) and u¯ = u(α¯).
With the definition of the norm of L2(0, T ;U) ∩H1(0, T ;H) we get at first
‖d‖L2(0,T ;U)∩H1(0,T ;H) ≤ ‖d‖L2(0,T ;U) + ‖d‖H1(0,T ;H).
We estimate the two summands on the right hand side separately.
For the first one we obtain with (the proof of) Theorem 2.25 (see [28])
‖d‖L2(0,T ;U) ≤ L¯2‖h‖
3
2∞ ≤ L¯2r 32 <∞
with
L¯2 :=
√
2
(
2(B1 +B3)
κ(α)
exp(bT )T +
4(B2(h) +B4‖h‖
1
2∞)2
b2κ(α)2
(
exp
(
1
2
bT
)
− 1
)2
T
) 1
2
, (4.1)
where L¯2 ∈ (0,∞) holds true.
For the second summand we consider
‖d‖2H1(0,T ;H)
=
T∫
0
‖d(t, ·)‖2H + ‖d˙(t, ·)‖2H dt
= ‖d‖2L2(0,T ;H) + ‖d˙‖2L2(0,T ;H).
Using (2.19) and again Theorem 2.25 yields
‖d‖2L2(0,T ;H) ≤ ‖d‖2L2(0,T ;V ) ≤ (1 + CΩ)L¯22‖h‖3∞ ≤ (1 + CΩ)L¯22r3 <∞.
In addition the proof of Theorem 2.7 in [28] delivers for τ ∈ [0, T ] with
a := 2(B1 +B3)‖h‖3∞,
b :=
729µ(α)
8κ(α)
ηM1 > 0
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and
k := 2(B2(h) +B4‖h‖
1
2∞)‖h‖
3
2∞
1√
κ(α)
the estimate
‖d˙(τ, ·)‖L2(Ω,R3) ≤ exp
(
1
2
bτ
)
a
1
2 +
k
b
(
exp
(
1
2
bτ
)
− 1
)
.
In the same way as in the proof of Theorem 2.7 (see [28]) we get
‖d˙‖2L2(0,T ;H) ≤ κ(α)L¯22‖h‖3∞ ≤ κ(α)L¯22r3 <∞.
Hence we obtain for the second summand
‖d‖H1(0,T ;H) <∞
and finally the assertion of the lemma.
Now we can state the local tangential cone condition for our identification problem.
Theorem 4.2. For d := u(α)− u(α¯)− T ′(α)h with h = α− α¯ ∈ RN and a constant L3 > 0 there is
‖d‖L2(0,T ;U)∩H1(0,T ;H) ≤ L3‖u(α)− u(α¯)‖L2(0,T ;U)∩H1(0,T ;H). (4.2)
Remark 4.3. We note that the inequality (4.2) is strictly speaking only a tangential cone condition if the
constant L3 > 0 is bounded as L3 < 1/2 (see [16]). We prove this under certain constraints on α, α¯ ∈ RN
in the proof of Theorem 4.5.
Before we can show Theorem 4.2, we have to prove the subsequent lemma.
Lemma 4.4. Let be d = u(α) − u(α¯) − T ′(α)h ∈ L2(0, T ;U) ∩H1(0, T ;H). Then for the weak solution
p = (B−1)∗d of
ρp¨(t, x)−∇ · [∇Y∇Y Cα(x, Ju(t, x)) : Jp(t, x)] = d(t, x) (4.3)
p(T, x) = p˙(T, x) = 0, x ∈ Ω (4.4)
p(t, ξ) = 0, (t, ξ) ∈ [0, T ]× ∂Ω (4.5)
it is
p = (B−1)∗d ∈ L2(0, T ;U).
Proof. (Proof of Lemma 4.4) Multiplying equation (4.3) by 2p˙ and integrating over Ω yield
2〈ρp¨(t, ·), p˙(t, ·)〉H − 2〈∇ · [∇Y∇Y Cα(·, Ju(t, ·)) : Jp(t, ·)], p˙(t, ·)〉H = 2〈d(t, ·), p˙(t, ·)〉H
for t ∈ [0, T ]. Then we get
a1(τ ; p, p) + ρ‖p˙(τ, ·)‖2H =
τ∫
0
a′1(t; p, p) dt+ 2
τ∫
0
〈d(t, ·), p˙(t, ·)〉H dt
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for τ ∈ [0, T ] with
a1(τ ; v, w) :=
N∑
K=1
αK
∫
Ω
〈〈∇Y∇Y CK(x, Ju(t, x)) : Jv(t, x), Jw(t, x)〉〉 dx
for all v, w ∈ L2(0, T ;U) and therefore (see [28])
κ(α)‖Jp(τ, ·)‖2L2(Ω,R3×3) + ρ‖p˙(τ, ·)‖2H
≤ 729
8
ηµ(α)M1
τ∫
0
‖Jp(t, ·)‖2L2(Ω,R3×3) dt+ 2
τ∫
0
‖d(t, ·)‖H‖p˙(t, ·)‖H dt
≤ 729
8
ηµ(α)
M1
κ(α)
τ∫
0
(κ(α)‖Jp(t, ·)‖2L2(Ω,R3×3) + ρ‖p˙(t, ·)‖2H) dt
+2
τ∫
0
1√
ρ
‖d(t, ·)‖H{κ(α)‖Jp(t, ·)‖2L2(Ω,R3×3) + ρ‖p˙(t, ·)‖2H}
1
2 dt.
With Gronwall’s lemma for ψ(t) = κ(α)‖Jp(t, ·)‖2L2(Ω,R3×3) + ρ‖p˙(t, ·)‖2H , a = 0,
b(t) = b = 729ηµ(α)M1/(8κ(α)), k(t) = 2‖d(t, ·)‖H/√ρ and p = 1/2 we get for τ ∈ [0, T ]:
ψ(τ) ≤ exp(bτ)
[
1
2
τ∫
0
k(t) exp(−1
2
bt) dt
]2
=
1
4
exp(bτ)
[ τ∫
0
2√
τ
‖d(t, ·)‖H exp(−1
2
bt) dt
]2
.
This yields together with the Ho¨lder equation
ψ(τ) ≤ 1
ρ
exp(bτ)
τ∫
0
‖d(t, ·)‖2H dt
τ∫
0
exp(−bt) dt ≤ 1
bρ
(exp(bτ)− 1)‖d‖2L2(0,T ;H).
Using (2.19) and Theorem 2.7 it follows
ψ(τ) ≤ 1
bρ
(exp(bτ)− 1)‖d‖2L2(0,T ;H) ≤
1
bρ
(exp(bτ)− 1)‖d‖2L2(0,T ;V )
≤ L
2
2
bρ
‖h‖3∞(exp(bτ)− 1).
Then we have
‖p(τ, ·)‖2U = ‖Jp(τ, ·)‖2L2(Ω,R3×3) ≤
L22
bκ(α)ρ
‖h‖3∞(exp(bτ)− 1)
for τ ∈ [0, T ]. Using the fact, that
S(τ) := exp
(729µ(α)
8κ(α)
ηM1τ
)
− 1 (4.6)
is monotonically increasing for τ ∈ [0, T ], and the mean value theorem, we derive
‖p‖L2(0,T ;U) ≤ TL
2
2
bκ(α)ρ
‖h‖3∞(exp(bT )− 1) <∞
and so the assertion of the lemma.
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Now we want to show Theorem 4.2.
Proof. Let be u = u(α) and u¯ = u(α¯) the solutions of the differential equations
ρu¨−
N∑
K=1
αK∇ · ∇Y CK(x, Ju) = f
respectively
ρ¨¯u−
N∑
K=1
α¯K∇ · ∇Y CK(x, Ju¯) = f.
In addition there is after Section 2 and accordingly (2.22) for v = T ′(α)h
Bv =
N∑
K=1
hK∇ · ∇Y CK(x, Ju).
Using the definition and linearity of B it follows for d = u− u¯− v
Bd = Bu−Bu¯−Bv
= Bu−Bu¯−
N∑
K=1
αK∇ · ∇Y CK(x, Ju) +
N∑
K=1
α¯K∇ · ∇Y CK(x, Ju)
= Bu−
N∑
K=1
αK∇ · ∇Y CK(x, Ju)−Bu¯+
N∑
K=1
α¯K∇ · ∇Y CK(x, Ju¯)
+
N∑
K=1
α¯K∇ · [∇Y CK(x, Ju)−∇Y CK(x, Ju¯)]
= ∇ · [∇Y∇Y Cα(x, Ju) : (Ju¯− Ju)] +
N∑
K=1
α¯K∇ · [∇Y CK(x, Ju)−∇Y CK(x, Ju¯)].
This yields with Yr := rJu+ (1− r)Ju¯ for r ∈ [0, 1] and Yrs := sJu+ (1− s)Yr for s ∈ [0, 1]
Bd =
N∑
K=1
αK∇ · [∇Y∇Y CK(x, Ju) : (Ju¯− Ju)]
+
N∑
K=1
α¯K∇ ·
[ 1∫
0
∇Y∇Y CK(x, Yr) : (Ju− Ju¯) dr
]
= −
N∑
K=1
αK∇ ·
[∇Y∇Y CK(x, Ju) : (Ju− Ju¯)
−
1∫
0
∇Y∇Y CK(x, Yr) : (Ju− Ju¯) dr
]
−
N∑
K=1
hK∇ ·
[ 1∫
0
∇Y∇Y CK(x, Yr) : (Ju− Ju¯) dr
]
= −
N∑
K=1
αK∇ ·
[ 1∫
0
1∫
0
∇Y∇Y∇Y CK(x, Yrs) : (1− r)(Ju− Ju¯) : (Ju− Ju¯) dr ds
]
18
−
N∑
K=1
hK∇ ·
[ 1∫
0
∇Y∇Y CK(x, Yr) : (Ju− Ju¯) dr
]
.
Then we have
Bd = −
N∑
K=1
αK∇ ·
[ 1∫
0
1∫
0
∇Y∇Y∇Y CK(x, Yrs) : (1− r)(Ju− Ju¯) : (Ju− Ju¯) dr ds
]
−
N∑
K=1
hK∇ ·
[ 1∫
0
∇Y∇Y CK(x, Yr) : (Ju− Ju¯) dr
]
. (4.7)
With Lemma 4.1 it is d = u − u¯ − T ′(α)h ∈ L2(0, T ;U) ∩ H1(0, T ;H). Now let be given an arbitrary
z ∈ L2(0, T ;U). Then we obtain with u˜ = u− u¯ from (4.7)
〈Bd, z〉L2(0,T ;H)
≤
∣∣∣∣− N∑
K=1
αK〈∇ ·
[ 1∫
0
1∫
0
∇Y∇Y∇Y CK(x, Yrs) : (1− r)(Ju˜) : (Ju˜) dr ds
]
, z〉L2(0,T ;H)
−
N∑
K=1
hK〈∇ ·
[ 1∫
0
∇Y∇Y CK(x, Yr) : (Ju˜) dr
]
, z〉L2(0,T ;H)
∣∣∣∣
and with partial integration, the triangle inequality and αK ≥ 0 for all K = 1, ..., N
≤
N∑
K=1
αK
∣∣∣∣
T∫
0
∫
Ω
1∫
0
1∫
0
(∇Y∇Y∇Y CK(x, Yrs) : (1− r)Ju˜ : Ju˜) : Jz dr ds dx dt
∣∣∣∣
+
N∑
K=1
|hK |
∣∣∣∣
T∫
0
∫
Ω
1∫
0
(∇Y∇Y CK(x, Yr) : (Ju˜)) : Jz dr dx dt
∣∣∣∣.
Using (2.3), (2.2), the Ho¨lder inequality and Corollary 2.2 we can further estimate
〈Bd, z〉L2(0,T ;H)
≤
N∑
K=1
αK
3∑
i,j,k,l,p,q=1
T∫
0
∫
Ω
1∫
0
1∫
0
(1− r)|∂Yij∂Ykl∂YpqCK(x, Yrs)||∂j u˜i||∂lu˜k||∂qzp| dr ds dx dt
+
N∑
K=1
|hK |
3∑
i,j,k,l=1
T∫
0
∫
Ω
1∫
0
|∂Yij∂YklCK(x, Yr)||∂j u˜i||∂lzk| dr dx dt
≤ 1
2
N∑
K=1
αKµ
[2]
K
T∫
0
∫
Ω
( 3∑
i,j=1
|∂j u˜i|
)2( 3∑
p,q=1
|∂qzp|
)
dx dt
+
N∑
K=1
|hK |µ[1]K
T∫
0
∫
Ω
( 3∑
i,j=1
|∂j u˜i|
)( 3∑
k,l=1
|∂lzk|
)
dx dt
≤ 1
2
N∑
K=1
αKµ
[2]
K
T∫
0
(∫
Ω
( 3∑
i,j=1
|∂j u˜i|
)4
dx
) 1
2
(∫
Ω
( 3∑
p,q=1
|∂qzp|
)2
dx
) 1
2
dt
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+N∑
K=1
|hK |µ[1]K
T∫
0
(∫
Ω
( 3∑
i,j=1
|∂j u˜i|
)2
dx
) 1
2
(∫
Ω
( 3∑
k,l=1
|∂lzk|
)2
dx
) 1
2
dt
≤
(81
2
M4‖α‖∞
N∑
K=1
µ
[2]
K + 9‖h‖∞
N∑
K=1
µ
[1]
K
)
‖u˜‖L2(0,T ;U)‖z‖L2(0,T ;U).
Then we have with
L¯3 :=
81
2
M4‖α‖∞
N∑
K=1
µ
[2]
K + 9‖h‖∞
N∑
K=1
µ
[1]
K > 0 (4.8)
the inequality
〈Bd, z〉L2(0,T ;H) ≤ L¯3‖u˜‖L2(0,T ;U)‖z‖L2(0,T ;U) (4.9)
for all z ∈ L2(0, T ;U).
Now let be z = (B−1)∗d. In Lemma 4.4 we have proven that z = (B−1)∗d ∈ L2(0, T ;U). Then it is
〈Bd, z〉L2(0,T ;H) =
T∫
0
〈Bd(t, ·), (B−1)∗d(t, ·)〉 dt = 〈B−1Bd, d〉L2(0,T ;U)∩H1(0,T ;H)
= ‖d‖2L2(0,T ;U)∩H1(0,T ;H)
and therefore
〈Bd, z〉L2(0,T ;H) = ‖d‖2L2(0,T ;U)∩H1(0,T ;H). (4.10)
Furthermore we have with (2.18) and following the same lines as in the proof of Lemma 2.8 (see [28])
‖z‖2L2(0,T ;U) =
T∫
0
〈(B−1)∗d(t, ·), (B−1)∗d(t, ·)〉U dt
≤ ‖d‖L2(0,T ;U)∩H1(0,T ;H)‖B−1z‖L2(0,T ;U)∩H1(0,T ;H)
≤ C
√
1 + CΩ‖d‖L2(0,T ;U)∩H1(0,T ;H)‖z‖L2(0,T ;U)
and thus
‖z‖L2(0,T ;U) ≤ C
√
1 + CΩ‖d‖L2(0,T ;U)∩H1(0,T ;H). (4.11)
Finally we obtain from (4.9), (4.10) and (4.11)
‖d‖2L2(0,T ;U)∩H1(0,T ;H) ≤ L¯3C
√
1 + CΩ‖u˜‖L2(0,T ;U)‖d‖L2(0,T ;U)∩H1(0,T ;H)
und thereby
‖d‖L2(0,T ;U)∩H1(0,T ;H) ≤ L¯3C
√
1 + CΩ‖u˜‖L2(0,T ;U)∩H1(0,T ;H), (4.12)
because u˜ = u(α) − u(α¯) = u(α) − u(α¯) − u′ + u′ = d + u′ ∈ L2(0, T ;U) ∩H1(0, T ;H) follows directly
from Lemma 4.1, u′ = T ′(α)h ∈ X and Lemma 2.8. Setting L3 := L¯3C
√
1 + CΩ > 0 this finally gives
the assertion.
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We prove now the main result of this section.
Theorem 4.5. Let be T (α) = u˜ solvable in a ball Bρ(α(0)) ⊂ D(T ) centered about the initial value
α(0) ∈ RN+ with
‖α(0)‖∞ < 1
81M4
∑N
K=1 µ
[2]
K
and radius
0 < ρ <
1− 81C√1 + CΩM4‖α(0)‖∞
∑N
K=1 µ
[2]
K
18C
√
1 + CΩ
∑N
K=1(9M4µ
[2]
K + 4µ
[1]
K )
. (4.13)
Then the attenuated Landweber iteration converges under the assumption
ω ∈
(
0,
1
L21
)
(4.14)
with L1 > 0 from Theorem 2.6 applied to input data u˜ ∈ L2(0, T ;U) ∩ H1(0, T ;H) to a solution of
T (α) = u˜. If N (T ′(α†)) ⊂ N (T ′(α)) for all α ∈ Bρ(α†), then α(k) converges to the minimum-norm-
solution α† as k →∞.
Proof. At first the operator T is Fre´chet-differentiable because of Theorem 2.7. Furthermore there is
‖T ′(α)‖ ≤ L1 for a L1 > 0 due to Theorem 2.6 and hence the Fre´chet-derivative is bounded. Thereby T
is continuously Fre´chet-differentiable. In addition we deduce again from Theorem 2.6 that ‖T ′(α)‖ ≤ L1
holds true for a constant L1 > 0 and for all α ∈ D(T ) and hence also for all α ∈ Bρ(α(0)) ⊂ D(T ). For
this reason we get with (4.14) the estimation
√
ω‖T ′(α)‖ ≤ √ωL1 ≤ 1 for all α ∈ Bρ(α(0)).
According to Theorem 4.2 we estimate
‖T (α˜)− T (α)− T ′(α)(α˜− α)‖L2(0,T ;U)∩H1(0,T ;H) ≤ ηKB‖T (α˜)− T (α)‖L2(0,T ;U)∩H1(0,T ;H)
for α, α˜ ∈ B2ρ(α(0)) and ηKB = L¯3C
√
1 + CΩ. Using (4.13) we obtain
ηKB = L¯3C
√
1 + CΩ
=
81
2
M4C
√
1 + CΩ‖α˜‖∞
N∑
K=1
µ
[2]
K + 9C
√
1 + CΩ‖α˜− α‖∞
N∑
K=1
µ
[1]
K
≤ 81
2
M4C
√
1 + CΩ‖α(0)‖∞
N∑
K=1
µ
[2]
K + 9C
√
1 + CΩ
N∑
K=1
(
9
2
M4µ
[2]
K 2ρ+ 4ρµ
[1]
K
)
=
81
2
M4C
√
1 + CΩ‖α(0)‖∞
N∑
K=1
µ
[2]
K + 9C
√
1 + CΩ
N∑
K=1
(
9M4µ
[2]
K + 4µ
[1]
K
)
ρ
<
81
2
M4C
√
1 + CΩ‖α(0)‖∞
N∑
K=1
µ
[2]
K +
1
2
(
1− 81M4C
√
1 + CΩ‖α(0)‖∞
N∑
K=1
µ
[2]
K
)
=
1
2
.
Hence, ηKB < 1/2. For this reason all assumptions of Theorem 11.4 of [14] and Theorem 2.4 of [20] are
satisfied.
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Using the last theorem we want to show the following convergence result for noisy data
uδ ∈ L2(0, T ;U) ∩H1(0, T ;H) with ‖uδ − u˜‖L2(0,T ;U)∩H1(0,T ;H) ≤ δ for one δ > 0.
Corollary 4.6. Given the assumptions of Theorem 4.5 and that the Landweber iteration applied to uδ
is stopped with k∗ = k(δ, uδ) according to the discrepancy principle
‖uδ − T (α(k∗),δ)‖L2(0,T ;U)∩H1(0,T ;H) ≤ τδ < ‖uδ − T (α(k),δ)‖L2(0,T ;U)∩H1(0,T ;H) (4.15)
for all 0 ≤ k < k∗ with a positive tolerance parameter τ satisfying
τ > 2
1 + ηKB
1− 2ηKB > 2, (4.16)
then α(k∗),δ converges to a solution α ∈ Bρ(α(0)) of T (α) = u˜ as δ → 0.
Proof. In the proof of Theorem 4.5 we showed that all assumptions of Theorem 11.4 of [14] and hence of
Theorem 11.5 of [14] are fullfilled. This yields the assertion.
5. Numerical results. To verify the ability of the method to localize damages we performed some
test computations. We assume that all entries of the coefficient matrix of the undamaged plate are equal
to 1. We simulate a wave propagating through a plate including a damage which is modeled by entries
of the coefficient matrix α different from 1. In this way we generate the displacement field uS . The input
to our algorithm was then the output of the observation operator applied to uS
u˜ = QuS .
We consider a plate of Neo-Hookean material with measures 6.7mm× 1m× 1m. The plate is discretized
by 4 × 30 × 30 trilinear elements. Furthermore the simulation time interval is [0, T ] with T = 133µs
subdivided equidistantly by 16 time points. For the numerical consideration we assume that we have
a plate with the measures [−0.1, 0.1] × [−15, 15]2 with 4 cells in x1-direction and 30 cells in x2- and
x3-direction, such that there is an equidistant decomposition −15 = x(0)l < ... < x(30)l = 15, l = 2, 3 of
[−15, 15]. In addition we use in the algorithm a time intervall [0, 4] again subdivided equidistantly by 16
time points. As a next step we want to specify the material model. We use for the stored energy function
C(x, Y ) a conic combination
C(x, Y ) =
N∑
K=1
αKCK(x, Y ),
αK ≥ 0 for all K = 1, ..., N , of tensor products
CK(x, Y ) = vK(x)C(Y )
for all K = 1, ..., N . As noted before we consider a Neo-Hookean material, such that we have
C(Y ) = c1(I1 − 3) + c1
β
(D−2β − 1). (5.1)
with I1 = ‖F‖2F and D = det(F ) for F = Y + I = Ju + I as well as β = 3K−2µ6µ > 0 and c1 = µ2 > 0.
Therefore we set K = 68.6GPa and µ = 26.32GPa as in the article [24]. For this function we compute
∇Y C(Y ) = 2c1Y − 2c1D−2βY −>
and
∇Y∇Y C(Y ) : H = 2c1H + 4c1βD−2β(Y −> ⊗ Y −>) : H + 2c1D−2βY −>H>Y −>
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with an arbitrary tensor H of second order. For the functions vK(x), K = 1, ..., N , we will appropriate
B-Splines. Due to the assumption that if there is a defect, then it occurs at the boundary of the plate
as for example in the case of delaminations, we consider in x1-direction two layers I and II near the
boundary of the plate. For the numerical treatments we choose I at x1 = −0.05 and II at x2 = 0.05.
Corresponding to the assumption above we have only undamaged material and set CK(x, Y ) = C(Y ) for
all K = 1, ..., N between the two layers. At the two layers it is either x1 = −0.05 or x1 = 0.05 and so
there the stored energy function depends only on x2 and x3 relating to the space. Then we choose for
the stored energy function
C(x, Y ) =
30∑
i=0
30∑
j=0
αijbi(x2)bj(x3)C(Y ) (5.2)
with αij ≥ 0 for all i, j = 0, ..., 30 and bi(x2) and bj(x3) are B-Splines of first order. Finally, it can
be proven that if we consider the B-Splines at the nodes x
(k)
l , k = 0, ..., 30, l = 2, 3, of the equidistant
decomposition of [−15, 15], then we have
bi(x
(p)
2 ) = δip and bj(x
(q)
2 ) = δjq
for all i, j, p, q = 0, ..., 30. That yields to
C(x
(p)
2 , x
(q)
3 , Y ) =
n∑
i=0
n∑
j=0
αijδipδjqC(Y )
and the corresponding derivatives for all p, q = 0, ..., 30 at the two layers.
In every simulation the wave is excited at the beginning of the simulation time at one point, at the center
of the plate. The excitation signal was chosen as
f(x1, x2, x3, t) = ft(t)f2(x2)f3(x3)
00
1
 (5.3)
with ft, f2 and f3 defined as in figure 5.1. Thus the excitation signal acts in x3-direction. We have taken
−15 15
1
x2
f2
−15 15
1
x3
f3
0.5
0.5 t
ft
Fig. 5.1: Plot of the factor functions of the excitation signal
this approach for the excitation signal from [6]. The only difference is that their the wave is excited at
four different locations. The damaged areas are of cylindrical shape with the axis in thickness direction
x1 and a square as base with side length equal to one. There were three scenarios
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• One damaged area approximately in the center of the plate at (−1.5, 1.5) (Scenario A)
• Two damaged areas, one of them nearer to to center of the plate at (5.5, 5.5), the other nearer
to one edge of the plate at (−1.5,−10.5) (Scenario B)
• Two damaged areas, both relatively close to the center of the plate at (−1.5,−4.5) and (5.5, 5.5)
(Scenario C)
We also stated the center of the square representing the respective damage area. The three damage
scenarios are plotted in figure 5.2. Let be (ϕr)r=1,...,L the Lagrangian basis of the Galerkin space
A B C
Fig. 5.2: The three damage scenarios. The black squares indicate the damage areas.
of the chosen Finite Element discretization. Then every basis function is at exactly one node equal to
1 and at all other ones 0. According to [6] we choose a basis element confined to the boundary of the
plate as weighting function for every sensor of the observation operator. It follows that the observation
matrix W has the structure of a diagonal matrix multiplied with the boundary matrix M∂Ω, where
(M∂Ω)rs = 〈ϕr, ϕs〉L2(∂Ω,R3) with r, s = 1, ..., L if (ϕr)r=1,...,L is the Lagrangian basis. In this way for the
description of the observation operator it is sufficient to indicate the nodes, which are associated with a
basis element that is at the same time a weighting function.
The relaxation parameter ω was in all examples set to 10.0. The value of the displacement uS is estimated
experimentally by solving the problem for a given coefficient matrix α ∈ R31×31. To interpret the results
we plot the coefficient matrix, where several colors represent different values of the single entries of the
coefficient matrix.
For our experiments we assumed initially to have complete data. In a first experiment we have computed
50 Iterations of the attenuated Landweber method for all three damage scenarios. The results are
presented in figure 5.3. We see that our method can detect and localize the given damages. Regarding
the damage scenarios B and C and therefore in case of two damaged areas it can be seen that there are
artifacts between the center of the plate and the damaged area nearer to the center. One might suspect
that the artifacts arise due to reflecions from the first damaged area meeting by the wave. To emphasize
that we consider two damage scenarios with two damage areas.
In a second experiment we want to see how the results of the algorithm change in case of noisy data. For
that purpose we add a random vector to the input data u˜ to get the noisy data uδ with
‖Uδ − U˜‖L2(0,T ;RL)
‖U˜‖L2(0,T ;RL)
= δ.
Here we use the representations uδ(tj) =
∑L
r=1 U
δ
r (tj)ϕr and u˜(tj) =
∑L
r=1 U˜
δ
r (tj)ϕr at the time points
tj = jT/m for all j = 0, ...,m (see Section 3). For our calculations we use different values up to 1 for
δ. In figure 5.4 one can see the difference between u˜ and uδ for δ = 1 at time t = 108µs. The result of
experiment 2 is given in Figure 5.5 and proves the stability of the algorithm with respect to noise.
In a third experiment we consider in contrast to the first two ones incomplete data. Therefore we
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Fig. 5.3: The results of experiment 1 with damage scenarios A, B and C from left to right.
Fig. 5.4: The difference between exact and noisy input data with δ = 1. The displacement field cor-
responds to damage scenario A taken at time t = 108µs. The coloring corresponds to the norm of the
displacement field.
use as input data the displacement field y˜ = Qu˜ with the observation operator Q. In the experiment
we computed the solution with two observation operators where the sensors are attached in parallel to
the four edges of the plate on both sides of the plate. For the observation operator R57d there are 57
sensors at every edge and so all in all 448 at the whole plate and for the other one called R8d we have 8
sensors at every edge and so 56 sensors at th whole plate. The advantage of the usage of two different
observation operators, where the sensors are attached in the same way, is that we can see, how the number
of sensors influences the result of the experiment. In figure 5.6 we can see the result after 25 iterations.
It is obviously that indeed the damage is localized in both cases, but a higher number of sensors yields
a better result. Using the observation operator R8d we have more artifacts and a smaller domain such
that the localized damage is less visible compared to R57d.
6. Conclusion. In this article we proposed a method to detect defects in hyperelastic materials
from full knowledge of the displacement field as well as sensor measurements acquired at the surface of
the structure by solving a nonlinear inverse problem. The key idea is that we can represent the stored
energy function of the hyperelastic material as a conic combination of suitable functions. Identifying
these coefficients leads to the localization of defects in the structure. The arising inverse problem is
highly nonlinear and ill-posed. In this article we solve the problem using the attenuated Landweber
method. Therefore each iteration involves the solution of the nonlinear direct problem and the linear
adjoint problem. The developed solver for the direct problem is also used to produce synthetic data.
Numerical experiments showed a good performance in both cases of input data. We demonstrated that
the method is also stable using noisy data. In addition it was proven that the considered identification
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Fig. 5.5: The results of experiment 2. In every picture we considered damage scenario A. From top row
left to bottom row right we have noise levels of δ = 0, 0.2, 0.5 and 1.
problem fulfills the local tangential cone condition and hence that the attenuated Landweber method
converges in the case of full knowledge of the displacement field to a solution of the inverse problem.
The given results show that the developed method present great space for future research. A next step
in view of developing an autonomous, sensor based structural health monitoring system could be the
verification of the method with real measurements at piezo sensors. Further research has to be done with
respect to improve the efficiency of the method, since the Landweber method converges slowly. At the
same time a finer discretization in time and space would be desirable but is out of reach because of the
tremendous computing time. In that sense model reduction methods or sequential subspace optimization
techniques (cf. [26, 30]) could be suitable remedies in near future. Furthermore it might be interesting
to extend the numerical considerations to curved structures such as shells as they are applied in aircraft
construction.
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