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Abstract
A metapopulations network is a multi-patch habitat system, where populations live and in-
teract in the habitat patches, and individuals disperse from one patch to the other via dispersal
connections. The loss of dispersal connections among the habitat patches can impact the sta-
bility of the system. In this work, we determine if there exist(s) set(s) of dispersal connections
removal of which causes partitioning(s) of the metapopulations network into dynamically stable
sub-networks. Our study finds that there exists a lower bound threshold Fiedler value which
guarantees the dynamical stability of the network dynamics. Necessary and sufficient mathe-
matical conditions for finding partitions that result in sub-networks with the desired threshold
Fiedler values have been derived and illustrated with examples. Although posed and discussed
in the ecological context, it may be pointed out that such partitioning problems exist across
any spatially discrete but connected dynamical systems with reaction-diffusion. Non-ecological
examples are power distribution grids, intra-cellular reaction pathway networks and high density
nano-fluidic lab-on-chip applications.
Keywords: Metapopulations Network; Lyapunov Stability; Graph Partitioning
1 Introduction
Network of metapopulations of species are commonly associated in the nature with fragmented
and patched habitats. Theoretical and experimental studies (for instance, see [1, 5] and references
therein) suggest that metapopulation structures and dispersal are important in the persistence of
the species. The distribution of the populations over a range of spatially discrete patches and their
dispersal among the patches affect the populations’ interactions and persistence in the ecological
system.
Any interference (by nature or enforced) with the metapopulations structure have the risk of
disruptive dynamics of metapopulations. It is well known that habitat destruction is the biggest
cause of extinction for many species. Habitat fragmentation either by nature or human activities
such as agriculture and construction of roads, railways, and fencing etc., lead to both lower dispersal
rates (as distances between patches are not easily crossed) and higher extinction rates (as smaller
habitat patches increase the competitions, thus support fewer species). Study [2] shows that even
a dominant species eventually gets extinct due to its habitat destruction. Various infrastructural
constructions fragment a previously continuous habitat and reduce both the quantity and quality
of the habitat [3]. Populations have the extinction risk and a lesser chance of recolonization in the
small and isolated habitats [4, 5]. Destruction of dispersal links that required to connect unstable
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local populations certainly has a threatning effect on the populations. Thus the study of dynamically
stable spatial cuts, that is, the set of dispersal connections among the habitat patches, the removal
of which partition the metapopulations network into two or more subnetworks with a minimal
negative effect on the stability of the metapopulations dynamics, is important. Although stability
of the metapopulations systems has been studied in many works, e.g., [6, 7, 8] partitioning under
stability constraints remains a research issue.
Spatial cuts introduce perturbation to the dynamics of the metapopulations network and the
necessary and sufficient mathematical conditions for identifying cuts that produce subnetworks which
remain dynamically stable under this perturbation are studied in this work. We consider the dynamic
stability of the metapopulations network dynamics in terms of the eigenvalues of the linearized
system. A spatial cut is obtained by the deletion of a set of edges of the undirected graph induced
by the metapopulations network, in which the nodes represent the habitat patches and the edges
represent the dispersal links between the habitat patches while the dispersal rates are given by
the edge weights. It may be recalled that optimal partitioning problems have non-polynomial time
complexity and hence we focus on mathematical conditions for characterizing a dynamically stable
spatial cut rather than optimally computing it.
The article is organized as follows. In the next section we analyze the stability of the linearized
metapopulations model and investigate the role of the Fiedler value in it. This is followed by working
out the necessary and sufficient mathematical conditions for a viable partitioning of metapopulations
networks, which preserve the stability of the linearized dynamics in the partitioned subnetworks.
2 Fiedler Value and Metapopulations Stability
We consider a system ofm patches, where n species interact within each individual patch and species
disperse along the links connecting the patches. Let the local dynamics of the i-th species in an
unconnected j-th patch be governed by
x˙i,j = fi,j(x1,j . . . , xn,j), i = 1, . . . , n, j = 1, . . . ,m, (1)
where xi,j is the i-th species in the j-th patch and the real valued function fi,j ∈ C
1([0,∞)n)
represents the dynamics of it. If a species has same dispersal rates in both the directions along a
link between any two patches of the network and if there is a dispersal loss to the species, then the
system (1) is modified to obtain
x˙i,j = fi,j(x1,j . . . , xn,j)−
∑
k∼j
dijk(xi,j − xi,k)− lixi,j ,
i = 1, . . . , n, j = 1, . . . ,m, (2)
where dijk is the per capita successful dispersal rate of i-th species between patches j and k. The
parameter li represents the overall dispersal loss of the i-th species while dispersing from a patch.
Now writing the i-th species’ dynamics in the whole patch network together by combining the
local dynamics and dispersal, we get
x˙i = fi(x1, . . . , xn)− Lixi − liImxi, i = 1, . . . , n, (3)
where xi = (xi,1, . . . , xi,m)
T ∈ Rm, fi = (fi,1, . . . , fi,m)
T : Rm×n → Rm and Li ∈ Mm(R) is
the Laplacian matrix of the network, which represents the dispersal of the i-th species among the
patches. Im denotes the identity matrix of dimension m×m.
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With x = (x1, . . . , xn)
T ∈ Rm×n, f = (f1, . . . , fn)
T : Rm×n → Rm×n, L = L1
⊕
· · ·
⊕
Ln ∈
Mmn(R) and E = l1Im
⊕
· · ·
⊕
lnIm ∈Mmn(R) the overall multipopulation dynamics of all species
in the patched ecosystem can written as follows.
x˙ = f(x)− Lx− Ex. (4)
Here, all the species populations in the metapopulations network collectively represented by x,
and f(x), L and E represent its internal patch dynamics, inter-patch dispersal and dispersal loss
respectively.
We are interested here in the local perturbation behavior of this system at its co-existential equi-
librium solution in terms of how this perturbation eventually dies out or grows. If the perturbation
does not grow with time, then the species populations in the spatial patch system are deemed to be
locally stable around the co-existential equilibrium point. Otherwise it is considered to be unstable.
Let x¯(t) = x¯ ∈ Rm×n, t ∈ [0,∞) be a non-trivial (component wise positive) equilibrium solution
of the system (4). Ecologically, it means that all n species populations can co-exist with the size x¯
and the size will remain as it is as time passes.
Let ε(t) be the perturbation to the equilibrium solution x¯ at time t so that x(t) := x¯ + ε(t),
putting which into the system (4), we get
ε˙ = f(x¯+ ε)− L(x¯+ ε)− E(x¯+ ε) (5)
Now by using Taylor expansion around x¯ and ignoring the higher order terms, the above system
can be written as
ε˙ = (Df(x¯)− L− E)ε, (6)
To simplify the system (6), let ε = Py (change of variables), where P = P1
⊕
· · ·
⊕
Pn ∈
Mnm(R) is partitioned conforming to L and the columns of each Pi consists of eigenvectors of the
Laplacian Li. Since the Laplacian matrix is a symmetric matrix, the construction of a P is always
possible. Thus the system (6) can be written as
P y˙ = Df(x¯)Py − LPy − EPy,
=⇒ y˙ = P−1Df(x¯)Py − P−1LPy − Ey,
that is,
y˙ = (P−1Df(x¯)P − Λ− E)y, (7)
Since the matrix L is diagonalizable, Λ is the block diagonal matrix conformal with L each block
diagonal entries of which are the eigenvalues of the corresponding block of the matrix L. There
are total mn equations in the system (7) (m equations for each population or n equations for each
patch), out of which n equations corresponds to 0 eigenvalue of L and others correspond to the
positive eigenvalues of L.
If the real parts of the eigenvalues of the coefficient matrix P−1Df(x¯)P −Λ−E in above system
(7) are either negative or zero, then the perturbation ε to the equilibrium solution x¯ does not grow
over time, and hence the non-trivial equilibrium solution x¯ of the dispersal system (4) is stable.
One of the necessary conditions for eigenvalues of the matrix (P−1Df(x¯)P − Λ − E) to have
non-positive real part is the condition tr(P−1Df(x¯)P −Λ−E) ≤ 0, which can be ensured by having
λ2 ≥
1
n(m− 1)
∑
q
(P−1Df(x¯)P − E)qq,
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where λ2 = min
i
{λi2 : λ
i
2 is the second smallest eigenvalue of Li} and it corresponds to the species
which have minimum Fiedler value (second smallest eigenvalue) of its Laplacian matrix.
By the Gershgorin disc theorem [9], if the following conditions hold true,
1. lq − (P
−1Df(x¯)P )qq ≥
∑
r 6=q
|(P−1Df(x¯)P )qr | (where q-th row of the coefficient matrix corre-
sponds to zero eigenvalue of L) and
2. λ2 + ls − (P
−1Df(x¯)P )ss ≥
∑
t6=s
|(P−1Df(x¯)P )st| (where s-th row of the coefficient matrix
corresponds to a positive eigenvalue of L)
then the system (4) is locally stable around the non-trivial equilibrium solution x¯.
Since the Fiedler value λ2 signifies the connectivity of a graph network, it is greater than zero if
and only if the graph is connected (a path between any two graph nodes exists). More the Fiedler
value of a graph is, the more strongly connected the graph is. The dispersal connections in the
metapopulations structure are known to be important for the metapopulations stability, and as an
example given later shows, their absence causes the instability in the system. Hence it truly makes
sense that both the necessary and sufficient conditions for linear stability of the metapopulations
require the Fiedler value to be greater than or equal to some threshold level. For the dynamic
stability of the metapopulations system we thus require the metapopulations network be sufficiently
connected and therfore to have viable partition(s), metapopulations network should rich in strongly
enough connected components.
We denote the Fideler value threshold level by τ . Assume that τ = max
s
∑
t6=s
|(P−1Df(x¯)P )st| +
(P−1Df(x¯)P )ss − ls and the local populations dynamics is not altered after the network partition-
ing by any other means (since dispersal connections play no role in the internal patch dynamics),
then ensuring the Fiedler value threshold level (i.e., λ2 ≥ τ) is satisfied in each of the partitioned
component networks is sufficient for dynamic stability in the component networks.
3 Necessary and Sufficient Conditions for Stable Graph Par-
titioning
We define a simple (no self-loops), undirected and connected graph, denoted by G(V,E) (or simply
G), to be stable if its Fiedler value, denoted by λ2(L(G)) (or simply as λ2(G)), is at least some
pre-set τ > 0. A partition of the graph is stable if it gives rise to components (connected subgraphs)
each of which is stable. In this section, we shall provide the necessary and sufficient conditions for
the stable components of a graph or stable graph partitioning.
There are costs, namely, internal and external costs which are associated with every graph cut.
If a graph G is separated into two disjoint subgraphs G1 and G2 by some cut, then, the external and
internal costs of a node s of the sub-graph Gi (i = 1, 2) are denoted by Ei(s) and Ii(s) respectively
and are defined as follows.
The external cost of a node s is the sum of the weights of the edges (that is, dispersal rates) that
connect the node s with the nodes of G\Gi . That is,
Ei(s) =
∑
t∼s
dst, where t ∈ G\Gi.
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The internal cost of a node s is the sum of the weights of edges that connect the node s with the
nodes of Gi itself. That is,
Ii(s) =
∑
t∼s
dst, where t ∈ Gi.
Theorem 3.1. Let G(V,E) be a stable graph with size n(≥ 4), and it is partitioned into k stable
components G1, . . . , Gk of size n1, . . . nk respectively, such that
∑
i ni = n, ni ≥ 2, i = 1, . . . , k.
Then I1i + I
2
i ≥ τ, ∀ i, where I
j
i (j = 1, 2) is the j-th smallest internal cost of Gi.
Proof. Let L is the Laplacian of the graph G and di, (i = 1, . . . , n) are the diagonal entries of L in
non-increasing order. Let Lxi = λixi,, where λi (i = 1, . . . , n) are in non-decreasing order and xis
are orthonormal vectors. Note that L is symmetric, thus the standard unit vector ej =
n∑
i=1
aijxi, (j =
1, . . . , n− 2). We have,
n−2∑
j=1
dj =
n−2∑
j=1
e
T
j Lej =
n−2∑
j=1
n∑
i=1
a
2
ijλi =
n∑
i=1
n−2∑
j=1
a
2
ijλi ≤
n∑
i=3
λi (8)
Note that the above inequality (8) is a particular case of the Schur theorem [9, 10]. This inequality
arises due to following facts: (1)
n−2∑
j=1
a2ij is the i-th diagonal entry of the matrix AA
T , A = (aij),
and (2) AAT =
[
In−2 0
0 0
]
, since In−2 = E
TE = (XA)T (XA), where E = [e1, . . . , en−2] and
X = [x1, . . . , xn]. It follows that n− 2 values of
n−2∑
j=1
a2ij , (i = 1, . . . , n) are one and other two values
of it are zero.
From the equation (8), we have λ1 +λ2 ≤ dn−1 + dn for any graph Laplacian L. Since λ1(Gi) =
0, λ2(Gi) ≥ τ and diagonal entries of L(Gi) represent the internal costs of nodes of the partitioned
component Gi. Thus I
1
i + I
2
i ≥ λ2(Gi) ≥ τ .
Theorem 3.2. Let G(V,E) be a stable graph with size n(≥ 4) and let it be partitioned into k
components G1, . . . , Gk of size n1, . . . nk respectively, such that
∑
i ni = n, ni ≥ 2. Let E
∗
i be the
largest external cost of Gi and if E
∗
i ≤ λ2(G)− τ , then Gi is a stable component.
Proof. Let L be the Laplcian of the graph G and L1, . . . , Lk be the principal submatrices of L
corresponding to G1, . . . , Gk respectively. By the Cauchy interlacing theorem [9], we get the fol-
lowing relationship in terms of the second-smallest eigenvalues of L and its principal submatrix Li
corresponding to Gi,
λ2(L(G)) ≤ λ2(Li)
Now writing Li = L(Gi) +Di, where L(Gi) is the Laplacian matrix of Gi and Di is the diagonal
matrix whose diagonal entries are consisting of external costs of nodes in partitioned component Gi.
Applying the Weyl’s inequality [9], we get
λ2(L(G)) ≤ λ2(Li) = λ2(L(Gi) +Di) ≤ λ2(L(Gi)) + λmax(Di)
Since λmax(Di) is the maximum external cost E
∗
i and by hypothesis E
∗
i ≤ λ2(G)− τ , therefore from
the above inequality we obtain λ2(L(Gi)) ≥ τ which in turn implies that Gi is a stable partitioned
component.
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Example: Consider the weighted graph G(5, 6) shown in Figure 1(a) with its Fiedler value λ2 =
3.625. Graph cut C1 separates the graph into two components G1 = {v1, v2} and G2 = {v3, v4, v5}.
Both the components having a node with maximum external cost 3. If we assume that the graph
is stable, that is, τ ≤ 3.625, then the sufficient condition in Theorem 3.2 holds true as long as
τ ≤ 0.625. Thus both G1 and G2 must be stable subgraphs, in fact they are, as their Fiedler values
are 6 and 4.26 respectively. Also, in this case, one can see the necessary condition given by Theorem
3.1 is essentially satisfied. The sum of the two smallest internal costs of nodes in G1 and G2 are 6
and 8 respectively, and both are greater than τ (≤ 3.625).
For τ > 0.625, partitioned components with the maximum external cost 3 may or may not be
stable. Corresponds to the graph cut C1, both the components are stable for all values of τ . Whereas
corresponds to the cut C2, the component {v1, v2, v3} that also has a node with maximum external
cost 3 is unstable for τ > 2.35, as it has the Fiedler value 2.35.
Now considering the graph G(4, 4) shown in Figure 1(b) with the Fiedler value λ2 = 0.9529. The
sum of two smallest internal costs of the component {v1, v4} (produces by the cut C) is 0.2, thus
the component {v1, v4} is unstable if τ > 0.2 (as the necessary condition given by Theorem 3.1 fails)
and stable if τ ≤ 0.2 (as the Fiedler value of the component is 0.2).
v1 v2
v3
v4v5
3
2
3
5
2
1
C1
C2
(a)
v1 v2
v3v4
1
2
1
0.1
C
(b)
Figure 1: Figure (a) λ2(G(5, 6)) = 3.625 (b) λ2(G(4, 4)) = 0.9529
Note that the condition on maximum external cost in Theorem 3.2 is also sufficient to get
the stable subgraph if we remove some nodes and edges associated with them. Ecologically, that
corresponds to complete destruction of some habitat patches in the metapopulations structure. An
alternative approach to this, is presented in the proof of next theorem while deleting some specific
type of nodes.
Theorem 3.3. Let G(V,E) be a stable graph with size n(≥ 3) and let Y be a Fiedler vector of the
graph Laplacian L. Let W be the non-empty set of all vertices for which the valuation of Fiedler
vector is zero, that is, W = {v ∈ V : Y (v) = 0}. If E∗ ≤ λ2(G)− τ , where E
∗ is the largest external
cost of a component of subgraph G−W (induced by deleting the set W of vertices and edges incident
on them), then the component is stable.
Proof. Let L1, . . . , Lk be the principal submatrices of L corresponding to the graph components of
G −W and LW be the principal submatrix corresponding to W . Then the Laplacian L can be
written as follows by using, if necessary, a permutation similarity operation.
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

L1 0 · · · 0
0 L2 · · · 0
...
...
. . .
... C
0 0 · · · Lk
CT LW


,
Let [Y 11
T
. . . Y k1
T
Y2
T ]T be the conformal partition of the Fiedler vector Y , where Y2 corresponds
to W , and hence it is the zero vector. Now using the fact that λ2 is the Fiedler value of L, we have
LiY
i
1 = λ2Y
i
1 , (i = 1, . . . , k) which indicates λ2 is also an eigenvalue of the principal submatrix Li
corresponding to the i-th component of G−W . We claim that either it is the smallest or the second
smallest eigenvalue of Li. Suppose contrary to it, it is the r(> 2)-th smallest eigenvalue of Li. Then
by Cauchy interlacing theorem the r-th eigenvalue of L is less than or equal to r-th eigenvalue of Li
which is λ2, a contradiction.
Thus, λ2 is less than or equal to second smallest eigenvalue of Li, which is equal to sum of the
Laplacian matrices of the i-th component of G−W and some diagonal matrix D. Proceeding as in
the proof of the previous theorem, using Weyl’s inequality and that E∗ ≤ λ2(G)− τ , it follows that
the Fiedler value of i-th component of G−W is at least τ .
Our last result is about an optimal (necessary and sufficient) condition for the graph stability.
It requires the evaluation of Fiedler vector, which is, in general, hard to determine without the
knowledge of the Fiedler value. But for some cases (for example, regular graphs) it is easy to
compute, and in those cases the following theorem is helpful in determining a stable cut.
Theorem 3.4. Let G(V,E) be a graph with size n(≥ 2) and let it be partitioned into two components
G1 and G2 of size n1 and n2 respectively, such that n1 + n2 = n, ni ≥ 1, i = 1, 2. Let Y be the
Fiedler vector of the Laplacian L of G corresponding to the Fiedler value λ2(G). Then the graph G
is stable if and only if one of the following conditions
1.
∑
s∈Gi
Y (s) > 0 and
∑
s∈Gi
(E(s) − τ)Y (s) ≥
∑
s∈G\Gi
E(s)Y (s)
2.
∑
s∈Gi
Y (s) < 0 and
∑
s∈Gi
(E(s) − τ)Y (s) ≤
∑
s∈G\Gi
E(s)Y (s)
3.
∑
s∈Gi
Y (s) = 0 and
∑
s∈Gi
E(s)Y (s) =
∑
s∈G\Gi
E(s)Y (s)
is satisfied. Here E(s) is the external cost of the node s and Y (s) is the valuation of the Fiedler
vector corresponding to the s-th node.
Proof. Decomposing the Laplacian matrix of the graph G as follows:
L =
[
L1 −B
−BT L2
]
=
[
L1 +D1 −B
−BT L2 +D2
]
,
where L1 and L2 are the principal submatrices of the Laplacian L corresponding to the compo-
nents G1 and G2 respectively, and L1 and L2 are the respective Laplacian matrices of G1 and G2.
D1 (or D2) is the diagonal matrix whose ii-th entry is the external cost of i-th labelled node in the
subgraph G1 (or G2). B is the non-negative matrix whose ij-th entry is the weight of the edge [i, j]
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if i-th node of G1 connected with the j-th node of G2, and 0 otherwise. Thus column sums of the
matrix B are the external costs of the respective nodes of subgraph G2.
Now considering and evaluating the term 1TG1LY , where 1G1 is the column vector of size n whose
first n1 entries are one and rest are zero, we obtain
1TG1(LY ) = λ21
T
G1
Y = λ2(G)
∑
s∈G1
Y (s) (9)
(1TG1L)Y = (1
TL1 + 1
TD1 − 1
TB)YG1 . (10)
Here the column vector 1 is the vector of size n1 whose all entries are one and it is eigenvector
corresponding to the zero eigenvalue of the matrix L1; YG1 is conformal with G1. Thus from
equation (10) we have
(1TG1L)Y = 1
T
D1YG1 − 1
T
BYG1 =
∑
s∈G1
E(s)Y (s)−
∑
s∈G2
E(s)Y (s) (11)
Now by equations (9) and (11), and the fact λ2(G) ≥ τ , we get the desired inequality for the
component G1. Similarly, by choosing an appropriate column vector 1 the inequality can be obtained
for G2.
Remark. We can use Theorem 3.4 to check the stability of a partitioned component of a graph by
considering any partition (temporarily) within the component.
4 Conclusion & Discussion
This paper concerns about the preservation of the linearized stability of metapopulations after parti-
tioning the metapopulations network. Our study finds that if the internal patch (local populations)
dynamics and inter-patch dispersals are appropriately conditioned, then the metapopulations dy-
namical system will be linearly stable around its co-existential equilibrium solution. The Fiedler
value of a metapopulations network that satisfies the threshold criterion has been shown to be suffi-
cient for the metapopulations stability provided the local populations dynamics satisfy the conditions
derived in this work.
If the intra-patch dynamics of a species remains the same after a partition, then the cut corre-
sponding to which the partitioned components satisfy the Fiedler value threshold criteria does not
produce any growing disturbance to the existing species. Hence, such partitions effectively do not
alter the ecological dynamics for the existing species in the network. Population and conservation bi-
ologists may find such a cut useful consideration in their strategy toward minimizing human-induced
habitat destruction and for protecting and maintaining the species in the metapopulations structure.
The present work provides necessary and sufficient conditions toward obtaining ecologically de-
sirable partitions of the metapopulations networks. These conditions are easy to implement for
validating or discarding a given partition and require computing only the external and internal
costs. Graph-partitioning algorithms (such as [11] and min-cut algorithms) combined with checking
for stability conditions of the cut as obtained in this work can be used for detecting such ecologically
sustainable partitions. Since optimal graph partitioning is NP-hard[12], this would not necessarily
produce a optimal partitions (unless the network size is small) but one can obtain useful solutions
and approximations.
With the considered model, the linearized stability criteria mathematically corroborate all ex-
perimental and empirical studies that have concluded that the population dispersals among patches
have important role in persistence and/or stabilization of the metapopulations. For metapopulations
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stability, as discussed in this work, it is sufficient to have λ2 ≥ τ , where the Fiedler value λ2 signifies
the connectivity of the patched network and τ is a fixed threshold level decided by the the local
populations dynamics. Also, from the Weyl’s monotonicity theorem [9] we have the relationship
between edges’ weight and the Fiedler value λ2 of the same graph network, i.e., any increment in
the edges’ weights increases the graph Laplacian eigenvalues, and in particular, increases the Fiedler
value. These results in turn establish that low dispersal rates (corresponds to small λ2) among the
patches induce equilibrium instability, whereas high dispersal rates (corresponds to large λ2) induce
stability.
Appendix
The following illustrative example is provided to show the importance of dispersal connections in
the metapopulations stability of a predator-prey system.
Example: In a spatially homogeneous environment, consider the Rosenzweig-MacArthur predator-
prey system [13] at each patch in a 3-patch spatial network (Figure 2) and assume that at every
patch, the dynamics of this system at its unique non-trivial equilibrium solution is unstable in nature.
The Rosezweig-MacArthur system is defined as follows:
x˙1,j(t) = x1,j(t)
(
1−
x1,j(t)
γ
)
−
x1,j(t)x2,j(t)
1 + x1,j(t)
,
x˙2,j(t) = β
(
x1,j(t)
1 + x1,j(t)
− α
)
x2,j(t), j = 1, 2, 3,
(12)
where x1,j(t) and x2,j(t) are the prey and predator density respectively at the j-th patch and at a
time t. In the absence of predation, the prey species follows the logistic dynamics with the carrying
capacity γ. The parameters β and α can be manipulated to signify the conversion rate and the
mortality rate of predators. The unique nontrivial equilibrium solution of (12) is given by
(x∗1,j , x
∗
2,j) =
(
α
1− α
, (1 + x∗1,j)(1−
x∗1,j
γ
)
)
.
At this equilibrium, the Jacobian of the vector field of the system (12) is given as


α
(
1 + 1
γ
− 2
γ(1−α)
)
−α
β(1 − α− α
γ
) 0

 .
Choosing the parameters’ value: γ = 2, β = 0.2, α = 0.3, the equilibrium solution (x∗1,j , x
∗
2,j) =
(3/7, 55/49) of the system (12) is feasible and nontrivial, and the corresponding Jacobian has the
eigenvalues 0.0107±0.1813i. Clearly, these eigenvalues have positive real part, and thus, the dynam-
ics at each patch is unstable around the equilibrium solution with the above choice of parameters’
value.
Now considering together the Rosenzweig-MacArthur predator-prey system at each habitat patch
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13
Figure 2: Figure shows the 3-patch spatial system with the dispersal connections. Dispersal rates
between patches denoted by d1ij and d
2
ij are of prey and predator species respectively.
and the species’ dispersal movement among patches, the dynamics then given as


x˙1,1
x˙1,2
x˙1,3
x˙2,1
x˙2,2
x˙2,3


=


x1,1
(
1− l1 −
x1,1
γ
)
−
x1,1x2,1
1+x1,1
x1,2
(
1− l1 −
x1,2
γ
)
−
x1,2x2,2
1+x1,2
x1,3
(
1− l1 −
x1,3
γ
)
−
x1,3x2,3
1+x1,3
β
(
x1,1
1+x1,1
− α − l2
)
x2,1
β
(
x1,2
1+x1,2
− α − l2
)
x2,2
β
(
x1,3
1+x1,3
− α − l2
)
x2,3


−
[
L1 0
0 L2
]


x1,1
x1,2
x1,3
x2,1
x2,2
x2,3


. (13)
Here L1 =

d
1
12 + d
1
13 −d
1
1,2 −d
1
13
−d112 d
1
12 + d
1
23 −d
1
23
−d113 −d
1
23 d
1
13 + d
1
23

 and L2 =

d
2
12 + d
2
13 −d
2
1,2 −d
2
13
−d212 d
2
12 + d
2
23 −d
2
23
−d213 −d
2
23 d
2
13 + d
2
23

 are
the Laplacian matrices for prey species x1 and predator species x2.
The non-trivial equilibrium solution of this system is (x¯1,1, x¯1,2, x¯1,3, x¯2,1, x¯2,2, x¯2,3), where x¯1,1 =
x¯1,2 = x¯1,3 =
α+l2
1−(α+l2)
and x¯2,1 = x¯2,2 = x¯2,3 =
(
1 + α+l21−(α+l2)
)(
1− l1 −
α+l2
γ(1−(α+l2))
)
.
At this non-trivial equilibrium point, the Jacobian of the system (13) is given by

(α+ l2)
(
1− l1 +
1
γ
− 2
γ(1−(α+l2))
)
I3 − L1 −(α+ l2)I3
β((1 − l1)(1− (α+ l2))−
α+l2
γ
)I3 −L2

 ,
Taking the parameter values d112 = 1 = d
1
13, d
1
23 = 2, d
2
12 = 2, d
2
13 = 1 = d
2
23 and l1 = 0.4 = 2l2,
and other parameters value same as before, the eigenvalues of Jacobian of the dispersal system
(13) are; −0.0114, −0.4386, −3.0043, −03.4496, −5.0004 and −5.4457 (all have negative real
part). Hence, the co-existential equilibrium solution of the system with among-patch dispersal is
asymptotically stable.
Another way to interpret the above analysis, a stable dynamical system on the graph (in Figure
2) becomes unstable on its components, when a graph-cut deletes all the three edges.
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