We demonstrate the existence, uniqueness, and continuous dependence upon the data for the solution (u, v, s) of the free boundary value problem:
Abstract.
We demonstrate the existence, uniqueness, and continuous dependence upon the data for the solution (u, v, s) of the free boundary value problem: ut = auxx, vt = (3vxx, 0 < x < s(t), 0 < t < T, u(x, 0) = <f>(x), v(x, 0) = 0 < x < s(0) = b.
-aux(0, t) = f(t), -0vx(O, t) -g(t), 0 < t < T, aux(s(t),t) = -(7 + u(s(t),t))s(t), (3vx(s(t),t) = (n -v(s(t),t))s(t), 0 < t < T, s(t) = u(v(s(t),t)) exp (-8/v(s(t) ,t))F(u(s(t), t)), 0 < t < T, where a,/3,7,6, and /x are positive constants related to the physical constants.
1. Introduction. We shall consider an idealized model for the combustion/oxidation of a half-space full of solid fuel by a gaseous oxidizer contained in an infinite strip bounded by the fuel and a plane. We shall neglect heat conduction in the solid, evaporation of the solid, and compressibility and convection in the gas. Hence, we shall consider the diffusion of the oxidizer, heat conduction in the oxidizer, and the chemical reaction between the oxidizer and fuel at the surface of the fuel. In particular, corrosion would be a close application of the model below. We remark that this work represents a continuation of the study of this problem which began with the paper of Cannon, Cavendish, and Fasano [CCF] discussing the problem of a half-space of fuel. Fasano [F] developed some special solutions for a half-space of oxidizer vs. a half-space of fuel problem. Cannon and Lin [CL] discussed the first boundary-value problem for an infinite strip of oxidizer vs. a half-space of fuel with the specification of oxidizer concentration and temperature on the 688 JOHN R. CANNON and ALEC L. MATHESON fixed boundary of the oxidizer region. Recently, Liang and Cheng [LC] have discussed the case of two free boundaries which appears to consider the case of oxidation of two half-spaces of fuel.
Let the positive x-axis be directed normally to the gas-solid interface and into the solid fuel. At time t = 0, we assume that the gas-solid interface is at x = b > 0. Assuming that the oxidizer concentration and the temperature depend only on the real variables x and t, we see that the gas-solid interface moves as x = s(t), 0 < t < T, with s(0) = b. We shall let the plane x = 0 denote the fixed boundary of the oxidizer region. Let u = u(x, t) denote the concentration of the oxidizer while v = v(x,t) denotes its temperature.
Then we are led to consider the free boundary value problem of determining u = u(x,t), v = v(x,t), and s -s(t) which satisfy Ut = otuxx, 0 < x < s(t), 0 < t < T, (1.1a)
-/3vx{0,t) = g(t), 0 < t < T, (l.lf)
and s(t) = v{v{s{t),t)ex p(~ "(a(gt)|t)) F(u(s(t),t)), 0 <t<T,
where a, (3,6,7, and fj, are positive constants related to the physical constants, 4>,ip,f, and g are known nonnegative functions, F is a strictly increasing function with F(0) = 0, v is a positive function, and s(t) denotes the derivative of s(t). Also, we assume that all functions are real-valued and a subscripted independent variable denotes a partial derivative; e.g., ut = ux = uxx = etc.
The boundary conditions (l.lg) and (l.lh) need some explanation. The term 7s(t) denotes the number of moles per unit time of oxidizer that are transported by diffusion to the boundary for the reaction. The term u(s(t),t)s(t)
is the mass flux induced by the motion of the boundary in order to preserve conservation of mass. The term denotes the heat energy released per unit time by the reaction while the term v(s(t),t)s(t) is the energy flux induced by the motion of the boundary in order to preserve conservation of energy.
Definition. A solution to (1.1)-(1.2) is a triple (u,v,s) that satisfies the following:
(i) ut,uxx,vt, and vxx are continuous in 0 < x < s(t), 0 < t < T; (ii) ux and vx are continuous in 0 < x < s(t), 0 < t < T; (iii) u and v are continuous and bounded in 0 < x < s(t), 0 < t < T; (iv) s is continuous on 0 < t < T and continuously differentiate on 0 < t < T\ (v) the triple (u,v,s) satisfies (1.1)-(1.2) with the given data.
It is convenient to state some assumptions on the data <p, ip, /, g, v, and F that we will use throughout this article. Assumption A. We shall assume that the functions (p and ip are continuous on 0 < x < b and that there exist positive constants 0*, (f>*, ip*, and ip* such that 0 < </>* < <j)(x) <<p*, 0 <ip* < ip{x) < ip*.
(1.3) Assumption B. We shall assume that / and g are continuous and nonnegative on 0 < t < T.
We let
We shall assume that the functions F and v are continuously differentiate on -oo < u < oo, 0 < v < oo, respectively, and that - If / and g are continuous in t for 0 < t < T and (p and tp are continuously differentiate on 0 < x < b, then we obtain a priori bounds on ux and vx that are uniform in t [C] .
Assumption
D. We shall assume that the functions / and g are continuous on 0 < t < T, and that the functions <j> and ip are continuously differentiate on 0 < x < b.
The main purpose of this article is to demonstrate the following result.
Theorem. Under assumptions A, B, and C, there exists a solution (u,v,s) to problem
Under the addition of assumption D, the solution is unique and depends continuously upon the data.
A priori estimates.
We shall derive some a priori estimates of a solution (u, v, s) to (1.1)-(1.2). Using the parabolic version of Hopf's lemma [C, FR] and the argument in [CCF] in [CL] we can state the following result.
Lemma 2.1. For 0 < x < s(t), 0 < t < T, u(x,t) > 0, v(x,t) > 0, and s(t) > 0.
Proof. Omitted.
We turn now to an a priori upper estimate of u. Set u = w + z, where wt -awxx, 0 < x < s(t), 0 < t < T, (2.1a) 
We note that the assumption of the existence of (u,v,s) implies that s(t) is continuous and bounded. Lemma 2.1 implies that s(t) is strictly increasing. Hence, by standard parabolic theory [C] , the existence and uniqueness of w and z follow. Elementary maximum principle arguments show that the function £ = u -(w + z) = 0. Hence, to estimate u, it suffices to estimate w and 2.
We begin with z. By the standard theory for the heat equation, it follows that zx is bounded and continuous in 0 < x < s(t), 0 < t < T, and 0 < x < b, t -0. By the strong maximum principle Zx < 0 in 0 < x < s(t), 0 < t < T. Consequently, z takes its maximum value on x -0, 0 < t. Also, z > 0. Otherwise, 2 would have to assume a negative minimum on x = 0 or x = s(t). By the parabolic version of Hopf's lemma, zx(0,t) > 0 or zx(s(t),t) < 0. Either of these conditions contradicts (2.2c) or (2.2d). In order to bound z, we consider the comparison function 77 which satisfies Vt = oirjxx, 0 <x <b, 0 <t <T, (2.3a) 
and B = b~1f*+e, e > 0, (2.8)
it follows that £ > 0. Indeed, suppose that ( < 0. From the parabolic version of Hopf's lemma, (2.6b), (2.6c), and (2.6d) imply that £ would have to assume its negative minimum at (xo,to), where 0 < xq < b and 0 < to < T. Thus the negative minimum at (xo,io) together with (2.6a) imply 0 > Ct -OiCxx = e > 0, (2.9)
which is a contradiction. Hence, ( > 0 for all e > 0 and also for s = 0. Thus 0 < z(x,t) < 77(0,t) < (b~lT + (2ab)~1)f* (2.10) for 0 < x < s(t) and 0 < t < T.
Turning now to w(x,t), we see that wx(0,t) = 0 and wx(s(t),t) < 0. Hence, the parabolic version of Hopf's lemma implies that w(x,t) cannot assume a maximum value on x = 0 or x -s(t). Thus, the maximum principle implies that w assumes its maximum value on t = 0. Hence w(x,t) < 4>*.
(2-11)
Combining u -w + z with (2.10) and (2.11) we obtain the following result.
Lemma 2.2. For 0 < x < s(t), 0 < t < T, 0 < u(x, t) < (/)* + (6_1T + (2 ab)~l)f*. (2.12)
Proof. See the analysis preceding the statement of the lemma.
As a corollary of the argument of Lemma 2.1, it follows from i>x(0, t) = -/3~1g(t) that the minimum of v in 0 < x < s(t), 0 < t < T cannot occur on x = 0. By the maximum principle it must occur on t = 0 or x = s(t). If it occurs oni = s(t) at (s(to),to), then the parabolic version of Hopf's lemma implies that
Since s(t) >0 via Lemma 2.1, it follows that v(s(t0),t0) > ii. (2.14)
If the minimum occurs on t = 0, then by assumption A,
Combining (2.14) and (2.15) we obtain 0 < min< v(x,t) (2-16) for 0 < x < s(t) and 0 < t < T.
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We turn now to the estimation of an upper bound for v. Set v = w + z, where 17d) and zt = f3u>xx, 0 < x < s(t), 0 < t < T, (2.18a)
The estimate of z follows in a manner similar to the z of (2.2). Thus, we see that
Considering w, we see from the maximum principle that the maximum value for w on 0 < x < s(t), 0 < t < T, must occur on x = s(t) or t -0. If it occurs on x = s(t) at {s(to),to), then the parabolic version of Hopf's lemma implies that Lemma 2.3. For 0 < x < s(t), 0 < t < T,
Proof. See the analysis preceding the statement of the lemma. Combining Lemma 2.1 through Lemma 2.3 we obtain the following estimate.
Lemma 2.4. For 0 < t < T, Proof. This is a simple consequence of assumption C and the substitution of the estimates (2.12) and (2.24) into (1.2).
We can obtain another estimate by an elementary calculation.
Lemma 2.5. For 0 < t < T, b < s(t) < b + 7-1 f <j>{x)dx + 7_1 f f(r) dr. (2.27)
J o Jo
3. Existence of a solution.
For each £ > 0 we consider the problem uEt = auExx, 0 < x < sE(t), 0 < t < T, (3.1a) v\ = f3v%.r, 0 < x < sE(t), 0 < t < T, (3.1b) ue(x, 0) = 4>{x), 0 < x < b = se(0), (3.1c) 1 uE(sE(t -e), t -e), £<t<T, (t) = r(" ' (3.4) [ue(s£(t -e),t -e), e<t<T.
Since the differential equation (3.2) is independent of the solution for 0 < t < e, we note that sE(t) is determined in this interval and that problem (3.1) can be solved uniquely for the bounded solution using classical means [C] for the domain 0 < x < sE{t), 0 < t < e. Since this determines uE(t) and vE(t) for £ < t < 2e, from whence se(t) is determined, we see that the bounded solution of (3.1) can be carried out in the domain 0 < x < sE{t), s < t < 2e using uE{x,e) and vE(x,e) as initial conditions. Clearly, this process can be continued to produce a unique solution to problem (3.1). -7 < u£(x,t) < it*, 0 < x < s£(t), 0 <t <T, (3-5) 0 < v£(x, t) < v*, 0 < x < s£(t), 0 <t<T, (3.6) 0 < v* < v£(s£(t),t), 0 <t<T, (3.7) and 0 < s£(t) < s*, 0 <t<T. (3.8)
We note that these estimates are independent of e. From the estimates (3.5)-(3.8) via the interior Schauder estimates [C, FR] we obtain the equiboundedness of u£t,u£xt,u£xxt,u£t, v%,vxt,vxxt, and v\t on the sets 0 < p < x < s(t) -p, p < t < t for each p > 0. We especially note from the integral representation of the solution [C] that \uEx{x, 01, K(x, t)I < C ^1 + , 0 < X < s£(t), 0 < t < T, (3.9)
where the constant C is independent of e. We also need the equicontinuity of u£(s£(t), t) and v£(s£(t), t) in order to demonstrate the existence of the solution. Now for 0 < p < t\ < t2 < T, and d > 0, we use the mean value theorem to obtain u£{s£(t2),t2)
From Lemma 2.1 and Lemma 2.2 and the interior Schauder estimates [C, FR] we obtain the existence of a positive constant pp which is independent of e, so that \u£(s£(t2),t2) -u£(s£(ii),£i)| < pp{d+ (t2 -ti)d~3 + (t2 -ti)). for 0 < p < t\ < t2 < T. Applying the Cantor diagonalization process, we can find a sequence en -> 0 and functions u(x,t), v(x,t), s(t), u{t), and v(t) such that (u{x,t) = \imn^ocu6n{x,t), p<x<s{t), p<t<T, \v(x, t) = lim^oo v£n (x,t), p < x < s(t), p <t <T, f s(t) -limn_,oo (t), p<t<T, i 1 s(t) = lim^oo s£n(t), p <t <T, The convergence in each of (3.14)-(3.16) is uniform for p > 0. Moreover, the convergences of , vx™, and v\n imply that the limit functions u(x, t) and v(x, t) satisfy ut = otuxx and vt = /3vxx for 0 < x < s(t), 0 < t < T.
Now we show that the triple (u,v,s) satisfies our problem (1.1)-(1.2). First we show that | u(t) = lim3:_+s(t) u{ x, t) uniformly in p <t <T, 1 v(t) = lim;!;_(S(t) v(x, t) uniformly in p <t <T, for each p > 0. Since
it follows from (3.9) that
Letting n -> oo, we obtain \u(t) -u(x,t)\ < pp\s(t) -x\ (3.19)
for each x. p < x < s(t), p <t <T. Consequently, we have u(t) = u(s(t), t). (3.20) Moreover, u(x,t) is continuous at (s(t),t), since
for each p > 0, p < x < s(t), p < t <T. For the same reason we have v{t) = v{s{t),t), and v(x, t) is continuous at (s(t), t). Hence (3.17) holds. Thus, we see from the uniform convergence of s£n(t) = max{v(ySn(t)) exp{-^}F(u£n(t)), 0} that the triple (u,v,s) satisfies (1.2). It remains to show that (u,v,s) satisfies the initial-boundary conditions and the indicated continuity in the definition of solutions.
From [C] we can represent u£n (x, t) and v£n (x, t) and v£n (x, t) in 0 < x < b, 0 < t < T 
Hence, by [C] , we see that u(x,t) and v(x,t) satisfy the continuity conditions in the definition of a solution.
Now for each e > 0 let (3.27) with p > 0 and small, and
[ w£{t],t) = u£(s£{t) + pr)-p,t), I z£(rj, t) = v£{s£(t) + pr]-p,t).
(3.28)
Then w£(r),t) and z£(r),t) satisfy w£t = ap 2w£vr] + s£(t)p lw£, 0 < 77 < 1, 0 <t <T, (3.29a) z\ -f3p~2z^ri + s£(t)p~1z£, 0 < 77 < 1, 0 < t < T, (3.29b) 29f) w£(l,t) = -a_1p(7 + w£(l,t))s£{t), 0 < t < T, (3.29g) z£(l,t)=f3-1p{n-z£(l,t))s£{t), 0 < t < T.
(3.29h)
Now we can represent w£{rj,t) and z£(r/,t) as
Jo -2 f 6(r], ap~2(t -t))w£(0,t) dr
From (3.9), we see that there is a positive constant C independent of e such that K(£.*)U4(£'*)I -C(l + r1/2), 0 < £ < 1, 0 <t<T. (3.32) By the convergence of u£tn,uexnx,uexn,v£n, u£J, v%11 , and s£n,s£, we obtain the convergence of w\n, w/£;j, w£rt, zf™, 2£™, and z£™. Furthermore, it follows from the Lebesgue dominated convergence theorem and (3.32) that the limit functions w{r),t) and z(r],t) satisfy (3.29)-(3.31) with e removed and {w{r),t) = u(s(t) + pr)-p,t), \z(V,t) = v(s(t) +pr] -p,t), and f wv( 1, t) = -a" V( 7 + w(l, t))s(t), \^(l,f) = /3"V(m -z(l,t))s(0, 4. Uniqueness and continuous dependence. In order to establish uniqueness and continuous dependence upon the data it will be convenient for us to introduce the change of independent variable x = £s(t) and dependent variables U(£,t) = u(£s(t),t), and V(£,t) -v(£s(t),t).
Then we can rewrite problem (1.1)-(1.2) as Ut = 7^U**+t7 §jU*' 0 < < 1, 0 <t<T, (4.1a) ry g (i ) Vt = W)^ + 0 < e < 1, o <t<T, (4.1b)
aUz{l,t) = -(7 + U(l,t))s(t)s(t), 0 <t<T, (4.1g) 0Vs{l,t) = {n-V{l ,t))s(t)s(t), 0 <t<T, (4-lh) and s(t) = z/(V(l,f))exp|-T7^y|F(C/(l,i)), 0 < t < T,
Now suppose that ({7i,Vj,Si) and (U2, V2,s2) denote solutions to (4.1)-(4.2) with data fa^iJuguVuSuFi^um, and i = 1,2, respectively. Let W = U\ -U2 and Z = V1 -V-2-We note that the s,, i = 1,2, are determined by (4.2). Consequently it suffices to estimate W and Z to obtain estimates for si -s2 and si -S2-We assume that the data <j>i,ipi, fi,gi,Vi, Fi, and 6, satisfy the bounds in assumptions A, B, and C, which implies that Ui,Vi, and st, i = 1,2, satisfy the a priori bounds obtained in Sec. 2. Differencing the equations for (Ui,Vi, Si), i -1,2, we see that W and Z satisfy Wt = -4^2,« + -€-U2,c, 0 < £ < 1, 0 < t < T, (4.3a) 
<C(\W(l,t)\2 + \W(1,01171-721 + 1^(1,011^-521
where we have used the a priori bounds on Ui,Vi,Si, and .s, obtained in Sec. W2(l,t) + W2{0,t) + Z2{l,t) + W2{l,T)dT + Z2(l,r)drJ. term, IZ31 is bounded by the right-hand side of (4.20).
For I4 we need to estimate |*i-«2| f \Wc(tt)\\U2^,t)\d^.
Jo
Applying the Schwarz inequality and using the assumption that J,' t/| ^ dt is uniformly bounded in t, we obtain \si «2| / l^(e,i)ll^2,«(^t)|^<C(e)|Si-S2|2+£ f W2(t,i)dti.
(4.21)
