Abstract In recent years, several convergent multi-block variants of the alternating direction method of multipliers (ADMM) have been proposed for solving the convex quadratic semidefinite programming via its dual, which is naturally a 3-block separable convex optimization problem with one coupled linear equality constraint. Among of these ADMM-type algorithms, the modified 3-block ADMM in [Chang et al., Neurocomput. 214: 575-586 (2016)] bears a peculiar feature that the augmented Lagrangian function is not necessarily to be minimized with respect to the block-variable corresponding to the quadratic term of the objective function. In this paper, we lay the theoretical foundation of this phenomena by interpreting this modified 3-block ADMM as a realization of a 3-operator splitting framework. Based on this perspective, we are able to extend this modified 3-block ADMM to a generalized 3-block ADMM, which not only applies to the more general convex composite quadratic programming setting but also admits the potential of achieving even a better numerical performance. 
Introduction
The convex quadratic semidefinite programming (CQSDP) has found many concrete applications in economics and engineering, and captures many well-studied problems, including the linearly constrained semidefinite least squares problem, the nearest Euclidean distance matrix (EDM) problem and the nearest correlation matrix problem.
To solve CQSDP problems, several algorithms have been proposed from different angles and here we only mention a few typical and relevant approaches. Based on certain perturbations of the KuhnKrash-Tucker (KKT) system of the CQSDP problem and its dual, Toh and his coauthors have proposed several inexact interior-point methods for solving them [12, 25, 24] . By using the generalized Newton method together with the conjugate gradient method, many efficient methods were proposed for solving CQSDP problems [18, 19] . For an important class of the CQSDP problem, i.e. the nearest correlation matrix problem, the quadratic convergence of the Newton-CG method has been obtained by Qi and Sun [18] . For general CQSDP problems, the most recently developed solver QSDPNAL in Li, Sun and Toh [16] has demonstrated that a two-phase augmented Lagrangian method, which properly combines both first-order and second-order algorithms, possesses a pretty promising numerical performance. A closer look of this solver shows that the inexact multi-block proximal ADMM studied in [4] , in which the inexact block symmetric Gauss Seidel iteration technique elaborated by Li, Sun and Toh [15] was tightly incorporated, has been utilized to generate an approximate solution with a low to medium accuracy to warm-start an augmented Lagrangian method, whose subproblems are solved by a semismooth Newton method.
Just as in QSDPNAL, first-order ADMM-type algorithms are of their own importance for solving CQSDP problems. In fact, many extensions and modifications of the classic ADMM of Glowinski and Marroco [11] and Gabay and Mercier [10] have been considered in recent years for solving the CQSDP problem via its dual, which is innately a 3-block separable convex optimization problem with one coupled linear constraint. Indeed, the most intuitive idea is to directly extend the classic ADMM to 3-block problems and the corresponding numerical performance is pretty good for many instances of problems [2, 4, 14, 22] . However, the direct extension of ADMM (ADMMe) to problems with more than two blocks of variables is not guaranteed to be convergent (c.f. [3] for a concrete example). Therefore, attentions have been paid to the design of multi-block ADMM-type algorithms and, fortunately, several algorithms of this type have been successfully applied to solving the CQSDP problem via its dual with a satisfactory numerical efficiency and a theoretical guarantee of convergence [1, 4, 14] .
Among of these ADMM-type algorithms for CQSDP problems, the modified 3-block ADMM by Chang et al. [1] has a distinct feature that one of the subproblems, i.e., the minimization of the augmented Lagrangian function with respect to a certain block of variables, can always be skipped. This saves both the computational cost and the memory for variable storage, and, more importantly, the convergence is guaranteed under only one extra condition on the penalty parameter σ, while the proof for the convergence is much more involved. The peculiar feature of this method inspired us to get a further understanding of its theoretical foundation. Moreover, we are also concerned with the question that to what extent can this algorithm being improved or generalized, as well as whether this ADMM-type algorithm can be applied to more general problems.
In order to conduct the theoretical analysis to address the concerns mentioned above, an indispensable tool is the concept of the maximal monotone operator as well as the corresponding operator splitting methods [17, 23] which are designed to find its roots. The interconnection between the operator splitting methods and ADMM-type algorithms was first established by Gabay [9] , who showed that the classic ADMM with unit step-length can be explained as the well-known Douglas-Rachford operator splitting method. Based on this observation, Eckstein and Bertsekas [7] presented a generalized ADMM for the purpose of improving the performance of the classic ADMM (with unit step-length) via an over-relaxation step. We mention that for a recent survey on this topic one may refer to [8] , and one also can refer to [26] and references therein for more details and recent progresses on generalized ADMM. Consequently, we are interested if one can also interpret the modified 3-block ADMM in [1] via a certain operator splitting scheme and get further improvements on this algorithm via certain over-relaxation steps.
In this paper, we fulfil our objective by showing that the modified 3-block ADMM in [1] can be explained as an application of the 3-operator splitting framework studied in Davis and Yin [6] . We conduct our analysis in a much general setting in which the model that we will consider contains the CQSDP problem as a special case. Moreover, based on this operator splitting perspective, we present a generalized 3-block ADMM, in the sense of Eckstein and Bertsekas [7] , in which an over-relaxation step is incorporated. We mention that, such as in Xiao et al. [26] , this kind of over-relaxation can lead to an obvious improvement on the numerical efficiency of ADMM-type algorithms.
The remaining parts of this paper are organized as follows. In Section 2, we give a quick review of the CQSDP problem and the modified 3-block ADMM algorithm proposed by Chang et al. [1] . Section 3 is devoted to the operator-splitting perspective of this modified 3-block ADMM for the CQSDP problem.
In Section 4, we introduce the convex composite quadratic optimization model and present a generalized version of the modified 3-block ADMM in [1] for solving this problem. With the result established in Section 3, the convergence analysis of the proposed algorithm can be conducted in a very concise manner.
We conclude this paper in Section 5.
Preliminaries

Basic Concepts
Let H be an arbitrary finite dimensional real Hilbert space endowed with an inner product denoted by ·, · and its induced norm · . Let F : H → H be an arbitrary set-valued mapping. If F is single-valued, it is called β-cocoercive (or β-inverse-strongly monotone) for a certain constant β > 0, if
If F is a self-adjoint positive semidefinite linear operator, we use λ max (F ) to denote its largest eigenvalue,
i.e. λ max (F ) := max x =1 x, F x . In this case, it is easy to verify that F is
If F is a multivalued maximal monotone operator and σ > 0 is a constant, the mapping J σF := (I + σF ) −1 , which is called the Minty resolvant of F , is a single valued mapping, and this mapping is also nonexpansive [20, Theorem 12.12] . Here, I denotes the identity operator from H to itself and it will be kept as the notation for the identity operator from any space to itself, if no ambiguity is caused.
Let f : H → (−∞, ∞] be a closed proper convex function. The subdifferential mapping ∂ f of f is then a maximal monotone operator and in this case
For any set C ⊂ H, the indicator function δ C : H → (−∞, ∞] is defined by δ C (x) = 0 if x ∈ C and δ C (x) = +∞ otherwise. If C is a closed convex set, δ C is therefore a closed proper convex function and, in this case, J σ∂δC (x) = Π C (x), i.e., the metric projection of x onto C, and
Here, the mapping N C is called the normal cone mapping of the set C and N c (x) is called the normal cone of C at x, which is a closed convex cone.
Let S n be the space of n × n real symmetric matrices endowed with the standard trace inner product ·, · and the Frobenius norm · . We use S n + and S n ++ to denote the sets of symmetric positive semidefinite and positive definite matrices in S n , respectively.
The CQSDP Problem
The CQSDP problem takes the following standard form:
where ϕ : S n → S n is a given self-adjoint positive semidefinite linear operator, A : S n → R m is a linear map defined by
with the given A i ∈ S n , i = 1, . . . , m, and b ∈ R m . The adjoint of A, with respect to the standard inner products in S n and R m , is denoted by A * .
Note that S n + is a closed convex self-dual cone. Then, the dual of problem (1) can be equivalently formulated in minimization form as follows
where δ S n + is the indicator function of S n + , W ∈ S n , Z ∈ S n and y ∈ R m . The Lagrangian function of problem (2) is defined by
Therefore, the KKT system of problem (2) is given by
For any (W, y, Z, X) ∈ S n × R m × S n × S n satisfying the KKT system (3), (W, y, Z) is a solution to problem (2) while X is a solution to problem (1).
A Modified 3-Block ADMM for Problem (2)
Let σ > 0 be the penalty parameter. The augmented Lagrangian function of problem (2) can be defined by
Choose an initial points (y
A direct extension of the classic ADMM to the 3-block problem (2) consists of the following steps, for k = 0, 1, . . .,
where τ > 0 is the step-length. Generally, the convergence of the iteration scheme (5) can not be guaranteed.
In Chang et al. [1] , the authors have proposed the following algorithm to solve problem (2), by modifying the iteration scheme (5).
Algorithm 1 (A Modified ADMM for the CQSDP problem (2))
Let σ > 0 be the given parameter. Choose Z 0 ∈ S n + and X 0 ∈ S n . For k = 0, 1, . . . ,
Step 1. Set W k+1 := X k ;
Step 2. Compute
Step 3.
Step 4. Update
Compared with the directly extended 3-block ADMM scheme (5), Algorithm 1 always set W k+1 as X k instead of minimizing the augmented Lagrangian function with respect to the block-variable W. The original idea of this 3-block ADMM is quite intuitive since that for any (W, y, Z, X) ∈ S n × R m × S n × S n being a solution to the KKT system of the CQSDP problem, (X, y, Z, X) is also a solution to it. Therefore, whenever dealing with a subproblem with respect to W, one may directly use the value of X to substitute W instead of solving this subproblem. However, the convergence analysis of Algorithm 1 in [1] is very complicated.
The following Assumption was used in [1] for analyzing the convergence of Algorithm 1.
Assumption 1
The linear operator A is surjective and the Slater's constraint qualification holds for problem (1), i.e. there exists a matrixX ∈ S n ++ satisfying A(X) = b. (1) and (W, y, Z) is an optimal solution to problem (2).
The convergence properties of Algorithm 1 have been given in [1, Theorem 1]. We summarize these results as follows.
Proposition 1 Suppose that the solutions set to problem (1) is nonempty, Assumption 1 holds and σ ∈ 0, 1 λmax(ϕ) . Then, the sequence {(W k , y k , Z k , X k )} generated by Algorithm 1 converges to a point which is a solution to the KKT system (3).
Remark 2 If ϕ = 0, problem (1) is then a standard linear semidefinite programming problem and its dual will be a 2-block convex optimization problem. In this case, the requirement that σ ∈ 0,
is no longer necessary and Algorithm 1 is then automatically the classic 2-block ADMM with the unit step-length.
A Three-Operator Splitting Perspective
In this section, we narrate Algorithm 1 from a 3-operator splitting perspective. Note that the problem (1) can be written as
Under Assumption 1, we know from [21, Theorem 23.8] that X is a solution to problem (1) if and only if
Therefore, one can try to solve problem (1) via solving the above inclusion problem. In fact, Algorithm 1 can be interpreted as an operator splitting algorithm applied to solve this inclusion problem. This will be explained in details as follows.
Let {X k }, {y k } and {Z k } be the sequences generated by Algorithm 1. We define for k ≥ 0,
Moreover, just as [6, Equation (1.
2)], we define the mapping T : S n → S n by
Then, we have the following result.
Theorem 1 Let {X k }, {y k } and {Z k } be the sequences generated by Algorithm 1. Then the sequence
Proof Note that for any k ≥ 0, steps 1 to 4 of Algorithm 1 can be reorganized as follows
Therefore, it holds that
Moreover, one can readily obtain that
Note that
Then, by using (8) we can get
Moreover, it is easy to see from (6) that
which, together with the definition of T , completes the proof. 
Generalizations and Extensions
The successful application of Algorithm 1 to the CQSDP problem (1) via its dual (2) and the explanation from the operator splitting perspective made in Section 3 inspired us to consider extending this algorithm to much general problems. In this section, we consider the following convex composite quadratic programming [14] problem
where A : X → Y is a linear map, X and Y are finite dimensional Euclidean spaces each endowed with a inner product ·, · and its induced norm · . θ * is the Fenchel conjugate function of the closed proper convex (possibly nonsmooth) function θ : X → (−∞, ∞], Q : X → X is a self-adjoint positive semidefinite linear operator, and c ∈ X and b ∈ Y are the given data. Obviously, problem (2) is an instance of problem (11) in which X = S n , Y = R m and θ * being the indicator function of S n + . We make the following assumption on problem (9).
Assumption 2
The linear operator A is surjective and there exists a point x ∈ ri(dom θ * ) such that
Under Assumption 2 we know that x is a solution to problem (9) if and only if there exists a vector (w, y, z) ∈ X × Y × X such that (x, w, y, z) solves the following KKT system of problem (11)
Moreover, such a vector (w, y, z) is a solution to the dual of problem (9), which can equivalently be recast in minimization form as min w,y,z
where the decision variables w ∈ X , y ∈ Y and z ∈ X .
Let σ > 0 be the penalty parameter. The augmented Lagrangian function of problem (11) is defined by
In sequel, we will extend and generalize Algorithm 1 to problem (11) , and prove its convergence via the existing convergence theorem of the 3-operator splitting method in [6] .
Algorithm 2 (A Generalized Modified ADMM for problem (11))
Let σ > 0 and ρ ∈ (0, 2). Choose initial variables z 0 such that −z 0 ∈ dom θ and x 0 ∈ X . For
Step 1. Set w k+1 := x k ;
Step 3. Compute
Remark 4
The above algorithm is called a generalized modified ADMM since that it can viewed as a direct extension of the generalized 2-block ADMM [7] to problem (11) . Moreover, we should mention that, generally, since that A is surjective, all the subproblems are well-defined and admit unique solutions. The well-definedness of subproblems is very essential for ADMM-type algorithm. On this part, one may refer to a counterexample by Chen et al. [5, Section 3] .
Remark 5 For the case that ρ = 1, step 3 of Algorithm 2 turns to
In this case, the direct extension of the generalized ADMM is then a direct extension of the classic ADMM with unit step-length, whose k-th step takes the following form
If the order of solving the subproblems is further changed as follows Next, we analyze the convergence properties of Algorithm 2. Suppose that {w k }, {y k }, {z k } and {x k } be the infinite sequences generated by Algorithm 2. Define for k ≥ 0
For convenience, we define the convex set K := {x ∈ X |Ax = b}, and the quadratic function q : X → (−∞, ∞) by
Then, the gradient of the function q is given by ∇q(x) = Qx + c, ∀x ∈ X . Moreover, we define a single-valued mapping Γ : X → X by
Based on the above definitions we have the following result.
Proposition 2 Suppose that {w k }, {y k } and {z k } are the infinite sequences generated by Algorithm 2, and {u k } is the sequence defined by (13) . Then, one has that
1 In [13] , the authors also have considered adding proximal terms to subproblems and using a dual step-size which can be chosen in 0, (1 + √ 5)/2 . Since that one can restrict w always in the range space of the linear operator Q so that f 1 (w) = w, Qw is a strongly convex function. Hence, the results in [13] are applicable.
Proof Note that for any k ≥ 0
Since that θ is a closed proper convex function, by using [21, Theorem 23.5] we have that x k+1 ∈ ∂θ(−z k+1 ) so that −z k+1 ∈ ∂θ * (x k+1 ). Therefore, it holds that 0 ∈ ∂θ
where we have used the fact that u k = x k+1 − σz k+1 from (13) . Thus, by using [21, Theorem 23.8 & 23.9] and the above inclusion one can get that
On the other hand, one can readily obtain that 0 = −b + Ax k+1 + σA(A * y k+2 + z k+1 − Qw k+2 − c).
Therefore,
Note that for any ξ ∈ X one has Π K (ξ) = ξ − A * (AA * ) −1 (Aξ − b). Consequently, by using (16) and (18) we can get that
From (13) and the fact that w k+1 = x k one has that
Note that (13) tells that u k = x k+1 − σz k+1 . Therefore, we can readily get
which completes the proof. ⊓ ⊔ According to Proposition 2, Algorithm 2 can also be viewed as a realization of the 3-operator splitting scheme proposed in [6] applied to the following problem
Therefore, by using Proposition 2, a part of the convergence properties of Algorithm 2 can be deduced directly from [6, Theorem 1.1]. We summarize it as follows.
In this paper, we have shown that the modified 3-block ADMM in Chang et al. [1] is an instance of the 3-operator splitting scheme in [6] . Based on this observation, we considered a generalized modified 3-block ADMM applied to the more general convex composite quadratic programming model, and derived its convergence via a very concise approach. The obtained results paved the way for further study of the proposed generalized modified ADMM for convex composite quadratic programming such as the iteration complexity and the local or global convergence rate, which we leave as our future work.
