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Abstract—Classical simulation of quantum circuits is crucial
for evaluating and validating the design of new quantum al-
gorithms. However, the number of quantum state amplitudes
increases exponentially with the number of qubits, leading to
the exponential growth of the memory requirement for the
simulations. In this paper, we present a new data reduction
technique to reduce the memory requirement of quantum circuit
simulations. We apply our amplitude-aware lossy compression
technique to the quantum state amplitude vector to trade the
computation time and fidelity for memory space. The exper-
imental results show that our simulator only needs 1/16 of
the original memory requirement to simulate Quantum Fourier
Transform circuits with 99.95% fidelity. The reduction amount
of memory requirement suggests that we could increase 4 qubits
in the quantum circuit simulation comparing to the simulation
without our technique. Additionally, for some specific circuits,
like Grover’s search, we could increase the simulation size by 18
qubits.
Index Terms—Quantum Computing, Lossy Compression,
Quantum Fourier Transform, Quantum Circuit Simulation, Mes-
sage Passing Interface
I. INTRODUCTION
Classical simulation of quantum circuits is crucial for bet-
ter understanding the operations and behaviors of quantum
computers. Such simulations allow researchers and developers
to evaluate the complexity of new quantum algorithms and
validate the design of quantum circuits. Previous studies
have provided different simulation techniques, such as full
amplitude-vector update [1]–[3], Feynman paths [4], and ten-
sor network contractions [5]–[9] to perform the simulation
of quantum circuits. Full amplitude-vector update simulations
provide all the amplitudes of the quantum state in detail, and
hence it is the best tool for quantum algorithm debugging,
development, and validation. Full amplitude-vector update
simulators generally use complex double precision amplitudes
to represent the state of the quantum systems. Given n
quantum bits (qubits), we need 2n amplitudes to describe
the quantum system [10]. As a result, the size of the state
TABLE I: Examples of supercomputers and the largest
quantum system they can simulate.
System Memory (PB) Max Qubits
TACC Stampede 0.192 43
Titan 0.71 45
Theta 0.8 45
K computer 1.4 46
Exascale 4-10 48-49
vector is 2n+4 bytes. Since the number of quantum state
amplitudes grows exponentially with the number of qubits
in the system, the size of the quantum circuits simulation is
restricted by the memory capacity of the classical computing
system. For example, to store the full quantum state of a 45-
qubit system, the memory requirement is 0.5 petabytes. Table
I shows examples of several supercomputers and the largest
quantum system they can simulate theoretically. Circuits with
more than 49-qubit system would require too much memory
to simulate directly.
Since the simulation size is restricted by the memory ca-
pacity of the classical computing systems, our goal is to trade
the computation time for the memory space. By compressing
the state vector, we can reduce the memory requirement for
the quantum circuit simulation. In other words, we are able to
simulate a larger quantum system by using the same memory
capacity. Integrating data compression into the simulation
causes certain performance overhead, while we are able to
obtain larger simulation scale that cannot be reached before
with the limited memory capacity.
With compression techniques, the simulation size is deter-
mined by the quantum state vector’s compression ratio. In
general, lossy compression algorithms achieve significantly
higher compression ratios than lossless compressors, while
introducing errors to a certain extent. To minimize the error
propagation and guarantee high fidelity results, we develop
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the Amplitude-Aware Lossy Compression (AALC) technique
by leveraging both Zstandard lossless compressor [11] and SZ
lossy compressor [12]–[14]. AALC is designed for quantum
circuit simulators to trade data accuracy for data reduction.
This technique can preserve the most important quantum
information.
To evaluate our approach on a working simulator, we
implement AALC on Intel-QS, a quantum circuit simulator de-
veloped by Intel [2]. Intel-QS is a distributed high performance
quantum circuit simulator, which uses full state amplitude-
vector update to complete the simulation. Thus, there is no
circuit depth limitation in our simulation framework1.
Our AALC approach integrates knowledge of quantum
computation and data compression techniques to reduce the
memory requirement of quantum circuit simulation. The main
contributions of our work are:
• We identify the feasibility of applying data compression
techniques to quantum circuit simulator.
• We establish the AALC approach to leverage lossless and
lossy compressor in quantum state amplitude vector to
reduce the memory requirement for storing the data.
• We present evaluation results based on AALC technique,
and provide mathematical proofs that our technique can
scale the simulation size beyond 49 qubits.
• We implement AALC for amplitude vectors in Intel-QS
and show that there is a good data reduction with high
quantum state fidelity.
Our paper is organized as follows. In Section II, we intro-
duce background of quantum circuit simulation. In Section III,
we describe our AALC methodology. In Section IV, we
present the evaluation of our technique in Intel-QS. We discuss
and point out the future directions in Section V.
II. BACKGROUND
A qubit is a two-level quantum systems, and the state |ψ〉
can be expressed as
|ψ〉 = α0 |0〉+ α1 |1〉
where α0 and α1 are complex amplitudes, and |α0|2+ |α1|2 =
1. |0〉 and |1〉 are two computational orthonormal basis states.
The quantum state can also be represented as
|ψ〉 = α0
[
1
0
]
+ α1
[
0
1
]
=
[
α0
α1
]
.
The state of a two-qubit system can be described by using 4
amplitudes.
|ψ〉 = α00 |00〉+ α01 |01〉+ α10 |10〉+ α11 |11〉 =

α00
α01
α10
α11
 .
1In general, most of the supercomputing systems have a 24-hour wall-
time limitation. This run-time constraint puts a circuit depth limitation on
the simulation. However, one can save the state vector before terminating the
job, and then resume the task by loading the state vector in the next job
submission.
Fig. 1: Example of two-qubit quantum state with single-qubit
gate operations.
More generally, the state of an n-qubit quantum system can
be represented by using 2n amplitudes.
|ψ〉 = α0...00 |0...00〉+ α0...01 |0...01〉+ ...+ α1...11 |1...11〉 .
In classical simulation of quantum computation, each ampli-
tude is a double-precision complex number, which is a 16-
byte data type. Thus, storing the full state vector of an n-qubit
quantum system require 2n+4 bytes.
General single-qubit gates and two-qubit controlled gates
are known to be universal [15]. Applying a quantum single-
qubit gate U to the k-th qubit can be represented by a unitary
transformation
A = I ⊗ I ⊗ ...⊗ U ⊗ ...⊗ I ⊗ I
where I is 2×2 identity matrix, and U is 2×2 unitary matrix,
U =
[
u11 u12
u21 u22
]
.
However, we do not need to build the entire unitary matrix A
to perform the gate operation. Figure 1 shows an example of
applying a single-qubit gate to a two-qubit system. Applying
a gate U to the first qubit is equivalent to applying the 2× 2
unitary matrix to every pair of amplitudes, whose subscript
indices have 0 and 1 in the first bit, and all remaining bits
are the same. In the same way, performing a single-qubit gate
to the second qubit is to apply the unitary to every pair of
amplitudes whose subscript indices differ in the second bit.
More extensively, applying a single-qubit gate to the k-th qubit
of n-qubit quantum system is to apply the unitary to every pair
of amplitudes whose subscript indices have 0 and 1 in the k-th
bit, while all other bits remain the same.[
α′∗...∗0k∗...∗
α′∗...∗1k∗...∗
]
=
[
u11 u12
u21 u22
] [
α∗...∗0k∗...∗
α∗...∗1k∗...∗
]
Fig. 2: Compression ratio results of QFT quantum circuit
simulation.
As for a generalized two-qubit controlled gate, the unitary
is applied to a target qubit t, if the control qubit c is set to
|1〉; otherwise t-th is unmodified.[
α′∗1c...∗0t∗...∗
α′∗1c...∗1t∗...∗
]
=
[
u11 u12
u21 u22
] [
α∗1c...∗0t∗...∗
α∗1c...∗1t∗...∗
]
In quantum information theory, fidelity is a measure of
distance between two quantum states. In this paper, we only
consider pure states, so the definition of fidelity reduces to
F (ρ, σ) = 〈ψρ|ψσ〉 .
For any ρ and σ, 0 ≤ F (ρ, σ) ≤ 1, and F (ρ, ρ) = 1.
III. AMPLITUDE-AWARE LOSSY COMPRESSION
We analyze the operations of the quantum circuit simu-
lation, and notice that the gate operation can be performed
separately pair by pair as described in Section II. This finding
allow us to divide the whole state vector into several strides
(s1, s2, ..., sn), and all the strides are stored in the compressed
format on the memory, so that we can reduce the memory
requirement for storing the state vector. The pseudo-code
of the simulation process is shown in Algorithm 1. The
simulation of a quantum program is processed gate by gate.
When a gate is applied to the quantum state, only the stride,
sj , under processing can be decompressed, and the unitary
computation is performed on the decompressed stride, and
then the stride is compressed. This is a complete operation
cycle for a stride. After a stride is finished, we process the
next stride.
Algorithm 1 Quantum state vector stride update.
1: for gate Ui in the program do
2: for stride sj in the state vector do
3: decompress(sj)
4: gateComputation(Ui, sj)
5: compress(sj)
6: end for
7: end for
The straightforward idea is to apply lossless compression to
the state vector. We leverage Zstandard (zstd) library [11] as
the lossless compression technique, and get a good compres-
sion ratio in the beginning of a quantum program simulation
because most of the amplitudes in the initial state vector are
zero, which is good for data compression. However, when
a high complexity quantum program runs on the simulator,
as more gate operations are performed, more and more non-
zero amplitudes are generated in the state vector. As a result,
the compression ratio is low in the end. Figure 2 shows the
compression ratio results from the Quantum Fourier Transform
(QFT) circuit simulation, which consists of 26 qubits and 1710
quantum gates. In the first 400 gates, the compression ratio
of the state vector can achieve 8192. However, after 1600
gates, the compression ratio is less than 2, and the minimal
compression ratio is only 1.02. The minimal compression
ratio is the most important metric to evaluate the memory
requirement of the quantum circuit simulation. Thus, we have
to improve the minimal compression ratio.
To improve the compression ratio, we introduce SZ lossy
data compression technique [12]–[14] into our simulation
framework. SZ allows users to set an error bound, δ, for the
compression. The decompressed data D′i might differ from the
original data D′i but must be in the range [Di − δ,Di + δ].
Since lossy compression introduces compression errors into
the state vector, the sum of the square of the amplitudes is
no longer to be 1. To reduce the error propagation, the state
vector is normalized before the gate computation.
We carefully examine the impact of compression errors on
the simulation result, and trade the data accuracy for the data
reduction. As shown in Figure 2, the minimum compression
ratio with SZ lossy compressor is 5.68 and the state fidelity is
99.34%. In addition, we can increase the error bound to get
8.02 compression ratio with 46.92% state fidelity. However,
the fidelity should be improved so that the simulation results
can be useful for quantum algorithm development.
Our Amplitude-Aware Lossy Compression (AALC) tech-
nique is designed for further optimizing the minimal compres-
sion ratio and the state fidelity. The improved version of the
simulation framework with AALC is shown in Algorithm 2.
Instead of using a fixed error bound, AALC sets different
levels of error bounds, and also sets a threshold for the
minimal compression ratio. When the compression ratio is
great than the threshold, AALC uses the lowest error bound
(lossless compression) for the state vector compression. If
the compression ratio is less than the threshold, AALC re-
compresses the state vector again with the next level of error
bound.
IV. EXPERIMENTAL RESULTS
To test the effectiveness of our AALC, we construct a
set of error bounds to compress the state vector efficiently
and perform the simulation with different compression ratio
thresholds. We report the experimental results of QFT. QFT is
a fundamental function of several quantum algorithms [16]–
[19]. Figure 3 shows the compression results with compression
ratio threshold θ = 4, 8, 16, and 32. All the compression ratios
of each simulation are above the threshold.
(a) Threshold θ = 4. (b) Threshold θ = 8.
(c) Threshold θ = 16. (d) Threshold θ = 32.
Fig. 3: Compression ratio results of QFT quantum circuit simulation with AALC.
Algorithm 2 Quantum circuit simulation with AALC.
1: ∆ = δ0, δ1, δ2, ..., δn
2: θ: compression ratio threshold
3: for gate Ui in the program do
4: for stride sj in the state vector do
5: decompress(sj)
6: normalize(sj)
7: gateComputation(Ui, sj)
8: for δk in δ0, ..., δn do
9: ratio = compress(δk, sj)
10: if ratio ≥ θ then
11: break
12: end if
13: end for
14: end for
15: end for
Figure 4 shows the final state fidelity results with AALC
and without AALC. When we only use the fixed error bound
for the lossy compression approach, the fidelity is 99.34%
when the compression ratio is above 4. However, the fidelity
drops to 46.92% when we use a larger error bound such
that the compression ratio is above 8. The fidelity is only
0.05% when the compression ratio threshold is 16. With our
AALC technique, the fidelity results are 99.98% and 99.96%
for the thresholds θ = 4 and θ = 8, respectively. The most
significant result is that while the compression threshold is
16, the state fidelity is 99.95%. When the threshold is 32, the
fidelity drops to 14.57%. This is because the error bound is
too large such that the important quantum information is not
maintained properly in the state amplitude vector.
Fig. 4: Fidelity results of QFT quantum circuit simulation.
The simulation time is shown in Figure 5. Since our
approach introduces the processes of data compression and
decompression into the simulation, the run-time overhead
comparing between no compression and AALC is from 11
to 32 times. For AALC, the higher threshold needs more time
to complete the simulation because it has to test several error
bounds to find the suitable one to exceed the threshold.
QFT generates a lot of non-zero amplitudes, and there is no
rule for the distribution of the amplitudes. Hence, amplitudes
generated by QFT are hard to compress. QFT is a worst-
case scenario for our approach. Let us see the effectiveness
of AALC on another quantum algorithm. Grovers search
algorithm is one of the most famous quantum algorithms.
In the simulation of Grovers search algorithm, most of the
state amplitudes are the same value. Such state vectors allow
the our AALC approach to perform high compression ratios.
In our Grovers search benchmark (30 qubits), the minimum
compression ratio is 445144 (Figure 6). The state fidelity is
99.75%, and the simulation run-time overhead is 19 times in
Fig. 5: Simulation run-time of QFT quantum circuit
simulation.
Fig. 6: Compression ratio results of Grover’s search
algorithm simulation with AALC.
this experiment. This result suggests that using compression
technique in some specific quantum circuit simulation may
give us the chance to increase the simulation size significantly.
For example, the compression, 445144, allows us to increase
18 (blog2445144c) qubits for Grover’s search algorithms sim-
ulation.
V. DISCUSSION AND FUTURE DIRECTIONS
For general-purpose circuit simulation, AALC is able to
reduce the data size to 1/16. The reduction of memory require-
ment suggests that we could increase the size of the quantum
circuit simulation by 4 qubits comparing to the simulation
without our AALC approach. For some specific quantum
circuits, like Grovers search, our experimental results show
that we could increase the simulation size by 18 qubits. In the
previous work, it is impossible for full amplitude vector update
simulators to validate the quantum algorithms using more
than 49 qubits. In this paper, we propose a quantum circuits
simulation technique to simulate more qubits than previously
reported by using amplitude-aware lossy data compression. We
trade computation power for memory space, and we further
trade data accuracy for higher compression ratio.
Our ongoing work is to improve the integration of AALC
and Intel-QS running on Argonne supercomputer system,
Theta. Theta has 0.8 petabytes memory and is able to simulate
a 45-qubit quantum computation. With our AALC approach,
we expect to run 63-qubit Grover’s search algorithm simula-
tion and 49-qubit general quantum algorithms.
To further improve the simulation size, we need to maximize
the compression ratio. It is essential to build a new type
of compression algorithm for quantum state amplitudes. We
plan to further improve AALC by introducing new type of
lossy compression algorithm. This may take more steps to
complete the compression and decompression, but we will be
able to simulate the quantum circuit that we originally cannot
simulate.
The run-time performance of AALC is limited by the
iteration of searching for the proper error bound. If we have
a good prediction model, then the process of trying different
error bounds can be reduced significantly. In fact, the gate
operation provides a prediction direction. For example, X,
CNOT, and toffoli gates do not change the value of the
amplitudes, and they only change the order of the amplitudes.
Since this permutation does not affect the compression ratio
significantly, we could safely use the error bound in the
previous cycle for the current state vector to get similar
compression ratio. In this way, we can save time to search
the error bound. In addition, we do not need to compress
every stride if the compression ratio is much higher than the
compression threshold. In this situation, only a portion of the
state vector needs to be compressed to fit in the memory
requirement. There are a lot of opportunities for us to further
improve the run-time performance of AALC.
The enhanced error bound selection algorithm not only
improves the run-time performance but also increase the
state fidelity substantially. From the current compression ratio
results, we notice that sometime the compression ratio is “too
good”. This means the selected error bound is too large, and
we can actually choose a smaller error bound such that the
compression ratio is still above the threshold. If there exists
an oracle that always returns the smallest error bound which
allows the compression ratio to be still above the threshold,
then we can minimize the error impact on the state fidelity.
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