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Abstract
We show that the equation ±ax ± by = c (where the ± signs are independent) has at most two so-
lutions (x, y) for given integers a and b both greater than one and c greater than zero, except for listed
specific cases. For any prime a > 5 and b = 2, we show that there are at most two values of c allow-
ing more than one solution to this equation, not counting trivial rearrangements; further restricting a
to be a non-Wieferich prime, we improve this result: we show that there are no values of c allowing
more than one solution, apart from designated exceptional cases. Finally, we give all solutions to the
equation |ax1 − by1 | = |ax2 − by2 | for b = 2 or 3 and prime a not a base-b Wieferich prime.
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we consider the equation
(−1)uax + (−1)vby = c, (i)
where a, b, x, and y are positive integers, and u,v ∈ {0,1}. In Section 2, we treat this
equation for all a and b greater than one. In Section 3, we treat (i) with both a and b
restricted to prime values.
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ax − by = c, (ii)
which has been treated by many authors from the standpoint of considering the number
of solutions (x, y) for given (a, b, c). Bennett [3] gives a history of these results, and then
improves them by showing there are at most two solutions to (ii). In Section 2 of this paper,
we show that there are also at most two solutions (x, y,u, v) to (i), although here there
are a number of completely specified exceptional cases allowing three or more solutions:
see Theorem 1, which generalizes Theorem 1.1 of [3] and, in a different direction, also
generalizes Theorem 7 of [24].
In handling equation (ii) for the case gcd(a, b) = 1, Bennett uses several inequalities
which do not apply to (i), so we use a different method; however, we still use a theorem
of Mignotte [16] as used by Bennett, and also some auxiliary results (Lemmas 1 and 5),
closely paralleling auxiliary results found in Section 4 of [3] but which are not used by
Bennett in proving (ii) has at most two solutions. The case gcd(a, b) > 1 is more com-
plicated for (i) than for (ii) and requires a different approach than [3] (see Lemma 7 and
Theorem 4).
Bennett finds eleven (a, b, c) giving exactly two solutions (x, y) to (ii), and conjec-
tures these are the only such (a, b, c). For (i), however, there are three infinite families
of (a, b, c) giving exactly two solutions (x, y,u, v), in addition to which we find 58 other
such (a, b, c); see the remark following the statement of Theorem 1.
In Section 3, we treat (i) with a and b prime. We first ask which c allow more than
one solution (x, y,u, v) to (i) for given odd prime a and b = 2. To avoid trivial rearrange-
ments, we consider only the case of two solutions (x1, y1, u1, v1) and (x2, y2, u2, v2) for
which x1  x2 and y1  y2. Pillai [21] and Stroeker and Tijdeman [25] found all such c
when {a, b} equals {3,2}. The methods of Pillai, which are elementary congruence meth-
ods which are not generalizable, can be used, along with Theorem 4 of [22], to show that
for {a, b} equal to {5,2}, there are exactly three such c. When a is a Fermat or Mersenne
prime greater than 5, and b = 2, it follows from Observation 8 below that there are exactly
two such c. Generalizing these results, we prove there are at most two such c for any prime
a > 5 when b = 2 (see Theorem 5). We then show that if we add the additional restriction
that a not be a Wieferich prime, we can significantly improve this result: we prove there
are no such c for any odd prime a when b = 2, apart from designated exceptional cases
(see Theorem 6).
Finally, we give a complete list (not counting trivial rearrangements) of all solutions
(a, b, c, x1, y1, x2, y2) to the equation
∣∣ax1 − by1 ∣∣= ∣∣ax2 − by2 ∣∣= c (iii)
for a prime, a > b, b = 2 or 3, and a not a base-b Wieferich prime (see Theorem 7). It is
easily seen that, under these restrictions, the list given in Theorem 7 shows that the only
(a, b, c) satisfying (iii) are
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(F,2,F − 2), (iv)
where F is a Fermat prime greater than 5. The (a, b, c) given in (iv) were shown by Cris
Crawford [22] to be the only (a, b, c) yielding solutions to (iii) with a prime, b prime,
and both ax and by less than 232. Recently the second author ran a similar search for all
a, b < 25000 with ax and by less than 1020, finding no other solutions with a and b prime
[27].
Mo De Ze and R. Tijdeman [18] have shown that, for a and b primes less than 200,
if (i) has two solutions (x1, y1) and (x2, y2) with x1  x2 and y1  y2, we must have
max{ax2 , by2} 215. They obtain a similar result for the equation axby ± az ± bw ± 1 = 0.
Other specific results on various exponential Diophantine equations with prime bases have
been given by many authors, see for example [1,6,9,20,24,30,31]. In particular, Le [11]
conjectured that the equation px + qy = rz, where p, q , and r are distinct primes, has at
most one solution in positive integers (x, y, z) with min{x, y, z} > 1. In [12], Le restates
this conjecture. Le’s conjecture can be easily proven using results in [7,22,24]: by Theo-
rem 6 of [22], we can assume that q = 2 and that the equation has at most two solutions;
by the result in [7], if the equation has two solutions with z > 1, both solutions must have
2  x; by Lemma 6 of [22], one solution must have y odd and the other must have y even,
which is impossible modulo 3 unless p = 3; Lemma 2 of [24] then gives r = 5, so that,
noting that 3 + 2 = 5, Theorem 6 of [22] completes the proof.
2. Let x and y be positive integers, and take u and v ∈ {0,1}. In this section we con-
sider the number of solutions (x, y,u, v) to the equation
(−1)uax + (−1)vby = c (1)
for integers a and b greater than one and c greater than zero. Our main result is the follow-
ing:
Theorem 1. For integers a and b both greater than one and c > 0, (1) has at most two
solutions (x, y,u, v) except when (a, b, c) or (b, a, c) is:
(3,2,5) which gives four solutions,
(3,2,1), (3,2,7), (3,2,11), (3,2,13), (4,3,13), or (5,2,3) which each give three
solutions,
or a member of the infinite family (4,2,3 ·4k), k = 1,2,3, . . . , each member of which gives
three solutions.
Note. Since, for any solution, x and y uniquely determine u and v, we will refer to a so-
lution (x, y) rather than a solution (x, y,u, v). Also, when a = b, we consider the solution
(x, y) to be the same as the solution (y, x). (It is not hard to see that the existence of two
solutions when a = b implies (25) or (26) below, but this is not needed here.)
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(x, y)? There are three infinite families of such (a, b, c) discussed in the Comments fol-
lowing Lemmas 2, 6, and 7. There are also two trivial infinite families of such (a, b, c): the
first of these consists of those cases in which ax1 = by2 and ax2 = by1 ; the second consists
of those cases in which a = b = 2 and xi = yj for some 1  i, j  2. If all these infinite
families are excluded from consideration, and if we consider (b, a, c) the same as (a, b, c)
and disregard duplications due to a or b being a perfect power, then there are still at least
58 anomalous cases of (a, b, c) giving exactly two solutions to (1). These are the only
anomalous solutions with terms less than 1020 when a, b < 25000 (see [3, (1.2)] and [27]).
Noting that, from any (a, b, c) for which (1) has two solutions (x1, y1) and (x2, y2) such
that x2 = 2x1, we can derive a new (a, b, c) by using a2x1 ± ax1 = (ax1 ± 1)2 ∓ (ax1 ± 1),
and disregarding rearrangements of terms, we can reduce the number of anomalous cases
from 58 to 14 (see [27]).
Theorem 1 is an immediate consequence of Theorems 2–4 below. We will need the
following lemmata:
Lemma 1. For a and b positive integers with a > 2, b > 1, and gcd(a, b) = 1, there exists a
pair of positive integers (x, y) such that by ±1 = lax,gcd(l, a) = 1. Let n be the least such
y and let m be the corresponding x. Then if N and M are positive integers with M > m
and bN ≡ ±1 mod aM (where the ± is independent of the ± above), then
n
aM−m
2g+h−1
∣∣∣∣N,
where g = 1 and h = 0, unless a ≡ 2 mod 4 and m = 1 in which case g is the largest
integer such that 2g | b ± 1 (where the ± is chosen to maximize g) and h is the largest
integer such that 2h | n.
Proof. This lemma closely parallels Lemma 4.1 of [3] (note here m = 1 is possible), and
can be proven in the same way, except when a ≡ 2 mod 4 and m = 1. For this case, we
outline a straightforward elementary proof: suppose that y, w, and l are positive integers
such that
by ± 1 = law+1, gcd(l, a) = 1. (2)
Then the ± in (2) must be minus, and, if min(w) is the least possible value of w, then
min(w) = g + h, (3)
where g and h are defined as in the formulation of the lemma. y0 = 2n(a/2)g+h is the
least value of y such that (2) holds with w = g + h. And yi = y0ai is the least value of
y satisfying (2) with w = g + h + i. Since ag+h+i+1 | by − 1 implies yi | y, the lemma
holds. 
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three solutions (x1, y1), (x2, y2), and (x3, y3), we cannot have either xi = xj or yi = yj
for i = j with i and j ∈ {1,2,3} except when {a, b} is {3,2} or {5,2}.
Proof. Assume {a, b} is not {3,2} or {5,2} and assume the three solutions referred to in
the lemma exist. Suppose x1 = x2 and, without loss of generality, take y1 < y2. Then we
must have either
by2 − ax1 = ax1 − by1 = c > 0 (4)
or
by2 − ax1 = ax1 + by1 = c > 0. (5)
It is easily seen that no other combination of signs allows x1 = x2 except for the combina-
tions given in (4) and (5). In either case, we have
2ax1 = by1(bh ± 1), (6)
where h = y2 −y1. From (6) we see that by1 = 2 and ax1 = 2h ±1. Since we have assumed
(a, b) = (3,2), it is a familiar elementary result that we must have x1 = 1, so that a =
2h ± 1 and c = 2h ∓ 1. Here the upper signs correspond to (4) and the lower signs to (5).
We must have
ax3 − 2y3 = c > 0 (7)
since ax3 + 2y3 = c is impossible, and 2y3 − ax3 = c violates Theorem 4 of [22] (recall
a > 5). We see that if (4) holds, then, using a = 2h + 1 with c = 2h − 1 and considering
(7) modulo 8, we must have y3 = 1 which is a duplicate solution. On the other hand, if (5)
holds, consideration of (7) modulo 8 requires x3 even so that ax3  (2h −1)2 > 2h+1 +1 =
2h + c, so that y3 > h. But this is impossible modulo 2h+1. The same argument holds when
we reverse the roles of a and b. 
Comment. Using (6), it is easy to construct infinite families (a, b, c) giving exactly two
solutions to (1). Here we are not restricting a and b to be relatively prime.
We are now ready to prove
Theorem 2. For integer c > 0 and relatively prime integers a  24333 and b  2, (1) has
at most two solutions (x, y).
Proof. Assume (1) has three solutions (x1, y1), (x2, y2), and (x3, y3) with a  24333,
and, recalling Lemma 2, take x1 < x2 < x3. From the work of Leveque [13] and Cassels
[8], it follows that we can take c > 1. Let Y = max{y2, y3} and let y = min{y2, y3}. Now
let Λ = |x3 loga − Y logb| and let G = max{x3/ logb,Y/ loga}. Applying a theorem of
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chosen by Bennett in Section 6 of [3], we see that we must have either
G< 2409.08 (8)
or
logΛ> −22.997(logG+ 2.405)2 loga logb. (9)
Now combining the solutions (x2, y2) and (x3, y3) we obtain
∣∣ax3 − bY ∣∣= ±ax2 ± by = c1,
where the ± signs are independent. Note that the sign in the absolute value on the left must
be minus since x3 > x2 and Y > y. It is not hard to see that c1  c. Let d = min{ax3, bY }.
We see that Λ = log(1 + c1/d) < c1/d  c/d . If (9) holds, we have
logd < log c + 22.997(logG+ 2.405)2 loga logb. (10)
Now Λ = log(1+c1/d) log c so that, adding Λ to both sides of (10) and dividing through
by loga logb, we see that (10) implies
G< 2
log c
loga logb
+ 22.997(logG + 2.405)2. (11)
We now consider the equation
ax2
(
ax3−x2 ± 1)= by(bY−y ± 1), (12)
which is derived by combining the solutions (x2, y2) and (x3, y3). By Lemma 2 we must
have x2 > m where m is defined as in Lemma 1, since it is easily seen that m is the
lowest possible value of any x. Let w = x2 − m. By Lemma 1 we have naw/2g+h−1
divides Y − y. Using (3), we see that Y > n(2(a/2)w). Now bn  am − 1. From this
we derive n > 0.99999(loga/ logb)m, using the fact that a  24333. Thus we have
Y = 0.99999(loga/ logb)k1m(2(a/2)w), where k1 is a real number greater than 1. There-
fore, for each of the two possible choices for G, we have
G = 0.99999km(2(a/2)w)/ logb, (13)
where k is a real number greater than or equal to 1 (clearly k > 1 but we allow equality for
later purposes).
Now suppose c > 2ax2 . Then we must have both by1 and by2 greater than c/2. Let t =
min{y1, y2} and let T = max{y1, y2}. Then we have
ax1
(
ax2−x1 ± 1)= bt(bT−t ± 1).
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c < 2ax2 , so that
2
log c
loga logb
< 2
(
log 2
loga logb
+ w + m
logb
)
. (14)
Using (14), we see that (11) implies
G< 2
(
log 2
loga logb
+ w + m
logb
)
+ 22.997(logG+ 2.405)2. (15)
Assume a > b. Fixing a and b, we recall (13) and view (15) as an inequality in the variables
k, m, and w, noting that k, m and w are all greater than or equal to 1. We see that if (15)
holds for any k, m, and w, it must also hold for k = m = w = 1. Thus, for fixed a and b,
(15) implies
0.99999a
logb
< 6 + 22.997
(
log
(
0.99999a
logb
)
+ 2.405
)2
. (16)
Now both (16) and (8) imply
0.99999a
logb
< 2409.08,
which is impossible for a > b and a  24333. And if b > a  24333, the above proof
works with the roles of a and b reversed. 
For Theorem 3 below, we will need a few more lemmata, the first of which is a variant
of Lemma 1:
Lemma 3. Let a > 2 and b > 1 be relatively prime integers and let n0 be the least positive
integer such that
bn0 ≡ ±1 mod a.
Write
bn0 = ar l ± 1, where a  l. (17)
Let
∏
i pi
αi be the prime factorization of a, and, for each i, let zi be the least integer
greater than or equal to βi/αi , where piβi ‖ l. Let z be the largest of the zi . Let g be the
largest integer such that 2g | b± 1 (where the ± is chosen to maximize g) and let h0 be the
largest integer such that 2h0 | n0. Let j = 0 unless a ≡ 2 mod 4, r = 1, 2  l, and g+h0 > z,
in which case take
j = (g − z − 1) log 2 .
loga
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the ± in (17), we must have
y  ax−r−z−j .
Proof. Suppose at least one of the following four statements does not hold: a ≡ 2 mod 4,
r = 1, 2  l, and g+h0 > z. Then r + z = m, where m is defined as in Lemma 1 with m> 1
when a ≡ 2 mod 4, so that Lemma 3 follows from Lemma 1.
Thus we can assume a ≡ 2 mod 4, r = 1, 2  l, and g + h0 > z. Let
n1 = 2n0
∏
i>1
pi
zαi−βi ,
where we are taking p1 = 2. Then we must have
bn1 − 1 = 2g+h0+1(a/2)z+1l1, where (a, l1) = 1.
n1 is the least number such that bn1 ± 1 is divisible by 2g+h0+1(a/2)z+1. First assume
x  g + h0 + 1. Note that we cannot have by ≡ −1 mod ax . If by ≡ 1 mod ax , we must
have n12x−g−h0−1(a/2)x−z−1 | y, so that
y  2h0+12x−g−h0−1(a/2)x−z−1 = 2
z+1
2g
ax−z−1 = ax−r−z−j ,
so that the lemma holds in this case.
Now assume z + 1 < x < g + h0 + 1. Note that we cannot have by ≡ −1 mod ax . If
by ≡ 1 mod ax , we must have n1(a/2)x−z−1 | y, so that
y  2h0+1(a/2)x−z−1  2h0+12z+1−g−h0ax−z−1 = 2
z+1
2g−1
ax−z−1 > ax−r−z−j ,
so that the lemma holds in this case also.
Finally, the lemma holds for x  z + 1. If x < z + 1, then y  n0  2h0 > 2z−g >
(2/a)2z−g = a−1−j  ax−r−z−j . If x = z+ 1, the lemma clearly holds when j  0; and if
j < 0, then z > 0 since g < z + 1, so y  n1  2h0+1 > 2z−g+1 = a−j = ax−r−z−j . 
Lemma 4. In the notation of Lemma 3,
r + z + j < a logb
2 log 2
.
Proof. If a = 3 and b = 2, the lemma clearly holds, so assume we do not have a = 3 when
b = 2. Then
b(a−1)/2 + 1 < ba/2.
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j > 0, we can take pi  3. If αi = 1, then
r + z = r + βi  log(b
n0 + 1)
logpi
. (18)
If αi > 1, then
r + z < r + βi
αi
+ 1 log(b
n0 + 1)
αi logpi
+ 1 2 log(b
n0 + 1)
αi logpi
 log(b
n0 + 1)
logpi
,
giving the same bound on r + z as in (18).
Assume first j  0. Then
r + z + j  r + z log(b
n0 + 1)
log 2
 log(b
(a−1)/2 + 1)
log 2
<
(a/2) logb
log 2
,
so that the lemma holds.
Now take j > 0, so that a ≡ 2 mod 4, r = 1, 2  l, and g + h0 > z. Now
r + z + j = 1 + z + j < log(b
n0 + 1)
log 3
+ logb
loga
<
a logb
2 log 2
(
log 2
log 3
+ 2 log 2
a loga
)
 a logb
2 log 2
(
log 2
log 3
+ 2 log 2
6 log 6
)
<
a logb
2 log 2
,
so the lemma holds in this case also. 
Lemma 5. Let a > 2, b > 1, and c > 0 be relatively prime integers. If (1) has two solutions
(x1, y1) and (x2, y2), with x1  x2 and y1  y2, and if further ax1 > c/2, then
x1 < r + z + j + k,
where r , z and j are defined as in Lemma 3, and k = 8 when a = 3, k = 6 when a = 5,
k = 5 when 6  a  9, k = 4 when 10  a  21, k = 3 when 22  a  126, and k = 2
when 126 < a.
Proof. If y1 = y2, then, using (6) with the roles of a and b reversed, we see that x1 = 1; so
we can take y1 < y2. Following closely the method of proof in Bennett’s Proposition 4.4
[3], assume there are two solutions to (1) with ax1 > c/2, y2 > y1, and x2  x1 = r + z +
j + k1 with k1  k, where k is defined for each a as in the formulation of this lemma. From
the equation
ax1
(
ax2−x1 ± 1)= by1(by2−y1 ± 1)
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by2−y1 ≡ ±1 mod ax1
and so Lemma 3 implies that y2 − y1  ax1−r−z−j . Thus,
y2 > a
k1 .
On the other hand, c < 2ax1 , so
log c < x1 loga + log 2 = (r + z + j + k1) loga + log 2.
So now we have
y2 logb
log c
>
ak1 logb
(r + z + j + k1) loga + log 2 .
From Lemma 4 we have
r + z + j < a logb
2 log 2
and so
y2 logb
log c
>
ak1(
a
2 log 2 + k1logb
)
loga + log 2logb
> 34
where the second inequality follows from k1  k, a  3, and b 2. Let
G = max
{
x2
logb
,
y2
loga
}
.
Then we have
G
17
 y2
17 loga
>
2 log c
loga logb
. (19)
Now let Λ = |x2 loga − y2 logb|. Applying a theorem of Mignotte as given in Section 3
of [3], and using in Mignotte’s formula the parameters chosen by Bennett in the proof of
Proposition 4.4 of [3], we see that we must have either
G< 3294.5 (20)
or
logΛ> −24.2(logG+ 2.4)2 loga logb. (21)
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of Theorem 2 (here c1 = c), we obtain
G< 2
log c
loga logb
+ 24.2(logG+ 2.4)2. (22)
Using (19), we obtain
G<
17
16
24.2(logG+ 2.4)2,
which implies G< 3294.5. So, no matter which of (20) or (21) holds, we have
3294.5 >G y2
loga
>
ak1
loga
,
which is impossible since k1  k.
Now assume c = 1, so that Λ< log 2. Proceeding as with c > 1, it is easily seen we can
replace (22) by
G<
log 2
loga logb
+ 24.2(logG + 2.4)2. (23)
From (23) we again derive
ak1
loga
< 3294.5,
impossible since k1  k. 
Lemma 6. Let a > 1, b > 1, and c1 > 0 be relatively prime integers. Suppose (1) has two
solutions (x, y) and (2x,2y), for a, b and c = c1, so that (1) also has two solutions (x,2y)
and (2x, y), for a, b, and c = c2, where c2 is a positive integer. Then if max{ax, by} > 4,
(1) does not have three solutions for a, b, and c = c1, nor for a, b, and c = c2.
Proof. Assume that (1) has two solutions (x, y) and (2x,2y) for a, b, and c = c1, where
a, b, and c1 are as in the statement of the lemma. Assume, without loss of generality, that
ax > by , and take ax > 4. We must have
a2x − b2y = ax + by,
since no other combination of signs is possible. Thus, ax − by = 1, so that we can assume
min{x, y} = 1 by the recent result of Mihailescu [15,17].
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where c2 = ax + b2y as in the statement of the lemma. Let the third solution be (x3, y3).
Write T = max{x, x3} and let t = min{x, x3}. Then we have
b | aT ± at = at(aT−t ± 1).
Since ax − 1 = b, we must have x | T − t (note ax = 4), so that x divides both T and t , so
that x | x3. In the same way we can show that when x = 1, y | y3.
So we have x | x3 and y | y3. Since c1 = ax + by and c2 = ax + b2y , we cannot have
ax3 +by3 = c where c = c1 or c2. Now let A = ax , and let B = by . Then we must have two
solutions (X,Y ) to the equation
∣∣AX − BY ∣∣= c,
where c = c1 or c2. Now, since A − B = 1, we can apply Theorem 1.1 of [4] to see that
(B, c) = (2,1), (2,5), (2,7), (2,13), (2,23), or (3,13). Since we are taking A > 4, this
concludes the proof of the lemma. 
Comment. For any a > 1, b > 1, x > 0, y > 0 such that |ax −by | = 1, we have two values
of c such that (a, b, c) gives two solutions to (1), so we have an infinite family of (a, b, c)
giving two solutions. Lemma 6 shows that no member of this infinite family has three
solutions unless the set {a, b} = {3,2} or {4,3}.
Theorem 3. For integer c > 0 and relatively prime integers a and b with 1 < a,b < 24333,
(1) has at most two solutions (x, y) except when (a, b, c) is:
(3,2,5) which gives four solutions,
(3,2,1), (3,2,7), (3,2,11), (3,2,13), (4,3,13), or (5,2,3) which each give three
solutions. (For a > b; if a < b then reverse the appropriate entries.)
Proof. We eliminate from consideration cases in which both a and b are primes or prime
powers, since the theorem holds in such cases by Theorem 7 of [24].
Suppose for some relatively prime a > 2 and b > 1 both less than 24333, we have three
solutions (x1, y1), (x2, y2), and (x3, y3). Recalling Lemma 2, we can take x1 < x2 < x3.
Let Y = max{y2, y3} and let y = min{y2, y3}. Then combining the solutions (x2, y2) and
(x3, y3) by eliminating c, and rearranging terms if y3 < y2, we obtain
±ax3 ± bY = ±ax2 ± by = c1 > 0, (24)
where the signs are all independent. As in the proof of Theorem 2, we obtain 2ax2 > c c1,
so that we can apply Lemma 5 to (24) to obtain a bound on x2, and hence x1, for any given
{a, b}.
Let t = min{y1, y2} and let T = max{y1, y2}. For any set of choices of x1 and x2, we
can find all possible corresponding t since bt ‖ ax2−x1 ± 1. And, for any set of choices of
x1, x2, and t , we can find all possible corresponding T since bT = ±ax1 ± bt + ax2 . Thus,
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possible (x1, x2, t, T ). For convenience, we take b > a > 2 and handle b = 2 separately.
The (a, b) for which this computer search finds some (x1, x2, t, T ) must include all (a, b)
for which (1) has three solutions. We use Lemmas 2 and 6 to eliminate members of infinite
families from consideration. Recall we have eliminated from consideration pairs in which
both a and b are primes or prime powers. We find that the only remaining pair (a, b) that
gives two solutions which could potentially produce a third solution is (91,2).
When a = 91 and b = 2, we have 91 − 2 = 912 − 213 = 89 and 912 + 2 = 91 + 213 =
8283. If c = 89, we cannot have a third solution of the form ax − by = c, by Theorem 1.1
of [3]. Clearly also a third solution cannot be of the form ax + by = c. A solution of the
form by − ax = c is ruled out by consideration modulo 3. If c = 8283, again we can rule
out a third solution of the form ax + by = c. A solution of the form ax − by = c is ruled
out by consideration modulo 7, and a solution of the form by − ax = c is ruled out by
consideration modulo 8. This completes the proof. 
In what follows, let [a1, a2, . . . , an] denote an unordered n-tuple of elements which may
or may not be distinct.
For Theorem 4 which follows we will need:
Lemma 7. Suppose (1) has two solutions (x1, y1) and (x2, y2) such that either
[
ax1, by1 , ax2, by2
]= [3D+1,3D,3D,3D] (25)
or
[
ax1, by1 , ax2 , by2
]= [2D+2,2D+1,2D,2D], (26)
where D is a positive integer. Then (1) has no third solution except when (a, b, c) is (4,2,
3 · 4k) or (2,4,3 · 4k) where k runs through the positive integers; this exceptional case has
exactly three solutions to (1).
Proof. When (25) holds, we must have
c = 2 · 3D = 3D+1 − 3D = 3D + 3D (27)
since no other choice of signs is possible in arranging the terms ax1 , by1 , ax2 , and by2 .
We can let a = 3i and b = 3j . Let m and n be positive integers with m  n. Then it is
easily checked that there are no solutions (m,n) to the equation 2 · 3D = 3m ± 3n except
for (m,n) = (D + 1,D) or (D,D). Thus if there is a third solution (x3, y3) to (1) when
(25) holds, we must have
(ix3, jy3) = (jyk, ixk) = (R,S), (28)
where k = 1 or 2 and [R,S] = [D + 1,D] or [D,D].
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c = 2D+1 = 2D+2 − 2D+1 = 2D + 2D (29)
or
c = 3 · 2D = 2D+2 − 2D = 2D+1 + 2D (30)
since no other choice of signs is possible in arranging the terms ax1 , by1 , ax2 , and by2 . We
can let a = 2i and b = 2j .
Then it is easily checked that there are no solutions (m,n) to the equation 2D+1 =
2m ± 2n except for (m,n) = (D + 2,D + 1) or (D,D), and also there are no solutions
to the equation 3 · 2D = 2m ± 2n except for (m,n) = (D + 2,D) or (D + 1,D). Thus if
there is a third solution (x3, y3) to (1) when (26) holds, we must have (28) with [R,S] =
[D + 2,D + 1], [D,D], [D + 2,D], or [D + 1,D].
Since (x3, y3) and (xk, yk) are different solutions to (1), (28) implies R = S, i = j ,
i | gcd(R,S), and j | gcd(R,S), so that gcd(R,S) > 1. Thus, considering all the [R,S]
possible from either (25) or (26), we see that we must have [R,S] = [D + 2,D] where D
is even, so that max{i, j} = 2 and
[a, b] = [4,2], c = 3 · 2D, (31)
which is the exceptional case in the statement of the lemma. There is no fourth solution
to (1) in this exceptional case since gcd(D + 1,D) = 1. 
Comment. From (29) we see that (a, b, c) = (4,2,22k+1) gives exactly two solutions
to (1). Also, infinite families of the type mentioned in the Comment following Lemma 2
can be derived from (27) and (30).
Theorem 4. Let a and b be positive integers with gcd(a, b) > 1. Then (1) has at most two
solutions unless {a, b} is {4,2} and c = 3 · 4k where k is a positive integer.
Proof. After Lemma 7, we can assume that (1) does not have two solutions (x1, y1) and
(x2, y2) such that either (25) or (26) holds.
Let p be any prime dividing gcd(a, b), and let h, i, and j be positive integers such that
a = pia0, b = pjb0 and c = phc0, where a0, b0, and c0 are all relatively prime to p. Then
any solution to (1) must fall into one of three types:
Type X: xi > yj = h,
Type Y: yj > xi = h,
Type E: xi = yj  h when p > 2, or xi = yj < h when p = 2.
A Type X equation may be written, for some positive integer r ,
±ph+ra0(h+r)/i ± phb0h/j = c. (32)
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±pha0h/i ± ph+sb0(h+s)/j = c. (33)
A Type E equation may be written, for some positive integer d  h,
±pda0d/i ± pdb0d/j = c. (34)
Suppose (1) has a solution of Type X and a solution of Type E. Then, combining (32) and
(34), we see that
ph+ra0(h+r)/i  phb0h/j + pda0d/i + pdb0d/j . (35)
Assume a0  b0i/j . Then a0(h+r)/i  b0h/j  b0d/j . Also, clearly, a0(h+r)/i  a0d/i . Thus,
phb0
h/j + pda0d/i + pdb0d/j 
(
1
pr
+ 1
ph+r−d
+ 1
ph+r−d
)
ph+ra0(h+r)/i . (36)
Equality holds in (36) only when a0 = b0 = 1. When p > 2, (36) contradicts (35) unless
p = 3, r = 1, h = d , and equality holds in both (35) and (36); but then a0 = b0 = 1 and
(35) implies (25) which has been excluded. When p = 2, recalling the definition of Type E,
we see that h+ r − d  2, so that (36) contradicts (35) here also unless r = h− d = 1 and
equality holds in both (35) and (36); but then a0 = b0 = 1 and (35) implies (26) which was
excluded. Thus, if (1) has a solution of Type X and a solution of Type E, we must have
a0 < b0
i/j
.
Similarly, if (1) has a solution of Type Y and a solution of Type E, the same argument
(with the roles of a0 and b0 as well as i and j reversed) shows that b0 < a0j/i . Thus, if (1)
has three solutions, at least two of the solutions must be of the same type.
Now assume (1) has two solutions (x1, y1) and (x2, y2), both of Type E. Then, since
ix = jy for both solutions,
x1
y1
= x2
y2
= j
i
(37)
so that the two solutions cannot both be of the form ax − by = c, by (3.1) of [3]. Similarly,
the two solutions cannot both be of the form by − ax = c. Also, we cannot have one of the
solutions of the form ax − by = c and the other of the form by − ax = c, since the former
requires y/x < loga/ logb and the latter requires y/x > loga/ logb. Further, clearly we
cannot have both solutions of the form ax + by = c, since each of the exponents of one
solution would be greater than the corresponding exponents of the other solution. Thus, if
(1) has two solutions of Type E, we must have, for some positive integers d and f ,
ad/i + bd/j = c (38)
and
af/i − bf/j = ±c. (39)
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B = b(d,f )/j , let D = d/(d,f ) and let F = f/(d,f ). Then (38) becomes
AD + BD = c (40)
and (39) becomes
AF − BF = ±c. (41)
Assume first A > B . Let n = A − B  2. Noting that we must have F > D, we observe
that FnBF−1  (2 + Dn)BD > 2BD + DnBD−1. Now using the binomial expansion of
A = B + n in (40) and (41) and comparing terms, we see that (40) and (41) are mutually
contradictory. When A<B , a similar argument (with the roles of A and B reversed) holds
to show that (40) and (41) are mutually contradictory. Thus, we cannot have two solutions
to (1) both of Type E.
So now if (1) has three solutions, we can assume, without loss of generality, that it has
two solutions of Type X. Call these solutions (x1, y1) and (x2, y2). From (32), we see that
y1 = y2, so that x1 = x2. Take x1 < x2, and let r1 = x1i − h and r2 = x2i − h. Using (32)
and combining the solutions (x1, y1) and (x2, y2) by eliminating c and rearranging terms,
we obtain
2phb0h/j = ph+r1a0(h+r1)/i
(
pr2−r1a0(r2−r1)/i ± 1
)
. (42)
If p > 2 then ph+1 divides the right side but not the left side of (42). So we must have
p = 2 and r1 = 1; indeed, our total argument thus far shows that gcd(a, b) must be a power
of 2. Further, a0 = 1, otherwise (42) requires that a and b have a common odd factor. Thus,
a is a power of 2. Dividing both sides of (42) by 2h+1, we get
b0
h/j = b0y1 = 2r2−1 ± 1. (43)
If b0 = 1, then r2 = 2 and r1 = 1, so that (42) implies (26), which has been excluded. So we
can take b0 > 1. It is a familiar elementary result that (43) requires y1 = 1 unless b0 = 3,
in which case y1 = 2 is also possible.
Now suppose (1), in addition to having the two Type X solutions, has a third solution
(x3, y3). Assume first y3 > y1. Then the solution (x3, y3) must be of Type Y, so that ax3 =
2h. Noting that ax1 = 2h+1, and combining the solutions (x1, y1) and (x3, y3), we obtain
by3 ± by1  2h+1 + 2h
from which we get
by1(b − 1) 2h+1 + 2h. (44)
Dividing both sides of (44) by 2h, we get
b0
y1(b − 1) 3,
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Now suppose y3 = y1. Any solution of (1) must take one of three forms: ax − by = c,
by − ax = c, or ax + by = c. If y1 = y2 = y3, we clearly cannot have any two of the three
solutions of (1) of the same form. But by − ax = c requires by > c, while ax + by = c
requires by < c.
So we must have y3 < y1, which requires b0 = 3, y1 = 2, y3 = 1, b = 2h/23, ax3 = 2h/2,
and ax1 = 2h+1, from which we get
2h32 ± 2h/23 = 2h+1 ± 2h/2, (45)
which is impossible since (45) simplifies to 7 · 2h/2 = 4 or 7 · 2h/2 = 2. This completes the
proof of Theorem 4. 
3. In this section we first treat the following problem: for given odd prime a and b = 2,
find all c > 0 such that (1) has two solutions. We bound the number of such c. Later we
show that, under the additional restriction that a not be a Wieferich prime, there are no
such c apart from certain exceptional cases.
Suppose we have
±ax1 ± by1 = ±ax2 ± by2 = c > 0, (46)
where the ± signs are all independent. Then we also have
±ax1 ± by2 = ±ax2 ± by1 = c1 > 0. (47)
Since (47) is simply a rearrangement of (46), from here on we consider only the following
revision of the above problem: for odd prime a and b = 2, find all c > 0 such that (1) has
two solutions (x1, y1) and (x2, y2) with x1  x2 and y1  y2.
Theorem 5. Let x and y be positive integers, and u,v ∈ {0,1}. When a is a prime greater
than 5, there are at most two c > 0 such that
(−1)uax + (−1)v2y = c (48)
has two solutions (x1, y1) and (x2, y2) with x1  x2 and y1  y2. (As in Section 2, we refer
to a solution (x, y) rather than a solution (x, y,u, v).)
Theorem 5 is a consequence of Lemma 10 below along with the remark following the
proof of the Corollary to Theorem 2 of [24].
Before proceeding we will need a few preliminaries. Suppose we have, for odd a > 1
with a not necessarily prime,
±ax1 ± 2y1 = ±ax2 ± 2y2 = c > 0, 1 x1  x2, 1 y1  y2, (49)
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one of the following four types:
Type 1: ax1
(
ax2−x1 − 1)= 2y1(2y2−y1 − 1), (50)
Type 2: ax1
(
ax2−x1 − 1)= 2y1(2y2−y1 + 1), (51)
Type 3: ax1
(
ax2−x1 + 1)= 2y1(2y2−y1 − 1), (52)
Type 4: ax1
(
ax2−x1 + 1)= 2y1(2y2−y1 + 1). (53)
It is easy to see that all four types require y1 < y2.
In Lemmas 8 and 9 which follow, we consider (49) restricted to Types 2, 3, or 4; we
will write (49a) to indicate this restriction. In these lemmas, a is not necessarily prime.
Lemma 8. In (51), 4  x2 − x1.
Proof. If 4 | x2 − x1, then 5 divides the left side of (51). But also 3 divides the left side of
(51). But 15 cannot divide the right side of (51). 
Lemma 9. When a > 3 is odd and (49a) holds, we must have x1 = m, where m is defined
as in Lemma 1 for b = 2. When a = 3, x1 = 1 or 2.
Proof. Suppose, for odd a > 1670, (49) holds with x1 >m. We have
∣∣ax2 − 2y2 ∣∣= ±ax1 ± 2y1 = c,
where the ± signs are independent. Note that the sign in the absolute value on the left
must be minus since x2  x1 and y2 > y1. Note that it is a familiar elementary result that
we can take c > 1, since here a > 1670 and b = 2. Let Λ = |x2 loga − y2 log 2| and let
G = max{x2/ log 2, y2/ loga}. As in the proof of Theorem 2, we apply the theorem of
Mignotte as given in Section 3 of [3] using the parameters chosen by Bennett in Section 6
of [3], and find that if (8) does not hold, we must have (11) with b = 2. Defining n as
in Lemma 1, we have naw < y2, where w = x1 − m. Taking a > 1670, we derive n >
0.9999(loga/ log 2)m, from which we derive, as in the proof of Theorem 2,
G = 0.9999km a
w
log 2
,
where k  1. Note that here we do not have to consider the case 2 | a.
Suppose c < 2ax1 . Then we can proceed as in the proof of Theorem 2 (here with a 
1671 rather than 24333) to obtain
0.9999
a
log 2
< 2409.08,
from which it follows a  1670, contradicting a > 1670.
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c < 2ax1 when (49a) holds. By Lemma 8, y1  s + 1, where s is the greatest integer such
that 2s | a ± 1. Since x1 >m, ax1  a2 > 2(a + 1) 2s+1  2y1 , so that ax1 > c/2.
Now suppose 3 < a < 1670 and (49a) holds with x1 >m. We write (49a) in the form
ax1
(
ax2−x1 ± 1)= 2y1(2y2−y1 ± 1). (54)
By Lemma 1, we must have a | y2 − y1. Also, since we have excluded Type 1 from con-
sideration, at least one of the ± signs in (54) must be plus, so that there is an infinite set
S of primes which cannot divide both sides of (54). Using these facts, we proceed with
a computer search: for each a < 1670, we find a prime which must divide the right side
of (54), and use this prime to obtain a congruence restriction on x2 − x1; we then find a
prime that must divide the left side of (54), and use it to obtain a congruence restriction on
y2 − y1; continuing back and forth this way, we obtain ever stronger congruence restric-
tions on x2 − x1 and y2 − y1, eventually showing that one side of (54) must be divisible
by a prime in S, giving a contradiction. This is the method referred to as “bootstrapping”
in [26] and is used by many authors to handle specific equations. This method cannot be
relied on in general, but it does work for a < 1670, showing that there are no cases of (49a)
with x1 > m when 3 < a < 1670. When a = 3, the same method (but with 32 | y2 − y1) is
used by Pillai [21, Lemmas 5, 6, 7] to show that x1  2. 
For the final results of this paper, we need to make a few observations. In all of these
observations except Observation 8, a is not necessarily prime.
Observation 1. There is at most one c yielding a solution of a given type to (49a) when
the parity of x2 is pre-chosen.
Proof. Recalling Lemma 8, we see that, in (51)–(53), the parity of x2 − x1 determines y1.
Since x1 is pre-chosen by Lemma 9, c is determined. 
Observation 2. When a ≡ 7 mod 8 we cannot have either (51) or (53).
Proof. If a ≡ 7 mod 8, then a is divisible by either a prime p ≡ 7 mod 8, or by both a
prime q ≡ 3 mod 8 and a prime r ≡ 5 mod 8. If n is any positive integer, then p  2n + 1
and qr  2n + 1. Thus the observation holds. 
Observation 3. In a Type 3 solution to (49), we cannot have a ≡ 1 mod 8. Also, we cannot
have 2 | x2 − x1 unless a = 2n − 1 for some integer n.
Proof. If, in (52), we have either a ≡ 1 mod 8 or 2 dividing both x1 and x2, we must have
the left side of (52) congruent to 2 modulo 8, which requires y1 = 1 and y2 = 2, impossible
for a > 1. And if 2 divides neither x1 nor x2, then any odd prime q dividing a + 1 requires
the left side of (52) to be congruent to −2 modulo q , and since we must have y1 = 1,
q | 2y2 , impossible. 
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except when a = 2n + 1 for some integer n.
Proof. Assume a = 2n + 1 for some integer n. Any odd prime q dividing a − 1 requires
the left side of (53) to be congruent to 2 modulo q , so we cannot have y1 = 1. Therefore,
2  x2 − x1 and a ≡ 3 mod 4, and by Observation 2, a ≡ 3 mod 8. 
Observation 5. In a Type 2 solution to (49), we cannot have 3 < a ≡ 3 mod 8 when m as
in Lemma 9 is odd.
Proof. Suppose (51) has a solution with 3 < a ≡ 3 mod 8 and m odd. Lemma 9 gives x1
odd, consideration modulo 8 gives x2 odd, and Lemma 8 gives x2 − x1 ≡ 2 mod 4 so that
y1 = 3. Thus, we can write (51) in the following form:
ax1
(
a(x2−x1)/2 + 1
4
)(
a(x2−x1)/2 − 1
2
)
= 2y2−3 + 1. (55)
Since a > 3, and a ≡ 3 mod 8 divides both sides of (55), we must have y2 > y2 − 3 5 so
that (51) implies
ax1(±8) ≡ 8 mod 32,
so that
ax1(±1) ≡ 1 mod 4. (56)
We must have the lower sign in (56), so ax2−x1 − 1 ≡ −8 mod 32. This requires
a(x2−x1)/2 ≡ −5 or 11 modulo 32, so that
a(x2−x1)/2 − 1
2
≡ 5 mod 8.
But this requires that both sides of (55) be divisible by a prime congruent to 5 or 7 modulo
8, which is impossible: a prime 7 modulo 8 cannot divide the right side of (55), and,
considering (55) modulo 3 gives 2  y2 − 3, so that a prime 5 modulo 8 cannot divide the
right side of (55). 
Observation 6. If a ≡ 2 mod 3, then there is at most one c giving a Type 2 solution to (49)
and at most one c giving a Type 4 solution to (49).
Proof. In (51) or (53), a determines the parity of y2 − y1, and when a ≡ 2 mod 3, y2 − y1
determines the parity of x2 −x1; since x1 is determined by Lemma 9, Observation 1 applies
to show that there is at most one c giving a Type 2 solution and at most one c giving a Type 4
solution. 
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solution requires a ≡ 7 mod 8, and a Type 2 solution requires a ≡ 1 mod 8 or ≡ 3 mod 8.
Proof. Suppose a ≡ 1 mod 3 and either (52) holds or (53) holds. We must have 2 | y2. If
(53) holds, we must have 2 | y1 so that a ≡ 3 mod 4, impossible when 2 | y2 and 2 | y1. If
(52) holds, we must have (again, using consideration modulo 3), 2  y1, so that (2/p) = 1
for every prime p | a; but a ≡ 1 mod 8 is impossible by Observation 3, so that a ≡ 7 mod 8.
If (51) holds with a ≡ 1 mod 3, then consideration modulo 3 shows 2  y2 − y1, so that
no primes congruent to 5 modulo 8 can divide either side of (51); and clearly no primes
congruent 7 modulo 8 can divide either side of (51). 
Observation 8. If M > 3 is a Mersenne prime with M = 2u − 1, then the only solutions to
(49) with a = M are
M + 2 = 2u+1 − M = c1, (57)
M + 2u = 22u − M2 = c2. (58)
If F > 5 is a Fermat prime with F = 2v + 1, then the only solutions to (49) with a = F are
F − 2 = 2v+1 − F = c3, (59)
F + 2v = F 2 − 22v = c4. (60)
Proof. If a = M or a = F , Type 1 solutions to (49) are impossible by the Corollary to
Theorem 2 of [24]. By Observation 2, when a = M , only Type 3 solutions to (49) are
possible. By Observation 1, c1 and c2 are the only possible values for c in (49). If a = F ,
Observations 3 and 6 show that c3 and c4 are the only possible values of c in (49). By
Theorem 1, the observation holds. 
Observation 9. If, in (49a), we have a > 3, x1 = 1, and x2 > 2, then we cannot have both
2 | x2 and 2 | y2.
Proof. Let t be the greatest number such that 2t | a ± 1. Suppose (49a) holds with a > 3,
x1 = 1, 2 | x2 > 2, and 2 | y2. By Lemma 8, 2y1  2t+1  2(a + 1). We have a2 < ax2/2 +
2y2/2  a + 2y1  3a + 2, impossible. 
Lemma 10. If a > 5 is relatively prime to 6, there are at most two values of c for which
(49a) holds, provided that we take a prime when a ≡ 11 mod 24 and m is even, where m
is defined as in Lemma 1 for b = 2.
Proof. Suppose for a given a, we can show that only one of (51)–(53) holds. Then Ob-
servation 1 applies to show that Lemma 10 holds for such a, since in (49a), x1 = m is
pre-chosen by Lemma 9. We can use this to show that Lemma 10 holds for a ≡ 7 mod 8
and a ≡ 1 mod 3: Observation 2 handles a ≡ 7 mod 8 and, once a ≡ 7 mod 8 is handled,
Observation 7 suffices to handle a ≡ 1 mod 3.
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applies to show that there is at most one c giving a Type 2 solution and at most one c giving
a Type 4 solution. Observation 3 and Observation 1 show that there is at most one c giving a
Type 3 solution (recall we have already handled a ≡ 7 mod 8). Now Observation 3 applies
to show that Lemma 10 holds for a ≡ 17 mod 24, and Observation 4 applies to show that
Lemma 10 holds for a ≡ 5 mod 24. And, if 2  m where m is defined as in Lemma 1,
Observation 5 applies to show that Lemma 10 holds for a ≡ 11 mod 24.
To complete the proof of this lemma, it suffices to show that we cannot have (51) with
prime a ≡ 11 mod 24 and m even. Suppose (51) holds for such a and m. Then considering
(51) modulo a and modulo 3, and recalling Lemma 8, we see we must have 2 | x2, 2 | y2,
and y1 = 3. Thus,
ax2/2 + 2y2/2 < ax1 + 23.
Suppose x2 > 2x1. Then
a2 − a  ax2/2 − ax1 < 23 − 2y2/2  4,
which is impossible. So x2  2x1. Let v be the least number such that a | 2v + 1. Now
ax1 = am ‖ 2v + 1. 2  v | y2 − y1. Also v | a − 1 and so v divides both sides of (51). Let
q be the least prime dividing v, and let t be the least number such that q | 2t + 1. Then
2  t | y2 −y1. Since q | v | a−1, q = 3 and t  5. (t, v) = 1, so tv | y2 −y1  5v. Recalling
x2  2x1, we see that (51) implies
2y2−y1 < ax2  a2x1 
(
2v + 1)2 < 25v,
which is a contradiction.
This completes the proof of Lemma 10. 
We can now easily obtain the following
Proof of Theorem 5. Suppose for some prime a there exists a positive integer c such that
(49) has a Type 1 solution. From (4) of [24], we see that 2  x2 − x1 and 2  y2 − y1, and
from (6a) of [24] we see that y1  2. From this we easily derive a ≡ 1 mod 8, and if s is the
least number such that a | 2s −1, then s is odd. (51) and (53) are impossible for such a; and
(52) is impossible by Observation 3. Thus, any further solutions to (49) for such a must be
of Type 1. But this is impossible by the comment following the corollary of Theorem 2 of
[24].
Thus, if Theorem 5 fails to hold, all the solutions of (48) must be of Type 2, Type 3, or
Type 4. But this violates Lemma 10, completing the proof of Theorem 5. 
Now recall that p is a Wieferich prime if p2 | 2p − 2. In the theorem that follows, it
will be seen that excluding Wieferich primes allows us to obtain a result much stronger
than that of Theorem 5, showing that when a is a prime which is not Mersenne, Fermat, or
Wieferich, there are no values of c satisfying (49) except when a = 11 or possibly when
a ≡ 1 mod 16, in which cases there is exactly one such c.
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(A) or (B) below, except possibly when a is a Wieferich prime greater than 1.25 × 1015, or
when (49) is of the form p + 2t+1 = pk − 2y where p ≡ 1 mod 16 is a prime greater than
108, 2t ‖ p − 1, 2 | y − t , and k  1669 is a positive integer ≡ 3 mod 4.
(A): 3 − 2 = 32 − 23 = 1,
23 − 3 = 25 − 33 = 5,
24 − 3 = 28 − 35 = 13,
23 − 5 = 27 − 53 = 3,
3 + 23 = 33 − 24 = 11,
32 + 2 = 33 − 24 = 11,
3 + 2 = 25 − 33 = 5,
32 + 22 = 28 − 35 = 13,
5 + 2 = 25 − 52 = 7,
22 − 3 = 32 − 23 = 1,
32 − 22 = 25 − 33 = 5,
5 − 2 = 27 − 53 = 3,
11 − 22 = 27 − 112 = 7;
(B): M + 2 = 2u+1 − M,
M + 2u = 22u − M2,
F − 2 = 2v+1 − F,
F + 2v = F 2 − 22v,
where M = 2u − 1 is a Mersenne prime greater than or equal to 3, and F = 2v + 1 equals
9 or is a Fermat prime greater than or equal to 3.
Proof. It has been shown that 1093 ≡ 5 mod 8 and 3511 ≡ 7 mod 8 are the only Wieferich
primes less than 1.25 × 1015 [14]. The Corollary to Theorem 2 of [24] shows that neither
of these primes gives a Type 1 solution to (49). Since both these primes are congruent to
1 modulo 3, Observation 7 applies to show that any solution to (49) in which a = 1093 or
3511 must be a Type 3 solution with a = 3511. Observation 3 shows that 2  x2 − x1, so
that consideration modulo 16 gives y1 = 3. But then 2y2 = ax2 + ax1 + 2y1 ≡ 1 + 1 + 3 ≡
0 mod 5, impossible. So we can assume in what follows that a is not a Wieferich prime.
By the Corollary to Theorem 2 of [24], all Type I solutions in which a is not a Wieferich
prime are listed in (A), and so we can eliminate Type 1 solutions to (49) from consideration.
By Lemma 9, we can assume from here on that x1 = 1.
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ods of [21] also suffice to give all the Type 2–4 solutions when a = 5. A considerably
faster way to find all these solutions when a = 3 or 5 is the application of Lemmas 8 and
9 to determine the possible x1 and y1 for each Type, followed by the application of the
Corollary to Theorem 2 of [24] to determine all possible x2 and y2; the cases in which
no (x2, y2) exists are easily handled by consideration modulo 8 or modulo 15. With either
method, we find that the only instances of (49) with a = 3 or 5 are either among the spe-
cific equations listed in (A), or among equations in (B) for which M = 3 or F = 3, 5, or 9.
It follows from Observation 8 that the remaining Mersenne and Fermat primes have only
the solutions listed in (B).
So we can assume from here on that a is not a Mersenne or Fermat prime, and hence
also that x2 > 1 (recall (6)).
Now suppose x2 = 2. We can write (49) as
a2 ± a − 2y2 ± 2y1 = 0, (61)
where the ± signs are independent. Thus,
a = ∓1 +
√
2y2+2 ∓ 2y1+2 + 1
2
.
All solutions (g,h, z) to the equation 2g ± 2h + 1 = z2 have been found by Szalay [28]
using a bound of Beukers [5]. A simpler shorter proof using a more recent bound of Bauer
and Bennett [2] is found in [23]. It follows from Szalay’s result that, when x2 = 2, the only
possible prime value of a > 5 which is not Mersenne or Fermat is
a = 11 = −1 +
√
29 + 24 + 1
2
,
which corresponds to the final entry of (A).
So from here on we can assume the following: x1 = 1, x2 > 2, (49) is not one of the
cases in (A) or (B), and a is not a Fermat or Mersenne prime.
Consider a Type 4 solution to (49). By Observation 4, we have x2 even and y1 = 2. Let
D = a − 4. We have
(
ax2/2
)2 + D = 2y2 . (62)
It follows from Corollary 1.7 of [2] that
y2 < 3.8462
logD
log 2
,
so that
2y2 <D3.8462. (63)
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(a − 4)3.8462 = D3.8462 > 2y2 > ax2  a4,
which is impossible. Thus this theorem holds for the Type 4 case.
Now consider a Type 3 solution to (49). By Observation 3, we have 2  x2 − x1 so
that 2 | x2. Suppose that a ≡ 3 mod 8 and recall a = 3 has already been excluded. Then
y1 = 2 and consideration modulo a shows that 2 | y2; so we can apply Observation 9 to
eliminate a ≡ 3 mod 8 from consideration. If a ≡ 1 mod 3, we must have 2 | y2 and again
we can use Observation 9, eliminating a ≡ 1 mod 3 from consideration. So we must have
a ≡ 5 mod 12 or a ≡ 23 mod 24. Consider a ≡ 5 mod 12. Since we have shown a is not a
Fermat prime, we can take a  29. And, in (62) and (63), we can take D = a + 2. Thus we
have
(
31a
29
)3.8462
 (a + 2)3.8462 = D3.8462 > 2y2 > ax2  a4,
which is impossible. Now consider the case a ≡ 23 mod 24. In (62) and (63), we can take
D = a + 2y1 < 2a, noting a is not a Mersenne prime. Assume first x2  6. Now we have
(2a)3.8462 >D3.8462 > 2y2 > ax2  a6,
which is again impossible. Now assume x2 = 4. We could handle the case x2 = 4 as above
to obtain a bound on a, but this would require computer calculations to handle cases below
that bound. Instead, we use an elementary argument. We have
2y1
(
2y2−y1 − 1)= a(a3 + 1). (64)
Since 9 divides the right side of (64), we must have 6 | y2 − y1. Let v be the least number
such that a | 2v − 1. v | y2 − y1 and v | a − 1 so that 3  v. Since a ≡ 7 mod 8, 2  v. Putting
this all together, we see that 6v | y2 − y1, so that
26v  2y2−y1 < 2y2 = a4 + D < a4 + 2a < 24v + 2v+1,
which is impossible. So our theorem holds for Type 3 case.
Consider a Type 2 solution to (49). By Observations 2 and 5, we must have a ≡ 1 mod 4.
If 3  2y1 + 2y2 , then a ≡ 2 mod 3 and 2 | x2, so that the left side of (51) is congruent to 2
modulo 3, so that we must have 2 | y2, and Observation 9 applies to give a contradiction;
so 3 | 2y1 + 2y2 . So we have
2  y2 − y1 and a ≡ 1 mod 4. (65)
Let s be the least number such that a | 2s + 1. By (51) and (65), 2  s  11.
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a−1. Now s | d , so that in (63) we can take D = a+2y1 < a+ a11 . (Note that Corollary 1.7
of [2] is proven for D any nonzero integer.) If x2  4 we have
(
12a
11
)3.8462
>D3.8462 > 2y2  a4 − D > a4 − 12a
11
, (66)
which is impossible since a > 7. Thus, we cannot have 2 | x2.
This leaves the following equation as the only possible instance of (49), where (49) is
not one of the equations listed in (A) or (B), and a is not a Wieferich prime greater than
1.25 × 1015:
a + 2y1 = ax2 − 2y2 = c > 0, (67)
where x2 is odd. By Lemma 8, x2 ≡ 3 mod 4 and 2y1−1 is the greatest power of 2 dividing
a − 1. By (65), y1 − 1 and y2 are the same parity. x1 and y1 are determined, so that c is
determined and we can use Theorem 2 of [22] to check by computer all values of a less
than 108. By (65), a ≡ 1 mod 8. If a ≡ 9 mod 16 then, since a + 1 ≡ 10 mod 16 divides
the left side of (51), we must have a prime 5 or 7 modulo 8 dividing both sides of (51),
impossible when 2  y2 − y1. So a ≡ 1 mod 16. It remains to show that x2 = k  1669. Let
Λ = |x2 loga − y2 log 2|. As in the proof of Lemma 9, we again derive (11) with b = 2.
Here G = x2/ log 2 and c = a + 2y1 < 53a. Thus x2/ log 2 < 2409.08 giving k  1669.
This completes the proof of Theorem 6. 
The methods of Lemma 9 and Theorem 6 can be used also to handle certain cases of
(1) when b > 2. In particular, for Theorem 7 below, we will need results on the following
equation:
ax1 + ax2 = 3y1 + 3y2 , (68)
where a > 3 is a prime, 1 x1  x2, 1 y1  y2, and (x1, y1) = (x2, y2).
Lemma 11. When (68) holds, we must have x1 = m, where m is defined as in Lemma 1 for
b = 3.
Proof. Note (68) requires x1 < x2 and y1 < y2. Suppose, for prime a  2647, (68)
holds with x1 > m. Let c = |ax2 − 3y2 |. Let Λ = |x2 loga − y2 log 3| and let G =
max{x2/ log 3, y2/ loga}. As in the proofs of Theorem 2 and Lemma 9, we apply the the-
orem of Mignotte as given in Section 3 of [3] using the parameters chosen by Bennett in
Section 6 in [3], and find that if G  2409.08 then (11) holds with b = 3. Defining n as
in Lemma 1, we have n > m logalog 3 . From this we get, as in the proofs of Theorem 2 and
Lemma 9,
G = km a
w
log 3
,
where w = x1 − m and k  1.
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Theorem 2 and Lemma 9 to obtain
a
log 3
< 2409.08, (69)
from which it follows that a < 2647.
Now suppose ax1 < 3y1 . Let m1 be the greatest number such that 3m1 | a + 1 and let
w1 = y1 −m1. 3w1 | x2 − x1, by Lemma 1. Now c < 3y1 = 3m1+w1  a+12 (x2 − x1) < ax2
and G = x2/ log 3, so that (11) becomes
G< 2
(
1
log 3
+ logG + log log 3
loga log 3
)
+ 22.997(logG + 2.405)2,
from which we again obtain (69), so that again we have a < 2647.
So it remains to check for possible solutions of (68) with x1 >m, a prime, and 3 < a <
2647. A computer search similar to that used in Lemma 9 yields no such solutions. This
completes the proof of Lemma 11. 
We now define a base-3 Wieferich prime to be a prime p such that p2 | 3p − 3. Peter
Montgomery [19] has shown that 11 and 1006003 are the only base-3 Wieferich primes
under 232.
Lemma 12. If a is not a base-3 Wieferich prime greater than 232, then the only solution
(a, x1, y1, x2, y2) to (68) is (a, x1, y1, x2, y2) = (5,1,1,2,3).
Proof. If a ≡ 3 mod 4, then, since a | 3y2−y1 + 1, we must have ( 3
a
) = −1. But similarly
we must have ( a3 ) = −1, impossible. In particular, we cannot have a = 11 or 1006003, so
we can exclude base-3 Wieferich primes from consideration.
After Lemma 11 we can assume x1 = 1. Consideration modulo 3 shows a ≡ 2 mod 3
and 2 | x2.
Let m1 be the highest number such that 3m1 | a + 1. Let w1 = y1 − m1. Since 3y1 ‖
ax2−x1 + 1,
3w1 ‖ x2 − x1. (70)
Suppose a ≡ 1 mod 8. Then consideration modulo 8 shows 2 | y1 and 2 | y2, so that, since
we must have 2 | x2,
2ax2/2 <
∣∣ax2/2 − 3y2/2∣∣(ax2/2 + 3y2/2)< max{ax1,3y1}< max{a,3m1x2}< ax2,
which is impossible for a  5 and x2  2.
So we must have a ≡ 5 mod 8, so consideration modulo 8 gives 2  y1 and 2  y2. Now
(a + 1)/2 ≡ 3 mod 4 so that m1 must be odd, since otherwise there exists a prime q > 3
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odd, we have 2 | w1 so that, in particular,
w1 = 1, x2 = 4. (71)
We write (68) in the following form:
(
ax2/2
)2 + (ax1 − 3y1)= 3y2 . (72)
Let D = |ax1 − 3y1 |. We apply Corollary 1.7 of [2] to obtain
y2 < 5.715
logD
log 3
so that we have
3y2 <D5.715. (73)
Suppose first 3y1 > ax1 = a. If a = 5, 3y1  9, so that 3 | x2 − x1, so that 7 divides both
sides of (68), which is impossible since 2 | y2 − y1. So, since we have a ≡ 2 mod 3 and
a ≡ 5 mod 8, we can take a  29, 3y1  81. Then
ax2 = 3y2 + 3y1 − a = 3y2 + D <D5.715 + D < 35.715y1 + 3y1
= 35.715y1(1 + 3−4.715y1)< (3w1a)5.715(1 + 3−4.715y1)
< γ
(
3w1a
)5.715 = a(logγ / loga)+(log 3/ loga)5.715w1+5.715,
where γ < 1 + 10−8. Using (70), we obtain
3w1 + 1 x2 < (log 3/ loga)5.715w1 + 5.715 + (logγ / loga) < 2w1 + 5.72,
which is impossible for w1  2. Using (71), we get w1 = 0, contradicting 3y1 > a.
So a > 3y1 and D < a. Suppose x2 > 2. Then by (71), x2  6 and we have
a6  ax2 = 3y2 − D <D5.715 − D < a5.715 − a,
impossible.
So if (68) has a solution, we must have x1 = 1 and x2 = 2. We can write (68) in the form
a2 + a − 3y2 − 3y1 = 0,
which we view as a quadratic equation in a to obtain
a = −1 +
√
4(3y2) + 4(3y1) + 1
. (74)2
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(z, y1, y2) to the equation z2 = 4(3y2) + 4(3y1) + 1 are given by (z, y1, y2) = (5,1,1),
(11,1,3), and (2 ·3k +1, k,2k), which give a = 2, a = 5, and a = 3k . a = 2 and a = 3k are
not under consideration here, and a = 5 gives the single solution specified in the statement
of this lemma. This completes the proof. 
For convenience in stating Theorem 7 below, we call a Wieferich prime greater than
1.25 · 1015 a large base-2 Wieferich prime, and we call a base-3 Wieferich prime greater
than 232 a large base-3 Wieferich prime.
Combining Theorem 6 and Lemma 12, and using also Theorem 1 of [24] and Corol-
lary 1.7 of [3], we immediately obtain
Theorem 7. Let a be prime, a > b, b = 2 or b = 3, a not a large base-b Wieferich prime,
1  x1  x2, 1  y1  y2, and (x1, y1) = (x2, y2). If there is a solution (a, x1, y1, x2, y2)
to the equation
∣∣ax1 − by1 ∣∣= ∣∣ax2 − by2 ∣∣, (75)
then (75) must be one of the following equations:
3 − 2 = 32 − 23,
23 − 3 = 25 − 33,
24 − 3 = 28 − 35,
23 − 5 = 27 − 53,
13 − 3 = 133 − 37,
22 − 3 = 32 − 23,
32 − 22 = 25 − 33,
5 − 2 = 27 − 53,
11 − 22 = 27 − 112,
5 − 3 = 33 − 52,
F − 2 = 2v+1 − F,
where F = 2v + 1 is a Fermat prime greater than or equal to 3, or F = 9.
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