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3F O R E W O R D
The second Bulgarian-Hungarian Joint Workshop entitled 
"Mathematical Cybernetics and Data Processing" was held 
at the Scientific Station of Sofia University "Giulecica" 
between May 6-10, 1985. About 30 researchers from the 
following institutions attended the workshop:
- Centre of Mathematics and Mechanics of the Bulgarian 
Academy of Sciences, Division of Foundations of 
Cybernetics & Control Theory, Laboratory of Mathemat­
ical Linguistics;
- Computer and Automation Institute of the Hungarian 
Academy of Sciences, Division of Computer Science;
- Blagoevgrad Pedagogical Institute, Blagoevgrad;
- Central Institute of Computer Technics, Sofia.
Although the workshop lasted a few days only and the number 
of participants was not too large, an intensive work went 
on.
The themes involved were from the: field indicated by the 
title of the workshop.
The papers presented at the workshop can be classified into 
four main subfields as follows:
- mathematical cybernetics;
- mathematical linguistics;
- computer and software architecture;
data bases.
4The present proceedings contains papers presented at the 
workshop. Because of the great number of papers, we 
divided the proceedings into two volumes, the first contain­
ing papers from the field of math, cybernetics and math, 
linguistics and the second one from those of comp, and 
software architecture and data bases.
The beautiful surroundings of the station "Giuleaiaa"
(the Rila mountains) and an excellent weather contributed 
substantially to the success of the workshop. The same can 
be said about the station itself.
We thank everybody who took part in the organisation of 
this pleasent and succesful meeting.
The organizing committee
5ПРЕДИСЛОВИЕ
Вторая рабочая конференция "МАТЕМАТИЧЕСКАЯ КИБЕРНЕТИКА И 
ОБРАБОТКА ДАННЫХ" состоялась в Научной станции Софийского уни­
верситета "Шлечица" с б по 10 мая 1985 г. В работе конференции участ­
вовало свыше 30 научных работников из
- Единого центра математики и механики Болгарской Академии наук: 
сектор "Основы кибернетики и теории управления" и лаборатория
"Математическая лингвистика" - организаторы конференции}
- Исследовательский институт вычислительной техники и автома­
тизации Венгерской Академии наук;
- Высший педагогический институт, Благоевград;
- Центральный институт вычислительной техники, София;
Хотя время конференции было ограничено, а число участников 
не очень большое, была проведена весьма интенсивная работа, ре­
зультатом которой является настоящий сборник докладов конферен­
ции .
Тематика работы следовала направлению сотрудничества между
Институтом математики БАН и ИИВТА ВАН по теме "Математическая 
кибернетика и обработка данных", в рамках которой проводилась 
эта встреча. Работы можно объединить в следующие группы:
- математическая кибернетика;
- математическая лингвистика;
- компьютерные и софтверные архитектуры;
- базы данных.
Этот сборник содержит в себе статьи прочитанные на конфе­
ренции. Число статей было так велико, что сборник надо было 
разделить на два тома. Первый том содержит статьи принадлежа­
щие к мат. кибернетике и мат. лингвистике, а второй - принад­
лежащие к компьютерной и софтверной архитектуре и базам данных.
Великолепная картина Рилских и Пиринских гор и прекрасная 
погода принесла весьма ощцтимый вклад в успех конференции, ко­
торая заключилась не только в богатой программе, но и в уста­
новлении и поддержке дружественных контактов, которые происхо­
дили везде на заседаниях, во время прогулок и товарищеских 
встречах.
Внимательная забота персонала Научной станции обеспечила 
все условия и можно сказать даже комфорт для проведения работы 
встречи.
Благодаря коллегам из Благоевграда была получена возмож­
ность устроить экскурсию в один из самых красивых уголков Бол­
гарии - горы Лирин.
Оргкомитет
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STRONGLY ESSENTIAL VARIABLES AND 
SEPARABLE SETS OF ARGUMENTS
OF FUNCTION
K.N. ÖIMEV
Pedagogical Institute - Blagoevgrad 
Bulgaria
This paper treats properties of functions with regard to 
their separable sets of arguments- and under definite conditions 
for tne set of tne strongly essential variables.
Terminology and symbols of D  - 7} have been used.
A variable H  i i u , is called essential fox
the function n ) if there exist values 0  ^  for
(l< ~  w )  such that
takes on at least tuo distinct values (see r o ).
The set of all essential variables of
by £
twill be denoted
L et H s  £ A variable Z >  6  £ is said to be stron­
gly essential for ^ uith rgspect to ÍÍ. if there exist ualues
for such that
12
depends on each variable belonging to ß  (except QT; ).
A variable of j! which is strongly essential with res­
pect to ftj) is called strongly essential for ^  .
The set of all strongly essential variables of V  will
V *  'be denoted by /V o •
r  ÜFunctions obtainable from ,-L by replacmg some variables 
rj! by constants are called subfunctions of . A subfunc-
’ ír •
of 
tion is proper, if ^  ^ » then we write Cj^
iZ
$ •' t
if f  is a function and the set ß  \Zq, ( f? 4V <f) % then 
s called separable for Z  , if R  or R. K p  and
for the variables from there exist values such tteat
after they are replaced by them we get a subfunction from 
which depehds essentially on all variables from R. .
Ue shall mark with <5^ the set of all separable sets of
arguments of the function
If i- (X l; * "  ; ’^ a v ) is a function and
then we shall say in addition that *VvV-tupli
is separable for *f ■
lx I
v u  V  > ‘»«J
13
inet) variables f 9C ;* X  / ) is separable
L  rr.l « ‘ tC / L  sePar,at>ie for j *
es
A pair of (dist c
for jü. , if thie set
By an, order of the variable C L £ for the function 
f f a n  * *J <) ■X'n ) with; respect to the separable Vw-tupii 
( Z  t  w \  %. Vt ) ue shall understand the number of 'Vvi—elemental 
sets which are separable for jji and contain .
A variables 0 L £  is said to be of order *Y for j , if
there exist exactly separable pairs for jl' having ££ ' as
a member.
Ue shall call the hypergraph with vertices the essential 
variables of the function ^ ( ^ 4 1  ) * * ’ J n  / and with
edges the set of separable YVl -tuples for ^ a hyoergraph of ^  
with respect to the separable VH. -tuples.
In case of VVl —  Z  we shall speak of a graph of a function,
Let ^  be a function for which
I \  a *  j t  0
and
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Under theae conditions the following four theorems are
valid.
m en
Theorem €. If the subgraph of with, vertices the ele- 
ts of M I  is full (l and M ^  5 Ä  , then for
each X '  6 and for each x j- e  ' Ü  f. >
txt ’ xj 6 % '
This theorem can be proved on the basis of theorem 2 
from r«j and theorem 5 from Taj.
Theorem 2., If for each C — £  the subgraph of ^  with
vertices the elements of M ,




and for each variable
\ 15 se^  9 J ^ #
Theorem 2 can be proved on the basis of theorem 2 from 
f theorem 5 from U J  and theorem I from this paper.
Corollary I. Under the conditions of theorem 2, if 
H , n  m x = <p , then the number of separable pairs of the func­
tion I uii 1 be equal tOj C‘ H M 4||MJ + k
where VC is the number of separable pairs which form between 
the elements of and the elements of K .
Corollary 2. If the function j!. from or­
der VI ^  A  has exactly three strongly essential variables
15
between; which exactly k {A t  k  1  3 )  separable pairs form, 
then; the number of separable pairs of ^  is equal to C  + k  - J
Corollary 3, Let the function ^  i * * * j ^  YL ) from or­
der w  * z 5  haue exactly four strongly essential variables.
a) If the subgraph of ^  with vertices the strongly 
essential variables of ^ is from the type fig» I * 2, 3,
4, 5, 6,„ then the number of separable pairs of ^  is equal to
r ^ a r-Z r ^  7 C ^ - A r ^ C — 7t.yj ^  j V i  41,' ^  correspondingly;
b) If three of the strongly essential variables for« a
separable set and the subgraph of with; vertices the elements 
O *of is fro» the type fig. 7, then the number of the separa
bla pairs of ^  is equal to C  vt. - ^  *
f i g .  I
u
fig. 2 fig.3 fig.4
fig,5 fig.6 fig.7
Corollary 4, Under the conditions of theorem 2,
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and no separable pairs form between the elements of M ^  and 
then every one of the sets is C —strongly essential
for
Theorem 3. If , then for each choice of va~
r iables X /  y ‘ ’ * y X l P from R » \ R 't *
of their values C- i , . C ■ , if
r ( s , L 1 ] P
y (X(_ , « > ■> ? X ^  Z. C  £ p j depends essentially
and for each, choice 
the function
an all
variables from j , then it depends essentially On all
variables from ( k. ^  \ ft £ )\ / x  ^  , « * >> x  c ^  j and it does not 
depend essentially on at least one variable from « t  r wj.
This theorem can be proved by using theorem 2 from [áJ*
Many corollaries follow from theorem 3, e. g.
Corollary I. Let j'(Xj y * J ’ y ^  >i ) be a function from or­
der v r *  5  for which the only strongly essential variables are
ocn  ^X , and between them only the separable pair X > xj
forms. In this case for each variable x ^  y H  é  i i  h  , and 
for each value for which ~  ^  ~  ^ I  J depends
essentially on •» the function Í, does not depend es­
sentially on at least one of the variables OC^ f and depends
essentially on each one of the variables V C j   ^ ^ r: VI } ^  i .
Corollary 2. Let ^ (X^ ^  be a function from or-
17
der V\ %  (p t for which the only strongly essential variables 
are ^ and only two separable pairs (pi t) ) and
( P ^ Ó O ^ h )  f>orm between them. In this case for each variable X :4- /
J f l  f  Yl and for each value C: for which i -  t ( z L -  c i )
depends essentially an ^  and X ^  , the function does not 
depend essentially on at least one of the variables X lf and
^ t
depends essentially on each one of the variables ^  ='^  ”= ^
Í &  1
Theorem 4. If j then for each set a  ( i t < = L \ R p
the sets l  U H ,  and R  U  ^  are separable for f  .
This theorem can be proved on the basis of theorem I from£7ja
Corollary I. Under the conditions of theorem 4 if I H , h 4  
o r I M J M  then for the function ^ each unempty subset of 
the set I f  (M, V  Mx ) is separable.
Theorem 5. Let ^ be a function for which ity I = 4 and
Rf -M,t%  , 4 , M* *  $ ■
lr t  is a subfunction of j! and M . é S » ,  i t  1  Í J ,  
then for each: set a ( £ * =  \ fig) the set H> U &  6 Sjf.
The theorem can be proved by using theorem I from M .  J 
theorem 5 from |_dJ and theorem 2 from M .
18
Corollary I . Under 
subfunction Q  of ^ forI the conditions which, the set of theoremM , 0/J
and Új. does not depend essentially on variables f 
each set of variables containing all the variables 
is separable*
5 for each 
is separable
rom Cfl'ijJy
from N f ( )
References
1. flÓJIOHCKHŐ, C.B. T^HKIlHOHaJILHHe nOCTpoeHHH B K-SHa^ IHOt JIOBMKe.
TpyuH MaT. z-Ta hm. B.A.CTeKJioBa, t. 51,1958, 5-142.
2. HHNieB, K.H. OTneJiHMfi MHoxecTBa ot apryMeHTH Ha ^yHKmmre.
KnaroeBrpan, 1982.
3 . HHMeB, K.H. $yimiHH h rpa$H. EjiaroeBrpaji, 1983.
y
4 . Cimev, K.N. On. some properties of functions. Colloquia Hath*
Sac. Janos Bolyai, 1981, 97 - IIO.
5. JfeMeTpoBirc, H ., JIl . Jtbenenm. PeHepnpoBaHHe y^mciiHOHajiiHHx
3aBHcnMocTeü h hx npencTaBJieHHe c noMoiiíBK peJWUHH.
MTA SzTAKI Közlemények 24 (1980),, 7 - 1 8.
6. Hhm6B, K.H. 0 BlwejmMiDC MHOsecTB apryMeHTOB <|yHKmtíi.
Sz TAKÍ Közlemények 24 (1980), 19 - 26.
7. HHMeB, K. H. 0 HeKOTOpHX HHBapnaHTHHX CBOHCTBaX $yHKHHH.
MTA Sz TAKÍ Közlemények 25 (1982),, 35 - 48.
19
СИЛЬНО СУЩЕСТВЕННЫЕ ПЕРЕМЕННЫЕ И ВЫДЕЛИМЫЕ 
МНОЖЕСТВА АРГУМЕНТОВ ФУНКЦИЙ
К. Н. Чимев 
В П И -  Благоевград
РЕЗЮМЕ
и
Рассматриваются вопросы, связанные с  сильно существен­
ными переменными и выделимыми множествами аргументов функций.
Используется терминология из [l - 7 ] .  Пусть И  £ - мно­
жество всех существенных переменных функции |  ; £  л -  мно­
жество всех сильно существенных переменных функции f ; -
множество всех выделимых множеств аргументов функции ^
Пусть I  -  функция, для которой
Ify \ Hfl Ф о
, H ' t p ,
При этих условиях доказаны теоремы 1 , 2 , 3 , 4 .
Теорема 1. Если подграф функции ^  с вершинами элементы 
множества M f полны О и , |  *  2)  и ия ё  f)£ , тогд а
для  каждого Х^ 6 W, и для каждого Xj  £  ß  £ \  ß ^  множест-
Теорема 2 . Если для каждого Л. ~ 4, 2  подграф функ- 
I- с вершинами элементы множество И ’с полны и 





множество Iх  1 ? X i  1
тогда для каждого
выделимо для .
Теорема 3 . Если ;  ё  Sy 
выбора переменных } из множества Zy \ Цу и для
каждого значения CL £,* для них, если функция
I / V .  -  С; « M i а .  •- г .  )  зависит существенно от всех
Т \ Í--J ‘••f ' L p
переменных от И  i ( ) » то гд а  она зависит существенно от всех
переменных от (Ну \ Й ^ ) \  ^Ср j и не зависит
существенно, х о тя  бы от одной из переменных от К  (“ <) ■ 
Теорема 4 . Если м *  6  s i .  , тогда для  каждого 
множества I ( H z \  для ^  выделимы множества
И 4 U /Z и í\ Ü а .
Теорема 5. Пусть ^  функция, для которой I ^ f l  ”= - 4  и
= í É ^Если £ подфункция функций ^ И Л/^ £  S  ^  ; 4 L.
____ il Г о с п ч 'Чп*\то гд а  для каждого множества
ц и м
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ПОДФУНКЦИИ ФУНКЦИЙ С ТРЕМЯ с и л ь н о  
СУЩЕСТВЕННЫМИ ПЕРЕМЕННЫМИ
К.Н.Чимев -  И.Д.Гюдженов 
Высший педагогический институт -  Благоевград
В работе рассматривайтея свойства некоторых классов подфунк­
ций функций с тремя сильно существенными переменными, относящиеся 
к выделимым множествам аргументов.
И спользуется терминология из [ 1 -  5 ] .
Если ^  функция, то множество ее существенных аргументов 
будем обозначат К .1 .
Переменная 'Х'с (г Пф функции ^  (ос, , Ы )  , ( V i > X ) ,
назы вается сильно существенной для |  , если сущест­
вует значение Су для ху такое , что функция С 
зависит существенно от v \ - l  переменных,
Множество называется выделимым
для функции £ (д>ц, бсг , . . . ,  ) , если существуют кон­
стан т, таких ч то , при замене ими переменных из множества 
Щ Л  {=Ч,, , ..., а, 2 функция 4 существенно зависит от
о ч , » » • ♦ • » ^  * г
Лемма 1 . Если д л я  функции ф С Х , • • -, порядка
V\ \ Ц единственными сильно существенными переменными являются 
'X , , , Х ь и между ними образуется только одна вьгдели-
мая пара ( о ц ^ х ы  , то не существует переменная х у  ,
4  £• L < п , так ая , что для любого значения переменной
Ху функция 4  СХ -  су ) зависела бы существенно от и х^
и не существует переменная , 4  < j  < и  , такая , что
для любого значения C-j переменной функция ^  С -С^
22
зави села бы существенно от ОС1 .
Д оказательство . При данных условиях, если допустить против­
ное, придем к выводу, что существует так ая  подфункция функ­
ции $ с % *  $-) , что { э е ^ х ^ х ^ е *  | ^ ,  что не явл яется  воз­
можным. .
Теорема 1 . Пусть для функции ^  0СА ) . .  ОСи) порядка 
\л  z Д единственш ми сильно существенными переменными являются 
Гс, , vX_2 » Ос з и между ними образуется только одна выделимая 
для £  пара ( x ^ X ^ j .
Б таком случае:
а / .  Для любой подфункции функции Í которая существенно
зависит от ОС. и не зависит существенно ни от ни от X }
выделимо любое множество существенных переменных;
б / .  Для любой подфункции функции , которая не зави­
сит существенно от X v и для воторой пара ( x j  является  вы-
делимой для 4  » выделимо любое множество из двух существенных
переменных и любое множество существенных переменных, содержащее 
хоть  бы одну из переменных •
Д оказательство , а / .  Пусть -произвольная подфункция
функции не зависящая существенно ни от t ни от X j ,
но зависящая существенно от -X, . Пусть





» » С И,, -, 
. X
, . • *,
М И  » • • • »
С и
X  V1
И\-И • ' ; Х ц  - СЩ)
-некоторые значения аргумен-
Если = {х,\ , то утверждение а /  верно. Поэтому рассмот­
рим случай, когда \&%\ • Без ограничения общности, можно
принять что •=. » 4  é W 1 ^  •
Для любого i * , Ы  будем иметь { х д  ^ е  Sg  .
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Докажем, что для любого ^  множество
S g  .Н априм ер , докажем, что {ху  >Хч]е Допустим 
противное. Тогда для любого значения C v для Х\ функция
= С *} , а  значит и функция 4 ^ 00, = CŸ) будет зависеть су­
щественно от Х у , что противоречит лемме.
Докажем, что любое множество Д  существенных переменных 
для  ^  , которое содержит X , , вы делимо для
Для случая \ = í ÏLj ^  2. это уже доказано . Допустим, что 
это верно для | £ |  = \с , K ï  ^  . Докажем, что это верно и для
^ Ю  i 
Пусть R,* -некоторое произвольное множество для которого:
R-* £ ,  1 £ * \  = < + < ,  ос, е к * .
Пусть а *  -  {a t г о , • • - , 'O iz , , VO-* 1? .
Если \Ci ъ - \>W , то ясно что € S o  . Рассмотрим
случай, когда Vc-v à £ w \ -  \ . Допустим, что Я* 4  S c  . Но по
индуктивному предложению Ц* \  G  . Таким обро-
зом, для любого значения переменной функция
» а следовательно и функция бу­
дет зависеть  существенно от -X, , что не является возможным.
Мы доказали , что . Таким оброзом мы доказали рас­
сматриваемое утверждение.
Докажем верность утверждение а /  для любого множества сущест­
венных переменных , которое не содержит X j  .
При 1 ß. 1 - 1  утверждение верно. Докажем его верность при 
I Я . Например, пусть & -  £ Х ч . Докажем, что
ÇL &  . Пойдем от противного, т . е .  допустим, что Ç &  S £ .
Но как уже доказали £ з с )(Х ч | в $ ^  и £ ^  .
Следовательно, для любого значения переменной Х р
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имеем , ,xi j £ . Вот почему для любого значения Cj-
переменной "X* функция ^  Хэс,-=■ £*-) должна существенно зависеть
от X , , что невозможно.
Допустим, что утверждение а /  верно для любого множества 
существенных переменных всякой подфункции g  функции 4  
(' X , £  ' XÀ i 4  ß g ) ,  при котором I tc\ — le и . Дока­
жем его верность для любого множества существенных перемен­
ных любой подфункции §  функции 4- (,Х  , £ , Х2 , X ) »
ДЛЯ которого 1\ДА\=1с-М и 3Zj ф 6 * .
функции ^  допустим, 
Допустим, чточто fx7 >X.J Г le
1Д* i ‘^  <) . Пусть
Q ~ иу f ДЛЯ V- + Ч г Vv»1^ s “ C-xjT, - -‘ )
При ЭТОМ , , . . ., 0, 4
k. f ^ и»
= с. Л для V .4  H i - i ,
*^4Ct i » ult is I
 ^» » • • » 'X-ví,( » ЧТО
Выбор таких значений ^ , x ^ , . . . ,  X Uw> возможен сог­
ласно уже доказанному случаю. Следовательно 1 '  и-*'^ .
Поскльку мы предположили, что <$' , то №*<£ 5<^ .
!^ л явл яется  подфункцией Ç , которая зависит существен­но
но от Х \ и не зависит существенно от х 2 и хщ . От индуктив­
ного предложения следует, что . Тогда
для любого значения переменной Х к , А/, функция
( x w, н V с^ х а  следовател ,но  и д (х * ,у  -C ^ y J будеть зависеть 
существенно от ~~ ~г" ' ''X, что не является  возможным.
Этим утверждение а /  д о к азан о .
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б / .  Рассмотрим случай, когда
%  O i  * •) •^ ■‘*0 "  ^'1 ) ^ Z  ) • • •) j C v u -m i “ * - ) ^ )
и при этом “  ) ^»ч  J и £  S |_  .
Е стественно, для любого I »А, *-* ,  И  будем иметь
l “ i i е  s  t  •
б ^ / .  Докажем, что для любого множества ß  — ^  , \£ Ц --1  
имеем ß £ H .
Докажем сначала, что для любого L - 1,£ и для любого 
<J -  Ч , I ,  ►. - > Vvi множество { ХС < x i ^  ^  ^  .
Докажем, к примеру, что ^ x i j x yj £  S g . Допустим, что 
jű,]€Sv» Но 5g . Следовательно для любого значения
Сч переменной 0Су функция ^ ( " х ^ . с , )  , а  следовательно и 
^ (зц -С ч ,^  будет:, зависеть  существенно от Осл и , что н евоз­
можно.
Так как •[ , то остается  д о к азать , что для функ­
ции <2г вы делима любая пара типа {x^,3Cj j , где i j é ' [ V ' y  *и’4 .
Докажем например, что f o C y ^ J ë  . Допустим противное, но 
как уже доказали и [ х  ь > Ou, j ë  . Следовательно
для любого значения Су переменной Щ- функция ^  CSj -  Яг) » 
а значит и функция ^ С х Л- = <^) будет зави сеть  существенно от Xj и 
Ctj f что невозможно.
б g / .  Докажем, что для любого множества R существенных 
переменных функции J  , которое содержит ,х г и -Х^ , выде-
лимо для ^  .
Утверждение верно для ) Ф . 1 - Д  , так  как в этом случае 
ß .  £ Х2 (х'3  ^ . Допустим, что оно верно для любого существенных
переменных функции ^  » которое содержит ОСд и , и для
которого Д . Докажем его истинность в случае ( £ | - 1С-и.
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Пусть f t = ^ + 2 . 5  , kíZ'íH'í . Д о п у ­
стим, что ß  s  I   ^ Но от индуктивного предложения следует, 
что ЙЛ в  . Вот почему, для любого значения
переменной ЭС*-*2. функция ^  (pCv-iz = ОсГ2. )  , а  значит и функция 
- ^ t l )  будет зависеть существенно от и f что не­
возможно.
63 / .  Докажем, что для функции ^  выделимо любое множество 
существенных переменных, которое содержит точно одну из перемен­
ных И 0 с з  ,
Докажем истинность утверждения, например для множествь, кото­
рые содержит и не содержит •'*2.
Пусть R , ССЬ€  £1 , X j <£ ß , . Для случая, когда
4 I  |ß .\ 4  % истинность утверждения была д о к азан а . Рассмотрим 
случай, при котором | ß | ^  Ъ ..Д опустим, например, что
. 5 f t C i  Мл . Согласно случаю б?/
множество £. С1 £  & >.>. . Т огда пусть
еслиЗ и Л  г /§- >'
-С
V. = vvv '}
'-Хцч ~ ( ^ если чйУ н-!.
При этом Слс-ц , есть такие значения Х ^ ,
» • • • .  ~Xvv, , что функция ^  порядка 
Докажем, что L 6  . Допустим противное. Т огда
|2_<£ . Пусть R/ максимальное выделимое для »подмно­
жество &  » которое содержит . Так как И4  ^  \ , сле­
дует , что ЙДС1 Ф $  . Пусть ОЦ 5 1 й  и )  какая-либо пере­
менная множества £ \  Й1 . Т огда при любом значении £,<; перемен­
ной функция , а  следоватльно и функция
^ о ц - C t )  должна существенно зависеть  от ^  и , что н е-
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ВОЗМОЖНО.
Этим утверждением рассм атри ваем ^  случай док азан .
Теорема д о к азан а .
Следствие 1 . Для любого значения С* переменной X , функ­
ция -  С, ) порядка W - \ и для  этой функции выделимо
любое множество из двух существенных переменных и любое множество 
существенных переменных, которое содержит хотя бы одну переменную 
и .
Следствие 2 . Для любых значениях и переменных ^
и ос3 функция « г --C i порядка Ул-2 и для нее Вы­
делимо любое множество существенных переменных.
Лемма 2 . Если для функции ^ с Х г . , * - * ,  Эбц) порядка
Ч ^ . ^  единственными сильно существенными переменными являются 
'Xt » , OCj и между ними образуются только две выделимые
пары С х 1 (^ )  и , то не сущ ествует переменная X j  ,
4  4  [ £ V\ , такая  что при любого значения переменной
^  функция $ (Х р  -  Сы.) существенно зависит от Х ’(
Теорема 2 . Пусть для функции *  С'Х-\ , X .,  « . . j X u )  
порядка Ь| единственными сильно существенными переменными
являются Об, » X i  , и между ними образуются точно две
выделимые для \  пары ( х 1 и (р сï.,~Xÿ) . При этих усло­
виях верш  следующие утверждения:
а / .  Для любой подфункции функции ^  , которая существенно
зависит от X , ( х 3)  и не зависит существенно от Х .  и Х 3 
Ç соответственно и х ,  ) выделимо любое множество су­
щественных переменных;
б / Для любой подфункции функции ^  , для которой выдели-
ма пара (0Сь С£,) (соответственно (эсх Х 3) )  выделимо любое мно­
жество сущ ественш х переменных:;
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в / .  Для любой подфункции функции ^  , которая зависит су­
щественно от о с , и как  ( о ,  ( ° т  и X j
как и которая не зависит существенно от СГ5 (Х } )
выделимо любое множество существенных переменных, которое не со­
держит ; £
г / .  Для любой подфункции функции 'Y , которая существенно 
зависит от ОС) и ^  и не зависит существенно от эсл  выдели­
мо любое множество существенных переменных, которое не содержит 
хотя бы одну и з поременных t x 1 , ос j .
Следствие 1 . Пусть для функции с * , , , .  у оси )
порядка \л >, Ч единственными сильно существенными переменными 
являются X* , и между ними образуютсяточно
две выделимые пары ( х . , ( эс^) и • В таком случае для лю­
бого значения С 7 переменной эс( , и для любого значения С3 
переменной для функций = с< ) и j  - c i )  выделимы
все множества существенных переменных.
Лемма 3 . Если для функции , 0С2 , • *•> Х^)  порядка
единственными сильно существенными переменными являются 
’Х, » Т 2 , X* и подграф функции -Ç. с вершинами ос, , ос^  , 
полон, то  не существует переменная , 4 /  L í и
так ая  что для любого значения переменной функция
^ С х д - с щ )  существенно зависит от х У ) .
Теорема 3 . Пусть для функции 4 с х ,  Xji ‘ * •,  Х ц  } поряд­
ка v\> . Ч единственными сильно существенными переменными являют­
ся оц , и подграф) функции с вершинами ЭЩ , 3 ^  , х 3
полон, тогда:
а / .  Для любой подфункции функции , которая существенно
зависит точно от одной из переменных эщ , \  , ï j  выделимо лю­
бое множество существенных переменных;
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б / .  Для любой подфункции ^  функции ^  , которая сущест­
венно зависит точно от двух из переменных ОЩ , х ,  , , на­
пример X , , х к  и ( х \  вы делимо любое множество су -» 2L
щественных переменных;
в / .  Для любой подфункции 
венно зависит точно от двух из
I  функции 
/временных
которая сущест-
» Д, » на­
пример, ося , и ( х г,х^)^5ры делимо любое множество сущест­
венных переменных, которое содержит не более одной из перемен­
ных X i , 7Xj_ .
Д оказательство теоремы 2 и теоремы 3 аналогично доказатель­
ству теоремы 1 .
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THE SUBFUNCT IONS OF FUNCTIONS WITH 
THREE STRONGLY ESSENTIAL VARIABLES
K. N. $imev, I. D.Gjudjenov
Abstract
The paper deals with the properties of some classes of 
subfunctions of functions with three strongly essential va­
riables with respect to separable sets of arguments.
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О С -СИЛЬНО СУЩЕСТВЕННЫХ ПЕРЕМЕННЫХ ФУНКЦИЙ ИЗ P«
И.Д.Гкщженов
Высший педагогический институт -  Благоевград
Понятие С -сильно существенная переменная введено Чимев^м 
К.Н.  Г 2 ] . В  ряде своих работ он исследует функций, которые 
имеют С -сильно существенные переменные. Найдены некоторые 
необходимые и достаточные условия, чтобы одна функция имела С -  
сильно существенную переменную.
В настоящей работе показано, что для "почти всех" функций 
И -значной логики каждая переменная С -сильно сущ ествеца.
Определение Д. Переменная ^  £  ££ функции
, <v\>s 2 ) ,  [(2 | |  = va назы вается сильно
существенной для ^  , если существует значение Ci для ^
тако е , что функция ^  - Ci ) зависит существенно от V\- \
переменных.
обозночено множество всех существенных переменных
функции £
Определение 2 . Переменная ЗЦ G функции
, 0 ^ 2 )  , назы вается С  -
сильно существенной для ^ , если для каждого значения Q
для X i  , функция = Q )  зависит существенно от V\-\
переменных.
Непосредственно из определение 2 вытекают следущие нес­
колько вопросов.
1 . Существует ли функция, для которой ни одна ее переменная
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не была бы С- -сильно существенной для нее? Ответ на этот воп­
рос -  положителен. Например для функции
эс, » • • • » и не является с  -ни одна из переменных X, , 
сильно существенной для ^
2 . Существует ли функция, для которой каждая е е  переменная 
-  С  -сильно существенная? Ответ и на этот вопрвс -  положителен. 
Например, для функции =• ЭСу+эс*+ •••+■ ОСл (vuo<?\\c) ,
каждая из переменных х , ос является  с  -си л ь ­
но существенной для } .
Интерес представляет вопрос об определения числа функций из 
, для которых каждая переменная -  С* -сильно существенная. 
Пусть % Qoc V, V. .5 X  -,) функция порядка v\ ^ z  
Без ограничения общности рассматривания примем, что хщ  не яв­
л яется  С -сильно существенной переменной для
Используя соответствующий аналог разложения Шенона для функ­
ций , даем f  в виде
^  — yvui X • Vh t \л £  l"<rt С*-ч  ^  ^ ^  ( ^1, i ‘  ^  ^ 5
<b
где
к  & > = ( * ( для ос -  6 Ü для рс ^   ^ •
Из определение 2 и представление -f в шше указанном ви­
де , следует, что переменная не будет С- -сильно сущест­
венной переменной для функций ^  , то гд а  и только тогда, когда 
хоть одна из функций ф  (J'H , Х и  )  не зависит су­
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щественно от всех своих переменных.
Если С Х * )  множество от всех функций , для
которых хоть одна переменная не является С -сильно существен­
ной, то каждая функция f  GXt,'ûcX) <£ С Xм)
будет определяться от К -торки функций, в которой участвует 
хоть одна функция, не зависящая от всех своих переменных.
Ясно, что
IP “  (Х ")\С  к  и  (Vi*д) ( К^ ' Л Y \  _
ч с х - О к 1"'1 , чVc Va (у\~4^  ^  . \С is Va (v\-i ) ve
VA VAVd - \C ' C vlV''24- 1 + 4
|R!,cCx*")V
Откуда для .----------- --------------- —  есть
с с - 1ЛЧ , vd^
V  i
“i .  V I  W \----------------------
p , ( P C c ( x h) l
U  VYA -------------------------------» . „ VAV» -> Cte V^C ~  O .
И так  доказали следупцая
Теорема 1 . Для "почти всех" функций Р< каждая переменная 
С -сильно существенная.
Имея в виду, что каждая переменная, которая С -сильно су­
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щ ественная для данной функции, она сильно существенная и для н ее, 
то  из теоремы 1 следует верность следующего
Следствие 1. У "почти всех" функций Р*. каждая перемен­
ная является сильно существенной.
Следствие 1 может рассматриваться и как следствие теоремы 2
ИЗ £ 3 ] .
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ON THE C s t m m w  ESSENTIAL v a r i a b l e s  o f f u n c t i o n s  f r o m  Pk
I.D .Gjudjimov
Abstract
The variable 6 ^ £ of the fxmcthion ^ I ”•* 2., “ \
is called C  -strongly essential for
if for each value Q  of , the function
depends strongly on \ variables.
It is proved that for almost all functions from Pk each 
variable is C -stcongly essential.
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ON THE DOMINANT SETS OF VARIABLES 
FOR THE FUNCTIONS
K.N. ŐIMEV, SI.VI. SHTRAKOV
Pedagogical Institute - Blagoevgrad 
Bulgaria
In this paper we investigate some properties of the domi­
nant sets and separable pairs of variables for the functions.
Definition I. m  A set M  is called separa­
ble for the function X  if there is a subfunctiob oi' £  
such that M * K f t  • ' '
Definition 2. A pair 1 is called separable lor
if J is a separable set for tf .
The set of all separable sets for x  will be < noted
by *If is a essential variable[lj then the pair|*3C^^j
is separable.




------------ ——  <■ ' ' cm -> —
ied weakly dominant over /  , , Jf±0 for the iun­
ion Jr  if there exists a collection ( C: , C; , ) such/ * Lz
ci  /
y  n R / ( _  c- - cT ( t1 - %  » ‘z “ Q* * * • * ' W
If the set M  is minimal with respect to this property
then PI is called dominant over J f  for ^  _
L ennna I . If is a weakly dominant set over J r for the
function then there is at least one subset M ,  of M
which is a dominant set over J f  for .
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Theorem 2. Let K he a weakly dominant set over /  ,
ITC. (? , f [ ± 0  for .For every natural number P , such that
1  f  i é P é l W - l * l  . . . .
l'or every p variables ,9^ , . . . , & i p in
where 1 
arbitrary and fixed constants and
'l1 t cc, f * CLif then
f
'fi Q, » a iz ~  Civ * ' "  ~ Cif ) *
P roof. If y g M  then the theorem is trivial. 
Let j r X M t ß f  and
j f  \ » • » • » $ i* 0  •
Now we may suppose without lost of generality that
M  ■= {X,,X2 .. 3 , M - f a j .. Xjmt
^  . I f we suppose that
are
and
then fo r every 7TL - constants 0-1 » ^>2 » *
vai'iables in Jv[ the function
ti = %  » = Cjz* ' ‘ * ~ Q m )
wi 11 be depend o n oc1 and £ ^ 3  where
it h x j . _ n. oc- _ c-- " Jz » * *• * ^ n  =  CJrn^
This contradicts to the condition that
nant set over / i o r
is a weakly domi-
Tbe theorem is proved.
Corollary I. If M  is a weakly dominant set over J f for
V
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f  j ( R/l ) then for every there exists at least
one variable 3C.j <xj £ J4 such that ^3T- 3 j j € : •
P roof. By J T f f y  it follows thcit ^  anu. there
ire the constants 9 9 ... 9 for the variables in
\  ( M  u ( * t i ) such that , where
ft = /  * *it ~  Ch  ’ %it ® \  » * * * * %  = %   ^ *
By Theorem 2 it follows that
Obviously \ is a weakly dominant set over { % i f for
£  .By Lemma I there is a set M 4 r —  M< which is a' do­
minant set over $ í*;J for ^
Now, we may suppose without lost of generality that
.Mi “ {  X KS j.
Let , CK^ t . . . t C*s be 5 constants for the variables
in H z  such that ,
U * i l  " K f z  ' - P
where
ft = 1^**1 = ^  ’ • • • * = ^5 } *
But rCt-€ , wuere
fs ^  ^  * \  =Cj> * * * *
Obviously | is a weakly dominant set over \X *■/ lor
and by Theorem 2 ^  ^ ^*So, ^  is a subfunction of
^ and \ X ; , X tJ < = < i e  . *
The corollary is proved.
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Corollary 2. If M  is a dominant set over for
then for every variable 2C{* t % £  &  M  there exists at least 
one variable ,£: c j f  such that
{*.*>! *
Coro I fra: ry 'j. If .M is a dominant set over 
then for every variable the pair $ is sepa­
rable for the function ^  .
Theorem 3 . If , 0 C ^ f . ., f^Ci7Ti j is a dominant set
°VOr J T  = { 3 $ , % , . . . , * $ + $  for f  and
j r n  R * , » 0
wh e re
4? <4.........=%,=<£>
tiien for every J^ I( f M * =ii3Cr1’ i ^  N
j f  n  Rfz t P
and
is hold
, h i : re
- C^ \  = \ *  * * * » ^  ^  } *
P roo f. ily it follows that
nr
Let 2 } <£ li\Mt
jrn *
and X- ■Now we form tue following
function
4 1
if M \ H1 *{**<$
X ;» *3
/
By minimality of M  and M \ f  % i $ H
n  *<■ * t  RíBy our supposition tnat -*-cf ’F f j , it follows 
because
... * L - V -
It is a contradiction.
The theorem is proved.
if H \ M , t f t , ) .
we obtain
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О ДОМИШРУШИХ МНОЖЕСТВАХ ПЕРЕМЕН 
ФУНКЦИИ
К .Н . Чимев, С л.В л. Щраков
Висший Педагогический Институт -  Благоевград
БОЛГАРИЯ
Р е з и н е
В работе вводится и исследуются слабо доминирующие мно­
жества перемен функции в связи  с выделишми парами перемен*
Доказано* что  если доминирует над ff для £ ,
то для любой переменной существует Xj^jeJÍ„ так что
пара í - ш делимая для  £  и для любой переменой 
Xj_G Ж  существует М  , так что пара \x^Llxß]~  вьгде-
лимая для JjL
В теореме 3 описываются некоторые свойства доминирующих 
множеств.
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ON THE ANULATOR SETS OF VARIABLES 
FOR THE FUNCTIONS
SI. VI. SHTRAKOV
Pedagogical Institute - Blagoevgrad 
Bulgaria
In this paper we investigate some properties oi the anu- 
lator sets of variables and some equivalances, which are gene­
rated by these sets.
Definition I . |l] A set M  , H , M j *  0  is culled se­
parable for the function if Liiere is a subfunction ^  oi
Co r ^  will he denoted
£  such that H - R ß .
The set of all separable sets f(
by S f .  •
Definition 2. [21 A set J f  , OC^ , .. •, } is called
anulator of the set M  , M  R ß  , M  4 * 0  for ^  if for 
every S constants C: , C- , . . . , O' lor the variables in
J f .  M  0 1
where
£  = * I1 = Ch  = %  » * ‘ * * \  = %  }
and j r  is a minimal set with respect to this property.
0 bviously when j r n n + ? . /  is an anulator set o f ß i  
for ^  if and only if J f  ^  and /^7 r i .
When I  is an anulator set oi for and
t Lien J f  is a trivial anulator of and we
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do not observe these anulator sets.
Theorem I . £l, 2J If = { ^ ,  • • • t ^ i m J  is a separa­
ble set for and M  -  ^  y Otz y . .., X *  } then the-
such thatre is at least one variable x  €: R f \ n
Corollary. I f H  is a separable set for and M f  K f
then for every natural number p  , O ó  there are
at least p variables 3^ , , . .., CCj^ such that
R = ’ %  »•••»^5 i  and M l .
Lemrua 2. [2l For every $ sets ft» ft»• • •. ft tiie re 
are t  members 3T, 3£,...,9£ such ttiat
i) for every i , i £  f  4 ,2y...y 5 / thete e x i s t s  J, , 1 a J; Ú  ^
such that £  P; •
iij for every j, J £  {  4)2 f "  > there exists i; ,'ái;é5y ’
such that Í-4'/ - P i j n  f a ,
Definition 3. [-1» system , £rz , . . . ,3  ^ is said to be 
C-system for the sets , jg,, . . . if it satisfies the
conditions in L emma 2 and it is minimal v/i th respect to these 
condi tions.
Definition á. [2J  A number is called index of
inseparability of the set if there is a C-system
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, ..., ^  of the all nontrivial anulator sets
y / Z f - ' J S  Of M  such that ^ s V*,/.
Theorem 5. [2] If M  ^  then for every natural number
p, é r * i K f l ’ ‘M I  R  M
there exist at least p variables 0^ , f ... ,1Xj  inA^il* 
such that m  a  ....
Now, let D* be the algebra of k-valued logic i.e.r »** - . .<M
wh e reconsists of all functions /: K
fC ={$ . . . ,k-í J and % = 1,2,3,...
Definition 5. Two functions and are equivalent
if there is a one-to-one map of in R™
such that for every M  , M § R f  the set /  is an anul; 
of M  for if and only if tyjT is an anulator set of
a to r
fo<r
Obviously is an equivalence and let be the
f lit> which preserve
the relation
Let C C  , . .., X K $ be the set of all variables
for the functions in and S o Q  be the group of all permu­
tations of the set X  .
if r e  S e e  then (T generates a permutation Z^ - of
the algebra as follows
V  /f*. * » • • • » ~) —  ^C , Q*bc2 » • • • * r  JCtf) j
Let be the set of all permutations 'tf * o ~ e? > r . .
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Obviously is a group.
Let ^  be the group of all permutations of tbe set 
If CT^^^Sxthen <T~ generates a permutation T *  of the alge-
K .
bra as follows
^ » • • •»*^ w) = * • • • > ^  ^  •
The set of all permutations when will be deno­
ted by .Obviously is a group.
Theorem k. The group is a subgroup of .
Proof. Let (7" be a permutation of X which generates
the permutation ? < r of (  , i  be ira arbitrary function in
j-jH. 1
PK and
^  ^  »• • •»^ >1) = <j- ( «2^ t (/"*2Tg » • • •» a) *
Now, let ,Jfc} be an anulator set of
j/J = { x ^ ,  f . . . y X e ^  j for .Then for every 5 consta­
nts .....<£
M  /? /?/, +  M.
wh e re
Let
i\ = fi, ’ XJ*.= fit ’ ■ • • -fis h
.....
and *3^ *N o w » 1 t is easely to prove that
'------- (J" is a permutation of cc . *oecause
It follows
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If we suppose that there is a subset af (T^\ ^
which is an anulator set of <r/f far ^ then f  is not an 
anulator set of M  f©r because ál is a group.This is a
contradiction.
The theorem is proved.
Theorem 5. The group is a subgroup of 5
Proof. Let <T be a permutation of j(. which generates 
the permutation of and
I = < f ,*±,...,2 *).
Now, let * • • •» Í
lator set of M  » -^<2 **•••* iff J
every 5 constants /“ , /?




Let .Now we form the following function
/f = ^  = (//a * • • •» = /2r  ^*
It follows
for every constant ^  # By it follows that
If we suppose that there is a subset x  , X $ / o t j r
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which is an anulator set of M  for ß  tuen j r is not an
anulator set of .M l o r  ^  .It is a contradiction.
The theorem is proved.
Definition 6, [3JA transformation pa i in P< is cal Led a 
linear transformation if there are two natural numbers &  and £ 
such that
( p/ eP*V W = / +A  ••• * A * t  ( n ő j * ) .
^  tim e s
Definition 7. [j>] A transformation Oc in P t is called a 
power transformation if there is a natural number C such that
Definition 8 . |^ 3jA transformation (J3 in P k is called an 
exponential transformation if there is a number } sucli
that
h i e  P ' )  ( T d l . t . J i .  I
’ 1 2 times J
K
Co rollary I . In r< the group of the all selfdual and self- 
comp lement transformations is a subgroup of (Sj .
Corollary 2. In P  the group Q t  of tue all linear
transformations is a subgroup of <aj
Corollary 3. In Pg the group of tue all power Irans for­
mations is a subgroup of Gi
Corollary k. Tn ß* the set ?  b )  of tue exponential 





of the all exponential 
of (at in P*' .
which is generated hy the 
transformations is a subgroup
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O B  A f f i O M P r a p X  M H O I E C T B A X  H E P E M E H
$ m m n m
C ji., B ü .. ^ p a s s m
BMcanHÄ El eßarariwecEiiÄ MHCTHTyr — ßjiaroeBFpaß
B O J I T A F M
P  e  a  K) m  e
B  p a ó o T e  ü c c j t e ^ y i O T O H  H e H O T o p e t e  G B a f t c T B a  a H y i m p y u u ^ t x  m h o —  
a c e C T B . B B O ^ H T G H  S K B H B a j i e H T H O G T  »  B ajITefipe £ - 3 H a n H 0 Í Í  JIÖFHKH 
P^ cjieflyiiUHM o ó p a s o M :  ^  h  £ B K B M B a j i e H T i M e  U ~ } )
e c  Ji m  c y m e c T B y e T  b 3 9 m m h o —  o f l H o a n a n H o e  h  o ö p a T H M o e  c o o T B e T C T B H e  
Rß H a  Rp. r K O T o p o e .  c o x p a H H e r  g b o h c t b q  a n y i m p y e M o c T B ,  m h o -  
« e c T B  n e p e M e H  ^yHKii.MH b  PK * ^
C  <Qi o ö o 3 H a H a e T c a  r p y n n a  B c e x  TpaHctjbopMaipiíí a j i r e ő p i  Pk 
K O T o p u e  MHflyu.MpyiDTGH r p y n n o ö  Soc B c e x  riepMyTan,M& M H o a e c T B a  
n e p e M e H  , X Z  5  A Ä H  $ y H K H M i i  Pt. *C  a ó o -
3 H a n a e T G H  r p y n n a  b c ö x  T p a H C ^ o p M a p H ü  a n r e & p y  K O T O p j e  H r w y -
u,HpyK)TCÄ r p y i m o M  Bcex n e p M y T a u . H Ä  M H o x e c T B a
f\ 0* i *•>»*• * K~ 4}• ^
. □ . G K a s H B a e T c n ,  h t o  Q i m  Q l c o x p a H H i o r  p e n m a n s  S  b  Pt  r
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MUTUALLY DOMINANT SETS OF VARIABLES 
FOR THE FUNCTIONS
Si. Vl. SHTRAKOV
Pedagogical Institute - Blagoevgrad 
Bulgaria
ABSTRACT
The dominant set aver a set M  f o r  the function ^  ,
considered here is the set of variables J Í  , OCt^  , ... \ if
there are «S - constants Ci1 , C; , ..., such that func­
tion
* f  (*it ~ %  \  * • • • * X(\ =  %  )
does not depend on each of variables which belong to M  and
is minimal with respect to> this property.Two sets X  and X  are 
called mutually dominant for / if j K  is a dominant set over 
J^z and is a dominant set over for ,/ .The paper
is a systematc study of thn mutually dominant sets, giving primary 
attention to their connection with the separable and C-separable 
sets of variables which are studied by K.Cimev and the author. 
These notions play a important role for some investigations of the 
synthesis schemes in theoretical cyberaetics.lt is proved, among 
other results, that if [ x i / and fajf are mutually dominant for 
£  then far every is separable for if and
only if is separable; that if Jfi and are mutually
dominant for /  then there aren't any two sets J T  and M  , 
such that M  dominates over j r  for /  and X U / i  &  M  .
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I. INTRODUCTION
In the past 20 - 30 years the theory of tire separable sets 
of variables has been created by Ju. Breitbart (1 9 6 7 ), K.N.Cimev 
(1967*1983)r O.B.Lupanov (I9 6 2 ), N.A.Solov'ev (1 9 6 3 ) and some 
other authors.This tneory is important for the synthesis schemes 
anu investigation of the functional dependencies in some algebras 
of functions [see Cirnev (1 9 8 3 ) and Lupanov (l962)J.
The author uses as a founuation the results of these mathe­
maticians and introduces tue c -separable sets, dominant and mu­
tually dominant sets of variables for the functions [see Shtrakov 
(1985)] .
In this paper are investigated these sets of variables and 
there are some results which show their connection with the notions 
in tneory of the separable sets of variables.
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2. DEFINITIONS AND NOTATION
For 4 any nonvaid set, 4 denotes the set of all W-- 
tupies of elements in 4 .Members of A  are written as
Cn. ~{C4 ,Cz , . . . , C n ) .Far 7i >  0 an -ary function on 4
is a function ^ * A  — 9» A  .A function £  on a set 4 is
said toi depend on its £ variable if there exist
4 , c , , c ,.... £(-i * ^ L+i » • • • » 0r% &  4  for which
* * * *  ^4* 'Z (^ f ^  » ^l h *Q+2* * * ** ^ n.^
If ^  depends on 3Tt* then 3^ ' is callea an essential variable 
for the function ^  .The set of all essential variables for ^  is 
denoted by R ß
For M  , X ‘2 , . . . , Xiyn J  any arbitrary set of essential
variables for ß  ,
( C m  ) - ( Q, > f * • •
denotes the function
‘f- (■*<, = <Jf» =  QZ * • • • *^ i n T *
wh e re C„ =( , ^ , . . . , U . T h e  f unc tions for every M  g  R f
and for every C m ^ A  are called subfunctions of £
The set M  - £Jf« , • is called separable for ^ if
tnere exists an tt”771-tuple , .. ., ^ ) éT 4 for
the variables in R p \ M  sc- ? such tnatY » *2, ju-w J
M =  fyfc. -■m ) .The set of all separable sets for ^ is denoted
by •
Ilefinition 2.1. A set n  = i*ii , Of; .... j is called C-
separable for ^  if for every '«-»»-tuple =( ^  , .. .,Cjn w )^4
for the variables in Kf \ W  = Í •$' » 2} >*..»3;M7J i s hold true 
The set of all C-separable sets for ^  will be denoted by
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cal-Definition 2 .2 . A set M = { x it, , .. ., x im  j í= R ^  is
led dominant over J f  , Jf<=, R f  if there exists an ">n -tuple 
Cw  =( ^  , . . . £C jm ) &  A  such that S n i f t e r #  and M
is a minimal set with respect to this property. The set of all 
dominant sets over y  for £  will be denoted by A r , /  and
D w  = u p
'f P e L j f
Q , ,  = A  Pt e L s f  ’
Definition 2.3* Two sets X  ana X  are called mutually 
dominant for / if Ű Z  ana ^ . The variables
and are mutually dominant for f  if f^ c-J and j
are mutually sets for |
If J Í  and /^/ are two sets of essential variables for £ p
tuen
L ^ = { P | p £ L/ / s  Pft(MU/)=0l-
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3. SOME AUXILIARY RESULTS
In tis section we show some lemmas and theorems wnich will be 
used for resept of our fundamental results in the next sections.
Some of these lemmas and theorems are proved by author [see Shtrakov
(1985)].
Lemraa 3*1 * N  if M  = l x ct , x iz, . . - , x L m J ~  and there
—— .nmis an ***• -tuple Cp) s( , C: C-m ) €. for tne variables
in M  such that JiíÍ) R£ — 0  wh e re I  , tiien
there is at least one subset of M wuich is dominant over
Jii for ß  .
Lemma 3»2» [h] For every 0C- ^ X ;  Rjt tiie set Í belongs
to •
Theorem 3-3- IT M, = { ...... .
and M ,  ( 1 M 2 = 0  tuen there is at least one 
variaDle such that
Proof. By Lemma 3*2
\*:l = x.hf.
By Lemma 3*t there is a subset ^ 3  of ( M 2 U  M J  \ f*ti wii i ch 
is dominant over y  to r and X j  M 3
Certainly, let C { C* , Cp j • • • j ^ Pm  ^ z^
be two tuples for tiie variables in M* ana M 2 such tnat
J {  [\Rj> - 0  and 2* ^  , where <£ -^( £w> ) and ) »
Then = Q  ) > where Cm+z.i =( ^  » • • •» » j' » > ^ ’Ke)
and = f  ( ^ ^ ^ ) »Hence y C \ R ^ - 0  .
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Now, ii we suppose that m 5 í i m 3= 0  then Ur,/
which is a contradiction.Consequently
( ßi M 2 n  M 3 = ( Djr^ f) D f x j  tf ) \  l x i L
The theorem is proved.
COROLLARY I. If O r / and
e  U r,/-
COROLLARY 2. If x( <=M , M e
then there is a subset R
which Xj £  R. and R ^  U^r /
THEOREM 3.h. If / g  fy then
, OCj £  M  and
Q j r , { =  ^ "  *
[ ■ * c £ . Q / r , f )  [ x i'É / a  f X i i e S t  )
PROOF. If 
Now, let
j r =  0 tuen the theorem is trivial.
and
0  f M-{Xf y'Xj. » • • • » ^ C /  = lxit* xlz * • • •
= [*,,*?, . • .,*“»] , 71 =  S , íj é  and J
Suppose and let 3/^
R = Qr,{ U  1%
.Let
’% i .....
be a dominant set over for £  and
C-tuple for tne variables in ^ such thatan
We denote by f,
C z _ (C- , C- r . . ., £*■? ) be
the function
^  =■ <f ( C z -4 ) — f ( > ‘-íj » • • •»  ^• Then
vT/7fy, # 0
and let
jTflfy = { *«•*«... , i á S .




J Í ! ) R ^ = 0  .
re £  =/( Ct ) i.e.
j r n f . f 3 =  0 .
r e  f i  R t + Z - I ) a n d  ^ i + Z -1 ~  ^ * • • • t ^  ^  F ) •
By lemma 3 .1 there is a set M , M á f y  such that M e L s J  ami
M  zz r * • • ^  » • • •» f * ^  and 3% ^  QJ\T^ *
This is a contradiction. Lienee ^ •
Now, suppose without lost of generality that
G y  £ — { * %j> t • • • t I * t — $ .
»  ?*/ 4  s ;  tor some i, i ~ t then there is an -/ -tuple
^w-* = ( > ^ 2 » • • • » » * * *» ) » such that ^  ( C'_ ^ ^ •
Consequently
Jf n Rf(ci~)=^.
By Lemma 3«I it follows that X> £  <3^/ .This is a contradiction. 
Hence , r> *
[*,/£ S f
Now, let X l £ / and ^  .If 33 ^  ^  then
tnere is a set - { ^  * Xjz * • • • ,3C^J %  such tnat
M 1 £  b y /  and W f . Let ^ .... ^  ) he an
TW- -tuple for the variables in M  , such that
jrn ^ wnere ^ ) . By Jir- £ J\f it foilows
x i £  fy* .This is a contradiction. The proof of tue tu eurem is 
complete.
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i*. MUTUALLY DOMINANT SETS OF VARIABLES 
FOR THE FUNCTIONS
For given two mutually dominant sets N a and Jfx for f , 
what are the dominant sets over A  and A  for £  ?
To obtain a complete answer of this question appears to be 
d ifii cult.Now, we obtain some particular results of this problem. 
THEOREM A.I. I f  J/\ anu A.  are mutually dominant sets
fo r f then
I &  = \ y '
Ls,,f
iJ itOOF. Let A = Í » • • . , a<N and ^2 * * • * *
Now, le t M , . . . , be a set in & . / and
C-S - ( i Ci2 t * • •t*is )> ~Ci = ( Cjt , » • • • > Ql ) and
Cp * 1 r • • •,.C<p ) be S , 7 anil p -tuples such tnat
f 2 nRf, = 0 >
(I) Jf,n = 0
and
--t$
whe re = f ( ci > • II O
l «N 
1 ) and 4  - /(«/> ).
Tnese equations and M n r , = z  ^ implay
r 2 n R h ~ P .
By Lemma 3.1 there exists a set M, , M 1 g M for wh i ch
M, e  1-»/»£,/ -Suppose without lost 0if gene ra lity  that
Mi - x^r2 -tá/? •
Now
» Ck x » • • • » )£■ Atuple such tnat
59
(2) jr2 n t - h
where ).
Now, t W J í = 0  implies .By (i) and (2 )
it fodlows
(3) t f n k f r  =  0 .
If £ *  P then by (3) it follows that m 4  U<i,/ .This is 
a contradiction .Hence £ ~ P  , M f — M  and M e  Li , / 1 . e,
Jfi) &  C. I ■
L j r „ f  -  L>jrz , f  .
It may be established in the same way, that
/ A  C  1^2 
L X , f  =  L ^ /  •
Tue theorem is complete proved.
are mutually dominant sets fo] 
tfT. . P tuen for
COROLLARY I . If and ß'z
the function ^ and M  * \ * j , . * k
every Tn -tuple C m ~   ^ » CJt * *
les in M  is hold t rue
1 m
■Jm for the variad-
( fl fy, = 0)  ^  fy, ~ )
wh e re /, = / <  Cn, ).
COROLLARY 2. If anu are two mutually dominant varia­
bles for then
PROOF. If 5Ct* s then the theorem is trivial.
Let ^ ~Xj‘ .Lemma 3*2 implies that if M  €. tn
or Ab f X i f  .By Í * J Í £  Lj*;/,/ if A/ €  then
X j ^ M  o r  M - f x y j  .it foil
en
. o w s
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In the same way it is easily to prove thatW-C
Now, by Theorem 4.1 it follows
, W  _ | W




THEOREM 4.2. If and are two mutually dominant
sets for ^ and ~ 0  then tiiere aren't any two sets M
and j r  for which J T e L r i ' f  and y , u y t § j r  .
PROOF. Suppose that the theorem is false.Let M  = ,x2, . . . , z m l ,
Jfi = r • ♦ • j  , /Ft =. {OCj^  t 0CSi , .. . , J and
= £ -3^  > » • • • » * • • • * ^  ^  , 3*^  , .. ., I be sets
of variables for which
i JIT& and .Now, let
----* A 5****
t Q, » C(z , • • • * Cij , Cj^  , Cj^ * • • • * yj. > * ♦ • •» ^  »
cs ~ Í Cc, » £z ^  ^  aild ^  cSt * CJZ * •••* e A
be tiiree tuples ior lhfe-.,jrariables in X  , j r  and such
that M i l  Rf, = 0.
str>Kft*0
jr, H R f ,  = 0
and
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wh ere ^  = /2 = / ( c ;  ) and <? ) .Now, let
/<, = ft ( ) , where Cz = ( 9 ,  . .  . ,  C*t  ) £  A  and
— /* (  ^> where »•••* ^ -tz ) •
0 bviously
AZnRf¥ - 0 . _   ^ t
Tuen for every t  -tuple C£ = ( , . . ., Cj^  ) £  A for the
variables in ^2. is true ^  = fi, ( <TV ).Consequently
■ A = /* ( c* ) •
^  n % =  0  and j r , n R { e  =  <t> , where ^  = j?s ( ^  ).
= &  ( ^  ) anu by x n f y =0 it follows 5^ = ftj 
——  - ■
/!? =A  ^ +1  ^> waere C^  + % =. ( ^  , ^  , • • • ,£j: t Cj, t C^r ) £ Á  .
CS * U z ) = A  •This implies






By Lemma 3.1 it follows taat there is a subset M, 01 f \ ( A U / 2 )  
which is dominant over M  for ^
Now, by M, % j r  we obtain L>M,rf .Tuis is a contradi­
ction.The proof of the theorem is complete.
COROLLARY. If 3C; ana OCj are two mutually dominant varia­
bles for £  then for every two sets M and j r  is hold true
( { * ' } U M  ä  J <=?> ( t e l U M e  L j r ^ J
PROOF. Let M  = , 0T- , . . ., 3^  j  .Theorem ^.2 implies Inat
<*s 4 M  d Í
By Corollary 2 of Tneorem 3.3 it follows tnat there is a sunset M 1 
of f x j j u M  which is dominant over lor ^ •Suppose without
lost of generality that
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Mi ~ í XJ > X <-z > X i3 »••• > a i^ Í , ^ ~S.
If Í s then tue corollary is proved.
Now, let t  ^  $ .So, Corollary 2 of Theorem 3.3 implies , 
that there is a subset Mz o.f u  M which is a dominant set
over J P for f  .
But and isn't a dominant set over
J f  for ß  .A contradiction.!!ence ~b~ ^  .The proof of the
corollary is complete.
THEOREM h.3. Let , JPZ » • • •» be sets of essential
variables of the function f  for which
i f j for t y j  -  1> Z > " ’ ) P  r
y  «  L > S ifa J for C = 1 , 2  ,... , p - 1
and
y ?  &
( Ú  P ) f the sets jKThen fo r every two’ numbers z and S
and jVs are mutually dominant for ja .
PROOF. By symmetry it suffices to prove the tneorem when Z <■ S . 
Let 1 ^ 5  and
* * * * * / for ^ — 4 * 2 > • • • * P.
It follows that for every K t K ú  P tnere is an 771 a -tuple
---- a 7X7 <
CmK -  (CKi , CK ^  & such that
« )
and ,
( 5 ) s< nRfe = 0 •
wiiere f a  ~ £  ( ) for Ks 1 , 2  ,  ,  • • ,  P.
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By (A) it follows that =/*( ) «Hence




m .z n =0.
Assume that there is l  , ' ' ^ ?
r ltl = 0 .
Then by = fz ( ) th*» following equation
A t h i  n  R f , = P
is true.Cohschuently, for every / , t =  is t
J  t U  ^  fy* - P -
flence
fs n Rft - 0-
In the same way by (5) we obtain
(7) A  n  - 0 .
Suppose that tnere is a subset A  = of
*« ~ X  ”  t  J '7*
such that ,
J ^ n R f -  = 9
wh e re K  ) for some -tuple ^  , . . ., )
in >4 , for the variables in X  #Then by (5) and (7) it follows
r a r i t y  = j t .
Consequently A 4 L>jrzti, /  .A contradiction.So X'-A .The 
proof of the theorem is complete.
PROPOSITION A. A. Let A  ^  , 6 = / , 2 , .. . , f> anu
A  ft  A  ~ 0 >  C Í J for =/, 2
A  ^  ^  fain j f  ^°‘r  ^ = / » 2
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and I
If for every £ , Í -  1 t. 2 p  the sets -At
mutually dominant variables for <f then the set 
of mutually dominant variables for £  .
PROOF. By Tneorem k . 2  it follows
consist of 
P
U  J ' i consists 
i=i
IS :  I = Í for L - 4 , 2  , . . . , p .
isnpiay that tiie set 




consists of mutually dominant varia- 
.The proposition is proved.
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5. MUTUALLY DOMINANT AND SEPARABLE 
SETS OF VARIABLES FOR THE FUNCTIONS
In this section will describe some connections of the mutua­
lly dominant sets with the separable and ^-separable sets of va­
riables for the functions»
THEOREM 5.1. If x i and are mutually dominant varia­
bles for the function / f then for every essential variable 00k ,
K t  c> / lor f
\xif «  S, e  -5/.
PROOF.If ^  J the theorem is trivial.
Now, l et x ,c £ XS and -f***, -^ tc f  be a separable pair for
/  i.e. f a t ,  / £  Sf i .
^  DFirst, we observe the case when ^  .Then by
the corollary of theorem A.I x < ^  Q xsJ  f a  .By Theorem l [ ^ ]  it
follows
<? S f .
So, in this case the theorem is proved.
Let 3 ^ ^  ^ .lienee f a  .By Theorem 9
f a ]  it follows that for every Pt +1 - tuple ^ p ~
for the variables in




• < X } S ’X ;,XA .
where
6  6
Since > ^ 1  é~ S ß  there exists an z + S  + j -tuple
-  ( * C q p • • • p C- pi; p d  p * • • p  C  } &  ^
z + s + 4
‘Z.tS + 1 ?1 ’V  ’ ?, ” " F 7£ for
the variables in Rj> \  {  0CK X ^ j such





h  = <f ( )
be a constant such that 
3
wue re
(9) X K e  fy
Suppose 4  where /* = /  (c.C /  s+ i ) and
A M t iZ+S + 4 - * ^ 2  ***** *^ 5 *'"<**<?^***** <^ ^ ^ /1' * ^
( s) and (d) it fallows that for every constant o /j for the varia-
bl e nr • is hold true
oc ér
wli e re ~fs - j i  * Let *y be sucii constant for that
Pf­
und 2T-
■i *  %
D P ^wnere fc ~ T (^'SC') .Tni s constant exists, since *1 
are mutually dominant variables for 'p
Consequently, for every constant is true
X K ^  ^  'ff (*c ~ °^i) ■>
fl - ^Z+ s ) an3 Z * ^ 2* * * * * S-S ’ ^  * ’ * * * %  *
us
wii e re 
d v OC *J anu
=£ (*/?> ^  <s=e/> = ^  < W )
!*c-,xj i  n  R f 3 =
it follows
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This equation contradicts with ^  .ii enc«, {'Xj,'** / = **e,>
By symmetry we obtain ttiat if ^  *  tuen Í *;,■**! £  ^  .
The theorem is proved.
COBOLLAitY. I Í *^c, and XJ are mutually dominant variab- 
les lor £  anu X k ^  ^  or x i ^ ^ x  j £  then
Tue proof follows by Theorem 5.1 anu Theorem 7 [Jt] .
If we replace in the condition of Theorem 5.1 the variables
br­ and with tiie sets and jlZ then the theoremj — ~ -- — -”2
isn’t true.Tnis may be observeu by the following example 
EXAMPLE 5.2. Let
/= oc6 (x, + a 2 ){xi x t + ) ( m o d i ) .
Now, let * { s c s , x s l , =  { x , , x j  and
Obviously and are mutually uomiuant sets for ^
2^ U  ^  *--5^  , but C/ t'X’tl
= -23
aim
The theorem isn’t true anu if we replace in its conuition 
tiie variable with tiie set J T  .This fact may be ooserveu
by following example
EXAMPLE 5.3. Let
jU X3(OC, 4 ^  xl ) ( m o  d3 ) ,
wh e re j f i if JCV =J
1 0 if x* * J , J -  0 , 4 , 2
0 bviously x 3 and 3Ci( ci re mutually dominant variabl es
a n d  l x <<} U  { X iyOC^ €  * öut I * 3i (J Í x4, X z\ 4= S ß  .
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THEOREM 5.^. If and are mutually dominant
variables for the function ^  then for every subfunction ^  
of ^  , for which X -  ^  ^  or ccy é? R ^  the variables X -
and OCj are mutually dominant for ^  .
PROOF. Let
—  Á S
C s = ( Ci1 , , •.. f Q  ) €  n  be an S -tuple fo
waich = £  ( Cs ) .
If X; 4  R f then for every constant is hold true
/ - / < * * • ’ * >
/
Let C ’ be a constant for & £ such that
xj 4  R f
where ß  -<ß( 3Ci = C- ) .lienee XJ  .tly analogy it follows
that if hy* *j: R then 30 ■
Now, let f x i t X j l ü  R ß  and C- 
for X - and X j  such that
•sf £/(*<•==c/*
% .We forui the following functi
and Cj be two constants
and
X; aons
/ . - / o í - í ').
6=Hxj‘ef>
and
then f  = ^  ^ or■ ~ Cj ) ami for every cons tant for IS
hold true
^  = 4  ( ) = ^ K ’=<4) = <$
But X j ^  Rfia and X j  (fr R ^  i.e. í x i l ^
- 69 -
By analogy it follows / e  .The proof of the theorem
is co-mplete.
COROLLARY. If ami 3T/ are mutually dominant varia­
bles for the function sf then for every subfunction ^  of
x- e L  ^  oCj e R
THEOREM 5.5. If the variables in the set ^  »...
(j> 4  M  Q  Rß are mutually dominant for ^  then |'/| is a separa­
ble set for .





rueK ß  \  M  is hold t
_ M  *  R f ,
wuere ^  ^  ( ^ . ^ ).Suppose without lost of generality taut
X, &  f\P .By Theorem 5.h for every I (t = 2 » 3 » . • • »77L )




ßy x t £  it follows
)(t>
Consequently
/< ~ A , ( i = 2 , 3 , ..., TH ) .
M 0
By arbitrarily of tne choice of £ n - m  it follows that
M n Re = 0 .
This is a contradiction.The theorem is proved.
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A set M  of essential variables for £  is called 
minimal C  -separable for f  i t  M  is a C  -separable set for 
£  and for every m 4 , m , $ m  which is ^-separable for 
£  it follows Wj - 0
TH10REM 5.6. If M  = [ x f , X ^  ,..., “2C m  I is a C -separab­
le set for /  and tne variables oi are mutually dominant
M  is a m]for ^  then inimal C -separable f o r  ^
PROOF. Suppose that the theorem isn't true.
No-w, assume without lost of generality tiiat J f  ....  *«/,
K  m  is a ^ -separable lor ^
For every i; t í z TH the variables ana •**4 are
mutually dominant for £  and Theorem h.I implies that there is 
/
a constant for such that
- T n  =  0
wae re ft - f  (x k „ - cÍ J  • Heuce
j r é S f
This contradicts with our supposition.The theorem is proveu.
COROLLARY I. If M is a C -separable set for ß wu i ch
consists of mutually dominant variables then for every subfun-
COROLLAKY
for which M = 3^. , the set A
for Q, .
if C. Q p (t =4,2 »•••»/Let ßi =  I'f
(C =1 ,2 ..tp -1 ) and Jfp
( L —4 t 2 *•••»/? ) the setP
variables for £■ and U
Pr£ tuen (j Jfi ' t=f is minimal C  -
is a anni-
consists oi 
i s a C -
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REMARK. There exists a function and a set M
which is a minimal C  -separable for f  t but the variables 
in M  aren* t mutually dominant for £  . This may be observe
by foil lowing example.
EXAMPLE 5.7. Let
/ = *1 x z x 3 h +rr3 ) { m o d  2. ).
0 bviously M  = Í ^ * X 3 ^ is a minimal C -separable for £  ,
but the variables ^  and aren't mutually uominant for ^
THEOREM 5.8. If M ,  fy i s a  C -separabl e set for ^
and the variables in Af are mutually dominant for ^ then 









P \ M * 0
then by Proposition it follows taat for every J£J'; x-ePfIM i;
true /. , |
f €  ‘- ’j K/
l.e. P<£ L ^ /  .Consequently
P\ M = 0
i.e. P|= M  .The proof of the theorem is complete.
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TíIEOKCM 5.9c If 
j r $  is hol a true
J]f g  Dnf\jir,f
then for every J V  ,
PROOF. If
JT\ ( D  Rf\jr,j)
then
X K e  fy \ (  D g p j r J  ).
Now, Theorem 9 (VJ implies
D ^ \ a /  6
and this contradicts with ~ \ ' rfI .Consequently
Tue theorem is proved.
T'iCORtí-i 5.IO. If then every two essential
variables of ^  are mutually dominant for ^  .
PROOF. Introuuce on R é  the following relation
< U f
i ~  J < ^  and are mutually dominant for
Theorem h.j implies that = is an equivalance on f
h / ~ . -{jr, • • •» j £
be tae factor se t which is generated by r= on




Theorem 5.8 and Theo>rem 4.1 imply that lor every L { i ú  ) 
there is a set JTt such that
(Zl +  S / Z S i
and
^  x tc-1, £
where x i<rt- is an essential variable of ^ for wnich ■3C^ . 4 S
and ér + 4 when i ^ and €  jf* when Í - t
Since tne variables in are mutually dominant for ^  and
by Theorem 4.1
S ' &  ^ yrit< , ?■
try 1 ( i ^ *- ) tiiere are andTherefore^ for eve sucn
inat
X K: & , s / é S and
So, we obtain
0  Í  j K  e  } £  ( and
0 * S ' é  L j r / . f .  t ,
By Theorem 4.1 the set U  -^L consists of mutually dominant
/ *s<variables for <r .
* /
Consequently U S  is a subset of only one set
1-1
among Jf, J S  , ... f JT , but
. u s '  n s  t < t >i = 4
for every j  ( j  = 1 , 2  , ...» t ) .This contradiction snows that
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jr, = = H -
Tile tneorern is proved.
THEOttUM 5 A t .  If 
^  Í X J, > 3^ ’ ‘ " ' XJS i  =  are two mutually dominant sets
lor the function ^  tuen
and
C m ,/ " Q r , /
P rtOO F . ßy Th eo rem 3 . T
=  M  and < 2 ^  = / "
Let be an arbitiary variable which belongs to Q  ^
Tiie set I  is a dominant set over M  Tor ^  and tnere is
an 5 -tuple C s = { C j  r . Cy ) ^  A s7 *^2 J lor tne
variables in I  such that
3 %, f y
wn e re
again, oy Tneorern 3.T it follows
]x if i e  s }
Consequently ocip < = jT and again by Theorem p.T
\  «  <?/,/•
■/. ^  Q /Kow, by analogy it follows tnat if -*■j^ ( ^  'M S  ) tuen














If OCj and are two mutually uominant
tuen
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B3aHMHO flOMHHaHTHtje MHOaeCTBa nepeMeHHHX AJIH QyHKHHft
C.B. LŰTpaKOB
P e 3 k> m  e
B CTaxbe CHCTeMaTHnecKH H3ynaioTCH b 3auMHo-noMHHaHTHbie MHorecTBa, 
npejKhe Bcero h x  CBH3b c cenapaöenbHHMH h c-cenapa6ejibHHMH m h o - 
xcecTBaMH nepeMeHHHX. 3t h noHHTHH h h x H3yneHHe HrpawT BaxcHyio 
pojib b HCcjieflOBaHHH CHHTe3Hca cxeM b TeopeTHnecKOß KHöepHeTHKe.
MTA SZTAKI Tanulmányok 182/1986 pp 77-88
STRUCTURAL PROPERTIES OF THE GRAPHS 
OF SOME TYPES OF FUNCTIONS
M. ASLANSKI
Pedagogical Institute - Blagoevgrad 
Bulgaria
Tine paper considers the structural properties of the graphs 
of the functions , X Z , . . . J of order n r possessing 77?
variables 3  =  m  ^  n - J  , such that the subgraph of , 
having these variables as vertices,, has the form of an elemen­
tary closed chain»
Tha terminology found — 30j is employed hare.




without repeating this in every particular case. By 7L
*
n m  / ,
3  =  n n =  77-// denote the set of functions of order n  f for 
which. rr> variables exist, such that the subgraph of ß  with 
these variables as vertices, has the form of an elementary clo­
sed chain*
It can be shown that for every 7? g. if and for every
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777 777 =  t?- ■/ J ,, the set ^ n  ^ 4  is not empty*
EXAMPLE I* Consider the function from the four—valued 
logic,, as follows:
[ x , x °  <■ x ' X j )  x "  + ( X j X ^ *  o c [ x i ) x ^ x , x s x ^  i-
- X ,  X s X s X „  x /  ( m o < J  4 )
It has a graph of the type shown on Fig.I. Its subgraph with 
vertices , oc^ , -Xj . has the form of an elementary
closed chain. Besides,//^// = / 0 . Therefore^ ^  £■
For the functions from T n  ni 4 , in case m  = 5  ,
the following theorem holds:
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THEOREM I. If far the function f  (oot ) .A , X n  ) of or- 
tier r) =  b , its subgraph with vertices ocf>...y ( t o  ~ 5  )
has the farm of an ilementary closed chain* then each of the 
variables X- , m  farms a separable pair for /  with
at least ana of tna variables. OC^ t J, £  ^  m ^   ^r > J
Proof* Under the given conditions for the fuhction 
assume that.
I X , , [Xt , Xjj, .. . , £ x m _, , Sf
Without lass af generality,, it will be proved that ,, forms 
a separable pair for j  with at least one of the variables ,
J  6  l m ' 4 > ■ ■ ■ > ”] ■
Assume the contrary. Then CC1 should be of second order 
far -f r and
[ X ,. X i■ ] > [ * ) •  , but , x m j
UNder the given conditions, separable pairs for j* will not be 
formed between the elements af ^  & ZJ  and £ as well as bet­
ween the elements af  ^3~f j and  ^^  j 4 / ^  ^ +4 / - • y ^  ^J
Theorem 3 from ifcplies that which contradicts the condition
imposed beforehand. [  > X 4, J £  S J
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COROLLARY I. A function* j  ( X ,  f ... / ÜC„ J  of order n  =  &  
belongs to T7^  777  ^ if and only if there is a graph of the 
typesbown on Fig.2 (Theorem I from [jSüJ ).
Is it possible to strengthen Theorem I, meaning,, whether 
for every function ( X f X »  J ó  T*n  ^  /J f *5 ^  m  Ó. r>- 2  , 
provided its subgraph with vertices OC1 t ... X m  has the
form of an elementary closed chain,, each one of the variables 
X t , n o  forms separable pairs for -f with at least
p
two of the variables * / , ■ ■ ■ , ^ n  *
The answer is negative. For the function I  &  7* 
from Example I„ the subgraph with* vertices 004 > • / iT'S has
the form of an elementary closed chain,. Besides* none of tne
' A c  Pvariables X ±  f C-v,..., 3  forms separable pairs for f  with*
more than one of the variables ... , °°<o-
Fig. 2
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The requirement XK) — 3  in the condition of Theorem I is 
quite essential. For 0 7 7 = ^  the statement of Theorem I is false, 
EXAMPLE 2. Consider the function from the algebra of the 
logic,, as follows:
f  '* fa 0CZ + ÖC, Xj Xj, + OCz CC f *- Xj OC+ CCj (moo/ 2J 
For this function the unique separable tuo— element sets are
Í X 1> X \]  *1°°* > X jJ  Xj] ' £ ^ '  X,J >I
it has a graph of tha type shown on Fig. 3.
The subgraph of ^  with vertices 0Ct t OC^  } OCs  , OCj has the 
form of an elementary closed chain. Moreover OCÄ , does not
<c5
For m ~  4 the following theorem holds.
THEOREM 2. If -j fai > • ■ •, J is a function of order 77 ~S
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and its subgraph! with vertices ; 0CZ , % j ( X ^ has the form
of an elemen,tary closed chain,; then at least three of these va­
riables, form separable pairs for J  with variables from the 
aet ^  _/
Proof. Under the given conditions ue will shou that if so­
meone of the variables , 0CZ , X 3 , X ^  does not form sepa­
rable pairs for J  uith variables from the set
Jjy z ^ Xij > • ■ ■ / &  n J
then each of the remaining three variables forms separable 
pairs for j! uith at least o U e  variable from M .
Assume that OC^ does not form separable pairs for uith 
variables from M  . Then between the elements of  ^ and
as uell as between the elements of CCj r and 
separable pairs for -j will not be formed.
In vieu of Theorem 3 from [_7] > the variables CC^ and OC^ 
will form separable pairs for ^  uith. each of the variables
Theorem 5 from M im-belonging to the set M  v  I  Z j }  .
plies that CCj forms a separable pair for j uith. at least 
one of the variables from the slat Á l  .
Thearem 2 cannot be strengthened in the sense of each one
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af the variables C O ’ , t - I W  forming a separable pair
for
/  u
ith at least one of the variables ) • • , W  n  •
This is sei|n form the examples supplied in £26^.
will denote the corresponding class of function, 
defined in j~2áJ .
The following theorem holds.
3. Every function 00 n J of order fl =  5 1
G , ■> - belonas to the set T *  ^
THEOREM 
belonging to the set r g
It can be shown that
X
T *  t G „  +
/ EXAMPLE 3. The function from the algebra of the. logic-- X ,  { X ,  X j  X ,  ( X t X s < - X , X i ) (  m o d 2  )
has. a graph of the type shown on Fig. 4. Its subgraph with ver­
tices 00^ f X }  ; , X $  has the form of an elementary closed




The assumption of Theorem I does not bold for T D  = 3  
either.
EXAMPLE 4. Consider the function from the algebra of tbe
logic ^  ^  ^  ^  + X, <XtX,- ( )
uitb graph of the type shown an Fig. 5.
The subgraph of J  with, vertices 0Ci f 00^ f OCj has tbe^ 
form of an elementary closed chain. Moreover,
[ X Z , X *j / S f and / Xi t X sj  ^  $ >
For 777 = 3  r the assumption analogous to tbe one in Theo­
rem 2 does not hold either. Indeed* pose the question uhetber 
for every function /  (x t > x z )■ > 00* ) of order 77 .= 4 ,
whose subgraph with vertices OC^ y 00^ t 3-j has the form of 
an elementary closed chain, at least two of these variables 
form separable pairs for ^  • with variables from the set 
£  &ii , * j  '
The above example shausx- that the answer of the question
posed is negative
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СТРУКТУРНЫЕ СВОЙСТВА ГРАФОВ НЕКОТОРЫХ 
ВИДОВ ФУНКЦИЙ
М. Аслански
Висший педагогический институт -  Б лагоевград  
РЕЗЮМЕ
В работе рассматриваю тся структурные свойства графов 
функций f (яj, - - ■, &п) порядка V , имеющих такие т  п е -  
ременных J % т ~  п-4 ч то  подграф /  с вершинами 
X,, Ос^ % т  имеет вид элементарной замкнутой цепи.
В работе используется терминология jj - 30].
Рассматривая функции к-значной логики далее под ос 
подразумеваем функцию
А ( 4 для ос, -* ос 
ОС- -
* 1 t o  д а
Обозначим через T *  m ? 3 =  т  ^  л-4 множест­
во функций порядка п , д л я  которого существуют такие т  
переменных, что  подграф функции f  с вершинами этими перемен­
ными имеет вид элементарной замкнутой цепи.
Можно п о казать , что д л я  любого ri ~ 4 и для любого
ТТЛ ^3 =  т  =  п -f ] множество 7 П , ГГ) ' 4 не пустое.
MTA SZTAKI Tanulmányok 182/1986 pp 89-96
ПСЕВДОКОМЕИЫ AT ОРНЫ E ПРОСТРАНСТВА 
И РЕКУРСИВНОСТЬ В  Н Ж  
Р . Луканова
Институт математики с В Ц  , ВАН
В  с т а т ь е  р а с с м а т р и в а е т с я  п о н я т и е  п с е в д о к о м б и н а т о р -  
н о г о  п р о с т р а н с т в а ,  я в л я ю щ е е с я  о б о б щ е н и е м  п о н я т и я  к о м б и н а ­
т о р н о г о  п р о с т р а н с т в а .  В  к н и г е  Д . С к о р д е в а  [2] и з л а г а е т с я  
о д н о  а л г е б р а и ч е с к о е  о б о б щ е н и е  т е о р и и  р е к у р с и в н ы х  ф у н к ц и й ,  
п р и  к о т о р о м  р о л ь  ф у н к ц и й  и г р а ю т  э л е м е н т ы  н е к о т о р ы х  к в а з и -  
у п о р я д о ч е н н ы х  п о л у г р у п п .  А л г е б р а и ч е с к и е  с и с т е м ы ,  у д о в л е т ­
в о р я ю щ и е  с ф о р м у л и р о в а н н ы м  у с л о в и я м ,  н а з в а н ы  к о м б и н а т о р н ы м и  
п р о с т р а н с т в а м и .  З д е с ь  з а м е н и м  о д н о  и з  у с л о в и й ,  в х о д я щ и х  в 
о п р е д е л е н и и  п о н я т и я  к о м б и н а т о р н о г о  п р о с т р а н с т в а ,  н а  д р у г о е  
и  п о л у ч и м  о п р е д е л е н и е  т а к  н а з ы в а е м ы х  п с е в д о к о м б и н а т о р н ы х  
п р о с т р а н с т в .  Р я д  с в о й с т в  к о м б и н а т о р н ы х  п р о с т р а н с т в  о с т а ю т ­
с я  в е р н ы м и  и  д л я  п с е в д о к о м б и н а т о р н ы х ,  а  о с т а л ь н ы е  б у д у т  
в е р н ы м и  п р и  д о п о л н и т е л ь н ы х  у с л о в и я х .  О с о б е н н о  в а ж н о  т о ,  ч т о  
д л я  п с е в д о к о м б и н а т о р н ы х  п р о с т р а н с т в  о с т а ю т с я  в с и л е  т а к и е  
с у щ е с т в е н н ы е  р е з у л ь т а т ы  т е о р и и  р е к у р с и и ,  к а к  т е о р е м ы  о н о р ­
м а л ь н о й  ф о р м е ,  п е р в а я  и  в т о р а я  т е о р е м а  о р е к у р с и и  и  т е о р е ­
м а  о б  у н и в е р с а л ь н о й  ф у н к ц и и .  Д о к а з а т е л ь с т в а  э т и х  у т в е р ж д е ­
н и й  м о ж н о  н а й т и  в р а б о т е  [3]. Э т о  о б о б щ е н и е  п о з в о л я е т  п р и ­
л о ж е н и е  т е о р и и  к  и з у ч е н и ю  в ы ч и с л и т е л ь н ы х  п р о ц е с с о в ,  д л я  к о ­
т о р ы х  в о з м о ж н о  б е з р е з у л ь т а т н о е  з а к а ш и в а н и е  р а б о т ы  и л и  к  
и з у ч е н и ю  м е р  с л о ж н о с т и  в ы ч и с л е н и я ,  д л я  к о т о р ы х  о п е р а ц и я  
с л о ж е н и я  н е к о м м у т а т и в н а .
К в а з и у п о р я д о ч е н н о й  п о л у г р у п п о й  б у д е м  н а з ы в а т ь  л ю б о е  
м н о ж е с т в о  Г ,  р а с с м а т р и в а е м о е  в м е с т е  с н е к о т о р ы м  б и н а р н ы м  
о т н о ш е н и е м  ^  н а  $  и  н е к о т о р о й  б и н а р н о й  о п е р а ц и е й  в , 
з а п и с ы в а е м о й  к а к  у м н о ж е н и е , у д о в л е т в о р я ю щ и е  с л е д у ю щ и м  у с -
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л о в и я м ,  г д е  п е р е м е н н ы е ! / ,  Y* в и  ^ п р о б е г а ю т  7  : 
а /  Чу  ( у  fr у )  ■
б /  V W r V G  (YGYb Y ^ Ô У^9) ,
в /  4'£H-^><P4'é=9ÿ-j
г /  y y V r V Q d W Q é ' f f ' W j l  ^ ÍW) ^ (yr)O).
К в а з и у п о р я д о ч е н н у ю  п о л у г р у п п у  5^ б у д е м  н а з ы в а т ь  
ч а с т и ч н о  у п о р я д о ч е н н о й , е с л и  у с л о в и е  м о ж е т  и м е т ь
м е с т о  т о л ь к о  в с л у ч а е ,  к о г д а  э л е м е н т ы  У  и  У  т о ж д е с т в е н н ы  
м е ж д у  с о б о й .
П у с т ь  х£ - к в а з и у п о р я д о ч е н н а я  п о л у г р у п п а .  Е с л и  е е  
э л е м е н т ы  У и  Ÿ у д о в л е т в о р я ю т  у с л о в и ю  т о  м ы  б у д е м
г о в о р и т ь , ч т о  У р а в н о  У  и  б у д е м  п и с а т ь  Y-Y  . Т о г д а  у с л о в и е  
г /  м о ж е т  б ы т ь  з а п и с а н о  в BV[fixQ:VyV^\/9l[YY)9~'YÍY9)) . В в е д е н ­
н о е  в ы ш е  о т н о ш е н и е  р а в е н с т в а  м о ж е т  б ы т ь  с л а б е е  о т н о ш е н и я  
т о ж д е с т в е н н о с т и  / п о л н о г о  с о в п а д е н и я / .
П у с т ь  - п о д м н о ж е с т в о  к в а з и у п о р я д о ч е н н о й  п о л у ­
г р у п п ы  / н е  о б я з а т е л ь н о  н а с ы щ е н н о е  о т н о с и т е л ь н о  р а в е н с ­
т в а / .  Б у д е м  г о в о р и т ь ,  ч т о  £  я в л я е т с я  д о с т а т о ч н ы м  с п р а в а  
п о д м н о ж е с т в о м  п о л у г р у п п ы  94 т о г д а ,  к о г д а  в ы п о л н я е т с я  с л е ­
д у ю щ е е  у с л о в и е :  д л я  л ю б ы х  У  и  У  и з  У , е с л и  Yx 6=Yjc д л я  
л ю б о г о  X и з  , т о  Y .
И м е е т  м е с т о  с л е д у ю щ е е  с в о й с т в о :  п у с т ь  ^  - д о с т а ­
т о ч н о е  с п р а в а  п о д м н о ж е с т в о  к в а з и у п о р я д о ч е н н о й  п о л у г р у п п ы ! /  
и  п у с т ь  У  к Y - э л е м е н т ы  J T  . Е с л и  y x - Y - ' х д л я  л ю б о г о  х  и з  
т о  Y = Y .
П с е в д о к о м б и н а т о р н ы м  п р о с т р а н с т в о м  н а з ы в а е т с я  л ю б а я  
у п о р я д о ч е н н а я  9 - к а  Lj9-> Г, Я Д  ,7~,Г> , г д е  - к в а з и -
у п о р я д о ч е н н а я  п о л у г р у п п а  с е д и н и ц е й  J  , - д о с т а т о ч н о е
с п р а в а  п о д м н о ж е с т в о  э т о й  п о л у г р у п п ы ,  П - б и н а р н а я  о п е р а ц и я  
в  ■£ , L и  Æ  - э л е м е н т ы  п о л у г р у п п ы  , 5 L  - т е р н а р н а я  о п е ­
р а ц и я  в  ?" ,Т и  F - э л е м е н т ы  м н о ж е с т в а  и с л е д у ю щ и е  у с ­
л о в и я  в ы п о л н я ю т с я  д л я  в с е х  х  и  ^  из  £  и  в с е х  if, / ц  и Э ^  
и з  j T  :
/ 1/  nfatf s С  ;
/2//з/ К П ( х , у )  = у ,
9-1
/ 4 /  П (y,f)x - П(Ух,Ух)\
/5 /  n  (x,J) 9 - il (jù,0);/6/ n ( ï , № ) 9 -  n ( Q , r x ) .
m  Х(ТДГ) =/8/ Z 'AF Ü,f)- Vi
/ 9 /  0 Г В Д Р  -/ ю / 1 ( % , ч , 4 ' ) x - z . ( X x , 4 x № ) ;
/ и / 1  (1,у*'№)в:х(в,чл,п);/12/ y 4= 9 % t ^ X - ^ z ( l , 7 y )  é 2 j ' L , Q , ï ) ;
У с л о в и е  / 5 /  д л я  к о м б и н а т о р н ы х  п р о с т р а н с т в  и м е е т  в и д :
П(/х,1)9--П (Чх,9).
И н т у и т и в н о ,  э л е м е н т ы  м н о ж е с т в а  J T  , и х  у м н о ж е н и е  и 
о т н о ш е н и е  £  н а  J T  , с о о т в е т с т в е н н о ,  в ы п о л н я ю т  р о л ь  ф у н к ц и и ,  
к о м п о з и ц и и  и  о т н о ш е н и я  в к л ю ч е н и я . Э л е м е н т ы  м н о ж е с т в а  £. в ы ­
п о л н я ю т  р о л ь  п о с т о я н н ы х  в с ю д у  о п р е д е л е н н ы х  ф у н к ц и й . О п е р а ц и я  
|7 с в я з а н а  с о б р а з о в а н и е м  у п о р я д о ч е н н ы х  п а р  и з  ф у н к ц и о н а л ь ­
н ы х  з н а ч е н и й ,  aZ~ с о п р е д е л е н и е м  п у т е м  р а з б о р а  с л у ч а е в .  L 
и  R, в ы п о л н я ю т  р о л ь  ф у н к ц и й ,  п е р е р а б а т ы в а ю щ и х  у п о р я д о ч е н н ы е  
п а р ы  <5,7> с о о т в е т с т в е н н о  в S и  t, а  Т а F -  б у л е в ы е  к о н с т а н т ы  
" и с т и н а "  и  " л о ж ь " . К а ж д о е  к о м б и н а т о р н о е  п р о с т р а н с т в о  я в л я е т ­
с я  п с е в д о к о м б и н а т о р н ы м  п р о с т р а н с т в о м .  Р а с с м о т р и м  п р и м е р ы  
п с е в д о к о м б и н а т о р н ы х  п р о с т р а н с т в ,  н е  я в л я ю щ и е с я  к о м б и н а т о р ­
н ы м и .
П у с т ь  А/ - н е к о т о р о е  б е с к о н е ч н о е  м н о ж е с т в о , ^ / -  и н ъ е к ­
т и в н о е  о т о б р а ж е н и е  м н о ж е с т в а  АТ*в M, Cl и 'S- р а з л и ч н ы е  э л е ­
м е н т ы  м н о ж е с т в а  /7 .
П р и м е р  1. П р е д п о л о ж и м ,  ч т о  д а н а  п о л у г р у п п а  К . П у с т ь  
п о л у г р у п п о в а я  о п е р а ц и я  о б о з н а ч а е т с я  ч е р е з  ф  и  и м е е т с я  т а ­
к о й  э л е м е н т  &еК , ч т о  К и  &&К-К  д л я  в с е х  КеК. П у с т ь  
е щ е  с л о ж е н и е  в  К н е к о м м у т а т и в к о . О б о з н а ч и м  ч е р е з  м н о ­
ж е с т в о  в с е х  п о д м н о ж е с т в  д е к а р т о в о г о  п р о и з в е д е н и я  rixKxM, 
п р и ч е м  с о о т н о ш е н и е  и м е е т - м е с т о  т о г д а  и  т о л ь к о  т о г д а ,
к о г д а  ÿ с о д е р ж и т с я  в  У'. П у с т ь  для- л ю б ы х  , У и з  ^  :
П у с т ь  I -  ( ре Pl ),Ц  с : с е М } 9
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т * М , F= M x f û f x t f j .
Пусть для любых
í<p,K,s> : <pit,pé ?&<p,j)z>eíf'J-
з к)).
Пусть i , R к D -  такие элементы множества F  , что 
д л я  л ю б ы х  рф^ЬеМ  и любого цеК выполняются условия: 
<!%,*), X?S> е L С— -Т Гк- * Я
< Щ х ) ,x;s> ü R  s ~*t]
ip^optD^ q:(iv <i = 4\
{а>КЛ>еО*~>
< 4 , к , р е 0 « г - *  K z & i ' f y - S ' ,
П у с т ь  для любых
L ( x ^ ) - { < p ,k,î> ■ Ji.3f [((<p,ip> 6OXz-<p$ÿt<dV 
(< p,i,4> í D X  2- tpjtfC-Vjjl iSj-Kj] .
П р и  э т и х  предположениях 9 - к а Z,T,F> 
я в л я е т с я  псевдокомбинаторным пространством и н е  я в л я е т с я  
ко м  б и н а т  орным прос транс тв ом•
П р и м е р  2. Пусть дан некоторый алгоритм, перерабаты­
в а ю щ и й  э л е м е н т ы  множества М в элементы множества Х\ , к о ­
т о р ы й  н е  о б я з а т е л ь н о  в с е г д а  заканчивает р а б о т у  и  н е  о б я з а ­
т е л ь н о  в с е г д а  в ы д а е т  результат  при окончании р а б о т ы .  Д л я  
о п и с а н и я  э т о г о  алгоритма возьмем некоторый э л е м е н т  и^М и  
р а с с м о т р и м  ч а с т и ч н о е  отображение ^ множества М Ufuj в  с е б я ,  
о п р е д е л е н н о е  с л е д у ю щ и м  образом: пусть реAÍ, т о г д а  4(p)-fy , 
е с л и  а л г о р и т м  п р и  п р и м е н е н и и  е г о  к э л е м е н т у  р д а е т  р е з у л ь ­
т а т  к  У(р)-/и у е с л и  р а б о т а  з а к а н ч и в а е т с я  н е р е з у л ь т а т и в н о ,  
к р о м е  т о г о  у с л а в л и в а е м с я ,  что ЧСири.» Пусть Ф  - м н о ж е с т в о  
в с е х  ч а с т и ч н ы х  о т о б р а ж е н и й  Ч множества XjU{u] в  с е б я ,  д л я  
к о т о р ы х  с п р а в е д л и в о  равенство и, п р и ч е м  э т о  м н о ж е с т в о  
р а с с м а т р и в а е т с я  в м е с т е  с обычной операцией к о м п о з и ц и и  ч а с ­
т и ч н ы х  о т о б р а ж е н и й  и обычным упорядочением п р и  п о м о щ и  о т ­
н о ш е н и я  в к л ю ч е н и я .  Пусть J -  тождественное о т о б р а ж е н и е  м н о ­
ж е с т в а  MUfaj в с е б я .  Пусть £  состоит и з  т е х  э л е м е н т о в  
м н о ж е с т в а  %  , к о т о р ы е  во всех точках множества А/ п р и н и ­
м а ю т  о д н о  и  т о  ж е  значение, принадлежащее м н о ж е с т в у  А/. Ес­
л и  , т о  через Pfaÿ) обозначим элемент сг множества %  ,
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о п р е д е л я е м ы й  у с л о в и е м ,  ч т о  д л я  л ю б ы х  p,5éMUMв е р н а  э к в и в а ­
л е н т н о с т ь :  аТр)-з (У*(pb9 % У(р)-Х Я- Ьfat)~ S) V
ун1 ъеМ
faCp)zü% S,u)  V Зг(ЬСр)-<1 к  YCpj-^'tc % S - k )  .
<рм
П у с т ь  L и  R - т а к и е  э л е м е н т ы  м н о ж е с т в а  %  t ч т о  
R&(ÿt)k X, д л я  л ю б ы х  У/СёМ. П у с т ь  D - т а к о й  э л е м е н т  м н о ж е с ­
т в а  ÍX с о б л а с т ь ю  з н а ч е н и й  {&$ри.) , ч т о  D&)~&, DtâPf? . 
Е с л и  % % % е ? , т о  ч е р е з  о б о з н а ч и м  э л е м е н т  сг м н о ж е с ­
т в а  $  , о п р е д е л я е м ы й  у с л о в и е м ,  ч т о  д л я  л ю б ы х  рс^МЩи} в е р н а  
э к в и в а л е н т н о с т ь  :
(Г(Р)-с^^ (DX(p)-q) I Ч(р)~%) Z(DX(p)~4  Z Р(Р)=ф V 
(DX(p) £с q, = t t ) .
П у с т ь  Г  и  Г  - т а к и е  э л е м е н т ы  м н о ж е с т в а  {Г, ч т о .  Т(р)=& и  
p(pj ... ^  д л я  л  ю б  о г о рб М .
П р и  э т и х  п р е д п о л о ж е н и я х  S - к а  Р>
я в л я е т с я  п с е в д о к о м б и н а т о р н ы м  п р о с т р а н с т в о м  и  н е  я в л я е т с я  
к о м б и н а т о р н ы м  п р о с т р а н с т в о м .
Т а к ж е  к а к  в  к н и г е  [2] п о н я т и я  и т е р а ц и и  и  к в а з и и т е р а ­
ц и и  в в о д я т с я  к а к  н а и м е н ь ш и е  н е п о д в и ж н ы е  т о ч к и  п о д х о д я щ и х  
м о н о т о н н о  в о з р а с т а ю щ и х  о т о б р а ж е н и й  м н о ж е с т в а  F  в  с е б я .  
Э л е м е н т  я в л я ю щ и й с я  и т е р а ц и е й  э л е м е н т а  сг, у п р а в л я е м о й  э л е ­
м е н т о м  X ,  б у д е т  т а к ж е  и  к в а з и и т е р а ц и е й  э л е м е н т а  сг, у п р а в ­
л я е м о й  э л е м е н т о м  X.
Е с л и  д а н н ы й  э л е м е н т  я в л я е т с я  - к в а з и и т е р а ц и е й  э л е м е н ­
т а  <Г, у п р а в л я е м о й  э л е м е н т о м  X ,  т о  о н  я в л я е т с я  н а и м е н ь ш и м  
р е ш е н и е м  н е р а в е н с т в а  (<9)Р9 и  н а и м е н ь ш е й  н е п о д в и ж н о й  
т о ч к о й  о т о б р а ж е н и я  м н о ж е с т в а  %  в  с е б я ,  о п р е д е л е н н о г о  
п р и  п о м о щ и  р а в е н с т в а  2 fife-?fßü') • Э т о т  э л е м е н т  о б о з н а ­
ч а е т с я  ч е р е з  П с е в д о к о м б и н а т о р н о е  п р о с т р а н с т в о  5
н а з ы в а е т с я  и т е р а т и в н ы м  / к в а з и и т е р а т и з н ы м / , е с л и  и т е р а ц и я  
/ к в а з и и т е р а ц и я /  э л е м е н т а  сг, у п р а в л я е м а я  э л е м е н т о м  X  , с у ­
щ е с т в у е т  д л я  л ю б ы х  X  и  X  из -f .
П у с т ь  д а н о  к в а з и и т е р а т и в н о е  п с е в д о к о м б и н а т о р н о е  
п р о с т р а н с т в о  (cf)l1<C,P~L,R,'Z?T?F> П у с т ь  föGcT.
Е с л и  ЧбУ, т о  э л е м е н т  <ÿ н а з ы в а е т с я  о е к у р с и в н ы м  о т н о - 
с и т е л ь н о  %  т о г д а  и  т о л ь к о  т о г д а ,  к о г д а  с у щ е с т в у е т  т а к а я
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конечная последовательность - JW из элеглентов множес- 
тва  J , что Д п -9  и для любого натурального числа д  не пре­
восходящего т  , выполняется условие:
(fjé{L Я,T,Fj Ujb)V3K-Je (fj Vfr-nífrje) Vff[fK,&).
Отображение Г множества Jf в себя назы вается ре­
курсивным относительно Jb если для каждого О  из f  эле­
мент т  -  рекурсивен относительно JJUÍ6] .
Элемент Щ множества f  назы вается квазиполино- 
миальным относительно $  то гд а  и только то гд а , когда сущес­
твует такая конечная последовательность у д  из 
элементов множества f  , что  и для любого натураль­
ного числа J  , не превосходящего ш  , выполняется условие:
Совершенным элементом назы вается любой элемент ?
множества f  , удовлетворяющий условию, что для любого ос 
из t ,  произведение равно некоторому элементу множества 
. Счевидно, что элемент J является  совершенным. Все 
элементы множества 'С -  совершенные.
Сильная теорема о нормальной форме. Пусть ^ , Д ,Ъ , , 
dt и Д -элем ен ты  множества , удовлетворяющие сле­
дующим условиям:
а /  элементы д  и -  квазиполиномиальные отно­
сительно ,
б / элементы и д  -  совершенные, а  э л е м е н т у  удов­
летворяет равенству П ( П ^ П ^ )  .
в / /" T, Jket " h J Ту
= 7,
При этих предположениях, для любого элемента мно­
жества JT , которые! рекурсивен относительно ^  , можно най­
ти такой элемент Д> , квазиполиномиальный относительно Jb , 
что 9 -  Д  [fti'XJoí.
Сильная теорема о нормальной форме для отображений. 
Пусть ^  ^ , jC , / с , ^ и  Д  -  элементы множества сГ, удовлет­
воряющие следующим условиям:
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а /  элементы d, -  квазиполиномиальные
относительно 0 ,
б / элементы и -  совершенные, а элемент ^  удов­
летворяет равенству П(.Т71У^ х - HÍJ* ,
в /  Cdd -  Х^4~ F ? 7";
f<cL - F; 7;
r dtj^I , fl уд-/.
При этих предположениях для любого рекурсивного отно­
сительно 3  отображения Г множества в себя можно най­
ти элемент jg> , квазиполиномиальный относительно йЗ,и такие 
элементы 7  , о и й -  квазиполиномиальные относительно 0  , 
что для всех 0  из У справедливо равенство:
ÍY0) =/L № ( % р > 5 П ( 1 > Щ 7Х и .
Первая теорема о рекурсии. Пусть 3  -  невырожденное
итеративное псевдокомбинаторное пространство. Пусть 
а Г  -  отображение множества в себя , рекурсивное относи­
тельно Л) . Тогда существует такой элемент 7  множества 
рекурсивный относительно - 8 ,  ч т оГ$Р)-Ъ и <3é.f для любого 7  
из jT , удовлетворяющего неравенству /Ту-ф4 7  .
Наконец отметим, что для псевдокомбинаторных прост­
ранств остаются в силе и аналоги теоремы об универсальной 
функции и второй теоремы о рекурсии.
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In the article the pneudocorabinatory space notion is exa­
mined, which represents a generalization of the combina­
tory space notion. Some very important results of the re­
cursion theory as the normal form theorems and the first 
and second recursion theorems still apply in the pseudo- 
combinatory spaces.
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ZERO DIVISORS IN QUATERNION ALGEBRAS
L. RÓNYAI
Comp, and Autóm. Inst. Hung. Acad. Sei. 
Hungary
1. Introduction
In this paper we continue our work [7 ] on
algorithmic problems related to finite dimensional 
associative algebras. Our aim here is to contribute 
to the solution of the following problem.
Problem 1 . Given is an associative algebra A over 
the rationals. Decide if A contains zero divisors, 
i.e. elements x^CA^x^O, y^O such that xy=0.
A related stronger question is the following one.
Problem 2. Given is an associative algebra A over 
the rationals. Find a pair of zero divisors in A if 
A contains zero divisors.
Remark. An algebra can be given by a collection of 
structure constants. If A is an algebra and a^,...,an 
is a linear basis of A then the multiplication can 
be specified by giving the elements a^a^• These 
elements can be represented as
■k , yijkfcöa
The coefficients K i k  are called structure
constants. Our input to the above problems is a 
collection of structure constants. For more details
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see Rónyai VI-
Apart from its importance from an algebraic point of 
view, problem 2. is closely related, in fact, in a sense 
equivalent, to a linear algebraic problem to be explained 
next.
Let Q denote the field of rational numbers and let 
M (Q) denote the algebra of n by n matrices over Q.
If X € M^IQ) , then X acts as a linear transformation 
on V , the space of n by 1 column vectors, in the 
wellknown way. A subspace u ^ vn is an invariant sub­
space of X if Xu € U for every u£ U. Every X € Mn (Q) 
has at least two invariant subspaces, namely (0) and
V . These are called trivial subspaces of V . n c n
Problem 3 . Let X, , . . . ,X, 6 M (Q) . Find a nontrivial ---------  1 k n
subspace U of V , such that U is an invariant subspace 
of X . for \ < ii k.
Problems 2 and 3 are equivalent in the sense that a 
polynomial time algorithm for one of them would 
imply a polynomial time algorithm for the other /see
given to find zero divisors in an algebra which is 
not simple. In the light of this result j problem 2 
is reduced to the following problem.
l
Rónyai [7 ], sec 5.2./.
polynomial time algorithm is
Problem 2*. Given a simple associative algebra A over
the rationals, find a pair of zero divisors in A if
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A contains zero divisors.
The structure of simple associative algebras over Q 
is well understood. They are of form M (F) where F 
is a (not necessarily commutative) field containing 
Q in its centre (see for example Herstein L>] ) • It 
is immediate, that Mn (F) has zero divisors iff n>l.
We remark that the corresponding problem for finite 
fields is studied in Rónyai J^7^| and a polynomial time 
Las Vegas algorithm is presented for that case. The 
rational case, i.e. problem 2*. seems to be much more 
difficult. The aim of this paper to discuss the first 
nontrivial case of the problem, when A is a simple 
non commutative algebra and dim A=4. This condition 
implies that either A is a (not necessarily commutative) 
field or Ar-N^iQ).
We can easily recognize if A is commutative, and in the 
remaining cases the center of A, the algebra of elements 
from A commuting with every element of A, is isomorphic 
to Q. In this case A is called a central simple algebra 
over Q. What we have left is the following.
Problem 4. Given is a central simple algebra A over 
Q and dim ^A=4 . Decide if A is a skew field or ASlY^iQ) 
In the latter case find a pair of zero divisors in A.
We will show that this question is equivalent to the fol 
lowing number theoretic qestion.
Problem 5. Let a,b,c be nonzero integers. Decide if
2 2 2the equation ax^ + bx2 + cx^ = 0 has a nontrivial
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integer solution. In the latter case find a solution.
From this equivalence it will follow that the first part 
of problem 4 is in NPrvcoNP.
2. Quaternion algebras
In this section we introduce the notion of quaternion 
algebras and apply some basic properties of them to the 
problem of zero divisors.
Let «< (ß> be nonzero rational numbers. We define an 
associative Q algebra <•<,&) by "generators and relations
quaternions .
Next we summarize the properties of quaternion algebras
h y  , z I ' ' ' ■p y ' I ' i  i 4 z * z l  =
The relations imply that 1 is the identity element of 
The algebra (o( ^ is called a quaternion algebra. It 
is immediate that (-1 ,-l) is the wellknown algebra of
(o<




a ) (<Xj$) is generated as a Q vectorspace by the elements 
l/y,z,yz and therefore dim (ct|^)=4.
bi (*,&) is a central simple algebra over Q (i.e. it is 
a simple algebra and its center is Q).
c)
in
S'»’4 + + + $ * 3 * , l í o £ ö )  i s  a zero divisor
d)
Q
If (o( , fi>) contains 
subspace spanned by 1
zero divisors then so does the
'Y, z . f~]
Example It is easy to see that M2(Q) =t(l,-l). Indeed, 
if -C-yj denotes the 2x2 matrix which has 1 at the 
crossing of the i-th row and j-th column and zeros else­
where, then one can put
j ^ ^  1-2. J ^ ^  ~ •
Now the relations are easily verified.
Next we prove an algorithmic converse of the statements 
of proposition 2 .1 . a) and b).
Theorem 2.2. If A is a four dimensional central simple 
algebra over Q then A is isomorphic to a quaternion 
algebra. Moreover, if A is given by structure constants, then 
we can effectively find such a representation in time 
polynomial in the input size.
1 0 2
Remark The first statement is wellknown. Our aim is 
to give an algorithm to find a quaternion algebra 
representation for A.
Proof. First we notice that from the Wedderburn-Artin
structure theorem it follows that either A is a skew 
field or A S  (Q), therefore if we have a zero divisor 
in A, then A S M ^ Q )  . Moreover, we can easily find 
elements €.(,j such that
hold for Í 2 (see Rónyai [7], section 5.1.).
Using the elements £ 1,3 , we can go along the lines of 
the preceding example to find elements y,z 6 A such 
that , ,
, z - - 4  , M * 2 '' •
Now our algorithm works as follows. First we pick an
arbitrary non central element x£A. If x is a zero
divisor in A (it can be checked by solving a system
of linear equations) then A =  M2 (Q) and we can construct
y and z as above. Otherwise Q(x) is a field, more
precisely it is a quadratic extension of Q. This means
that OCx) s for an integer m and
2one can easily find a utQ(x) such that u =m. The
field Q(u) has an automorphism sending u to -u..By
a theorem of Noether and Skolem (c.f. Pierce b ]  , p .230)
this implies the existence of a v £ A  such that v is
invertible and V-,UV =-U .We can find such an
element v by solving the system of linear equations
vu=-uv, where v is an unknown element of A. (As it was
before, we can again assume, that v is not a zero
2 2divisor.) Now observing that v u=-vuv=uv , we obtain 
2that v =o( é Q. If we put y=u and z=v, then we have
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2 2y =m, z =<t, yz=-zy, that is we constructed the iso­
morphism A=(m,oO. □
The process described here involves only a constant number 
of arithmetical operations. If the structure constants 
of A are at most n bits long then the method requires 
cn log(n) log log(n) bit operations.
Remark. By multiplying z with an appropriate integer 
we can achieve that o( €. Z  too.
Now we are able to prove our main result.
Theorem 2.3. Problems 4. and 5. are equivalent in the 
sense that if there exists a polynomial time algorithm 
for one of them then there exists a polynomial time 
algorithm for the other as well.
Proof .
Suppose first, that we have a polynomial time algorithm 
for problem 4, and let b X* + C Xg be a
ternary quadratic form with a,b,c € Z  and abc^O. The 
equation f(x)=0 has a nontrivial integral solution 
iff X* + i  » o  does. Now
consider the quaternion algebra A  a \ ~ )
Proposition 2.1 c) and d) imply that A = M2 (Q) if and 
only if f^(x) =0 has a nontrivial integral solution. 
The algorithm for problem 4. concludes that either 
A is a skew field thus f(x)=0 has no nontrivial 
solutions or it gives y1 ,y2 ,y3 ,y4 4 Q such that
l L. 1 C *■ + be 
^ + a*
if Y3=y4=0 , then we have a solution of f(x)=0 .
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We can suppose here that one of the numbers -k or - ~A. Ol.
is not a square of a rational number. By symmetry we may 
assume that L* - --2 is not a square. Then if N ( ) denotes
the norm of Q C ÍI) then we have
w ( y , +  f r y * ) 3 - i  ^ ( y s + f r y . , ) .
The rational numbers Y.y y X z are defined by the following
*,+ fi >q =
j
y, +  fry*
)
and put x^=l. Using the multipleiativity of N ( ) we
obtain that X J" 4- — X?- +• —  = 0  • This work1 A. *■ A, a
can obviously be done in polynomial time of the input 
size.
Now suppose that we have a polynomial time procedure 
to solve problem 5, and let A be a central simple 
algebra with dimQAi = l* given by structure constants.
Using the algorithm of theorem 2.2. we can effectively 
find ,^7. 6 A j * , ft e Z such that (^i^) ,'j\o< ( (?>, = .
We ask our oracle about the quadratic form 4 s ft*
If it has no nontrivial solutions, then proposition 2.1. 
implies that A is a skew field. Otherwise from a solution 
of f (x) =0 we can immediately obtain a zero divisor.
□
3. Ternary quadratic forms over the rationals
In this section we look at ternary quadratic forms with 
integer coefficients from an algorithmic point of view.
of tO
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Proposition 3.1. Problem 5. is in NP.
Proof. It is enough to show that if
(x) axl+ cz^O j a ^ c e Z  , oJoc + O.
has a nontrivial solution then it has a polynomial 
size solution (in terms of the sizes of 
a,b,c) This is wellknown (see Cassels M  lemma4.8.1.) . 
If (x) is solvable, then it has a nontrivial solution
xo'yo'zo e Z  such that
max^|X0| ( l^ J0 | f lZ0lJ $ 3( i^l +llo( + lcl)
To show that Problem 5. is in co-NP, we will use a 
beautiful theorem of Legendre on the solvability of 
(x): Suppose that abc is squarefree. Then (x) is 
solvable iff o,y +by +CZ is indefinite (i.e., the 
numbers a,b,c are not all of the same sign) and there 
exist integers -tx ( t  ^ such that
O- , + b - 0 (irWjOcL c ) 
lo + Cs o( c~ )
C 4- CLS 0 W)
Proofs can be found in most introductory textbooks on 
number theory.
The general case can easily and effectively be reduced 
to the case when abc is squarefree if we can factor 
integers. If in (x) say d^jo. then introducing X (= A/ X 
we get
+ iojj\czl* o  .
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This equation has a nontrivial integral solution iff (x) 
does. If an integer e divides a and b in (x) then 
introducing z ~  and dividing by e we obtain the 
equivalent equation
-  y t +' 7  .-e, ■£•'«* 1
After these reduction steps abc is replaced by a 
proper divisor of it.
If (x) has no solution then it can be certified as 
follows:
2 2 2a) If a x+by +cz is definite then we are done.
b) Otherwise quess and verify the prime factorization 
of abc. The squarefree reduction can be done in 
polynomial time, so we may assume that abc is squarefree.
If (x) is not solvable, then by Legendre's theorem at
2least one of the congruences, say (ae^ + bso (mod c)) has
no solution. This amounts to the fact that for some
prime p, pic the congruence 6,2 - — mod(p) has no
solutions. This can be verified by proving that (" a.) N - l  C ^ p ) .
We obtained the following.
Proposition 3.2. Problem 
Combining theorem 2.3 and 
we have the following.
5. is in co-NP 
propositions
■ □
3 .1 and 3 .2
Corollary 3.3. Problem 4. is in NP n  co-NP.
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Finally we remark, that if factoring integers and 
solving quadratic equations modulo a prime can both 
be done in polynomial time then problem 5, and there­
fore problem 4, can also be solved in polynomial time.
One can find a solution using for example the constructive 
proof of Legendre's theorem presented in Ireland-Rosen l4] 
pp. 272-274.
4. Problems and comments
1. We discussed the problem of finding zero divisors 
in algebras A over the rationals such that dim qA=4 . 
Using the theory of quaternion algebras, we reduced 
this problem to a number theoretic question^to the 
solvability of ternary quadratic equations. However, 
the complexity of the problem remains open.
2. We have pointed out, that problem 5 €P provided that 
factoring integers and solving quadratic equations mod p 
are also in P. Is it true that problem 5. is at least
as difficult as factoring integers?
3. Concerning the problem of finding zero divisors,
the main open question is of course the status of 
1problem 2. Is it true that problem 2'£NP? More speci­
fically, is it true that a simple associative algebra 
has "small" zero divisors if it contains any?
4. In the proof of theorem 2.2. we constructed a
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maximal subfield F of A that turned out to be a 
cyclic extension of Q and a ufc A such that the inner 
automorphism defined by ti acted as the generating 
element of the Galois group of F over Q. A very deep 
theorem of Albert-Hasse-Brauer-Noether (c.f. Pierce [ö] 
chapter 18) states that such decomposition exists for any 
central simple algebra A over an algebraic number field L. 
More precisely there exists a maximal subfield K£A, 
such that K/L is Galois, Gal (K/L) is a cyclic group.
Can one effectively find K if A and L are given?
- 109
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HyjiB-flejiHTejiH b aJireSpax KBaTepHHOHOB
Л. Роняй 
Р е з ю м е
Статья является продолжением работы об алгоритмических пробле­
мах в ассоциативных алгебрах конечных размерностей. Мы занимаем 
ся следующей проблемой:
П р о б л е м а :  Пусть дана ассоциативная алгебра А над рацио­
нальными числами. Содержит ли А нуль-делители?
В статье показано, что эта проблема сводится к проблеме об раз 
решимости тернари-квадратических уровнений.
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SOME COMBINATORIAL RESULTS FOR FINITE 
SEQUENCES OF SIGNS
B. UHRIN
Comp, and Autóm. Inst. Hung. Acad. Sei. 
Hungary
In the paper we present some combinatorial identities concerning 
finite sequences of signs, i.e. numbers -1,0,+1 . Proofs can be 
find in the references cited or will be published elsewhere.
The motivation of these combinatorial investigations is as follows. 
Let v = fv^,v2 ,...,vm ) be a sequence of signs / we shall always as­
sume that at least two v ^ s  are not zero /. We shall denote by 
S+(V; the maximal number of sign changes in the sequence achiev­
able by appropriate assignment of numbers +1 or -1 to zero entries 
of the sequence. Similarly, S**(v) will denote the minimal number 
of sign shanges, i.e. the number of sign changes in the sequence 
when zeros are discharged. For example S+ (+1,-l,0,0,+1,0,-1) = 5 
and S" of the same sequence is equal to 3 .
Denote I = (l,2,...,m) . Let <p(l):= linear h u l l w h e r e  
J>.: I —>■ are linearly independent on I and tyii, is
a Chebyshev system of order n -é m . The elements of cpTi) are call­
ed generalized polynomials. The classical example for such a set 
is the set of all algebraic polynomials of the degree at most 
n-1. Given a function f : I which is not in we say
that y e  ^>(l) is nearer to f than if
c = 0 if f (i) = J)(l)
|f(i)-yfi)|j T
1 < I f (Í)-^(Í)| if f(i) +Lf>(±)
for all i e I
The function y?* is nearest to f if there is no y  that 
would be nearer to f than .
Now, we have proved in [1] that is nearest to f if and
only if S+(v)^n , where vi = sgn ( fii) - i))^ i e l
So the maximal number of sign changes in a sequence characteri­
zes "nearest" generalized polynomials. Any best approximating 
element / in lp or max norm / is clearly a nearest element, 
hence the result covers all interesting cases of best discrete 
approximations / [ ll /.
112
An other classical example of approximating functions is the class 
of splines. It is well known that splines does not constitute a 
Chebyshev system but a so called weak Chebyshev system. In [11 we 
showed some similar but weaker characterization theorems as that 
above for a member of a weak Ch-subspace to be nearest to a giv­
en function. In these results not only S+ but also S” proved 
to be important.
In the cores of all approximation results there were purely line­
ar algebraic statements about the solvability of . systems of 
linear inequalities. The algebraic results are interesting also 
in themselves / see [2j,[3]/.
and after that
A practical determination of S+ would be the repetition of the 
following two steps:
Take min{i: v^ 0 } , c:=j-l , a:=v^  *
Step l.JIf a.Vj + -^ é 0 then c:=c+l and a:=-v^
'If a.Vj+  ^7 0 then a:=v^+^
Step 2. Let j:=j+l and repeat steps 1,2.
After the (m-1- min [i: v^Ojj-t imes repetition of the above 
steps we shall have S+(v) = c .
In this procedure many steps are a-priori superfluous in the sen­
se that they surely do not increase the value of c. Say,we have 
the following block ..+ ,0,0,0,0, + ,.. . It is clear that the last
zero in the block does not contribute to S+(v) , i.e. in the 
step from this zero to + the c is not increased . The last zero 
in the block ... , + ,0,0 ,0,0,0 . behaves similarly . In gene­
ral, if between two plusses there are even number of zeros or 
between a plus and a minus there are odd number of zeros, then 
we have the same situation as described above. We see that the 
knowledge of such blocks would hopefully increase the speed of 
computation of S+fv) . For the description of the above effects 
we introduced a classification of blocks of zeros as follows.
For k=0 Z?~ (v) : = $ i : l é i é  m-1 o L
Z2 (v) : i : l é i é  m-1
v ..v . ,= -1 } l l + l
V vi*i= +1 >
For k 2 1
ZjJ<v) :-{i+k-l : 2iiS>-k, v1=v1.l--- vl+k-l“° 'vi-l-vi*k“ _1 > ■
=vi*k-l=0,vi-l’vi+k= +1íZ . (V)=={i+k-1 2 { ii m-k, V . =V . , :Í 1 + 1
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S+(v) + (iZ2k(v)/^ ‘2k + l(v)l) = m - 1
k?0
izj(v)|
The numbers S , S can be determined using a somewhat "dual"
approach. We say that v is weakly alternating [alternatingjon
k v .
’k
il<: i2 < ... <r ipC I , if £(-lJk ± * 0 [ > 0 ]  for all k=l ,2 ,...,p, 
where £ is either +1 or -1 .
Now define
S(v)[S(v)l := max { p : there is i^ + ^ c I such that




(3) S (v) = S (v) S (v) S(v)
and using these identities, we can prove
(A) |{v : S+(v) = = 2fk1l}(2k+1- 1) . !{' S (v) 
,m
k}|= zf' “ \ k + 1) *
The total number of different sign vectors is 3 , hence assu­
ming that (when choosen randomly)each vectorcan be choosen with 
the same probability, one can determine using (4) the probabili­
ties P ( S+(v) = k) , P( S~(v)= k)
in some investigations we needed formulas for the number of 
different vectors u such that u.^   ^ 0 for all i and S+(u) =
= S+( v ) , [s- (u ) = S*"(v)J . Denoting these nubers by M(v) and
m (v) , respectively, we can write
J Z2k(v)l(2k+l) K( 5) M(v)= 11
k ^  1
- . |z£(v)l
(6) m (v) = 11 (k + 1) kk ^  1
In the references below we list only own
(2k) Z2 k - 1 ^
references to other authors , but we have to note that the com­
binatorial investigations of finite sequences of signs of the 
type presented here were not paid any attention. This is not true 
for the motivation of these investigations: the study of "nearest"
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algebraic polynomials goes back to L.Fejér, M.Fekete, 3.v.Neumann
/early twenties/ and had been continued among others by T.Motzkin,
3.L.Walsh, CD.Rice and O.Shisha .
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H eC K O J Ib K O  K O M Ő H H a T O p H q e C K H X  p e 3 y J I B T a T O B  flJIH KO HenH EJX  
n o c j i e f l O B a T e j i b H o c T e f i  3 h s k o b
Б . Ухрин 
Р е з ю м е
В статье показано несколько комбинаторических тождеств для ко­
нечных последовательностей знаков /чисел 0, +1, -1/. Несколько 
слов о мотивации этих исследований тоже дано в статье. Именно, 
показалось, что обобщенный многочлен, который является "самым 
близким" к данной функции может быть характеризован с помощью 
максимального числа перемен знака в одной последовательности. 
Используя тождества в статье можно - между прочим - дать 
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СШЩЛИЗИРОВАННыЕ СЛОВАРИ И АВТОМАТИЧЕСКАЯ 
ОБРАБОТКА БОЛГАРСКОГО ТЕКСТА
Л. П. ДИМИТРОВА
Институт математики с Щ, ЕАН, София
Задача построения системы, способной перерабатывать неформа­
лизованную информацию на естественном языке, предполагает наличие 
специального математического и информационно-лингвистического 
обеспечения.
Компонент этого  обеспечения -  словари и система обслужива­
ния словарей.
Организация словарной базы, анализ методов создания слова­
рей , алгоритмы автоматического построения, редактирования и эк­
сплуатации словарей -  это вопросы, стоящие внимания разработчи­
ков информационно-лингвистического обеспечения.
Словарь -  это любой упорядоченный, относительно конечный 
массив лингвистической информации, представленный в виде списка, 
таблицы или перечня, удобного для размещения в памяти компьютера 
и снабженного программами автоматической обработки и пополнения.,
Словари можно классифицировать либо по характеру лексичес­
ких единиц, включенных в словарь либо по способу организации 
словника.
По характеру лексичиских единиц словари подразделяются на 
словари основ, словари исходных форм слов, словари словоформ и 
комбинированные словари.
Наиболыиой интерес представляют словари основ и словари
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словоформ.
Словарь основ состоит из списка основ и списка окончаний.
Этот словарь очень удобным для автоматической обработки языков 
флективного типа.
Словарь словоформ состоит из списка всех  словоформ опреде­
ленного подязыка. Для языков аналитического типа выгоднее строит 
словари словоформ.
По способу организации словников словари подразделяются на 
частотные (единицы ранжированы в порядке убывания или во зр аста­
ния их ч а с т о т ) , алфавитные (единицы ранжированы по алф авиту), 
тезаурусы (словарные единицы сгруппированы по семантическим по­
лям, понятийным группам и т . д . ) ,  конкордансы (словарные единицы 
сгруппированы по ключевым словам , взятым в контекстном окружении) 
и др .
В последнее время очень широкое распространение получили си­
стемы автоматического индексирования. Важным этапом ввода и пред­
варительной обработки информации для них служит первоначальный 
словарный анализ.
Выделение этого  анализа в самостоятельную процедуру объясня­
ется  наличием в индексируемых текстах  лексических единиц, отожде­
ствление которых по словарю основ, используемых в системах авто­
матического индексирования, явл яется  невозможным или нежелатель­
ным. К таким лексическим единицам относятся неинформативные слова 
вводных выражений, обозначения единиц измерения, некоторые сокра­
щения, служебные слова и выражения (предлоги, союзы, частицы, ме­
стоимения). В этом случае специально выделяют т . н .  словарь пред­
варительного ан ал и за , который обычно содержит около 1000 лексичес­
ких единиц. По данным статистических исследованйй на этапе предва­
рительного словарного анализа отождествляются 25$ словоформ тек ста ,
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что подчеркивает важность данного ан ализа в общем процессе инде­
ксирования. Единицы этого словаря представлены в полной форме. 
Словарь разбит на блоки в соответствии с классами лексических 
единиц. В процессе автоматического индексирования широко исполь­
зуется  система словарей, имеющая важное значение при решении ос­
новной задачи индексирования -  переводе сообщении с естественно­
го языка на искусственный язык.
Организованные на ЗШ  словари представляют собой массивы 
кодов слов, где каждому элементу соответствует  определенная ин­
формация, которая может быть как чисто грамматической, так и 
включат в себя семантические компоненты. Основой словарной базы 
при автоматическом индексировании служат словари основ или слово­
форм, выбираемые в зависимости от конкретных условий. Предпосыл­
ками для. выбора того или иного словаря является  его  объем и вр е­
мя работы алгоритма отождествления. По данным объем русского сло­
варя основ в 20-30 раз меньше объема словаря словоформ. Время р а­
боты алгоритма отождествления по словарю словоформ значительно 
меньше, чем по словарю основ. Таким образом, при построений сло­
варей следует руководствоваться минимальным временем поиска и 
рациональным использованием машинной памяти.
Составление словарей (как словоформ, так и основ слов) я в ­
ляется  трудоемким процессом, поэтому возникает зад ача автомати­
зации этого процесса. Наиболее сложным вопросам, стоящим на пути 
решения этой задачи , является  автоматическое построение словаря 
основ -  создание алгоритмов для выделения основ слов.
В качестве опорной базы для построения такого алгоритма мо­
жно использовать конечные буквосочетания словоформ -  суффиксы, 
окончания и их различные комбинации, на основании которых можно 
осуществлять алгоритмизацию процесса разделения словоформы на
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основу и окончание путем сравнения конечных символов словоформы с 
элементами списков (групп) окончаний.
Для автоматического составления словаря болгарских основ ис­
пользуется словарь болгарских окончаний, содержащий 109 элементов. 
Для правильного сегментирования болгарских словоформ на основу и 
окончание составлен словарь исключений, содержащий около 7UU0 ед­
иниц. I 1 ]
В последнее время появились немало р аб о т , пока только экспе­
риментальных, по лексической статистике -  частотные словари, ко­
нкордансы и т . д . , ориентированные на изучение и обобщение наблю­
даемых эмпирических закономерностей. Эти работы находят приложе­
ние в области создания словарей-минимумов, в области машинного 
перевода, в области моделирования некоторых лингвистических явле­
ний. Частотные словари находят приложение при определение коэффи­
циентов употребительности типа "ч асто та” , "распространенность". 
Кроме этих типов, понятие употребительности обладает еще одно ли­
нгвистическое свойство: высказывания об употребительности того 
или иного явления имеют смысл относительно определенной совокуп­
ности текстов или определенной сферы общения, а  совокупность та­
ких высказываний е с ть  одновременно высказывание о лингвистических 
свойствах (характерных черт, признаков) данных текстов  или данной 
сферы общения.
Характерные лингвистические признаки, свойственные ряду т е к -  
ствв или ряду речевых произведений определенной сферы общения -  
это такие черты, которые выделяют тексты как однородные из полн­
ой совокупности тек сто в , причем однородность, естествен н о , опре­
деляется  с точностью до употребительности определенных явлений.
Поэтому понятие употребительности того или иного явления, 
той или иной группы явлений может использоваться и используется
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peajEbHo B KaqecTBe KpzTepzH jmKrBZCTirqecKoS oähopo;hhoctz peneBHX 
npoH3BefleHHií (.npzHajyiexHo ctz k oähoh Teiue, ojiHOMy aBTopy, o,miOMy 
y^HKiíHOHajiLHOMy cthjdq, oiuioMy jiZTepaTypnoMy saHpy z t, ä . )•
B HaöopaTopzz MaTewaTZzecKOZ JizHrBZctzkz IfecTZTyTa MaTewaTH- 
kz c BU., EAH pa3paö0TaH naneT npzKzanHnx nporpaMM jym aBTOMaTine— 
cKoro cocTaBJieHHH cjioBapez TeKCTOB Ha öojirapcKOM H3HKe. üaneT pa- 
3paő0Tan Ha H3HEce P I/I z paöoTaeT b onepanzomioZ czcTeMe JJ.0C jy m  
3BM EC1040. üaiteT eojjep&ZT nporpam jum cocTaBJieHZH h oőcjiymBa- 
HZH CJIOBapeä, ZTO H03B0JIHeT ÄOnOJIHHTL HX Z IiezaTaTL B yflOŐHOM 
MR nojE&30BaTejia BHjje. iiaKeTOM bo3mos ho nojiyzzTi) 12 pa3Hnx bzícob 
cjroBapea -  c jiobhzkz , KOHKop^ aHcn, nacTOTHHe cjroBapz z jjp.
O T E P A T y P A
1 . JI.JtHMZTpoBa, E . IlacKajreBa, M.HeHOBa. IlaneT nporpaMZ 3a  
aBTOMaTZZHO cerMeHTzpaHe Ha őtjrrapcKZ TeKCT, Cn. UzcTeMZ 
z  ynpaBJieHze, őpoz 3 ,  1 981 ,  Co$ hh.
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SPECIALIZED LEXICONS AND AUTOMATIC PROCESSING 
OP BULGARIAN TEXT 
L.P.DIMITROVA
Institute of Mathematics with Computer Centre 
of Bulgarian Academy of Sciences
ABSTRACT
The modem computers offer the linguists possibilities of 
performance of a number of labour-consuming operations supplemen­
ting the linguistic and literary research* To help the linguists 
in these studies, at the Laboratery of Mathematical Linguistics 
of the Institute of Mathematics with Computer Centre to the Bulga­
rian Academy of Sciences are implemented research for automatic 
processing of texts in Bulgarian language, one aspect of which is 
automatical formation of the different kinds of dictionaries and 
dietionaries-wordbooks•
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A SYSTEM FOR AUTOMATIC RETRIEVAL OF LINGUISTIC
INFORMATION
L. DIMITROVAt N. I SU SO VA
Institute of Mathematics of Bulgarian Academy 
of Sciences
Over the last years the problem of the creation of tools for 
man-machine dialogue in natural language is of great importance. 
This problem posed before the linguists some very important ques­
tions of theoretical and applied aspects. In laboratory around 
the word, several computer system have been developed that supp­
ort at least elementary levels of natural-language interaction.
On the other hand, modern computers offer the linguists pos­
sibilities of performance of a number of labour-consuming opera­
tions supplementing the linguistic and literary research.
We will now describe In brief the result of our research for 
automatic processing of texts in Bulgarian Language.
This is a dialogue system, written in PASCAL in operation 
system APPLE-PASCAL for the personal computer APPLE II. The sys­
tem is intended for users-linguists.
The dialogue system is system for automatical retrieval of 
the linear context of the given wordforms and word-combinations 
within the framework of definite boundary criteria.
Since the linear context of the given wordform contains defi­
nite linguistic information, its automatical retrieval ensures 
possibilities for the automatical examination of the use of a gi­
ven element in speech.
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The main functions of the system are:
1. Realization of an algorithm for automatical retrieval
of the contextual environment of a given wordform (word- 
combination) and given boundary criteria in natural lan­
guage text,
2. Allowing the ^ser-linguists to work with the system in a 
dialogue -'•^ gime in Bulgarian language,
3. Formation of the files with natural language texts, wich 
the system analysed, assuring of possibilities of its 
updating and modification,
4. Printing information for the content of these natural 
language-files.
All work files are written on diskettes. The functions of the 
system are realized by group of subroutines with a monitor. The 
monitor is written as a main procedure. It realizes the dialogue 
with the user in Bulgarian language.
The gialogue regime consist of a structures and linguistics 
tools for exchange of communications between the human and the 
computer. The main principle of the dialogue consists in the inde­
pendent choice of the input communication and the completely deter­
minative reaction of the system.
In this system two main kinds of dialogue take place, namely,
1. Menu,
2. The system poses questions, requiring the answer "YES" 
or "NO”.
The first offers the user to select from a limited number of 
choice and the second - to accept the unique offer or to turn it 
down. Besides, the system gives the user commands as:
"PLEASE, PRESS THE KEY RETURN."
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The user1a answers are introduced by the keyboard. The sym­
bolic strings which the system treats, contained the symbols of 
the Bulgarian and Latin alphabet, figures, space, punctuation 
marks and so on.
In the process of dialogue in Bulgarian language with the 
user his request for a service by the system is shaped. The word- 
form whose occurence in the analysed text and whose contextual 
environment will be determined automatically and will be printed, 
is defined by the user's request.
The system proposes the user to specify:





II. WHAT WILL CONTEXT'S BOUNDARY CRITERIA BE?
1. Space ( in this direction the context is not reques­
ted ) •
2. Definite wordform.
3. Punctuation mark / .  , ! ? :
4. Number of wordforms ( a figure, defining the number 
of words to the left and to the rigth of determined 
string-pattern in the frame of the context )•




3. On a diskette as a file.
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The main program prints the user's requests, analyses it 
for correctitude, loads the procedure, that performs the desired 
by the user treatement and activites it* When an uncorrect requ­
est appears, the main program prints the corresponding informa­
tion*
The service, defined by the user's request, is performed by 
subroutines and functions, distributed in two program's modules*
The first program's module contains the group of procedures 
and functions for searching of contextual environment in natural 
language's texts by given wordforms or word-combinations and gi­
ven boundary criteria of linear or other nature* The searching 
is realized by posing the given string-pattern on the main natu­
ral language's string* The automatic determination of contextual 
environment of the found in the main string patterns is executed 
by consecutive retrieval of the elements of the text in the two 
directions ( left and rigth ).
The other module contains the program editor* This program 
requires connection of the editor of the system APPLE-PASCAL. The 
user has the possibilities to modify his files with the natural 
language's texts, namely: to delete the text's file (or a part of 
it), to insert a text into the file, to copy the text's file (or 
a part of it). The system offers the user some possibilities of 
the system editor of APPLE-PASCAL.
These patterns and their contextual selection should enable 
the user to specify as precisely as possible these subset of word 
forms and word-combinations that interest him and to retrieve au­
tomatically linguistics information about the combinability or 
uncombinability of the word in a sentence or of the component ste 
ms which are ii various position within the wordform.
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СИСТЕМА ДМ АВТОМАТИЧЕСКОГО ПОЛУЧЕНИЯ ЛИНГВИСТИЧЕСКОЙ
ИНФОРМАЦИИ
Л.П#ДИМИТРОВА, Н,И,ИСУСОВА 
Институт математики с ВЦ, БАН
РЕсЮМЕ
В работе коротко описаны результаты  исследований, проводив­
шиеся в Лаборатории математической лингвистики Института матема­
тики с ВЦ, БАН, по автоматической обработке текстов  на болгарском 
язы ке. Рассматривается диалоговая система, предназначена пользо- 
вателям-лингвистам. Система позволяет автоматически получать ли­
нейный контекст заданных словоформ и словосочетаний по заданным 
граничным критериям. Система дает возможности для автоматического 
исследования использования данного элемента речи.
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A PROGRAMMING ENVIRONMENT FOR DEVELOPING 
NATURAL LANGUAGE PROCESSING PROGRAMS
I. NEOVA
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The paper describes a design and an experimental 
implementation of a programming environment for 
developing natural language processing programs.
The environment supports the creation, modifica­
tion, execution and debugging of programs written 
in MicroATHL and can be used as a research tool 
in the area of language and as an instrument for 
realization of applied dialogue systems.
INTRODUCTION
The mass distribution of personal computers in the last years 
presupposes an increase of variety of potential users. Quite often, 
the users are specialists in different fields and have no profe­
ssional training in programming. For such a category of users to 
be able to fruitfully use computers it is of crucial importance 
that convenient interfaces to computers be available, as well as 
the possibility that a given problem be set and solved in the 
terms of the corresponding domain. The development of linguistic 
processors to applied systems with different applications is one 
of the possible approaches to the problem of non-professional 
users and computer interaction. The programming environment for
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developing natural language processing programs discussed here 
proposes means for the automation of linguistic processors prog- 
ramming and can be used in the building of natural language inter­
face to applied dialogue systems, as well as an experimental tool 
in language investigations.
THE I.IICROATNL LANGUAGE
In the last 10 years, in the development of linguistic processors 
the formalism of the Augmented Transition Networks (the so-called 
ATN-grammars) is widely used 1 . This formalism can be looked upon 
as a meta-level with respect to the description of natural langu­
age which is the reason why within the A TIT approach different mo­
dels of language and language communication can be successfully 
realized. The use of the ATN"formalism is in a sense a classical 
approach to the representation of linguistic knowledge for the 
purposes of natural language communication with computers, which 
has led to the development, on the basis of the basic formalism, 
of a great number of different versions, or ATN-dialects. The exi­
sting realizations of such languages are usually superstructures 
of given LISP systems and can be used on big computers in an in­
teractive mode.
The luicroATNL is a version for microcomputers of the linguistic 
knowledge representation language ATNL 2 . It includes an approp­
riate set of means, necessary for the development of linguistic 
processors and for whose realization the widely spread personal 
computers have sufficient resources.
As a language for a description of algorithms, developed on the 
basis of the ATN-formal ism, the MicroATNL includes two basic
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groups of means:
a) means for description of vocabulary of the natural language
phrases being processed
b) means for description of the algorithms for analysis of input
and synthesis of output phrases.
Correspondingly, each MicroATNL-program includes two basic sec­
tions - a vocabulary description division and a network descrip­
tion division.
GENERAL CHARACTERISTICS OP THE MICROATNL PROGRAMMING ENVIRONMENT
The programming environment for developing natural language pro­
cessing programs supports the creation, modification, execution 
and debugging of programs written in MicroATNL, the whole process­
ing being made on a personal computer. The ready programs may be
executed on the computer they are developed by, as well as on 
other types of computers. Two basic aims are pursued by the imp­
lementation:
a) portability of the programming environment and the translation
results
b) use of reasonable amount of computational resources in the 
operation mode.
Following the above stated aim3, an implementation scheme is cho­
sen based on translation of the program into an intermediate re­
presentation with a following interpretation of this representa­
tion. If a suitable intermediate representation and tools for the 
implementation are chosen, this approach ensures portability of 
the implementation and use of reasonable amount of computational 
resources for making it operational.
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The MicroATNL-programs are represented in the environment in two 
basic forms - textual and intermediate. In current version of the 
programming environment the textual form is an input to the trans­
lator and is used for program printing or visualization on the 
screen as well as for transference of programs to other computers 
and carriers. The intermediate form is a set of list and tree-like 
structures and is used in the interpretation and debugging of the 
programs. A version of this form is used also in program creation 
and modification. The intermediate form is independent of the ar­
chitecture of a particular computer system and of a particular 
data representation on external carriers. It allows an effective 
program interpretation, being at the same time close enough to the 
source program, which enables a relatively easy implementation of 
a system for a dynamic program debugging in terms of the source 
language.
The programming environment includes the following components:
a) a full-screen language-oriented editor
b) a translator/interpret er of MicroATNL -programs
c) a tool for interactive program debugging in terms of the source
language.
In the realization the standard means of the high level language 
Pascal are used, which ensures its utilization on a large class 
of personal computers.
TRANSLATOR, INTERPRETER AND DEBUGGER
The translator Is the main component of the programming environ­
ment. It ensures the transformation of RicroATNL-programs from 
textual to intermediate form. The process of translation includes 
building a table of symbols of the source program, encoding the
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identifiers in accordance with the functions they execute, and 
representation of the program in the form of the chosen data 
structures. The formation of the intermediate form is carried out 
simultaneously with the syntactic and semantic analysis of the 
program. It is a one-pass syntactic analysis that is carried out 
by the recursive descent method. The intermediate form obtained 
in this way could be directly interpreted or stored linearly on 
an external data carrier and used for subsequent interpretation.
The interpretation of the MicroATNL-program is carried out by a 
program interpreter and in the cases when it is not.immediately 
after the translation it begins with the input of the intermediate 
form into the main memory and its reverse transformation from li­
near into standard form. The separate language constructions are 
interpreted by corresponding procedures in correspondence with, 
their semantics. Special procedures ensure the execution of some 
basic actions connected with the mechanism of memory use in the 
A TIT-formal ism, with the initial processing of input phrase, etc.
The debugger operates on programs in an intermediate form, using 
additionally the table of symbols. It supplies the means for exe- 
cution and interactive program debugging in terms of the source 
language. It allows a step-by-step execution, monitoring of the 
values of sertain objects, interruption of execution under cer­
tain conditions, etc.
LA1IGUAGE-0RIEITTED EDITOR
The creation and modification of MicroATITL-programs is accompli­
shed by means of a full-screen language-oriented editor which can 
be used for language training means as well. The editor uses
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knowledge about the program structure in order to direct its cons 
truction and modification as well as to detect and signal for er­
rors as soon as possible after their altering. MicroATNL is a lan 
guage with a regular syntactic structure. The use of language-ori 
ented editing allows for concentration upon the language notions 
and frees the programmer from the obligation to be aware whether 
he follows syntactic details or not. The editor rules out the pos 
sibility to build a syntactically incorrect program. The basic 
possibilities ensured are:
a) movement in the program text
b) formation of the program text
c) correction of the program.
The movement in the program is accomplished along the elements of 
its structure. The text formation is made by means of templates, 
text editing being used for entering and modification of separate 
elements. The correction of the program is accompanied by modify­
ing the intermediate form as well as the text on the screen. At 
any time the edited program can be transformed into a formatted 
text file for a following translation and execution.
CONCLUSION
The programming environment for developing natural language pro­
cessing programs is in the phase of experimental realization. 
Developed are the translator and interpreter, the language-orien­
ted editor being in a process of realization at the moment. In 
its design and programming participate the graduate-student Elka 
Mavrodieva and the student Ivan Derjanski. After its completion, 
the development will be capable of being used as a practically 
helpful means in linguistic investigations and in creation of 
applied systems understanding restricted natural language.
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СРЕДА д м  п ро грам м ирования: л и н гв и с т и ч е с к и х  а л го ри тм о в
И р и н а  Н е н о в а
В  с т а т ь е  о п и с ы в а е т с я  п р о е к т  и  э к с п е р и м е н т а л ь н а я  р е а л и з а ц и я  с р е д ы  
п р о г р а м м и р о в а н и я ,  п р е д н а з н а ч е н н о й  д л я  р а з р а б о т к и  п р о г р а м м  о б р а б о т ­
к и  е с т е с т в е н н о - я з ы к о в ы х  ф р а з .  С р е д а  п р е д о с т а в л я е т  с р е д с т в а  д л я  
с о з д а н и я ,  м о д и ф и ц и р о в а н и я ,  о т л а д к и  и  в ы п о л н е н и я  п р о г р а м м ,  н а п и с а н ­
н ы х  н а  я з ы к е  М и к р о А Т Ш Г  и  м о ж е т  б ы т ь  и с п о л ь з о в а н а  к а к  с р е д с т в о  д л я  
э к с п е р и м е н т а л ь н ы х  и с с л е д о в а н и й  в  о б л а с т и  я з ы к а  и  в  к а ч е с т в е  и н с ­
т р у м е н т а  д л я  с о з д а н и я  п р и к л а д н ы х  с и с т е м ,  в о с п р и н и м а ю щ и х  о г р а н и ч е н ­
и й  е с т е с т в е н н ы й  я з ы к .
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