Abstract-an efficient multi-level feature fusion descriptor for human action recognition is introduced in the paper. The descriptor is built by the low-level features, which include three trajectory features, HOF and S IFT combination with the midlevel class correlation feature. Inspired by the recent popularity of dense trajectories in image recognition, they have been utilize d to represent actions. It is favorable to extract scene information for action recognition, since human actions have the tightly affinity on specific natural scenes. In addition, noting that different action classes may often share similar motion patterns, we introduce the mid-level class correlation feature to describe relationships among different video classes. Finally, to achieve the better recognition results, bag-of-word model is employed to describe the video by sets of visual words. The average accuracy of the proposed method for action recognition is up to 92.6% on UCF sports dataset.
I. INTRODUCTION
Human action recognition based on videos is a hot topic in the field of computer vis ion, and it has extensive applications and potential economic values in the area of hu man co mputer interaction and video indexing. The main task of action recognition is to process and analyze the original image sequences, to learn and understand human action or behavior. The crucial issues of action recognition are video feature extraction and description, which will affect the results of the action classification significantly. Many feature extraction methods have been proposed, in wh ich features can be summarized as global features and local features [4] . Local features are a more popular way for representing human actions, which achieve the advanced results for action recognition when combined with a bag-of-features description [1] . For examp le, Wang et al. [1] gained 88.2% accuracy in UCF sports dataset. However, they still have limitations on real-world video owing to complex backgrounds and high intra-class variances.
In this paper, an efficient mult i-level feature fusion method for action recognition is introduced and the flowchart is shown in Figure 1 . Firstly we extract low-level features such as trajectories and HOF (histograms of optical flow). The trajectories are gained by tracking densely sampled points using optical flow fields. Since HOG (histograms of oriented gradients) and MBH (motion boundary histograms) are the effective descriptors on a variety of datasets, they will be used to describe our dense trajectories.
In many cases, human actions can be recognized not only by the moving human, but also the properties of the specific natural scenes, which can give us associatively contextual information about the action scenes. In our work, the action scenes are employed and modeled using the SIFT feature from randomly selected frames in the videos.
Due to different action classes may often share similar motion patterns of a part of the body and such class correlations among different action classes can be used to distinguish different actions. Therefore, probabilities that the video belongs to each action class are directly applied to represent the mid-level class correlation feature.
A mult i-level feature fusion method is utilized to achieve higher recognition accuracies, and the fusion feature vector is formed by concatenating feature vectors of trajectories, SIFT, HOF and the mid-level class correlation.
This article is organized as follows. Section 2 reviews related works on human action recognition. In section 3 we introduce multilevel features for action description. Finally, experimental setups and results are presented in scetion4.
II. RELATED WORK
Human action recognition plays a key part in co mputer vision in recent years and how to extract identifiable and valid features have become a crucial problem. As mentioned previously, features could be mainly divided into two categories: global features and local features.
The global features such as silhouette-based tracking [2] or a motion shape template [6] cannot effectively describe actions which contain complex and vibrational backgrounds. To solve these problems, local features have been used to represent actions. Laptev and Lindeberg [3] proposed space-time interest points alike to the Harris detector. Ever since, other space-time interest points based methods [4] [5] have extensively used for action recognition. In addition, local features in combination with a bag-of-features representation achieve effective results for action recognition [7] [8] [9] . Wang et al. [1] proposed an efficient approach to extract dense trajectories, and then they utilized bag-of-features to describe trajectories. Kovashka and
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Grau man [8] exploited multip le bag-of-words models to represent the layers of space-time cubes at different scales.
Furthermore, the class correlation feature has attracted many researchers of computer vision. Xu and Chang [10] introduced concept score to represent mid-level semantic features. Liu et al. [11] utilized both data-driven and human specified attributes to characterize human actions via semantic concepts. Parikh and Grau man [12] exp lored relative attributes to obtain mult iple semantic relationships which have more abundant information for video recognition.
III. MULTILEVEL FEATURES FOR ACT ION DESCRIPTION
Motion information can't be described precisely by only using a kind of specific feature, thus multi-level feature fusion becomes popularly. In this paper, the mid-level class correlation feature and the low-level features which include three trajectory features, SIFT and HOF are ext racted.
A. Low-level Features
There are many methods to extract trajectories. For examp le, Messing et al. [7] described the information of trajectories by using Lucas-Kanade optical flow to track Harris 3D interest points. Wang et al. [1] firstly sampled feature points in dense grids, and then the trajectories were obtained by tracking them using densely optical flo w. In our paper, the method proposed by Wang et al. Except for trajectory features, HOF descriptor is also extracted. To construct HOF, The angles and magnitudes of optical flow are computed and then divided into 8 bins and 72 bins, respectively.
Furthermore, SIFT features are utilized to represent action scenes. To reduce the computational complexity, we extract SIFT fro m randomly selected 20% frames instead of all frames in the video.
B. Bag-of-features
The vector dimensions of some features are different for different video, which is disadvantageous for classification using SVM. To address this issue, bag-of-features is utilized to describe the actions by a set of visual words.
Firstly, to build a vocabulary for each descriptor (trajectories, HOG, MBH, SIFT), we cluster features using kmeans and regard each cluster as a visual word of th e vocabulary. Then the features are classified by selecting closest to the vocabulary word. Finally the video descriptors are represented by histograms of visual vocabulary word occurrences. 
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C. Mid-level Class Correlation Feature
The recognition capability of the low-level visual features is limited. Therefore, we introduce the mid-level class correlation feature which represented by relationships among different action classes. Since different action classes may often share similar motion patterns of the human body parts such as walking and running, and such class correlations among different classes can be used to distinguish different actions. The mid-level class correlation feature is described by a group of probabilities of the videos belonging to each action class which are determined by the pre-learned classifiers of the corresponding action classes.
To capture class correlation feature, an independent SVM, which is used for producing probability of the video belongs to each action class, is learned for each action class using the lowlevel features. The mid-level class correlation feature is then described by 12 , , , In order to achieve higher accuracies for action recognition, we employ multi-level feature fusion method. The fusion feature vector can be formed by concatenating all features, when all the low-level features and the mid-level class correlation feature are learned.
IV. EXPERIMENT
In this section, we will evaluate our method for human action recognition on the UCF sports dataset which contains 150 videos with 10 different types of sport actions.
When computing trajectory descriptions, we set 32 N  , Fro m Tab le 1, we get the observations as follows.
(2) Although a kind of feature alone is less effective performance, the association of five types of features can universally achieve imp roved results.
(3) The low-level v isual features, with co mb ination to the mid -level class correlation feature can enhance the discriminating accuracies in most cases, which proves the effectiveness to improve recognition accuracies when using relationships among action classes.
To further evaluate the performance of the proposed method, we co mpared the action recognition accuracy of the proposed method with those of existing methods and the results on UCF sports dataset are shown in Table 2 . [13] 85.6% Wu et al. [9] 92.48% Yu Kong et al . [14] 88.8% Kovashka and Grau man [15] 87.27% Le et al. [16] 86.5% The average accuracy of the proposed method is higher than that of the approach in [1] , which use the same dense trajectory features. Furthermore, the result proves that our method is comparable to the state-of-the-art methods.
V. CONCLUSION
This paper has proposed an efficient method for human action recognition involving feature extraction and description of the features before the classification. Five types of low-level visual features are extracted, and the bag-of-words model is used to describe features better. To employ the relat ionships among different classes for action recognition, we introduce the mid-level class correlation feature which is represented by using a group of probabilities of the videos belonging to each action class from the pre-learned classifiers of the corresponding action classes. In addition, mult i-level features which concatenate the low-level visual features and the midlevel class correlation feature are used to SVM mult iple classifier for human action recognition. The experimental results prove that the proposed approach in this paper is more excellent than other state-of-the-art methods.
