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Objective. We examined the implications of reliability adjustment on hospital mor-
tality with surgery.
Data Source. We used national Medicare data (2003–2006) for three surgical pro-
cedures: coronary artery bypass grafting (CABG), abdominal aortic aneurysm (AAA)
repair, and pancreatic resection.
Study Design. We conducted an observational study to evaluate the impact of re-
liability adjustment on hospital mortality rankings. Using hierarchical modeling, we
adjusted hospital mortality for reliability using empirical Bayes techniques. We assessed
the implication of this adjustment on the apparent variation across hospitals and the
ability of historical hospital mortality rates (2003–2004) to forecast future mortality
(2005–2006).
Principal Findings. The net effect of reliability adjustment was to greatly diminish
apparent variation for all three operations. Reliability adjustment was also particularly
important for identifying hospitals with the lowest future mortality. Without reliability
adjustment, hospitals in the ‘‘best’’ quintile (2003–2004) with pancreatic resection had a
mortality of 7.6 percent in 2005–2006; with reliability adjustment, the ‘‘best’’ hospital
quintile had a mortality of 2.7 percent in 2005–2006. For AAA repair, reliability ad-
justment also improved the ability to identify hospitals with lower future mortality. For
CABG, the benefits of reliability adjustment were limited to the lowest volume hospitals.
Conclusion. Reliability adjustment results in more stable estimates of mortality that
better forecast future performance. This statistical technique is crucial for helping pa-
tients select the best hospitals for specific procedures, particularly uncommon ones, and
should be used for public reporting of hospital mortality.
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Surgical mortality rates are used widely to measure quality with high-risk
surgery. New York, Pennsylvania, California, and a growing number of other
states publicly report hospital mortality rates for cardiac surgical procedures
(Steinbrook 2006). The Agency for Healthcare Research and Quality (AHRQ)




advocates the use of mortality rates as surgical quality indicators for a broad
range of noncardiac operations, including abdominal aortic aneurysm (AAA)
repair, pancreatectomy, and esophagectomy (Dimick, Welch, and Birkmeyer
2004). To date, much of the concern regarding the accuracy of these report
cards has focused on the data source (administrative versus clinical) and the
adequacy of risk adjustment (Parker et al. 2006).
However, the issue of reliability adjustment has received much less at-
tention. The need to adjust for statistical reliability is particularly important when
sample sizes are small. With small numbers of cases, it is hard to know whether
extremely high or low mortality rates are due to chance (i.e., bad or good luck) or
true differences in quality (Hofer et al. 1999; Dimick, Welch, and Birkmeyer
2004). Reliability adjustment, an application of hierarchical modeling, allows for
quantification and removal of this statistical noise using empirical Bayes tech-
niques (Morris 1983; Normand, Glickman, and Gatsonis 1997). This approach
has been increasingly applied to health care, including in the public reporting of
hospital outcomes for medical conditions on the Center for Medicare and
Medicaid Services (CMS) HospitalCompare website (CMS 2010).
We assessed whether reliability adjustment might be similarly important
in assessing surgical mortality. Using national Medicare data, we studied three
operations commonly targeted by public reporting initiatives and/or pay for
performance programs. We first evaluated the degree to which reliability
adjustment reduces apparent variation in hospital mortality rates. Given how
publicly reported information on quality is likely to be used by patients and
payers, we then determined whether reliability adjustment improved the
ability of historical hospital mortality rates to forecast future performance.
METHODS
Study Population
We used 100 percent national analytic files from the CMS for the calendar years
2003 through 2006. Medicare Provider Analysis and Review (MEDPAR) files,
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which contain hospital discharge abstracts for all fee-for-service acute care
hospitalizations of all U.S. Medicare recipients, were used to create our main
analytical datasets. The Medicare denominator file was used to assess patient
vital status at 30 days.
Using appropriate procedure codes from the International Classification
of Diseases, version 9 (ICD-9 codes), we identified all patients aged 65–99
undergoing coronary artery bypass grafting (CABG), elective AAA repair,
and pancreatectomy. We chose these operations because they are often tar-
geted by public reporting initiatives and/or pay for performance programs. To
minimize the potential for case mix differences between hospitals, we ex-
cluded small patient subgroups with much higher baseline risks, including
those with procedure codes indicating that other operations were simulta-
neously performed (e.g., coronary artery bypass and valve surgery) or were
performed for emergent indications (e.g., ruptured aortic aneurysms).
Hospital Mortality Rates
We first estimated risk-adjusted hospital mortality rates with all three proce-
dures during 2003–2004. We defined mortality as death within 30 days of
operation or before hospital discharge. We use this definition because the 30-
day cut-off is somewhat arbitrary, and when a death occurs in the hospital after
major elective surgery, it is almost certainly attributable to the operation itself
or complications from the surgery. We adjusted for patient age, gender, race,
urgency of operation, median ZIP-code income, and coexisting medical con-
ditions. Coexisting medical conditions were obtained from secondary diag-
noses in the claims data using the methods of Elixhauser (Southern, Quan, and
Ghali 2004). Using logistic regression, we estimated the expected number of
deaths in each hospital and then divided the observed deaths by this expected
number of deaths to obtain the ratio of observed to expected mortality (O/E
ratio). We then multiplied the O/E ratio by the average mortality rate to obtain
a risk-adjusted mortality rate for each hospital.
We next used hierarchical modeling techniques to adjust these mortality
estimates for reliability (see Appendix SA2 for details). Using random effects
logistic regression models, we generated empirical Bayes predictions of mor-
tality for each hospital (Morris 1983; Normand, Glickman, and Gatsonis
1997). This technique shrinks the point estimate of mortality back toward the
average mortality rate, with the amount of shrinkage proportional to the re-
liability at each hospital. Reliability is a measure of precision and is a function
of both hospital sample size (which determines ‘‘noise’’ variation) and the
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amount of true variation across hospitals (‘‘signal’’). For example, for hospitals
with low caseloads of a particular procedure, mortality rates have lower re-
liability and are shrunk more toward the average mortality. For hospitals with
high caseloads, mortality rates are more reliable and shrunk less toward the
average mortality. The resulting reliability-adjusted mortality is considered
the best estimate of a hospital’s ‘‘true’’ mortality rate with each operation
(Morris 1983).
An underlying assumption of reliability adjustment is that hospitals
provide average performance until the data are sufficiently robust to prove
otherwise. For example, consider a hospital performing 10 pancreatic resec-
tions in a year with two deaths (observed mortality rate of 20 percent). Because
of the small number of cases, there is considerable likelihood that this estimate
of 20 percent is the result of chance and not truly an indication of bad per-
formance. From the empirical Bayes perspective, the true mortality rate lies
somewhere between this observed rate of 20 percent and the population-
based rate of 5 percent (the average mortality rate across all hospitals). Using
reliability adjustment, the observed rate of 20 percent is ‘‘shrunk’’ back toward
the average rate of 5 percent. The degree of shrinkage is proportional to the
reliability with which the mortality rate is measured. The more reliable the
observed mortality rate, the more weight it is afforded. Reliability is assessed
on a scale of 0–1, with 1 representing perfect reliability. In this case, suppose
the reliability based on 20 cases is 0.15, and the remaining weight (0.85) is
placed on the average mortality. Thus, the reliability-adjusted mortality for
this hospital is (0.20)(0.15)1(0.05)(1 0.15) 5 7.2 percent. To further illustrate
the impact of reliability adjustment, Figure 1 shows mortality rates before and
after reliability adjustment for 20 randomly selected hospitals for each of the
three procedures in this study. After reliability adjustment, there is a much less
variation across hospitals, because the most extreme observations are shrunk
back toward the average mortality rate.
Analysis
We assessed the importance of reliability adjustment from two perspectives.
We first examined the extent to which reliability adjustment diminishes
apparent variation in mortality across hospitals. We ranked hospitals on risk-
adjusted mortality, before and after reliability adjustment, and assessed vari-
ation in mortality across hospital quintiles. We performed this analysis using
quintiles to make the visual impact of reliability adjustment easier to visualize.
We next evaluated the impact of reliability adjustment on the ability of mortality
Ranking Hospitals on Surgical Mortality 1617
rates to forecast future hospital performance. Specifically, we evaluated
whether reliability adjustment improves the ability of risk-adjusted mortality
































































































Figure 1: Variation in Hospital Mortality Rates before and after Adjusting for
Reliability. (Twenty Randomly Sampled Hospitals Are Shown for Each
Procedure)
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in a subsequent time period (2005–2006). For this analysis, we calculated risk-
adjusted mortality during 2003–2004 and then adjusted each hospital’s mor-
tality for reliability, as described above. After merging this data on 2003–2004
hospital performance to the patient level file from 2005–2006, we created
quintiles based on mortality rankings, with and without reliability adjustment.
We then used logistic regression with death in 2005–2006 as the dependent
variable and the quintiles as independent variables. To adjust for patient fac-
tors in this analysis, we included all patient covariates, as described above in
the section on risk adjustment.
RESULTS
The reliability of mortality rates was highest (mean, 0.44) for CABG, the
operation with the highest hospital caseloads. The reliability was lowest
(mean, 0.25) for pancreatic resection, the operation with the lowest hospital
caseloads (Table 1). The reliability also varied across hospitals for each op-
eration, because hospitals with higher caseloads have much higher reliability
(Table 2). For example, with coronary artery bypass surgery, a hospital with
only 19 cases had a reliability of 0.08 (5th percentile) compared with a re-
liability of 0.75 at a hospital with 781 cases (95th percentile) (Table 2).
Hospital mortality rates were widely variable for all three operations.
Without reliability adjustment, hospital mortality rates varied from 1.2 percent
in the ‘‘best’’ quintile to 9.6 percent in the ‘‘worst’’ quintile for CABG, from 0
percent to 26 percent (‘‘best’’ to ‘‘worst’’) for AAA repair, and from 0 percent
to 57 percent (‘‘best’’ to ‘‘worst’’) for pancreatic cancer resection (Figure 2).
After reliability adjustment, however, variation across hospitals was greatly
diminished. For example, with CABG, mortality only ranged from 3.2 percent
Table 1: Total Number of Patients, Average Hospital Caseloads, and the






Reliability of Mortality Rates,
Mean (Standard Deviation)
Coronary artery bypass 303,132 267 (256) 0.44 (0.20)
Abdominal aortic aneurysm
repair
70,863 33 (49) 0.30 (0.23)
Pancreatic resection 6,192 6 (13) 0.25 (0.20)
Note. National Medicare population, 2003–2004.
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to 6.0 percent from the ‘‘best’’ to ‘‘worst’’ hospital quintile. For this operation,
the variation across quintiles decreased from an eightfold difference (1.2–9.6
percent) before reliability adjustment to a twofold difference after reliability
adjustment. For pancreatic resection and AAA repair, the differences across
quintiles of mortality before after reliability adjustment were even greater
(Figure 2).
In assessing the ability of hospital mortality rankings to predict future
performance, reliability adjustment was particularly important for the two
uncommon operations (Figure 3). For these two operations, pancreatic resec-
tion and AAA repair, hospital rankings based on reliability-adjusted mortality
were superior at identifying hospitals likely to have the lowest future mortality.
Without reliability adjustment, hospitals in the ‘‘best’’ quintile (2003–2004)
with pancreatic resection had a mortality of 7.6 percent in 2005–2006; with
reliability adjustment, the ‘‘best’’ hospital quintile had a mortality of 2.7 per-
cent in 2005–2006. Similarly, without reliability adjustment, hospitals in the
‘‘best’’ quintile (2003–2004) with AAA repair had a mortality of 4.0 percent in
2005–2006; with reliability adjustment, the ‘‘best’’ hospital quintile had a
mortality of 3.2 percent in 2005–2006. In contrast, with CABG, reliability
adjustment did not result in a significant improvement in the ability to identify
hospitals with the lowest future mortality (Figure 3). However, reliability ad-
justment did have benefits in predicting future mortality for CABG in the
lowest volume hospitals (data not shown). Reliability adjustment did not
enhance the ability to discriminate among hospitals at the other end of the
spectrum, those with the ‘‘worst’’ performance, as demonstrated by equivalent
Table 2: Reliability and Hospital Caseloads for Three Operations
Reliability (Hospital Caseloads)
Coronary Artery Bypass Abdominal Aortic Aneurysm Repair Pancreatic Resection
Minimum 0.00 (1) 0.00 (1) 0.00 (1)
5th 0.08 (19) 0.00 (1) 0.00 (1)
10th 0.16 (49) 0.04 (2) 0.00 (1)
25th 0.29 (102) 0.08 (5) 0.09 (2)
50th 0.45 (198) 0.25 (15) 0.18 (3)
75th 0.58 (338) 0.48 (41) 0.34 (5)
90th 0.70 (574 0.65 (83) 0.54 (12)
95th 0.75 (781) 0.73 (123) 0.70 (23)
Maximum 0.88 (2053) 0.93 (639) 0.96 (256)
Note. National Medicare population, 2003–2004.
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Figure 2: Variation in Mortality Rates across Hospital Quintiles, before and
after Adjusting for Reliability
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Figure 3: Ability of Mortality Rankings from an Earlier Time Period (2003–
2004) to Forecast Future Risk-Adjusted Mortality Rates (2005–2006)
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future mortality in this quintile (Figure 3). The difference between the ‘‘best’’
and ‘‘worst’’ hospitals can be explained by examining the movement of hos-
pitals into different quintiles after reliability adjustment. For all three oper-
ations, the hospitals with no deaths were originally in the ‘‘best’’ quintile.
However, many of these were very small hospitals, and they moved to the
middle quintiles after reliability adjustment. For example, with pancreatic
resection, there were 428 hospitals in the ‘‘best’’ quintile before reliability
adjustment and 403 (93 percent) of these had no deaths. After reliability ad-
justment, all but 16 of these ‘‘zero mortality’’ hospitals moved to the middle
quintiles. However, in the ‘‘worst’’ quintile, there was much less movement. Of
the 208 hospitals in the ‘‘worst’’ quintile, only six (3 percent) moved toward the
middle.
Besides better prediction of future mortality in the ‘‘best’’ hospitals, re-
liability adjustment improves the ability of hospital mortality rankings to dis-
criminate across the entire spectrum of performance (Figure 3). For pancreatic
resection, the odds ratio from the ‘‘worst’’ to ‘‘best’’ quintile went from 1.42 (95
percent CI: 1.11–1.82) before to 4.08 (95 percent CI: 2.73–6.09) after reliability
adjustment (Table 3). For AAA repair, the odds ratio of ‘‘worst’’ to ‘‘best’’
quintile went from 1.27 (95 percent CI: 1.11–1.45) before to 1.58 (95 percent
CI: 1.36–1.82) after reliability adjustment (Table 3). Although reliability ad-
justment was good at predicting the extreme quartiles (‘‘best’’ versus ‘‘worst’’),
it also improved the ability of historical mortality to predict intermediate levels
of performance, as represented by the three hospital quintiles in the middle.
Reliability adjustment groups hospitals into discrete categories that provide a
Table 3: Forecasting of Future Mortality (2005–2006) Based on Historical
Mortality Rates of (2003–2004), before and after Adjusting for Reliability,
Expressed as the Odds Ratio of Mortality in the ‘‘Worst’’ versus the ‘‘Best’’
Hospital Quintile
Odds Ratio for Mortality in 2005–2006, ‘‘Worst’’ versus ‘‘Best’’ Hospital Quintile
(95% CI)
Operation
Hospitals Ranked on 2003–2004
Mortality, before Reliability Adjustment
Hospitals Ranked on 2003–2004
Mortality, after Reliability Adjustment
Coronary artery
bypass
1.83 (1.71–1.98) 1.87 (1.74–2.02)
Abdominal aortic
aneurysm repair
1.27 (1.11–1.45) 1.58 (1.36–1.82)
Pancreatic resection 1.42 (1.11–1.82) 4.08 (2.73–6.09)
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consistent, monotonic relationship between historical and future mortality
(Figure 3). Reliability adjustment had very little impact on the predictive abil-
ity of CABG mortality when including all hospitals (Figure 3), because the
benefits were limited to the lowest volume hospitals (data not shown).
DISCUSSION
In the present study, we demonstrated the benefits of adjusting surgical mor-
tality rates for statistical reliability. For all three procedures, reliability adjust-
ment greatly reduced apparent variation by eliminating statistical noise.
However, when assessing the ability to forecast future performance, the im-
pact of reliability adjustment varied across procedures, with the greatest ben-
efit for the two operations with lower hospital caseloads, pancreatic resection
and AAA repair. For these two procedures, mortality rankings based on re-
liability-adjusted mortality were superior at identifying the ‘‘best’’ hospitals
(i.e., those likely to have the lowest mortality in future years). Because most
surgical procedures are similar in frequency to pancreatic resection and AAA
repair, reliability adjustment would likely improve the accuracy of hospital
mortality reporting for most operations.
The importance of reliability adjustment is becoming increasingly rec-
ognized. Hofer et al. (1999) popularized reliability adjustment by elucidating
its benefits in profiling physician quality in diabetes care. In another appli-
cation, Zaslavsky et al. (2000) described the benefits of applying reliability
adjustment to patient satisfaction reports in the Consumer Assessment of
Health Plans Survey (CAHPS). Glance et al. (2006) demonstrated the impact
of hierarchical modeling on hospital and surgeon mortality rankings for car-
diac surgery in New York State. Consistent with this prior work, and other
empirical studies, our study demonstrates the theoretical value of reliability
adjustment. However, our present study also adds to this body of work by
demonstrating that reliability-adjusted hospital rankings are better at fore-
casting future performance.
As a result of these and other studies, several organizations are advocating
the use of these techniques for quality measurement. The National Quality
Forum (2005–2006) expressed a preference for ‘‘hierarchical’’ modeling in their
consensus standards for quality monitoring. Although they do not specifically
state a preference for the use of empirical Bayes analysis, this is implied in their
statement that this technique is especially good at evaluating quality in small
hospitals. The AHRQ (2008) also encourages the use of similar methods for use
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with their Inpatient Quality Indicators. The AHRQ website includes download-
able software for creating so-called smoothed estimates of outcomes, which are
created using methods similar to those presented in this study.
Reliability adjustment is already seeing real-world application in several
quality reporting programs. Perhaps the most visible use of reliability adjust-
ment is the CMS HospitalCompare website (2010), which reports reliability-
and risk-adjusted mortality and readmission rates for medical conditions, such
as acute myocardial infarction, heart failure, and pneumonia. Massachusetts,
which publishes each hospital’s mortality rate as part of an annual cardiac
surgery report card, recently began emphasizing reliability adjustment (Shah-
ian et al. 2005). The Society of Thoracic Surgeons (STS), which maintains the
largest clinical registry for cardiac surgery, adjusts process and outcome mea-
sures for reliability before combining them into a composite quality measure
(O’Brien et al. 2007). However, as we demonstrate in the present study, this
technique is even more valuable for less common operations, and it would
likely have even greater value if applied outside cardiac surgery.
In the context of public reporting in surgery, reliability adjustment offers
clear advantages over traditional approaches. First, as demonstrated in this
paper, the excess variation from statistical noise is greatly diminished. Tra-
ditionally, imprecision in measuring mortality is addressed by using confi-
dence intervals, or by comparison to a benchmark, followed by testing for
statistically significant differences. Unfortunately, confidence intervals are of-
ten misinterpreted and p-values are usually relegated to a footnote. In contrast,
reliability adjustment directly addresses this problem by estimating the hos-
pital’s ‘‘true’’ mortality. Second, reliability adjustment improves the ability of
historical mortality to forecast future performance. The ability to forecast fu-
ture performance is particularly important for public reporting and value-
based purchasing, because decisions made by patients and payers about
where to have surgery are based on data from several years ago (Birkmeyer,
Dimick, and Staiger 2006).
Reliability adjustment also has potential disadvantages. In empirical
Bayes methods, the mortality is ‘‘shrunk’’ back toward the average mortality,
with the degree of shrinkage related to the reliability, or precision, with which
mortality is measured (Morris 1983). Hospitals with low caseloads and un-
reliable mortality rates are shrunk more toward the average. This technique
has very different implications for hospitals that start on each side of the
average. For hospitals below average, their mortality may be higher after
reliability adjustment. Even hospitals with no deaths will have reliability-ad-
justed mortality rates greater than zero. Although this seems unfair at first,
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there is empirical data suggesting that low-volume hospitals with no deaths are
actually no better and perhaps worse than average, the so-called zero mortality
paradox (Dimick and Welch 2008).
For hospitals above average, reliability adjustment tends to reduce ap-
parent mortality. Because reliability is a function of sample size, small hospitals
will be ‘‘shrunk’’ more toward the average than larger hospitals. Thus, this
technique gives smaller hospitals the benefit of the doubt. Many critics of
reliability adjustment correctly point out that this introduces bias, because
small hospitals may not truly have average performance. This criticism is
backed by a large body of evidence showing a relationship between higher
volume and worse outcome in health care, especially for high-risk surgical
procedures (Birkmeyer et al. 2002). However, there is an alternative approach
for reliability adjustment that overcomes this potential bias. This alternative
approach uses empirical Bayes techniques, but rather than shrinking back
toward the average, the hospital’s mortality is shrunk back toward the mor-
tality expected given the hospital’s volume (Dimick et al. 2009). By taking into
account the well-known relationship between lower volume and higher mor-
tality, this approach avoids the bias introduced by assuming small hospitals
have average performance. The Leapfrog Group, a large group of health care
purchasers, has embraced this approach and will feature these measures in the
next iteration of their evidence-based hospital referral initiative for high-risk
surgery (The Leapfrog Group 2010).
In this study, we found that reliability adjustment appeared to improve
the ability to identify the ‘‘best’’ but not the ‘‘worst’’ hospitals. We also found
much greater movement of hospitals out of the ‘‘best’’ quintile (and toward the
middle) with reliability adjustment compared with the ‘‘worst’’ quintile. This
interesting finding is explained by the fact that the mortality rates for these
surgical procedures are closer to ‘‘0 percent’’ than ‘‘100 percent.’’ Thus, there
is clustering of a large number of small hospitals with no deaths in the ‘‘best’’
quintile (zero mortality hospitals). However, there are only a few ‘‘100 per-
cent’’ mortality hospitals in the ‘‘worst’’ quintile. We would only expect there
to be equal movement toward the middle from both sides (‘‘best’’ and ‘‘worst’’
quintiles) if the average mortality was 50 percent. Nonetheless, we believe that
reliability adjustment is still important for both tails of the distribution. The
reliability-adjusted mortality for these hospitals is much lower, despite these
hospitals still being ranked in the ‘‘worst’’ quintile. Thus, reliability adjustment
is important so hospitals do not overestimate their ‘‘true’’ mortality. Further,
reliability adjustment results in a net movement of a few small hospitals that
should not be included in the ‘‘worst’’ quintile.
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This study has several limitations. Because the Medicare population
does not account for all patients undergoing these surgical procedures, we
likely underestimate the sample size at each hospital. Thus, our analysis may
represent an overestimate of the importance of reliability adjustment. How-
ever, the impact of this limitation is likely small, because Medicare represents
a large proportion of people undergoing each of these three procedures. Fur-
ther, many existing quality reporting programs create reports based only on
Medicare data. Another limitation of this study is the exclusive focus on mor-
tality. Although this outcome is perhaps the most common quality metric in
hospital report cards for high-risk procedures, other quality measures such as
morbidity, process of care, and patient satisfaction may be important with
other procedures. However, the problem of statistical noise is not unique to
mortality and is shared by all quality measures. Thus, the accuracy of other
measures could be similarly improved using reliability adjustment.
Numerous stakeholders would benefit from better surgical quality mea-
sures. Publicly reported surgical outcomes should be adjusted for reliability to
help patients choose the best hospitals, thereby improving their odds of sur-
viving surgery. Quality measures used for value-based purchasing should be
reliability adjusted to ensure payers and purchasers are steering patients to-
ward hospitals that truly have superior performance. Finally, outcomes data
fed back to hospitals should be adjusted for reliability to optimize the impact of
provider-led quality improvement registries. Without reliability adjustment,
hospitals may waste resources by responding to spuriously high mortality
rates, or be lulled into a false sense of security by spuriously low mortality
rates. Reliability adjustment is ready for immediate application and should
become standard for reporting mortality and other outcomes.
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