In this paper, we incorporate a diversity mechanism to the differential evolution algorithm to solve constrained optimization problems without using a penalty function. The aim is twofold: (1) to allow infeasible solutions with a promising value of the objective function to remain in the population and also (2) to increase the probabilities of an individual to generate a better offspring while promoting collaboration of all the population to generate better solutions. These goals are achieved by allowing each parent to generate more than one offspring. The best offspring is selected using a comparison mechanism based on feasibility and this child is compared against its parent. To maintain diversity, the proposed approach uses a mechanism successfully adopted with other evolutionary algorithms where, based on a parameter Sr a solution (between the best offspring and the current parent) with a better value of the objective function can remain in the population, regardless of its feasibility. The proposed approach is validated using test functions from a well-known benchmark commonly adopted to validate constrainthandling techniques used with evolutionary algorithms. The statistical results obtained by the proposed approach are highly competitive (based on quality, robustness and number of evaluations of the objective function) with respect to other constraint-handling techniques, either based on differential evolution or on other evolutionary algorithms, that are representative of the state-of-the-art in the area. Finally, a small set of experiments were made to detect sensitivity of the approach to its parameters.
INTRODUCTION
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Evolutionary Algorithms (EAs) are heuristics that have been successfully applied in a wide set of areas [2, 17] . However, EAs in their canonical versions lack a mechanism able to bias efficiently the search towards the feasible region in constrained search spaces. This has triggered a considerable amount of research and a wide variety of approaches have been suggested in the last few years to incorporate constraints into the fitness function of an evolutionary algorithm [1, 18] .
We are interested in the general nonlinear programming problem in which we want to: Find x which optimizes f ( x) subject to: gi( x) ≤ 0, i = 1, . . . , n hj( x) = 0, j = 1, . . . , p where x is the vector of solutions x = [x1, x2, . .
. , xr]
T , n is the number of inequality constraints and p is the number of equality constraints (in both cases, constraints could be linear or nonlinear). If we denote with F the feasible region and with S the whole search space, then it should be clear that F ⊆ S. For an inequality constraint that satisfies gi( x) = 0, we will say that is active at x. All equality constraints hj (regardless of the value of x used) are considered active at all points of F.
The most common approach adopted to deal with constrained search spaces is the use of penalty functions. When using a penalty function, the amount of constraint violation is used to punish or "penalize" an infeasible solution so that feasible solutions are favored by the selection process. Despite the popularity of penalty functions, they have several drawbacks from which the main one is that they require a careful fine tuning of the penalty factors that accurately estimates the degree of penalization to be applied as to approach efficiently the feasible region [23, 1] .
Differential Evolution (DE) is a relatively new EA proposed by Price and Storn [19] . The algorithm is based on the use of special mutation and crossover operators, based on the linear combination of three different individuals and one subject-to-replacement parent. The selection process is performed via deterministic tournament selection between the parent and the child created by it. However, as any other EA, DE in its canonical version lacks a mechanism to deal with constrained search spaces. Therefore, some approaches have been proposed to incorporate constraint-handling to DE and they are discussed in the following Section.
We present a first attempt to incorporate a diversity mechanism (to maintain either feasible and infeasible solutions in the population) which proved its effectiveness when used with an evolution strategy [16] to the DE algorithm. Indeed, we believe that the search power of other heuristics such as differential evolution has been underestimated in the specialized literature on constrained optimization and therefore our interest in analyzing such search power. The motivation of this work is twofold: (1) to add a diver-sity mechanism to maintain infeasible solutions with a good value of the objective function in the population and (2) to increase the probability of each parent to create an offspring better than it. In this way, we will exploit the capabilities of the DE recombinationmutation operator.
The paper is organized as follows: In Section 2 we describe the previous work related to the current algorithm. A detailed description of our approach is provided in Section 3. The experiments performed and the results obtained are shown in Section 4 and in Section 5 we discuss them. Finally, in Section 6 we establish some conclusions and we define our future paths of research. DE [19] is a population-based evolutionary algorithm with a simple mutation mechanism and a crossover operator that performs a linear recombination of a number of individuals (normally three) and one parent (which is the subject to be replaced) to create one child. The selection is deterministic between the parent and the child (i.e., the best of them remains in the next population). DE shares similarities with traditional EAs. However it does not use binary encoding as a simple genetic algorithm [4] and it does not use a probability density function to self-adapt its parameters as an Evolution Strategy [22] .
PREVIOUS WORK
Some previous approaches have been proposed to solve constrained optimization problems using DE. Storn [24] proposed an adaptive mechanism that relaxes the constraints of the problem in order to make all the initial solutions feasible. This pseudo-feasible region is shrunk at each generation until it matches the real feasible region. Also, Storn [24] proposed to use an aging concept in order to avoid that a solution remains in the population during too many generations. Furthermore, he explored the idea of allowing a solution to generate more than one offspring by modifying the original DE algorithm in the following way: when a child is created and it is not better than the parent subject to be replaced, another child is created. The process is repeated NT times. If the parent is still better, the parent remains in the population. Both, the aging parameter and NT are defined by the user. Storn [24] used a modified "DE/rand/1/bin" version. The approach showed a good performance in problems with only inequality constraints but presented problems when dealing with equality constraints. Moreover, only two test functions adopted in this study (out of the seven used to test the approach) are part of the well-known benchmark for constrained optimization proposed by Koziel & Michalewicz [5] and extended by Runarsson & Yao [20] .
Lampinen & Zelinka [8, 11, 9, 10] used DE to solve engineering design problems. They opted to handle constraints using a static penalty function approach that they called "Soft -constraint". The authors tested their approach using three well-known engineering design problems [8] . They compared their results with respect to several classical techniques and with respect to some heuristic methods. The main drawback of the approach is the careful finetuning required for the penalty factors which is in fact mentioned by the authors in their article.
Yung-Chien and Feng-Sheng [12] proposed an Augmented Lagrangian approach with an adaptive mechanism to update the penalty parameters. The approach was compared against different evolutionary-programming-based techniques and the results were competitive on a set of eleven functions were six of them belong to the well-known benchmark used to test EAs for constrained optimization [20] .
Lampinen [6, 7] also proposed an extended version of the Differential Evolution algorithm to solve constrained optimization problems. The approach consists on replacing the original DE selection scheme, based only on the value of the objective function to be optimized and where the individual with the best value between the parent and its offspring is selected. Lampinen's new selection scheme [6, 7] is based on feasibility rules similar to those proposed by Deb [3] using a genetic algorithm as a search engine and a niching mechanism to maintain diversity. In Deb's comparison criteria:
• Between 2 feasible solutions, the one with the highest fitness value wins.
• If one solution is feasible and the other one is infeasible, the feasible solution wins.
• If both solutions are infeasible, the one with the lowest sum of constraint violation is preferred.
The difference between Lampinen's and Deb's comparison criteria is that in Lampinen's approach, when both solutions are infeasible, the selected solution will be that which Pareto-dominates the other in the constraints space (instead of using the sum of constraint violation as the decision criterion). See [6] for details. Mezura et al. [15] proposed an approach based on DE whose selection criteria is based also in Deb's comparison criteria (including the sum of constraint violation criterion to choose between two infeasible solutions). In this case, the DE algorithm was also modified in a way such that the newly chosen individual could be re-inserted in the current population (and not only inserted in the population for the next generation like in the original DE algorithm). The aim is to allow newly better solutions to be selected as random parents for other offspring in the current generation and to accelerate convergence. The approach provided good quality results, but was not consistent (not all runs reached either the best known or the global optimum solution). In Deb's approach, as well as in Lampinen's and Mezura's algorithms, feasible solutions are always considered better than infeasible ones. In fact, they lack a mechanism to maintain diversity (to have both feasible and infeasible solutions in the population during all the evolutionary process), which is one of the most important aspects to consider when designing a competitive constraint-handling approach [14] .
OUR APPROACH
Our proposed approach uses Storn's idea of allowing to generate more than one offspring, but now combining it with a mechanism to allow infeasible solutions with a good value of the objective function to remain in the population. This idea is implemented in the following way: Each solution in the population will generate no offspring using the mutation and crossover operator of the DE algorithm. The aim is to increase the probability of a parent to generate a better offspring and also to promote the collaboration of the solutions in the population to generate better offspring. Among these no offspring we select the best of them, in a deterministic way and based on the comparison criteria discussed in Section 2. In this way, we will get either the best feasible offspring (if there are feasible offspring generated) or that offspring whose sum of constraint violation is the lowest (the nearest individual to the feasible region). It is worth reminding that we use the version of comparison rules where, between two infeasible solutions, the sum of constraint violation is used as criterion [3, 15] , and not the version where the Pareto-dominance in constraints space is used [6] . This decision was made because there is empirical evidence that using multiobjective optimization concepts is not suitable to handle constraints in global optimization [21, 13] . After this multiple offspring generation, we use the diversity mechanism proposed in [16] which allows solutions with a good value of the objective function, regardless of feasibility, to remain in the population. We apply this mechanism when comparing the best offspring against its parent in the following way: Based on the value of a parameter called Sr (selection ratio) the selection will be performed either based only in the value of the objective function, regardless of feasibility or based on the aforementioned feasibility rules. Unlike Storn's approach [24] , we always generate the pre-defined number of offspring in order to increase the probability of improvement and we do not use any shrinking mechanism. Besides, our approach is the first attempt (to the best of our knowledge) to incorporate a diversity mechanism previously used with other search engines (like evolution strategies) in order to know the capabilities of sampling of DE in constrained search spaces. Also, our approach differs of previous DE-based approaches [6, 15] because none of them has a diversity mechanism. Note that, when a decision variable value is generated by the DE operator outside the bounds defined for each variable, we only generate a random value with uniform distribution inside the valid bounds. Our proposed version of the DE algorithm, called Diversity-DE is shown in Figure 1 . 
End If End If End For
G = G + 1 End For End
EXPERIMENTS AND RESULTS
To evaluate the performance of Diversity-DE we used the 13 test functions described in [20] . The test functions chosen contain characteristics that are representative of what can be considered "difficult" global optimization problems for an evolutionary algorithm. Their expressions are presented in an Appendix at the end of this paper. However, a summary of their main features is presented in Table 1 , where we also show the value of ρ, a metric to estimate the ratio between the feasible region and the entire search space. It was computed as follows: ρ = |F |/|S|, where |F | is the number of feasible solutions and |S| is the total number of solutions randomly generated. In this work, S = 1, 000, 000 random solutions.
We performed 100 independent runs for each test function. Equality constraints were transformed into inequalities using a tolerance value of 0.0001. The parameters used for our CHDE are the following: NP = 90, MAX GEN ERAT ION S = 500 (225,000 evaluations of the objective function), CR = 0.9, no = 5 and Sr = 0.45. To ensure that there is no sensitivity to the "F" parameter used to add noise to an individual (i.e., the mutation operator adopted in differential evolution), its value was randomly generated (using a uniform distribution) per generation between [0.3, 0.9]. The values of this range were empirically derived. We observed that this scaling factor worked better when the value was far from 0 and 1. This indicates that the search direction obtained by the DE operator is more suitable for the solution of these constrained problems when it is calculated using the first individual and the scaled combination of the second and the third ones almost with the same percentage. We decided to compare the obtained results against three types of approaches: (1) the most competitive approach known to date, (2) the approach based in other EA which uses a similar diversity mechanism and (3) approaches based on DE as well. In this way we will know: (1) how competitive is our approach against the approach whose results are the best, (2) how well the diversity mechanism works using DE as a search engine and (3) how competitive is our approach among other DE-based approaches. We selected as the most competitive approach the improved version of the Stochastic Ranking approach by Runarsson & Yao [21] . Also, we compared against the Simple Evolution Strategy by Mezura & Coello [16] which uses the same diversity mechanism adopted in this work. Finally, we selected three competitive DE-based approaches previously discussed in Section 2 (the DE approach with re-insertion by Mezura et al. [15] , the Hybrid DE by Yung-Chien and Feng-Sheng [12] and the extended DE approach by Lampinen [6] ). The statistical results of these six approaches (including our proposal) are presented in Table 2 . Note that some results on problems with equality constraints seem to improve the best known solution or global optimum (this is because the small tolerance used when transforming the equality constraints into two inequality constraints). The source code of the approach is available at: http://www.cs.cinvestav.mx/˜EVOCINV/software.html
DISCUSSION OF RESULTS
As can be seen in Table 2 (column 8), our Diversity-DE could reach the global optimum consistently in 10 of the 13 test functions. The only exceptions were g02, g10 and g13 where the worst results are, however, very close to the global optimum (or to the best known solution). Now, we divide our discussion based on the three types of comparisons performed and described in Section 4. Discussions based on standard deviation values were omitted because they were very small and similar in most of the cases and in others they were not available.
Diversity-DE Against One of the Most Competitive Approaches
With respect to the improved Stochastic Ranking (ISR) approach (columns 3 and 8 on Table 2 ) [21] , our approach obtained "better" results in problem g02 and "similar" results in the remaining twelve. It is important to remark that the ISR is the most competitive approach which is able to find the global optimum in every single run for each test function, and the performance of our Diversity-DE is very similar. Furthermore, note that the results provided by the ISR required 350,000 evaluations of the objective function and our Diversity-DE only required 225,000 evaluations.
Diversity-DE Against Diversity-ES
With respect to the Simple Evolution Strategy that uses a similar diversity mechanism (columns 4 and 8 on Table 2 ), our Diversity-DE obtained clearly "better" best, mean and worst results in six functions (g02, g07, g09, g10 and g13). The Simple Evolution Strategy was not able to provide "better" results in any given function. Furthermore, the ES-based approach required 330,000 evaluations of the objective function to provide those results.
Diversity-DE Against Other DE-Based Approaches
With respect to re-insert DE version (columns 5 and 8 on Table  2 ) , our approach found a "better" best result in problem g13 and a "similar" best result in the remaining 12 problems. Furthermore, our Diversity-DE found considerable "better" mean and worst result in all problems except problem g12 where the mean and worst result were "similar". The re-insert DE version used 350,000 evaluations of the objective function.
With respect to the Hybrid DE approach (columns 6 and 8 on Table 2 ), we could only compare with six benchmark functions because only those results were available. Diversity-DE found "better" best results in problem g10 and it found "better" mean and worst results in problems g07, g09 and g10. The Hybrid DE found "better" mean and worst results in problem g13, but it required 271,000 evaluations of the objective function to get them. For the remaining functions the number of evaluations required by this approach were not available (the authors did not use a fixed number of evaluations as a stop criterion).
Finally, with respect to the Extended-DE approach (columns 7 and 8 on Table 2 ), we could only compare using the eight test functions available (function g04 was available but the definition of the function was different from that commonly used in the literature and therefore the results were different). Our approach found slightly " better" worst result in problem g07 and it provided "similar" best, mean and worst results in six problems (g01, g05, g06, g07, g08 and g11). In problem g10, our approach found a "similar" best result, but it was slightly surpassed in the mean and worst results. The extended DE used different parameters for each test function and therefore, the number of evaluations of the objective function was also different for each problem. For problem g01 they used 80, 000, for problem g05 12, 000, 000, for problem g06 12, 000, for problem g07 175, 000, for problem g08 10, 000 for problem g09 37500, for problem g10 270, 000 and for problem g11 30, 000. This variations difficult a fair comparison. However, the discussion presented here gives some insights about the performance of both approaches. Furthermore, the Extended-DE used a larger tolerance value for equality constraints = 0.001 and we used = 0.0001 (which makes the problem more difficult to solve).
Remarks
From the previous comparison, we can see that the Diversity-DE produced very competitive results based on quality and robustness with respect to one of the best techniques. Also, the obtained results suggest that allowing the survival of infeasible solutions with a good value of the objective function provides better results when using DE as a search engine compared with the use of an evolution strategy. This aspect requires further analysis. Also, our Diversity-DE provided very competitive results compared with other DEbased approaches.
Our Diversity-DE can deal with highly constrained problems, problems with low (g06 and g08) and high (g01, g02, g03, g07) dimensionality, with different types of combined constraints (linear, nonlinear, equality and inequality) and with very large (g02) or very small (g05, g13) or even disjoint (g12) feasible regions.
Measuring the computational cost, the number of objective function evaluations (OFE) performed by our approach is lower than the other techniques with respect to which it was compared. Our approach performed 225,000 OFE. The improved Stochastic ranking performed 350,000 OFE, the Simple Evolution Strategy performed 330,000 OFE and the DE with re-insertion performed 350,000 OFE. No comparison against the other two DE-based approaches based on the number of evaluations were made because the authors used different parameters for each test problem.
Confidence Intervals
In order to predict the average performance of our approach we performed an statistical test to calculate the confidence intervals for the mean statistic based on the 100 runs sample. To verify if the distributions provided by the sample were close to a normal, we performed a one-sample Kolmogorov-Smirnov test for each sample for each function. In all cases the results proved that the distributions were not close to a normal one. After that, we performed a bootstrapping test with 1000 re-samples. Briefly, the aim of bootstrapping is to create several new samples by sampling with replacement (allowing a data to be repeated in the same resample) from the original sample. Each sample is the same size of the original sample. Then the desired statistic is calculated for each resample. The distribution of these resample statistics is called a bootstrap distribution, which gives information about the shape, center and spread of the sampling distribution of the statistic. We used the S-plus software. The obtained bootstrapping distributions were close to a normal. The summary of results with the confidence intervals for the mean statistic, with 95% confidence is presented in Table 3 : 95% Confidence intervals for the sampled mean of our approach. These intervals were generated using a bootstrapping process. A result in boldface means that the optimum was reached consistently. Table 3 .
The confidence intervals for the mean suggest that Diversity-DE either reaches the global optimum or provides a very good approximation to it. For problem g02, which presents many problems to optimization algorithms to consistently reach the vicinity of the best known solution, the mean confidence interval obtained by the Diversity-DE is considered competitive. Besides, For problem g10, whose size of the search space is one of the widest (based on the valid intervals for the decision variables), the obtained confidence interval is also considered very competitive. Finally, the confidence interval for problem g13, whose global optimum is not easy to find consistently, is also very close to it. Based on this small statistical test we can conclude that Diversity-DE is able to find the global optimum or best known solution (or its vicinity) with a high probability for this set of problems.
Analyzing the Effects of the Parameters
In order to know the sensitivity of Diversity-DE to its two extra parameters (number of offspring no and Selection ratio Sr) we performed a set of experiments varying them. We used the exact set of values for the remaining DE parameters used in our previous experiments and we also we maintained the total number of objective function evaluations (225, 000) in order to have a fair comparison. We only modified the aforementioned two parameters in the following combinations: (1) no = 2 and Sr = 0.45, (2) no = 10 and Sr = 0.45, (3) no = 5 and Sr = 0.2 and (4) no = 5 and Sr = 0.8. For each combination we performed 100 runs per test problem. In Table 4 we present those functions where we found differences in the results with respect to those shown in Table 2 ("B" means best, "M" means mean, "W" means worst and SD means Standard Deviation). We omitted the functions in which the results were exactly the same as those shown in Table 2 for the four combinations of parameters.
For the combination of no = 2 and Sr = 0.45, in problem g10 only in 55 runs out of 100, feasible solutions were found. For the combination of no = 5 and Sr = 0.8, in problem g05 only in 16 runs out of 100, feasible solutions were found; the same occurred in problems g10 (31 of 100) and g13 (56 of 100). The results suggest a negative effect when decreasing the number of offspring generated. This result confirms our hypothesis of the utility of allowing each parent to be combined with more individuals in the population in order to sample the search space with more intensity. Also in- Table 2 . "-" means no feasible solutions were found.
teresting was that this small value of no prevented the approach to find the feasible region for some test problems (g01, g05 and g13, whose estimated feasible region is very small). Also a negative effect was found when increasing the value of the Sr. This result was also expected, because with higher values of Sr, the search will be guided most of the time only by the objective function value and the search will not concentrate enough as to find the feasible region. See for example functions g05, g10 and g13 where in only a fraction of the total number of runs we were able to find feasible solutions. Finally, we observed no significant negative effects when increasing the value of the number of offspring generated and also decreasing the value of the Sr. This last result is also interesting because it suggests that, for the case of DE as a search engine, the number of infeasible solutions with a good value of the objective function required to remain in the population is not necessarily big, if we want to obtain competitive results. This result will be subject for future research.
CONCLUSIONS AND FUTURE WORK
We have proposed a novel approach based on Differential Evolution to solve constrained optimization problems. The constrainthandling technique consists on a comparison method based on feasibility. Also two additional modifications to the DE approach were added: (1) a diversity mechanism based on allowing the survival for the next generation of those individuals with a good value of the objective function (regardless of feasibility) and (2) allowing to each parent to generate more than one offspring with the aim of increasing the probability of getting a better offspring and promoting the collaboration of more individuals with one parent to generate new solutions. The approach was compared against one of the most competitive approaches (the improved Stochastic Ranking), also against an evolution strategy whose diversity mechanism is similar to that used in this work and finally against three DE-based approaches. From this comparison we can conclude that our approach is competitive at a low computational cost (measured by the number of evaluations of the objective function). Besides, we conclude that the use of DE as a search engine is very suitable to solve this set of constrained problems and that the addition of a diversity mechanism improves the quality and robustness of the final results. However, the approach showed some sensitivity to the values of its two extra parameters. Our future work consists on testing the approach using the main modifications separately (diversity mechanism and multiple offspring) in order to detect if either only one of them or just the combined effect is mandatory in the algorithm. Also, we must find a self or on-line adaptive mechanism for the two extra-parameters of the approach (number of offspring per parent no and the selection ratio Sr). We will also analyze more in-depth the possible causes of the improvement when using a similar constraint-handling approach but with different search engines. Finally, we will perform an analysis of Variance (ANOVA) as an in-depth test to analyze the sensitivity of Diversity-DE to all its parameters, including those used by the DE approach itself.
Maximize: f ( x) =
