Reducing the network energy waste is one of the key challenges of the Future Internet. Many Internet-based applications require preserving network connectivity for getting incoming remote service requests or confirming their availability and presence to remote peers by sending periodic keep-alive or heart-beating messages. Billions of dollars of electricity is wasted every year to keep idle or unused network hosts fully powered-up only to maintain the network connectivity. This paper describes a new approach to design and implement the cooperative Network Connectivity Proxy (NCP ) for reducing energy waste in the ever-growing future Internet. The NCP is implemented using Universal Plug and Play (UPnP ), that uses a set of protocols to allow seamless discovery and interaction between the network hosts and the NCP. The NCP allows all registered network hosts to transition into the low power sleep modes and maintains the network connectivity on their behalf. It handles basic network presence and management protocols like ICMP, DHCP, ARP etc on behalf of the sleeping network hosts and wakes them up only when their resources are required. Depending on the network hosts time usage model, the NCP can provide about 60 to 70% network energy savings.
Introduction
Green technology is one of the key challenges of the Future Internet to step into a sustainable society with reduced CO 2 footprint. The Environmental Protection Agency (EPA) estimated that PCs in US consumes about 2% of the overall US electricity requirement [1] . For a typical household, a single 80W PC that remains powered-up 24/7 will add about 6.5% to the utility bill [2] , [3] .
Beyond PCs, the number of other Internet connected edge devices like smartphones, tablets, IP-phones, set-top boxes, game consoles, network based multimedia equipments etc are increasing at a rapid rate. Thus, reducing the energy waste of ICT is becoming primarily important due to the ever increasing cost of electricity, rapid increase in the Internet connected edge devices, rapid development of the Internet-based applications, high data rates, increase in the number of services offered by the telcos and Internet Service Providers (ISP ) and environmental concerns [4] .
A recent study by Lawrence Berkeley National Laboratory (LBNL) has revealed that about 60% of the office computers are left powered-up 24/7 with existing power management features disabled only to maintain the network connectivity for remote access, Voice-over-IP (VOIP ) clients, Instant Messaging (IM ) and other Internet-based applications [5] . Normally, the Internet-based applications require preserving network connectivity for getting incoming remote service requests or receiving/responding to periodic heart-beat messages. Failing to generate/respond heart-beat messages will drop the network connection and results in the application state loss [6] . Thus, much of the energy consumed by the Internet connected edge devices is wasted as these applications don't transmit real data most of the time but just the periodic heart-beat messages [1] . This paper describes the design and implementation of cooperative Network Connectivity Proxy (NCP ) using Universal Plug and Play (UPnP ) protocol. The NCP performs key network presence and management tasks on behalf of the network hosts and allows them to sleep as long as their resources are not required [4] . The UPnP can be well suited approach for the design of NCP due to its increasing popularity and automatic seamless configuration ease that it offers. Also, UPnP is well suited for the residential networks and can be implemented on network based devices e.g., PCs, printers, Internet gateways, Wi-Fi access points, mobile devices etc for offering their services and communicate in a seamless way [7] , [8] . Thus, the UPnP based NCP uses a set of protocols that allows the network hosts to seamlessly discover and take advantage of the services offered by the NCP. The implementation of NCP inside a residential Home Gateway (HG) e.g., ADSL switch/router that will perform the basic network based activities on behalf of sleeping network hosts is also one of the key objectives of this work.
The rest of the paper is organized as follows. Section 2 briefly presents the related work. Section 3 describes briefly the UPnP protocol. Section 4 describes the NCP concept and its possible modes of operation. Section 5 presents the design of cooperative NCP using UPnP. Section 6 describes the practical implementation of NCP. Section 7 presents the measurements and observations. Finally, section 8 concludes the paper.
Related Work
K. Christensen can be probably the first to propose the NCP concept for reducing the network energy waste [2] . His initial work focuses on the NCP design for on-board NIC and LAN scenarios. He also analyzed the network traffic in university dormitory during idle and busy periods to forecast the NCP importance [1] . The NCP design on host's NIC, application specific wake-up, preserving TCP connections and strategies to increase the host's sleep period are addressed in [5] . The concept of proxy server that manages the TCP/IP connections on behalf of sleeping clients is proposed in [3] . The state of art work pointing key challenges in the NCP design is presented in [4] . It also addresses future possibilities for extending the NCP functionalities and capabilities.
Some preliminary work on embedding NCP functionalities within the host's NIC is proposed in [1] . Agarwal et al. proposed a low power USB based architecture called Somniloquy that embeds a low power processor in the PC's network interface and runs an embedded OS [9] . The Somniloquy uses application specific stubs to maintain the presence of applications. The proxy designs for applications like Gnutella P2P file sharing and Jabber clients are proposed in [10] and [11] , respectively. S. Nedevschi et. al. in [12] have classified NCP into four types based on its treatment to network traffic from different protocols and applications. They also presented the energy savings achieved by different proxies in home and office environment. The concept of Selective Connectivity was introduced in [13] that defines several degrees of connectivity, ranges from disconnection to full connection. Further, the fast and efficient hardware based packet classification that can easily sustain on high data rate links is proposed in [6] .
This paper proposes the design of cooperative NCP that is well suited for the LAN scenario. It uses UPnP protocol to achieve auto configuration and seamless communication between the NCP and its clients. Our UPnP based approach can also be quite useful to easily extend the NCP functionalities for other network devices e.g., copiers, printers, scanners etc.
Overview of UPnP
The UPnP technology is designed to support zero-configuration, invisible networking and automatic discovery of the network devices. It has the potential to be widely deployed in the residential networks and will get its full penetration in home network devices in near future [7] . The UPnP Device Architecture (UDA) classify the devices into two general categories: controlled device (CD ) (or simply 'device') and control point (CP ) [8] . A CD in a broad sense performs the role of a server and responds to the request sent by the CP. Both the CP and the CD can be implemented on any platform like PCs and embedded systems. 
Network Connectivity Proxy
The NCP uses a low power entity that can maintain the network presence for high power devices and smartly make the high power devices to transition into low power sleep and active modes [4] . The NCP encourages the devices to enter into low power modes during idle periods that would otherwise be left powered up by the users only to maintain the network presence. The NCP allows automatic waking up of the devices from low power modes only when it is truly necessary [5] .
Overview of NCP
The network host transfers its proxiable state information to the NCP before entering into sleep mode. The NCP starts functioning by generating/responding to the routine network traffic on behalf of sleeping host. It impersonates the sleeping host as long as a packet or new TCP connection request is received that requires host resources. It wakes up the sleeping host by sending Wake On LAN (WOL) packet (also known as magic packet) and transfers the presence state back to the host [2] . Generally, the NCP performs three basic tasks on behalf of sleeping host: (i) NCP maintains the MAC level reachability by generating/responding to the ARP requests that are intended for the sleeping network hosts. (ii) NCP maintains the network level reachability of sleeping host by maintaining the presence of its IP address in the network. It accomplishes this task by sending periodic DHCP lease requests and responding to network presence messages e.g., ICMP ping requests etc. (iii) NCP maintains the application-level reachability for the sleeping network host. It accomplishes this task by allowing to establish new TCP connections and generating/responding to the network-based applications periodic heart beat messages.
NCP Types
There are two different modes of operation for the NCP [14] . Fig. 2 and basic functional view is shown in Fig. 3 . Both, the proxy and network host implement CP as well as CD with logical services. The proxy is implemented on the residential HG and has the capability to maintain the network presence for high power devices in the Home Area Network (HAN ). Proxy's CD implements a network connectivity service and the network host's CD implements a Low Power Management (LPM ) service. Proxy's CP can invoke an action defined by the power management service inside the host's CD. The result of these actions will change the power state of the network host. Similarly, network host's CP can invoke an action defined by the network connectivity service inside the proxy's CD. The result of these actions will define different network presence and management capabilities, that will automatically activate when the network host enters into sleep mode. These actions include:
Proxy Host
1. Wake-On-Connection: Wake up the sleeping network host when a new connection attempt at the specific protocol and port is received. 2. Wake-On-Packet: Wake up the sleeping network host on receiving a specific packet. 3. Send-Reply-On-Packet: Send reply on receiving the specified packet e.g., responding to heartbeat messages. Fig. 4 shows the flow-chart of NCP functionality. Since we have designed cooperative NCP, the proxy and the network host exchange power state information and UPnP control messages. Before the host enters into sleep mode, it registers the proxying request along with the required actions at the proxy. The proxy examines the power state of network host and enables packet sniffing and proxying as soon as the host enters into sleep mode. Fig. 4 also depicts the functionality of packet processing unit that performs appropriate action on each received packet addressed to the sleeping host.
Implementation of the NCP
The cooperative NCP was implemented in linux operating system on a standard PC. The NCP software was written in C++ programming language using QT libraries. The QT libraries provide rich set of functions to easily perform network programming. The UPnP CPs and CDs were implemented using Herqq UPnP (HUPnP ) libraries that is compliant with UPnP specification v1.1. The key component of UPnP based NCP is the design of services and actions. Actions work on state variables that represents the state of the CD at runtime. Our cooperative NCP requires two-way UPnP implementation. Thus, the network host and proxy, both contains CP as well as CD. On the proxy side, PCAP libraries were also used to sniff packets intended for the sleeping network hosts. A linux kernel module was developed for the network hosts to automatically detect changes in their power state. This kernel module communicates the power state changes to the network host's CD that modify the corresponding state variables. The host's CD keeps the proxy's CP updated about the state variables value using UPnP event notification messages. The host's CP is used to register desired actions at the proxy's CD. The proxy starts proxying and creates packet sniffers based on registered actions as soon as the host enters into sleep mode.
The proxy implemented ARP spoofing functionality that broadcast gratuitous ARP reply packets to bind its MAC address with the sleeping host's IP address in the ARP tables of network hosts/routers. The proxy forwards the sniffed packets intended for the sleeping network hosts to the packet processing unit. The packet processing unit analyses the packet and determines the appropriate action. The proxy implemented response packets for basic network presence and management protocols like ARP, ICMP echo etc. The proxy also implemented WOL packet that is sent to the sleeping host when proxy sniffs a packet that requires host's resources e.g., new TCP connection attempt etc.
One of the objectives of this research is to implement NCP inside residential HG e.g., ADSL switch/router etc. Switch/Router can be the optimum place for proxy implementation and don't cause any significant increase in network energy consumption as it remains powered up 24/7. Our experiment was successfully conducted on Lantiq XWAY VRX288 (PSB 80920) v1.1 evaluation board that uses embedded linux 2.6.20. This XWAY VRX288 board embeds a 32 bit Microprocessor without Interlocked Pipeline Stages (MIPS ) processor and has CPU frequency of 500 MHz, 32 KB boot ROM, and 16 bit DDR-2 32MB memory.
The NCP software was cross compiled for Lantiq evaluation board using cross compiler tool chain generated for MIPS32 processor. The NCP functionalities were successfully evaluated on XWAY VRX288 board in our LAB environment. Fig. 4 . NCP functional flow-chart
Measurements and Observations
Some benefits of the NCP and its impact on network performance and applications is presented in [12] . This paper presents the performance of NCP in different realistic scenarios and addresses its network overhead due to UPnP signalling. Table 1 presents the Wireshark statistical results to evaluate the network overhead. The test was performed for duration of 712 seconds considering only one NCP 's client that announces it presence periodically, gets registered with NCP, registers Wake-On-Connection action, transitions into sleep and wake-up states and finally de-registers with NCP. From Table 1 , it can be observed that most of the packets are exchanged during steady state condition while average packet size is the smallest which are mostly the CD 's periodic advertisements. The avg. packet size is quite large during discovery phase as CPs on both sides download the CD 's XML description file. The NCP performance was evaluated considering two different realistic scenarios, (i) Scenario 1: NCP application on the HG covers for its sleeping client while third party host located in the same HAN tries to access NCP 's client. (ii) Scenario 2: NCP application on the HG covers for its sleeping client while thirdparty host tries to access NCP 's client from outside HAN (NCP lies between its client and third-party host). The ICMP echo test results averaged over 3 trials are shown in Table 2 . Few packets are lost during wake-to-sleep (WTS ) and sleep-to-wake (STW ) transitions in scenario 1 as packets diversion through gratuitous ARP takes some time to update ARP caches of network devices. There is no loss in scenario 2 as NCP lies in path between its client and third-party host (No traffic diversion required). Similar considerations also hold for packet duplication. The NCP 's client takes some time to inform NCP about wake-up and stop NCP service, thus resulting in few PING packets replied by both NCP and its client. The Wake-On-Connection test results are also shown in Table 2 in which NCP client registers a wake-up request at NCP for Secure SHell (SSH ) remote connection application (TCP port 22). The NCP latency is calculated as the time NCP takes to send WOL packet after receiving new SSH connection request for its client. The SSH response time is evaluated as the time when NCP receives and buffers the first SSH request packet to the time when SSH response is sent by the NCP 's client after wake-up. The NCP forwards the buffered SSH requests as soon as it's client wakes-up. While host wake-up time represents the time interval between sending WOL packet and first update packet sent by host after wake-up. Scenario 1 values are a bit smaller as the host receives another SSH request from third-party host before it receives buffered SSH requests from NCP. Whereas, NCP buffers continuously SSH requests in scenario 2 until it receives wake-up notification from its client. Table 3 represents the power measurements performed for three desktop computers and notebooks in ACPI S0 and S3 states. It is obvious that both desktop computers and notebooks consume much less energy in sleep state (S3:suspended to RAM ) compared to powered-up state(S0). Table 4 shows the expected energy savings by considering average values from Table 3 . It is obvious that future deployment of NCP in the network can provide on average 438 kWh/year energy savings for a desktop computer and 102 kWh/year energy savings for a notebook that correspond to the savings of 96.36 Euro/year and 22.5 Euro/year, respectively. The calculations were performed using 22 cent/kWh as the average cost of electricity in Europe. An organization with 10,000 PCs will be able to save about 0.96 million Euro/year for desktop computers and 0.225 million Euro/year for notebooks. Also, table 4 provides energy savings for the whole world using an estimate of 815 million in use desktops and 164 million in use notebooks during the year 2008. Table 4 does not consider increase in power consumption due to running the NCP service on HG. Table 5 presents the Lantiq XWAY VRX288 experimental HG power consumption in different cases by considering two hosts connected to it. It can be observed that the NCP service causes negligible increase in HG's power consumption. Thus, NCP has the potential to provide billions of Euro savings every year in the world. 
Conclusions
The NCP is a useful approach that allows high power network hosts to sleep when idle while maintaining their virtual presence using a low power network entity. This paper has addressed the generic structure of NCP, its basic functionalities and described a new approach for the design and implementation of NCP using UPnP protocol. The UPnP is in fact a well suited approach to implement the NCP for HAN. Furthermore, the UPnP based NCP concept for PCs can be easily extended for the power management of other local network devices e.g., UPnP printers, copiers and scanners etc. To achieve maximum possible energy savings, this paper has addressed the NCP implementation inside HGs (routers/switchs).
The future work will focus on the development of NCP that will also embed the capabilities to preserve open TCP connections on behalf of sleeping network hosts. Also, due to large number of network based applications with different type of heart-beat messages, the future work will also focus on the development of application independent NCP. The NCP has potential of providing great economic savings in the ever-growing future Internet.
