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Abstract. Trees are capable of portraying the semi-structured data which is 
common in web domain. Finding similarities between trees is mandatory for 
several applications that deal with semi-structured data. Existing similarity 
methods examine a pair of trees by comparing through nodes and paths of two 
trees, and find the similarity between them. However, these methods provide 
unfavorable results for unordered tree data and result in yielding NP-hard or 
MAX-SNP hard complexity. In this paper, we present a novel method that en-
codes a tree with an optimal traversing approach first, and then, utilizes it to 
model the tree with its equivalent matrix representation for finding similarity 
between unordered trees efficiently. Empirical analysis shows that the proposed 
method is able to achieve high accuracy even on the large data sets. 
Keywords: Semi-structured Data, Unordered Tree, Similarity Measure, Matrix 
Representation 
1 Introduction 
The Web domain consists of heterogeneous data in various forms such as HTML, 
XML, image, videos and text. Some of these data are naturally represented as tree 
data structures. Comparing the tree-structured data is important as it enable searching 
for interesting information among the abundant data efficiently. Many researchers 
confirm the significance of unordered tree data representation and their comparisons 
[1, 2]. An unordered tree does not have left-to-right fixed order among siblings node 
and only preserves the ancestor-descendant or parent-child relationship. Especially in 
the Web domain where the data source is heterogeneous, the unordered tree represen-
tation gives more freedom for flexible matching and concise representation. 
A large number of tree mining methods have been developed for finding similari-
ties [3]. Majority of them are for ordered trees and very few are available for unor-
dered trees due to the complexities involved with the unordered tree processing. Ex-
isting similarity methods examine a pair of trees by comparing through nodes and 
paths of two trees, and aggregate the similarity between them [4]. Some similarity 
measure methods use tree level information by considering their common nodes in the 
corresponding levels and giving different weight in different levels, but it fails to 
reserve the child-parent relationship among tree nodes [5]. Higher order models such 
as Tensor Space Model (TSM) have also been used for representing tree data and 
finding similarities, though these techniques suffer from high dimensionality as well 
as complexity problems [6]. Tree edit distance methods are also commonly used in 
measuring similarity between the tree data. These methods measure the distance be-
tween two trees in terms of minimum cost to transform one tree into another tree by 
applying edit operations such as deletion, insertion and substitution [3]. The edit dis-
tance computing algorithms for ordered tree data are known to exhibit O(n
3
) complex-
ity, where n is the maximum number of nodes in two input trees [7]. The tree-edit 
distance based methods for unordered trees show NP-hard complexity [8, 9]. A few 
methods have been developed by reducing the tree edit distance problem to the max-
imum clique problem [10, 11] or proposing variants of the tree edit distance problem 
[12]. However, they still suffer from high complexity for large unordered tree struc-
ture [10]. Other examples of unordered tree matching methods are tree pattern match-
ing [13], maximum agreement subtree [14], largest common subtree [15], and small-
est common supertree. These methods also suffer from the complexity problem. In 
summary, existing methods provide unfavorable results for unordered tree data and 
result in yielding high complexity. 
We propose a novel idea of representing the trees with matrix data structure using 
tree encoding, and then comparing two matrix structures using efficient cosine simi-
larity measure. An optimal traversing adapting a well known optimization problem 
called “Simple Assemble Line Balancing” is used to provide tree encoding for unor-
dered tree data. A matrix based representation called “Augmented Adjacency Matrix” 
is proposed to represent the tree data based on the encoding information. The empiri-
cal analysis shows that the proposed method performs well with high accuracy and 
outperforms benchmarking methods for the large size data. The proposed method is 
able to achieve O(n
2
) complexity due to its incorporation of matrix data for compari-
son. This is remarkable as the existing similarity methods for unordered trees mostly 
give NP-hard and MAX-SNP hard complexity [8, 9]. 
2 The Proposed Similarity Measure Method 
The proposed unordered tree similarity method includes three steps. Firstly, the tree 
data is encoded with an optimal traversing approach. Secondly, an equivalent matrix 
representation is obtained for each tree structure utilizing the tree encoding with other 
tree information. Thirdly, cosine similarity measure is used to calculate the similarity 
between two matrices representing unordered trees. 
2.1 Step 1: Tree encoding using an optimal traversal approach 
Tree Traversal. A tree traversal is a systematic approach of visiting each node once 
in a tree by following certain strategy and returns a list containing the node sequence 
traversed along the way. The depth-first search (DFS) and breadth-first search (BFS) 
are two commonly used traversing algorithms that rely on the fixed ordering among 
sibling nodes. A DFS algorithm starts from root node and explores each branch as far 
as possible before backtracking. They can be classified as pre-order, in-order and 
post-order, based on the sequence of visiting nodes on right or left order. A BFS algo-
rithm, also known as level order traversal algorithm, starts visiting a tree from its root 
node and then follows a strategy for traversing other nodes in the order of their level 
from left to right [16]. These strategies are able to represent ordered trees efficiently; 
however, they face challenges when applied for unordered tree traversal as there is no 
fixed order among sibling nodes. To our best knowledge, these are the only two strat-
egies that have been used for representing and canonization of unordered trees [17]. 
 
 
 
 
 
 
 
 
 
Optimal Tree Traversal. In this paper we introduce an optimal tree traversal method 
for representing unordered tree. This method is inspired by a well-known optimiza-
tion problem known as “Simple Assemble line balancing” from the “Operation Re-
search” paradigm [18]. In manufacturing, the line balancing problem is used to mini-
mize the cost of production by balancing the machine sequences of an assembly line 
based on their operating time and finds the optimal sequence that will support mini-
mum operation or cycle time. Fig. 1(a) illustrates a scenario where the nodes are rep-
resenting various machines in an assembly line and the numerical values outside the 
nodes stand for the operation time requiring for each machine. Fig. 1(b)] shows the 
optimal sequence of completion tasks according to the assembly line problem. In the 
proposed method we metaphor the assembly line as the unordered tree; a machine as a 
tree node; and the optimal sequence as the optimal tree traversal. The weight of a 
node is calculated by counting the number of occurrences of each node under its par-
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Fig. 1. The Simple Assemble line balancing problem, first diagram repli-
cates an assembly line (a), second one representing optimal sequence of 
operations on various machines (b)  
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Fig. 2. Optimal Tree Traversal 
 
ent node. The traversal process begins at the root node. The children nodes are visited 
only after their parent nodes are visited. This is done to ensure that the ancestral or-
dering constraint is preserved. The objective of the traversal approach is to minimize 
the overall traversal time and return an optimal node sequence for the unordered tree. 
Problem Definition. Let tree T = (V, E) be an unordered labeled tree where V = (v0, 
v1, …, vn) denotes the set of nodes that presumes a partial order 𝜌 due to the ancestral 
relation (i.e., i 𝜌 j → i > j where i and j are node indices and i is ancestor of j). If func-
tion tr: T→T* that passes over the tree, listing all nodes that met along the way, then 
it is called tree traversal. T* is n-dimensional vector, representing the list of nodes in 
the order of traversal according to the specified traversal strategy, (v0, vi, …, vn) = V ∈ 
T*, where, v0 is the root node. By using the working principle of line balancing prob-
lem, we define the general traversal function to an optimization problem for achieving 
the optimal node traversal sequence. Let the set of nodes V = (v0, v1, …, vn), traversed 
in a sequence by using the line balancing principle, be called the optimal tree traversal 
if the traversal function tr does not violate the ancestry relationship given by the un-
ordered tree and ensures minimum computational cost as well as traversal time. 
Tree Encoding. After receiving the optimal sequence for traversing all tree nodes, 
each node will be encoded according to its order in this sequence. For instance, in Fig. 
2, the traversal will start from the root node Va and the optimal sequence is Va-Vc-Ve-
Vb-Vf-Vd. The encoded values for the nodes in the tree will be 1-2-3-4-5-6 for Va-Vc-
Ve-Vb-Vf-Vd respectively. 
2.2 Step 2: Tree Modeling with the Augmented Adjacency Matrix 
Representation 
Adjacency matrix has been used for representing trees and graphs by modeling the 
adjacency information regarding parent-child relationship [19]. Let the adjacency 
matrix A model the tree T (V, E) as followings. 
 
,true,      ( )
false,    otherwise
i j
ij
v v E T
A

 

 (1) 
A tree data is a hierarchical representation that includes the inherent implicit rela-
tionships and semantics of various nodes. The traditional adjacency matrix fails to 
represent the label information, level information, encoding information, and ancestry 
relationships. To overcome these limitations the following Augmented Adjacency 
matrix is proposed to model tree data more accurately. 
Augmented Adjacency Matrix. This is a square matrix that utilizes the level, encod-
ing and weight information of a tree to represent the cell values. 
Encoding information: By using the optimal traversing sequence, we obtain the en-
coding values of the tree nodes according to the order they are visited. The root node 
becomes the first row and column to be represented in the matrix and the other nodes 
are arranged in the optimal order achieved by the optimal traversal. This encoding 
value also integrates with the level value between two nodes. 
Level information: The level information in a tree represents the ancestry relationships 
of the nodes. This structural information is important for finding similarity between 
trees [5]. The nodes appearing high on tree carry more influence than nodes appearing 
near the leaf nodes. Consequently, the level assignment is bottom-up; the lowest leaf 
node is assigned the level 1 and the higher value is assigned to the root node level. 
The following rules are applied to assign a value to two nodes, Vi and Vj, incorporat-
ing the level information.  
1. If an ancestor-descendant relationship exists between two nodes Vi and Vj, where Vi 
is the ancestor of Vj, or if the encoding value of Vi is less than the encoding value 
of Vj then the level value of cell Cij is: 
( )
( )
j
i
level V
level V
. The function level outputs the 
level value of a node. 
2. If an ancestral relationship does not exists between two nodes Vi and Vj, or if the 
encoding value of Vi is greater than the encoding value of Vj then the level value 
for cell Cij will be 0. 
Weight information: In this method, nodes carry a weight displaying how frequently 
the node occurs under its parent node. The node weight is added to the corresponding 
level value. Additionally, a value of 1 is added to each diagonal cell of the adjacency 
matrix to represent the existence of corresponding node on that tree. 
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Fig. 3. Augmented Adjacency Matrix. 
We illustrate the process of modeling the tree with the augmented adjacency matrix 
and populating the matrix values. Fig. 3 illustrates the traditional adjacency matrix 
and the augmented adjacency matrix for a given tree. The example tree has three lev-
els, and the root node level is considered as the highest one. The encoding value of 
nodes is received from Fig. 2 by using the optimal traversal. The traversal sequence is 
Va-Vc-Ve-Vb-Vf-Vd and the encoding values for these nodes are 1-2-3-4-5-6 respective-
ly. The level information of corresponding nodes is calculated, and the node weights 
are added to the level values. For instance, consider the calculation of the cell value, 
C23, showing the relation between Va-Vc. The encoding value of Va = 1 which is less 
than the encoding value of Vc = 2 that means Va is ancestor of Vc. According to rule 1, 
the level value of C23 is
( ) 2
( ) 3
c
a
level V
level V
 . The weight of Vc is 4. The final cell value 
will be 2/3+4. The rest of the cell values are being calculated in the same way. 
Table 1. The proposed similarity measure algorithm 
Algorithm : Measuring Similarity 
Input: Unordered trees Ta and Tb 
Output: Measurement similarity between tree pair 
1. Model the tree Ta with the Augmented Adjacency 
Matrix A'; 
2. Model the tree Tb with the Augmented Adjacency 
Matrix B'; 
3. if |B'|>|A'| then 
Add (|B'| ─ |A'|) rows and columns of zeros 
at the right end and bottom of the matrix A'; 
else  
Add (|A'| ─ |B'|) rows and columns of zeros 
at the right end and bottom of the matrix B'; 
end if 
4. Calculate  similarity between two trees  using  
1 1
2 2
1 1 1 1
( ', ')
' '
' '
n n
xy xy
x y
n n n n
xy xy
x y x y
Cos A B
A B
A B
 
   
 

   
  
2.3 Step 3: Measuring Similarity 
Let A' and B' represent Augmented Adjacency Matrices of the corresponding trees. If 
the two trees differ in size, extra columns and rows with zero elements are added to 
the smaller matrix for making the size of both matrixes equal. A matrix can be con-
sidered as a n×n dimensional vector. The value of each cell of a matrix is a dimension 
of the vector, starting from the first row to the end row; the n×n dimensional vector is 
represented. Similarity between two matrices can be calculated by using cosine simi-
larity. Table 1 illustrates the similarity process. 
It is expected to achieve a polynomial time complexity with the proposed method 
detailed in Table 1. The method consists of three steps. The complexity of the first 
step is O(n
2
), same as the line balancing optimisation problem. The complexity of the 
second step is known to be O(n
2
) for modelling the adjacency matrix based on tree 
encoding information. The final step comprises cosine similarity calculation, too 
small to count in; consequently it can be ignored during complexity analysis. The 
overall complexity is O(n
2
) where n is the maximum number of nodes in the input 
trees pair. 
3 Experimental Results 
The proposed similarity measure method is evaluated on two datasets including the 
bill of material (BOM) data that has the similar structure as XML documents [20] and 
the Glycan structures obtained from the KEGG/Glycan database [21]. The proposed 
method is implemented on Matlab and experiments are performed on a PC with RAM 
size 8.00 GB and a processor Intel Core i7. 
Performance on the BOM Data: The BOM data set consists of 404 sample BOMs 
with 50,000 nodes and 12,000 unique nodes. The dataset includes trees with maxi-
mum and minimum depth of 8 and 4 respectively, whereas the maximum and mini-
mum breadth is 10 and 6 respectively. The well known evaluation metrics such as 
precision, recall, F-score and AUC are calculated. To calculate these measures, posi-
tive and negative samples were needed. For this purpose, a tree pair in the data set is 
regarded as positive if the distance score is smaller than a given threshold. Otherwise 
it is regarded as negative. The threshold value is determined empirically. Fig. 4(a) and 
(b) show the performance of the matrices with varied threshold values.  As expected, 
data in Fig. 4(a) shows that with the increase in threshold, matching accuracy is 
improved yielding the best matches showing increase in precision, however it reduces 
the number of matches resulting the fall in recall. Considering the tradeoff between 
precision and recall, the proposed method produces the best result when the threshold 
is set in the range between 0.6~0.65 (Fig. 4(a)). For thresholds below the value of 0.3, 
AUC score is less than 0.5, indicating the random classification (Fig. 4(b)). The 
threshold value higher than 0.5 gives a good quality solution yielding higher AUC. 
We performed a scalability test by varying the BOM data set of different size re-
porting the CPU time and memory usage. Fig. 4(c) reveals that the method is able to 
provide the O(n
2
) complexity, confirming the theoretical complexity analysis. The 
memory usage does not change with the increased data size, as the proposed method 
just needs to keep a pair of trees in the memory at a time  
Performance on the Glycan Structures: We used the Glycan data for comparing 
scalability of the proposed method with the state-of-the-art similarity measure meth-
ods such as CliqueEdit, UwCliqueEdit, and DpCliqueEdit [11]. It is to be noted that 
none of these available methods empirically analysis their accuracy. They conduct the 
CPU time analysis to show the complexity. We compare our proposed method based 
on CPU time with these methods. For analysis, tree pairs are selected randomly from 
the data set with a specified range of the total number of nodes (i.e., sum of the num-
bers of nodes in two trees) and the average CPU time per pair is measured. 
  
 
 
 
 
 
 
Fig. 4. Evaluation metrics with varied thresholds (a, b) and scalability test (c)  
Results in Table 2 show that our proposed method performs well for almost all siz-
es of trees. Although the proposed method does not give best result for the smaller 
tree node sizes, between the ranges of 55~59 and 75~79, but several other methods 
perform worse than our method. After reaching the range 80~84, our method outper-
forms others due to the use of optimal traversal. Overall the average performance of 
all subsets of datasets (the last row) indicates that our method outperforms all meth-
ods, some with very large margin. The CliqueEdit, UwCliqueEdit, and DpCliqueEdit 
[11] methods implement several heuristics to cut the CPU expense, but provides no 
results about accuracy of the matching process. We provide the accuracy test for our 
proposed method on the BOM dataset. Results ascertain that the proposed method is 
able to achieve high accuracy and polynomial complexity. 
Table 2. Average CPU time (sec) per glycan pair is shown for each case. Boldface indicates the 
best results for each case and the highlighted cell indicates the worst results for each case. 
Total # 
nodes 
Clique 
Edit 
UwClique 
Edit 
DpClique 
Edit-A 
DpClique 
Edit-B 
DpClique 
Edit-C 
DpClique 
Edit-D 
DpClique 
Edit-E 
Proposed 
Method 
55~59 1.987 0.433 8.968 0.108 0.088 0.086 0.096 0.374 
60~64 2.746 4.949 1.78 0.167 0.163 0.149 0.177 0.47 
65~69 64.29 9.303 39.46 0.381 0.364 0.328 0.357 1.513 
70~74 58.69 0.099 1.337 0.545 0.436 0.463 0.501 1.517 
75~79 2.441 0.918 4.051 0.953 0.752 0.754 0.781 1.547 
80~84 7.150 6.570 44.63 2.516 2.268 1.620 1.653 1.55 
85~89 237.7 28.03 21.11 3.205 3.205 2.413 2.490 1.641 
90~94 303.2 1211 1710 38.81 26.30 8.165 9.475 1.761 
Average 84.78 157.66 228.92 5.84 1.75 1.75 1.94 1.29 
4 Conclusion 
The unordered tree data represents information inherent in many domains naturally. 
This presses the need of developing an efficient method of measuring similarity be-
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tween trees especially when we are living in the big data era. This paper proposes an 
efficient method of measuring similarity between unordered trees. The proposed 
method introduces an augmented adjacency matrix structure for modeling the tree 
data. The matrix representation enables efficient computation of pair of trees for find-
ing similarity. An optimal traversal of the tree is obtained using a line of balance op-
timization problem. The encoding values of the nodes with this optimal traversal are 
utilized in representing the tree with the matrix structure.  
Empirical analysis shows that the proposed method is able to achieve improved 
complexity in comparison to existing methods even for large datasets. Results also 
showed that an improved complexity is achieved with high accuracy. The proposed 
method is able to achieve polynomial complexity whereas the existing methods for 
calculating similarity amongst unordered trees suffer from the high complexity prob-
lem and are NP-hard or MAX-SNP hard.  
Our future plan is to work on the detail of the optimal traversal approach to improve 
the overall performance. We plan to apply heuristics to improve the scalability fur-
ther. We also plan to do more experiments to analyze effectiveness and versatility of 
the proposed method. 
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