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Abstract. Attribute-based person search is in significant demand for applica-
tions where no detected query images are available, such as identifying a crimi-
nal from witness. However, the task itself is quite challenging because there is a
huge modality gap between images and physical descriptions of attributes. Often,
there may also be a large number of unseen categories (attribute combinations).
The current state-of-the-art methods either focus on learning better cross-modal
embeddings by mining only seen data, or they explicitly use generative adver-
sarial networks (GANs) to synthesize unseen features. The former tends to pro-
duce poor embeddings due to insufficient data, while the latter does not preserve
intra-class compactness during generation. In this paper, we present a symbiotic
adversarial learning framework, called SAL. Two GANs sit at the base of the
framework in a symbiotic learning scheme: one synthesizes features of unseen
classes/categories, while the other optimizes the embedding and performs the
cross-modal alignment on the common embedding space. Specifically, two differ-
ent types of generative adversarial networks learn collaboratively throughout the
training process and the interactions between the two mutually benefit each other.
Extensive evaluations show SALs superiority over nine state-of-the-art methods
with two challenging pedestrian benchmarks, PETA and Market-1501. The code
is publicly available at: https://github.com/ycao5602/SAL.
Keywords: Person search, Cross-modal retrieval, Adversarial learning
1 Introduction
The goal with person search is to find the same person in non-overlapping camera views
at different locations. In surveillance analysis, it is a crucial tool for public safety. To
date, the most common approach to person search has been to take one detected image
captured from a surveillance camera and use it as a query [25, 45, 54, 14, 58, 40, 26, 3].
However, this is not realistic in many real-world applications for example, where a
human witness has identified the criminal, but no image is available.
Attributes, such as gender, age, clothing or accessories, are more natural to us as
searchable descriptions, and these can be used as soft biometric traits to search for in
surveillance data [28, 22, 16, 33]. Compared to the queries used in image-based person
search, these attributes are also much easier to obtain. Further, semantic descriptions
∗ Equal contribution.
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Fig. 1. Three categories of cross-modal retrieval with common space learning: (a) The embedding
model that project data from different modalities into common feature space. (b) The embedding
model with common space adversarial alignment. (c) The proposed SAL that jointly considers
feature-level data augmentation and cross-modal alignment by two GANs.
are more robust than low-level visual representations, where changes in viewpoint or
diverse camera conditions can be problematic. Recently, a few studies have explored
sentence-based person search [26, 24]. Although this approach provides rich descrip-
tions, unstructured text tends to introduce noise and redundancy during modeling. At-
tributes descriptions, on the other hand, are much cheaper to collect, and they inherently
have a robust and relatively independent ability to discriminate between persons. As
such, attribute descriptions have the advantage of efficiency over sentence descriptions
in person search tasks.
Unfortunately, applying a cross-modal, attribute-based person search to real-world
surveillance images is very challenging for several reasons. (1) There is a huge se-
mantic gap between visual and textual modalities (i.e., attribute descriptions). Attribute
descriptions are of lower dimensionality than visual data, e.g., tens versus thousands,
and they are very sparse. Hence, in terms of data capacity, they are largely inferior
to visual data. From performance comparisons between single-modal retrieval (image-
based person search) and cross-modal retrieval (attribute-based person search) using
current state-of-the-art methods, there is still a significant gap between the two, e.g.,
mAP 84.0% [34] vs. 24.3% [7] on Market-1501 [56, 27]. (2) Most of the training and
testing classes (attribute combinations) are non-overlapping, which leads to zero-shot
retrieval problems a very challenging scenario to deal with [7]. Given an attribute-
style query, model aims to have more capacity to search an unseen class given a query
of attributes. (3) Compared to the general zero-shot learning settings one might see in
classification tasks, surveillance data typically has large intra-class variations and inter-
class similarities with only a small number of available samples per class (Fig. 4), e.g.,
∼ 7 samples per class in PETA [5] and ∼ 26 samples per class in Market-1501 com-
pared with ∼ 609 samples per class in AWA2 [51]. One category (i.e., general attribute
combinations that are not linked to a specific person) may include huge variations in
appearance just consider how many dark-haired, brown-eyed people you know and
how different each looks. Also, the inter-class distance between visual representations
from different categories can be quite small considering fine-grained attributes typically
become ambiguous in low resolution with motion blur.
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One general idea for addressing this problem is to use cross-modal matching to dis-
cover a common embedding space for the two modalities. Most existing methods focus
on representation learning, where the goal is to find projections of data from differ-
ent modalities and combine them in a common feature space. This way, the similarity
between the two can be calculated directly [12, 48, 10] (Fig. 1(a)). However, these
approaches typically have a weaker modality-invariant learning ability and, therefore,
weaker performance in cross-modal retrieval. More recently, some progress has been
made with the development of GANs [11]]. GANs can better align the distributions of
representations across modalities in a common space [44]], plus they have been suc-
cessfully applied to attribute-based person search [53]. (Fig. 1(b)). There are still some
bridges to cross, however. With only a few samples, only applying cross-modal align-
ment to a high-level common space may mean the model fails to capture variances in
the feature space. Plus, the cross-modal alignment probably will not work for unseen
classes. Surveillance data has all these characteristics, so all of these problems must be
overcome.
To deal with unseen classes, some recent studies on zero-shot learning have explic-
itly used GAN-based models to synthesize those classes [30, 19, 63, 9]. Compared
to zero-shot classification problems, our task is cross-modal retrieval, which requires
learning a more complex search space with a finer granularity. As our experiments
taught us, direct generation without any common space condition may reduce the intra-
class compactness.
Hence, in this work, we present a fully-integrated symbiotic adversarial learning
framework for cross-modal person search, called SAL. Inspired by symbiotic evolution,
where two different organisms cooperate so both can specialize, we jointly explore the
feature space synthesis and common space alignment with separate GANs in an in-
tegrated framwork at different scales (Fig. 1(c)). The proposed SAL mainly consists
of two GANs with interaction: (1) A synthesis-GAN that generates synthetic features
from semantic representations to visual representations, and vice versa. The features
are conditioned on common embedding information so as to preserve very fine lev-
els of granularity. (2) An alignment-GAN that optimizes the embeddings and performs
cross-modal alignment on the common embedding space. In this way, one GAN aug-
ments the data with synthetic middle-level features, while the other uses those features
to optimize the embedding framework. Meanwhile, a new regularization term, called
common space granularity-consistency loss, forces the cross-modal generated repre-
sentations to be consistent with their original representations in the high-level common
space. These more reliable embeddings further boost the quality of the synthetic rep-
resentations. To address zero-shot learning problems when there is no visual training
data for an unseen category, we use new categories of combined attributes to synthesize
visual representations for augmentation. An illustration of feature space data augmen-
tation with a synthesized unseen class is shown in Fig. 2.
In summary, this paper makes the following main contributions to the literature:
– We propose a fully-integrated framework called symbiotic adversarial learning (SAL)
for attribute-based person search. The framework jointly considers feature-level
data augmentation and cross-modal alignment by two GANs at different scales.
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Fig. 2. An illustration of feature space data augmentation with a synthesized unseen class.
Plus, it handles cross-model matching, few-shot learning, and zero-shot learning
problems in one unified approach.
– We introduce a symbiotic learning scheme where two different types of GANs learn
collaboratively and specially throughout the training process. By generating qual-
ified data to optimise the embeddings, SAL can better align the distributions in
the common embedding space, which, in turn, yields superior cross-modal search
results.
– Extensive evaluations on the PETA [5] and Market-1501 [56] datasets demonstrate
the superiority of SAL at attribute-based person search over nine state-of-the-art
attribute-based models.
2 Related Works
Attribute-Based Person Search. In recent years, semantic attribute recognition of
pedestrians has drawn increasing attention [23, 21, 6, 46, 55] and it has been extensively
exploited for image-based person search as a middle-level feature [20, 38, 39, 27, 47].
There are a few studies on exploiting attribute-based person search for cross-modal
retrieval [43, 37, 35, 53]. Early attribute-based retrieval methods intuitively rely on
attribute prediction. For example, Vaquero et al. [43] proposed a human parts based at-
tribute recognition method for person retrieval. Siddiquie et al. [37] utilized a structured
prediction framework to integrate ranking and retrieval with complex queries, while
Scheirer et al. [35] constructed normalized multi-attribute spaces from raw classifier
outputs. However, the pedestrian attribute recognition problem is far from being solved
[23, 46, 29]. Consistently predicting all the attributes is a difficult task with sparsely-
labeled training data; the images of people from surveillance cameras are low resolu-
tion and often contain motion blur. Also the same pedestrian would rarely be captured
in the same pose. These imperfect attributes are significantly reducing the reliability of
existing models. Shi et al. [36] suggested transfer learning as a way to overcome the
limited availability of costly labeled surveillance data. They chose fashion images, with
their richly labeled captions, as the source domain to bridge the gap between unlabeled
pedestrian surveillance images. They were able to produce semantic representations
for a person search without the need for annotated surveillance data, but the retrieval
results were not as good as the supervised/semi-supervised methods, which makes us-
ing this approach a question of cost versus performance. More recently, Yin et al. [53]
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posed attribute-based person search as a cross-modality matching problem. They ap-
plied an adversarial leaning method to align the cross-modal distributions in a common
space. However, their model design did not extend to the unseen class problem or few-
shot learning challenges. Dong et al. [7] formulated a hierarchical matching model that
fuses the similarity between global category-level embeddings and local attribute-level
embeddings. Although they consider a zero-shot learning paradigm in the approach,
the main disadvantage of this method is that it lacks the ability to synthesize visual rep-
resentations of an unseen category. Therefore, it does not successfully handle unseen
class problem for cross-modal matching.
Cross-Modal Retrieval. Our task of searching for people using attribute descriptions
is closely related to studies on cross-modal retrieval in the sense that both problems
require the attribute descriptions to be aligned with image data. This is a particularly
relevant task to text-image embedding [52, 49, 26, 44, 57, 41], where canonical corre-
lation analysis (CCA) [12] is a common solution for aligning two modalities by maxi-
mizing their correlation. With the rapid development of deep neural networks (DNN),
a deep canonical correlation analysis (DCCA) model has since been proposed based
on the same insight [1]. Yan et al. [52] have subsequently extended the idea to an
image-text matching method based on DCCA. Beyond these core works, a variety of
cross-modal retrieval methods have been proposed for different ways of learning a com-
mon space. Most use category-level labels (categories) to learn common representations
[53, 44, 63, 57, 57]. However, what might be fine-grained attribute representations of-
ten lose granularity, and semantic categories are all treated as being the same distance
apart. Several more recent works have been based on using a GAN [11] for cross-
modal alignment in the common subspace [44, 53, 63, 42]. The idea is intuitive since
GANs have proved to be powerful tools for distribution alignment [42, 15]. Further, they
have demonstrated some impressive results in image translation [62], domain adapta-
tion [42, 15] and so on. However, when only applied to a common space, conventional
adversarial learning may fail to model data variance where there are only a few samples
and, again, the model design ignores the zero-shot learning challenge.
3 Symbiotic Adversarial Learning (SAL)
Problem Definition Our deep model for attribute-based person search is based on the
following specifications. There are N labeled training images {xi,ai, yi}Ni=1 available
in the training set. Each image-level attribute description ai = [a(i,1), . . . , a(i,nattr)] is
a binary vector with nattr number of attributes, where 0 and 1 indicate the absence and
presence of the corresponding attribute. Images of people with the same attribute de-
scription are assigned to a unique category so as to derive a category-level label, specif-
ically yi ∈ {1, ...,M} for M categories. The aim is to find matching pedestrian images
from the gallery set Xgallery = {xj}Gj=1 with G images given an attribute description aq
from the query set.
3.1 Multi-modal Common Space Embedding Base
One general solution for cross-modal retrieval problems is to learn a common joint sub-
space where samples of different modalities can be directly compared to each other. As
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mentioned in our literature review, most current approaches use category-level labels
(categories) to generate common representations [53, 44, 63]. However, these represen-
tations never manage to preserve the full granularity of finely-nuanced attributes. Plus,
all semantic categories are treated as being the same distance apart when, in reality, the
distances between different semantic categories can vary considerably depending on the
similarity of their attribute descriptions.
Thus, we propose a common space learning method that jointly considers the global
category and the local fine-grained attributes. The common space embedding loss is
defined as:
Lembed = Lcat + Latt. (1)
The category loss utilizing the Softmax Cross-Entropy loss function for image em-
bedding branch is defined as:
Lcat = −
N∑
i=1
log
(
pcat(xi, yi)
)
, (2)
where pcat(xi, yi) specifies the predicted probability on the ground truth category yi of
the training image xi.
To make the common space more discriminative for fine-trained attributes, we use
the Sigmoid Cross-Entropy loss function which considers all m attribute classes:
Latt = −
N∑
i=1
m∑
j=1
(
a(i,j) log
(
p
(j)
att (xi)
)
+ (3)
(1− a(i,j)) log
(
1− p(j)att (xi)
)
),
where a(i,j) and p
(j)
att (xi) define the ground truth label and the predicted classification
probability on the j-th attribute class of the training imagexi, i.e. ai = [a(i,1), · · · , a(i,m)]
and p(j)att = [p
(1)
att (xi), · · · , p(m)att (xi)]. Similar loss functions of Eq. (2) and Eq. (3) are
applied to the attribute embedding branch as well.
The multi-modal common space embedding can be seen as our base, named as
Embed (Fig. 1a). A detailed comparison is shown in Table 2.
3.2 Middle-Level Granularity-Consistent Cycle Generation
To address the challenge of insufficient data and bridge the modality gap between
middle-level visual and semantic representations, we aim to generate synthetic features
from the semantic representations to supplement the visual representations and vice
versa. The synthetic features are conditioned on common embedding information so as
to preserve very fine levels of granularity for retrieval. The middle-level representations
are denoted as fv for visual and fa for attribute. More detail is provided in Fig. 3.
As paired supervision are available for seen categories during generation, conven-
tional unsupervised cross-domain generation methods, e.g. CycleGAN [62], Disco-
GAN [17] are not perfect suit. To better match joint distributions, we consider single
Symbiotic Adversarial Learning for Attribute-based Person Search 7
Semantic 
space
GV
GA
Common 
Embedding 
Space
fa
Visual 
space
Lembed
𝑬𝑨/𝑮𝑪 𝑬𝑽
fv
D1
D2
Lsynth-adv
Lalign-adv
Attributes 𝒂𝒊
Image 𝒙𝒊
✓Teenager
✓Crossbody bag
✓Pants
✓Female
✓Top white
✓Bottom black
Attribute 
Feature 
Extractor
✓Teenager
✓Backpack
✓Pants
✓Female
✓Top red
✓Bottom black
Sampled Attributes 𝒂𝒖𝒏𝒔𝒆𝒆𝒏
Image 
Feature 
Extractor
Data flow for paired 
images and attributes
Data flow for synthetic 
unseen data
Synthesis adversarial 
learning
Alignment adversarial 
learning
Fig. 3. An overview of the proposed SAL Framework.
discriminator distinguishes whether the paired data (fa, fv) ) is from a real feature dis-
tribution p(fa, fv) or not. This is inspired by Triple Generative Adversarial Networks
[4]. The TripleGAN works on semi-supervised classification task with a generator, a
discriminator and a classifier while our synthesis-GAN consists of two generators and
a discriminator. As shown in Fig. 3, our synthesis-GAN consists of three main compo-
nents: Generator GA synthesizes semantic representations from visual representations;
Generator GV synthesizes visual representation from semantic representations, and a
discriminator D1 focused on identifying synthetic data pairs. Given that semantic rep-
resentations are rather more sparse than visual representations, we add a noise vector
z ∼ N (0, 1) sampled from a Gaussian distribution for GV to get variation in visual
feature generation. Thus, GV can be regarded as a one-to-many matching from a sparse
semantic space to a rich visual space. This accords with the one-to-many relationship
between attributes and images. The training process is formulated as a minmax game
between three players - GV , GA and D1 - where, from a game theory perspective, both
generators can achieve their optima. The adversarial training scheme for middle-level
cross-modal feature generation can, therefore, be formulated as
Lgan1(GA, GV , D1) = E(fa,fv)∼p(fa,fv))[log(D1(fa, fv))]
+
1
2
Efa∼p(fa)[log(1−D1(fa, GV (fa, z)))]
+
1
2
Efv∼p(fv)[log(1−D1(GA(fv), fv))].
(4)
The discriminator D1 is fed with three types of input pairs: (1) The fake input
pairs (f˜a, fv), where f˜a = GA(fv). (2) The fake input pairs (fa, f˜v), where f˜v =
GV (fa, z)). (3) The real input pairs (fa, fv) ∼ p(fa, fv).
To constrain the generation process to only produce representations that are close
to the real distribution, we assume the synthetic visual representation can be generated
8 Cao Y.-T, Wang J., and Tao D.
back to the original semantic representation, which is inspired by the CycleGAN struc-
ture [62]. Given this is a one-to-many matching problem as mentioned above, we flex
the ordinary two-way cycle consistency loss to a one-way cycle consistency loss (from
the semantic space to the visual space and back again):
Lcyc(GA, GV ) = Efa∼p(fa)[||GA(GV (fa, z))− fa||2]. (5)
Furthermore, feature generation is conditioned on embeddings in the high-level
common space, with the aim of generating more meaningful representations that pre-
serve as much granularity as possible. This constraint is a new regularization term that
we call the common space granularity-consistency loss, formulated as follows:
Lconsis(GA, GV ) = Efv∼p(fv)[||EA(GA(fv))− EV (fv)||2]
+Efa∼p(fa)[||EV (GV (fa, z))− EA(fa)||2]
+E(fa,fv)∼p(fa,fv)[||EA(GA(fv))− EA(fa)||2]
+E(fa,fv)∼p(fa,fv)[||EV (GV (fa, z))− EV (fv)||2],
(6)
whereEA andEV stand for the common space encoders for attribute features and visual
features respectively.
Lastly, the full objective of synthesis-GAN is:
Lsynth-adv = Lgan1 + Lcyc + Lconsis. (7)
3.3 High-Level Common Space Alignment with Augmented Adversarial
Learning
On the high-level common space which has been optimized by Eq. (1), we introduce
the second adversarial loss for cross-modal alignment, making the common space more
modality-invariant. Here, EA works as a synchronous common space encoder and gen-
erator. Thus, we can define EA as GC in the following adversarial loss:
Lgan2(GC , D2) = Efv∼p(fv)[logD2(EV (fv))]
+Efa∼p(fa)[log(1−D2(EA(fa)))].
(8)
Benefiting from the middle-level GAN that bridges the semantic and visual spaces,
we can access the augmented data, f˜a and f˜v , to optimise the common space, where
f˜a = GA(fv) and f˜v = GV (fa, z). Thus the augmented adversarial loss is applied for
cross-modal alignment by:
Laug1(GC , D2) = Efa∼p(fa)[logD2(EV (f˜v))]
+Efv∼p(fv)[log(1−D2(EA(f˜a))].
(9)
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and can be used to optimize the common space by:
Laug2(EA, EV ) = Lembed(f˜a) + Lembed(f˜v). (10)
Then the total augmented loss from the synthesis-GAN interaction is calculate by:
Laug = Laug1 + Laug2. (11)
.
The final augmented adversarial loss for alignment-GAN is defined as:
Lalign-adv = Lgan2 + Laug. (12)
3.4 Symbiotic Training Scheme for SAL
Algorithm 1 summarizes the training process. As stated above, there are two GANs
learn collaboratively and specially throughout the training process. The synthesis-GAN
(including GA, GV and D1) aims to build a bridge of semantic and visual represen-
tations in the middle-level feature space, and synthesize features from each other. The
granularity-consistency loss was further proposed to constrain the generation that con-
ditions on high-level embedding information. Thus, the high-level alignment-GAN (in-
cluding EA, EV and D2) that optimizes the common embedding space benefits the
synthesis-GAN with the better common space constrained by Eq. (6). Similarly, while
the alignment-GAN attempts to optimize the embedding and perform the cross-modal
alignment, the synthesis-GAN supports the alignment-GAN with more realistic and re-
liable augmented data pairs via Eqs. (9) and (10). Thus, the two GANs are updated
iteratively, and SALs full objective becomes:
LSAL = Lembed + Lsynth-gan + Lalign-gan. (13)
Semantic augmentation for unseen classes. To address the zero-shot problem, our
idea is to synthesize visual representations of unseen classes from semantic represen-
tations. In contrast to conventional zero-shot settings with pre-defined category names,
we rely on a myriad of attribute combinations instead. Further, this inspired us to also
sample new attributes in the model design. Hence, during training, some new attribute
combinations aunseen are dynamically sampled in each iteration. The sampling for the
binary attributes follows a Bernoulli distribution, and a 1-trial multinomial distribu-
tion for the multi-valued attributes (i.e., mutually-exclusive attributes) according to the
training data probability. Once the attribute feature extraction is complete, fa in the
objective function is replaced with [fa, faunseen ], faunseen is used to generate synthetic
visual feature via GV . The synthetic feature pairs are then used for the final common
space cross-modal learning.
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Algorithm 1 Learning the SAL model.
Input: N labeled data pairs (xi,ai) from the training set;
Output: SAL attribute-based person search model;
for t = 1 to max-iteration do
Sampling a batch of paired training data (xi,ai);
Step 1: Multi-modal common space Embedding:
Updating both image branch and attribute branch by common
space embedding loss Lembed (Eq. (1));
Step 2: Middle-Level Granularity-Consistent Cycle Gen-
eration : Updating GA, GV and D1 by Lsynth-adv (Eq. (7));
Step 3: High-Level Common Space Alignment: Updating
EA, EV and D2 by Lalign-adv (Eq. (12));
end for
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4 Experiments
Datasets. To evaluate SAL with an attribute-based person search task, we used two
widely adopted pedestrian attribute datasets1: (1) TheMarket-1501 attribute dataset [56]
which is actually the Market-1501 dataset but annotated with 27 attributes for each iden-
tity [27] - see Fig. 4. The training set contains an average of ∼ 26 labeled images in
each category. During testing, 367 out of 529 ( 69.4%) were from unseen categories.
(2) The PETA dataset [5] consists of 19, 000 pedestrian images collected from 10 small-
scale datasets of people. Each image is annotated with 65 attributes. Following [53], we
labeled the images into categories according to their attributes, then split the dataset
into a training set and a gallery set by category. In the training set, there was an average
of ∼ 7 labeled images in each category in the training set, and all 200 categories in the
test set (100%) were unseen.
Performance Metric. The two metrics used to evaluate performance were the cumu-
lative matching characteristic (CMC) and mean Average Precision (mAP). We fol-
lowed [31] and computed the CMC on each rank k as the probe cumulative percent-
age of truth matches appearing at ranks ≤k. mAP measures the recall of multiple truth
1 The DukeMTMC dataset is not publicly available.
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Table 1. Attribute-based person search performance evaluation. Best results are shown in bold.
The second-best results are underlined.
Metric (%) Market-1501 Attributes PETA
Model Reference mAP rank1 rank5 rank10 mAP rank1 rank5 rank10
DeepCCA [1] ICML’13 17.5 30.0 50.7 58.1 11.5 14.4 20.8 26.3
DeepMAR [23] ACPR’15 8.9 13.1 24.9 32.9 12.7 17.8 25.6 31.1
DeepCCAE [50] ICML’15 9.7 8.1 24.0 34.6 14.5 14.2 22.1 30.0
2WayNet [8] CVPR’17 7.8 11.3 24.4 31.5 15.4 23.7 38.5 41.9
CMCE [24] ICCV’17 22.8 35.0 51.0 56.5 26.2 31.7 39.2 48.4
ReViSE [41] ICCV’17 17.7 24.2 45.2 57.6 31.1 30.5 57.0 61.5
MMCC [9] ECCV’18 22.2 34.9 58.7 70.2 33.9 33.5 57.0 69.0
AAIPR [53] IJCAI’18 20.7 40.3 49.2 58.6 27.9 39.0 53.6 62.2
AIHM [7] ICCV’19 24.3 43.3 56.7 64.5 - - - -
SAL (Ours) 29.8 49.0 68.6 77.5 41.2 47.0 66.5 74.0
matches and was computed by first computing the area under the Precision-Recall curve
for each probe, then calculating the mAP over all probes.
Implementation Details. SAL was implemented based on Torchreid [59, 61, 60] in
the Pytorch framework [32] with ResNet-50 [13] as the image feature extractor.We
used fully connected layers to form the attribute feature extractor (64, 128, 256, 512),
the middle-level generators (256, 128, 256, 512), and the encoders (512, 256, 128).
Batch normalization and a ReLU nonlinear (activation) followed each of the first three
layers with a Tanh (activation) before the output. The discriminators were also fully
connected layers (512, 256, 1) with batch normalization and a leaky ReLU activation
following each of the first two layers, and a Sigmoid activation prior to the output. Once
the embedding process for the common space was complete, the classifiers are output
as 1-fully connected layer. Training process: We first pre-trained the image branch and
Embed model as a person search baseline (Fig. 3.1) until it converge. Then we trained
the full SAL model for 60 epochs with a learning rate of 0.001 for the image branch
and 0.01 for the attribute branch. We chose Adam as the training optimizer [18] with a
batch size of 128. During testing, we calculated the cosine similarity between the query
attributes and the gallery images in the common embedding space with 128-D deep
feature representations for matching. Training time: It took 1 hour and 17 minutes for
SAL to converge (with 26.3M parameters) compared to 1 hour and 10 minutes for a
single adversarial model Embed+adv to converge (25.0M parameters). Both training
processes were run on the same platform consisting of two NVIDIA 1080Ti GPUs.
4.1 Comparisons to the State-Of-The-Arts
The results of the search task appear in Table 1, showing SALs performance in compar-
ison to 9 state-of-the-art models across four types of methods. These are: (I) attribute
recognition based method: (1) DeepMAR [23]. (II) correlation based methods: (2) Deep
Canonical Correlation Analysis (DCCA) [1]; (3) Deep Canonically Correlated Autoen-
coders (DCCAE) [50]; (4) 2WayNet [8] (III) common space embedding : (5) Cross-
modality Cross-entropy (CMCE) [24]; (6) ReViSE [41]; (7) Attribute-Image Hierarchi-
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cal Matching (AIHM) [7]; (IV) adversarial learning: (8) Multi-modal Cycle-consistent
(MMCC) model [9]; (9) Adversarial Attribute-Image Person Re-ID (AAIPR) [53].
From the results, we made the following observations: (1) SAL outperformed all
nine state-of-the-art models on both datasets in terms of mAP. On the Market-1501
dataset, the improvement over the second best scores were 5.5% (29.8 v 24.3) and
5.7% (49.0 v 43.3) for rank1. On the PETA dataset, the improvement was 7.3% (41.2
v 33.9) and 8.0% (47.0 v 39.0) for rank1. This illustrates SALs overall performance
advantages in cross-modal matching for attribute-based person search. (2) Directly pre-
dicting the attributes using the existing recognition models and matching the predictions
with the queries is not efficient (e.g., DeepMAR). This may be due to the relatively low
prediction dimensions and the sparsity problems with attributes in semantic space. (3)
Compared to the common space learning-based method (CMCE), the conventional cor-
relation methods (e.g., DCCA, DCCAE, 2WayNet) witnessed relatively poor results.
This demonstrates the power of common space learning with a common embedding
space. It is worth mentioning that CMCE is specifically designed to search for people
using natural language descriptions, yet SAL outperformed CMCE by 7.0% in mAP and
14.0% in rank1 with the Market-1501 dataset, and by 15.0%mAP/15.3% rank1 with the
PETA dataset. (4) The adversarial model comparisons, AAIPR and MMCC, did not fare
well against SAL, especially AAIPR, which utilizes single adversarial learning to align
the common space. This directly demonstrates the advantages of our approach with
symbiotic adversarial design compared to traditional adversarial learning methods. (5)
Among the compared state-of-the-arts, MMCC, ReViSE and AIHM each address zero-
shot problems. Against MMCC, SALs mAP result was 7.6% better on Market-1501 and
7.3% on PETA and, for rank1, 14.1% on Market-1501 and 13.5% on PETA. AIHM is
the most recent state-of-the-art in this category of method and SALs performance im-
provement was 5.5% mAP and 5.7% rank1 on Market-1501. This demonstrates the ad-
vantages of SALs new regularization term, the common space granularity-consistency
loss, for generating middle-level features
4.2 Further Analysis and Discussions
To further evaluate the different components in the model, we conduct studies on the
PETA dataset.
Component analysis of SAL Here, we compared: (1) the base embedding model
(Embed, Fig. 1(a)), which comprises the multi-modal common space embedding base
(Sec. 3.1) and is optimized by embedding loss (Eq. (1)) only; (2) the base embedding
Table 2. Component analysis of SAL on PETA dataset.
Metric (%) mAP rank1 rank5 rank10
Embed 31.3 34.0 57.0 64.5
Embed + adv 35.0 37.5 60.5 66.5
Embed + symb-adv 40.6 44.0 64.0 70.5
Embed + symb-adv + unseen(SAL) 41.2 47.0 66.5 74.0
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Embed
SAL
40
Embed + adv
Rank 1 Rank 10
Query: Teenager, Crossbody bag, Pants, Short bottom, Short top, 
Long hair, Female, Top white, Bottom black
59, 
60,107,1
23,137, 
291
Query: Adult, No bag, Pants, Short top, Short hair, Male, Top gray, 
Bottom white
Rank 1 Rank 10
Fig. 5. Examples of attribute-based person search result on Market-1501. The query attributes
are shown above the retrieved images. The green and red borders represent correct and wrong
selections respectively. We highlight the attributes in bold corresponding to the false matches.
Table 3. Effect of interactions between two GANs on PETA dataset.
Metric (%) mAP rank1 rank5 rank10
SAL - Laug 35.4 38.0 60.0 69.0
SAL - Lconsis 35.2 39.5 56.5 66.0
SAL (Full interaction) 41.2 47.0 66.5 74.0
model plus single adversarial learning (Embed+adv, Fig. 1(b)), (3) the base embed-
ding model plus our symbiotic adversarial learning (Embed+symb-adv, Fig. 1(c)), and
(4) our full SAL model, which includes the attribute sampling for unseen classes. The
results are shown in Table 2.
Compared to the Embed model, Embed+adv saw a 3.7% improvement in mAP and
3.5% in rank1, whereas Embed+symb-adv achieved 9.3% improvement in mAP and
10% in rank1, and finally SAL (Embed+symb-adv+unseen) witnessed a significant im-
provement with 9.9% in mAP and 13.0% in rank1. This is a clear demonstration of the
benefits of jointly considering middle-level feature augmentation and high-level cross-
modal alignment instead of only having common space cross-modal alignment (41.2%
vs 35.0% mAP and 47.0% vs 37.5% rank1).
Fig. 5 visualizes the ranked results from Embed, Embed+adv and SAL to qualita-
tively illustrate the performance of the three models. Although the models are able to
pick out some correct images from candidates in the top 10 ranks, SAL selected more.
Checking the wrong attributes of the false ranks, we can see that SAL was better able to
discern fine-grained attributes, such as different kinds of bags. Moreover, SAL picked
correct images of diverse appearances, which may indicate it has some ability to over-
come intra-class variation problems, i.e., where identities from the same category can
be visually different (Fig. 4).
Effect of interactions between two GANs Our next test was designed to assess the in-
fluence of the symbiotic interaction, i.e., where the two GANs iteratively regularize and
augment each other. Hence, we removed the interaction loss between the two GANs,
which is the total augmented loss from Eq. (11) and the common space granularity-
consistency loss from Eq. (6). Removing the augmented loss (SAL - Laug) means the
model no longer uses the augmented data. Removing the common space granularity-
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Table 4. Comparing stage-wise training vs. symbiotic training scheme.
Metric (%) mAP rank1 rank5 rank10
SAL w/ stage-wise training 35.0 41.0 58.0 65.0
SAL w/ symbiotic training 41.2 47.0 66.5 74.0
consistency loss (SAL - Lconsis) means the middle-level generators are not conditioned
on high-level common embedding information, which should reduce the augmented
data quality. The results in Table 3 show that, without augmented data, SALs mAP de-
creased by 5.8% and by 6.0% without the granularity-consistency loss as a regularizer.
Comparing stage-wise training vs. symbiotic training scheme We wanted to gain
a better understanding of the power of the symbiotic training scheme (Sec. 3.4). So,
we replaced the iterative symbiotic training scheme (SAL w/ symbiotic training) with
a stage-wise training (SAL w/ stage-wise training). The stage-wise training [2] breaks
down the learning process into sub-tasks that are completed stage-by-stage. So during
implementation, we first train the synthesis-GAN conditioned on the common embed-
ding. Then for the next stage, we optimise the alignment-GAN on the common space
with synthetic data. As shown in Table 4, there was a 6.2% drop in mAP using the
stage-wise training, which endorses the merit of the symbiotic training scheme. During
the symbiotic training, the synthesized augmentation data and the common space align-
ment iteratively boost each others learning. A better common space constrains the data
synthesis to generate better synthetic data. And, with better synthetic data for augmen-
tation, a better common space can be learned.
5 Conclusion
In this work, we presented a novel symbiotic adversarial learning model, called SAL.
SAL is an end-to-end framework for attribute-based person search. Two GANs sit at the
base of the framework: one synthesis-GAN uses semantic representations to generate
synthetic features for visual representations, and vice versa, while the other alignment-
GAN optimizes the embeddings and performs cross-modal alignment on the common
embedding space. Benefiting from the symbiotic adversarial structure, SAL is able to
preserve finely-grained discriminative information and generate more reliable synthetic
features to optimize the common embedding space. With the ability to synthesize visual
representations of unseen classes, SAL is more robust to zero-shot retrieval scenarios,
which are relatively common in real-world person search with diverse attribute descrip-
tions. Extensive ablation studies illustrate the insights of our model designs. Further, we
demonstrate the performance advantages of SAL over a wide range of state-of-the-art
methods on two challenging benchmarks.
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