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A SYNCHRONOUS GAME FOR BINARY CONSTRAINT
SYSTEMS
SE-JIN KIM, VERN PAULSEN, AND CHRISTOPHER SCHAFHAUSER
Abstract. Recently, W. Slofstra proved that the set of quantum correlations
is not closed. We prove that the set of synchronous quantum correlations is
not closed, which implies his result, by giving an example of a synchronous
game that has a perfect quantum approximate strategy but no perfect quan-
tum strategy. We also exhibit a graph for which the quantum independence
number and the quantum approximate independence number are different. We
prove new characterisations of synchronous quantum approximate correlations
and synchronous quantum spatial correlations. We solve the synchronous ap-
proximation problem of Dykema and the second author, which yields a new
equivalence of Connes’ embedding problem in terms of synchronous correla-
tions.
1. Introduction
W. Slofstra [Slo17] solved one of the Tsirelson conjecture’s by exhibiting a bi-
nary constraint system (BCS) game which has a perfect qa-strategy but no perfect
q-strategy. His result shows, in particular, that the set of probabilistic quantum
correlations is not closed. In this paper, building on his work, we prove the some-
what stronger result that the set of synchronous quantum correlations is not closed.
We do this by constructing a synchronous game that has a perfect qa-strategy
but no perfect q-strategy. We also construct a graph G with the property that
αq(G) < αqa(G), where these numbers are the quantum independence number and
approximate quantum independence number of G, respectively. These results rely
on a major part of Slofstra’s construction, but then use the ideas on quantum graph
isomorphisms from [AMR+16]. To carry out this program, we need to extend the
material in [AMR+16] on quantum graph isomorphisms to the cases of qa-strategies
and qc-strategies. The extension of the ideas of [AMR+16] to qc-strategies is minor,
but the extension to qa-strategies builds on new characterisations of synchronous
qa-strategies which are the main technical results of this paper.
Section 2 contains many preliminary results and definitions, some background
material on quantum correlations and synchronous games, and some remarks on
the material in [AMR+16] to include other types of quantum isomorphisms.
Section 3 includes some new results on the connections between synchronous
correlations and traces. In particular, we prove that the sets of synchronous q-
correlations and synchronous qs-correlations are equal. We prove that in the cor-
respondence between synchronous correlations and traces on C∗-algebras, estab-
lished in [PSS+16], that synchronous qa-correlations arise from amenable traces.
We also answer the synchronous approximation problem from [DP16], which shows
that Connes’ embedding problem is equivalent to proving the equality of the set
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of synchronous qa-correlations with the set of synchronous qc-correlations. This
in turn leads to another proof of Ozawa’s [Oza13] equivalence of Connes’ embed-
ding problem with the equality of the set of all qa-correlations with the set of all
qc-correlations.
In Section 4, we prove that the sets of synchronous q-correlations and synchro-
nous qa-correlations are not equal. This implies Slofstra’s [Slo17] result that the
set of quantum correlations is not closed, when the number of inputs and outputs
is sufficiently large.
Finally, in Section 5, we return to the study of quantum versions of graph pa-
rameters and exhibit a graph for which αq(G) < αqa(G).
2. Preliminaries on Correlations and Quantum Graph Theory
Suppose that Alice has nA quantum experiments each with mA outcomes and
Bob has nB quantum experiments each with mB outcomes and that their combined
labs are in some combined, possibly entangled, state. We let p(a, b|x, y) denote
the conditional probability that if Alice conducts experiment x and Bob conducts
experiment y then they get outcomes a and b, respectively. The nAnBmAmB-tuple(
p(a, b|x, y))
1≤x≤nA,1≤y≤nB,1≤a≤mA,1≤b≤mB
of real numbers is, informally, called a quantum correlation. There are several
different mathematical models that can be used to describe these values, denoted
by the subscripts, q, qs, qa and qc and the Tsirelson problems are concerned with
whether or not these different mathematical models yield the same sets. Due to the
work of Slofstra [Slo17], we now know that in some cases these sets are different.
We now recall these sets formal definitions. For t ∈ {q, qs, qa, qc}, we let
Ct(nA, nB,mA,mB) ⊆ RnAnBmAmB denote the set of all possible tuples
(
p(a, b|x, y))
that can be obtained using the model t.
In particular, p(a, b|x, y) ∈ Cq(nA, nB,mA,mB) if and only if there exist finite
dimensional Hilbert spaces HA and HB, orthogonal projections Ex,a ∈ B(HA), 1 ≤
x ≤ nA, 1 ≤ a ≤ mA satisfying
∑mA
a=1Ex,a = IHA , ∀x, orthogonal projections
Fy,b ∈ B(HB), 1 ≤ y ≤ nB, 1 ≤ b ≤ mB satisfying
∑mB
b=1 Fy,b = IHB , ∀y and a unit
vector ψ ∈ HA ⊗HB such that
p(a, b|x, y) = 〈Ex,a ⊗ Fy,bψ, ψ〉.
The set Cqs(nA, nB,mA,mB) is defined similarly, except the condition that the
Hilbert spaces HA and HB be finite dimensional is dropped.
It is known that the closures of these sets are the same and we denote the closure
of these sets by Cqa(nA, nB,mA,mB)
The set Cqc(nA, nB,mA,mB) is defined by eliminating the tensor product and
instead having a single Hilbert space H, a unit vector ψ ∈ H, together with orthog-
onal projections Ex,a, Fy,b ∈ B(H) satisfying
(1) Ex,aFy,b = Fy,bEx,a for all a, b, x, y,
(2)
∑mA
a=1Ex,a =
∑mB
b=1 Fy,b = IH for all x, y, and
(3) p(a, b|x, y) = 〈Ex,aFy,bψ, ψ〉 for all a, b, x, y.
In each of the cases, i.e., for t ∈ {q, qs, qa, qc}, when nA = nB = n and mA = mB =
m, we set Ct(n,m) = Ct(n, n,m,m).
A correlation
(
p(a, b|x, y)) ∈ Ct(n,m) is called synchronous provided that when-
ever a 6= b, p(a, b|x, x) = 0, ∀1 ≤ x ≤ n. We write Cst (n,m) for the subset of
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synchronous correlations. Characterizations of synchronous correlations in terms
of traces are known for the cases t = q, qc. In Section 3, we give characterizations
of synchronous correlations for the remaining cases, t = qs, qa.
By a finite input-output game, we mean a tuple G = (IA, IB, OA, OB, V ) where
IA, IB , OA, OB are finite sets, representing the inputs that Alice and Bob can receive
and the outputs that they can produce, respectively, and a function
V : IA × IB ×OA ×OB → {0, 1}
called the rule or predicate function, where V (x, y, a, b) = 1 means that if Alice and
Bob receive (x, y) ∈ IA × IB and produce outputs (a, b) ∈ OA ×OB then they win
the game and if V (x, y, a, b) = 0, then they lose the game.
A game is called synchronous provided that IA = IB , OA = OB and the function
V satisfies V (x, x, a, b) = 0, ∀x, ∀a 6= b.
Given a game, a correlation
(
p(a, b|x, y)) ∈ Ct(|IA|, |IB |, |OA|, |OB|) is called a
perfect or winning t-correlation, if the probability that it produces a losing output
is 0, i.e., provided that
V (x, y, a, b) = 0 =⇒ p(a, b|x, y) = 0.
When a game has a perfect t-correlation, then we say that the game possesses a
perfect t-strategy. Note that if a game is synchronous, then any perfect correlation
must be synchronous.
From the definition of the set Cqa(nA, nB,mA,mB) it readily follows that a game
possesses a perfect qa-strategy if and only if for every ǫ > 0, there is a q-correlation(
p(a, b|x, y)) in Cq(nA, nB,mA,mB) satisfying
V (x, y, a, b) = 0 =⇒ p(a, b|x, y) < ǫ.
Every synchronous game G has a unital *-algebraA(G) affiliated with it (possibly
the zero algebra), defined by generators and relations. It has generators
{Ex,a : 1 ≤ x ≤ n, 1 ≤ a ≤ m}
satisfying the relations
(1) Ex,a = E
∗
x,a = E
2
x,a for all a and x,
(2)
∑m
a=1Ex,a = I for all x, and
(3) for all a, b, x, and y, if V (x, y, a, b) = 0, then Ex,aEy,b = 0.
One of the results of [HMPS17] is that a synchronous game G has a perfect q-
strategy if and only if A(G) has a unital *-representation as operators on a non-
zero, finite dimensional Hilbert space. Thus, a synchronous game G has a perfect
q-strategy if and only if one can find projections Ex,a on a finite dimensional Hilbert
space satisfying the above relations for the given rule V . Similarly, G has a perfect
qc-strategy if and only if A(G) has a unital *-representation into a C∗-algebra with
a trace. The results of Section 3 will show that G has a perfect qa-strategy if
and only if A(G) approximately has unital *-representations on non-zero, finite-
dimensional Hilbert spaces; more precisely, A(G) has a unital *-representation on
Rω, the tracial ultrapower of the hyperfinite II1-factor R. For readers not familiar
with this ultrapower construction, more details can be found in [BO08].
There are two families of synchronous games, both involving graphs, that we
wish to recall.
Let G = (V,E) be a finite undirected graph without loops. That is, V is a finite
set of vertices and E ⊆ V × V denotes the set of edges, (v, v) /∈ E, ∀v ∈ V , since it
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contains no loops, and (v, w) ∈ E =⇒ (w, v) ∈ E, since it is undirected. We let
Kn denote the graph on n vertices such that (v, w) ∈ E, ∀v 6= w. Given two graphs
G = (V (G), E(G)) and H = (V (H), E(H)) by a graph homomorphism from G to
H we mean a function f : V (G)→ V (H) satisfying
(v, w) ∈ E(G) =⇒ (f(v), f(w)) ∈ E(H).
We write ∃G→ H to indicate that there is a graph homomorphism from G to H .
Many graph parameters can be defined in terms of graph homomorphisms. The
chromatic number of G is
χ(G) = min{c : ∃G→ Kc}.
The clique number of G is
ω(G) = max{c : ∃Kc → G},
and the independence number of G is
α(G) = ω(G),
where G = (V,E) denotes the complement of G; i.e., the graph with the same vertex
set but for v 6= w, (v, w) ∈ E ⇐⇒ (v, w) /∈ E.
Given graphs G and H , the graph homomorphism game from G to H is the
synchronous game with inputs V (G), outputs V (H) and rule function
V (v, w, x, y) = 0 ⇐⇒ ((v, w) ∈ E(G) and (x, y) /∈ E(H)) or (v = w and x 6= y).
For t ∈ {q, qs, qa, qc}, we write ∃G t→ H to indicate that the graph homomorphism
game from G to H has a perfect t-strategy.
In parallel with the above characterizations we set:
χt(G) = min{c : ∃G t→ Kc}, ωt(G) = max{c : ∃Kc t→ G}, αt(G) = ωt(G).
It is not hard to verify that for complete graphs,
χ(Kn) = χq(Kn) = χqs(Kn) = χqa(Kn) = χqc(Kn) = n
and that
α(Kn) = αq(Kn) = αqs(Kn) = αqa(Kn) = αqc(Kn) = 1.
Indeed, by [HMPS17], we have that
n = χ(Kn) ≥ χq(Kn) ≥ χqs(Kn) ≥ χqa(Kn) ≥ χqc(Kn) ≥ χhered(Kn) = n.
The fact that for t ∈ {q, qs, qa, qc}, χt(Kn) = n implies that if there existsKn t→ Kc
then n ≤ c. This in turn implies that
c = α(Kc) ≤ αq(Kc) ≤ αqs(Kc) ≤ αqa(Kc) ≤ αqc(Kc) ≤ c,
where the last inequality follows since αqc(Kc) is the largest n for which Kn
qc→ Kc.
The second game that we shall need is the (G,H)-isomorphism game defined
in [AMR+16]. This game is intended to capture the concept of two graphs being
isomorphic. It is a synchronous game with input set and output set both equal
to V (G) ∪ V (H) where we view the vertex sets as disjoint. We refer the reader
to [AMR+16] for the rules of this game. For t ∈ {q, qs, qa, qc} we write G ∼=t H
to indicate that there is a perfect t-strategy for the (G,H)-isomorphism game. In
[AMR+16], they only introduced and studied the cases t = q and t = ns (which we
have not introduced here).
A SYNCHRONOUS GAME FOR BINARY CONSTRAINT SYSTEMS 5
However, we shall use the fact that since this is a synchronous game, it will have
an affiliated *-algebra with generators and relations that can be used to characterize
when perfect t-strategies exist. In fact, the generators and relations for the *-algebra
of the game are precisely the relations (IQPd) in [AMR
+16]. We now recall the *-
algebraA(G) corresponding to the (G,H)-isomorphism game G. First we need some
notation. Given vertices g, g′ ∈ V (G) and h, h′ ∈ V (H), write rel(g, g′) = rel(h, h′)
if any of the following hold:
(1) g = g′ and h = h′;
(2) (g, g′) ∈ E(G) and (h, h′) ∈ E(H);
(3) g 6= g′, (g, g′) /∈ E(G), h 6= h′, and (h, h′) /∈ E(H).
The *-algebra A(G) is generated by elements
{Xg,h : g ∈ V (G), h ∈ V (H)}
subject to the relations
Xg,h = X
∗
g,h = X
2
g,h, and
∑
h′∈V (H)
Xg,h′ =
∑
g′∈V (G)
Xg′,h = 1
for all g ∈ V (G) and h ∈ V (H) and
rel(g, g′) 6= rel(h, h′) ⇒ Xg,hXg′,h′ = 0
for all g, g′ ∈ V (G) and h, h′ ∈ V (H).
We end this preliminary section with some notation that will be used throughout.
Let F(n,m) denote the group freely generated by n elements of order m and let
C∗(F(n,m)) denote the universal group C∗-algebra of F(n,m). For x = 1, . . . , n,
let ux be the unitary in C
∗(F(n,m)) corresponding to the xth generator of F(n,m).
If ωm denotes a primitive mth roots of unity, the spectral values of ux are ω
i
m for
i = 1, . . . ,m. Let ex,i denote the spectral projection of ux at the spectral value ω
i
m.
Then we have ex,i is a projection for all x and i and
∑
i ex,i = 1 for all x.
Conversely, a C∗-algebra A and projections ex,i ∈ A for 1 ≤ x ≤ n and 1 ≤
i ≤ n such that ∑i ex,i = 1 for all x, the element vx = ∑i ωimex,i is a unitary
in A with order m. Hence there is a unique *-homomorphism C∗(F(n,m)) → A
determined by ui 7→ vi. A straight forward calculation shows these constructions are
inverses of each other and hence C∗(F(n,m)) is the universal C∗-algebra generated
by projections ex,i for 1 ≤ x ≤ n and 1 ≤ j ≤ m such that
∑
i ex,i = 1 for all x.
3. Characterizations of Synchronous strategies
In [PSS+16] it was shown that synchronous quantum strategies arise from var-
ious families of traces. In particular, it was shown that p(i, j|v, w) ∈ Csqc(n,m) if
and only if there is a tracial state τ : C∗(F(n,m)) → C such that p(i, j|v, w) =
τ(ev,iew,j) and p(i, j|v, w) ∈ Csq (n,m) if and only if there was a tracial state as
before such that in addition the GNS representation of
(
C∗(F(n,m)), τ
)
is finite
dimensional. But at the time no characterization were given of the traces that arise
from synchronous quantum spatial correlations or synchronous quantum approxi-
mate correlations. In this section we provide characterizations of those two types
of traces.
Definition 3.1. Let A ⊆ B(H) be a C∗-algebra. A tracial state τ on A is called
amenable provided there is a state ρ onB(H) such that ρ|A = τ and ρ(uTu∗) = ρ(T )
for all T ∈ B(H) and all unitaries u ∈ A.
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By an application of Arveson’s Extension Theorem, the amenability of τ is in-
dependent of the choice of faithful representation of A. The following is due to
Kirchberg in [Kir94, Proposition 3.2] (see also Theorem 6.2.7 in [BO08]). Here R
denotes the hyperfinite II1-factor, ω is a free ultrafilter over the positive integers,
Rω is the corresponding tracial ultrapower. See Appendix A in [BO08] for the
relevant definitions.
Theorem 3.2. Suppose A is a separable C*-algebra and τ is a tracial state on A.
The following are equivalent:
(1) the tracial state τ is amenable;
(2) there is a *-homomorphism ϕ : A → Rω with a completely positive, con-
tractive lift A → ℓ∞(R) such that tr ◦ ϕ = τ ;
(3) there is a sequence of completely positive, contractive maps ϕk : A→Md(k)
such that
‖ϕk(ab)− ϕk(a)ϕk(b)‖2 → 0 and trd(k)(ϕk(a))→ τ(a)
for all a, b ∈ A;
(4) the linear functional φ : A ⊗ Aop → C defined by φ(a ⊗ bop) = τ(ab) is
bounded with respect to the minimal tensor product;
In condition (4), note that if φ is bounded then for any x =
∑
i ai ⊗ bopi we have
that
φ(x∗x) =
∑
i,j
τ(a∗jaibib
∗
j ) =
∑
i,j
τ((aibi)(ajbj)
∗) ≥ 0.
Since φ(1 ⊗ 1) = 1, we see that if φ is bounded, then φ is a state.
Recall that C∗(F(n,m)) is generated by a set of n unitaries, uv, 1 ≤ v ≤ n, of
orderm and ev,i denotes the spectral projection of uv corresponding to the spectral
value ωim where ωm is a primitive mth root of unity.
Lemma 3.3. There is a *-isomorphism γ : C∗(F(n,m)) → C∗(F(n,m))op with
γ(ujv) = u
j
v, 1 ≤ v ≤ n, 1 ≤ j ≤ m− 1. Moreover, γ(ev,i) = ev,i for 1 ≤ v ≤ n and
1 ≤ i ≤ m.
Proof. The words of the form
un1v1 · · ·unKvK
span a dense *-subalgebra of C∗(F(n,m)). If we set
γ(un1v1 · · ·unKvK ) = unKvK · · ·un1n1 ,
and extend linearly, then it is easily checked that γ extends to the desired *-
isomorphism. The second claim is a simple computation. 
Lemma 3.4. Suppose n ≥ 1 and p ∈ Mn is a positive contraction. If q denotes the
spectral projection of p for the interval [1/2, 1], then
‖p− q‖2 ≤ 2
√
2‖p− p2‖2.
Proof. Define p0 = (1 − q)p and p1 = qp. Note that ‖pi − p2i ‖2 ≤ ‖p − p2‖2 for
i = 0, 1. Since 0 ≤ p0 ≤ 12 , we have
p0 − p20 = p0(1− p0) ≥
1
2
p0
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and hence ‖p0‖2 ≤ 2‖p0 − p20‖2. Similarly, since 12q ≤ p1 ≤ 1, we have
p1 − p21 = p1(1 − p1) ≥
1
2
q(1− p1) = 1
2
(q − p1)
and hence ‖p1 − q‖2 ≤ 2‖p0 − p20‖2. Since p0 and p1 − q are orthogonal, the result
follows from the Pythagorean identity. 
Lemma 3.5. Given ε > 0 and an integer m ≥ 1, there is a δ > 0 such that for any
integer d ≥ 1, if p1, . . . , pm ∈Md are positive contractions with ‖p2i − pi‖2 < δ and
‖pipj‖2 < δ for all i, j = 1, . . . ,m with i 6= j, then there are mutually orthogonal
projections q1, . . . , qm ∈Md such that ‖pi − qi‖2 < ε for all i = 1, . . . ,m.
If in the statement above, we further require ‖∑i pi − 1‖2 < δ, then we may
arrange for
∑
i qi = 1.
Proof. We prove the result by induction on m. When m = 1, this is immediate
Lemma 3.4. Assume the result holds for an integer m ≥ 1. Fix ε > 0 and define
ε0 = ε/(40m + 3). Let δ0 > 0 be the constant obtained by applying the current
lemma to m and ε0 and define δ := min{δ0, ε0}. Suppose d ≥ 1 and p1, . . . , pm+1 ∈
Md are positive contractions as above. By the choice of δ, there are mutually
orthogonal projections q1, . . . , qm ∈ Md such that
‖pi − qi‖2 < ε0 < ε.
Since ‖pipm+1‖2 < δ for all i = 1, . . . ,m, we have
‖qipm+1‖2 < ε0 + δ < 2ε0.
Define r = (1− q1 − · · · qm) and define p = pm+1. Then
‖rpr − p‖2 ≤ 2‖rp− p‖2 ≤ 2
m∑
i=1
‖qip‖2 < 4mε0.
Now, note that
‖(rpr)2 − rpr‖2 = ‖(rpr)2 − p2‖2 + ‖p2 − p‖2 + ‖p− rpr‖2
≤ 3‖rpr − p‖2 + ‖p2 − p‖2 < 12mε0 + δ < (12m+ 1)ε0.
By the previous lemma, if qm+1 denotes the spectral projection of rpr corresponding
to the interval [1/2, 1], then
‖qm+1 − rpr‖2 < 2
√
2(12m+ 1)ε0.
Therefore,
‖qm+1 − p‖2 < 2
√
2(12m+ 1)ε0 + 4mε0 < (40m+ 3)ε0 = ε.
Note that each of the projections q1, . . . qm are orthogonal to r by construction.
As qm+1 is a spectral projections of rpr, we also have that each of the projections
q1, . . . , qm is orthogonal to qm+1. This completes the proof of the first part of the
lemma.
To see the final sentence holds, fix m ≥ 1 and ε > 0. Let ε0 = ε/(m + 2) and
let δ0 be the constant given by applying the first part of the lemma to m and ε0.
Define δ = min{ε0, δ0}. Suppose d ≥ 1 and p1, . . . , pm ∈ Md are projections such
that
‖pi − p2i ‖2 < δ, ‖pipj‖2 < δ, and
∥∥∑
k
pk − 1
∥∥
2
< δ
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for all i, j = 1, . . . ,m with i 6= j. By the choice of δ, there are mutually orthogonal
projections q′1, q2, q3, . . . qm ∈ Md such that ‖p1 − q′1‖2 < ε0 and ‖pi − qi‖2 < ε0 for
i = 2, . . . ,m. Now, define q′′1 = 1− q′1 −
∑m
i=2 qi and note that ‖q′′1‖2 < (m+ 1)ε0.
To complete the proof, define q1 = q
′
1 + q
′′
1 . 
Theorem 3.6. Fix integers n,m ≥ 1. For (p(i, j|v, w)) ∈ Rn2m2 , the following are
equivalent:
(1)
(
p(i, j|v, w)) ∈ Csqa(n,m);
(2) there are synchronous correlations
(
pk(i, j|v, w)
) ∈ Csq (n,m) with
pk(i, j|v, w)→ p(i, j|v, w) ∀ i, j, v, w;
(3) there is an amenable trace τ on C∗(F(n,m)) such that
τ(ev,iew,j) = p(i, j|v, w) ∀ i, j, v, w;
(4) there are projections fv,i ∈ Rω such that
∑
i fv,i = 1 for all v and
tr(fv,ifw,j) = p(i, j|v, w) ∀ i, j, v, w.
Proof. It is clear that (2) implies (1). To see (1) implies (3), assume that
(
p(i, j|v, w))
is a correlation in Csqa(n,m). There exist correlations
(
pk(i, j|v, w)
)
in Cq(n,m) for
k ≥ 1 such that
lim
k
pk(i, j|v, w) = p(i, j|v, w) ∀ i, j, v, w.
Each
(
pk(i, j, v, w)
)
has a representation on a tensor product of finite dimensional
vector spaces Cdk ⊗ Crk as
pk(i, j|v, w) = 〈Ekv,i ⊗ F kw,jψk, ψk〉,
where the matrices Ekv,i, F
k
w,j are all orthogonal projections satisfying
∑
iE
k
v,i = Idk
and
∑
j F
k
w,j = Irk and each ψk is a unit vector.
Thus there is a representation πk : C
∗(F(n,m)) ⊗ C∗(F(n,m))op → Mdk ⊗Mrk
with πk(ev,i⊗ eopw,j) = Ekv,i⊗F kw,j. Setting φk(a⊗ bop) = 〈πk(a⊗ bop)ψk, ψk〉 defines
a sequence of states φk on C
∗(F(n,m) ⊗ C∗(F(n,m))op. Let φ be any weak*-limit
point of (φk)k and note that φ(ev,i ⊗ eopw,j) = p(i, j|v, w).
If we let π : C∗(F(n,m)) ⊗min C∗(F(n,m))op → B(H) and ψ ∈ H be a GNS
representation of this state, then it follows by [PSS+16, Theorem 5.5], that τ(a) =
〈π(a⊗ 1)ψ, ψ〉 is a trace and that
π(a⊗ ew,j)ψ = π(aew,j ⊗ 1)ψ.
Hence, π(a⊗ bew,j)ψ = π(1 ⊗ b)π(a⊗ ew,j)ψ = π(aew,j ⊗ b)ψ and it follows that
φ(a⊗ bop) = 〈π(a⊗ bop)ψ, ψ〉 = 〈π(ab ⊗ 1)ψ, ψ〉 = τ(ab).
Thus, τ is an amenable trace by Theorem 3.2.
To see (3) implies (2), it suffices to show that if τ is an amenable trace on
C∗(F(n,m)), then there is a sequence of traces τk on C∗(F(n,m)) which factor
through a finite dimensional matrix algebra such that τk(a) → τ(a) for all a ∈
C∗(F(n,m)). Since τ is amenable, Theorem 3.2 yields a sequence of completely
positive, unital maps ϕk : C
∗(F(n,m))→Md(k) such that
‖ϕk(ab)− ϕk(a)ϕk(b)‖2 → 0 and tr(ϕk(a))→ τ(a)
for all a, b ∈ C∗(F(n,m)). By passing to a subsequence and applying Lemma 3.5,
we may find projections pkv,i ∈ Md(k) such that
∑
i p
k
v,i = 1 for all v and k and
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such that ‖ϕk(ev,i) − pkv,i‖2 → 0 for all v and i. There is a *-homomorphism
ϕ′k : C
∗(F(n,m)) → Md(k) such that ϕ′k(ev,i) = pkv,i for all v, i, and k. Using that
C∗(F(n,m)) is generated as a C∗-algebra by the projections ev,i, one can show
‖ϕk(a)− ϕ′k(a)‖2 → 0
for all a ∈ C∗(F(n,m)). In particular,
lim tr(ϕ′k(a)) = lim tr(ϕk(a)) = τ(a)
for all a ∈ C∗(F(n,m)).
To see (3) implies (4), note that if τ is an amenable trace on C∗(F(n,m)), then
there is a trace preserving *-homomorphism ϕ : C∗(F(n,m)) → Rω by Theorem
3.2. Define fv,i = ϕ(ev,i) ∈ Rω for all v and i. Conversely, given fv,i as in (4), there
is a *-homomorphism ϕ : C∗(F(n,m)) → Rω such that ϕ(ev,i) = fv,i for all v and
i. As C∗(F(n,m)) has the local lifting property, ϕ has a completely positive, unital
lift C∗(F(n,m)) → ℓ∞(R). By Theorem 3.2, the trace τ := tr ◦ ϕ on C∗(F(n,m))
is amenable. 
Corollary 3.7. Let G = (I, O, V ) be a synchronous game. Then the following are
equivalent:
(i) G has a perfect qa-strategy,
(ii) there is a unital *-representation of A(G) into Rω,
(iii) there is an amenable trace τ on C∗(F(n,m)) such that
V (v, w, i, j) = 0 =⇒ τ(ev,iew,j) = 0 ∀ i, j, v, w.
Corollary 3.8. The following are equivalent:
(i) Connes’ embedding conjecture has an affirmative answer,
(ii) Csqa(n,m) = C
s
qc(n,m), ∀n,m,
(iii) Cqa(n,m) = Cqc(n,m), ∀n,m.
Proof. The equivalence of (i) and (ii) in Theorem 3.6 answers [DP16, Problem 3.8].
In the remarks following Problem 3.8, [DP16] shows how a positive solution of the
problem leads to the above result. 
Remark 3.9. The implication (iii) =⇒ (i) in the above corollary is due to
Ozawa [Oza13]. The equivalence of (i) and (ii) follows from [DP16, Theorem 3.7]
and our solution of their synchronous approximation problem. Note that the impli-
cation (iii) implies (ii) is trivial, so we have a different proof of Ozawa’s implication.
Ozawa’s proof uses Kirchberg’s results showing the equivalence of Connes’ embed-
ding conjecture to the equality of the minimal and maximal tensor products of
certain C∗-algebras of free groups. The above proof uses the results of [DP16]
which in turn used Kirchberg’s results about the equivalence of Connes’ embed-
ding conjecture to finite approximability of traces, often referred as the matricial
microstates conjecture.
We next turn our attention to the set of synchronous quantum spatial correla-
tions. We prove the somewhat surprising result that any synchronous correlation
that that can be obtained using a tensor product of possible infinite dimensional
Hilbert spaces has a representation using only finite dimensional spaces.
Theorem 3.10. Let n,m ∈ N. Then Csq (n,m) = Csqs(n,m).
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Proof. Clearly, Csq (n,m) ⊆ Csqs(n,m), so we must prove that Csqs(n,m) ⊆ Csq (n,m).
Let
(
p(i, j|v, w)) ∈ Csqs(n,m) be represented as
p(i, j|v, w) = 〈Ev.i ⊗ Fw,jψ, ψ〉
where {Ev,i, 1 ≤ v ≤ n, 1 ≤ i ≤ m} are orthogonal projections on some Hilbert
space H satisfying∑iEv,i = IH, ∀v, {Fw,j : 1 ≤ w ≤ n, 1 ≤ j ≤ m} are orthogonal
projections on some Hilbert space K satisfying ∑j Fw,j = IK, ∀w and ψ ∈ H ⊗ K
is a unit vector.
Note that if we are given any other Hilbert space G and we set F ′w,1 = Fw,1⊕ IG
and F ′w,j = Fw,j ⊕ 0, then p(i, j|v, w) = 〈(Ev,i ⊗ F ′w,j)ψ, ψ〉. In this manner we
see that there is no loss of generality in assuming that dim(H) = dim(K), so we
assume that these two Hilbert spaces have the same dimension.
Let
∑
k∈K αkek⊗fk be the Schmidt decomposition of ψ so that K is a countable
set and {ek : k ∈ K} and {fk : k ∈ K} are orthonormal sets in their respective
Hilbert spaces. By setting sufficiently many α’s equal to 0, and direct summing with
additional Hilbert spaces as needed, we may assume that these sets are orthonormal
bases for their respective spaces.
Let {rl : l ∈ L} = {αk : k ∈ K} be an enumeration of the set of distinct non-zero
αk’s (which is at most countable) with r1 ≥ r2 ≥ . . . and let Sl = {k : αk = rl}.
Let El = span{ek : k ∈ Sl} and Fl = span{fk : k ∈ Sl}. Since the αk’s are square
summable, each set Sl is finite and so each of these spaces is finite dimensional.
We claim that the spaces El are reducing subspaces for {Ev,i} and that the spaces
Fl are reducing for the set {Fw,j}
First, we complete the proof assuming the claim. Let Elv,i denote the compression
of Ev,i to the space El and let F lw,j denote the compression of Fw,j to the space Fl so
that these are orthogonal projections and
∑
iE
l
v,i = IEl , ∀v and
∑
j F
l
w,j = IFl , ∀e.
Set dl = dim(El) = dim(Fl) = card(Sl) and let ψl = 1√dl
∑
k∈Sl ek ⊗ fk ∈ El ⊗ Fl,
which is a unit vector. Let tl =
r2l
dl
so that
∑
l tl = 1 and set
pl(i, j|v, w) = 〈Elv,i ⊗ F lw,jψl, ψl〉 ∈ Cq(n,m).
Note that ∑
l
tlpl(i, j|v, w) = p(i, j|v, w),
so that for i 6= j, ∑l tlpl(i, j|v, v) = 0 from which it follows that p(i, j|v, v) = 0, ∀l.
Thus, each pl(i, j|v, w) ∈ Csq (n,m).
Since Csq (n,m) is convex, by [CW72], p(i, j|v, w) ∈ Csq (n,m). The key point
here is that by [CW72] a convex set need not be closed to ensure that such a series
remains in the set.
Thus, we need only establish that these spaces reduce the operators. Let ω =
e2πi/m be a primitive m-th root of unity and let Av =
∑m
i=1 ω
iEv,i and let Bw =∑m
j=1 ω
jFw,j so that these are unitaries of order m and the original projections are
the spectral projections of these unitaries. Note that these unitaries generate the
same C∗-algebras as the projections so that the projections are reduced by these
subspaces if and only if these unitaries are reduced by these subspaces.
First recall that the synchronous condition guarantees that (Ev,i ⊗ I)ψ = (I ⊗
Fv,i)ψ by [PSS
+16, Theorem 5.5i] and hence, (Av ⊗ I)ψ = (I ⊗Bv)ψ.
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Now compute that (A⊗ I)ψ = (I ⊗B)ψ implies
αj〈Aej , ei〉 = 〈(A⊗ I)ψ, ei ⊗ fj〉 = 〈(I ⊗B)ψ, ei ⊗ fj〉 = αi〈Bfi, fj〉.
Thus for i ∈ S1, using that α1 ≥ αj , we have
|α1|2 ≥
∑
j
|αj |2|〈Avej , ei〉|2 =
∑
j
|αi|2|〈Bvfi, fj〉|2 = |α1|2‖Bvfi‖2 = |α1|2,
and so we must have equality throughout. But equality implies that 〈Avej , ei〉 =
0, ∀j /∈ S1. Hence, A∗vei ∈ E1, ∀i ∈ S1. This shows that A∗v leaves E1 invariant.
Hence, Av =
(
A∗v
)m−1
also leaves this space invariant and so E1 is a reducing
subspace for every Av and hence for the entire C
∗-algebra that they generate. A
similar proof shows that F1 is reducing for every Bv.
Now it follows that for i ∈ S2, we have that for j ∈ S1, 〈Avej , ei〉 = 0 and so,
|r2|2 ≥
∑
j
|αj |2|〈Avej , ei〉|2 =
∑
j
|r2|2|〈Bvfi, fj〉|2 = |r2|2,
and similar reasoning shows that A∗vei ∈ E2 and consequently, that E2 reduces these
unitaries.
The rest of the proof now follows by induction. 
Corollary 3.11. A synchronous game has a perfect qs-strategy if and only if it has
a perfect q-strategy.
4. Separating Csqs and C
s
qa
Suppose Ax = b is an m × n linear system over Z/2; that is, A = (ai,j) ∈
Mm,n(Z/2) and b ∈ (Z/2)n. Let Vi = {j ∈ {1, . . . , n} : ai,j 6= 0} denote the
variables which occur in the ith equation for i = 1, . . . ,m. It will be convenient
to write the system multiplicative notation where we identify Z/2 with {±1} and
write the ith equation of the linear system as
(1)
∏
j∈Vi
xj = (−1)bi
for i = 1, . . . ,m where xj ∈ {±1}. We recall the definition of the solution group
Γ(A, b) associated to the system Ax = b. The idea is to interpret (1) as the relations
of a group with generators x1, . . . , xn and a generator J used to place the role of
−1. More precisely, we make the following definition.
Definition 4.1. Given an m × n linear system as above, let Γ(A, b) denote the
group generated by u1, . . . , un, J with relations
(1) u2j = J
2 = 1 for j = 1, . . . , n,
(2) ujuk = ukuj for j, k ∈ Vi and i = 1, . . . ,m,
(3) ujJ = Juj for j = 1, . . . , n, and
(4)
∏
j∈Vi uj = J
bi for i = 1, . . . ,m.
We call Γ(A, b) the solution group associated to the linear system Ax = b.
For i = 1, . . . ,m, let
Si = {x ∈ {±1}n :
∏
j∈Vi
xj = (−1)n and xj = 1 for j /∈ Vi}.
We associate a synchronous game to Ax = b as follows:
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Definition 4.2. Suppose Ax = b is anm×n linear system over Z/2 and b ∈ (Z/2)n.
The synchronous BCS game associated to Ax = b, denoted synBCS(A, b), is given
as follows:
(1) the input set is I = {1, . . . ,m};
(2) the output set is O = {±1}n;
(3) given input (i, j), Alice and Bob win on output (x, y) if x ∈ Si, y ∈ Sj , and
for all k ∈ Vi ∩ Vj , xk = yk.
Let A ∼= C∗(F(m, 2n)) denote the universal C∗-algebra generated by projections
ei,x for i = 1, . . . ,m and x ∈ {±1}n subject to the relations
∑
x ei,x = 1 for all
i = 1, . . . ,m. The following result gives a relationship between correlations in
Csqc(m, 2
n) and the structure of the group Γ(A, b).
Theorem 4.3. Suppose every column of A contains a non-zero entry. Then there
is a surjective *-homomorphism π : A → C∗(Γ(A, b))/〈J+1〉, where 〈J+1〉 denotes
the ideal generated by J + 1, given by
(2) π(ei,x) =
{∏
j∈Vi χxj (uj) x ∈ Si
0 x /∈ Si,
where χxj (uj) denotes the spectral projection of uj at the point xj .
Moreover, the map τ 7→ τ ◦ π is a bijection from the set of tracial states on
C∗(Γ(A, b))/〈J + 1〉 to the set of tracial states τ ′ on A satisfying τ ′(ei,xej,y) = 0
whenever Alice and Bob lose on outputs (x, y) given inputs (i, j).
Proof. First we show that the formula for π given in (2) defines a *-homomorphism
on A. Note that since {uj : j ∈ Vi} is a set of commuting self-adjoint unitaries,
π(ei,x) is defined and is a projection for each i and x. Moreover, for i = 1, . . . ,m,
in the algebra C∗(Γ(A, b))/〈J + 1〉,
(−1)bi =
∏
j∈Vi
uj =
∏
j∈Vi
(χ+1(uj)− χ−1(uj)) =
∑
x∈{±1}Vi
∏
j∈Vi
xjχxj (uj).
Moreover, note that if x ∈ {±1}Vi and ∏j∈Vi xj 6= (−1)bi , then∏
j∈Vi
xjχxj (uj) = −
∏
j∈Vi
ujχxj (uj) = −
∏
j∈Vi
xjχxj (uj)
and hence
∏
j∈Vi xjχxj(uj) = 0. Combining these calculations, we have
(−1)bi =
∑
x∈Si
∏
j∈Vi
xjχxj (uj)
and hence∑
x∈{±1}n
π(ei,x) =
∑
x∈Si
∏
j∈Vi
χxj (uj) = (−1)bi
∑
x∈Si
∏
j∈Vi
xjχxj (uj) = 1.
Thus the desired *-homomorphism π exists.
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To see π is surjective, fix k ∈ {1, . . . ,m}. As the kth column of A contains a
non-zero entry, there is an i ∈ {1, . . . ,m} such that k ∈ Vi. Note that
uk = (χ+1(uk)− χ−1(uk))
∑
x∈Si
∏
j∈Vi
χxj (uj)
=
∑
x∈Si,xk=1
∏
j∈Vi
χxj (uj)−
∑
x∈Si,xk=−1
∏
j∈Vi
χxj (uj)
=
∑
x∈Si,xk=1
π(ev,x)−
∑
x∈Si,xk=−1
π(ev,x).
As C∗(Γ(A, b))/〈J + 1〉 is generated by u1, . . . , um, the result follows.
We next work to prove the claim about traces. As π is surjective, the induced
map on traces is injective. To see surjectivity, let τ ′ be a trace on A such that
τ ′(ei,xej,y) = 0 if x /∈ Si, y /∈ Sj , or there is a k ∈ Vi ∩Vj such that xk 6= yk. Define
N = {a ∈ A : τ ′(a∗a) = 0}
and note that N is an ideal in A. We first show
(1) if x /∈ Si, then ei,x ∈ N ,
(2) if xk 6= yk for some k ∈ Vi ∩ Vj , then ei,xef,j /∈ N , and
(3) if k ∈ Vi ∩ Vj , then
∑
x∈Si
xkei,x −
∑
y∈Sj
ykei,x ∈ N .
First, if x /∈ Si, then τ ′(e∗i,xei,x) = τ ′(ei,xei,x) = 0 by the assumptions on τ ′. Also,
if xk 6= yk for some k ∈ Vi ∩ Vj , then
τ ′((ei,xej,y)∗(ei,xej,y)) = τ ′(ej,yei,xej,y) = τ ′(ei,xej,y) = 0
by the assumptions on τ ′. For the final claim, fix k ∈ Vi ∩ Vj . Then
τ ′(xkykei,xej,y) =
{
τ ′(ei,xej,y) xk = yk
0 xk 6= yk
by (2) above. Also, ∑
x∈Si
τ ′(ei,x) =
∑
x∈Sj
τ ′(ej,y) = 1
by (1) above. Now,
τ ′



∑
x∈Si
xkei,x −
∑
y∈Sj
ykei,x


∗
∑
x∈Si
xkei,x −
∑
y∈Sj
ykei,x




=
∑
x∈Si
τ ′(ei,x) +
∑
y∈Sj
τ ′(ej,y)− 2
∑
x∈Si,y∈Sj
τ ′(ei,xej,y) = 0
which proves (3).
Fix k ∈ {1, . . . , n}. Since the jth column of A is non-zero, there is an i ∈
{1, . . . ,m} such that k ∈ Vi. Define vk ∈ A/N by
vk =
∑
x∈Si
xkei,x.
by condition (3) above, the vk is independent of the choice of i. Note that vk is a
self-adjoint unitary in A/N and if k, ℓ ∈ Vi for some i = 1 . . .m, then vkvℓ = vℓvk.
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Finally for i = 1, . . . ,m, since the projections ei,x are orthogonal, we have
∏
k∈Vi
vk =
∏
k∈Vi
∑
x∈Si
xkei,x =
∑
x∈Si
(∏
k∈Vi
xk
)
ei,x = (−1)bi .
It follows that there is a group homomorphism ρ : Γ(A, b) → U(A/N ) given by
ρ(uk) = vk and ρ(J) = −1. Now, ρ induces a *-homomorphism, still denoted ρ,
from C∗(Γ(A, b))/〈J + 1〉 to A/N .
Let q : A → A/N denote the quotient map. Since τ ′ vanishes on N by (1) and
(2) above, there is a trace τ¯ ′ on A/N such that τ¯ ′ ◦ q = τ ′. Define a trace τ on
C∗(Γ(A, b))/〈J +1〉 by τ = τ¯ ′ ◦ρ. By construction, ρ(π(ei,x)) = q(ei,x) for all i and
x and hence ρ ◦ π = q. Now, τ ◦ π = τ¯ ′ ◦ ρ ◦ π = τ¯ ′ ◦ q = τ ′. This completes the
proof. 
Corollary 4.4. Let Ax = b be a linear system.
(1) synBCS(A, b) has a perfect qc-strategy if and only if J 6= 1 in Γ(A, b),
(2) synBCS(A, b) has a perfect qa-strategy if and only if there is representation
Γ(A, b)→Rω such that ρ(J) 6= 1, and
(3) synBCS(A, b) has a perfect q-strategy if and only if there is a finite dimen-
sional representation ρ : Γ(A, b)→ U(Md) such that ρ(J) 6= 1.
Proof. We may assume no column of A is identically zero. Assume A is an m× n
linear system.
We first prove (1). If synBCS(A, b) has a perfect qc-strategy p(x, y|i, j) ∈
Csqc(m, 2
n), there is a trace τ on A such that
p(x, y|i, j) = τ(ei,xej,y) for all i, j, x, y.
By Theorem 4.3, there is a trace τ ′ on C∗(Γ(A, b))/〈J + 1〉 such that τ ′ ◦ π = τ .
In particular, C∗(Γ(A, b))/〈J + 1〉 is non-zero. Hence J + 1 6= 2 in C∗(Γ(A, b)) and
J 6= 1 in Γ(A, b).
Conversely, suppose J 6= 1 in Γ(A, b). As J is central, 〈J〉 ∼= Z/2 is a normal sub-
group of Γ(A, b). There is a conditional expectation E : C∗(Γ(A, b)) → C∗(〈J〉) ∼=
C2 determined by E(s) = s for s ∈ {1, J} and E(s) = 0 for s ∈ Γ(A, b) \ {1, J}.
Let χ : C∗(〈J〉)→ C be the character defined by χ(J) = −1. Then χ ◦E is a trace
on C∗(Γ(A, b)). As (χ ◦ E)(J + 1) = 0 and J + 1 ≥ 0, the trace χ ◦ E vanishes on
the ideal 〈J +1〉 ⊆ C∗(Γ(A, b)) and hence induces a trace τ on C∗(Γ(A, b))/〈J +1〉.
Now, the trace τ ◦ π on A is a trace where π is the surjection in Theorem 4.3. We
define a qc-correlation by
p(x, y|i, j) = τ(π(ei,xej,y)) for all i, j, x, y.
By Theorem 4.3,
(
p(x, y|i, j)) is a perfect qc-strategy.
For (2) and (3), we let B denote either Rω or Md. Suppose ρ : Γ(A, b)→ U(B) is
a group homomorphism such that ρ(J) 6= 1. Let q denote the spectral projection of
ρ(J) corresponding to the eigenvalue −1. As J 6= 1, we have q 6= 0. As J is central
in Γ(A, b), the projection q commutes with the image of ρ. Now, qρ(·) is a unitary
representation of Γ(A, b) on U(qBq) and qρ(J) = −q. When B = Md, qBq ∼= Md′
for some d′ ≥ 1, and when B = Rω , qBq ∼= Rω. Hence after replacing B with qBq
and ρ with qρ(·), we may assume ρ(J) = −1. Now ρ induces a *-homomorphism
C∗(Γ(A, b))→ B vanishing on J + 1 and hence induces a *-homomorphism
A π−→ C∗(Γ(A, b))/〈J + 1〉 → B.
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The trace on B defines a trace on A which in turn defines a winning q-strategy
when B is finite dimensional and a winning qa-strategy when B = Rω.
Now suppose synBCS(A, b) has a perfect qa-strategy. As in Theorem 4.3, there
is a trace τ on C∗(Γ(A, b))/〈J+1〉 which factors through the trace onRω. The GNS
representation of τ induces a representation of C∗(Γ(A, b))/〈J + 1〉 → Rω which
in turn induces a representation ρ : Γ(A, b) → Rω with ρ(J) = −1. Similarly, if
synBCS(A, b) has a perfect q-strategy, one produces a representation of Γ(A, b) in
the same way using a finite dimensional algebra in place of Rω. 
The following result is due to Slofstra in [Slo17].
Theorem 4.5. There is a linear system Ax = b such that there is a represen-
tation ρ : Γ(A, b) → U(Rω) such that ρ(J) 6= 1 but for every finite dimensional
representation ρ0 : Γ(A, b)→ U(Md), ρ(J) = 1.
Combining Theorem 4.5 with Corollary 4.4 provides a synchronous game which
has a perfect qa-strategy but no perfect q-strategy. Hence we have the following
strengthening of Slofstra’s result in [Slo17].
Corollary 4.6. For sufficiently large m and n, we have Csq (m, 2
n) = Csqs(m, 2
n) 6=
Csqa(m, 2
n). In particular, for sufficiently large m,n, Csq (m, 2
n) = Csqs(m, 2
n) is
not closed.
Remark 4.7. If Cqs(m, 2
n) or Cq(m, 2
n) was closed, then their subsets of synchro-
nous elements would be closed. Since Csq (m, 2
n) = Csqs(m, 2
n), the above result
implies Slofstra’s result [Slo17] that Cq(m, 2
n) and Cqs(m, 2
n) are not closed, for
sufficiently large m,n. It is not clear if there is any direct proof of the converse,
i.e., that the non-closure of the sets Cqs(m, 2
n) and Cq(m, 2
n) implies that their
synchronous subsets are not closed.
5. Separating quantum independence numbers of graphs
In this section we prove that there exists a graph G for which αq(G) < αqa(G).
Recall from Section 2 that for t ∈ {q, qa, qc}, the independence number αt(G) is
the largest c ≥ 1 for which the graph homomorphism game Kc → G has a perfect
t-strategy.
First let us recall from [AMR+16, Section 6] the graph GA,b defined for a linear
system Ax = b over Z/2.
Definition 5.1. Suppose Ax = b is anm×n linear system over Z/2 and b ∈ (Z/2)n.
Define a graph GA,b with the following data:
(1) the vertices of GA,b are pairs (i, x) where i ∈ {1, . . . ,m} and x ∈ Si;
(2) there is an edge between distinct vertices (i, x) and (j, y) if and only if there
exists some k ∈ Vi ∩ Vj for which xi 6= yj ; that is, x and y are inconsistent
solutions.
Lemma 5.2. Suppose t ∈ {q, qa, qc}. If G and H are finite graphs and G ∼=t H
then αt(G) = αt(H).
Proof. Let V = V (G) ∪ V (H). It suffices to show that if G ∼=t H , then whenever
αt(G) ≥ c, we also have αt(H) ≥ c. As αt(G) ≥ c, there is a C∗-algebra A, a
tracial state τA on A, and projections ei,v ∈ A for i = 1, . . . , c and v ∈ V (G) such
that
∑
v ei,v = 1 for all i = 1, . . . , c and τ(ei,vej,w) = 0 whenever (v, w) ∈ E(G). If
16 SE-JIN KIM, VERN PAULSEN, AND CHRISTOPHER SCHAFHAUSER
t = q, we may assume τA factors through a finite dimensional algebra and if t = qa,
we may assume τA is amenable.
Similarly, since G ∼=t H , there is a C∗-algebra B, a tracial state τB on B, and
projections qv,w ∈ B for v, w ∈ V such that
∑
w∈V qv,w = 1 for all v ∈ V and such
that if v, w ∈ V (G) and x, y ∈ V (H) with rel(v, w) 6= rel(x, y) then τB(qvxqwy) = 0.
(Note that there are other relations in the graph isomorphism game; these are the
only ones we will need to use here.) Again we choose τB to factor through a finite
dimensional algebra if t = q and we choose τB to be amenable if t = qa.
For i = 1, . . . , c and x ∈ V (H), define
fi,x =
∑
v∈V (G)
ei,v ⊗ fv,x ∈ A⊗ B.
Then each fi,x is a projection and for all i = 1, . . . , c, we have
∑
x fi,x = 1. If
x, y ∈ V (H) and (x, y) ∈ E(H), then
τA ⊗ τB(fi,xfj,y) =
∑
v,w∈V (G)
τA(ei,vej,w)τB(fv,xfw,y).
For v, w ∈ V (G), if (v, w) ∈ E(G), then τA(ei,vej,w) = 0, and if (v, w) /∈ E(G),
then τB(fv,xfw,y) = 0. Hence the projections fi,x ∈ A ⊗ B and the trace τA ⊗ τB
determine a perfect qc-strategy for the graph homomorphism game from Kc to H.
If τA and τB factor through finite dimensional algebras, so does τA⊗ τB . If τA and
τB are amenable, so is τA ⊗ τB. Hence in all cases, αt(H) ≥ c. 
It is shown in [OP15, Theorem 3.7] that for t ∈ {q, qa, qc} and graphs G, H and
K, if G
t→ H and H t→ K then G t→ K. This leads to the following corollary.
Corollary 5.3. If t ∈ {q, qa, qc} and G is a finite graph, then αt(G) ≤ χt(G).
Proof. Suppose that αt(G) = c. By definition, there is a t-homomorphismKc
t→ G.
If χt(G) = d then there is a t-homomorphism, G
t→ Kd. Since qa-homomorphisms
are closed under composition, there is a t-homomorphism Kc
t→ Kd which implies
that χt(Kc) ≤ d. As noted in Section 2 above, χt(Kc) = c and hence c ≤ d as
claimed. 
In the case t = q, the following result appears as Theorem 6.2 in [AMR+16].
Theorem 5.4. Suppose t ∈ {q, qa, qc} and let Ax = b be an m× n linear system.
The following are equivalent:
(1) the game synBCS(A, b) has a winning t-strategy;
(2) GA,b ∼=t GA,0;
(3) αt(GA,b) = m.
Proof. (1)⇒ (2): Suppose that we have a winning t-strategy for the synBCS(A, b).
Fix a C∗-algebra B, a faithful trace τ ∈ B, and projections ei,x ∈ B for i = 1, . . . ,m
and x ∈ {±1}n such that ∑x ei,x = 1 for all i, ei,x = 0 if x /∈ Si, and ei,xej,y = 0
if there is a k ∈ Vi ∩ Vj with xk 6= yk. If t = q, we assume B is finite dimensional
and if t = qa, we assume B ⊆ Rω. Let G be the isomorphism game for (GA,b, GA,0)
and let A(G) denote the algebra associated to G as defined in Section 2 above. It
suffices to construct a unital *-homomorphism π : A(G)→ B.
Let S0i ⊆ {±1}n denote the set of solutions to the ith equation of the linear
system Ax = 0 and let S1i ⊆ {±1}n denote the set of solutions to the ith equation
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of the linear system Ax = b. Given x, y ∈ {±1}n, let xy ∈ {±1}n denote the
pointwise product of x and y. Note that if x ∈ S0i and y ∈ S0i , then xy ∈ S1i .
Moreover, for x ∈ S1i , the map S0i → S1i given by y 7→ xy is a bijection.
For (i, x) ∈ V (GA,b) and (j, y) ∈ V (GA,0), define
q(i,x),(j,y) =
{
ei,xy i = j
0 i 6= j
and note that each q(i,x),(j,y) is a projection. For (i, x) ∈ V (GA,b), we have
∑
(j,y)∈V (GA,0)
q(i,x),(j,y) =
n∑
j=1
∑
y∈S0j
q(i,x),(j,y) =
∑
y∈S0i
ei,xy =
∑
z∈S1i
ei,z = 1.
A similar computation shows that for all (j, y) ∈ V (GA,0), we have∑
(i,x)∈V (GA,b)
q(i,x),(j,y) = 1.
We need to show that for all (i, x), (i′, x′) ∈ V (GA,b) and (j, y), (j′, y′) ∈ V (GA,0),
the implication
q(i,x),(j,y)q(i′,x′),(j′,y′) 6= 0 ⇒ rel((i, x), (i′, x′)) = rel((j, y), (j′, y′))
holds. To this end, suppose q(i,x),(j,y)q(i′,x′),(j′,y′) 6= 0. Then i = j, i′ = j′, and
ei,xyei′,x′y′ 6= 0. We consider several cases.
Suppose first i = i′. Then we have xy = x′y′. If x = x′, then y = y′ and we have
both (i, x) = (i′, x′) and (j, y) = (j′, y′) so the right hand side of the implication
holds in the case. Conversely, if x 6= x′ and y 6= y′, then (i, x) 6= (i′, x′) and
(j, y) 6= (j′, y′). Note also that since i = i′, x and x′ are necessarily inconsistent
solutions so that (i, x) and (i′, x′) are adjacent. Similar reasoning shows (j, y) and
(j′, y′) are adjacent. Hence the right hand side of the implication holds.
Now assume i 6= i′ so that, in particular, (i, x) 6= (i′, x′). If (i, x) and (i′, x′)
are adjacent, there is a k ∈ Vi ∩ Vi′ such that xk 6= x′k. On the other hand, as
ei,xyei′,x′y′ 6= 0, we know xkyk = (xy)k = (x′y′)k = x′ky′k. Therefore, yk 6= y′k
so that (i, y) and (i′, y′) are adjacent. Finally, suppose (i, x) and (i′, x′) are not
adjacent. Then xk = x
′
k for all i ∈ Vi ∩ Vi′ . Again since ei,xyei′,x′y′ 6= 0, we also
know xkyk = x
′
ky
′
k for all k ∈ Vi ∩ Vi′ and therefore yk = y′k for all k ∈ Vi ∩ Vi′ so
that (j, y) and (j′, y′) are not adjacent. This covers all cases.
Now, the projections q(i,x),(j,y) ∈ B define a unital *-representation π : A(G)→ B
and it follows that GA,b ∼=t GA,0.
(2) ⇒ (3): Suppose that GA,b ∼=t GA,0. By Lemma 5.2, it suffices to show that
αt(GF0) = m. The map f : GA,0 → {1, . . . ,m} : (i, x) 7→ i is an m-colouring
of GA,0. Indeed, suppose are (i, x) and (j, y) are distinct vertices in GA,0 with
f(i, x) = f(j, y). Then i = j and hence x 6= y. That is, there is some k ∈ Vi such
that xk 6= yk and thus there is no edge between (i, x) and (j, y) in GA,0.
For each i = 1, . . . ,m, the vector x0 = (1, . . . , 1) is in Si ⊆ {±1}n for the system
Ax = 0. Hence for i, j = 1, . . . ,m, there is no edge between the vertices (i, x0) and
(j, x0) in GA,0 and we have α(GA,0) ≥ m. Now,
m ≥ χ(GA,0) ≥ χt(GA,0) ≥ αt(GA,0) ≥ α(GA,0) ≥ m,
and αt(GA,0) = m.
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(3) ⇒ (1): Suppose αt(GA,b) = m. Then the graph homomorphism game from
Km to GA,b has a perfect t-strategy. Fix a C
∗-algebra A with a faithful trace τ and
projections ek,i,x ∈ A for i = 1, . . . ,m, v ∈ V (GA,b) such that
(1)
m∑
i=1
∑
x∈Si
ek,i,x = 1 for all 1 ≤ k ≤ m, and
(2) τ(ek,i,xeℓ,j,y) = 0 if there is an edge between (i, x) and (j, y) in GA,b.
If t = q, we may assume A is finite dimensional and if t = qa, we may assume
A = Rω.
Define for i = 1, . . . ,m and j ∈ Vi,
vi,j =
m∑
k=1
∑
x∈Sk
xjei,k,x
and note that ai,j is a self-adjoint unitary since by since the
∑
k,x ei,k,x = 1 and for
all j, we have xj ∈ {±1}. Also, vi,j and vi,k commute for all i, j, k = 1, . . .m.
For all i, k and j ∈ Vi ∩ Vk,
τ(vi,jvk,j) =
m∑
p,q=1
∑
x∈Sp,y∈Sq
xjyjτ(ei,p,xek,q,y).
Note that when xj 6= yj, there is an edge between (p, x) and (q, y) in GA,b and
hence τ(ei,p,xek,q,y) = 0. Moreover, when xj = yj , xjyj = 1. Hence we have
τ(vi,jvk,j) =
m∑
p,q=1
∑
x∈Sp,y∈Sq
τ(ei,p,xek,q,y) = 1.
Now, for i, k = 1, . . . ,m and j ∈ Vi ∩ Vk, we have
τ((vi,j − vk,j)∗(vi,j − vk,j)) = 2− 2τ(vi,jvk,j) = 0,
and hence vi,j = vk,j as τ is faithful.
Given j = 1, . . . , n, define wj = vi,j if j ∈ Vi for some i = 1, . . . ,m and wj = 1
otherwise. By the previous paragraph, this is well-defined. If j, k = 1, . . . , n and
there is an i = 1, . . . ,m with j, k ∈ Vi, then wj = vi,j and wk = vi,k commute.
Moreover, for each i = 1, . . . ,m,
∏
j∈Vi
wj =
∏
j∈Vi
vi,j =
m∑
k=1
∑
x∈Sℓ
∏
j∈Vi
xjei,k,x = (−1)(bi).
Hence there is a representation ρ : Γ(A, b) → U(A) such that ρ(ui) = wi and
ρ(J) = −1 for all i = 1, . . . , n. By Corollary 4.4, the game synBCS(A, b) has a
perfect t-strategy which proves (1). 
Corollary 5.5. There exists a graph G for which αqa(G) > αq(G).
Corollary 5.6. There exist graphs G and H for which G ∼=qa H but G 6∼=q H.
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