In this article, we prove that the neighborhood complex of the Kneser graph KG 3,k is of the same homotopy type as that of a wedge of (k+1)(k+3)(k+4)(k+6) 4
Introduction
If α i = i 1 i 2 i 3 , then α i ⊕ j = (i 1 + j)(i 2 + j)(i 3 + j) and α i ⊖ j = (i 1 − j)(i 2 − j)(i 3 − j) with addition and subtraction being modulo k + 6. For example, in N (KG 3,3 ), 679 ⊕ 1 = 781, 234 ⊕ 1 = 345, 679 ⊖ 1 = 568 and 123 ⊖ 1 = 912 = 129 (see [3] ).
If σ = {α 1 , α 2 , . . . , α t } ∈ N (KG 3,k ), then define
It is a simple observation that C σ\{abc} ⊆ C σ ∪ {a, b, c} and C σ ∪ {abc} = C σ \ {a, b, c}.
The neighborhood complexes N (SG 3,k ), N (S 3,k ) and N (KG 3,k ) will denote the neighborhood complexes in SG 3,k , S 3,k and KG 3,k , respectively. Further, addition and subtraction on vertices are (mod k + 6), i.e., 340 ≡ 34(k + 6)( mod k + 6) and 35(k + 7) ≡ 351( mod k + 6).
We observe the following:
, such that α = 12ℓ ⊕ j, i.e. N (α) = {u ⊕ j | u ∈ N (12ℓ)}.
(ii) α, β ∈ V (KG 3,k ) and α = β ⊕ j, j ∈ [k + 5] ∪ {0} ⇒ N (α) = {u ⊕ j | u ∈ N (β)}.
Proof. Firstly, α = α 1 α 2 α 3 ∈ V (KG 3,k ) \ V (SG 3,k ) implies that there exists i ∈ [k + 6] such that {i, i + 1} {α 1 , α 2 , α 3 }. Without loss of generality, assume that α 1 = i and α 2 = i + 1. Thus, α = 12(α 3 − i + 1) ⊕ (i − 1). This proves (i). Let α = β ⊕ j, j ∈ [k + 5] ∪ {0}. Here, u ∈ N (β) implies that β ⊆ C u . So, β ⊕ j ⊆ C u⊕j implying that u ⊕ j ∈ N (β ⊕ j) = N (α). Further, if v ∈ N (α) then v ⊖ j ∈ N (β). This completes the proof of Proposition 2.1. Proposition 2.1 holds even when KG 3,k is replaced by S 3,k . We now discuss some basic results that we have used from Discrete Morse theory.
Definition 2.3 ([3]).
A partial matching in a poset (P, <) is a subset M ⊆ P × P , where (i) (a, b) ∈ M implies b ≻ a; i.e., a < b and ∄ c ∈ P such that a < c < b and (ii) each a ∈ P belongs to at most one element in M .
If (a, b) ∈ M , we denote a by d(b) and b by u(a). A partial matching on P is called acyclic if there do not exist distinct a i ∈ P , 1 ≤ i ≤ m, m ≥ 2 such that a 1 ≺ u(a 1 ) ≻ a 2 ≺ u(a 2 ) ≻ . . . ≺ u(a m ) ≻ a 1 is a cycle.
(2.2)
For an acyclic matching M on P , the unmatched elements of P are called critical. If each element of P belongs to a member of M , then M is called a perfect matching on P . The following results are used to construct acyclic partial matchings.
Let ∆ ⊆ 2 X and x ∈ X. Define M (∆) x = {(σ \ {x}, σ ∪ {x}) | σ \ {x}, σ ∪ {x} ∈ ∆} and (∆) x = {σ ∈ ∆ | σ \ {x}, σ ∪ {x} ∈ ∆}. Lemma 2.3 (Cluster Lemma [2] ). If ϕ : P → Q is an order-preserving map and for each q ∈ Q, the subposet ϕ −1 (q) carries an acyclic matching M q , then
M q is an acyclic matching on P.
The following result by Forman [4] , one of the main results of Discrete Morse Theory used in this article, gives a Morse Complex comprising the critical cells corresponding to the acyclic matching defined on a face poset. This result gives the following corollaries.
Corollary 2.2 ([2]). If an acyclic matching has critical cells only in a fixed dimension i, then ∆ is homotopy equivalent to a wedge of i-dimensional spheres.

Corollary 2.3 ([3]). If the critical cells of an acyclic matching on
Henceforth, H n (X) will represent the reduced n th homology group of X with integer coefficients. If X is a cell complex and A is a nonempty subcomplex, we say that (X, A) is a good pair. We now present some results for a good pair (X, A) from [5] . Proposition 2.2 (Proposition 2.22, page 124, [5] ). The quotient map q : (X, A) −→ (X/A, A/A) induces isomorphisms q * :
The good pair (X, A) also gives a long exact sequence. Theorem 2.4 (Theorem 2.13, page 114, [5] ). There is an exact sequence
Corollary 2.5 (Corollary 2.14, page 114, [5] ). H n (S n ) ∼ = Z and H i (S n ) = 0 for i = n, where S n is the n-dimensional sphere.
The short exact sequence 0 → A → B → C → 0 is said to split, if B ∼ = A C.
Lemma 2.4 (Page 148, [5] ). If C is free then every exact sequence 0 → A → B → C → 0 splits.
In this article, σ \ {ijk} and σ ∪ {ijk} will indicate that ijk ∈ σ and ijk / ∈ σ, respectively. For brevity, we use σ \ ijk and σ ∪ ijk instead of σ \ {ijk} and σ ∪ {ijk}, respectively. Further, {a 1 < a 2 < a 3 < . . . < a k } will denote a chain. 
Let V k u denote the set of all the unstable vertices of KG 3,k . For t ∈ I s and u ∈ J s , define
From the above defintions, the following is an easy consequence.
(ii) B
Using the above proposition, we construct a disjoint decomposition of subsets of N (S 3,k ).
then ϕ k is a poset map.
Proof. No two unstable vertices are adjacent in
Here, C σ is either {s, s + 1, t} or {s, s + 1, u, u + 1} (otherwise C σ will contain a stable 3 set). Therefore, σ is in either A s,t k or B s,u k . The result now follows by using Equation (3.2).
Consider, τ, σ ∈ F(N (S 3,k )) with τ ⊆ σ. Since C σ ⊆ C τ , we see that if C τ = {s, s + 1, t},
. Therefore, σ ∈ C k , implying that ϕ k is a poset map.
We will now construct a perfect acyclic matching on ϕ
and τ ⊆ σ, then from Proposition 3.1(i), s 1 = s 2 and t 1 = t 2 . Therefore, to define a perfect acyclic matching on ϕ
, it is sufficient to define a perfect acyclic matching on A s,t k for s ∈ [k + 6] and t ∈ I s . We first construct the matchings on A
Proof. The matching is constructed by the method of induction on k.
Let k = 1. Here, N (12ℓ) = ∅ for ℓ ∈ {3, 5} and N (124) = N (126) = {357}. In each of these cases,
Hence, (A Suppose that 46(r + 6) / ∈ σ. Here, C σ = {1, 2, 3} implies that C σ∪46(r+6) = {1, 2, 3}, thereby showing that σ ∈ (A 1,3 r ) 46(r+6) , a contradiction. Thus, 46(r + 6) ∈ σ. 46(r+6) ). This completes the proof of Claim 3.1.
From Claim 3.1, C σ\46(r+6) {4, 6, r + 6} = ∅. Thus, we have a disjoint decomposition of
where
The following gives a bijective correspondence from each of the above ∆ 3
β , where β < r and j ∈ {3, 4, 5}. Here A 1,j β is considered as a subset of N (S 3,r ), i.e.,
The following maps are bijective:
r−1 and τ 2 ∈ A 1,5 r−1 implying that f 1 , f 2 and f 3 are well defined maps. Similarly, it can be shown thatf 4 , f 5 , f 6 and f 7 are also well defined.
(2) f i is injective for all i ∈ {1, 2, . . . , 7}.
Let
. From the definition of the f i ′ s, there exists t ∈ {0, 1, 2} such that {σ 1 \ 46(r + 6)} ⊖ t = {σ 2 \ 46(r + 6)} ⊖ t, i.e., σ 1 \ 46(r + 6) = σ 2 \ 46(r + 6). Thus,
∈ τ , and C τ ∪46(r+6) = {1, 2, 3} i.e., τ ∪46(r+6) ∈ ∆ 3 3 . Further, C τ ⊕1 = {1, 2, 3, 4} and C {τ ⊕1}∪{46(r+6)} = {1, 2, 3}, i.e., {τ ⊕ 1} ∪ {46(r + 6)} ∈ ∆ 3 1 . Therefore, f 1 ({τ ⊕ 1} ∪ {46(r + 6)}) = f 3 (τ ∪ 46(r + 6)) = τ implying that f 1 and f 3 are surjective maps. By similar arguments, all the other maps are also surjective.
To construct the perfect acyclic matching on A 1,3 r , define,
Firstly, we see that if σ ∈ ∆ 3
By the induction hypothesis, there exist perfect acyclic matchings M (A s,t β ) on A s,t β for β < r and s, t ∈ [β + 6]. Claim 3.2 induces the perfect acyclic matchings f
is a perfect acyclic matching on A 
r | C σ\35(r+6) = {1, 2, 3, 4, 5, r + 6}}. As in the case, ℓ = 3, it can be shown that the following maps are bijective:
r−3 defined by f 7 (σ) = {σ \ 35(r + 6)} ⊖ 2, r > 3.
By arguments similar to those in the case ℓ = 3, M 1,4 r = ( 
, r + 6}}. The following maps are bijective: 
and
In this case, M 1,ℓ r = ( 7] . This completes the proof of Proposition 3.3.
From Proposition 2.1(i) and (ii), there exists ℓ ∈ {3, 4, . . . , k+5}, such that A In N (S 3,k ), from Equation (3.2), C σ = {s, s + 1, u, u + 1} and
, implying that f s,u is a well defined map. Let σ 1 , σ 2 ∈ B s,u k and f s,u (σ 1 ) = f s,u (σ 2 ). Here,
, then C τ = {s+k+5−u, s+k+6−u, k+5} and {s+k+5−u, s+k+6−u, k+ 5, k +6} in N (S 3,k−1 ) and N (S 3,k ) respectively. This implies that C τ ⊖(k+5−u) = {s, s+1, u, u+1}. k (a 3 k ) = C k where C k is as defined in Equation (3.2). For v ∈ V k u , where V k u , the set of unstable vertices of KG 3,k , has the lexicographic ordering of triples, define
Since, we want to define a perfect acyclic matching on C k , using Lemma 2.3 and Proposition 3.4, we observe that it is sufficient to define one on C v k for each v ∈ V k u . But, from Proposition 2.1(i) and (ii), we observe that for this, it is sufficient to define a perfect acyclic matching on C 12ℓ k for ℓ ∈ [k + 5] \ {1, 2}. In this direction, we first define the following:
Comp(v, ℓ) = {t ∈ Cover(v) | |t − ℓ| > 1, t = s 1 , s 2 , s 3 } and R(v, ℓ) = min{Comp(v, ℓ)}. 
Here, C 12ℓ
k,n is a poset map. Therefore, to construct an acyclic matching on C 12ℓ k , it is sufficient to define one on C 12ℓ k,n for each n ∈ {5, . . . , k + 4}. To get this matching first define B ℓ n ⊆ V (SG 3,k ) as
Consider B ℓ n = {u 1 < u 2 < . . . < u t }. Using Claim 3.3 and B ℓ n ⊆ V (SG 3,k ), we get R(u i , ℓ) ∈ {3, . . . , k + 5}. Moreover, |R(u i , ℓ) − ℓ| > 1, ∀ i ∈ {1, . . . , t}. Therefore, 1ℓR(u i , ℓ) ∈ V (SG 3,k ).
Proof. Let σ ∈ C 12ℓ k,n and B ℓ n = {u 1 < u 2 < . . . < u t }. Define
Since 12ℓ ∈ σ and σ ∈ N (S 3,k ), N (σ) ⊆ N (12ℓ). Hence, there exists u ∈ B ℓ n such that u ∈ N (σ). Therefore, r σ exists.
Further, 
Proof of Theorem 1.3
In this section, N (σ) will denote the neighborhood of σ in KG 3,k and F(X) will represent the face poset of the simplicial complex X. Let
It is easy to see that X k 2 is a subcomplex of X k 3 . Our aim now is to suitably partition P k 3 \ P k 2 and P k 2 \ P k 1 and define acyclic matchings on them. Let I i and J i be as defined in Equation (3.1). Define
In the case that |C σ | = 4, there
we get the following partition of P k 3 .
Proposition 4.1.
Henceforth, each vertex of V k u is considered as follows: v = s 1 s 2 s 3 ∈ V k u implies that 1 ≤ s 1 < s 2 < s 3 ≤ k + 6. We now construct an acyclic matching on
, the following are poset maps:
(ii) ϕ i :
(ii) Let τ ⊆ σ and τ ∈ P k i,j . Here,
u , with t < s, implying that ϕ i,j is a poset map.
From Lemmas 2.3 and 4.1(iii), to construct an acyclic partial matching on P k i,j , it is sufficient to construct one on ϕ
u . Therefore, using Proposition 2.1(ii), it is sufficient to define an acyclic matching on ϕ 
Acyclic matching
To construct an acyclic partial matching on P k 1,j , from Lemma 4.1(iii), it is sufficient to do so on ϕ −1 1,j (b vs ). For this, define 
(a) First, let v s ∈ N C j , i.e., s 3 = s 2 + 1 and
Since, v t ∈ W j vs , it satisfies the first condition of Equation (4.4 If v s = (j + 1)s 2 (s 2 + 1), then v t ∈ W j vs implies that, either v t = t 1 s 2 (s 2 + 1), with t 1 > j + 1 or v t = t 2 (j + 1)(s 2 + 1), with t 2 < j − 1.
If v t = t 2 (j + 1)(s 2 + 1) with t 2 < j − 1, then (s 2 + 1) − t 2 > 1 and t 2 − (j + 1) > 1, thereby implying that v t ∈ V (SG 3,k ), a contradiction. Therefore, v t = t 1 s 2 (s 2 + 1) with t 1 > j + 1.
Now, consider v s ∈ C j , where s 3 = s 2 + 1. Here, s 2 = s 1 + 1. Since v t ∈ W j vs , from Equation (4.4), v t = t 1 s 2 s 3 where
. Here, w j 1 ∈ σ and C σ\w
. This proves Claim 4.2(i). 
, i.e., σ ∈ Σ vs,j {w = σ ∈ Σ 3s 2 (s 2 +1),j | C σ\{ts 2 (s 2 +1)} = {1, 2, j, t}, ∀ t = 1, 2, 3, j, s 2 , s 2 + 1 = {ts 2 (s 2 + 1) | t ∈ [k + 6] \ {1, 2, j, s 2 , s 2 + 1}} . contains exactly one cell of dimension k.
(c) Let τ, σ ∈ Σ vs,j such that τ ⊆ σ. Assume that τ ∈ ψ implies that C σ\w j t = {1, 2, j} for all t < t 2 .
In particular, C σ\w In Lemma 4.1, an acyclic matching on P k 3 \ P k 2 is constructed. To define an acyclic matching on P k 3 , we now define one on 
