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Columbia, Mo. 65211
Abstract. We consider the problem of complex interpolation of certain Hardy-type sub-
spaces of Ko¨the function spaces. For example, suppose X0 and X1 are Ko¨the function
spaces on the unit circle T, and let HX0 and HX1 be the corresponding Hardy spaces. Un-
der mild conditions on X0, X1 we give a necessary and sufficient condition for the complex
interpolation space [HX0 , HX1 ]θ to coincide with HXθ where Xθ = [X0, X1]θ. We develop
a very general framework for such results and our methods apply to many more general
sitauations including the vector-valued case.
1. Introduction. Let X be a Ko¨the function space on the circle T equipped with its
usual Haar measure. Consider the Hardy subspace HX consisting of all f ∈ X ∩N+ where
N+ is the Smirnov class or Hardy algebra. Provided X ⊂ Llog (see Section 2 for the
definition) this is a closed subspace. Consider the following two problems:
(1) When is HX complemented in X by the usual Riesz projection?
(2) If X0, X1 are two such Ko¨the function spaces when is it true that the complex inter-
polation space Xθ = [X0, X1]θ satisfies HXθ = [HX0 , HX1 ]θ?
In the case of weighted Lp−spaces, a precise answer to (1) was given by Muckenhaupt
[26] in terms of the so-called Ap−conditions. In the case p = 2, the Helson-Szego¨ theorem
[15] gives an alternative precise criterion; in the same direction Cotlar and Sadosky [8],
[9] gave necessary and sufficient conditions for all weighted Lp−spaces (see also [10]).
Subsequently, Rubio de Francia extended the Cotlar-Sadosky methods to all 2-convex or
2-concave Ko¨the function spaces. In the case of Lp-spaces (without weights) (2) is answered
by a well-known theorem of Jones [16], [17] (cf. recent proofs by Xu [34], Mu¨ller [27] and
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Pisier [29]). For weighted Lp−spaces (2) has recently been studied by Cwikel, McCarthy
and Wolff [11] and Kisliakov and Xu [20], [21] (who also consider vector-valued analogues).
See also [33].
In this paper we will develop a very general approach to question (2) by relating it to
(1). We will be able to answer (2) completely under some mild restrictions on the spaces.
In fact our approach uses very little specific information about Hardy spaces or properties
of analytic functions and we give our results in a rather general setting, which includes
abstract Hardy spaces generated by weak∗-Dirichlet algebras and certain vector-valued
cases as studied by Kisliakov and Xu.
We limit our discussion in the introduction to the case of the circle. Let us say that
a Ko¨the function space X is BMO-regular if and only if there exist constants (C,M) so
that given 0 ≤ f ∈ X there exists g ≥ f with ‖g‖X ≤ M‖f‖X and ‖ log g‖BMO ≤ C.
A weighted Lp−space, Lp(w) is BMO-regular if and only if logw ∈ BMO. The concept
of BMO-regularity appears implicitly first in the work of Cotlar and Sadosky [9] and also
in Rubio de Francia [30] in connection with the boundedness of the Hilbert transform (it
should be noted that in both cases the boundedness of the Hilbert transform is related
to the BMO-regular of a space derived from X , not of X itself). We show that a super-
reflexive space X is BMO-regular if and only if the Riesz projection is bounded on an
interpolation space Lθ2X
1−θ for some θ > 0 (cf. [18] for other conditions equivalent to this
property for X).
If X0, X1 are super-reflexive and X0, X1, X
∗
0 , X
∗
1 ⊂ Llog then we give a necessary and
sufficient condition for HXθ = [HX0 , HX1 ]θ where 0 < θ < 1 (in this case we say that
the Hardy algebra H = N+ is interpolation stable at θ for (X0, X1)). Consider first the
case when X0 is BMO-regular; then it is necessary and sufficient that X1 is BMO-regular.
For the general case the necessary and sufficient condition is obtained by “lifting” the
direction X0 → X1 to create a parallel direction L2 → Z; the condition is then that Z is
BMO-regular. This is precisely explained in Section 5; let us remark that if X1 = wX0 is
obtained by a change of weight then Z = w1/2L2 = L2(w
−1) so that the condition is simply
that logw ∈ BMO. Our result includes the results of the previous work of Kisliakov and
Xu [21] as special cases and extends, as we have explained, to a very general setting, thus
giving also vector-valued applications.
Let us also comment on the methods used. In Section 3 we discuss a very general
formulation of question (2): when does the operation of interpolation commute with taking
a particular subspace? Our main result is that if this happens, then under appropriate
conditions, one can extrapolate the boundedness of a projection onto the subspace. In
Section 4 we consider an arbitrary self-adjoint operator T on L2. We then discuss for
which Ko¨the spaces X it is true that T is bounded on L1−θ2 X
θ for some θ > 0. If we
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assume that T is bounded on some Lp where p 6= 2 then this can be answered in terms of
the weighted L2−spaces on which T is bounded. These results are of course closely related
to the earlier work of Cotlar and Sadosky [9] and Rubio de Francia [30]; unlike [30] we do
not assume 2-convexity or 2-concavity but our conclusions are somewhat weaker.
We put these ideas together in Section 5, restricting our attention to “Hardy-type”
algebras, which we introduce as an abstraction of the Smirnov class; in this case our
operator T becomes the orthogonal projection onto H2. We are then able to relate the
results of Section 4 to the notion of BMO-regularity and prove our main results. We
discuss further applications in Section 6. At the end of Section 6, we improve the results
of Kisliakov and Xu ([20], [21]) on interpolation of vector-valued Hardy spaces, by giving
necessary and sufficient conditions for such interpolation to be “stable” at least in the
super-reflexive case.
Let us mention that we use some ideas from [18]; however we have tried to avoid
using differential techniques in order to keep our approach as simple as possible. We plan
a further paper showing how by using such techniques one can improve and extend these
results. We do use freely however, the notion of an indicator function for a Ko¨the function
space as introduced and studied in [18].
We would like to thank Michael Cwikel, Mario Milman and Richard Rochberg for
discussing this problem with us, and Cora Sadosky for some very helpful remarks. We also
thank Quanhua Xu for several important suggestions which we have incorporated.
2. Ko¨the function spaces. Let S be a Polish space and let µ be a probability measure
on S. Let L0(µ) denote, as usual, the space of all equivalence classes of (complex) Borel
functions on S with the topology on convergence in measure.
We define a Ko¨the quasinorm on L0 to be a lower-semicontinuous functional f → ‖f‖X
defined on L0 with values in [0,∞] such that:
(1) ‖f‖X = 0 if and only if f = 0 a.e.
(2) ‖f‖X ≤ ‖g‖X whenever |f | ≤ |g| a.e.
(3) There exists a constant C so that ‖f + g‖X ≤ C(‖f‖X + ‖g‖X) for f, g ∈ L0.
(4) There exists u ∈ L0 so that u > 0 a.e. and ‖u‖X <∞.
Associated to the Ko¨the quasi-norm we can associate a maximal quasi-Ko¨the function
space X = {f : ‖f‖X <∞}. X is then a quasi-Banach space under quasi-norm f → ‖f‖X ;
furthermore BX = {f : ‖f‖X ≤ 1} is closed in L0 so that X has the Fatou property (cf.
[24]). We can also define a minimal quasi-Ko¨the function space X0 to be the closure of
L∞ ∩X in X. In this paper, however, we will only deal with maximal spaces (i.e. spaces
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with the Fatou property). If, in (3), C = 1 then BX is convex and X is a Banach space; in
this case we say that X is a (maximal) Ko¨the function space. Henceforward we will adopt
the convention that all spaces are maximal.
If X is a Ko¨the function space and w ∈ L0,R with w > 0 a.e. we define the weighted
space wX by ‖f‖wX = ‖fw−1‖X . Thus wLp = Lp(w−p).
If X is a Ko¨the function space we will let X∗ denote its Ko¨the dual i.e. the maximal
Ko¨the function space induced by ‖ ‖X∗ where ‖f‖X∗ = supg∈BX
∫
|fg|dµ. It is not difficult
to show that X∗ is also a Ko¨the function space. Of course, if X is reflexive as will usually
be the case, then X∗ is the Banach dual of X.
We recall that a quasi-Ko¨the function space X is p-convex where 0 < p < ∞ with
constant M if for every f1, . . . , fn ∈ X we have:
‖(
n∑
k=1
|fk|
p)1/p‖X ≤M(
n∑
k=1
‖fk‖
p
X)
1/p,
and q-concave (0 < q <∞) with constant M if for every f1, . . . , fn ∈ X,
(
n∑
k=1
‖fk‖
q
X)
1/q ≤M‖(
n∑
k=1
|fk|
q)1/q‖X .
If X is p-convex and q-concave there is an equivalent quasi-norm so that the p-convexity
and q-concavity constants are both one. For conevenience we will say that X is exactly
p-convex or q-concave if the associated constant of convexity or concavity is one. X is a
Ko¨the function space if and only it is 1-convex with constant one. A Ko¨the function space
is super-reflexive if and only if it is p-convex and q-concave for some 1 < p ≤ q <∞.
For any Ko¨the function space X we define the quasi-Ko¨the function space Xα by
‖f‖Xα = ‖|f |1/α‖αX . Then X
α is exactly 1/α−convex. If X, Y are two Ko¨the function
spaces and 0 < α, β <∞ we can define a quasi-Ko¨the function space Z = XαY β by setting
‖f‖Z = inf{max(‖g‖X , ‖h‖Y )α+β : |f | = |g|α|h|β}. Then Z is exactly 1/(α + β)−convex.
It may also be shown easily that, since X, Y are assumed maximal, there is always an
optimal factorization |f | = |g|α|h|β.
We now describe a simple method of doing calculations with Ko¨the function spaces
introduced in [18]. We will not need the full force of the results in [18] and thus we will
try to keep the description brief. Let us recall [18] that a semi-ideal I is a subset of L1,+
so that if 0 ≤ f ≤ g ∈ I then f ∈ I; I is strict if it contains a strictly positive function.
For a functional Φ : I → R we define ∆Φ(f, g) = Φ(f) + Φ(g)− Φ(f + g). We say that Φ
is semilinear if:
(1) If f ∈ I, and α > 0 then Φ(αf) = αΦ(f),
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(2) There is a constant δ so that for all f, g ∈ I we have ∆Φ(f, g) ≤ δ(‖f‖1 + ‖g‖1).
(3) If f ∈ I and 0 ≤ fn ≤ f with ‖fn‖1 → 0 then limΦ(fn) = 0.
If X is a Ko¨the function space we define IX to be the set of nonnegative functions
f in L1 so that supx∈BX
∫
f log+ |x|dµ < ∞ and there exists x ∈ BX so that f log |x| is
integrable. Then IX is a strict semi-ideal.
On IX we can define the indicator functional ΦX = supx∈BX
∫
f log |x| dµ. The indi-
cator function ΦX is semilinear with δ ≤ log 2 (see [18], Proposition 4.2). In the special
case X = L1 we obtain IX = L logL and ΦL1(f) = Λ(f) =
∫
f log fdµ. It then may be
shown that for general X and f, g ∈ IX ∩ L logL, we have 0 ≤ ∆ΦX (f, g) ≤ ∆Λ(f, g).
There is a converse to this result ([18], Theorem 5.2). If Φ is a semilinear map on a
strict semi-ideal I ⊂ L logL so that 0 ≤ ∆Φ(f, g) ≤ ∆Λ(f, g) for all f, g ∈ I then there is a
unique Ko¨the function space X so that IZ ⊃ I and Φ(f) = ΦX(f) for f ∈ I. Furthermore
X is exactly p-convex and exactly q-concave if and only if 1q∆Λ(f, g) ≤ ∆ΦX (f, g) ≤
1
p∆Λ(f, g) for f, g ∈ I.
It is also easy to see that if Z = XαY β then ΦZ(f) = αΦX(f) + βΦY (f) for f ∈
IX ∩ IY . This enables us to use the indicator functions to calculate spaces. Let us give
a simple application which we will use later; basically this is a simple generalization of
Pisier’s extrapolation theorem [28] (cf. [18], Corollary 5.4).
Proposition 2.1. Suppose X, Y are Ko¨the function spaces with Y super-reflexive. Then
there exists a super-reflexive Ko¨the function space Z and 0 < θ < 1 so that Y = X1−θZθ
up to equivalence of norm.
Proof: For convenience we do all calculations on a strict semi-ideal contained in IX ∩
IY ∩ L logL. We can assume that Y is exactly p-convex and q-concave where
1
p +
1
q = 1
and 2 < q <∞. Let α = 12q . We define Φ = ΦY + α(ΦY − ΦX). Then
∆Φ = (1 + α)∆ΦY − α∆ΦX ≥ α∆Λ.
Similarly,
∆Φ ≤ (1 + α)(1− 2α)∆Λ ≤ (1− α)∆Λ.
Thus we can apply Theorem 5.2 of [18] to find a space Z so that ΦZ = Φ and Z will be
2q−concave and r-convex where 1
r
+ 1
2q
= 1.
Finally let us define Llog to be the Orlicz space of all f ∈ L0 so that
∫
log+ |f |dµ <∞.
Then Llog can be F-normed by f →
∫
log(1+ |f |)dµ.We will be especially concerned with
the class of Ko¨the function spaces X of all X so that X,X∗ ⊂ Llog.
Lemma 2.2. If X is a Ko¨the function space, then the following conditions are equivalent:
(1) X ∈ X .
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(2) If f ∈ X there exists g ∈ X with g ≥ |f |, and log g ∈ L1.
(3) If ǫ > 0 and f ∈ X there exists g ∈ X with g ≥ |f |, ‖g‖X ≤ ‖f‖X + ǫ and log g ∈ L1.
(4) L∞ ⊂ IX .
Proof: (1)⇒ (4) : We must show χS ∈ IX . If X ⊂ Llog then it follows from the Closed
Graph Theorem that the inclusion is continuous and hence supx∈BX
∫
f log+ |x|dµ < ∞.
On the other hand by a theorem of Lozanovskii [25] (cf. [13], [25]) there exist nonnegative
x ∈ BX and x
∗ ∈ BX∗ with xx
∗ = χS . Thus log |x| = log+ |x| − log+ |x
∗| ∈ L1.
(4)⇒ (3) : If f ∈ X then log+ |f | ∈ L1. However there exists h ∈ BX with log |h| ∈ L1.
Now take g = max(|f |, η|h|) for small enough η.
(3)⇒ (2) : Obvious.
(2)→ (1) : Clearly the conditions implyX ⊂ Llog. Now suppose x∗ ∈ X∗. There exists
x ∈ X with log |x| ∈ L1. Now xx∗ ∈ L1 so that
∫
log |xx∗|dµ <∞. Hence
∫
log |x∗|dµ <∞
i.e. log+ |x
∗| ∈ L1. Thus X
∗ ⊂ Llog.
Remark: In doing calculations with indicator functions we can always restrict to a small
enough strict semi-ideal. Later in the paper for economy we will not mention the domains
of the indicators in question when doing algebraic manipulations. The reader may wish
simply to consider only spaces X ∈ X and regard all indicator functions as defined on
L∞,R.
3. Complex interpolation of subspaces. Let us describe a very general setting for
complex-type interpolation. We recall that if X is a topological vector space and D is
an open subset of the complex plane then a function F : D → X is analytic if for each
a ∈ D there exists a neighborhood U of a and a power series
∑∞
n=0 xn(z − a)
n so that
F (z) =
∑
xn(z − a)n for z ∈ U. We will consider a triple (D,X,F) where D is an
open subset of the complex plane conformally equivalent to the unit disk, X is a complex
topological vector space and F is subspace of the space A(D,X) of all X-valued analytic
functions on D equipped with a norm F → ‖F‖F such that:
1. If F ∈ A(D,X) and ϕ is any conformal mapping of D onto ∆ then ϕF ∈ F if and
only if F ∈ F and ‖ϕF‖F = ‖F‖F .
2. If z ∈ D and x ∈ X then inf{‖F‖F : F (z) = x} = 0 if and only if x = 0.
Under these assumptions, we define, for z ∈ D, Xz = {x : ‖x‖Xz < ∞} where
‖x‖Xz = inf{‖F‖F : F (z) = x}. We will call the spaces {Xz : z ∈ D} the interpolation
field generated by {D,X,F}.
The following elementary lemma will be used repeatedly. If a, b ∈ D we let δ(a, b) =
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|ϕ(b)| where φ is any conformal map of D onto ∆ with ϕ(a) = 0. Thus if D = ∆ we have
δ(a, b) =
|b− a|
|1− a¯b|
.
If D = S is the strip S = {z : 0 < ℜz < 1} then for 0 ≤ s, t ≤ 1 we have
δ(s, t) =
sin π
2
|s− t|
sin π2 (s+ t)
.
Lemma 3.1. Suppose F,G ∈ F and that a ∈ D. Suppose F (a) = G(a). Then ‖F (z) −
G(z)‖Xz ≤ δ(a, z)‖F −G‖F .
Proof: Let ϕ be a conformal map of D onto ∆ with ϕ(a) = 0. Let H ∈ F be defined so
that ϕH = F − G. Then ‖H‖F ≤ ‖F − G‖F and ‖F (z) − G(z)‖Xz ≤ |ϕ(z)|‖H‖F . The
lemma follows.
Now suppose that V is a linear subspace of X. Let F(V ) be the space of F ∈ F
such that F (z) ∈ V for every z ∈ D. Let (Vz) be the interpolation field generated by
{D, Y,F(V )}. We will say that V is interpolation stable at z ∈ D if there is a constant
C so that for v ∈ Vz we have ‖v‖Vz ≤ C‖v‖Xz . The least such constant C we denote by
K(z) = K(z, V ) where K(z) =∞ if V fails to be interpolation stable.
Theorem 3.2. Suppose V is interpolation stable at some a ∈ D; let K(a) = K. Then V
is interpolation stable at any z ∈ D, with 3Kδ(a, z) < 1, and K(z) ≤ 4K(1− 3Kδ)−1. In
particular, the set of z ∈ D so that V is interpolation stable at z is open.
Proof: Suppose δ = δ(a, z) < 1/(3K). Suppose v ∈ Vz; then for ǫ > 0 we can pick
F ∈ F(V ) and G ∈ F so that F (z) = G(z) = v and ‖F‖F ≤ (1 + ǫ)‖v‖Vz while ‖G‖F ≤
(1 + ǫ)‖v‖Xz . Thus by Lemma 3.1,
‖F (a)−G(a)‖Xa ≤ (1 + ǫ)δ(‖v‖Xz + ‖v‖Vz ).
It follows that
‖F (a)‖Xa ≤ (1 + ǫ)((1 + δ)‖v‖Xz + δ‖v‖Vz).
Now pick H ∈ F(V ) so that H(a) = F (a) and ‖H‖F ≤ (1 + ǫ)‖F (a)‖Va ≤ (1 +
ǫ)K‖F (a)‖Xa . Then
‖v‖Vz ≤ ‖F (z)−H(z)‖Vz + ‖H(z)‖Vz
≤ δ(‖F‖F + ‖H‖F) + ‖H‖F
≤ δ‖F‖F + (1 + δ)(1 + ǫ)K‖F (a)‖Xa
≤ δ(1 +K +Kδ)(1 + ǫ)‖v‖Vz + (1 + δ)
2(1 + ǫ)2K‖v‖Xz .
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Since δ < 1 and K ≥ 1, we have
‖v‖Vz ≤ 3Kδ‖v‖Vz + 4K‖v‖Xz
whence we conclude that
‖v‖Vz ≤
4K
(1− 3Kδ)
‖v‖Xz
and so K(z) ≤ 4K(1− 3Kδ)−1.
Theorem 3.3. Suppose V,W are two subspaces of X which are both interpolation stable
at a. Suppose further that Xa = Va ⊕Wa. Then there exists η > 0 so that if δ(a, z) < η
then Xz = Vz ⊕Wz.
Proof: Let K = max(K(a, V ), K(a,W )) and letM = max(‖P‖, ‖Q‖) where P,Q are the
induced projections from Xa onto Va and Wa. We let η = 1/(300K
2M). Suppose z ∈ D
satisfies δ = δ(a, z) < η.
First suppose z is such that Vz+Wz fails to be dense in Xz. Then there exists x ∈ Xz
so that ‖x‖Xz = 1 and ‖x − (v + w)‖Xz ≥
1
2 whenever v ∈ Vz and w ∈ Wz. Pick any
F ∈ F with F (z) = x and ‖F‖F ≤ 2. Then there exist G ∈ F(V ) and H ∈ F(W ) so that
‖G‖F , ‖H‖F ≤ 4KM and G(a) = PF (a), H(a) = QF (a). Then
1
2
≤ ‖F (z)−G(z)−H(z)‖Xz
≤ δ(2 + 2(4KM))
≤ 10KMη.
This contradiction immediately leads to the conclusion that Vz +Wz is dense in Xz.
To complete the proof, suppose v ∈ Vz, w ∈ Wz satisfying ‖v + w‖Xz = 1. Let
γ = max(1, ‖v‖Xz , ‖w‖Xz). We will show that γ ≤ 8KM and this will complete the proof.
We choose F ∈ F with ‖F‖F ≤ 2 and F (z) = v + w. Notice that K(z, V ), K(z,W ) ≤ 8K
by Theorem 3.3. We therefore pick G ∈ F(V ), H ∈ F(W ) so that ‖G‖F ≤ 10Kγ and
‖H‖F ≤ 10Kγ, and G(z) = v, H(z) = w.
Now we have, by Lemma 3.1, ‖F (a)−G(a)−H(a)‖Xa ≤ 30Kγδ (where δ = δ(a, z))
and hence ‖PF (a)− G(a)‖Xa ≤ 30KMγδ and ‖QF (a) −H(a)‖Xa ≤ 30KMγδ. However
‖PF (a)‖Xa ≤M‖F (a)‖Xa ≤ 2M and so we obtain an estimate
‖G(a)‖Xa ≤ 2M + 30KMγδ)
with a similar estimate for ‖H(a)‖Xa . Thus
‖G(a)‖Va ≤ 2KM + 30K
2Mγδ < 2KM +
γ
10
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and we can find E ∈ F(V ) with E(a) = G(a) and ‖E‖F ≤ 3KM +
1
10γ. Now ‖v‖Xz ≤
‖E(z)‖Xz + ‖E(z)−G(z)‖Xz . Thus
‖v‖Xz ≤ (1 + δ)‖E‖F + δ‖G‖F
≤ 3KM(1 + δ) +
1
5
γ + 10Kγδ
≤ 4KM +
1
2
γ.
With a similar estimate on w we obtain
γ ≤ (4KM) +
1
2
γ
and so γ ≤ 8KM as promised.
Let us now give a simple application. Obviously one special case of the above con-
struction is the usual Caldero`n method of complex interpolation. To be more precise, note
that if (X0, X1) is a Banach couple then if we take D = S, X = X0 + X1 and F to be
the space of functions F ∈ A(S,X) so that F is bounded on S and extends continuously
to the closure of S so that F is Xj-continuous on the line ℜz = j for j = 0, 1 then the
interpolation field generated given by Xz = [X0, X1]θ where θ = ℜz.
Theorem 3.4. Suppose (X0, X1) is a Banach couple. Suppose for some 0 < θ < 1, we
have that [X0, X1]θ is a UMD-space and [H2(X0), H2(X1)]θ = H2[X0, X1]θ. Then there
exists η > 0 so that if |φ− θ| < η then [X0, X1]φ is also UMD.
Remark: Blasco and Xu [2] show ifX0 andX1 are UMD-spaces then [H2(X0), H2(X1)]θ =
H2(Xθ). This result is therefore a converse to their result. They also present an example
of Pisier to show that [H2(X0), H2(X1)]θ need not coincide with H2(Xθ). We remark that
in [18] we construct an example where [X0, X1]1/2 = L2 but Xθ is not UMD for any θ 6=
1
2 ,
thus giving another counterexample.
Proof: We consider the Banach couple (L2(X0), L2(X1)). Let V be the subspace of
L2(X0) + L2(X1) ⊂ L2(X0 +X1) of all f so that
∫ 2π
0
eintf(eit)dt = 0
for n > 0. Let W be the space of all f so that
∫ 2π
0
eintf(eit)dt = 0
for n ≤ 0. Our assumptions guarantee that V,W are interpolation stable at θ and that
[L2(X0), L2(X1)]θ = L2([X0, X1]θ = Vθ ⊕Wθ.
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By Theorem 3.3 we obtain a similar decomposition for |φ−θ| < η which implies the result.
Let us now discuss the case of Ko¨the function spaces. Suppose S is a Polish space
and µ is a probability measure on S. As in [18] we consider the class N+ of all functions
F : ∆ → L0 of the form F (z)(s) = Fs(z) where Fs is in the Smirnov class N+ for almost
every s ∈ S. Then N+(S) is the class of maps F : S → L0 where F ◦ ϕ ∈ N+ where
ϕ : D → S is any conformal mapping. If F ∈ N+(S) we can extend F to the lines
z = j + it (j = 0, 1) so that F (j + it) = lims→j F (s+ it) in L0, for a.e. t.
Suppose X0, X1 are Ko¨the function spaces (assumed maximal so that f → ‖f‖Xj is
lower-semi-continuous on L0). Consider the space F = F(X0, X1) of all F ∈ N+(S) so
that ‖F‖F = maxj=0,1{ess sup ‖F (j + it)‖Xj} < ∞. Then F generates an interpolation
field Xz for z ∈ S so that Xz = X
1−θ
0 X
θ where θ = ℜz. Now suppose Z is a separable
Ko¨the function space which contains both X0 and X1. It is essentially shown in [18] that
if F ∈ F(X0, X1) then F : S → Z is analytic and lims→j F (s+ it) = F (j+ it) in the space
Z (so that we can work in Z in place of L0); see Lemma 2.2 of [18].
Now suppose V is a linear subspace of L0 so that for some separable Ko¨the function
space Z ⊃ X0, X1 the space V ∩ Z is closed in Z. Then Vj = V ∩Xj is closed in Xj for
j = 0, 1. Furthermore if F ∈ F(X0, X1;V ) = F(X0, X1)(V ) then F has boundary values
in Vj along the line z = j + it, −∞ < t <∞. The method of interpolation generated this
way is not precisely the complex method introduced by Caldero´n, but we now make some
remarks which establish that under reasonable hypotheses we obtain the same result.
The usual interpolation spaces [V0, V1]θ are induced by considering the subspace
Fc(X0, X1;V ) of all F so that (a) F is analytic into V0 + V1, (b) lims→j F (s + it) ex-
ist a.e. in V0+ V1 and (c) t→ F (j+ it) is Bochner measurable into Vj for j = 0, 1. In fact
only condition (c) is required; this is a consequence of the following lemma.
Lemma 3.5. If G ∈ F(X0, X1;V ) then G ∈ Fc(X0, X1;V ) if and only if for each j the
map t→ G(j + it) has essentially separable range in Xj.
Proof: This is essentially proved in Lemma 2.2 of [18], although our assumptions are
a little less strict; we sketch the argument. Observe first that t → G(j + it) is Bochner
measurable into Xj for each j. Let ϕ : ∆ → S be a conformal mapping. Suppose G ∈
F(X0, X1;L0). Then F = G ◦ ϕ ∈ N+ and has L0−boundary values F (eit) for a.e. 0 ≤
t < 2π. Then t→ F (eit) is V0+V1 and X0+X1-measurable. It is thus Bochner integrable
in both X = X0 +X1, and W = V0 + V1.
Now suppose w ∈ X∗ is strictly positive. It follows that
∫ 2π
0
∫
S
|Fs(e
it)|w(s)dµ(s)
dt
2π
<∞.
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Then if Fs(z) =
∑
n≥0 an(s)z
n for |z| < 1 we observe that t → Fs(e
it) ∈ N+ ∩ L1 = H1
for a.e. s. Hence if n ≥ 0, we have, µ−a.e.,
∫ 2π
0
Fs(e
it)e−int
dt
2π
= an(s).
Similarly if n < 0 we have ∫ 2π
0
Fs(e
it)e−int
dt
2π
= 0.
Hence we can also evaluate the Bochner integrals in L1(w)
∫ 2π
0
F (eit)e−int
dt
2π
= an
when n ≥ 0 and ∫ 2π
0
F (eit)e−int
dt
2π
= 0
when n < 0. These integrals have the same values in W and X and it thus follows easily
that F : ∆ → W is analytic and has a.e. boundary values F (eit). This implies that
G ∈ Fc(X0, X1;V ).
Remark: It follows that if X0, X1 are separable Ko¨the function spaces (which are as usual
assumed to have the Fatou property) then [X0, X1]θ = X
1−θ
0 X
θ
1 . (cf. [5.]).
Proposition 3.6. Suppose X0, X1 are Ko¨the function spaces and that V is a linear
subspace of L0 so that V ∩ Z is closed in Z for some separable Ko¨the function space Z
containing X0, X1. Suppose 0 < θ < 1. Suppose either
(a) X0 and X1 are both separable or
(b) Xθ = X
1−θ
0 X
θ
1 is reflexive.
Then V is interpolation stable at θ for the interpolation method generated by F(X0, X1)
if and only if [V0, V1]θ = V ∩Xθ up to equivalence of norm.
Proof: It is immediately clear that [V0, V1]θ = V ∩ Xθ implies the interpolation stabil-
ity of V. In the other direction consider first (a). In this case Lemma 3.5 implies that
Fc(X0, X1;V ) = F(X0, X1;V ) and the conclusion is immediate.
Now consider (b); let Vθ be the space induced by the method F(X0, X1;V ) and let
W = [V0, V1]θ. Let B be the closed unit ball of Vθ and let B
′ be the closed unit ball of W.
Then B′ ⊂ B; it follows from the Open Mapping Theorem since both spaces are complete
that if we can show that B′ is dense in B then W and Vθ coincide. Suppose B
′′ is the
Vθ−closure of B
′. Since Vθ is a closed subspace of Xθ, B
′′ is weakly compact. If B′′ 6= B
there exists v ∈ Vθ with ‖v‖Vθ ≤ 1 and v /∈ B
′′. Since B′′ is weakly compact in Z there
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exists φ ∈ Z∗ so that |φ(v)| > 1 but supw∈B′ |φ(w)| ≤ 1. Let |φ(v)| = ρ
2 where ρ > 1. Pick
any F ∈ F(X0, X1;V ) with ‖F‖F ≤ ρ and F (θ) = v.
Now for τ > 0 let
Gτ (z) =
1
τ
∫ τ
0
F (z + it) dt,
for z ∈ S, where the integrals are computed in Z. It is clear that the boundary values of Gτ
are given by the same formula; hence t→ Gτ (j+ it) is continuous in Xj for j = 0, 1. Since
clearly Gτ ∈ F(X0, X1;V ), Lemma 3.5 can be applied to give that Gτ ∈ Fc(X0, X1;V ).
Hence ρ−1Gτ (θ) ∈ B′.We conclude that |φ(Gτ (θ))| ≤ ρ and letting τ → 0 gives |φ(v)| ≤ ρ,
a contradiction.
In the situations when we will apply this result we will consider a closed subspace
V of Llog and Ko¨the function spaces X0, X1 ∈ X . The following lemma then shows that
Proposition 3.6 can be used.
Lemma 3.7. If X ∈ X then there is a separable Ko¨the function Z ⊃ X with Z ∈ X .
Proof: Simply pick 0 ≤ w ∈ X∗ with logw ∈ L1 and let Z = L1(w).
4. Operators on Ko¨the function spaces. Now suppose that S is a Polish space and
that µ is a probability measure on S. We suppose that T : L2(µ) → L2(µ) is a bounded
self-adjoint operator with ‖T‖ ≤ 1. Now suppose X is a Ko¨the function space on (S, µ).
We define ‖T‖X = sup{‖Tf‖X : f ∈ L2 ∩ X, ‖f‖X ≤ 1}. If X is a separable Ko¨the
function space (with the Fatou property) then L2 ∩X is dense in X and so T extends to
a bounded operator T : X → X if and only if ‖T‖X <∞.
The following remarks are elementary:
Lemma 4.1. (1) For any separable Ko¨the function space X , we have ‖T‖X = ‖T‖X∗ .
(2) If X, Y are separable Ko¨the function spaces and 0 < θ < 1 then ‖T‖XθY 1−θ ≤
‖T‖θX‖T‖
1−θ
Y .
Proof: (1) is a trivial deduction from duality and the self-adjointness of T (the Banach
space adjoint of T is the complex conjugate of the Hilbert space adjoint of T ). (2) is
immediate from complex interpolation.
Let us now say that X is a T -direction (space) if there exists 0 < θ < 1 so that
‖T‖XθL1−θ2
<∞. Note that if 0 < θ < 1 then the space XθL1−θ2 is p-convex and q-concave
where 1p = 1 −
1
q =
1−θ
2 + θ. It is thus super-reflexive and hence separable. Clearly, by
duality, X is a T -direction if and only if X∗ is a T -direction.
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If w ∈ L0,R(µ) we will say that w is a T -weight direction if there exists α > 0 so
that T is bounded on L2(e
αw). Thus w is T -weight direction if and only if L2(e
w) is a
T -direction. The space of all T -weight directions will be denoted by D = D(T ). We define
‖w‖D = inf{t > 0 : ‖T‖L2(ew/t) ≤ e}.
By complex interpolation it is clear that ‖w‖D <∞ if w ∈ D.
Lemma 4.2. (1) The set {w : ‖w‖D ≤ 1} is a closed absolutely convex subset of L0,R.
(2) For any f ∈ L2 and w ∈ D such that f, wf ∈ L2 we have ‖T (wf) − wTf‖2 ≤
e‖w‖D‖f‖2. In particular ‖w‖D = 0 if and only if T (wf) = wT (f) whenever f, wf ∈ L2.
Proof: Note that ‖w‖D ≤ 1 if and only if
∫
|Tf |2ew/tdµ ≤ e2
∫
|f |2ew/tdµ
whenever f ∈ L2(1 + ew) and t > 1. It then follows from the Dominated Convergence
Theorem that ‖w‖D ≤ 1 if and only if
∫
|Tf |2ewdµ ≤ e2
∫
|f |2ewdµ
for f ∈ L2(1 + ew).
Now suppose wn is a sequence with wn → w a.e. and ‖wn‖D ≤ 1. Let u = 1+sup ewn .
Then if f ∈ L2(u) we clearly have ‖Tf‖L2(ew) ≤ e‖f‖L2(ew). By a density argument this
estimate extends to L2(1 + e
w). Hence ‖w‖D ≤ 1.
Convexity of the set {w : ‖w‖D ≤ 1} follows from the fact that L2(u)θL2(v)1−θ =
L2(u
θv1−θ). Symmetry follows from the fact that L2(u)
∗ = L2(u
−1).
(2) Finally suppose ‖w‖D ≤ 1. Then for any real −1 ≤ t ≤ 1 we have ‖T‖L2(etw) ≤
e. Suppose f, g ∈ ∩n∈ZL2(enw). Then the maps z → ezwf and z → ezwg are entire
L2−valued functions. It follows that the map ϕ(z) =
∫
T (ezwf)e−zwgdµ is an entire
function. However if z = x+ iy with −1 ≤ x ≤ 1,
|ϕ(z)| ≤
(∫
|T (ezwf |2e2xwdµ
)1/2(∫
|e−zw|2e2xw|g|2dµ
)1/2
≤ e‖f‖2‖g‖2
and so by Cauchy’s theorem, |ϕ′(0)| ≤ e‖f‖2‖g‖2. This implies that
|
∫
(T (wf)− wTf)g dµ| ≤ e‖f ||2‖g‖2.
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By varying g we see that T (wf) − wTf ∈ L2 and ‖T (wf) − wTf‖2 ≤ e‖f‖2 whenever
f ∈ ∩n∈ZL2(enw). A simple approximation argument completes the proof that this holds
under the weaker hypothesis that f, wf ∈ L2.
Clearly now if ‖w‖D = 0 we obtain the conclusion that T (wf) = wTf under the same
hypotheses. Conversely if T (wf) = wTf for all f such that f, wf ∈ L2 it is easy reverse
the argument to show that ‖T‖L2(etw) ≤ 1 for all real t.
Now, ifX is a Ko¨the function space, we will say that X satisfies the T -weight condition
if there exist constants (C,M) so that if 0 ≤ f ∈ BX then there exists g ≥ f with
‖g‖X ≤ M and ‖ log g‖D ≤ C. We then say that X satisfies the T -weight condition with
constants (C,M).
Theorem 4.3. (1) Suppose Xj for j = 0, 1 are Ko¨the function spaces with the T -weight
condition with constants (Cj ,Mj). Then if 0 < θ < 1, X
1−θ
0 X
θ
1 has the T -weight condition
with constants ((1− θ)C0 + θC1,M
1−θ
0 M
θ
1 ).
(2) Suppose 0 < θ < 1. Then for any Ko¨the function space X, X has the T -weight
condition with constants (C,M) if and only if Xθ(= L1−θ∞ X
θ) has the T -weight condition
with constants (θC,Mθ).
Proof: (1)Suppose Xj satisfies the T -weight condition with constants (Cj ,Mj). Suppose
0 ≤ f ∈ Xθ = X
1−θ
0 X
θ
1 with ‖f‖Xθ ≤ 1. We may factor f = f
1−θ
0 f
θ
1 where 0 ≤ fj ∈ BXj
for j = 1, 2. Then pick gj ∈ Xj with 0 ≤ fj ≤ gj and ‖gj‖Xj ≤Mj so that ‖ log gj‖D ≤ Cj .
Then f ≤ g = g1−θ0 g
θ
1 and clearly ‖g‖Xθ ≤M
1−θ
0 M
θ
1 and ‖ log g‖D ≤ (1− θ)C0 + θC1.
(2) This is trivial and we omit it.
Before proceeding we will need a technical lemma.
Lemma 4.4. Suppose X is a Ko¨the function space with the property that there exist
constants 0 < c < 1, C,M so that if 0 ≤ f ∈ X there exists a Borel set A ⊂ S, and
g ≥ fχA such that:
(1) ‖f − fχA‖X ≤ c‖f‖X
(2) ‖g‖X ≤M‖f‖X
(3) ‖ log g‖D ≤ C.
Then X satisfies the T -weight condition with constants (C′,M ′) where C′ = max(1, C)
and for suitable M ′.
Proof: Suppose f = f0 ∈ BX . We inductively define Borel sets (An)∞n=1, and sequences
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(fn)n≥1, (gn)n≥1 in X+ so that for n ≥ 1,
‖fn−1 − fn−1χAn‖ ≤ c‖fn−1‖X ,
gn ≥ fn−1χAn
‖gn‖X ≤M‖fn−1‖X
‖ log gn‖D ≤ C
fn = fn−1 − fn−1χAn .
Then, by construction, ‖fn‖X ≤ c
n and f − fn = fχBn where Bn = ∪k≤nAk. It follows
that f = maxn≥1 fn−1χAn ≤ maxn≥1 gn.
Now for 0 < p ≤ 1 we have
‖(
∑
gpn)
1/p‖X ≤ (
∑
‖gn‖
p
X)
1/p ≤M(
∞∑
n=0
cnp)1/p
by p-convexity of X. Thus
‖(
∑
gpn)
1/p‖X ≤M(1− c
p)−1/p.
Choose p = min(1, 1/C), and let g = (
∑
gpn)
1/p. Then ‖ log gpn‖D < 1 and so that if
h ∈ L2(1 + g) then ∫
|Th|2gpndµ ≤ e
2
∫
|h|2gpndµ.
On adding we see that ∫
|Th|2gp dµ ≤ e2
∫
|h|2gp dµ.
Thus ‖ log g‖D ≤
1
p
, and the result follows.
Theorem 4.5. Suppose X0 is a Ko¨the function space satisfying the T -weight condition
and that X1 is an arbitrary Ko¨the function space. Suppose for some 0 < φ ≤ 1 the space
X1−φ0 X
φ
1 satisfies the T -weight condition. Then for any 0 < θ < 1, the space X
1−θ
0 X
θ
1
satisfies the T -weight condition. If X1 is super-reflexive then we also have that X1 satisfies
the T -weight condition.
Proof: If 0 < θ ≤ φ this follows immediately from Theorem 4.3. We therefore suppose
0 < φ < θ < 1. We will write Xτ = X
1−τ
0 X
τ
1 . Suppose X0 satisfies the T -weight condi-
tion with constants (C0,M0) and that Xφ satisfies the T -weight condition with constants
(Cφ,Mφ). We will verify the conditions of Lemma 4.4 for the space Xθ. Fix a constant L
so that L
φ
θ−φ = 2M0Mφ.
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Suppose f = fθ ≥ 0 and ‖fθ‖Xθ ≤ 1. Then we can write fθ = f
1−θ
0 f
θ
1 where fj ≥ 0,
‖fj‖Xj ≤ 1 for j = 0, 1. Let fφ = f
1−φ
0 f
φ
1 so that ‖fφ‖Xφ ≤ 1. Then there exists gφ ≥ fφ
with ‖gφ‖Xφ ≤Mφ and ‖ log gφ‖D ≤ Cφ.
We thus write gφ = g
1−φ
0 g
φ
1 where gj ≥ 0 and ‖gj‖Xj ≤ Mφ. Then there exists
h0 ≥ g0 with ‖h0‖ ≤M0Mφ and ‖ logh0‖D ≤ C0. Next we define hθ = h0(gφh
−1
0 )
α where
α = θ/φ > 1 and (0/0) = 0. Then hθ = gφ(gφh
−1
0 )
α−1 ≤ g1−θ0 g
θ
1 . Thus ‖hθ‖Xθ ≤Mφ. Let
h′ = Lhθ. We note that ‖h′‖Xθ ≤ LMφ and
‖ logh′‖D = ‖ loghθ‖D
= ‖(1− α) logh0 + α log gφ‖D
≤ (α− 1)C0 + αCφ.
Let A = {s : f(s) ≤ Lh(s)} and let B = S \ A. Then fχA ≤ h′ and ‖f − fχA‖Xθ ≤
‖f0χB‖
1−θ
X0
. Now if s ∈ B we have
f(s)
fφ(s)
≥ L
hθ(s)
gφ(s)
= L
(
gφ(s)
h0(s)
)α−1
.
Hence
f0(s) = fφ(s)
(
fφ(s)
f(s)
) −φ
θ−φ
≤ L−
φ
θ−φ gφ(s)
(
gφ(s)
h0(s)
)−1
≤
1
2
M−10 M
−1
φ h0(s).
We conclude that ‖f0χB‖X0 ≤
1
2 and hence that ‖f −fχA‖Xθ ≤ (
1
2 )
1−θ = c < 1 say. Thus
the hypotheses of Lemma 4.4 are verified and Xθ has the T -weight condition.
For the last assertion, if X1 is super-reflexive, we may suppose that there is a Ko¨the
function space Y so that X1 = X
1−τ
0 Y
τ for 0 < τ < 1. The above argument then gives
the conclusion.
Let us draw a simple conclusion form Theorem 4.5.
Theorem 4.6. Suppose X is q-concave for some q < ∞ and that ΦX =
∑n
j=1 αjΦXj
where αj ∈ R and each Xj satisfies the T -weight condition. Then X satisfies the T -weight
condition.
Proof: Since we may replace X by Xα where 0 < α < 1 we consider only the case when
X is super-reflexive. It clearly also suffices to establish this theorem when n = 2. It follows
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directly from Theorem 4.3 when α1, α2 ≥ 0. If α1, α2 ≤ 0 then −ΦX is convex so that ΦX
is linear when X = wL∞ for some weight w which contradicts super-reflexivity. We may
thus suppose α1 and α2 have opposite signs and by Theorem 4.3 we need only consider the
case α1 = 1 and α2 < 0. Define Y1 = X
1/2 and then let Y0 be defined by Y0 = X
1/2
1 X
1/4
2 .
Then Y0 is an interpolation space between X and X
1/2
1 X
1/2
2 and so is super-reflexive. By
Theorem 4.3, Y0 satisfies the T -weight condition; but for an appropriate φ > 0 we have
Y 1−φ0 Y
φ
1 = X
1/2
1 which also satisfies the T -weight condition. Now by Theorem 4.6 we
conclude that X1/2 satisfies the T -weight condition and thus Theorem 4.3 completes the
proof.
Lemma 4.7. Let X be an exactly 2-convex Ko¨the function space and let Y = (X2)∗.
Then:
(1) If Y satisfies the T -weight condition with constants (1,M) then ‖T‖X <∞.
(2) If ‖T‖X <∞ then Y satisfies the T -weight condition.
Proof: (1) Suppose f ∈ L2 ∩BX . Suppose 0 ≤ u ∈ Y with ‖u‖Y ≤ 1. Then there exists
v ≥ u so that ‖v‖Y ≤M and ‖ log v‖ ≤ 1. Thus (cf. [30], Theorem A’),
∫
|Tf |2u dµ ≤ e2
∫
|f |2v dµ ≤Me2‖|f |2‖X2
and hence ‖Tf‖X ≤M1/2e‖f‖X .
(2) This follows from a result of Rubio de Francia ([30], Theorem A’); in the case
when X is a weighted Lp−space for p > 2 it was shown by Cotlar and Sadosky [9]. In fact
by Theorem A’ of [30] there is a constant M so that if 0 ≤ u ∈ BY , there exists v ≥ u
with ‖T‖L2(v) ≤ M and ‖v‖Y ≤ 2‖u‖Y . Now by interpolation ‖ log v‖D ≤ logM and we
are done.
Lemma 4.8. Let X be an exactly 2-convex Ko¨the function space and let Y = (X2)∗. Then
Y satisfies the T -weight condition if and only if X is a T -direction space.
Proof: Suppose Y satisfies the T -weight condition with constants (C,M). Choose θ > 0
so that θC < 1. Consider the space Z = L1−θ2 X
θ. Then ΦZ =
(1−θ)
2 Λ + θΦX and so
2ΦZ + θΦY = Λ so that Y
θ = (Z2)∗. By applying Lemma 4.7, T is bounded on Z.
Conversely if X is a T -direction space there exists θ > 0 so that ‖T‖Z < ∞ where
Z = L1−θ2 X
θ and so by Lemma 4.7, Y θ satisfies the T -weight condition. Theorem 4.3
completes the proof.
We are now finally able to state our main result of this section.
Theorem 4.9. Suppose T : L2 → L2 is a self-adjoint operator with ‖T‖ ≤ 1. Suppose
L∞ is a T -direction space (i.e. there exists p > 2 so that ‖T‖Lp <∞). Then
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(1) If X is satisfies the T -weight condition then X is a T -direction space.
(2) If X has is q-concave for some q < ∞ then X is a T -direction space if and only if X
satisfies the T -weight condition.
Remark: Note that L∞ is always a T -weight space. In general our assumption that T
is bounded at some Lp where p > 2 is equivalent to the requirement that L2 satisfies the
T -weight condition by Lemma 4.8. This shows that the assumption is necessary for the
theorem to hold.
Proof: We assume that p > 2 and p′ < 2 are conjugate indices so that ‖T‖Lp = ‖T‖Lp′ <
∞. We first notice that L2 must satisfy the T -weight condition. Indeed by Lemma 4.7, Lr
satisfies the T -weight condition when 1
r
+ 2
p
= 1 and hence by Theorem 4.3, L2 satisfies
the T -weight condition.
We will now prove (2) under the stronger hypothesis that X is super-reflexive.
We next show that, in general, if X is super-reflexive and satisfies the T -weight con-
dition, then X∗ also satisfies the T -weight condition. In fact L2 = X
1/2(X∗)1/2 and so it
follows from Theorem 4.5 that X∗ has the T -weight condition.
We now proceed to the proof of the theorem. Assume first X is super-reflexive and
satisfies the T -weight condition. We now may select 0 < α < 1 small enough so that
(X∗)α has the T -weight condition with constants (1,M) for suitable M. Now by Lemma
4.7 T is bounded on the space Z where 2ΦZ = Λ − αΦX∗ , or ΦZ =
1
2
(1 − α)Λ + 1
2
αΦX .
Now ∆ΦZ ≥
1
2(1− α)∆Λ so that Z has nontrivial concavity and is thus super-reflexive. It
follows that T is also bounded on any space Y = L1−βp′ Z
β where 0 < β < 1. We select β
so that Y is an interpolation space between L2 and X. In fact
ΦY = ((1− β)(1−
1
p
) +
β
2
(1− α))Λ +
1
2
αβΦX
and the conclusion is obtained by choosing β so that
2(1− β)(1−
1
p
) + β(1− α) +
1
2
αβ = 1
or
β =
1− 2p
α
2 + 1−
2
p
.
Now T is bounded at Y and so X is a T -direction space.
Now suppose, conversely that X is a T -direction space. Then for suitable θ > 0, T is
bounded at L1−θ2 X
θ. Interpolating with Lp we see that T is also bounded at any space Z
where
ΦZ = (
1− α
p
+
α
2
(1− θ))Λ + θαΦX
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where 0 < α < 1. Notice that
∆ΦZ ≤ (
1− α
p
+
α(1 + θ)
2
)∆Λ
and so by choosing α small enough we can suppose that Z is 2-convex. Let us put ΦZ =
βΛ + γΦX where 0 < β, γ and β + γ <
1
2
. Thus Y satisfies the T -weight condition where
ΦY = Λ− 2ΦZ . We can now solve for ΦX in form
ΦX =
1
2γ
((1− 2β)Λ− ΦZ).
An application of Theorem 4.6 now completes the proof for the case when X is super-
reflexive.
Now consider (1). If X satisfies the T -weight condition, then so does L
1/2
2 X
1/2 by
Theorem 4.6 (or 4.5). This space is super-reflexive and so is also a T -direction space; hence
X is T -direction space.
Finally we complete the proof of (2) when X is q-concave for some finite q and is
a T -direction space. Then Y = L
1/2
2 X
1/2 is a T -direction space and is super-reflexive;
hence it satisfies the T -weight condition. Since ΦX = 2ΦY −
1
2Λ, we complete the proof
by Theorem 4.6.
5. Interpolation of Hardy spaces. We again consider a probability measure µ on a
Polish space S. Consider the Orlicz algebra Llog, and let X be the collection of all Ko¨the
functions spaces X so that X,X∗ ∈ X . Consider a closed subalgebra H of Llog (which is
always assumed to contain the constants). We define for every X ∈ X the Hardy space
HX = H ∩X so that HX is a closed subspace of X. In particular we define Hp = Lp ∩X
when 1 ≤ p ≤ ∞.
We will say that H is of Dirichlet type if for every invertible f ∈ Llog there exists
g ∈ H which is invertible in H so that |g| = |f | a.e.; equivalently, H is a Dirichlet-type
algebra if for every real u ∈ L1 there exists an invertible g ∈ H with |g| = eu a.e.
The simplest example of such a Dirichlet-type algebra is the Smirnov class N+ (or
Hardy algebra) considered as a subalgebra of Llog(T). In this way one generates the stan-
dard Hardy spaces. More generally suppose A is a subalgebra of L∞(S, µ) so that that
f →
∫
f dµ is a multiplicative linear functional and ℜA is weak∗-dense in L∞,R. Thus A
is a weak∗-Dirichlet algebra (cf. [1], [12], [14]). Let H be the closure of A in Llog; then
H has the Dirichlet property and the standard abstract Hardy spaces are obtained. The
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reader may consult Gamelin [12] for details when A is generated by a Dirichlet algebra;
see also Barbey-Ko¨nig [1].
Another example is obtained when one consider (T × S, λ × µ) and defines H to be
the space of all functions f(t, s) so that f ∈ Llog and for a.e. s ∈ S the function fs ∈ N+
where fs(t) = f(t, s). In this way we can treat vector-valued problems.
Notice that, in each case, one can always replace the measure µ by a measure w dµ
as long as w, logw ∈ L1. This will not change Llog or H but will alter the space H2. This
change of density allows one to study skew projections.
Lemma 5.1. Let H be any closed subalgebra of Llog. If f ∈ H1 then ef ∈ H.
Proof: The series
∑
n≥0
fn
n!
converges in Llog since it converges a.e. and
∑
n≥0
|f |n
n!
=
e|f | ∈ Llog.
Lemma 5.2. Suppose H is a Dirichlet-type algebra. Then if f ∈ H and v ∈ L1 there is a
sequence gn ∈ H so that |gn| ≤ min(ne
v, |f |) and gn → f in measure (and hence in Llog).
Proof: First consider the subspace G of L1,R×L0,R of all (u, v) so that e±(u+iv) ∈ H. It
is easy to check that G is closed. Hence by an application of the Open Mapping Theorem
if ‖un‖1 → 0 there exist vn → 0 in L0 so that eun+ivn ∈ H.
Now pick any h ∈ L1,R with h ≥ |f |. There exists an invertible ψ ∈ H with |ψ| = eh.
Now let un = h−min(h, v+ log n). Then ‖un‖1 → 0 and so there exist vn → 0 in measure
so that e±(un+ivn) ∈ H. Let gn = ψe−(un+ivn)f and the result follows easily.
Suppose H is a closed subalgebra of Llog. We define V to be the subspace of Llog of
all f so that
∫
f¯ g dµ = 0 whenever g ∈ H and fg ∈ L1. For X ∈ X we set VX = V ∩X. It
is trivial to see that if f ∈ V and g ∈ H then f g¯ ∈ V.
Lemma 5.3. Assume H is a Dirichlet-type algebra.
(1) f ∈ V if and only if there exists an invertible g ∈ H so that fg ∈ L1 and
∫
f¯gh dµ = 0
for every f ∈ H∞.
(2) V is a closed subspace of Llog.
(3) If X ∈ X then X ∩H∞ is dense in HX and X ∩ V∞ is dense in VX .
Proof: (1) Suppose ψ ∈ H and fψ ∈ L1. Then by Lemma 5.2 there exist ψn ∈ H so
that |ψn| ≤ min(n|g|, |ψ|) and ψn → ψ in measure. Then
∫
f¯ψndµ = 0 and the conclusion
follows from Dominated Convergence.
(2) Suppose fn → f in Llog where fn ∈ V. By passing to a subsequence we can
suppose that F = supn |fn| ∈ Llog. Choose any invertible g ∈ H so that |g| ≥ F . Then∫
f¯ g−1h dµ = 0 for every h ∈ H∞. Hence by (1), f ∈ V.
(3) Suppose f ∈ X ; then (Lemma 2.2) there exists w ≥ |f | with logw ∈ L1. Then
there exists an invertible g ∈ H with |g| = w a.e. and by Lemma 5.2 a sequence gn ∈ H∞
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with |gn| ≤ |g| so that gn → g in measure. If f ∈ H then the sequence (fg
−1gn) is in
H∞ ∩X , converges in measure to f and is lattice bounded by |f |. Hence it converges also
in X. If f ∈ V we use a similar argument on f g¯−1g¯n.
¿From now on, we suppose H is a Dirichlet-type algebra. We define R to be the
orthogonal projection of L2 onto H2; it follows from the preceding lemma that the kernel
of R is V2. Further, if X ∈ X , then R is bounded at X if and only if X = HX ⊕ VX . We
will say that H is a Hardy-type algebra if Lp = Hp ⊕ Vp for all 1 < p < ∞. Note that all
the examples quoted are of Hardy type.
If w ∈ L1,R we will say that w ∈ BMO if w ∈ H1+L∞ and we define the BMO-norm
by ‖w‖BMO = inf{‖w−h‖∞ : h ∈ H1}. Let us note in passing that the infimum is attained.
Indeed if hn ∈ H1 is such that ‖w − hn‖∞ → ‖w‖BMO then by Komlos’s theorem [22],
since (hn) is L1-bounded, we can pass to a sequence of convex combinations (gn) of (hn)
which converge a.e. to some g. However it is easily seen that ‖gn − g‖p → 0 when p < 1
and so g ∈ H since H is closed in Llog.
Proposition 5.4. If w ∈ L1, then w ∈ BMO if and only if w is an R−weight direction.
Further there is a constant C so that if w ∈ BMO then C−1‖w‖BMO ≤ ‖w‖D(R) ≤
C‖w‖BMO .
Proof: First suppose w ∈ D∩L1. By Lemma 4.2, if f ∈ V2 then ‖R(wf)‖2 ≤ e‖w‖D‖f‖2.
Now suppose f ∈ V∞, with wf ∈ L2. Then for ǫ > 0 there exists an invertible g ∈ H so
that |g| = |f |1/2 + ǫ a.e. Then f g¯−1 ∈ V2 and g ∈ H2.∫
fw dµ =
∫
g¯(wfg¯−1)dµ =
∫
g¯R(wfg¯−1)dµ.
Hence we have
|
∫
fw dµ| ≤ e‖w‖D‖fg
−1‖2‖g‖2.
Letting ǫ→ 0 we obtain
|
∫
fw dµ| ≤ e‖w‖D‖f‖1.
Now by the Hahn-Banach theorem there exists ψ ∈ L∞ so that ‖ψ‖∞ ≤ e‖w‖D and∫
f(w−ψ¯)dµ = 0 for f ∈ V∞∩L2(|w|2). Now for any f ∈ V∞ we can find, utilizing Lemma
5.2, with v = −(log+ |f |+ log+ |w|) an invertible gn ∈ H so that |gn| ≤ min(1, n|f |
−1w−1)
and gn → 1 a.e. Then g¯nf ∈ V∞ ∩L2(w2) and by the Dominated Covergence Theorem we
have
∫
f(w − ψ¯)dµ = 0.
It now follows, again from the Hahn-Banach theorem that w−ψ ∈ H1 and hence that
‖w‖BMO ≤ e‖w‖D.
Now conversely suppose w ∈ BMO, with ‖w‖BMO ≤ 1. Let X0 = L2(e
2w) and X1 =
L2(e
−2w). Then if Xθ = [X0, X1]θ we have X1/2 = L2. We claim that H is interpolation
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stable at 1/2 and further there is a universal constant C so that K( 12 , H) ≤ C. In fact there
exists h ∈ H∞ so that ‖w − h‖∞ ≤ 1. Suppose f ∈ H2. Then we define a map F : S → H
by
F (z) = e−1+4z
2
e(1−2z)hf.
It is clear that F is analytic into H and∫
|F (it)|2e−2wdµ = e−2−8t
2
∫
|e2(1+2it)(h−w)||f |2dµ
= e4|t|−8t
2
‖f‖22 ≤ e
1/2‖f‖22
while ∫
|F (1 + it)|2e−2wdµ ≤ e6−8t
2
∫
|e2(−1−2it)(h−w)||f |2dµ
≤ e4+4|t|−8t
2
‖f‖22 ≤ e
9/2‖f‖22.
It follows that H is interpolation stable at 1/2 with K(1/2, H) ≤ e5/4. Now it follows from
Theorem 3.3 and its proof that L2(e
w/t) = H2(e
w/t)⊕V2(ew/t) if |t| ≤ C for some absolute
constant C. Thus w ∈ D(R) and ‖w‖D ≤ C.
We will now say that a Ko¨the function space X ∈ X is BMO-regular (for H) if there
are constants (C,M) so that if 0 ≤ f ∈ X with ‖f‖X ≤ 1 then there exists g ∈ X with
g ≥ f, ‖g‖X ≤M and ‖ log g‖BMO ≤ C.
Lemma 5.5. Suppose X ∈ X . Then X satisfies the R−weight condition if and only if X
is BMO-regular.
Proof: One direction is obvious. For the other, note that if X the R−weight direction,
then given f ∈ X+ with ‖f‖X = 1 there exists f ′ ≥ f with ‖f ′‖X ≤ 2 and log f ′ ∈ L1
by Lemma 2.2. Thus if X satisfies the R-weight condition with constants (C,M) there
exists g ≥ f ′ with ‖g‖X ≤ 2M and ‖ log g‖D ≤ C. But then also log g ∈ L1 so that
‖ log g‖BMO ≤ C′ for a suitable constant C′.
Proposition 5.6. Let H be a Hardy-type algebra. If X ∈ X is super-reflexive then X is
BMO-regular if and only if X is an R−direction. In particular each Lp is BMO-regular.
Proof: This is simply Theorem 4.9.
Theorem 5.7. Suppose H is a Dirichlet-type algebra. Suppose X0, X1 ∈ X are both
BMO-regular and that 0 < θ < 1. Let Xθ = X
1−θ
0 X
θ
1 . Suppose either that (a) both X0, X1
are separable or (b) Xθ is reflexive. Then H is interpolation stable at θ for (X0, X1) i.e.
[HX0 , HX1 ]θ = HXθ
Proof: We suppose that for j = 0, 1, Xj are BMO-regular with constants (Cj ,Mj).
Suppose f ∈ HXθ with ‖f‖Xθ = 1; then we can factor |f | = f
1−θ
0 f
θ
1 where 0 ≤ f0, f1 and
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‖fj‖Xj = 1 for j = 0, 1. Pick f
′
j ≥ fj so that ‖f
′
j‖Xj ≤ Mj and ‖ log f
′
j‖BMO ≤ Cj . Then
pick hj ∈ H1 so that ‖ log f ′j − hj‖∞ ≤ Cj . We consider the following function for z ∈ S,
F (z) = ez
2−θ2e(z−θ)(h1−h0)f.
F is continuous into H and F (θ) = f. Further if z = j + it where j = 0, 1
|F (j + it)| ≤ |ej
2−θ2−t2 |e(|j−θ|+|t|)(C0+C1)|f ′j|.
Hence F ∈ F(X0, X1;H) (see Section 3). Thus we get an estimate
‖F (j + it)‖Xj ≤ C
′
where C′ = C′(C0, C1,M0,M1, θ). We can now appeal to Proposition 3.6 to deduce that
‖f‖[HX0 ,HX1 ]θ ≤ C
′. and this proves the theorem.
Remark: In the case when S = T and H = N+ then the spaces Lp satisfy the BMO-
condition. This immediate from Proposition 5.6 but there is an amusing alternative argu-
ment. It suffices to consider the case p = 2. The Hardy-Littlewood maximal function M
is bounded on L2 (cf. [31]) and for any f ∈ L2, logMf ∈ BMO by a result of Coifman-
Rochberg [6] with an appropriate bound. Combining these facts shows that L2 and every
Lp satisfies the BMO-condition. Notice that this then implies an immediate proof of a
well-known theorem of P. Jones [16], [17] that [H∞, H1]θ = Hp where p =
1
θ . Interpolation
with Hp when p < 1 can be handled in the same way.
To understand the picture for interpolation in general, we need two further lemmas:
Lemma 5.8. Suppose X0, X1 ∈ X are separable Ko¨the function spaces and 0 < θ < 1 is
such that H is interpolation stable at θ for (X0, X1). Suppose Y0, Y1 ∈ X are also separable
Ko¨the function spaces so that for Ko¨the function space W we have Yj = XjW for j = 0, 1.
Then H is interpolation stable for (Y0, Y1).
Proof: As usual let Xθ = X
1−θ
0 X
θ
1 and Yθ = Y
1−θ
0 Y
θ
1 . Suppose K is the constant of
interpolation stability at θ for (X0, X1). Suppose f ∈ HYθ , and ‖f‖Yθ = 1. Then we can
factorize f = bw where ‖b‖Xθ = ‖w‖W = 1. Now pick b
′ ≥ |b| so that log b′ ∈ L1 and
‖b′‖Xθ ≤ 2. Then there exists an invertible g ∈ H with |g| = |b
′|. Hence there exists an
admissible F : S → H so that F (θ) = g and (a.e.) ‖F (j+ it)‖Xj ≤ 2K. Define G : S → H
by G(z) = F (z)fg−1. It is easy to see that ‖G(j + it)‖Yj ≤ 2K (a.e.) and G(θ) = f. H is
stable at (Y0, Y1) for θ.
Lemma 5.9. Suppose X0, X1 ∈ X are separable Ko¨the function spaces such that H is
interpolation stable at θ for (X0, X1). Then V is also interpolation stable at θ.
Proof: Suppose f ∈ Xθ = X
1−θ
0 X
θ
1 and f ∈ V with ‖f‖Xθ = 1. Pick any f
′ ∈ Xθ so
that f ′ ≥ |f |, ‖f ′‖Xθ ≤ 2 and log f
′ ∈ L1. Then pick g ∈ H so tha |g| = f ′. There exists
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an admissible F : S → H so that F (θ) = g and ‖F (j + it)‖Xj ≤ 2K almost everywhere.
Define F¯ (z) = F (z¯) and consider G(z) = f g¯−1F¯ (z). Then G is also admissible but has
range in V , G(θ) = f and ‖G(j + it)‖Xj ≤ 2K a.e. so V is also interpolation stable at θ.
Lemma 5.10. Suppose X0, X1 ∈ X are separable Ko¨the function spaces so that H is
interpolation stable at some 0 < θ < 1 for (X0, X1). If R is bounded at Xθ(= X
1−θ
0 X
θ
1 )
then there exists η > 0 so that R is also bounded on Xφ if |φ− θ| ≤ η.
Proof: This follows directly from Theorem 3.3 and Lemma 5.9.
Remark: Let us note that this implies that if L2 is BMO-regular then since H must be
interpolation-stable at θ = 12 for (L3/2, L3) then R is bounded on Lp for some p > 2. This
provides a weak converse to Proposition 5.6.
For the remainder of this section we require that H is of Hardy type i.e. the Riesz
projection is bounded on Lp for 1 < p <∞.
Proposition 5.11. Suppose H is of Hardy type and X ∈ X is q-concave for some q <∞.
Then X is a R-direction space if and only if X is BMO-regular.
Proof: By Theorem 4.9 and Lemma 5.5 we obtain the result for super-reflexive X. In
the general case if X is BMO-regular then so is L
1/2
2 X
1/2 and this must therefore be a
R-direction space, which implies X is an R−direction space. Conversely if X is an R-
direction space then L
1/2
2 X
1/2 is BMO-regular. But then Theorem 4.6 implies X1/2 is
BMO-regular since it is super-reflexive. This in turn implies X is BMO-regular.
To state our main theorem we introduce the idea of a BMO-direction. If X0, X1 ∈ X
we define a Ko¨the function space Z by ΦZ =
1
2
(Λ + ΦX1 − ΦX0). We say that X0 → X1
is a BMO-direction if Z is an R-direction space. If either X0 is p-convex where p > 1
or X1 is q-concave where q < ∞ then Z has nontrivial concavity and so this is the same
as requiring that Z is BMO-regular. If, for example, both spaces are super-reflexive, and
X0 is already BMO-regular then X0 → X1 is a BMO-direction if and only if X1 is BMO-
regular; this follows immediately from Theorem 4.6. On an intuitive level, X0 → X1 is
a BMO-direction if and only if the parallel complex interpolation scale through L2 only
passes through BMO-regular spaces.
Theorem 5.12. Suppose H is a Hardy-type algebra and that X0, X1 ∈ X are super-
reflexive Ko¨the function spaces. Then for any 0 < θ < 1, H is interpolation stable at θ for
(X0, X1) if and only if X0 → X1 is a BMO-direction.
In particular, if X0 is BMO-regular then H is interpolation stable at θ for (X0, X1) if
and only if X1 is BMO-regular.
Proof: We may suppose that both X0, X1 are p-convex and q-concave (with constant
one) where 1p +
1
q = 1, and 1 < p ≤ q <∞. Let ǫ =
1
2q . Let Xτ = X
1−τ
0 X
τ
1 for 0 < τ < 1.
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We start with some remarks on the implications of H being of Hardy type. In this
situation we can apply Theorem 4.9 to R to deduce that a super-reflexive X ∈ X is BMO-
regular if and only if X is a R−direction space. Note that L2 is BMO-regular and further
that X is BMO-regular if and only if X∗ is BMO-regular,
Let us first suppose that H is interpolation stable at θ. Now Xθ is p-convex; further-
more there is a Ko¨the function space W defined by ΦW =
1
p
Λ − ΦXθ . Now consider the
g-convex Ko¨the spaces Yφ defined by ΦYφ =
1
pΛ+ ΦXφ − ΦXθ . Clearly
|∆ΦYφ −
1
p
∆Λ| ≤ |φ− θ|∆Λ.
Hence if |φ − θ| ≤ ǫ = 1
2q
then Yφ is a super-reflexive Ko¨the function space. We set
φ0 = θ − ǫ and φ1 = θ + ǫ. Then Lp = Yθ = Y
1/2
φ0
Y
1/2
φ1
.
Now H is interpolation stable at 1
2
for (Xφ0 , Xφ1) since it is also interpolation stable
at θ for (X0, X1). By Lemma 5.8 H is interpolation stable at
1
2 also for (Yφ0 , Yφ1). However
Y
1/2
φ0
Y
1/2
φ1
= Lp and R is by assumption bounded at Lp.
By Lemma 5.10, we conclude that there exists η > 0 so that Yφ = HYφ ⊕ VYφ for
|φ− θ| ≤ 2η. In particular R is bounded on B = Yθ+2η; hence B is BMO-regular. Now
ΦB =
1
p
Λ+ η(ΦX1 − ΦX0) = (
1
p
− η)Λ + 2ηΦZ .
Applying Theorem 4.6 gives that Z is BMO-regular.
Now we consider the converse; assume Z is BMO-regular. We note that if −ǫ < τ <
1+ ǫ then there is a Ko¨the function space Xτ defined by ΦXτ = ΦX0 + τ(ΦX1 −ΦX0), and
further each such space is p′-convex and 2q−concave where 1
p′
+ 1
2q
= 1.
We show first that if 0 ≤ τ0 ≤ 1 then H is interpolation stable at all 0 < σ < 1 for
(Xτ0− 12 ǫ, Xτ0+
1
2 ǫ
).
To this end note that Xτ0 is q-concave and so there is a Ko¨the function space W
defined by ΦW = ΦXτ0 −
1
2ǫΛ.
Now we also have that Z∗ is BMO-regular. Hence both Y0 = Z
ǫ and Y1 = (Z
∗)ǫ are
both BMO-regular. Now H is interpolation stable at all 0 < σ < 1 for (Y0, Y1) by Theorem
5.5. Now ΦYj =
1
2 ǫ(Λ + (2j − 1)(ΦX1 − ΦX0). Hence
ΦYj + ΦW = ΦXτ0 + (j −
1
2
)ǫ(ΦX1 − ΦX0) = ΦXτ0+ǫ(j− 12 )
.
Thus by Lemma 5.8, H is interpolation stable at all 0 < σ < 1 for (Xτ− 12 ǫ, Xτ0+
1
2 ǫ
).
Now if I = [α, β] is a closed sub-interval of (−ǫ, 1+ ǫ) we will say that I is acceptable
if H is interpolation stable at all 0 < σ < 1 for (Xα, Xβ). Suppose I, J are two acceptable
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intervals which intersect in a non-trivial interval; then we claim that I ∪ J is acceptable.
In fact, excluding the trivial cases when I ⊂ J or J ⊂ I we can suppose that I = [α1, β1]
and J = [α2, β2] where α1 < α2 < β1 < β2. Then we have HXβ1 = [HXα2 , HXβ2 ]σ where
β1 = (1−σ)α2+σβ2 and similarlyHXα2 = [HXα1 , HXβ1 ]σ′ where α2 = (1−σ
′)α1+σ
′β1. By
applying Wolff’s theorem [32] we obtainHXα2 = [HXα1 , HXβ2 ]ρ where α2 = (1−ρ)α1+ρβ2.
It then follows from the re-iteration theorem that we actually have that H is interpolation
stable at any 0 < σ < 1 for (Xα1 , Xβ2).
Now by simple induction we can obtain that [0, 1] is acceptable and this implies the
result.
Remarks: Quanhua Xu has pointed out that it follows from Theorem 5.12 that if X0 is
p-convex for some p > 1 and if H is interpolation stable at some 0 < θ < 1 then X0 → X1
is a BMO-direction. In fact the proof of Theorem 5.12 essentially yields this fact, since
that direction of the argument only uses that Xθ is r-convex, for some r > 1.
Theorem 5.13. Suppose H is a Hardy-type algebra and that X0, X1 ∈ X . Suppose X0
is p-convex for some p > 1 and is BMO-regular. Suppose X1 is q-concave for some q <∞.
Then for any 0 < θ < 1, H is interpolation stable at θ (i.e. [HX0 , HX1 ]θ = HXθ) where
Xθ = X
1−θ
0 X
θ
1 , if and only if X1 is BMO-regular.
Proof: First note that everyXθ is super-reflexive and that Proposition 3.6 can be invoked
to show the equivalence of the parenthetical statement with interpolation stability. One
direction of the proof is simply Theorem 5.7. Conversely if H is interpolation stable at
some 0 < θ < 1 then we may pick 0 < τ < θ and H is interpolation stable at 1/2 for
(Xθ−τ , Xθ+τ ). Hence (Xθ−τ → Xθ+τ ) is a BMO-direction. Thus if ΦZ =
1
2λ + τ(ΦX1 −
ΦX0) then Z is BMO-regular. Theorem 4.6 allows us to conclude that X1 is BMO-regular.
Let us mention at this stage that, in the case of the standard Hardy spaces on T
pairs X0, X1 for which X0 → X1 is a BMO-direction can be characterized neatly by using
extended indicators. As in [18] it is possible to extend the indicator ΦX to any complex
f ∈ L1 with |f | ∈ IX ∩ L logL by setting ΦX(f) =
∫
T
f log x dλ where |f | = xx∗ is the
Lozanovskii factorization of |f | i.e. the unique pair x, x∗ ≥ 0, so that supp x, x∗ = supp f
and ‖x‖X = 1, ‖x∗‖X∗ = ‖f‖1. The extended ΦX is a quasilinear map with constant 4/e
(see Lemma 5.6 of [18]). The following theorem follows almost directly from Theorem 9.8
of [18]. We will not give a formal proof here, as we plan a more detailed investigation in a
subsequent paper.
Theorem 5.14. Suppose S = T and H = N+ is the Smirnov class. If X0, X1 ∈ X then
X0 → X1 is a BMO-direction if and only if there is a constant C so that for any f ∈ H∞,
|ΦX1(f)− ΦX0(f)| ≤ C‖f‖1.
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6. Skew projections. We now establish some results on “skew” projections. We suppose
H is a closed subalgebra of Llog of Hardy type (of course our principal example of interest
is the Smirnov class). If w > 0 a.e. and logw ∈ L1 then we define Rw to be the orthogonal
projection of the weighted Hilbert space L2(w) onto its subspace H ∩ L2(w) = H2(w).
Theorem 6.1. Suppose H is of Hardy-type. Suppose X ∈ X is super-reflexive and that
0 ≤ v, w ∈ L1 satisfy log v, logw ∈ L1. Then if Rv,Rw are both bounded at X then
log v − logw ∈ BMO.
Proof: Clearly by duality Rv is also bounded at v−1X∗ and at L2(v). It then follows
easily that H is interpolation stable at any 0 < θ < 1 for (L2(v), v
−1X∗). By Theorem 5.9,
Z1 is BMO-regular where for 0 ≤ f ∈ L∞, we have
ΦZ1(f) =
1
2
(Λ(f)− ΦL2(v)(f) + Φv−1X∗)
=
1
4
(Λ(f) + 2ΦX∗(f)−
∫
f log v dλ).
By similar reasoning, H is interpolation stable at any 0 < θ < 1 for (L2(w), X) and hence
Z2 is BMO-regular where
ΦZ2(f) =
1
4
(Λ(f) + 2ΦX(f) +
∫
f logw dλ).
Thus Y = Z
1/2
1 Z
1/2
2 is BMO-regular. But
ΦY (f) =
1
2
Λ(f) +
1
8
∫
f(logw − log v)dµ.
Hence L2((vw
−1)1/4) is BMO-regular so that log v − logw ∈ BMO.
The following theorem is suggested by a result of Coifman-Rochberg [7] on bounded-
ness of skew projections on weighted L2− spaces. We observe that although we consider
much more Ko¨the spaces, our result is here restricted to projections on Hardy subspaces;
however, we plan to investigate more general results of this type in a forthcoming paper.
Theorem 6.2. Suppose H is of Hardy type. Suppose X0, X1 ∈ X are super-reflexive and
that 0 ≤ v, w ∈ L1 with log v, logw ∈ L1. Suppose that Rv,Rw are both bounded on X0.
If Rv is also bounded on X1 then there exists η > 0 so that Rw is bounded on X
1−θ
0 X
θ
1
for 0 < θ ≤ η.
Proof: Since X0, X1 are super-reflexive we may suppose that both are p-convex and q-
concave where 1p +
1
q = 1, and 1 < p ≤ q <∞. As in Theorem 5.9 if ǫ =
1
2q we can define
super-reflexive spaces Xτ for −ǫ ≤ τ ≤ 1 + ǫ.
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Since Rv is a bounded on X0 and X1 it is easy to see that H is interpolation stable
for any 0 < θ < 1 and (X0, X1). Thus it X0 → X1 is a BMO-direction by Theorem 5.9
and so also is X−ǫ → X1. Hence H is interpolation stable at θ =
ǫ
1+ǫ for (X−ǫ, X1); the
corresponding interpolation space is X0.
Without loss of generality we can suppose that dν = wdλ is a probability measure.
Then Llog(ν) = Llog(λ) and so we can consider H as a Dirichlet-type algebra on (S, ν). It
follows from Lemma 5.10 that since Rw is bounded on X0, there exists η > 0 so that Rw
is also bounded on Xθ for all |θ| ≤ η.
7. The vector-valued case.
Finally let us point out an application to the vector-valued case. Let S be a Polish
space and µ be a probability measure on S. Let X be a Ko¨the function space on S and
let Y be a Ko¨the function space on T. We denote by Y (X) the Ko¨the function space on
T× S with measure λ× µ given by ‖f‖Y (X) = ‖F‖Y where F (t) = ‖f(t, ·)‖X .
Lemma 7.1. Suppose X ∈ X (S) and Y ∈ X (T). Then for 0 ≤ f ∈ L∞(T× S) we have
ΦY (X)(f) = ΦY (F ) +
∫
T
ΦX(ft)dλ(t)
where F (t) =
∫
S
f(t, s)dµ(s), and ft(s) = f(t, s).
Proof: Let us suppose first that ‖f‖1 = 1 and f is a simple function of the form f =∑n
j=1 cjχAj×Bj . Suppose the Lozanovskii factorization of F for (Y, Y
∗) is given by F =
GH. Then for each t suppose f(t, s)F (t)−1 = u(t, s)v(t, s) is the Lozanovskii factorization
for (X,X∗). Then the Lozanovskii factorization for (Y (X), Y (X)∗) is given by f = gh
where g(t, s) = G(t)u(t, s) and h(t, s) = H(t)v(t, s). Thus
ΦY (X)(f) =
∫
T
∫
S
f(t, s)(logG(t) + log u(t, s))dµ(s)dλ(t)
= ΦY (F ) +
∫
T
ΦX(ft)dλ(t).
For general f the measurability of the integrand and the same formula follows by a simple
continuity argument (cf. [18], Lemma 4.3).
If X is a super-reflexive Ko¨the function space in X (S) and Y is a super-reflexive
Ko¨the function space on T with Y ∈ X (T), then we set HY (X) to be the closed subspace
of Y (X) of all functions f(·, s) ∈ N+ for µ−a.e. s ∈ S.
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We will denote the Riesz projection on L2(T) by R and the vector-valued Riesz
projection on L2(T× S) by R˜.
We are in effect studying the Hardy-type algebra H consisting of all f ∈ Llog(T× S)
with f s = f(·, s) ∈ N+ for a.e. s ∈ S. For this algebra H1 consists of all f ∈ L1(T× S) so
that f s ∈ H1(T) for a.e. s ∈ S. The corresponding BMO-space we denote BMO.
In the vector-valued case we must consider the notion of UMD-spaces as introduced
and studied initially by Burkholder [4]. In fact a result of Bourgain [3] implies that if
X ∈ X (S) then X is a UMD-space if and only if the Riesz projection R˜ is bounded on
L2(X). This characterization will be all that we require.
Now let us say that a Ko¨the function space X ∈ X (S) is UMD-regular if for some
0 < θ < 1 the space Lθ2X
1−θ is a UMD-space. If X0, X1 are two Ko¨the function spaces
on S we say that X0 → X1 is a UMD-direction if the space Z is UMD-regular where
ΦZ =
1
2
Λ+ 1
2
(ΦX1 − ΦX0).
Proposition 7.2. If f ∈ L1(T × S) then f ∈ BMO if and only if f
s ∈ BMO for a.e.
s ∈ S with ‖f‖BMO = ‖‖f s‖BMO‖∞ <∞.
Proof: If f ∈ L1 the map s→ ‖f s‖BMO is easily seen to be measurable, and it is trivial
to check that ‖f‖BMO ≥ ‖‖f s‖BMO‖∞. For the converse it is enough to note that the set
K of (φ, ψ) in L1(T)×L1(T) such that φ ∈ H1 and ‖φ−ψ‖∞ ≤ 1 is a Borel set. It follows
by standard selection theorems that there is a universally measurable map ψ → ψ˜ from
{ψ ∈ L1; ‖ψ‖BMO ≤ 1} to H1 so that ‖ψ − ψ˜‖∞ ≤ 1. It follows easily that f ∈ L1(T× S
with ‖f s‖BMO ≤ 1 for a.e. s then there exists g ∈ H1 with ‖f − g‖∞ ≤ 1.
Proposition 7.3. Suppose Y ∈ X (T) and X ∈ X (S).
(1) If R˜ is bounded on Y (X) then R is bounded on Y.
(2) If R is bounded on Y then R˜ is bounded on Y (L2).
Proof: (1) Pick any fixed 0 6= x ∈ X and restrict R˜ to the space Y ([x]) where [x] is the
one-dimensional space Cx.
(2) It follows directly from Krivine’s theorem ([23], [24]) that the operator (xn) →
(Rxn) is bounded on Y (ℓ2) which implies the result.
Proposition 7.4. Suppose Y ∈ X (T) is super-reflexive and X is a super-reflexive Ko¨the
function space on S with X ∈ X (S). Then the following conditions are equivalent:
(1) Y (X) is a R˜−direction space.
(2) Y is BMO(T)−regular and X is UMD-regular.
(3) There exist constants (C,M) so that if 0 ≤ f ∈ Y (X) there exists g ≥ f with
‖g‖Y (X) ≤M‖f‖Y (X) and ess sup‖ log g
s‖BMO ≤ C where g
s(t) = g(t, s) for s ∈ S.
(4) Y (X) is BMO−regular.
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Proof: Of course (3) just restates (4), and so the equivalence of (1), (3) and (4) is just
Proposition 5.11. Let us prove that (1) ⇒ (2). Since Y (X) is a R˜-direction space it
follows that there exists θ > 0 so that R˜ is bounded on Yθ(Xθ) where Yθ = L
1−θ
2 Y
θ
and Xθ = L
1−θ
2 X
θ. Thus by Proposition 7.3, R is bounded on Yθ which implies that Y
is BMO(T)−regular. Further R˜ is bounded on Yθ(L2) so that this is a BMO−regular
space. Hence Y (L2) is a BMO−regular space. We show that L2(X) is a BMO−regular
space. In fact if 0 ≤ f ∈ L∞
ΦL2(X)(f) =
1
2
Λ(F ) +
∫
T
ΦX(ft)dλ
where F, ft are as in Lemma 7.1. Thus
ΦL2(X)(f) = ΦY (X)(f)− ΦY (L2)(f) + ΦL2(L2)(f)
whence L2(X) is BMO−regular by Lemma 4.6. This implies that R is bounded at L2(Xφ)
for some φ > 0 i.e. Xφ is UMD and so X is UMD-regular.
In the converse direction we show that (2) implies that Y (X) is BMO−regular. Indeed
if Y is a BMO-regular space then Proposition 7.3 implies that Y (L2) is BMO−regular.
If X is UMD-regular then L2(X) is a BMO-regular space. As in the preceding argument
we can then use Lemma 4.6 to get that Y (X) is BMO−regular.
Theorem 7.5. Suppose (X0, X1) are super-reflexive Ko¨the function spaces in X (S) and
that (Y0, Y1) are super-reflexive Ko¨the function spaces on T in X (T). Suppose 0 < θ < 1
and that Yθ = [Y0, Y1]θ and Xθ = [X0, X1]θ. Then [HY0(X0), HY1(X1)]θ = HYθ(Xθ) if and
only if Y0 → Y1 is a BMO-direction and X0 → X1 is a UMD-direction.
Proof: The necessary and sufficient condition of Theorem 5.12 is that Y0(X0)→ Y1(X1)
is a BMO−direction. This means by Lemma 7.1 that W (Z) is a BMO−regular space
where ΦW =
1
2
(Λ+ΦY1 −ΦY0) and ΦZ =
1
2
(Λ+ΦX1 −ΦX0). The equivalence of this with
the fact that W is BMO-regular and Z is UMD-regular is proved in Proposition 7.4. Thus
the theorem is immediate.
Remark: The restriction that X0, X1 ∈ X (S) can easily be removed. It is well-known
that for general Ko¨the function spaces there exist weight functions wj , j = 0, 1 so that
L∞ ⊂ wjXj ⊂ L1. Then if w˜j(s, t) = wj(s),
[HY0(X0), HY1(X1)]θ = w˜
1−θ
0 w˜
θ
1 [HY0(w0X0), HY1(w1X1)]θ
and this coincides with w˜1−θ0 w˜
θ
1HYθ(w
1−θ
0 w
θ
1Xθ) and so on.
We may also give a non-super-reflexive version:
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Theorem 7.6. Suppose X is a Ko¨the function spaces in X (S) which is q-concave for
some q < ∞. Suppose (Y0, Y1) are BMO-regular Ko¨the function spaces on T in X (T).
Suppose Y0 is p-convex where p > 1 and that Y1 is q-concave. Suppose 0 < θ < 1 and
that Yθ = [Y0, Y1]θ and Xθ = X
θ. Then [HY0(L∞), HY1(X)]θ = HYθ(Xθ) if and only if X
is UMD-regular.
Proof: In fact the special properties of L∞ imply that Y0(L∞) is BMO−regular. Thus
from Theorem 5.12 we see that the conclusion holds if and only if Y1(X) is BMO−regular.
This occurs if and only if the super-reflexive space Y
1/2
1 (X
1/2) is BMO−regular or, by
Proposition 7.4, if and only if X is UMD-regular.
Let us finally relate our work to that of Kisliakov and Xu ([20],[21]). They introduce a
technical condition on a space Lp(X,w) = w
−1/pLp(X) where w > 0 is a weight function on
T and consider when such spaces “admit sufficiently many analytic partitions of unity.”
Let us say, without defining this concept precisely that Lp(X,w) has the KX-property.
They show that if Xα is UMD for some α > 0 and logw ∈ BMO then Lp(X,w) has
the KX-property. They also show that if X0, X1 are both reflexive and Lp0(X0, w0) and
Lp1(X1, w1) have the KX-property then indeedH is interpolation stable for every 0 < θ < 1
for (Lp0(X0, w0), Lp1(X1, w1)).
Proposition 7.7. If X ∈ X (S) is super-reflexive and 1 < p < ∞ is such that Lp(X,w)
has the KX-property then X is UMD-regular and logw ∈ BMO. In particular if Xα is
UMD for some α > 0 then X is UMD-regular.
Proof: As noted above, if Lp(X,w) has the KX-property thenH is stable at any 0 < θ < 1
for (L2(L2), Lp(X,w)). Thus, by Theorem 7.5, X is UMD-regular and Lp(w) is BMO-
regular which implies that logw ∈ BMO.
Note that the assumption that X ∈ X (S) can easily be removed by a change of
weight. Thus our results, at least for super-reflexive spaces, include those of Kisliakov and
Xu; in fact, the conclusion also holds for spaces X with nontrivial concavity by a minor
modification.
We also note that UMD-regularity of a super-reflexive Ko¨the function space is actually
an isomorphic invariant; thus if X and Y are two such function spaces are isomorphic (but
not necessarily as lattices), then it may be shown that X is UMD-regular if and only if Y
is UMD-regular. This can be done by the methods of [19]. Let us conclude by remarking
that in [18] we construct a super-reflexive Ko¨the function space which is not UMD-regular.
However we do not know any example of a super-reflexive UMD-regular space which is not
already a UMD-space (although L1 is UMD-regular and not UMD).
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