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A forecasting Tool for Predicting
Australia’s Domestic Airline Passenger
Demand Using a Genetic Algorithm
Panarat Srisaeng1, Glenn Baxter2, Steven Richardson3, Graham Wild2

Abstract: This study has proposed and empirically tested
for the first time genetic algorithm optimization models for
modelling Australia’s domestic airline passenger demand,
as measured by enplaned passengers (GAPAXDE model)
and revenue passenger kilometres performed (GARPKSDE
model). Data was divided into training and testing datasets;
74 training datasets were used to estimate the weighting
factors of the genetic algorithm models and 13 out-of-sample
datasets were used for testing the robustness of the genetic
algorithm models. The genetic algorithm parameters used in
this study comprised population size (n): 200; the generation
number: 1,000; and mutation rate: 0.01. The modelling
results have shown that both the quadratic GAPAXDE and
GARPKSDE models are more accurate, reliable, and have
greater predictive capability as compared to the linear
models. The mean absolute percentage error in the out of
sample testing dataset for the GAPAXDE and GARPKSDE
quadratic models are 2.55 and 2.23%, respectively.
Keywords: Australia, Forecasting method, Genetic
algorithm, Domestic airlines, Air transport.

INTRODUCTION
Australia’s airline industry was born on connecting regional
communities to the country’s major cities (Baker and Donnet
2012). Due to the vast distances across the country as well as
between urban centres, Australia is heavily reliant upon its air
transport industry (Nolan 1996). Australia’s air transport industry
was historically tightly controlled by the government. However,
following the deregulation of Australia’s domestic airline market
in 1990, which permitted other airlines to compete with the
established carriers (Forsyth 2003; Nolan 1996), a number of
low-cost carriers (LCCs) have entered the market. The low-cost
carriers now have around 35% market share, with the 2 major
incumbent LCCs being Jetstar and Tiger Airways. Qantas and
Virgin Australia are the two present incumbent full service
network carriers (FSNCs) (Srisaeng et al. 2014).
Reliable forecasts of air transport activity play a vital role
in the planning processes of States, airports, airlines, engine
and airframe manufacturers, suppliers, air navigation service
providers, and other relevant bodies. In addition to assist States
in facilitating the orderly development of civil aviation and
to aid all levels of government in the planning of air space
and airport infrastructure — for example, air traffic control
(ATC), airport air side and landside facilities —, reliable forecasts
also assist aircraft manufacturers in planning future aircraft
types (in terms of size and range) and when to develop them
(International Civil Aviation Organization 2006).
Forecasting passenger transport demand is viewed as being
of critical importance for airlines as well as for investors since
investment efficiency is greatly influenced by the accuracy and
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adequacy of the estimation performed (Blinova 2007). Air traffic
forecasts are therefore one of the key inputs into an airline’s fleet
planning, route network development, and are also used in the
preparation of the airline’s annual operating plan (Ba-Fail et al.
2000; Doganis 2009). Furthermore, analysing and forecasting
air travel demand may also assist an airline in reducing its
risk through an objective evaluation of the demand side of
the airline business (Ba-Fail et al. 2000). Forecasts also assist
airlines in their decision-making regarding the development of
infrastructure facilities, thereby enhancing services provided to
their passengers (Abed et al. 2001). While all of these activities
have equivalents in other industries, airlines suffer from much
narrower profit margins. In 2014 the average global margin was
3.2% (International Air Transport Association 2015). This makes
the predictive capability of forecasts much more significant
in the aviation industry. It also makes the use of advanced and
innovative models a very interesting prospective for improving
all short-term to midterm planning activities.
Despite the significance of Australia’s domestic airline
market sector, there has been no previously reported study that
has developed and empirically tested genetic algorithm-based
models for forecasting Australia’s domestic airline passenger
demand. The primary objective of this study is to address this
apparent research gap in the literature. In order to address the
research objective, various forms of mathematical expressions
were proposed and tested. The study also sought to examine
whether the genetic algorithm approach is a useful tool for this
application. Genetic algorithm enplaned passengers (GAPAXDE)
and genetic algorithm revenue passenger kilometres performed
(GARPKSDE) models are proposed to forecast Australia’s
domestic airline quarterly enplaned passengers and revenue
passenger kilometres performed, respectively. Airline passenger
traffic can be measured by the number of passengers carried
(enplaned passengers) and also by revenue passenger kilometres
performed (Belobaba 2009; Holloway 2008).

demand (see, for example, Aderamo 2010; Ba-Fail et al. 2000;
Bhadra 2003; Kopsch 2012; Sivrikaya and Tunç 2013).
Genetic algorithms (GAs) are an alternative artificial
intelligence-based forecasting approach that could potentially
be used for forecasting air travel demand. GAs are powerful
stochastic search techniques that are based on the principle of
natural evolution (Kunt et al. 2011). The theoretical basis for
the GAs is the “Schema Theorem” (Holland 1975). This states
that individual chromosomes with good, short, low-order
schemata or building blocks (that is, beneficial parts of the
chromosome) receive an exponentially increasing number of
trials in successive generations (Hurley et al. 1998). GAs differ
substantially from traditional optimization methods because
they search using a population of points in parallel rather than
a single point in order to obtain the best solution (Akgüngör
and Doğan 2009). Furthermore, GAs allow for a broader and
more global search of the solution space. Indeed, the aim of
GAs is to determine the optimal solution to a given problem
under study (Carvajal-Rodríguez and Carvajal-Rodríguez 2009).
The GAs forecasting approach has been applied to a wide
range of disciplines in recent times, including electric energy
estimation (Ozturk et al. 2005), energy demand prediction
(Ghanbari et al. 2013), housing price forecasting (Jirong et al.
2011), tourism demand forecasting (Hernández-López and
Cáceres-Hernández 2007; Hong et al. 2011), traffic accident
severity prediction (Akgüngör and Doğan 2009; Kunt et al.
2011), and transport energy demand prediction (Haldenbilen
and Ceylan 2005). Despite the reported benefits of GAs, there
has only been one reported study that has applied GAs in the
aviation industry. Sineglazov et al. (2013) have proposed a GAs
forecasting method for solving the problems of forecasting
experienced in the aviation industry. These authors have also
noted that their GAs may be applicable for forecasting regional
aviation facilities and other industrial sectors that have demand
patterns similar to those experienced by airlines.

TRADITIONAL AIR TRAVEL DEMAND
FORECASTING APPROACHES
In the air transport industry, many service providers and
government regulatory agencies follow the International
Civil Aviation Organization (ICAO) Manual on Air Traffic
Forecasting. This manual was originally developed in 1985
using traditional modelling techniques (Alekseev and Seixas
2009). Historically, multiple linear regression (MLR) models
have generally been used to forecast airline passenger traffic

GENETIC ALGORITHMS: A BRIEF OVERVIEW
GAs are based on the genetic process of biological organisms
that are explained by the principles of natural selection and
survival of the fittest (Akgüngör and Doğan 2009). GAs are
therefore similar to the natural evolution process where the
population of a given species adapts to a natural environment,
a population of designs is subsequently created and then
permitted to evolve in order to adapt to the design environment
that is being considered (Azadeh et al. 2011). GAs encode a
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possible solution to a specific problem on simple chromosome
string like data structure and apply specific operators to these
structures so as to preserve important information (Jones and
Romil 2004).
The principal strength of GAs is their adaptive and selforganizing capabilities. The basic operations of GAs include
selection, a crossover of genetic information between reproducing
parents and a mutation of genetic information which affects the
binary strings characteristic in natural evolution (Ozturk et al.
2005). If GAs are suitably encoded, then they can be used to solve
real-world problems by mimicking this process (Akgüngör and
Doğan 2009). In general GAs are a meta-heuristic algorithm,
which can be used to determine a close to optimal solution to a
specific problem. There are other evolutionary algorithms and
other meta-heuristics approaches. The choice of the GA is based
on the specific strengths previously identified, especially when
dealing with large solutions spaces, based on large combinations
of a relatively small number of inputs.
Genetic Algorithm Process
The GA commences with a population of solutions
(chromosomes), which is termed “population”, represented by
coded strings (typically 0 and 1 binary bits) as the underlying
parameter set of the optimization problem (Kunt et al. 2011).
Each individual in the population is called a chromosome, and
these represent the candidate solution to the problem at hand
(Gen and Cheng 1997). GAs generate successively improved
populations of solutions (better generations) by applying three
main genetic operators: selection, crossover, and mutation
(Amjadi et al. 2010; Coelho et al. 2014; Kunt et al. 2011).
With a GA it is a requirement to create an initial population
to serve as the starting point. This population can be created
randomly or by using specialized, problem-specific information
on the specific problem being investigated (Godinho and Silva
2014). Over a wide range of applications, an initial population
size of between 30 and 100 has often been used (Goldberg 1989).
Chromosomes evolve through successive iterations, which are
termed “generations” (Rotshtein and Rakytyanska 2012). During
each generation the chromosomes are evaluated, using some
measures of fitness (Ozturk et al. 2005). To create the following
generation, new chromosomes, called off-spring, are formed by
(i) merging two chromosomes from a current generation using
a crossover operator, or (ii) by modifying a chromosome using a
mutation operator. A new generation is formed by (i) selecting,
according to fitness values, some of the parents and the off-spring

whilst and (ii) rejecting others to keep the population size constant.
Fitter chromosomes have a higher probability of being selected.
Following several generations, the algorithms converge to a good
population, which should contain the optimal or sub-optimal (close
to optimal) solution to the problem at hand (Gen and Cheng 1997).
The GA works with operations that are performed based on
fitness evaluation. The fitness indicates the goodness of design,
and, accordingly, the objective function is a logical choice for
the fitness measure (Ozturk et al. 2005). Fitness evaluation
involves defining an objective or fitness function against which
each chromosome is tested for suitability for the environment
that is being considered in the study (Hurley et al. 1998). The
GA selects the fittest members of the population based upon
the best fitness value (Haldenbilen and Ceylan 2005). The
present study’s GA process is illustrated in Fig. 1.
GAs work according to selection rules as defined by the
laws of evolutionary genetics (Ozturk et al. 2005). The selection
function chooses parents for the next generation based on
their scaled values from the fitness scaling function in which
the stochastic uniform selection function was used (Kunt et
al. 2011). The selection mechanism consists of algorithms that
mimic natural selection and select the best combination from
a set of competing solutions. These selection algorithms (for
example, rankings) yield preferences for the best performers
(Hu 2002).
Generate initial population
Evaluate fitness of each individual
Selection
Crossover
Mutation

Meet the optimum solution?

Return best solution
Figure 1. The study’s genetic algorithm process (adapted
from Amjadi et al. 2010).
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When using a GA, it is a requirement to select chromosomes
from the current population for reproduction. The selection
procedure selects two parent chromosomes based on their
fitness values, where the better the fitness value, the higher
the probability that a chromosome is selected by the GA. The
parent chromosomes are subsequently used by the crossover
and mutation operators to produce two offspring for the new
population. This selection/crossover/mutation cycle is repeated
until the new population contains 2n chromosomes. This
means the process stops after n cycles (Hurley et al. 1998).
Crossover is achieved by exchanging coding bits between
two mated strings in the GA (Kunt et al. 2011). Once a pair
of chromosomes has been selected, crossover can then occur
in order to produce offspring (Cervantes and Costillo 2013).
This operation is executed by selecting two mating parents,
randomly selecting two sites on each of the chromosomal
strings and subsequently swapping the strings between
the sites among the pair (Ozturk et al. 2005). Thus, parents
produce offspring having different genetic structures that
include some mix of their chromosomes set (Akgüngör and
Doğan 2009). An illustration of the crossover operation is as
follows (Ozturk et al. 2005):
Parent 1 = 1010101011
Parent 2 = 1001000111
Child 1 = 1010000111
Child 2 = 1001101011
The crossover process is repeated from one generation
to another until one individual dominates the population or
until the predetermined numbers of generations are reached.
Conversely, crossover is not normally applied to all pairs of
individuals selected for mating (Akgüngör and Doğan 2009).
The crossover operation is carried out with a probability
pc. Typical probability values range from 0.2 to 0.8 (Ozturk
et al. 2005).
The mutation operation serves a critical role in GAs either
through the replacement of genes lost from the population
during the selection process or by providing genes that were
not included in the initial population (Akgüngör and Doğan
2009). In GAs, the mutation operator is invoked with a low
probability (pm) at a randomly selected site on chromosomal
string of the randomly chosen design. The operation consists
in switching between 0 – 1 or vice versa (Ozturk et al. 2005).
Mutation is therefore randomly applied with a small probability,
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which is typically in the range between 0.001 and 0.01 and
modifies genes in the chromosomes. The effect of mutation
on a binary string is illustrated as follows (Akgüngör and
Doğan 2009):
Offspring 		
Mutated offspring

10101110 11
10101110 01

The difference between the offspring and the mutated
offspring is underlined; this is the mutated gene (a “1” has been
randomly switched to a “0”).

GA MODELS FOR FORECASTING
AUSTRALIA’S DOMESTIC AIRLINE
PASSENGER DEMAND
The GAPAXDE and GARPKSDE Data and
Variables Selection
In this study, GAPAXDE and GARPKSDE genetic
algorithm prediction models have been proposed. It is
important to note that the factors that influence air travel
demand are complex (Doganis 2009; Vasigh et al. 2008).
Each factor is composed of elements that can stimulate or
reduce air travel growth. For passenger air traffic demand
forecasting purposes, these factors are more conveniently
categorised into two broad groups, those external to the
airline industry and those within the airline industry itself
(Ba-Fail et al. 2000). During the models development process
and based on an extensive literature review of the factors that
influence air travel demand, 11 variables were considered
for inclusion and testing as independent variables in the
two GA models:
•
X1 Australia’s real best discount economy airfare;
•
X2 Australia’s population size;
•
X3 Australia’s real Gross Domestic Product (GDP);
•
X4 Australia’s real GDP per capita;
•
X5 Australia’s unemployment size;
•
X6 Australia’s real interest rates;
•
X7 World jet fuel prices;
•
X 8 Recorded bed capacities at Australia’s tourist
accommodation establishments;
•
X9 Ansett Australia’s collapse in 2001 (Dummy 1);
•
X10 Sydney Olympic Games in 2000 (Dummy 2); and
•
X 11 Melbourne Commonwealth Games in 2006
(Dummy 3).
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Each of these factors is discussed in order to provide an
insight into how they influence air travel demand.
The principal driver of air travel demand is economic growth
(Wensveen 2011). The most important socio-economic variable
affecting the demand for leisure travel is personal or household
income, since leisure trips are paid for by the passenger, who
may also be paying for a spouse and one or more children
(Doganis 2009). Furthermore, higher levels of economic
activity will lead to greater demand for air transport services,
because of the increased business requirements and generally
higher spending of consumers (Bureau of Transport and
Communication Economics 1994). During periods of economic
growth (and when consumer confidence is strong), air travel
demand grows. Conversely, when economies fall into recession
or experience downturns, unemployment grows, and consumer
confidence declines, individuals often postpone discretionary
travel and other luxury purchases (Dempsey and Gesell 1997).
Real GDP and real GDP per capita were used in this study
to measure the effect of income on Australia’s domestic air
travel demand (enplaned passengers and revenue passenger
kilometres performed).
The impact of Australia’s demographic changes was
considered through Australia’s population and the number of
unemployed people (Tsekeris 2009; Young and Wells 2011).
Population has a direct effect on the size of an air travel market
and may cause a bias in the estimates if omitted. For instance, a
large increase in air traffic may reflect a sudden increase in
population rather than other effects (International Air Transport
Association 2008). Unemployment rates have also been reported
as being a determinant of air travel demand (Clark et al. 2009;
Wensveen 2011). Ceteris paribus, increasing levels of employment
tend to increase air travel demand. Conversely, unemployment tends
to depress air travel demand (McKnight 2010).
A decrease in the real cost of air travel also positively
influences air traffic growth (Hanlon 2007; Holloway 2008).
However, the measurement of the price of air travel is normally
complicated by the presence of different air fare classes offered
by airlines (International Civil Aviation Organization 2006).
Hence, airline passenger yields are often used as a proxy for
air fares, which can be difficult to obtain given the wide use of
a variety of (and fluctuating number of) discount fares. When
all other influencing factors remain constant, falling yields will
tend to increase traffic volumes. Conversely, rising yields
will tend to reduce traffic volumes, subjected to demand
elasticities (Doganis 2009).

Air transport and tourism are inter-related (Bieger and
Wittmer 2006). Consequently, there is a strong association
between the levels of air travel demand and tourism demand.
Air transport can influence tourism demand via a number
of channels, with price being one of these key factors (Koo
et al. 2013). The tourism industry makes a substantial and
important contribution to the overall level of economic
activity and employment in Australia. As is the case with most
developed economies, Australia’s tourism industry is heavily
oriented towards domestic expenditure by Australian residents
(Hooper and van Zyl 2011). Domestic tourism accounts for
three-quarters of tourism expenditure in Australia with the
balance accounted for by international tourist spending (Hooper
and van Zyl 2011; Organization for Economic Cooperation and
Development 2014). Thus, another explanatory variable included in
the study relates to tourism attractiveness, which is expressed
in terms of the tourist accommodation infrastructure, that is,
the reported bed capacity (Tsekeris 2009).
There is also a variety of other factors that may influence air
travel demand. For example, jet fuel prices (Gesell 1993) and
real interest rates. Sharp increases in world oil prices have had
important impacts on world air travel demand. In addition to the
adverse impact on the global economy, airlines are often forced
to increase air fares to cover the higher fuel costs, which often
have a detrimental impact on air travel demand. This is because
increases in oil prices result in higher air fares and therefore
make leisure travel more expensive (Li 2010). Furthermore,
interest rates influence the balance between expenditure and
saving (Cook 2007). High interest rates will inhibit economic
activity, which can have a dampening effect on airline traffic
(Wensveen 2011).
Three dummy variables were also included in the GA
models. The first dummy variable accounted for the loss of
capacity following the collapse of Ansett Australia. At the time
of its collapse in 2001, Ansett Australia’s domestic Australian
market share was 35% (Virgin Blue held around 10% and
Qantas had a 55% market share) (Prideaux 2003). Ansett
Australia experienced financial problems and was placed into
receivership on September 14, 2001 (Easdown and Wilms
2002). The collapse of Ansett Australia had a major impact on
the tourism industry, especially in regional areas where Ansett’s
subsidiaries provided substantial capacity. Whilst the other
incumbent airlines increased seating capacity, the demand for
seats exceeded supply for several months (Prideaux 2003). The
dummy variable reflecting the collapse of Ansett Australia is
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equal 1 for the period from Quarter 3 2001 to Quarter 2 2002
and 0 otherwise.
The second dummy variable controlled for the influence
of the Olympic Games held in Sydney in 2000. The Olympic
Games ran for 17 days (the Opening Ceremony was held on
September 15, 2000). The Paralympics were also staged in Sydney
over a 12-day period shortly after the conclusion of the Olympic
Games (Madden 2002). During the Sydney Olympic Games,
around 2,300 extra domestic flights were operated (Hensher
and Brewer 2002) to satisfy extra passenger demand. Thus, the
dummy variable reflecting the influence of the Olympic Games
is equal 1 for Quarter 3 2000 and 0 otherwise.
The third dummy variable accounted for the impact of
the Commonwealth Games held in Melbourne from March
15 to March 26, 2006. The 2006 Melbourne Commonwealth
Games was the largest sporting and community event held
in Victoria’s history. The Commonwealth Games provided
substantial economic benefits for the State of Victoria as well as
for the tourism and airline industry (KPMG 2006). Therefore,
the dummy variable reflecting the impact of the Commonwealth
Games is equal 1 for Quarter 1 2006 and 0 otherwise.
The availability of a consistent data set allows the use of
quarterly data for the period Quarter 4 1992 to Quarter 2 2014. This
is the extent to which the full variables data sets are available. The
data does not exist prior to 1992 for Australia’s air fares (the Bureau
of Infrastructure, Transport and regional Economics [BITRE]
commenced publishing Australia’s air fares time series data in
October 1992). The data used in the GA models were sourced from a
variety of sources. Data on Australia’s real GDP, Australia’s real GDP
per capita, Australia’s population size, Australia’s unemployment
numbers, and recorded bed capacities at Australia’s tourist
accommodation establishments (based on Australian
tourist accommodation establishments with 15 rooms or more)
are from the Australia Bureau of Statistics (ABS). Australia’s real
interest rates are from the Reserve Bank of Australia (RBA).
The airfare data are from the BITRE (airline yields are used as
a proxy of average airline fares and are based on Australia’s real
best economy discount air fares). The data on Australia’s
domestic enplaned passengers and revenue passenger kilometres
performed (RPKs) are from the BITRE as well. World jet
fuel prices (expressed in Australian dollars) were sourced
from the US Energy Information Administration (EIA). To
convert collected data from current prices to real or constant
prices, consumer price index at 2011 constant prices was used
(International Civil Aviation Organization 2006). The final point
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to note about the variable selection and modelling is regarding the
“non-stationary” nature of the economic variables considered
above. First it should be noted that International Civil Aviation
Organization (2006), the international authority on aviation,
recommends the use of linear regression for forecasting air travel
demand. However, it was also found that, when the data set in
question was converted to “stationary” data (using both the first
and second difference method), all models considered resulted
in less predictive capability, then the models using the “nonstationary” data, in fact, were not even statistically significant
(Srisaeng 2015).
The GAPAXDE and GARPKSDE Genetic
Algorithm Process
The GA utilised in this work was designed specifically for
this application and has not been adapted from a previous GA.
The goal is to determine an optimal (or close to optimal) subset
of k independent variables (chosen from a set of n variables
{Xi: i = 1, 2, …, n}) which collectively provide the best predictive
model of a dependent variable. Three models are considered to
facilitate the investigation of as many relationships between the
independent and dependent variables. These are:
(1)

(2)

(3)

where:
i is the set of variables which only take positive values (that
is, not zero or negative), as is j in Eq. 3.
Equation 1 captures simple linear relationships, Eq. 2
captures logarithmic relationships (common with socioeconomic
variables) by allowing a variable to be described as either a
linear or a log (but not both in the same solution), and Eq. 3
captures polynomial relationships and potential cross multiple
relationships between the variables.
The coefficient component wi indicates whether the variable
Xi is included in the model, where wi = 1 if Xi is included, and
wi = 0 if Xi is not included. Similarly, wij indicates whether the
variable product XiXj is included in the quadratic model. In
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what follows we will denote the vector of weight values as w
and define the set of feasible weight vectors Wk = {w: w∙1 = k}.
That is, w represents the switching “on” and “off ” of genes,
which, in this study, are variables in a multiple regression model.
Once w is specified, the values of ai {ai: i = 1, 2, …, n}
(also {aij: i = 1, 2, …, n; j = 1, 2, …, i} for the quadratic model)
are chosen to minimise the squared difference between the
observed values of the dependent variable over m observations
{yk: i = 1, 2, …, m} and the corresponding predicted values
(i.e. least squares). That is, denoting the vector of model
coefficients as a, we minimise:
(4)

where:
k is the integer representing the increments in the dependent
variable, in this work, expressed as quarterly data.
Objective Function
The goal is to determine the weight vector w*such that:
(5)

Genetic Algorithm
If the number of independent variables (n) is large, then
the number of variable combinations of size K will also be
n
large. Specifically, the number of combinations will be k for
the linear model and (n2 + 3n/2K) for the quadratic one. This
may make it prohibitive to exhaustively evaluate all models
with K independent variables. As such, the chosen approach
to determine a close to optimal set of independent variables
is to utilise a GA.
The stages of the GA implemented are outlined as follows:
11 Generate an initial population: An initial population
(P0) is generated by randomly selecting a set of M
solutions from the feasible solution set WK. For each
member of the initial population, we define the measure
of fitness F(w) to be:

( )

(6)
22

Breed new population members for next generation: A
pre-specified number B of new population members are
bred at each generation. To breed each new population
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member, we first choose two distinct parents from the
existing population Pi – 1, where i is now the generation
number, with probabilities weighted by the inverse of the
fitness measure F (i.e. lower values of F are associated
with better solutions). That is, the probability of choosing
solution for breeding each new solution is given by:

(7)

Once the parents w1 and w2 are chosen, the child solution
wc is bred using the following rules:
(i) If w1(i) = w2(i) = 1, then wc(i) = 1 (i.e. any variable/variable
product that exists in both parent solutions is passed on
the child solution).
(ii) The remaining variables/variable products in the child
solution (i.e. to make up a total of K) are randomly chosen
from those where w1(i) = 1, w2(i) = 0 or w1(i) = 0, w2(i) = 1.
(iii) With probability Pmut (user specified), a breeding
mutation occurs in which a randomly chosen variable/
variable product that does not exist in either parent will
exist in the child.
33 Introduce new migrating population members: At each
new generation, a set of G new population members
migrate into the population. These new population
members are generated randomly in the same way as
the members of the initial population.
44 Eliminate existing population members: In order to
maintain a constant population size, a total of B + G
members of the existing population must be discarded.
Members are chosen with probabilities weighted by
the fitness measure F (that is, higher values of F are
associated with worse solutions), although the best
solution is protected from elimination. The probability
of choosing solution for elimination is given by:
(8)

55

Form new population: The next population Pi is
formed by combining the remaining (non-eliminated)
population members from Pi – 1 with the new solutions
that were bred and migrated into the population. Steps
2 to 5 are repeated for a predefined number of cycles,
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or until a pre-specified number of generations pass
without improvement.
Model Evaluation Goodness of Fit Measures
Goodness-of-fit (GOF) statistics are useful when comparing
results across multiple studies, for examining competing models
in a single study, and also for providing feedback on the level of
knowledge about the uncertainty involved in the phenomenon
of interest (Kunt et al. 2011). Four measures were used in the
present study: mean absolute error (MAE), the root mean square
error (RMSE), mean square error (MSE) (Yetilmezsoy et al.
2011) and mean absolute percentage error (MAPE) (Azadeh
et al. 2010; Chen et al. 2010).
For evaluating the GA models, RMSE, MAE, MAPE, and
MSE were calculated using Eqs. 9 – 12:
(9)

(10)

(11)

(12)

where:
ti are the actual values; tdi are the predicted values; N is the
total number of data (Tiryaki and Aydın 2014).

GAPAXDE AND GARPKSDE
MODELLING RESULTS
To estimate model parameters, data was divided into two sets:
training and testing datasets. The training dataset was used to
estimate the weighting factors of the GA models, and testing dataset
was saved for the testing purpose. The testing procedure is applied to
obtain minimum relative error between estimated and actual values
(Azadeh et al. 2007). In this study, the first group of 74 data was used
as the training, and the remaining 13 out-of-sample data were
used for verifying and testing the robustness of the GA models.
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To identify the best ﬁtness, the GA parameters were chosen
as follows:
•
Population size (n): 200.
•
Iterations (the generation number): 1,000.
•
Mutation rate: 0.01.
•
Probability of crossover: 1.
Prior to reviewing the modelling results, it is important to
note that the GA modelling tested both the predictive capability
of real GDP per capita and real GDP and Australia’s population
growth on Australia’s domestic air travel demand in separate
models. The modelling results showed that the inclusion of both
real GDP and Australia’s population size provided more robust
and accurate model forecasting capability; that is, the models
utilising real GDP and population gave better errors. After
applying the GAPAXDE and GARPKSDE model procedures,
the equations for forecasting Australia’s domestic airline
enplaned passengers (PAX) and RPKs were obtained based on
the minimum sum of square errors between the observed and
estimated data. These equations are 13 and 14, respectively.
The GAPAXDElin and GARPKSDElin present the linear
models for forecasting Australia’s domestic enplaned passengers
and RPKs, respectively. The final linear GAPAXDElin and
GARPKSDElin models compromise ten inputs.
GAPAXDElin= –36,620,320.54 + 5,070.49X1 + 2.22X2 –
15.38X3 + 1,679.57X4 + 286,641.85X5 + 254,054.87X6 +
4.75X7 – 286,163.96X8 – 312,420.85X9 + 176,322.4X10

(13)

GARPKSDElin= –35,915,376.4 + 3,790.49X1 + 1.82X2 +
18.35X3 + 3,453.36X4 + 343,252.11X5 + 332,361.78X6 –
0.85X7 – 446,404.39X8 – 384,392.98X9 + 232,552.8X10

(14)

where:
X 1 is Australia’s real best discount economy airfare;
X 2 means Australia’s population size; X 3 is Australia’s
real GDP; X 4 refers to Australia’s unemployment size; X 5
is Australia’s real interest rates; X 6 means world jet fuel
prices; X 7 recorded bed capacities at Australia’s tourist
accommodation establishments; X 8 is Ansett’s collapse
(Dummy 1); X9 refers to Sydney Olympic Games (Dummy 2);
and X 10 are Commonwealth Games held in Melbourne
(Dummy 3).
The GA selected the optimum variables for both the
GAPAXDEquad and GARPKSDEquad quadratic models, and these
are presented in the following equations:
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GAPAXDEquad = –3,467,294.39 + 3,360,437.25X6 –
0.28X1X3 + 29.96X1X4 + 0.00097X2X4 – 9.13X42 +
3,548.08X1X5 + 6.44X3X5 – 1,243.83X4X5 –
32,450.09X52 – 1.08X2X6 + 29.58X3X6 – 545,127.83X5X6 +
0.057X1X7 + 21.06X6X7 + 0.39X3X8

(15)

GARPKSDEquad = 34,563,862.38 – 410,296.21X1 –
4.14X2 + 155.09X3 – 2,014,127.33X6 + 0.04X1X2 –
1.39X1X3 – 0.0000081X32 + 0.05X3X4 – 920.51X4X5 –
6,457.99X4X6 – 591,583.56X5X6 + 2.73X5X7 + 14.78X6X7

(16)

Following the training procedure, which produced the
weighting factors of the GA models, the testing procedure
was performed using the 13 out-of-sample datasets to
verify and test the accuracy, reliability, and the robustness
of the GA models. The relative errors between the observed
and estimated data for the two forms of GAPAXDE and
GARPKSDE models (both linear and quadratic function
forms) are presented in Tables 1 and 2, respectively.. Table 1
compares the relative error between the actual and forecasted
values in the testing phase of the GAPAXDE linear and
quadratic models. The obtained average relative error for
the GAPAXDE linear and quadratic models is 4.89 and
2.55%, respectively.
Similar to Table 1, Table 2 compares the relative error
between actual and forecasted values in the testing phase of
the GARPKSDE linear and quadratic models. The obtained

average relative error for the GARPKSDE linear and quadratic
models is 4.89 and 2.23%, respectively.
Table 3 presents MAE, MAPE, MSE, and RMSE in training
as well as out-of-sample testing dataset of the GAPAXDE
linear and quadratic models for forecasting Australia’s
domestic airline enplaned passengers. These results show
that the GAPAXDE quadratic models performed better than
the linear models during both training and testing phase as
measured by MAE, MAPE, MSE, and RMSE. In the testing
phase, where out-of-sample dataset was used to forecast
Australia’s domestic airline enplaned passenger demand, the
MAPE value of the GAPAXDE linear and quadratic models
was 4.89 and 2.55%, respectively.
Table 4 presents MAE, MAPE, MSE, and RMSE in training
as well as out-of-sample testing dataset of the GARPKSDE
linear and quadratic models for forecasting Australia’s
domestic airline RPKs. The GARPKSDE quadratic models
performed better than the linear models during both training
and testing phases. In the testing phase, the MAPE value of
the GARPKSDE linear and quadratic models was 4.89 and
2.23%, respectively.
This study further employed a hypothesis test to give
an indication if the difference between the models utilised
was in fact statistically significant. Since the same 13 out-ofsample datasets were used for forecasting in all models, the
paired t-test assuming unequal variance was used to assess

Table 1. A comparison of the GAPAXDE linear and quadratic modelling results with the observed data for the testing period.
Testing data

Actual PAX

Linear model

Relative error (%)

Quadratic model

Relative error (%)

1

13,532,828

13,757,250

1.66

13,467,576

0.48

2

13,535,413

14,016,870

3.56

13,291,868

1.80

3

13,459,758

14,113,293

4.86

13,215,146

1.82

4

13,561,072

14,216,017

4.83

14,028,957

3.45

5

13,649,165

14,206,416

4.08

13,699,900

0.37

6

13,799,188

14,375,221

4.17

13,872,894

0.53

7

14,013,059

14,503,786

3.50

13,476,807

3.83

8

14,072,782

14,710,848

4.53

13,972,716

0.71

9

14,154,745

14,789,210

4.48

14,110,082

0.32

10

14,227,970

15,075,341

5.96

14,644,886

2.93

11

14,282,647

15,214,615

6.53

14,722,852

3.08

12

14,343,780

15,399,232

7.36

15,347,930

7.00

13

14,355,000

15,516,248

8.09

15,331,447

6.80

MAPE (%)

4.89
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the forecasting accuracy of the respective models and
also to test the hypothesis (H0) that there is not a significant
difference in the forecasting accuracy of the GA linear and
quadratic models (Razi and Athappilly 2005; Zaefizadeh
et al. 2011). That is:
•
H0: µlinear ≤ µquadratic
•
H1: µlinear > µquadratic
The results of t-tests are presented in Table 5, which shows that
the p-values for both the GAPAXDE and GARPKSDE tests are less
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than 0.05, therefore, H01 and H02 are rejected. This implies that the
average forecasting error of the GA linear models is statistically
significantly different from the average forecasting error of GA
quadratic models (both GAPAXDE and GARPKSDE) at the 95%
confidence interval of the difference. The results also indicated
that the forecasting error of GA linear models is higher than that
of the GA quadratic models. These results also confirm that the
GA quadratic forms are superior to the linear forms when used to
forecast Australia’s domestic PAX and RPKs, respectively.

Table 2. A comparison of the GARPKSDE linear and quadratic modelling results with the observed data for the testing period.
Testing data

Actual RPKs

Linear model

Relative error (%)

Quadratic model

Relative error (%)

1

15,437,103

15,737,744

1.95

15,288,311

0.96

2

15,554,857

16,187,217

4.07

14,958,997

3.83

3

15,580,866

16,327,747

4.79

15,260,316

2.06

4

15,788,103

16,508,532

4.56

16,030,152

1.53

5

15,942,594

16,550,531

3.81

15,980,455

0.24

6

16,129,413

16,838,573

4.40

15,995,064

0.83

7

16,389,404

16,915,031

3.21

16,271,617

0.72

8

16,469,044

17,174,398

4.28

16,446,808

0.14

9

16,579,654

17,317,906

4.45

16,544,018

0.21

10

16,688,541

17,619,437

5.58

17,338,501

3.89

11

16,767,381

17,852,751

6.47

17,438,574

4.00

12

16,866,762

18,148,297

7.60

17,885,524

6.04

16,913,071

18,336,509

8.42

17,676,766

13

MAPE (%)

4.89

4.52
2.23

Table 3. Performance index of GAPAXDE linear and quadratic models for training and testing (out of sample) data set.
Performance index

GAPAXDE linear model

GAPAXDE quadratic model

Training data

Testing data

Training data

Testing data
358,803

MAE

230,821

685,149

138,016

MAPE

2.87%

4.89%

1.66%

MSE

98.3 × 10

RMSE

313,513

9

2.55%

529 × 10

32.4 × 10

229 × 109

727,490

179,957

478,722

9

9

Table 4. Performance index of GARPKSDE linear and quadratic models for training and testing (out of sample) data set.
Performance index

MAE

GARPKSDE linear model

GARPKSDE quadratic model

Training data

Testing data

Training data

Testing data

254,561

800,606

152,326

366,056

MAPE

2.98%

4.89%

1.78%

2.23%

MSE

117 × 109

729 × 109

38.4 × 109

236 × 109

RMSE

341,975

853,569

195,883

485,775
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Australia’s actual quarterly domestic airline and forecasted
enplaned passengers, during the period from Quarter 4 1992
to Quarter 2 2014, are plotted and shown in Fig. 2. Finally,

Australia’s actual quarterly domestic airline and forecasted
RPKs, during the period from Quarter 4 1992 to Quarter 2
2014, are plotted and shown in Fig. 3.

Table 5. Results of paired t-test.
Test

t-stat

p-value

Conclusion

GAPAXDE H01: linear versus quadratic

5.70

< 0.01

µlinear > µquadratic

GARPKSDE H02: linear versus quadratic

7.55

< 0.01

µlinear > µquadratic

µlinear > µquadratic are mean forecasting errors of GA linear and quadratic models, respectively.
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Figure 2. A comparison of Australia’s actual and forecast quarterly domestic airline enplaned passengers (GAPAXDE model).
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Figure 3. A comparison of Australia’s actual and forecast quarterly domestic airline RPKs (GARPKSDE model).
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CONCLUSIONS
This study has developed and empirically examined
GA models for forecasting Australia’s quarterly domestic
airline passenger demand (GAPAXDE and GARPKSDE
models), as measured by enplaned passengers and RPKs.
Two mathematical forms — linear and quadratic — were
developed and tested in the study.
The dataset used in the study covers the period from
Quarter 4 1992 to Quarter 2 2014 as this represented the
period of time in which data for each of the variables
selected for examination in the modelling was available.
Data was divided into two sets, training and testing dataset;
74 training datasets were used to estimate the weighting
factors of the GA model and 13 out-of-sample datasets were
used for testing the robustness of the GA models. The GA
parameters used in this study comprised population size
(n): 200; the generation number: 1,000; and mutation rate:
0.01. The modelling results have shown that both quadratic
GAPAXDE and GARPKSDE models are more accurate,
reliable and have greater predictive capability as compared
to the linear form. The out-of-sample testing dataset MAPE
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of GAPAXDE and GARPKSDE quadratic models is 2.55 and
2.23%, respectively.
As air travel markets often compromise regional and
international market segments, a suggestion for future
research would be to empirically examine the models to
estimate a country’s regional or international passenger air
travel demand. In the event that the data is available, the
models could also be used to forecast LCC and FSNC air
travel demand.
Future research will investigate the implementation
of other meta-heuristics to facilitate a comparison such
that the optimum method can be identified for use in the
aviation industry. This work will also be compared with
auto-regression methods, and then hybrid meta-heuristics
and auto-regression methods. The use of auto-regression
facilitates the lagging of the independent variables to
investigate quasi time-related effects. This then captures
delays by a quarter or more on the dependent of the
independent variables. The combination with meta-heuristics
to search for which variables to include and the possibility to
also search for lagged variables may greatly improve the
forecasting power of the model.
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