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Abstract
Motivated by the recent rapid growth of research for algorithms to cluster multi-layer and temporal
graphs, we study extensions of the classical Cluster Editing problem. In Multi-Layer Cluster
Editing we receive a set of graphs on the same vertex set, called layers and aim to transform all
layers into cluster graphs (disjoint unions of cliques) that differ only slightly. More specifically, we
want to mark at most d vertices and to transform each layer into a cluster graph using at most k edge
additions or deletions per layer so that, if we remove the marked vertices, we obtain the same cluster
graph in all layers. In Temporal Cluster Editing we receive a sequence of layers and we want to
transform each layer into a cluster graph so that consecutive layers differ only slightly. That is, we
want to transform each layer into a cluster graph with at most k edge additions or deletions and to
mark a distinct set of d vertices in each layer so that each two consecutive layers are the same after
removing the vertices marked in the first of the two layers. We study the combinatorial structure
of the two problems via their parameterized complexity with respect to the parameters d and k,
among others. Despite the similar definition, the two problems behave quite differently: In particular,
Multi-Layer Cluster Editing is fixed-parameter tractable with running time kO(k+d)sO(1) for
inputs of size s, whereas Temporal Cluster Editing is W[1]-hard with respect to k even if d = 3.
1 Introduction
Cluster Editing and its weighted form Correlation Clustering are two important and well-studied
models of graph clustering [3, 7, 12, 20, 28]. In the former, we are given a graph and we aim to edit
(that is, add or delete) the fewest number of edges in order to obtain a cluster graph, a graph in which
each connected component is a clique. Cluster Editing has attracted a lot of attention from a
parameterized-algorithms point of view (e.g. [7, 12, 20, 28, 30]) and the resulting contributions have found
their way back into practice [7, Section 6].
Meanwhile, additional information is now available and used in clustering methods. In particular,
research on clustering so-called multi-layer and temporal graphs grows rapidly (e.g. [26, 35, 36, 37, 38]).
A multi-layer graph is a set of graphs, called layers, on the same vertex set [11, 26, 27]. In social networks,
a layer can represent social interactions, geographic closeness, common interests or activities [26].1 A
temporal graph is a multi-layer graph in which the layers are ordered linearly [23, 24, 29, 33, 37, 38].
∗OS supported by grant 17-20065S of the Czech Science Foundation. JC and MS supported by the People Programme
(Marie Curie Actions) of the European Union’s Seventh Framework Programme (FP7/2007-2013) under REA grant agreement
number 631163.11, the Israel Science Foundation (grant no. 551145/14), and by the European Research Council (ERC)
under the European Unions Horizon 2020 research and innovation programme under grant agreement numbers 677651 (JC)
and 714704 (MS). Main work of JC and MS done while with Dept. Industrial Engineering and Management, Ben-Gurion
University of the Negev, Beer Sheva, Israel. HM supported by the DFG, project MATE (NI 369/17). HM supported by
the DFG, project MATE (NI 369/17). This work was initiated at the research retreat of the TU Berlin Algorithmics and
Computational Complexity group held in Boiensdorf (Baltic Sea), in April 2017. An extended abstract of this paper is
accepted to appear in the proceedings of the 29th International Symposium on Algorithms and Computation (ISAAC ’18) [13]
1When considering the activity in different communities, we typically obtain a large number of layers [34].
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Temporal graphs naturally model the evolution of relationships of individuals over time or their set of
time-stamped interactions.
The goals in clustering multi-layer and temporal graphs are, respectively, to find a clustering that is
consistent with all layers [26, 27, 35, 36] or a clustering that slowly evolves over time consistently with
the graph [37, 38]. The methods used herein are often heuristic and beyond observing NP-hardness,
to the best of our knowledge, there is no deeper analysis of the complexity of the general underlying
computational problems that are attacked in this way. Hence, there is also a lack of knowledge about the
possible avenues for algorithmic tractability. We initiate this research here.
We analyze the combinatorial structure behind cluster editing for multi-layer and temporal graphs,
defined formally below, via studying their parameterized complexity with respect to the most basic
parameters, such as the number of edits. That is, we aim to find fixed-parameter algorithms (FPT), which
have running time f(p) · `O(1) where p is the parameter and ` the input length, or to show W[1]-hardness,
which indicates that there cannot be such algorithms.
As we will see, both problems offer rich interactions between the layers on top of the structure
inherited from Cluster Editing. Our main contributions are an intricate fixed-parameter algorithm
for multi-layer cluster editing, whose underlying techniques should be applicable to a broader range
of multi-layer problems, and a hardness result for temporal cluster editing, which shows that certain
non-local structures harbor algorithmic intractability.
Temporal Cluster Editing (TCE). Berger-Wolf and Tantipathananandh [37] were motivated
by cluster detection problems from practice to study the following problem. Given a temporal graph,
edit each layer into a cluster graph, that is, add or remove edges such that the layer becomes a disjoint
union of cliques. Below we will also call the connected components of a cluster graph clusters. The
goal is to minimize the sum of the total number of edits and the number of vertices moving between
different clusters in two consecutive layers. TCE is a variant of this problem where we instead minimize
the layer-wise maxima of the number of edits and moving vertices, respectively. The problem can be
formalized as follows.
Let G = (Gi)i∈[`] be a temporal graph with vertex set V , that is, Gi is the ith layer, and let Ei be
the edge set of Gi. (By [`] we denote the set {1, . . . , `} for ` ∈ N.) An edge modification or edit for a
graph G = (V,E) is an unordered pair of vertices from V . Let M be a set of edits for G. If the graph
G′ = (V,E ⊕M) is a cluster graph, then we say that M is a cluster editing set for G. Herein, ⊕ denotes
the symmetric difference: A⊕ B = (A \ B) ∪ (B \ A). A clustering for G is a sequence M = (Mi)i∈[`]
of edge modification sets such that Mi is a cluster editing set for layer Gi. Intuitively, sets Mi contain
the data that we need to disregard in order to cluster our input and hence we want to minimize their
sizes [37, 38]. For that, we say that M is k-bounded for some integer k ∈ N if |Mi| ≤ k for each i ∈ [`].
A fundamental property of clusterings of temporal graphs is their evolution over time. In practice,
these clusterings evolve only slowly as measured by the number of vertices switching between clusters from
one layer to another [37, 38]. This requirement can be formalized as follows. Let d ∈ N. Clustering M
for G (as above) is temporally d-consistent if there exists a sequence (Di)i∈[`−1] of vertex sets, each of
size at most d, such that each pair of consecutive layers is consistent, that is G′i[V \Di] = G′i+1[V \Di]
for each i ∈ [`− 1]. Hence, the sets Di contain the vertices changing clusters. We arrive at the following.
Temporal Cluster Editing (TCE)
Input: A temporal graph G and two integers k, d.
Question: Is there a temporally d-consistent k-bounded clustering for G?
We also say that the corresponding sets Di ⊆ V and Mi ⊆
(
V
2
)
as above form a solution and the vertices
in Di are marked. An example is shown in Figure 1.
The most natural parameters are the “number k of edge modifications per layer”, the “number d
of marked vertices”, the “number ` of layers”, and the “number n = |V | of vertices”. An overview on
our results is shown in Figure 2. (Note that, within these parameters, we have d ≤ n and k ≤ n2.) A
straightforward reduction yields that TCE is NP-complete even if both d = 0 and ` = 1. On the positive
side, TCE allows for an algorithm with running time nO(k)`: The basic idea is to check whether any two
possible cluster editing sets for two consecutive layers allow for a small number of marked vertices by
matching techniques. As it turns out, even for d = 3, we cannot obtain an improved running time on
the order of (n`)o(k) unless the Exponential Time Hypothesis (ETH) fails. The reason is an obstruction
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Figure 1: Examples for TCE and MLCE. Upper left: An instance with three layers. Upper right: A
solution for TCE with k = 1 and d = 1. Lower left: A solution for MLCE with k = 3 and d = 1. Lower
right: A solution for MLCE with k = 1 and d = 2. We use red dashed edges to indicate edge deletion
and green solid edges to indicate edge addition. Marked vertices are colored in green. Observe that there
is no solution for TCE when k = 0 or d = 0 and there is no solution for MLCE when k = 0 and d ≤ 1 or
when k ≤ 2 and d = 0.
represented by small clusters which may have to be joined or split throughout many layers, to be able
to form clusters in some later layer. Finally, we give a polynomial kernel with respect to the parameter
combination (d, k, `) and show that the problem does not admit a polynomial kernel for parameter
“number n of vertices” unless NP ⊆ coNP/poly.
Multi-Layer Cluster Editing (MLCE). For clusterings of multi-layer graphs we typically have
to consider the tradeoff between closely matching individual layers and getting an overall sufficient
fit [35, 36] (see also the example in Figure 1). A local upper bound on the number of allowed edits per
layer and a global set of marked vertices allow us to study the influence of this tradeoff on the complexity
of multi-layer cluster editing. Formally, a clustering M = (Mi)i∈[`] for a multi-layer graph {Gi | i ∈ [`]}
is defined in the same way as for temporal graphs. Clustering M is totally d-consistent if there is a
single subset D of vertices such that G′i[V \D] = G′j [V \D] for all i, j ∈ [`]. Below we drop the qualifiers
“temporally” and “totally” if they are clear from the context. The computational problem capturing the
tradeoff between local and global fit mentioned above thus formalizes as follows.
Multi-Layer Cluster Editing (MLCE)
Input: A multi-layer graph G and two integers k and d.
Question: Is there a totally d-consistent k-bounded clustering for G?
Again, we say that the vertices in the corresponding set D are marked and that they together with sets
Mi of edge modifications constitute a solution. Examples are shown in Figure 1.
A brief summary of our results for MLCE: While strong overall fit (small parameter d) or closely
matched layers (small parameter k) alone do not lead to fixed-parameter tractability, jointly they do.
Indeed, we obtain an kO(k+d) · n3 · `-time algorithm, in contrast to TCE. At first glance, this is surprising
because in the temporal case, we only need to satisfy the consistency condition “locally”. This requires
less interaction among layers and thus, seemed to be easier to tackle than the multi-layer case. The
algorithm uses a novel method that allows us make decisions over a large number of layers at once. It can
be compared with greedy localization [15] in that some of the decisions are greedy and transient, meaning
that they seem intuitively favorable and can be reversed in individual layers if they later turn out to be
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Figure 2: Our results for TCE and MLCE in a Hasse diagram of the upper-boundedness relation between
the parameters the “number k of edge modifications per layer”, the “number d of marked vertices”, the
“number ` of layers”, and the “number n = |V | of vertices” and all of their combinations. A node is split
into two parts if the complexity results differ; the left part shows the result for TCE, the right part
for MLCE. Red entries mean that the corresponding parameterized problem is para-NP-hard (NP-hard
for constant parameter values). Orange entries mean that the corresponding parameterized problem is
W[1]-hard while contained in XP (solvable in polynomial time for constant parameter values). It is in FPT
for all parameter combinations colored yellow or green and admits a polynomial kernel for all parameter
combinations colored green. It does not admit a polynomial kernel for all parameter combinations that
are colored yellow unless NP ⊆ coNP/poly. A tight parameterized complexity classification for the gray
colored parameter combination is open.
wrong. However, the application of this method is not straightforward, requires new techniques to deal
with the interaction between layers and consequently intricately tuned branching and reduction rules.
We in fact completely classify MLCE in terms of fixed-parameter tractability and existence of
polynomial-size problem kernels with respect to the parameters k, d, `, and n, and all of their combinations,
see Figure 2 for an overview. MLCE is para-NP-hard (NP-hard for constant parameter values) for all
parameter combinations which are smaller or incomparable to k + d. Straightforward reductions yield
NP-completeness even if both d = 0 and ` = 1 or both k = 0 and ` = 3; the problem is polynomial-time
solvable if k = 0 and ` ≤ 2. Finally, the kernelization results for TCE also hold for MLCE, that is, the
problem admits a polynomial kernel with respect to (d, k, `) and does not admit a polynomial kernel for
the “number n of vertices” unless NP ⊆ coNP/poly.
Related Work. Both multi-layer and temporal graphs harbor a range of important combinatorial
problems, each with useful, nontrivial algorithmic theory. Such problems include multi-layer [9] and
temporal (dense) subgraphs [5, 22], temporal separators and paths [19, 25, 39], covering problems [2, 32],
and multi-layer connectivity [1, 11, 31].
We are not aware of studies of the fundamental algorithmic properties of multilayer and temporal graph
clustering. In terms of parameterized algorithms, only the indirect approach of aggregating clusterings
into one has been studied for multilayer [6, 17] and temporal graphs [38]. These approaches are less
accurate, however [4, 37]. The approximability of temporal versions of k-means clustering and its variants
was studied by Dey et al. [16].
2 Basic Observations and Few Layers
We now give some basic observations on the complexity of TCE and MLCE on few layers. Note that
the two problems coincide when the input multi-layer or temporal graph has only two layers. Moreover,
4
we obtain a complexity dichotomy for MLCE with k = 0 showing that for ` ≤ 2 the problem is
polynomial-time solvable and for ` ≥ 3 it becomes NP-hard.
Both TCE and MLCE are contained in NP since we can verify in polynomial time whether a given
subset(s) of vertices and edge modification sets constitute a solution to the problem in question. Thus, in
all proofs for NP-completeness, we omit the proof for NP containment and only show the hardness part.
Cluster Editing is contained as a special case in both TCE and MLCE when ` = 1, d = 0. Since
Cluster Editing is NP-complete [3], we immediately get NP-hardness for TCE and MLCE.
Observation 1. TCE and MLCE are both NP-complete for d = 0 and ` = 1.
We now consider the scenario where we are not allowed to edit any edges (i.e. k = 0). We find that
for two layers our problem is related to computing a maximum-weight matching in a bipartite graph,
which is polynomial-time solvable.
Proposition 1 (See also Exercise 4.5 and its hint in Cygan et al. [14]). If k = 0 and ` = 2, then TCE
and MLCE can be solved in O(n2 log n) time, where n denotes the number of vertices.
Proof. Let I = (G1 = (V,E1), G2 = (V,E2), k = 0, d) be an input instance of MLCE. We claim that the
following procedure decides in O(n2 log n) time whether I is a yes-instance of MLCE, i.e. whether there
is a subset D ⊆ V of at most d vertices such that G1[V \D] = G2[V \D].
1. Check whether G1 and G2 are both cluster graphs. If at least one is not, answer NO.
2. Create a complete (edge-weighted) bipartite graph H = (A unionmulti B,E,w : E → {1, 2, . . . , n}) in the
following way:
• For each maximal clique X in G1 add a vertex vX to A.
• For each maximal clique X in G2 add a vertex vX to B.
• Add an edge between each two vertices vX ∈ A and vY ∈ B with edge weight w({vX , vY }) =
|X ∩ Y |.
3. Compute a maximum-weight matching for H. If the weight of the matching is at least |V | − d,
answer YES, otherwise answer NO.
It is well-known that the first step reduces to checking whether there is an induced P3 in one of the graphs,
which can be done in O(n+m) time, where n is the number of vertices and m is the maximum number
of edges in a cluster graph.2 The second step can be performed in O(n+m) time as follows. Find all
connected components in G1 and label the vertices in G1 according to the components that contain them.
Introduce to A a cluster vertex vX for each label X. The vertices in B are constructed analogously. Now,
to compute the edge weights in H, iterate over all vertices in V and add to H an edge of weight one that
is incident with the two corresponding cluster vertices or increase the edge weight if the edge is added due
to previous iteration. Note that H contains at most n edges. Finally, the third step can be carried out in
O(n2 log n) time using the Hungarian algorithm, which also dominates the remaining running time.
Correctness. Note that if one of G1 and G2 is not a cluster graph, then we clearly face a no-instance,
which is correctly identified by the algorithm in the first step. So from now on, assume that both G1
and G2 are cluster graphs. To show the correctness of the last step, suppose that there is a vertex
subset D ⊆ V of size at most d such that G1[V \D] = G2[V \D]. Let q1, q2, . . . , qx bet the maximal
cliques remaining in G1[V \D]. One can verify the following matching M has weight |V | − |D|: For each
clique qi, add to M the edge {vX , vY } where X and Y are the two maximal cliques that contain qi in
G1 and G2, respectively. Note that since G1 and G2 are two cluster graphs on the same vertex set, no
maximal clique remaining in G1[V \D] belongs to two different maximal cliques in G1 or G2. Thus, M is
indeed a matching. It is straightforward to see that it has weight |V | − |D|.
In the opposite direction, assume that H admits a matching M with weight at least |V | − d. We
consider the following subset V ′ of vertices: For each edge {vX , vY } in M , add to V ′ all vertices in X ∩Y ;
their number is exactly the weight of {vx, vy} in H. Since V ′ only contains vertices which are in the
intersection of two maximal cliques in G1 and G2, respectively, it follows that G1[V
′] = G2[V ′]. Thus,
if we remove, by marking, all vertices in V \ V ′, then both cluster graphs become the same. Since M
is a matching, it follows |V ′| = w(M) ≥ |V | − d. Thus, at most d vertices, namely those in V \ V ′, are
marked.
2The proof is folklore and proceeds roughly as follows. Find the connected components of the input graph. Next,
determine whether there are two nonadjacent vertices u, v in a connected component. If so, then find an induced P3 along a
shortest path between u and v. Otherwise, there is no induced P3. Nonadjacent vertices in a connected component can be
checked for in O(deg(v)) time summed over each vertex v in that component.
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As soon as there are three layers, even when we are only allowed to mark vertices, MLCE is NP-hard.
We establish this by providing a polynomial-time reduction from an NP-complete 3-SAT variant, called
(2,2)-3-SAT. Herein, each clause has two or three literals, and each literal appears exactly twice [10,
Lemma 1].
Proposition 2. MLCE is NP-complete even if k = 0 and ` = 3.
Proof. To show the hardness, we reduce from the NP-complete (2,2)-3-SAT problem [10, Lemma 1].
Let I = (X , C) be an instance of (2,2)-3-SAT, where X = {x1, x2, . . . , xn} is a set of n variables and
C = {C1, C2, . . . , Cm} is a set of m clauses of size two or three such that each variable appears exactly
four times, twice as a positive literal and twice as a negative literal.
We aim to construct an instance I ′ = (G1 = (V,E1), G2 = (V,E2), G3 = (V,E3), k = 0, d) for MLCE.
The idea behind the reduction is to use two layers (G1 and G2) to construct a variable gadget for each
variable, one layer for each truth value. Then, we use a third layer (G3) to construct a satisfaction gadget
for each clause that has “connection” to some vertices that correspond to the literals contained in the
clause. This connection and the number d (defined below) ensure that we need to mark at least one
vertex that corresponds to a literal in the clause. This means that at least one literal needs to be set to
true in order to satisfy the clause. An example for the corresponding construction is shown in Figure 3.
Formally, vertex set V for I ′ consists of two groups:
• For each variable xi ∈ X , create two pairs of variable vertices, denoted as x1i , y1i , x2i , and y2i .
• For each clause Cj ∈ C, create |Cj | clause vertices, denoted as czj , 1 ≤ z ≤ |Cj |.
Let Dtruei = {x1i , x2i } and Dfalsei = {y1i , y2i }. We will construct two layers so that for each variable xi, we
need to mark either all vertices in Dtruei or all vertices in D
false
i . Intuitively, marking D
true
i corresponds to
setting the variable xi to true while marking D
false
i corresponds to setting the variable xi to false.
The three layers are constructed as follows:
Layer 1. For each i ∈ {1, 2, . . . , n}, add to G1 the two disjoint edges {x1i , y1i } and {x2i , y2i }. For
each j ∈ {1, 2, . . . ,m}, add to G1 a clique consisting of all the corresponding clause vertices czj ,
1 ≤ z ≤ |Cj |. Note that |Cj | has either two or three literals, and if Cj has two literals, then the
constructed clique is an edge; otherwise, it is a triangle.
Layer 2. For each i ∈ {1, 2, . . . , n}, add to G2 the two disjoint edges {x1i , y2i } and {x2i , y1i }.
Layer 3. For each j ∈ {1, 2, . . . ,m}, let `tj be the tth literal in Cj , 1 ≤ t ≤ |Cj |. If `tj corresponds to
a positive literal xi for some i ∈ {1, 2, . . . , n} and it is the zth occurrence of literal xi (note that
z ∈ {1, 2}), then add to G3 the edge {ctj , xzi }. If `tj corresponds to a negative literal xi for some
i ∈ {1, 2, . . . , n} and it is the zth occurrence of literal xi (note that z ∈ {1, 2}), then add to G3 the
edge {ctj , yzi }.
Observe that the symmetric difference between the edge sets of the first two layers, restricted to the
variable vertices, forms a vertex-disjoint union of cycles of length four each. This means that we need to
mark at least two vertices in each cycle.
To complete the construction, we set k = 0 and d = 2n+
∑m
j=1(|Cj | − 1). Clearly, the construction
can be conducted in polynomial time. We move on to show the correctness, i.e., instance I admits
a satisfying truth assignment if and only if there is a vertex subset D ⊆ V with d vertices such that
G1[V \D] = G2[V \D] = G3[V \D].
(⇒) For the “only if” direction, assume that σ : X → {T, F} is a satisfying truth assignment for I. To
prove that I ′ is a yes-instance of MLCE it suffices to show that after marking and removing the following
vertices we obtain only isolated vertices for all three layers.
1. For each variable xi ∈ X , if σ(xi) = T , then mark the vertices in Dtruei ; otherwise mark the vertices
in Dfalsei .
2. For each clause Cj ∈ C, identify a literal `tj in Cj such that σ(`tj) makes Cj satisfied. Let
u ∈ {x1i , y1i , x2i , y2i } (for some i ∈ {1, 2, . . . , n}) be the vertex that corresponds to the literal `tj . Mark
all |Cj | − 1 clause vertices czj (1 ≤ z ≤ |Cj |) that are not adjacent to u in G3.
Obviously, we have marked (and removed) in total d vertices. Moreover, in the first two layers, we have
marked all but one vertex of each maximal clique. Thus, after removing all vertices marked according to
the rules above, the first two layers each contain only isolated vertices. To see why in the third layer only
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Figure 3: An instance produced for a (2,2)-3-SAT instance I in the proof for Proposition 2, where
I = ({x1, x2, x3}, C1 = (x1 ∨x2 ∨x3), C2 = (x1 ∨x2 ∨x3), C3 = (x1 ∨x2 ∨x3), C4 = (x1 ∨x2 ∨x3)). Each
layer has a different line style: Layer 1 has solid black lines, layer 2 has blue zigzag lines, while layer 3
has red dashed lines.
isolated vertices remain, we observe that G3 consists of only disjoint edges and for each clause Cj we
have marked exactly |Cj | − 1 endpoints, each of a different edge. Thus, exactly one clause vertex remains
that is adjacent to a variable vertex u such that the corresponding literal, under the truth assignment of
σ, makes Cj satisfied. This means that u is removed. Thus, this remaining clause vertex is also isolated.
(⇐) For the “if” direction, assume that there is a subset D of at most d vertices, deleting which makes
all three layers have the same (cluster) graph. For each variable xi ∈ X , the two pairs of variable vertices
form a length-four cycle in the symmetric difference between the first two layers. Thus, we need to mark
at least two variable vertices for each variable, implying that Dtruei ⊆ D or Dfalsei ⊆ D. We claim that
indeed D ∩ {x1i , y1i , x2i , y2i } equals either Dtruei or Dfalsei by showing that for each variable at most two
variable vertices belong to D. To see this, observe that all |Cj | clause vertices that correspond the same
clause Cj ∈ C form a maximal clique in the first layer and an independent set in the second layer. Thus,
we need to mark at least |Cj | − 1 clause vertices. In total, we have to mark at least
∑m
j=1(|Cj | − 1) clause
vertices. Thus, by the definition of d, we can mark at most 2n variable vertices. As already reasoned,
for each variable, we have to mark at least two variable vertices. All together, D contains at most two
variable vertices for each variable.
Now, we can assume that for each variable xi ∈ X the intersection D ∩ {x1i , y1i , x2i , y2i } equals either
Dtruei or D
false
i . We claim that setting each variable xi to true if D
true
i ⊆ D and to false otherwise satisfies
all clauses. Suppose, towards a contradiction, that there is clause Cj ∈ C that is not satisfied. By our
assignment, this means that for each literal `j in Cj we have that if it is a positive literal xi (for some i),
then Dtruei ∩D = ∅; otherwise Dfalsei ∩D = ∅. This means that no variable vertex that is adjacent to some
clause vertex czj (for some z) is marked. However, by our reasoning above, exactly one clause vertex c
z
j is
not marked. This means that there is at least one edge remaining in the third layer after we remove all
vertices in D which does not exist in the first two layers—a contradiction.
3 Multi-Layer Cluster Editing (MLCE)
In this section, we present an FPT algorithm for MLCE with respect to the combined parameter (k, d).
Theorem 1. MLCE is FPT with respect to the number k of edge modifications per layer and number d
of marked vertices combined. It can be solved in kO(k+d) · n3 · ` time.
We describe a recursive search-tree algorithm (see Algorithm 1) for the following input:
• An instance I of MLCE consisting of a multi-layer graph G1, . . . , G` = (V,E1), . . . , (V,E`) and two
integers k and d.
• A constraint P = (D, (Mi)i∈[`], B), consisting of a set of marked vertices D ⊆ V , edge modification
sets M1, . . . ,M` ⊆
(
V
2
)
, and a set B ⊆ (V \D2 ) of permanent vertex pairs.
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Moreover, we require that the constraint given to the recursive algorithm to be aligning. A constraint
P = (D, (Mi)i∈[`], B) is aligning if G′i[V \D] = G′j [V \D] for all i, j ∈ [`], where G′i = (V,Ei ⊕Mi) for
all i ∈ [`].
Note that the algorithm expects some initial modification sets as input that, when applied to all layers,
makes them equal up to marked vertices. These initial edge modification sets are computed greedily,
hence the algorithm follows the greedy localization approach [15] in which we make decisions greedily and
possibly revert them through branching later on. The greedy decisions herein give us some structure that
we can exploit to keep the search-tree size bounded in k and d. The edge modification sets Mi represent
both the greedy decisions and those that we made through branching. The set B contains only those
made by branching.
The initial modification sets are constructed according to the following rule that adds all edges that
appear in at least half of all layers to all of the remaining layers and removes all other edges.
Greedy Rule. Let Mi = ∅ for every i ∈ [l].
For every vertex pair {u, v} ∈ (V2) do the following:
• If |{Ei | {u, v} ∈ Ei}| ≥ `2 , then for all i ∈ [`] set Mi ←Mi ∪ ({{u, v}} \ Ei).
• If |{Ei | {u, v} ∈ Ei}| < `2 , then for all i ∈ [`] set Mi ←Mi ∪ ({{u, v}} ∩ Ei).
From now on, we assume that the input constraint of the algorithm contains edge modification sets
produced by the Greedy Rule, together with an empty set of marked vertices and an empty set of
permanent vertex pairs. We call this constraint Pgreedy. Note that Pgreedy is an aligning constraint.
Throughout the algorithm, we try to maintain a good aligning constraint which intuitively means that
the constraint can be turned into a solution (if one exists).
Definition 1 (Good Constraint). Let I be an instance of MLCE. A constraint P = (D,M1, . . . ,M`, B)
is good for I if I is a yes-instance and there is a solution S = (M?1 , . . . ,M
?
` , D
?) for I such that
(i) D ⊆ D?,
(ii) there is no {u, v} ∈ B such that u ∈ D?, and
(iii) for all i ∈ [`] we have Mi ∩B = M?i ∩B.
We also say that S witnesses that P is good.
If a constraint is not good, we call it bad. It is easy to see that if we face a yes-instance, then any
constraint containing an empty set of marked vertices and an empty set of permanent vertex pairs is
good. We call such constraints trivial.
Observation 2. For any yes-instance I = (G1, . . . , G`, d, k) of MLCE, we have that the constraint
P = (D = ∅,M1, . . . ,M`, B = ∅) is a good constraint for I for any sets Mi ⊆
(
V
2
)
with i ∈ [`].
It is obvious that Pgreedy is trivial. Hence if the input instance of MLCE for our algorithm is a yes-instance,
then the initial call is with a good constraint. The algorithm is supposed to return true if the supplied
constraint is good and false otherwise.
Our algorithm uses various different branching rules to search for a solution to a MLCE input instance.
Formally, branching rules are defined as follows.
Definition 2 (Branching Rule). A branching rule takes as input an instance I of MLCE and an aligning
constraint P and returns a set of aligning constraints P (1), . . . , P (x).
When a branching rule is applied, the algorithm invokes a recursive call for each constraint returned by
the branching rule and returns true if at least one of the recursive calls returns true; otherwise, it returns
false. For that to be correct, whenever a branching rule is invoked with a good constraint, at least one
of the constraints returned by the branching rule has to be a good constraint as well. Furthermore, if a
branching rule is invoked with a bad constraint, none of the constraints returned by the branching rule
should be good. In this case we say that a branching rule is safe.
Definition 3 (Safeness of a Branching Rule). We say that a branching rule is safe if the following holds:
• If the branching rule is applied on an instance of MLCE together with a good constraint for that
instance, then at least one of the constraints returned by the branching rule is good.
• If the branching rule is applied on an instance of MLCE together with a bad constraint for that
instance, then none of the constraints returned by the branching rule is good.
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In the following, we introduce the branching rules used by the algorithm and prove that each of them
is safe (in some cases under the condition that certain other rules are not applicable). This together with
Observation 2 will allow us to prove by induction that the algorithm eventually finds a solution for the
input instance of MLCE if it is a yes-instance.
The following notion and observation will be useful for the safeness proofs.
Definition 4. Let I be an instance of MLCE and P = (D,M1, . . . ,M`, B) and P
′ = (D′,M ′1, . . . ,M
′
`, B
′)
two constraint. We say that P ′ extends P if D′ ⊇ D, B′ ⊇ B, and for each i ∈ [`] we have M ′i∩B = Mi∩B.
Observation 3. If I be an instance of MLCE, P and P ′ are two constraints such that P ′ extends P
and S is a solution witnessing that P ′ is good, then S also witnesses that P is good.
We start with a rule that checks obvious constraints and aborts the recursion if they are not fulfilled.
Rule 0. If |D| > d or there is an i ∈ [`] such that |Mi ∩ B| > k, then abort the current branch and
return false.
The correctness of this rule is obvious. With the next rule we edit the subgraphs induced by all
non-marked vertices into cluster graphs. Similar to classical Cluster Editing, we branch on all edits
that destroy induced P3s. Additionally, we have to take into account that it may be necessary to mark
vertices because otherwise they may force us to edit too many edges in some layer.
Branching Rule 1. If there is an induced P3 = ({u, v}, {v, w}) in G′i[V \D] for some i ∈ [`], where
G′i = (V,Ei ⊕Mi), then return the following up to six constraints:
1. If {u, v} /∈ B: for all i ∈ [`] put M (1)i = Mi ⊕ {{u, v}}, D(1) = D, and B(1) = B ∪ {{u, v}}.
2. If {v, w} /∈ B: for all i ∈ [`] put M (2)i = Mi ⊕ {{v, w}}, D(2) = D, and B(2) = B ∪ {{v, w}}.
3. If {u,w} /∈ B: for all i ∈ [`] put M (3)i = Mi ⊕ {{u,w}}, D(3) = D, and B(3) = B ∪ {{u,w}}.
4. For each x ∈ {u, v, w}: If there is no y ∈ V \D such that {x, y} ∈ B, then return a constraint with
D(·) = D ∪ {x}, the rest stays the same.
If none of the above possibilities apply, then return false.3
Lemma 1. Branching Rule 1 is a safe branching rule.
Proof. It is easy to check that Branching Rule 1 is indeed a branching rule since it always modifies the
pairs in the edge modifications sets of all layers, hence if the input constraint is aligning so are all output
constraints. Since each output constraint extends the input constraint, by Observation 3, if any of the
output constraints is good, then so is the input constraint.
Now we show that if the input constraint is good, at least one output constraint is. Let the input
constraint P = (D,M1, . . . ,M`, B) be good and let S = (M
?
1 , . . . ,M
?
` , D
?) be a solution for the input
instance witnessing that P is good. Since each M?i is a cluster editing set for Gi, it holds that, for all
i ∈ [`], graph G?i [V \D?] does not contain a P3 as an induced subgraph, where G?i = (V,Ei⊕M?i ). Hence,
if there is some i ∈ [`] and three vertices u, v, w that induce a P3 in G′i[V \D], where G′i = (V,Ei ⊕Mi),
then there are two cases.
In the first case, one of u, v, w is also in D?, say v ∈ D?. Note that, then, v cannot be part of any
permanent vertex pair, by the definition of good constraints. Thus, the constraint that puts v ∈ D output
in the fourth part of Branching Rule 1 is good.
The second case is that u, v, w ∈ V \D?. Then, since G?i [V \D?] is a cluster graph, at least one of the
vertex pairs formable from u, v, w is modified by S, that is, in M?i . Say {u, v} ∈M?i . Since the solution is
consistent, {u, v} either appears in G?i for all i ∈ [l] or in none of them. settled. Note that {u, v} cannot
be permanent since otherwise we already have that {u, v} ∈Mi by the definition of a good constraint.
Thus the constraint which adds {u, v} to Mi and makes it permanent is good. Hence, the rule is safe.
The next rule keeps the sets of edge modifications Mi free of marked vertices. Pairs in Mi can become
marked if vertices of vertex pairs processed by the Greedy Rule are marked by other branching rules
further down the search tree. We invoke this rule on the beginning of each recursive call to modify the
constraint before applicability of other rules is tested.
3This technically does not fit the definition of a branching rule but we can achieve the same effect by returning trivially
unsatisfiable constraints such as a constraint with |D(·)| > d which is rejected by Rule 0.
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Clean-up Rule. For each i ∈ [`] and each {u, v} ∈Mi: If {u, v} ∩D 6= ∅, then remove {u, v} from Mi.
To show the safeness of this rule, we can formally treat the Clean-up Rule as a special case of a
branching rule, i.e., it produces one constraint.
Lemma 2. The Clean-up Rule (in that sense) is a safe branching rule.
Proof. It is easy to check that Clean-up Rule is indeed a branching rule since it only removes vertex pairs
that contain marked vertices from the edge modification sets, hence if the input constraint is aligning
so are all output constraints. Note that permanent vertex pairs cannot contain marked vertices by the
definition of constraints. It follows that the Clean-up Rule does not add or remove permanent vertex
pairs from any set Mi. Furthermore, it does not change the sets D and B. It follows that the input
constraint cannot become bad if it was good or vice versa. Hence, the Clean-up Rule is safe.
The next rule tries to repair any budget violations that might occur. Since with the Greedy Rule we
greedily make decisions in the beginning we expect that some of the choices were not correct. This rule
will then revert these choices. Also, to have a correct estimate of the sizes of the current edge modification
sets, this rule requires that the Clean-up Rule was applied.
Branching Rule 2. If there is an Mi for some i ∈ [`] with |Mi| > k, then take any set M ′i ⊆ Mi \ B
such that |M ′i |+ |B ∩Mi| = k + 1 and return the following constraints:
1. For each {u, v} ∈ M ′i return a constraint in which for all j ∈ [`] we put M (·)j = Mj ⊕ {{u, v}},
D(·) = D, and B(·) = B ∪ {{u, v}}.
2. For each {u, v} ∈M ′i :
• If there is no x ∈ V \D such that {u, x} ∈ B, then return a constraint with D(·) = D ∪ {u},
B(·) = B, and for all j ∈ [`] we put M (·)j = Mj \ {{u, v}}.
• If there is no x ∈ V \D such that {v, x} ∈ B, then return a constraint with D(·) = D ∪ {v},
B(·) = B, and for all j ∈ [`] we put M (·)j = Mj \ {{u, v}}.
Lemma 3. If the Clean-up Rule was applied and Rule 0 is not applicable, then Branching Rule 2 is a
safe branching rule.
Proof. It is easy to check that Branching Rule 2 is indeed a branching rule since it always modifies the
pairs in the edge modifications sets of all layers, hence if the input constraint is aligning so are all output
constraints. Since each output constraint extends the input constraint, by Observation 3, if any of the
output constraints is good, then so is the input constraint.
Now we show that if the input constraint is good, at least one output constraint is. Let P =
(D,M1, . . . ,M`, B) be the input constraint. Suppose that P is good and let S = (M
?
1 , . . . ,M
?
` , D
?) be
a solution for the input instance witnessing that P is good. Since Rule 0 is not applicable, we have
|Mi ∩B| ≤ k and, thus, Mi \B 6= ∅.
Since |M ′i |+ |Mi ∩B| = k + 1, Mi ∩B ⊆M?i , and |M?i | ≤ k, we have M ′i \M?i 6= ∅, i.e., there is at
least one vertex pair {u, v} ∈M ′i such that {u, v} /∈M?i . The branching rule creates constraints for each
possible vertex pair in M ′i to remove it from Mi. Thus, in particular, there is one output constraint where
{u, v} is removed from Mi.
If {u, v} ∩ D? = ∅, then, since the solution is consistent, either {u, v} ∈ Ei ⊕M?i for all i ∈ [`] or
{u, v} /∈ Ei ⊕M?i for all i ∈ [`]. However, since P is aligning, we also have that {u, v} ∈ Ei ⊕Mi for all
i ∈ [`] or {u, v} /∈ Ei⊕Mi for all i ∈ [`] and furthermore, {u, v} ∈ Ei⊕Mi if and only if {u, v} /∈ Ei⊕M?i .
Since we have that {u, v} ∈ Ei ⊕Mi if and only if {u, v} /∈ Ei ⊕Mi ⊕ {{u, v}}, one of the constraints in
the first case is good.
Otherwise at least one of its endpoints is marked in S implying that one of the constraints in the
second case is good.
The last rule, Branching Rule 3, requires that all other rules are not applicable. In this case the
non-marked vertices induce the same cluster graph in every layer. Branching Rule 3 checks whether in
every layer it is possible to turn the whole layer (including the marked vertices) into a cluster graph such
that the cluster graph induced by the non-marked vertices stays the same and the edge modification
budget is not violated in any layer. If this is not the case for a layer i, we will see that there are essentially
two reasons for that. Either, (a), a modification in Mi that was added greedily introduced many P3’s
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containing marked vertices and the only way to remedy it is to roll back this modification. Or, (b),
in order to make layer i a cluster graph including the marked vertices, we need to mark more vertices
or make more edits outside of the marked vertices. Both cases will be treated by Branching Rule 3
simultaneously. Since Mi has bounded size, branching on the possibilities to roll back one of the edits
(case (a)) already results in a bounded number of branches. These possibilities are tested in Step 1 of
Branching Rule 3. Case (b) is treated in Steps 2, 3, and 4. However, we need additional processing
to bound the number of vertex markings or edge edits that we need to consider. To obtain the bound
we introduce a modified version of a known kernelization algorithm [21] for classic Cluster Editing.
We call it algorithm K and it takes as input a tuple (G, s,D,O). Herein, G will represent the current,
modified state of a layer, D the currently marked vertices, s the number of edits still allowed, and O a
set of vertex pairs that are obligatory, meaning that they cannot be modified anymore. Algorithm K
either outputs a distinct failure symbol or two sets R and C, where R contains all unmarked vertex pairs
modified by K and C contains all unmarked vertex pairs of the produced kernel which are not obligatory.
(A vertex pair is unmarked if it does not contain a marked vertex.) In the following we give a formal
description.
Modified Kernelization Algorithm K. Given an input (G, s,D,O). First, set all vertex pairs in O
to obligatory and exhaustively apply the following modified versions of standard data reduction rules for
Cluster Editing. Let R = ∅. Then, apply the following rules until none applies anymore.
K1. If s < 0 or there is an induced P3 where all vertex pairs are obligatory, then abort and output a
failure symbol.
K2. If a vertex pair {u, v} is contained in the vertex set of s + 1 distinct induced P3s of G, then, if
{u, v} is obligatory, abort and output a failure symbol, otherwise modify {u, v}, set it to obligatory,
and decrease s by one. If u /∈ D and v /∈ D, then add {u, v} to R.
K3. If there is an isolated clique, then remove it.
Let G(R) be the resulting graph. If the number of vertices in G(R) is larger than s2 + 2s, then abort and
output a failure symbol. Otherwise, let C be the set of all unmarked vertex pairs in G(R) which are not
obligatory. Output R and C. This concludes the description of K.
In the description of the branching rule, we use the following notation. For all 1 ≤ i ≤ ` we use Mi
to denote the set of all possible edge modifications where each edge is incident to at least one marked
vertex, that turn G′i = (V,Ei ⊕Mi) into a cluster graph. More specifically, we have
Mi = {M ⊆
(
V
2
) | ∀e ∈M : e ∩D 6= ∅ ∧ G′′i = (V,Ei ⊕ (Mi ∪M)) is a cluster graph}.
Note that, since each G′i \D is a cluster graph, each set Mi is non-empty.
Branching Rule 3. If there is an 1 ≤ i ≤ ` such that minM∈Mi |M | > k − |Mi| then let M ′i = Mi \B
and invoke the modified kernelization algorithm K on (G′i, k− |Mi|, D,Mi ∩B), where G′i = (V,Ei⊕Mi).
If K outputs a failure symbol and M ′i = ∅, then return false. If M ′ 6= ∅, then return the following
constraints:
1. For each {u, v} ∈M ′i :
• If there is no x ∈ V \D such that {u, x} ∈ B, then return a constraint with D(·) = D ∪ {u},
B(·) = B, and for each j ∈ [`] with M (·)j = Mj \ {{u, v}}.
• If there is no x ∈ V \D such that {v, x} ∈ B, then return a constraint with D(·) = D ∪ {v},
B(·) = B, and for each j ∈ [`] with M (·)j = Mj \ {{u, v}}.
• Return a constraint in which for all j ∈ [`] we put M (·)j = Mj ⊕ {{u, v}}, D(·) = D, and
B(·) = B ∪ {{u, v}}.
If K does not output a failure symbol, then let R and C be the sets output by K and return the following
constraints:
2. For each {u, v} ∈ R:
• If u /∈ D and there is no x ∈ V \ D such that {u, x} ∈ B, then return a constraint with
D(·) = D ∪ {u}, B(·) = B, and for each j ∈ [`] with M (·)j = Mj \ {{u, v}}.
• If v /∈ D and there is no x ∈ V \ D such that {v, x} ∈ B, then return a constraint with
D(·) = D ∪ {v}, B(·) = B, and for each j ∈ [`] with M (·)j = Mj \ {{u, v}}.
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3. If R 6= ∅, then output a constraint with D(·) = D, B(·) = B ∪Mi ∪R, and M (·)j = Mj ⊕R for each
j ∈ [`].
4. For each {u, v} ∈ C:
• If there is no x ∈ V \D such that {u, x} ∈ B, then return a constraint with D(·) = D ∪ {u},
and the rest stays the same.
• If there is no x ∈ V \D such that {v, x} ∈ B, then return a constraint with D(·) = D ∪ {v},
and the rest stays the same.
• Return a constraint with D(·) = D, B(·) = B ∪ {{u, v}}, and M (·)j = Mj ⊕ {{u, v}} for each
j ∈ [`].
Lemma 4. If the Clean-up Rule was applied and Branching Rules 1 and 2 are not applicable, then
Branching Rule 3 is a safe branching rule.
Proof. It is easy to check that Branching Rule 3 is indeed a branching rule since it always modifies the edge
modifications sets of all layers, hence if the input constraint is aligning so are all output constraints. Since
each output constraint extends the input constraint, by Observation 3, if any of the output constraints is
good, then so is the input constraint.
Now we show that if the input constraint is good, at least one output constraint is. Let the input
constraint P = (D,M1, . . . ,M`, B) be good and let S = (M
?
1 , . . . ,M
?
` , D
?) be a solution for the input
instance witnessing that P is good. For each layer i, Branching Rule 3 checks the minimum number of
edge modifications involving at least one marked vertex to turn G′i into a cluster graph. Since G
′
i[V \D]
is already a cluster graph, this number always exists. Since Branching Rule 3 is applicable, there is a
layer i ∈ [`] such that minM∈Mi |M | > k − |Mi|. Fix this layer i in the following.
Suppose that there is a vertex pair {u, v} ∈Mi \M?i . Since P is good, we have Mi ∩B = M?i ∩B,
giving {u, v} ∈M ′i = Mi \B. Thus, M ′i 6= ∅ which means that the branch is not rejected after applying K.
In other words, there is one modification in Mi which is not in the solution witnessing that P is good,
similar to Branching Rule 2. It follows from an analogous argumentation to the one in the proof of
Lemma 3 that Branching Rule 3 produces a good constraint in Step 1. That is, Branching Rule 3 is safe
in this case. Thus, from now on we assume Mi ⊆M?i .
We claim that K does not produce a failure symbol. We in fact now show the stronger statement
that K produces R and C such that R ⊆M?i \Mi. To obtain this, we show the following Invariant (I) to
hold before and after each application of a rule of K. Invariant (I) states that
(i) K has not produced a failure symbol,
(ii) each edit made by K is in M?i , and
(iii) s = k − |Mi| − |L|, where L is the set of modifications made by K so far.
Clearly, (I) holds in the beginning of K, before any application of a rule. Since Rule K2 is the only rule that
makes modifications, and it clearly maintains (I) (iii), we will focus on (I) (i) and (ii). Furthermore, (I) is
clearly maintained by Rule K3. It remains to treat Rules K1 and K2.
Consider Rule K1. Let L be the set of modifications made by K so far. By (I) (ii) we have L ⊆M?i .
Observe that L∩Mi = ∅ since each pair in Mi is obligatory. Hence, (L∪Mi) ⊆M?i which, since M?i is part
of a solution, implies that there are no induced P3 where all three vertex pairs are obligatory. Furthermore,
we have that |M?i | ≥ |Mi|+ |L| and hence k ≥ |M?i | ≥ |Mi|+ |L|. By (I) (iii) we have s = k − |Mi| − |L|.
Thus, s ≥ |M?i |− |Mi|− |L| ≥ 0, meaning that no failure symbol is produced by Rule K1. Hence, Rule K1
maintains Invariant (I).
Now consider Rule K2. Assume that the pair {u, v} edited by Rule K2 is not in M?i . Since Rule K2
applies, there are s+ 1 distinct P3s contained in the current graph G
(L) := (V,Ei ⊕ (Mi ∪ L)), where L
are the modifications made by K so far. As P is good, G? := (V,Ei ⊕M?i ) is a cluster graph. To
compare G(L) and G?, recall that L unionmulti Mi ⊆ M?i , where unionmulti denotes a disjoint union: Mi ⊆ M?i by
the considerations above, L ⊆ Mi by (I) (ii), and L ∩Mi = ∅ because each pair in Mi is obligatory.
Hence, for each of the induced P3s in G
(L) there is at least one distinct vertex pair in M?i \ (L ∪Mi).
Thus, |M?i | ≥ |L|+ |Mi|+ s+ 1. Since s = k − |Mi| − |L|, we have |M?i | ≥ k + 1, a contradiction to the
fact that M?i is part of a solution. Thus, indeed {u, v} ∈M?i . It follows that Invariant (I) is maintained
by Rule K2.
By Invariant (I), after applying all rules in K we have L ⊆ M?i \Mi, where L = R is the set of
modifications made by K. We now bound the number of vertices in G(R). Since s = k− |Mi| − |L| which
we obtain from Invariant (I) (iii), we have |M?i \(Mi∪L)| ≤ s (recall that Mi∩L = ∅). Each vertex in G(R)
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Algorithm 1: MLCE
Input:
• A set of graphs G1, . . . , G` = (V,E1), . . . , (V,E`) two integers k and d.
• A set of marked vertices D, edge modification sets M1, . . . ,M`.
• A set B ⊆ (V \D2 ) of permanent vertex pairs.
1 Apply the first applicable rule in the following ordered list:
• Rule 0
• Clean-up Rule
• Branching Rule 1
• Branching Rule 2
• Branching Rule 3
2 If none of the rules applies, then return true
is contained in an induced P3. Each such P3 contains a pair of M
?
i \ (Mi ∪L). Each such pair is contained
in at most s P3s by inapplicability of Rule K2. Thus, graph G
(R) contains at most s2 + 2s vertices.
Thus, K does not produce a failure symbol. Furthermore, by Invariant (I) (ii), R ⊆M?i and, moreover,
since no modification made by K is in Mi, R ⊆M?i \Mi. Thus, K produces the sets R ⊆M?i \Mi and C
as required.
Suppose that for one edge modification {u, v} ∈ R we have that {u, v} ∩D? 6= ∅, say u ∈ D?. Since P
is good, property (ii) of being good gives that there is no pair {u,w} ∈ B for any w ∈ V . Thus, Branching
Rule 3 outputs a good constraint in Step 2. Hence, we now assume that R does not contain edge
modifications containing vertices from D?.
Suppose that R 6= ∅. As argued above, R ⊆ M?i \Mi. Since D ⊆ D? and no pair in R contains a
vertex of D?, the constraint produced in Step 3 is good. Thus, we now assume that R = ∅.
Suppose that C contains a pair which contains a vertex in D?, say u. By property (ii) of being good,
there is no pair {u,w} ∈ B for any w ∈ V . Thus, one of the first group of constraints produced in Step 4
is good. Thus, we now assume that no pair in C contains a vertex in D? and hence also no pair in C
contains a vertex in D.
Finally, we claim that M?i ∩ C 6= ∅. Suppose that M?i ∩ C = ∅. Since R = ∅, we have that G(R)
is G′i with some isolated cliques removed. Let M̂i be Mi restricted to G
(R) and, similarly, M̂?i be M
?
i
restricted to G(R). Note that, since Mi ⊆ M?i and |M?i | ≤ k, we have |M?i \Mi| ≤ k − |Mi| and, thus,
also |M̂?i \ M̂i| ≤ k − |Mi|. Since (V,Ei ⊕M?i ) is a cluster graph, also its subgraph induced by V (G(R))
is a cluster graph, and, hence, also (V,Ei ⊕ (M̂?i ∪Mi)) is a cluster graph, since the last two only differ in
the isolated cliques.
Every pair of unmarked vertices in G(R) is in M̂i ∪ C by the definition of C. Hence, M̂i ⊆ M̂?i and
M̂?i ∩ C = ∅ implies M̂?i \ M̂i ⊆
(
V
2
) \ (V \D2 ), and, therefore, (M̂?i \ M̂i) ∈Mi. As |M̂?i \ M̂i| ≤ k − |Mi|
and (V,Ei ⊕ (M̂?i ∪Mi)) is a cluster graph, this contradicts minM∈Mi |M | > k − |Mi|. Thus, indeed
M?i ∩ C 6= ∅. It follows that one of the last group of constraints produced in Step 4 is good.
With Branching Rule 3 we can present the complete algorithm—see Algorithm 1. To prove correctness
of the algorithm, we first argue that, whenever the algorithm outputs true, then the input instance of
MLCE was indeed a yes-instance. This follows in a straightforward manner from the fact that, if the
algorithm outputs true, then none of the branching rules is applicable.
Lemma 5. Given an instance I of MLCE, if Algorithm 1 outputs true on input I and the constraint
Pgreedy, then I is a yes-instance.
Proof. Let I be the input instance of MLCE. If the algorithm outputs true, then there is an aligning
constraint P = (D,M1, . . . ,M`, B) such that for all e ∈ Mi we have that e ∩ D = ∅, and none of
the branching rules are applicable. Let D? = D and for every i ∈ [l] let M ′i = arg minM∈Mi |M |
and M?i = Mi ∪M ′i , where is Mi is as defined for Branching Rule 3. In the following we show that
S = (M?1 , . . . ,M
?
` , D
?) is a solution for I (witnessing that P is good).
Since Branching Rule 3 is not applicable, we know that |M ′i | ≤ k − |Mi| and hence |Mi ∪M ′i | ≤ k.
Also, since Rule 0 is not applicable, we know that |D?| = |D| ≤ d. Let G?i = (v,Ei ⊕M?i ) for all i ∈ [`].
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For all i, j ∈ [`] we have that G?i [V \D] = G?j [V \D] since the constraint P is aligning, and M ′i contains
no unmarked pairs. Furthermore, for all i ∈ [`] we have that G?i is a cluster graph by the definition of
Mi.
It remains to show that, whenever the input instance I of the algorithm is a yes-instance, then the
algorithm outputs true. To this end, we define the quality of a good constraint and show that the
algorithm increases the quality until it eventually finds a solution or determines that there is none.
Definition 5 (Quality of a constraint). Let I = (G1, . . . , G`, k, d) be an instance of MLCE. The
quality γI(P ) of a constraint P = (D,M1, . . . ,M`, B) for I is γI(P ) = |D|+ |B|.
Lemma 6. Let P be a good constraint for a yes-instance of MLCE. If applicable, each of Branching
Rules 1, 2, and 3 returns a good constraint with strictly increased quality in comparison to P .
Proof. We show the claim individually for each of the rules. We consider each of the possible returned
constraints P ′ and show that, assuming that P ′ is good, then the quality of P ′ is strictly larger than P .
Consider Branching Rule 1. In the first three cases, the branching rule increases |B|. In the remaining
cases, the branching rule increases |D|. Branching Rule 2 increases |B| in the first case and |D| in the
second case. Branching Rule 3 also increases |B| or |D| in each of the four steps.
We can now show the correctness of Algorithm 1. Lemma 5 ensures that we only output true if the
input is actually a yes-instance and Lemma 6 together with the safeness of all branching rules ensures
that if the input is a yes-instance, the algorithm outputs true.
Lemma 1 (Correctness of Algorithm 1). Given an MLCE instance I, Algorithm 1 outputs true on
input I and the initial constraint Pgreedy if and only if I is a yes-instance.
Proof. By Lemma 5, if Algorithm 1 outputs true on input I and the initial constraint Pgreedy, then I is
a yes-instance. It remains to show the other direction.
Let I be a yes-instance of MLCE. By Observation 2 we have that Pgreedy is a good constraint. Note
that the order in which rules are applied (see Algorithm 1) ensures safeness for all branching rules
(Lemmata 1, 2, 3, and 4). Furthermore, by Lemma 6 we have that all branching rules except the Clean-up
Rule strictly increase the quality of a good constraint. It is easy to see that the Clean-up Rule does not
decrease the quality of a good constraint and it is applied only once before either one of the other rules
apply or the algorithm terminates. Let Pmax be a good constraint with the highest quality produced
during the run of the algorithm. Since the quality is an integer bounded above by |V | + (|V |2 ), there
must be such a constraint. As the Clean-up Rule does not decrease the quality, we can also assume
that it was exhaustively applied to Pmax. If any of the branching rules would apply to Pmax, then, by
safeness of the branching rules and Lemma 6, it would produce a good constraint of strictly higher quality,
contradicting the maximality of Pmax. Hence the algorithm run on Pmax returned true and, therefore,
the whole algorithm returned true.
It remains to show that Algorithm 1 has the claimed running time upper-bound. We can check that
all branching rules create at most O(k4) recursive calls. The preprocessing by the Greedy Rule and the
alignment of the constraints ensures that the edge modification sets in sufficiently many layers increase
for the search tree to have depth of at most O(k + d). The time needed to apply a branching rule is
dominated by Branching Rule 3, where we essentially have to solve classical Cluster Editing in every
layer.
Lemma 7. The running time of Algorithm 1 is kO(k+d) ·O(n3 · `).
Proof. We bound the running time of Algorithm 1 by the following straightforward approach. Note that
the recursive calls of Algorithm 1 define a tree in which each node corresponds to a call of Algorithm 1
and two nodes are connected by an edge if one of the corresponding calls of the algorithm is a recursive
call of the other. The tree is rooted at the node corresponding to the initial constraint Pgreedy. Note
that Pgreedy can be computed in O(n
2 · `) time. We first bound the size of the search tree, and then the
computation spent in each node of the search tree. Note that we apply Clean-up Rule at the beginning of
each recursive call, that is, without creating further recursive calls. Hence we call this rule degenerate.
To bound the depth of the search tree, the length of a path from the root to the farthest leaf,
we show that each (nondegenerate) branching rule increases either |D| by at least one or it increases
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∑
1≤i≤` |Mi ∩ B| by at least `2 . If |D| > d or
∑
1≤i≤` |Mi ∩ B| > ` · k, then the algorithm terminates
(Rule 0). Before we show that, we prove an invariant that for every constraint produced by the algorithm
and for every {u, v} ∈ Mi \ B for some i with u, v /∈ D we have |{j | {u, v} ∈ Mj}| ≤ `2 . To this end,
note that is initially fulfilled when Pgreedy is computed by the Greedy Rule and whenever any other rule
touches a pair {u, v} then in the produced constraint we have that {u, v} ∈ B, u ∈ D, or v ∈ D. That is,
these rules cannot break the invariant.
Consider Branching Rule 1. In the first three cases
∑
1≤i≤` |Mi ∩ B| increases by at least `2 , since
the pair was not in B before the application of the rule and thus could appear in Mi for at most
`
2
different layers i by the above proven invariant and, hence, after the application of the rule it appears in
|Mi ∪B| for at least `2 different layers i. By a similar argument, also Branching Rules 2 and 3 increase
either |D| by one or ∑1≤i≤` |Mi ∩B| by at least `2 . Hence, we can upper-bound the depth of the search
tree with 2k + d.
Observe that the number of children of each node in the search tree where Branching Rule 1, or 2
is applied is upper-bounded by 3k + 3. Branching Rule 3 creates at most 3k recursive calls in the first
step. In the second step it creates at most 2|R| recursive calls, at most one in the third step and in the
fourth step the number of recursive calls created is at most 3|C|. By the description of the modified
kernelization algorithm K we have |R| ≤ s and |C| ≤ (s2 + 2s)2. By the way K is invoked by Branching
Rule 3 we have s ≤ k and, thus, the number of recursive calls is O(k4). It follows that the size of the
whole search tree is in kO(k+d).
The Clean-up Rule plays a special role. The Clean-up Rule can be exhaustively applied in O(|(V2)|·`) =
O(n2 · `) time on the beginning of each recursive call.
Lastly, we analyze for each rule, how much time is needed to check whether the rule is applicable
and if so to compute the constraints it outputs. To check the applicability of Branching Rule 1, the
algorithm needs to check whether there is a layer containing an induced P3. This can be done in O(n+m)
time, where m is the maximum number of edges in a layer.4 Hence, overall we need O((n + m) · `)
time to check whether Branching Rule 1 is applicable and in this time we can also compute the output
constraints. In the case of Branching Rule 2, we need O(n2 · `) time to check whether it is applicable
and to output the constraints. For the last rule, Branching Rule 3, we need to check whether the set
families Mi are nonempty. To do this we essentially need to solve Cluster Editing on each layer
to check whether the rule is applicable. This can be done in O(3k · (n + m)) time, similarly to the
straightforward algorithm for Cluster Editing. That is, recursively find a P3 and branch into the at
most three cases of modifying vertex pairs in the P3 which contain at least one marked vertex. The time to
compute the constraints is dominated by the application of the modified kernelization algorithm K. The
data reduction rules of K can be applied exhaustively in O(n3) time [21]. Hence, overall, the algorithm
has running time kO(k+d) ·O(n3 · `).
This concludes the proof of Theorem 1.
Remark 1. It is not difficult to see that MLCE can also be solved in nO(n) · O(`) time, which is
incomparable to the running time of Algorithm 1 since k might be as large as Ω(n2): First guess the
marked vertices. Then guess how many clusters (i.e. disjoint cliques) there are in the modified graph
induced by the non-marked vertices, and for every non-marked vertex, guess to which cluster it belongs.
Now for every layer, independently guess how many additional clusters there are consisting only of marked
vertices, and for every marked vertex, guess to which cluster it belongs. Finally check, whether such a
solution can be obtained by at most k modifications per layer.
4 Temporal Cluster Editing (TCE)
In this section we turn to the temporal version of the cluster editing problem. We provide an algorithm for
TCE with a running time nO(k)`. We also show that the running time cannot be substantially improved
unless the Exponential Time Hypothesis (ETH) fails.
Theorem 2. TCE can be solved in O(` · n4k+2 log n) time.
4This can be done using breadth-first search (BFS) roughly in the following way: Start BFS at a vertex v that is
non-universal for its component (if such vertex does not exist, the component is already a clique). As soon as BFS reaches a
vertex of distance two to v, you have found an induced P3.
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Proof. Given an instance ((Gi)i∈[`], k, d) of TCE, build an `-partite graph G as follows: For each possible
cluster editing set of Gi of size at most k, add a vertex to the i
th part of G. Note that G contains
O(n2k`) vertices since each part contains O(n2k) vertices. For each i, 1 ≤ i ≤ n − 1, and each pair of
vertices u, v in G such that u is in part i and v is in part (i+ 1) add to G the edge {u, v} if the algorithm
of Proposition 1 accepts on input of the following instance of MLCE. Let Mu,Mv be the cluster editing
sets corresponding to u and v, respectively. The MLCE instance consists of a multi-layer graph with
the two layers (V,Ei ⊕Mu) and (V,Ei ⊕Mv), edit budget equal to zero, and marking budget equal
to d. For each pair of vertices u, v, constructing the corresponding MLCE instance and solving it takes
O(n2 log n) time, amounting to overall O(` · n4k+2 log n) time, because there are at most n4k` pairs of
vertices to consider. Finally, we test whether there is a path of length ` from a vertex in the first part
to a vertex in the last part in G. As there are at most n4k` edges in G, this takes O(n4k`) time. Hence,
overall the running time is O(` · n4k+2 log n).
If the algorithm above accepts, then the input instance is a yes-instance, because the path in G
corresponds to a sequence of cluster editing sets of size at most k for which any two consecutive cluster
editing sets yield cluster graphs which differ in at most d vertices. To see that the algorithm above finds
a solution D1, . . . , D`, M1, . . . ,M` if there is one, observe that each Mi corresponds to a vertex in G and
the existence of Di witnesses that Mi and Mi+1 are adjacent in G.
Theorem 2 implies that TCE is fixed-parameter tractable when parameterized by the number n of vertices.
At first glance, it seems wasteful to iterate over all possible cluster editing sets for each layer. Rather,
the interaction between two consecutive layers seems to be limited by k and d, since the necessary edits
are local to induced P3, and the necessary markings are local to incongruent clusters (perhaps resulting
from destroying P3s). However, to our surprise, when the number of layers grows, this interaction spirals
out of control. As the reduction of the following hardness result implies, we have to take into account
splitting up small clusters in an early layer (even though locally they were already cliques), so as to be
able to form cluster graphs a large number of layers later on. This behavior stands in stark contrast to
MLCE, where the combinatorial explosion is limited to k and d.
Theorem 3. TCE is W[1]-hard with respect to k, even if d = 3. Moreover, it does not admit an
f(k)(n`)o(k)-time algorithm unless the ETH fails.
Proof. We reduce from the W[1]-hard Multicolored Independent Set problem [18] in which we are
given an s-partite graph G with partite vertex sets V1, . . . , Vs and we want to decide whether G contains
an independent set containing one vertex of each partite set. For convenience we also say that vertices
in Vp, p ∈ [s], are of color p. Without loss of generality assume that |V1| = . . . = |Vs| = n. For each p ∈ [s]
denote Vp = {ap1, . . . , apn}.
Given G and V1, . . . , Vs, we construct an instance of TCE with ` = 2sn + 3m layers G1 =
(V,E1), . . . , G` = (V,E`). Herein, m is the number of edges in G.
Instead of maximum budgets k and d for editing edges and marking vertices over all layers, we specify,
for each layer j ∈ [`], budgets kj and dj , meaning that we require in every solution that |Mj | ≤ kj
and |Dj | ≤ dj . Call this more general problem TCE with Individual Budgets (TCEwIB). In the
following, by k we refer to maxj∈[`] kj in the finished construction and by d we refer to maxj∈[`] dj in the
finished construction. By a solution we mean a solution to the TCEwIB instance (that is, it respects the
individual budgets). An individual budget kj (resp. dj) is saturated if kj = |Mj | (resp. dj = |Dj |). After
showing hardness for TCEwIB we give a reduction to the plain TCE problem.
The first 2sn layers in the temporal graph that we construct contain vertex-selection gadgets, selecting
for each color in the Multicolored Independent Set instance one vertex. The remaining 3m
layers contain verification gadgets, which ensure that no two adjacent vertices have been selected. Each
vertex api ∈ Vp, p ∈ [s], will be represented by a pair of vertices upi , vpi ∈ V (introduced in the vertex-
selection gadgets below). In most layers, pair upi , v
p
i will be adjacent and the only possible solutions will
remove or keep the corresponding edge in most layers consistently. If the edge {upi , vpi } is removed from a
layer, then this will signify that the corresponding vertex api ∈ Vp shall be in the independent set.
Vertex Selection. We construct the selection gadgets as follows. For each color p ∈ [s] in the
Multicolored Independent Set instance, there is one vertex-selection gadget for color p occupying
layers 2(p − 1)n + 1, 2(p − 1)n + 2, . . . , 2sn. The first 2n layers of the gadget for color p comprise a
tree-like construction in which, in the 2i-th layer, i ∈ [n− 1], we either have already selected one of the
first i− 1 vertices in Vp, or we are forced to select either the ith vertex or one of the last n− i vertices.
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The remaining layers 2pn + 1, 2pn + 2, . . . , 2sn (if any) of the gadget simply transmit the choice to
layer 2sn+ 1.
For each color p ∈ [s] and each layer 2i, i ∈ [n− 1], in the vertex-selection gadget for color p we use
another gadget that either is inactive (when one of the first i− 1 vertices has been selected) or forces a
choice between vertex i or one of the later n− i vertices. Recall that the selection of a vertex api ∈ Vp
into the independent set shall correspond to the deletion of the edge {upi , vpi }. Hence, the following
construction will be useful, in which the deletion of a special input edge {u, v} will force the deletion of
either of two special output edges {w, x}, {y, z}.
Let I = ((Gj)j∈[i], (kj)j∈[i], (dj)j∈[i−1]) be an instance of TCEwIB with i > 1 layers. Let V = V (G1)
be the vertex set of the temporal graph in I, u, v ∈ V , c, w, x, y, z /∈ V such that {u, v} ∈ E(Gi) and no
further edges are incident with u and v in Gi. The function selection(I, u, v, w, x, y, z) produces a new
instance Î = ((Ĝj)j∈[i+2], (k̂j)j∈[i+2], (d̂j)j∈[i+1]) of TCEwIB with i+ 2 layers as follows. See Figure 4
for an illustration.
Start by taking Ĝı˜ = Gı˜ for every ı˜ ∈ [i] and Ĝi+1 = Ĝi+2 = Gi. Then introduce the vertices c, w, x, y, z
into V . Introduce four cliques Cc, Cv, Cx, Cz into all layers, each clique consisting of 2k + d + 1 new
vertices. Make each vertex in Cc adjacent with c in all layers except for i+ 1, make each vertex in Cv
adjacent with v in layer i+ 2 (and no other layer), make each vertex in Cx adjacent with x in all layers
up to and including i, and make each vertex in Cz adjacent with z in all layers up to and including i.
Introduce the edges {c, u}, {c, v} in layer i+ 1, introduce the edges {w, x}, {y, z} in layer i+ 2 and remove
the edge {u, v} from layer i+ 2.
Define the editing budgets as k̂ı˜ = kı˜ for every ı˜ ∈ [i], k̂i+1 = ki + 2, and k̂i+2 = ki. Similarly, let the
marking budgets be d̂ı˜ = dı˜ for every ı˜ ∈ [i− 1], d̂i = 3, d̂i+1 = 2. This concludes the construction.
In the following, we say that an instance I of TCEwIB is sane in layer i for vertices u and v if each
solution for I has the property that the editing budget is saturated in layer i and u and v either form
singleton clusters {u}, {v} or a cluster {u, v} of size two in layer i.
Lemma 8. Let I = ((Gj)j∈[i], (kj)j∈[i], (dj)j∈[i−1]) be an instance of TCEwIB u, v, c, w, x, y, z as above,
and Î = ((Ĝj)j∈[i+2], (k̂j)j∈[i+2], (d̂j)j∈[i+1]) the instance resulting from selection(I, u, v, w, x, y, z). Let W
be the set of new vertices introduced by selection. That is, W contains c, w, x, y, z, and the new vertices in
the cliques Cc, Cv, Cx, Cz. The following properties hold.
(i) If I has a solution ((Mj)j∈[i], (Dj)j∈[i−1]) such that {u, v} forms a cluster in Gi ⊕Mi, then Î has a
solution ((M̂j)j∈[i+2], (D̂j)j∈[i+1]) such that both {w, x} and {y, z} form clusters in Ĝi+2 ⊕ M̂i+2,
(Ĝi+2 ⊕ M̂i+2)− (W ∪ {u, v}) = (Gi ⊕Mi)− {u, v}, and there are no edges between V (Gi) \ {u, v}
and (W ∪ {u, v}) in Ĝi+2 ⊕ M̂i+2.
(ii) If I has a solution ((Mj)j∈[i], (Dj)j∈[i−1]) such that {u} and {v} are singleton clusters in Gi ⊕Mi,
then Î has a solution ((M̂j)j∈[i+2], (D̂j)j∈[i+1]) such that in Ĝi+2⊕M̂i+2 either (a) {w, x}, {y}, and
{z} each form clusters or (b) {w}, {x}, and {y, z} each form clusters. Moreover, (Ĝi+2 ⊕ M̂i+2)−
(W ∪ {u, v}) = (Gi ⊕Mi)− {u, v} and there are no edges between V (Gi) \ {u, v} and (W ∪ {u, v})
in Ĝi+2 ⊕ M̂i+2.
(iii) Suppose that I is sane in layer i for u and w. Then Î is sane in layer i + 2 for w and x
as well as for y and z. Moreover, for each solution ((M̂j)j∈[i+2], (D̂j)j∈[i+1]) for Î, we have
(Ĝi+2 ⊕ M̂i+2)− (W ∪ {u, v}) = (Ĝi ⊕ M̂i)− {u, v} and there are no edges between V (Gi) \ {u, v}
and (W ∪ {u, v}) in Ĝi+2 ⊕ M̂i+2. Furthermore, each solution ((M̂j)j∈[i+2], (D̂j)j∈[i+1]) for Î such
that {u} and {v} form singleton clusters in Ĝi ⊕ M̂i also has the property in Ĝi+2 ⊕ M̂i+2 that {w}
and {x} form singleton clusters or that {y} and {z} form singleton clusters.
Proof. Let V̂ = V (Ĝ1) be the new vertex set.
(i). Let ((Mj)j∈[i], (Dj)j∈[i−1]) be a solution to I such that {u, v} forms a cluster in Gi ⊕Mi. Modify
this solution as follows to obtain a solution ((M̂j)j∈[i+2], (D̂j)j∈[i+1]) for Î. See the middle pane in Figure 4
for an illustration of the modifications. Let M̂j = Mj for every j ∈ [i] and D̂j = Dj for every j ∈ [i− 1].
Further, put M̂i+1 = Mi ∪ {{w, x}, {y, z}}, M̂i+2 = Mi, D̂i = {c, x, z}, and D̂i+1 = {c, v}. Note that
each individual budget is satisfied and, clearly, {w, x} and {y, z} form clusters in Ĝi+2⊕ M̂i+2. Moreover,
by definition, the equality condition on (Ĝi+2 ⊕ M̂i+2)− (W ∪ {u, v}) and (Gi ⊕Mi)− {u, v} as well as
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Figure 4: The crucial subgadget constructed by selection which is used in the vertex-selection gadgets
in the proof of Theorem 3. The first row depicts the gadget (three layers). The second and the third
row depict two possible selections. Budgets are given for the case that the input instance to selection
has ki = 1. A node drawn as a circle represents a clique while a node drawn as a solid dot represents a
vertex. Solid lines represent edges. Zigzag lines represent edge modifications: red dashed zigzag lines
mean edge deletion while green zigzag lines mean edge addition. A vertex in bold green means that it
will be marked.
the non-existence of edges between V̂ \ (W ∪ {u, v}) and (W ∪ {u, v}) are satisfied. Let Ĝ′j = Ĝj ⊕Mj .
It remains to show that for every j ∈ [i+ 2] the graph Ĝ′j is a cluster graph and each two consecutive
Ĝ′j ’s are consistent.
For every j ∈ [i] let G′j = Gj⊕Mj . We first show that each Ĝ′j , j ∈ [i+2], is a cluster graph. Consider
first the layers up to i. Observe that, for each j ∈ [i], Ĝ′j [W ] is a cluster graph and that there are no
edges in Ĝ′j between W and V̂ \W . Thus, it is enough to observe that Ĝ′j [V̂ \W ] is a cluster graph. This
is indeed the case because, for each j ∈ [i], Ĝ′j −W = G′j and Mj is a cluster editing set for Gj . Thus,
Ĝ′j is a cluster graph.
Similarly, for both j ∈ {i+1, i+2}, Ĝ′j [W ∪{u, v}] is a cluster graph (for j = i+1, observe that the only
edits within W∪{u, v} join singleton clusters into clusters of size two) and there are no edges in Ĝ′j between
W ∪{u, v} and V̂ \ (W ∪{u, v}). Since Ĝi− (W ∪{u, v}) = Ĝi+1− (W ∪{u, v}) = Ĝi+2− (W ∪{u, v}) (as
noted above), M̂i+1 and M̂i+2 restricted to V̂ \ (W ∪{u, v}) are cluster editing sets for Ĝi+1− (W ∪{u, v})
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and Ĝi+2 − (W ∪ {u, v}). Thus, both Ĝ′i+1 and Ĝ′i+2 are cluster graphs and indeed all layers are.
To see consistency, recall that, for each j ∈ [i], there are no edges in Ĝ′j between W and V̂ \W . For
each j ∈ [i− 1], Ĝ′j −W and Ĝ′j+1 −W are consistent by our choice of the editing and marking sets. In
addition, Ĝ′j [W ] = Ĝ
′
j+1[W ] by construction and because no edits are made in these graphs, and thus
Ĝ′j [W ] is consistent with Ĝ
′
j+1[W ]. Thus, all pairs of consecutive layers j, j + 1 up to layer j = i− 1 are
consistent.
For the remaining layers i, i + 1, and i + 2 we have Ĝ′i − (W ∪ {u, v}) = Ĝ′i+1 − (W ∪ {u, v}) =
Ĝ′i+2 − (W ∪ {u, v}) and, thus, these graphs are consistent. Observe that there are no edges between
W ∪ {u, v} and V̂ \ (W ∪ {u, v}) in Ĝ′i, Ĝ′i+1, and Ĝ′i+2, since {u, v} is a cluster in Ĝ′i. Thus, it is enough
to show that, for both j ∈ {i, i+1}, Ĝ′j [W ∪{u, v}] and Ĝ′j+1[W ∪{u, v}] are consistent. Consider the case
that j = i. The edge set E(Ĝ′i[W ∪ {u, v}])⊕E(Ĝ′i+1[W ∪ {u, v}]) consists of {c, u}, {c, v}, {w, x}, {y, z},
the edges between c and Cc, x and Cx, and z and Cz. Since c, x, z ∈ D̂i, each of these edges has a marked
endpoint and thus Ĝ′i[W ] and Ĝ
′
i+1[W ] are consistent. Finally, in the case that j = i+ 1, the edges in
E(Ĝ′i+1[W ∪ {u, v}])⊕E(Ĝ′i+2[W ∪ {u, v}]) are {c, u}, {c, v}, {u, v}, the edges between c and Cc, and the
edges between v and Cv. Since c, v ∈ D̂i+1, Ĝ′i+1[W ∪ {u, v}] and Ĝ′i+2[W ∪ {u, v}] are consistent. Thus,
indeed, each two consecutive layers are consistent.
(ii). Let ((Mj)j∈[i], (Dj)j∈[i−1]) be a solution to I such that {u} and {v} are singleton clusters
in Gi ⊕Mi. Modify this solution as follows to obtain a solution ((M̂j)j∈[i+2], (D̂j)j∈[i+1]) for Î. See
the lower pane in Figure 4 for an illustration of the modifications. Initially, let M̂j = Mj for every
j ∈ [i] and D̂j = Dj for every j ∈ [i − 1]. Further, put D̂i = {c, x, z}, D̂i+1 = {c, v}. For (a) let
M̂i+1 = Mi∪{{c, u}, {w, x}}, M̂i+2 = (Mi\{{u, v}})∪{{y, z}} and for (b) let M̂i+1 = Mi∪{{c, u}, {y, z}},
M̂i+2 = (Mi \ {{u, v}}) ∪ {{w, x}}. This concludes the definition of the solution for Î. Observe that
all marking budgets are satisfied and, since we have replaced {u, v} by some other edge in M̂i+2, also
all editing budgets are satisfied. Furthermore, in solution (a), {w, x}, {y}, and {z} form clusters in
Ĝi+2⊕M̂i+2 and in solution (b) {w}, {x}, and {y, z} form clusters in Ĝi+2⊕M̂i+2, as required. Moreover,
by definition, the equality condition on (Ĝi+2 ⊕ M̂i+2)− (W ∪ {u, v}) and (Gi ⊕Mi)− {u, v} as well as
the non-existence of edges between V̂ \ (W ∪ {u, v}) and (W ∪ {u, v}) are satisfied. It remains to show
that for every j ∈ [i+ 2] the graph Ĝ′j = Ĝj ⊕Mj is a cluster graph and each two consecutive Ĝ′j ’s are
consistent. We only show this for solution (a) since the proof for solution (b) is analogous.
For every j ∈ [i] let G′j = Gj ⊕ Mj . We first show that each Ĝ′j is a cluster graph. By the
same arguments as for statement (i) it follows that this is the case for each j ∈ [i]. Consider layers
j ∈ {i + 1, i + 2}. Observe that there are no edges in Ĝ′j between W ∪ {u, v} and V̂ \ (W ∪ {u, v}).
Furthermore, Ĝ′j − (W ∪ {u, v}) is a cluster graph, because Ĝj − (W ∪ {u, v}) = Ĝi − (W ∪ {u, v}) and
M̂j restricted to pairs contained in V̂ \ (W ∪ {u, v}) equals Mi (since {u} and {v} are singleton clusters
in G′i), and Mi is a cluster editing set for Gi. Thus it is enough to show that Ĝ
′
j [W ∪ {u, v}] is a cluster
graph. Since Ĝj [W ∪ {u, v}] is a cluster graph, we show that the edits do not destroy the cluster graph
property. The only edits are contained in layers i+ 1 and i+ 2.
Consider the case j = i+ 1. Restricted to pairs in W ∪ {u, v}, M̂i+1 contains only the pairs {c, u},
{w, x}, and {u, v}. (Note that M̂i+1 inherits the pair {u, v} from Mi, because {u} and {v} are singleton
clusters in Ĝ′i, and M̂i+1 inherits only this pair, because Mi does not contain any pairs with a vertex
in W .) Since {w} and {x} are singleton clusters in Ĝi+1[W ∪ {u, v}], the edit {w, x} does not destroy
the cluster graph property of this graph. Since {c, u, v} forms a cluster of size three in Ĝi+1[W ∪ {u, v}],
also the edits {c, u}, {u, v} do not destroy the cluster graph property. Thus, indeed, Ĝ′i+1[W ∪ {u, v}] is
a cluster graph.
Consider the case j = i+ 2. Since {u, v} was removed from M̂i+2, restricted to pairs in W ∪ {u, v},
M̂i+2 contains only {y, z}. Since {y, z} forms a cluster of size two in Ĝi+2[W ∪ {u, v}], edit {y, z} does
not destroy the cluster graph property. Hence, for both j ∈ {i+ 1, i+ 2} and indeed for all j ∈ [i+ 2] we
have shown that Ĝ′j is a cluster graph.
It remains to show that each two consecutive modified layers are consistent. By the same arguments
as for statement (i) we have that, for each j ∈ [i− 1], Ĝ′j and Ĝ′j+1 are consistent. For the remaining
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layers i, i+ 1, and i+ 2, we again have Ĝ′i − (W ∪ {u, v}) = Ĝ′i+1 − (W ∪ {u, v}) = Ĝ′i+2 − (W ∪ {u, v})
and, thus, these graphs are consistent. Since, for each j ∈ {i, i+ 1, i+ 2}, there are no edges between
V̂ \ (W ∪ {u, v}) and W ∪ {u, v} in Ĝ′j , it is enough to show for both j ∈ {i, i+ 1} that Ĝ′j [W ∪ {u, v}]
and Ĝ′j+1[W ∪ {u, v}] are consistent. The edge set E(Ĝ′i[W ∪ {u, v}])⊕ E(Ĝ′i+1[W ∪ {u, v}]) consists of
{c, v} (note that both {u, v} ∈ M̂i+1 and {c, u} ∈ M̂i+1), edge {w, x}, and the edges to the cliques. Since
c, x, z ∈ D̂i, graphs Ĝ′i and Ĝ′i+1 are consistent. The edge set E(Ĝ′i+1[W ∪{u, v}])⊕E(Ĝ′i+2[W ∪{u, v}])
contains only {c, v} and the edges to the cliques and, since c, v ∈ D̂i+1, graphs Ĝ′i+1 and Ĝ′i+2 are
consistent. Thus the consistency property holds.
Helper statement. Before proving (iii) we prove the following helper statement (h). For each solution
((M̂j)j∈[i+2], (D̂j)j∈[i+1]) to Î it holds that D̂i = {c, x, z} and D̂i+1 = {c, v}. For this, observe that, for
each j ∈ [i+ 2], there is no pair in M̂j which contains any vertex of Cc, Cv, Cx, or Cz: Otherwise, because
the minimum cut of any of these cliques contains more than k edges, any edit could contain at most one
vertex of such a clique. Since, however, there are at most k edits incident with these cliques in a layer, at
least one P3 would remain. Thus, indeed, there are no edits incident with any of the cliques Cc, Cv, Cx,
or Cz. For each α ∈ {c, x, z}, α is adjacent to all vertices in Cα in layer i but not adjacent to any vertex
in Cα in layer i+ 1. Since not all vertices in Cα are marked and no edits are incident with Cα, because of
consistency between layers i and i+ 1, we thus have α ∈ D̂i. By a similar argument, c, v ∈ D̂i+2: Observe
that, for each α ∈ {c, v}, α is not adjacent to any vertex in Cα in layer i+ 1 and adjacent to all vertices
in Cα in layer i+ 2. Hence, c, v ∈ D̂i+1. Now (h) follows since d̂i = 3 and d̂i+1 = 2.
(iii). Assume that I is sane in layer i for u and v. Now take a solution Ŝ = ((M̂j)j∈[i+2], (D̂j)j∈[i+1])
to Î and let Ĝ′j = Ĝj ⊕ M̂j for every j ∈ [i+ 2]. We show that this solution fulfills all properties required
for statement (iii).
Since an induced subgraph of a cluster graph is again a cluster graph, restricting Ŝ to V̂ \W and
layers [i] yields a solution to I. Since solutions to I saturate the editing budget in layer i and k̂i = ki, no
pair in M̂i contains any vertex in W .
Furthermore, since D̂i ∩ (V̂ \W ) = ∅ by (h), for consistency between layers i and i+ 1, we have that
M̂i+1 ∩
(
V̂ \W
2
)
= M̂i and M̂i ⊆ M̂i+1 (recall that no pair in M̂i contains a vertex in W ). Moreover, since
E(Ĝi+1) ⊕ E(Ĝi+2) contains both {w, x} and {y, z} and D̂i+1 ∩ {w, x, y, z} = ∅ by (h), we have that
M̂i+1 ⊕ M̂i+2 also contains both {w, x} and {y, z}.
Having observed the above properties of the solution, we now distinguish whether {u, v} ∈ M̂i.
Suppose that {u, v} ∈ M̂i. (Note that this includes the case where {u} and {v} are singleton clusters
in Ĝ′i.) Since M̂i ⊆ M̂i+1, we have {u, v} ∈ M̂i+1. Since Ĝ′i+1 is a cluster graph, furthermore, either
{c, v} ∈ M̂i+1 or {c, u} ∈ M̂i+1; otherwise, u, c, v induce a P3 in Ĝ′i+1. Thus, since |M̂i+1| ≤ k̂i+1 = k̂i+2,
there is at most one further vertex pair in M̂i+1, that is |M̂i+1 \ (M̂i ∪ {{u, v}, {c, v}, {c, u}})| ≤ 1. Since
I is sane, and because u and v are incident only with each other in Ĝi by precondition of selection, {u, v}
is the only pair in M̂i that contains u or v. Thus, because D̂i+1 ∩ (V̂ \W ) = {v} by (h), by consistency
between layers i and i+ 1 we have M̂i \ {{u, v}} ⊆ M̂i+2. Therefore, since |M̂i+2| ≤ k̂i+2 = k̂i, there is
at most one further vertex pair in M̂i+2. It follows that either {w, x} ∈ M̂i+1 and {y, z} ∈ M̂i+2 or vice
versa, that is, {w, x} ∈ M̂i+2 and {y, z} ∈ M̂i+1. Hence, the solution saturates the editing budget in
layer i+ 2, we have Ĝ′i+2 − (W ∪ {u, v}) = Ĝ′i − {u, v}, and there are no edges between V (Gi) \ {u, v}
and (W ∪ {u, v}) in Ĝ′i+2. Moreover, either {w} and {x} form singleton clusters in Ĝ′i+1 and Ĝ′i+2 or
{y} and {z} form singleton clusters in Ĝ′i+1 and Ĝ′i+2. That is, the last part of statement (iii) holds and
statements on the sanity of Î also follow.
Finally, suppose {u, v} /∈ M̂i. Clearly, the last part of statement (iii) holds. As shown before,
M̂i ⊆ M̂i+1. Because {u, v} /∈ M̂i, by sanity of I in layer i for u, v, {u, v} forms a cluster of size two.
Thus, since u and v are only incident with each other in Ĝi by precondition of selection, there are no pairs
containing u or v in M̂i. Hence, D̂i+1 does not contain any vertices occurring in pairs of M̂i by (h). This
implies M̂i ⊆ M̂i+2. As |M̂i+2| ≤ k̂i+2 = k̂i = |M̂i| by sanity of I in layer i, we have M̂i+2 = M̂i and the
solution saturates the editing budget in layer i+ 2. Thus, we have Ĝ′i+2− (W ∪ {u, v}) = Ĝ′i−{u, v} and
in Ĝ′i+2 there are no edges between V (Gi) \ {u, v} and (W ∪ {u, v}) and {w, x} and {y, z} form clusters.
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Hence, Î is also sane in layer i+ 2 for w, x and for y, z.
We now use function selection to construct the vertex-selection gadgets. To construct one vertex-
selection gadget for color p, we begin with an edge which has to be removed in any solution (this can
be enforced by consistency with previous layer, not containing the edge). This edge is the input edge
of the first application of selection. Recall that selection has one input edge and two output edges and
the removal of the input edge forces the removal of one of the output edges. One of the output edges
corresponds to a vertex of color p and the other will be the input edge to the next application of selection.
In this application, in turn, one of the output edges corresponds to another vertex of color p and the
other is the input edge to the next application and so forth. In the last application, both output edges
correspond to distinct vertices. By the properties of selection, this construction will ensure that one of
the output edges corresponding to vertices is removed, that is, one vertex is selected.
Formally, we proceed as follows. Begin with an empty temporal graph (without vertices or edges) with
only one layer, put k1 = 0. For each p ∈ [s] in order, proceed as follows to construct the vertex-selection
gadget for color p. Introduce a new layer 2(p − 1)n + 2 as an identical copy of 2(p − 1)n + 1 (we will
ensure that this layer exists), put k2(p−1)n+2 = k2(p−1)n+1 + 1, and d2(p−1)n+1 = 0. Introduce two
new vertices g1, h1 and make them adjacent in layer 2(p − 1)n + 2 and non-adjacent in all preceding
layers. For each i ∈ [n− 2] in order, apply selection(2(p− 1)n+ 2i, gi, hi, upi , vpi , gi+1, hi+1). Finally, apply
selection(2(p−1)n+2n−2, gn−1, hn−1, upn−1, vpn−1, upn, vpn) and introduce layer 2pn+1 as an identical copy
of layer 2pn. Put k2pn+1 = k2pn, and d2pn = 0. This concludes the construction of the vertex-selection
gadgets. Note that, since the output edges in selection are isolated, the preconditions of selection are
satisfied in each application. Furthermore, k2sn+1 = s and, for each layer i constructed so far, we have
ki ≤ s+ 2 and di ≤ 3.
Lemma 9. Let I = ((Gi)i∈[2sn+1], (ki)i∈[2sn+1], (di)i∈[2sn]) be the instance of TCEwIB constructed
above.
(i) For each sequence (ip)p∈[s] of integers in [n], there is a solution ((Mi)i∈[2sn+1], (Di)i∈[2sn]) for I such
that, for each p ∈ [s], {upip} and {vpip} form clusters in G2sn+1⊕M2sn+1 and, for each i ∈ [n] \ {ip},
{upi , vpi } forms a cluster in G2sn+1 ⊕M2sn+1.
(ii) In each solution ((Mi)i∈[2sn+1], (Di)i∈[2sn]) for I, for each p ∈ [s], there is at least one i ∈ [n] such
that {upi } and {vpi } form singleton clusters in G2sn+1 ⊕M2sn+1.
Proof. (i). We build the required solution successively by building a solution for the resulting instance after
each application of selection. Before the first application, the only possible solution, and our initial solution,
is to remove {g1, h1} in layer 2. For each p ∈ [s], proceed iteratively as follows. For each i ∈ [ip − 1],
iteratively apply Lemma 8 (ii), showing that there is a solution ((Mı˜)ı˜∈[2(p−1)n+2i+2], (Dı˜)ı˜∈[2(p−1)n+2i+1])
such that, in G2(p−1)n+2i+2 ⊕M2(p−1)n+2i+2, for each j ∈ [i], {upj , vpj } forms a cluster and {gi+1} and
{hi+1} form singleton clusters. (Note that the equality property on the two layers and the non-existence
of edges between the old and newly added vertices in Lemma 8 (ii) ensures that clusters involving
some upj , v
p
j remain the same when increasing i once they were formed.) If ip = n, then indeed {upn}
and {vpn} form singleton clusters instead of {gip} and {hip}, giving the required solution up to the last
layer 2pn + 1 (for which we show below how to construct it) . Otherwise, if ip < n, put i = ip and
apply Lemma 8 (ii), yielding that there is a solution ((Mı˜)ı˜∈[2(p−1)n+2i+2], (Dı˜)ı˜∈[2(p−1)n+2i+1]) such that,
in G2(p−1)n+2i+2 ⊕M2(p−1)n+2i+2, for each j ∈ [i − 1], {upj , vpj } forms a cluster, and {upi }, {vpi }, and
{gi+1, hi+1} form clusters. If ip = n− 1 then indeed {upn, vpn} forms a cluster, again giving the required
solution already for layers up to 2pn. Otherwise, if ip < n − 1, for each i ∈ [n − 1] \ [ip], iteratively
apply Lemma 8 (i), yielding that there is a solution ((Mı˜)ı˜∈[2pn], (Dı˜)ı˜∈[2pn−1]) such that, in G2pn⊕M2pn,
for each j ∈ [ip − 1], {upj , vpj } forms a cluster, {upip}, {vpip} form clusters, and, for each j ∈ [n] \ [ip],
{upj , vpj } forms a cluster. Finally we let D2np = ∅ and M2np+1 = M2pn to obtain a solution for the
instance before the first application of selection for the next color p+ 1. Hence, these same clusters occur
in G2pn+1 ⊕M2pn+1, meaning that they carry over to the iteratively constructed solution for the next
color p + 1. Hence, after constructing the solution iteratively for all colors p, we obtain the claimed
solution for I.
(ii). We first show that after each application of selection for some p ∈ [s] and i ∈ [n− 1] the resulting
instance Ip,i has the property
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(a) of being sane in layer 2(p − 1)n + 2i + 2 (the last layer constructed so far) for gi+1, hi+1 when
i ∈ [n− 2] and for upn, upn when i = n− 1,
(b) that, for each solution ((Mı˜)ı˜∈[2(p−1)n+2i+2], (Dı˜)ı˜∈[2(p−1)n+2i+1]), for each r ∈ [p − 1], there is an
ir ∈ [n] such that {urir} and {vrir} form singleton clusters in G2(p−1)n+2i+2 ⊕M2(p−1)n+2i+2 and that
(c) either {gi+1} and {hi+1} form singleton clusters or there is a ip ∈ [i] such that {upip} and {vpip} form
singleton clusters.
The proof is by induction on the number of applications of selection.
For the first application of selection, the statement follows from the fact that {g1, h1} is removed in the
only possible solution (due to consistency between layer one and two) in combination with Lemma 8 (iii).
(Note that the instance before applying selection is sane in layer 2 for g1, h1.)
Now assume that the statement holds for some number (at least one) of applications of selection and
we prove that it holds after one more application. Let Ip,i be the resulting instance. We distinguish
whether i > 1 or not.
Suppose i = 1. Since the current application of selection is not the first one, we have p > 1. In the last
application of selection, the vertex-selection gadget for color p− 1 was completed. Hence, by the induction
hypothesis, and since there are no gn, hn, we have that for each solution ((M
′
ı˜)ı˜∈[2(p−1)n], (D
′
ı˜)ı˜∈[2(p−1)n−1])
for instance Ip−1,n−1, for each r ∈ [p− 1], there is an ir ∈ [n] such that {urir} and {vrir} form singleton
clusters in G2(p−1)n ⊕M ′2(p−1)n.
Fix an arbitrary solution S = ((Mı˜)ı˜∈[2(p−1)n+4], (Dı˜)ı˜∈[2(p−1)n+3]) for Ip,1. By the induction hypoth-
esis, Ip−1,n is sane in layer 2(p − 1)n for up−1n , vp−1n , that is, the editing budget is saturated in that
layer by every solution. Since S induces a solution for Ip−1,n−1 and selection did not change the editing
budgets for preexisting layers, |M2(p−1)n| = k2(p−1)n. Since k2(p−1)n+1 = k2(p−1)n, d2(p−1)n = 0, and layer
2(p−1)n+1 was taken to be an identical copy of layer 2(p−1)n, we have |M2(p−1)n+1| = k2(p−1)n+1 as well.
Since the only difference between layer 2(p− 1)n+ 1 and 2(p− 1)n+ 2 before the application of selection
is the introduction of the edge {g1, h1} and an incremented editing budget, by consistency between layers
2(p−1)n+1 and 2(p−1)n+2 and because d2(p−1)n+1 = 0, we have M2(p−1)n+2 = M2(p−1)n+1∪{{g1, h1}}.
Thus, the instance directly before applying selection is sane in layer 2(p− 1)n+ 2 for g1, h1. Thus, by
Lemma 8 (iii), property (a) holds.
As each solution for Ip,1 implies one for Ip−1,n−1, singleton clusters {urir} and {vrir} as above are
present also in G2(p−1)n⊕M2(p−1)n restricted to the parts present in the instance Ip,1. Since d2(p−1)n = 0
and G2(p−1)n = G2(p−1)n+1, these singleton clusters occur also in G2(p−1)n+1 ⊕M2(p−1)n+1. Similarly,
since d2(p−1)n+1 = 0, they also occur in G2(p−1)n+2 ⊕M2(p−1)n+2. Thus by Lemma 8 (iii), {urir} and{vrir} also form singleton clusters in G2(p−1)n+4 ⊕M2(p−1)n+4. This implies property (b).
Since g1, h1 form singleton clusters in any solution, by Lemma 8 (iii), also the property (c) holds for
i = 1.
Suppose i > 1. Note that the instance directly before applying selection is Ip,i−1. From property (a)
in the induction hypothesis, by Lemma 8 (iii), property (a) follows. Furthermore, from property (b)
in the induction hypothesis and since any solution ((Mı˜)ı˜∈[2(p−1)n+2i+2], (Dı˜)ı˜∈[2(p−1)n+2i+1]) for Ip,i
induces one for Ip,i−1 as before, we know that for each r ∈ [p − 1], there is an ir ∈ [n] such that
{urir} and {vrir} form singleton clusters in G2(p−1)n+2i ⊕ M2(p−1)n+2i in instance Ip,i. Hence, again
by Lemma 8 (iii) {urir} and {vrir} form singleton clusters in G2(p−1)n+2i+2 ⊕ M2(p−1)n+2i+2. Thus,
property (b) holds. As mentioned, Ip,i is sane in layer 2(p− 1)n+ 2i for gi, hi. If {gi, hi} forms a cluster
in G2(p−1)n+2i ⊕M2(p−1)n+2i, then, by property (c) of the induction hypothesis, there is an ip ∈ [i− 1]
such that {upip} and {vpip} form clusters in G2(p−1)n+2i ⊕M2(p−1)n+2i. By the same arguments as before,
they also form clusters in G2(p−1)n+2i+2 ⊕M2(p−1)n+2i+2, giving property (c). If {gi, hi} does not form a
cluster in G2(p−1)n+2i ⊕M2(p−1)n+2i, then by sanity, {gi} and {hi} form clusters. By Lemma 8 (iii) we
thus obtain property (c).
Hence, applying the claim for p = s and i = n, and since there are no gn, hn, we have that for each
solution ((M ′ı˜)ı˜∈[2sn], (D
′
ı˜)ı˜∈[2sn−1]) for instance Is,n−1, in G2sn ⊕M ′2sn, for each r ∈ [s], there is an
ir ∈ [n] such that {urir} and {vrir} form singleton clusters. As each solution ((M ′ı˜)ı˜∈[2sn+1], (D′ı˜)ı˜∈[2sn])
for the resulting instance implies one for Is,n−1, the singleton clusters {urir} and {vrir} are present also in
G2sn⊕M2sn restricted to the parts present in the instance Is,n−1. Since d2(p−1)n = 0 and G2sn = G2sn+1,
these singleton clusters occur also in G2sn+1 ⊕M2sn+1, finishing the proof.
Lemma 9 implies that each solution of the instance constructed so far corresponds to some selection
of one vertex in the graph G of the Multicolored Independent Set instance for each color in [s].
22
Verification. To ensure that the selected vertices correspond to an independent set, we construct
verification gadgets in the layers 2sn+ 1, . . . , 2sn+ 3m as follows, where m is the number of edges in G.
Introduce layers G2sn+2, . . . , G2sn+3m as identical copies of G2sn+1. Enumerate the edges in E(G) in an
arbitrary order as e1, . . . , em. For each j ∈ [m], let ej = {apα, aqβ} where apα ∈ Vp and aqβ ∈ Vq. Introduce
the vertex wp,qα,β = w
q,p
β,α into all layers, and introduce into layer 2sn + 3j − 1 the edges {wp,qα,β , upα},
{wp,qα,β , vpα}, {wp,qα,β , uqβ}, and {wp,qα,β , vqβ}. Furthermore, introduce a clique Cp,qα,β with 2k+d+ 1 new vertices
into all layers, and make wp,qα,β adjacent to all vertices of C
p,q
α,β in each layer except for 2sn+ 3j − 1. Put
k2sn+3j−2 = s, k2sn+3j−1 = s+ 2, k2sn+3j = s, d2sn+3j−3 = 0, d2sn+3j−2 = 1, and d2sn+3j−1 = 1 (note
that k2sn+1 was already set to s and d2sn to 0 before). This completes the construction of the verification
gadgets.
Intuitively, the budget of s edge edits corresponds to the vertices ip chosen into the independent set,
whose edges {upip , vpip} we delete. Since we have only two additional edits in layer 2sn+ 3j − 1 and wp,qα,β
is the center of a star with four leaves, we have to choose whether wp,qα,β forms a cluster with u
p
α, v
p
α or
with uqβ , v
q
β . That is, one of these pairs must already be a cluster, meaning that the corresponding edge
must not be deleted. Hence the corresponding vertex has not been chosen into the independent set.
Lemma 10. If there is a sequence (ip)p∈[s] of integers in [n] such that the corresponding vertices a
p
ip
∈ Vp
induce an independent set in G, then there is a solution to the above-constructed instance of TCEwIB.
Proof. Let I ′ be the instance before constructing the verification gadgets and I the instance afterwards.
From Lemma 9 (i) we know that there is a solution ((M ′i)i∈[2sn+1], (D
′
i)i∈[2sn]) for I
′ such that, for each
p ∈ [s], {upip} and {vpip} form clusters inG2sn+1⊕M ′2sn+1 and, for each i ∈ [n]\{ip}, {upi , vpi } forms a cluster
in G2sn+1 ⊕M ′2sn+1. We modify this solution to obtain a solution ((Mi)i∈[2sn+3m], (Di)i∈[2sn+3m−1])
for I as follows.
Initially, for each i ∈ [2sn+ 1] put Mi = M ′i , for each i ∈ {2sn+ 2, . . . , 2sn+ 3m} put Mi = M2sn+1,
and for each i ∈ [2sn] put Di = D′i. Note that d2sn = 0 and hence D2sn = D′2sn = ∅. Observe that, for
each j ∈ [m], letting ej = {apα, aqβ}, either {upα, vpα} /∈Mi or {upβ , vpβ} /∈Mi.
For each j ∈ [m], let i = 2sn+ 3j− 1, and, if {upα, vpα} /∈Mi, i.e., {upα, vpα} is an edge of Gi⊕Mi, then
put {wp,qα,β , uqβ}, {wp,qα,β , vqβ} ∈Mi and, otherwise, if {uqβ , vqβ} /∈Mi, put {wp,qα,β , upα}, {wp,qα,β , vpα} ∈Mi.
For each j ∈ [m], put D2sn+3j−3 = ∅ and D2sn+3j−2 = D2sn+3j−1 = {wp,qα,β}. Clearly, the budget
constraints are satisfied, each layer induces a cluster graph, and consecutive layers are consistent.
Finally, we show that the verification gadgets work as they should.
Lemma 11. If the above-constructed instance of TCEwIB admits a solution, then there is a se-
quence (ip)p∈[s] of integers in [n] such that the corresponding vertices a
p
ip
∈ Vp induce an independent set
in G.
Proof. Let I ′ be the instance of TCEwIB before constructing the verification gadgets and I the
instance afterwards. By Lemma 9 (ii), for each solution ((M ′i)i∈[2sn+1], (D
′
i)i∈[2sn]) for I
′, there is a
sequence (ip)p∈[s] of integers in [n] such that {upip} and {vpip} form singleton clusters in G2sn+1 ⊕M ′2sn+1.
Since each solution for I, when restricted to layers up to 2sn+ 1, induces a solution for I ′, the same holds
true for solutions for I.
Let ((Mi)i∈[2sn+3m], (Di)i∈[2sn+3m−1]) be a solution to I. Observe that, for each j ∈ [m], we
have D2sn+3j−3 = ∅ as d2sn+3j−3 = 0 and, due to the connections between wp,qα,β and Cp,qα,β , we have
wp,qα,β ∈ D2sn+3j−2 and wp,qα,β ∈ D2sn+3j−1. Since d2sn+3j−2 = d2sn+3j−1 = 1, we have D2sn+3j−2 =
D2sn+3j−1 = {wp,qα,β}. Hence, due to consistency, we have, for each i ∈ {2sn + 2, . . . , 2sn + 3m},
{upip , vpip} ∈Mi.
Now suppose that, for some ip and ir, p, r ∈ [s], we have that apip and arir are adjacent in G, say via
edge ej . Recall that G2sn+3j−1 ⊕M2sn+3j−1 is a cluster graph and at least s modifications in M2sn+3j−1
are nonadjacent to wp,rip,ir . As there are at most two more edits allowed, at least two edges incident
on wp,rip,ir remain, which form a P3 as no two neighbors of w
p,r
ip,ir
are adjacent due to the deletions
{upip , vpip}, {urir , vrir} ∈ Mi. This is a contradiction, and hence, no two vertices apip , arir , p, r ∈ [s] are
adjacent.
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Conclusion. The above shows that the Multicolored Independent Set instance is a yes-instance
if and only if the instance of TCEwIB is a yes-instance.
It remains to show how to realize the layer-individual budgets with global maximum budgets. Assume
that we have a global maximum budget of k and d, respectively. To reduce the number of available
marked vertices in layer j, j < 2sn+ 3m, by one, introduce two cliques C1, C2, each containing 2k+ d+ 1
new vertices, and a vertex v into each layer. Make v adjacent to all vertices in C1 in each layer i ≤ j and
make v adjacent to all vertices in C2 in each layer i > j.
To reduce the edit budget in layer i by one, introduce a clique containing 2k + d+ 1 new vertices into
all layers and remove an edge from this clique in layer i.
Finally, observe that d ≤ 3 and k = s+ 2 in the resulting instance of TCE. Thus, TCE is W[1]-hard
with respect to k even when d ≤ 3. Furthermore, the number of vertices is at most (2k+ d+ 1)(4sn+ k+
m+ (d+ k)(2sn+ 3m)) ≤ f(s)(n+m) and ` ≤ 2sn+ 3m. Hence, as Multicolored Independent Set
does not admit an f(s)no(s)-time algorithm unless the Exponential Time Hypothesis fails [14, Corollary
14.23], it follows that TCE does not admit an f(k)(n`)o(k)-time algorithm unless the Exponential Time
Hypothesis fails.
5 Kernelization for MLCE and TCE
In this section we investigate the kernelizability of MLCE and TCE for different combinations of the
four parameters as introduced in Section 1. More specifically, we identify the parameter combinations for
which MLCE and TCE admit polynomial kernels, and then we identify the parameter combinations for
which no polynomial kernels exist, unless NP ⊆ coNP/poly.
We start with presenting a polynomial kernel for MLCE for the parameter combination (k, d, `) and
then argue that essentially the same reduction rules also produce a polynomial kernel for TCE.
Theorem 4. MLCE admits a kernel of size O(`3 · (k + d)4) and TCE admits a kernel of size O(`3 ·
(k + d · `)4). Both kernels can be computed in O(` · n3) time.
We provide several reduction rules that subsequently modify the instance and we assume that if a
particular rule is to be applied, then the instance is reduced with respect to all previous rules, that is, all
previous rules were already exhaustively applied. To keep track of the budget in the individual layers we
introduce Multi-Layer Cluster Editing with Separate Budgets (MLCEwSB) which differs from
MLCE only in that, instead of a global upper bound k on the number of edits, we receive ` individual
budgets ki, i ∈ [`], and we require that |Mi| ≤ ki.
We first transform the input instance of MLCE to an equivalent instance of MLCEwSB by letting ki =
k for every i ∈ [`]. Then we apply all our reduction rules to MLCEwSB. Finally, we show how to
transform the resulting instance of MLCEwSB to an equivalent instance of MLCE with just a small
increase of the vertex set.
Through the presentation, let (G1 = (V,E1), . . . , G` = (V,E`), k1, . . . , k`, d) be the current instance.
We let k = max{ki | i ∈ [`]}.
The following rules represent well known rules for classical Cluster Editing [21] applied to the
individual layers of the multi-layer graph. The first rule formalizes the obvious constraint on the solvability
of the instance. We omit a proof of correctness for this rule.
Reduction Rule 1. If there is a layer i ∈ [`] such that ki < 0, then answer NO.
Reduction Rule 2. If there is a layer i ∈ [`] and an edge {u, v} ∈ Ei in layer i such that Gi contains at
least ki + 1 different induced P3s each of which contains the edge {u, v}, then remove {u, v} from Ei and
decrease ki by one.
Lemma 12. Reduction Rule 2 is correct.
Proof. Let I = (G1, . . . , G`, k1, . . . , k`, d) be the original instance and Î = (G1, . . . , Ĝi, . . . G`, k1, . . .
. . . , k̂i, . . . , k`, d) be the instance after the application of the rule, where Gi = (V,Ei), Ĝi = (V, Êi),
Êi = Ei \ {{u, v}} and k̂i = ki − 1 . If Î is a yes-instance, then I is also a yes-instance with the same
solution as the one for Î and the pair {u, v} added.
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For the converse, assume that S = (D,M1, . . .M`) is a solution for I and let G
′
i = (V,Ei ⊕Mi). We
claim that there is also a solution S′ for Î. Since the input multi-layer graphs in I and Î only differ by
one edge {u, v}, suppose towards a contradiction that G′i still contains {u, v}, meaning that {u, v} /∈Mi.
By the assumptions of the rule we know that there are ki + 1 vertices w1, . . . , wki+1 such that for each
i ∈ [ki + 1] the induced subgraph Gi[{u, v, wj}] is a P3, which has to be destroy to obtain a cluster graph.
Since {u, v} ∈ Ei ⊕Mi, in order to destroy all P3s, for each j ∈ [ki + 1] we have to either add the absent
edge to or delete an existing edge e (with e 6= {u, v}) from the induced subgraph G[{u, v, wj}]. However,
since for two different indices j1, j2 ∈ [ki + 1] the pair {u, v} is the only pair of vertices shared between
{u, v, wj1} and {u, v, wj2}, we have to modify at least ki + 1 edges, a contradiction to |Mi| ≤ k, Hence
G′i does not contain {u, v}, i.e., {u, v} ∈Mi and S′ obtained from S by replacing Mi with Mi \ {{u, v}}
is a solution to Î.
Reduction Rule 3. If there is a layer i ∈ [`] and a pair {u, v} ∈ V of vertices with {u, v} /∈ Ei (a
non-edge) in layer i such that Gi contains at least ki + 1 different induced P3s each of which involves
both u and v, then add {u, v} to Ei and decrease ki by one.
Lemma 13. Reduction Rule 3 is correct.
Proof. The proof is almost the same as for Lemma 12, the obvious difference is that we assume Êi =
Ei ∪ {{u, v}}. Also in the second implication, supposing that Mi does not contain {u, v} leads to a
contradiction.
As with the classical Cluster Editing we can bound the number of vertices involved in a P3 in
each layer. Let Ri ⊆ V be the set of the vertices v that appear in some induced P3 in Gi.
Reduction Rule 4. If there is a layer i ∈ [`] such that |Ri| > k2i + 2ki, then answer NO.
Lemma 14. Reduction Rule 4 is correct.
Proof. Suppose towards a contradiction that |Ri| > k2i + 2ki and I = (G1, . . . , G`, k1, . . . , k`, d) is a
yes-instance. Let (D,M1, . . .M`) be a solution to I and define G
′
i = (V,E(Gi)⊕Mi). For each modified
edge {u, v} ∈Mi denote by Ruv the set of vertices w such that the induced subgraph Gi[{u, v, w}] is a P3.
Since the instance is reduced with respect to Reduction Rules 2 and 3, for each modified edge {u, v} ∈Mi
we have |Ruv| ≤ ki. Since G′i is a cluster graph and, thus, does not contain P3 as an induced subgraph, we
know that Ri ⊆
⋃
{u,v}∈Mi({u, v}∪Ruv). It follows that |Ri| ≤ ki ·(2+ki) = k2i +2ki—a contradiction.
As a major difference to Cluster Editing for a single layer, we cannot simply remove the vertices
that are not involved in any P3 since we require the cluster graphs in individual layers not to differ too
much. We show that the vertices in the clusters that do not change can be freely removed.
Reduction Rule 5. If there is a subset A ⊆ V \R such that for each layer i ∈ [`], the subset A is the
vertex set of a connected component of Gi, then remove A (and the corresponding edges) from every Gi.
Lemma 15. Reduction Rule 5 is correct.
Proof. Let I = (G1, . . . , G`, k1, . . . , k`, d) be the original instance and Î = (Ĝ1, . . . , Ĝ`, k1, . . . , k`, d) be
the instance after the application of the rule, where for each i ∈ [`], we have Ĝi = Gi[V (Gi) \A]. Since
A ∩ R = ∅ we have that A induces a complete subgraph in each layer i ∈ [`]. Moreover, for each
layer i ∈ [`], the set A is the vertex set of a connected component of graph Gi. Thus, Gi[A] is a complete
connected component in Gi, meaning that E(Gi) = E(Ĝi) ∪
(
A
2
)
.
Let (D,M1, . . . ,M`) be a solution to I and let D̂ = D \ A and M̂i = Mi ∩
(
V \A
2
)
for every i ∈ [`].
Then (D̂, M̂1, . . . , M̂`) forms a solution to Î.
Conversely, let Ŝ = (D̂, M̂1, . . . , M̂`) be a solution to Î. We claim that Ŝ is a also solution to I. Indeed,
each G′i = (V,E(Gi) ⊕ M̂) is a cluster graph (note that A is the vertex set of a complete connected
component in Gi), |M̂i| ≤ ki and for all 1 ≤ i, j ≤ ` we have that E(Gi)⊕M̂i∩
(
V \D
2
)
= E(Gj)⊕M̂j∩
(
V \D
2
)
since E(Ĝi)⊕ M̂i ∩
(
V \(A∪D)
2
)
= E(Ĝj)⊕ M̂j ∩
(
V \(A∪D)
2
)
.
The next rule allows us to reduce vertices that appear in exactly the same clusters, if there are many.
25
Reduction Rule 6. If there is a set A ⊆ V \R with |A| ≥ k + d+ 3 such that for every layer i ∈ [`] it
holds that all vertices of A are in the same connected component of Gi, then select an arbitrary v ∈ A
and remove v from every Gi.
Lemma 16. Reduction Rule 6 is correct.
For the proof of this and subsequent lemmas we find the following observation handy.
Observation 4. Let G be a complete graph on at least k + 2 vertices and let H be a cluster graph
such that V (G) = V (H). If H is not complete, then G and H differ in at least k + 1 edges, i.e.,
|E(G)⊕ E(H)| ≥ k + 1.
Proof. The statement is obviously true for k ≤ 0, let us assume that k > 0. Since H is a cluster graph
which is not complete, it must have several connected components. Let X be the smallest of these
connected components and define Y = V (G) \X. The set E(G)⊕ E(H) must contain at least all the
edges between X and Y , hence |E(G)⊕ E(H)| ≥ |X| · |Y |.
If |X| ≥ k+22 , then also |Y | ≥ k+22 since X is the smallest component. But then |X| · |Y | ≥ (k+22 )2 =
k2+4k+4
4 ≥ k + 1.
If |X| < k+22 , then let us denote x = |X| and we have |Y | ≥ k + 2 − x. We know that |X| · |Y | ≥
x · (k + 2− x). The function f(x) = x · (k + 2− x) is increasing for x < k+22 with f(1) = k + 1, hence|X| · |Y | ≥ k + 1, finishing the proof.
Proof of Lemma 16. Let I = (G1, . . . , G`, k1, . . . , k`, d) be the original instance and Î = (Ĝ1, . . . , Ĝ`,
k1, . . . , k`, d), where Ĝi = Gi[V (Gi) \ {v}] be the instance after the application of the rule. Let
(D,M1, . . . ,M`) be a solution to I, and define D̂ = D \ {v} and for every i ∈ [`] M̂i = Mi ∩
(
V \{v}
2
)
.
Then (D̂, M̂1, . . . , M̂`) forms a solution to Î.
Conversely, let Ŝ = (D̂, M̂1, . . . , M̂`) be a solution to Î. Let w be an arbitrary vertex of A \ (D̂ ∪ {v})
(note that since |A| ≥ k + d + 3, |D̂| ≤ d and k ≥ 0, the set A \ (D̂ ∪ {v}) is not empty). We will
construct a solution for I such that after applying the solution v is a true twin of w in every layer, i.e.,
we will put v into the same clusters as w. Formally, for each layer i ∈ [`], we define Êi
′
= E(Ĝi)⊕ M̂i,
E′i = Êi
′ ∪ {{x, v} | {x,w} ∈ Êi
′} ∪ {{v, w}} and Mi = Ei ⊕ E′i. We claim that (D̂,M1, . . . ,M`) is a
solution to I.
First, each G′i = (V,E
′
i) is a cluster graph. If there are two layers i, j ∈ {1 . . . `} such that G′i \D 6=
G′j \D, then without loss of generality we can assume that there is some x ∈ V \ (D ∪ {v}) such that
{v, x} ∈ E′i but {v, x} /∈ E′j . But then {w, x} ∈ Êi
′
and {w, x} /∈ Êj
′
, a contradiction since neither w nor
x is in D̂.
Finally, let us show that for each layer i ∈ [`] we have that |Mi| ≤ |M̂i| ≤ ki. To this end, we first
observe that all vertices of A \ {v} are in the same component of (V \ {v}, Êi
′
). Since A ∩R = ∅ and all
vertices of A are in the same connected component of Gi we have that Ĝi[A \ {v}] is complete. Hence, if
A \ {v} does not induce a complete subgraph in (V \ {v}, Êi
′
), then by Observation 4, we can conclude
that M̂i contains at least k + 1 edges, as |A \ {v}| ≥ k + d+ 2 ≥ k + 2.
Now for every x ∈ V \A and every i ∈ [`] we have that {v, x} ∈ E(Gi) if and only if {u, x} ∈ E(Gi)
for every u ∈ A as otherwise the induced subgraph Gi[{v, u, x}] would be a P3, contradicting A ∩R = ∅.
Similarly, for every x ∈ V \ A and every i ∈ [`] we have that {v, x} ∈ E′i if and only if {u, x} ∈ E′i for
every u ∈ A, since (V \ {v}, Êi
′
) is a cluster graph and since E′i is constructed in this way. It follows that
if {x, v} ∈Mi for some x ∈ V \A, then {x, u} ∈ M̂i for every u ∈ A \ {v} and |M̂i| ≥ k + 1 ≥ ki + 1—a
contradiction. Hence {x, v} /∈Mi for every x ∈ V \ {v} and thus Mi ⊆ M̂i.
The next rule shows that the remaining clusters in a yes-instance cannot be too large.
Reduction Rule 7. If there is a layer i ∈ [`] and a connected component A of Gi with |A\R| ≥ k+2d+3,
then answer NO.
Let us first make a folklore observation.
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Observation 5. If a connected component C of a graph has at least three vertices and is not complete,
then every vertex of C appears in some induced P3.
Proof. Consider an arbitrary vertex u ∈ V (C). If u is adjacent to v for every v ∈ V (C) \ {u}, then there
must be some pair {x, y} ⊆ V (C) \ {u} of vertices such that {x, y} /∈ E(C) since the component is not
complete. Then, C[{u, x, y}] is a P3.
Otherwise u is not adjacent to some vertex v ∈ V (C) \ {u}. Then let P be the shortest path between
u and v. This path has at least three vertices and each three consecutive vertices of this path induce a
subgraph which is a P3.
Lemma 17. Reduction Rule 7 is correct.
Proof. Suppose towards a contradiction that A is a connected component of Gi for some layer i ∈ [`] with
|A \R| ≥ k+ 2d+ 3, and (G1, . . . , G`, k1, . . . , k`, d) is a yes-instance. Let (D,M1, . . .M`) be a solution to
the instance. For every layer j ∈ [`], define E′j = E(Gj)⊕Mj and G′j = (V,E′j). Let A′ = A \ (D ∪R)
and note that |A′| ≥ k+d+ 3. We claim that for every j ∈ [`], all vertices of A′ are in the same connected
component of Gj , contradicting the instance being reduced with respect to Reduction Rule 6.
Since A′ ∩R = ∅ and all vertices of A are in the same connected component of Gi, by Observation 5
we have that Gi[A
′] is complete. Hence, if G′i[A
′] is not complete, then by Observation 4, Mi contains at
least k+ 1 ≥ ki + 1 edges, as |A′| ≥ k+ 2, a contradiction. Therefore G′i[A′] is complete. For every j ∈ [`],
since G′j [V \D] = G′i[V \D], the graph G′j [A′] is complete. Now again, if Gj [A′] is not complete for some
layer j ∈ [`], then again by Observation 4 Mj contains at least k + 1 ≥ kj + 1 edges, a contradiction.
Now we introduce our final rule bounding the number of vertices in the instance.
Reduction Rule 8. If |V | > ` · (k2 + 2k + d · (k + 2d+ 2) + 2k), then answer NO.
Lemma 18. Reduction Rule 8 is correct.
Proof. Suppose towards a contradiction that |V | > `·(k2+2k+d·(k+2d+2)+2k) and (G1, . . . , G`, k1, . . . , k`, d)
is a yes-instance. Let (D,M1, . . .M`) be a solution to the instance. For each i ∈ [`], define E′i = E(Gi)⊕Mi
and G′i = (V,E
′
i). Let us denote by S =
⋃`
i=1
⋃
{u,v}∈Mi{u, v} the set of vertices adjacent to any modifi-
cation. Obviously, |S| ≤ ` · 2k.
For every layer i ∈ [`] and every x ∈ D let us denote by Qix ⊆ V \R the set of vertices from V \R in the
same connected component of G′i as the vertex x and Q =
⋃`
i=1
⋃
x∈D Q
i
x. Since the instance is reduced
with respect to Reduction Rule 7, we know that |Qix| ≤ k + 2d+ 2 and, thus |Q| ≤ ` · d · (k + 2d+ 2).
Note also that |R| ≤ ` · (k2 + 2k), since the instance is reduced with respect to Reduction Rule 4.
Now since |V | > ` · (k2 + 2k + d · (k + 2d + 2) + 2k), |R| ≤ ` · (k2 + 2k), |Q| ≤ ` · d · (k + 2d + 2), and
|S| ≤ ` · 2k, the set V ′ = V \ (Q ∪R ∪ S) is not empty. Let u be an arbitrary vertex from V ′. Since the
instance is reduced with respect to Reduction Rule 5, we know that there are two distinct layers i, j ∈ [`]
and a vertex v such that u and v are in the same connected component of Gi and in different connected
components of Gj . Since v is not in S, we know that the same holds for the graphs G
′
i and G
′
j . However,
since v is not in Q neither in R, we have that neither u nor v is in D. But then G′i[V \D] and G′j [V \D]
are different, a contradiction.
After bounding the size of the instance through Reduction Rule 8 it remains to transform the resulting
instance of MLCEwSB to an equivalent instance of MLCE. To this end we introduce new vertex set A
of size exactly 2k + 2 to V and to each Ei introduce all edges from
(
A
2
)
. Then, for each i ∈ {1, . . . , `} we
remove k − ki arbitrary edges between vertices of A from Ei and set ki = k.
If {u, v} is an edge removed in this step, then u and v had 2k common neighbors in A and by at most
k − 1 other edge removals they could loose at most k − 1 of them. Hence, Reduction Rule 3 would apply
to each pair of vertices from A with an edge removed. Applying Reduction Rule 3 exhaustively and then
Reduction Rule 5 would revert all the changes made. Hence, the constructed instance is equivalent to the
one obtained after exhaustive application of all the reduction rules.
The constructed instance can be turned into an equivalent instance of MLCE in an obvious way.
Since no rule increases k, d, or `, |V | = O(` · (k + d)2), the resulting instance can be described using
O(`3 · (k + d)4) bits and it is equivalent to the original instance, it remains to show that the kernelization
is computable in polynomial time.
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Lemma 19. The kernelization can be done in O(` · n3) time.
Proof. If n < k2, then we can output the original instance as the kernel. Let us assume that k2 ≤ n.
We can check whether Reduction Rule 1 applies in O(`) time on the beginning and in constant time
whenever any later rule changes the budget. Applying the rule takes constant time.
For each layer i ∈ {1, . . . , `} in time O(n3) we can count for each pair of vertices in how many induced
subgraphs isomorphic to P3 it appears and classify the pairs according to that count. Then we apply
Reduction Rules 2 and 3 to the pairs which appear in many P3’s. Each application takes O(n) time
and at the same time we can update the counts for affected pairs. Hence, these reduction rules can be
exhaustively applied to one layer in O(n3) time. Also in the same time we can determine the sets Ri and
eventually apply Reduction Rule 4. Since the later rules only delete vertices or answer NO, no application
of a later rule can create an opportunity to apply Reduction Rule 2, 3, or 4. Hence, these reduction rules
can be exhaustively applied to the instance in O(` · n3) time.
In O(` · n2) time we can compute the graphs G∩ = (V,
⋂`
i=1Ei) and G∪ = (V,
⋃`
i=1Ei). Then
Reduction Rule 5 applies to all connected components of G∪ not containing vertices of R that are also
connected components of G∩. All of these applications can be recognized in O(n2) time and all of them
together applied in O(` · n2) time. No application of a later rule can create an opportunity to apply
Reduction Rule 5.
Reduction Rule 6 applies to each connected component of G∩ which has the appropriate number of
vertices not in R. All of these applications can be recognized in O(n2) time and all of them together
applied in O(` · n2) time. Since later rules only answer NO, no application of a later rule can create an
opportunity to apply Reduction Rule 6.
We can check whether the rule applies in O(` · n2) for Reduction Rule 7 and in constant time for
Reduction Rule 8 and apply any of them in constant time.
Hence the reduction rules can be exhaustively applied in O(` · n3) time, the final reduction back to
MLCE takes O(k2) = O(n) time and the result follows.
Lastly, we argue that slightly modified reduction rules can be applied to TCE (with individual
edge-modification budgets, where the resulting instance can be transformed back). Intuitively, this follows
from the following observations: The reduction rules do not mark vertices, and the union of all marked
vertices of a TCE solution together with the edge modification sets forms a solution for a MLCE instance,
where the maximal number of marked vertices is d · `. Hence, replacing d with d · ` in the description of
all reductions rules yields a set of rules that produce a kernel of size O(`3 · (k + d · `)4) for TCE.
Lemma 20. If in the descriptions of Reduction Rule 1, Reduction Rule 2, Reduction Rule 3, Reduction
Rule 4, Reduction Rule 5, Reduction Rule 6, Reduction Rule 7, and Reduction Rule 8 “d” is replaced with
“d · `”, then these rules yield a kernel of size O(`3 · (k+ d · `)4) for TCE that can be computed in O(` · n3)
time.
Proof Sketch. First, we observe that none of the original reduction rules decrease d, informally that means
that no rule marks vertices. Second, note that none of the rules create trivial yes-instances.
It is easy to see the following: If I = (G1 = (V,E1), . . . , G` = (V,E`), k, d) is a yes-instance of TCE,
then I ′ = (G1 = (V,E1), . . . , G` = (V,E`), k, d′) with d′ = d · ` is a yes-instance of MLCE. Given a
solution (M1, . . . ,M`, D1, . . . , D`−1) for I, it is easy to check that (M1, . . . ,M`, D) with D =
⋃
1≤i≤`−1Di
is a solution for I ′. By contraposition this means that if I ′ is a no-instance for MLCE, then I is a
no-instance for TCE. If follows that all modified rules creating trivial no-instances are safe. The safeness of
the remaining modified rules follows from straight forward adaptations of the original safeness proofs.
Finally, we argue that for the parameter n number of vertices (and all smaller parameters), MLCE
and TCE do not admit polynomial kernels unless NP ⊆ coNP/poly. More specifically, we claim the
following.
Proposition 3. MLCE and TCE do not admit polynomial kernels with respect to the number n of
vertices, unless NP ⊆ coNP/poly.
We need the following notation for the proof. An equivalence relation R on the instances of some
problem L is a polynomial equivalence relation if
(i) one can decide for each two instances in time polynomial in their sizes whether they belong to the
same equivalence class, and
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(ii) for each finite set S of instances, R partitions the set into at most (maxx∈S |x|)O(1) equivalence
classes.
An AND-cross-composition of a problem L ⊆ Σ∗ into a parameterized problem P (with respect to
a polynomial equivalence relation R on the instances of L) is an algorithm that takes ` R-equivalent
instances x1, . . . , x` of L and constructs in time polynomial in
∑`
i=1 |xi| an instance (x, k) of P such that
(i) k is polynomially upper-bounded in max1≤i≤` |xi|+ log(`) and
(ii) (x, k) ∈ P if and only if x`′ ∈ L for every `′ ∈ {1, . . . , `}.
If an NP-hard problem L AND-cross-composes into a parameterized problem P , then P does not
admit a polynomial-size kernel, unless NP ⊆ coNP/poly [8, 14], which would cause a collapse of the
polynomial-time hierarchy to the third level.
Proof of Proposition 3. We provide an AND-cross-composition from classical Cluster Editing. We
define relation R: Two instances (G1, k1) and (G2, k2) are equivalent under R if and only if k1 = k2
and |V (G1)| = |V (G2)|. Clearly, R is a polynomial equivalence relation.
Now let (G1, k1), . . . , (G`, k`) be R-equivalent instances of Cluster Editing. Then there is an
integer k ∈ N such that k = ki for every i ∈ {1, . . . , `}. Moreover, since the names of the vertices are not
important for the problem and |V (Gi)| = |V (Gj)| for every i, j ∈ {1, . . . , `}, we can assume without loss
of generality that there is a set V such that V = V (Gi) for every i ∈ {1, . . . , `}. Hence, (G1, . . . , G`, k, d),
where d = |V |, is a valid instance of MLCE and TCE.
This instance can be constructed in polynomial time and no extra vertices are added, hence |V | is
upper-bounded by a maximum size of an input instance. Furthermore, as we are allowed to mark all
vertices, it follows directly from the definition of MLCE and TCE, that (G1, . . . , G`, k, d) is a yes-instance
if and only if for every i ∈ {1, . . . , `} it is possible to turn Gi into a cluster graph by at most k edge
modifications.
Since Cluster Editing is NP-hard [3] and we AND-cross-composed it into MLCE and into TCE
parameterized by n = |V |, the result follows.
6 Conclusion
Our results highlight that TCE and MLCE are much richer in structure than classical Cluster Editing.
Techniques for the classical problem seem to only carry over somewhat for kernelization algorithms and
otherwise new methods are necessary. In this regard, we contribute a major step forwards with our
fixed-parameter algorithm for MLCE with respect to the combination of k and d. In contrast, the
W[1]-hardness for TCE with respect to k for d = 3 highlights the obstacles we need to overcome. Perhaps
we can break the problematic temporal non-locality by bounding the number of allowed modifications at
one vertex in any given interval of layers of some fixed size.
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