In this paper, we examine cognitive radio systems that evolve dynamically over time as a function of changing user and environmental conditions. To take into account the advantages of orthogonal frequency division multiplexing (OFDM) and recent advances in multiple antenna (MIMO) technologies, we consider a full MIMO-OFDM Gaussian cognitive radio system where users with several antennas communicate over multiple non-interfering frequency bands. In this dynamic context, the objective of the network's secondary users (SUs) is to stay as close as possible to their optimum power allocation and signal covariance profile as it evolves over time, with only local channel state information at their disposal. To that end, we derive an adaptive spectrum management policy based on the method of matrix exponential learning, and we show that it leads to no regret (i.e. it performs asymptotically as well as any fixed signal distribution, no matter how the system evolves over time). As it turns out, this online learning policy is closely aligned to the direction of change of the users' data rate function, so the system's SUs are able to track their individual optimum signal profile even under rapidly changing conditions.
INTRODUCTION
As a result of the explosive spread of Internet-enabled mobile devices, the radio spectrum has become a scarce resource which, if not properly managed, will be unable to accommodate the soaring demand for wireless broadband and the ever-growing volume of data traffic and cellphone calls. Exacerbating this issue, studies by the US Federal Communications Commission (FCC) and the National Telecommunications and Information Administration (NTIA) have shown that this vital commodity is effectively squandered through underutilization and inefficient use: only 15% to 85% of the licensed radio spectrum is used on average, leaving ample spectral voids that could be exploited for opportunistic radio access [8, 25] .
In view of the above, the emerging paradigm of cognitive radio (CR) has attracted considerable interest as a promising counter to spectrum scarcity [11, 12, 20, 34] . At its core, this paradigm is simply a two-level hierarchy between communicating users induced by spectrum licensing: on the one hand stand the network's primary users (PUs) who have purchased spectrum rights but allow others to access it (provided that the resulting interference remains below a certain threshold); on the other hand, the network's secondary users (SUs) are free-riding on the licensed part of the spectrum, and they try to communicate under the constraints imposed by the PUs (but with no quality of service (QoS) guarantees). In this way, by opening up the unfilled "white spaces" of the licensed spectrum to opportunistic access, the overall spectrum utilization can be greatly increased without compromising the performance guarantees that the network's licensed users have already paid for.
Orthogonally to the above, the seminal prediction that the use of multiple-input and multiple-output (MIMO) technologies can lead to substantial gains in information throughput [9, 31] opens up another way for overcoming spectrum scarcity. In particular, by employing multiple antennas for communication, it is possible to exploit spatial degrees of freedom in the transmission and reception of radio signals, the only physical limit being the number of antennas that can be deployed on a portable device. As a result, the existing wireless medium can accommodate greater volumes of data traffic without requiring the reallocation (and subsequent re-regulation) of additional frequency bands.
In this paper, we combine these two approaches and focus on a dynamic MIMO cognitive radio system comprised of several wireless users (primary and secondary alike) who communicate over multiple non-interfering channels, and are going online or offline based on their individual needs. In this unregulated (and evolving) context, the intended receiver of a message has to cope with unwarranted interference from a large number of transmitters, a factor which severely limits the capacity of the wireless system in question. On that account, and given that the theoretical performance limits of MIMO systems still elude us (even in basic network models such as the interference channel), a widespread approach is to treat the interference from other users as additive colored noise, and to use the mutual information for Gaussian input and noise as a unilateral performance metric [31] . In a similar vein, users cannot be assumed to have full information on the wireless system as it evolves over time (due e.g. to the arrival of new users, fluctuations in the PUs' demand, congestion, etc.), so they will have to optimize their signal characteristics "on the fly", based only on locally available information. Accordingly, our aim will be to derive a distributed learning scheme that allows the system's SUs to adapt to changes in the wireless medium and track their individual optimum signal profile using only local channel state information (CSI).
Of course, the setting above is fairly general in scope as it allows the network's SUs significant control over both spatial and spectral degrees of freedom: in the spatial component, the users control the covariance of their transmit directions (essentially the spread of their symbols over the transmitting antennas), whereas in the frequency domain, they control the allocation of their transmit power over the different channels at their disposal. To wit, when users are only equipped with a single antenna and are not allowed to split power across subcarriers, the problem boils down to deriving an efficient online channel selection policy as in [2, 10, 17, 21] . Alternatively, in the static, single-channel regime where the system's SUs only react to each other and the PUs' spectrum utilization is fixed, the main objective is to optimize the users' spectrum sharing policy [33] and/or to identify the Nash equilibria of the resulting game [26, 32] . That said, since the PUs' changing behavior is not affected (and cannot be predicted) by the system's SUs, our dynamic environment may no longer be modeled as a game, so static solution concepts (such as that of Nash equilibrium) are no longer meaningful. Thus, merging the analysis of [2] for dynamic channel selection with that of [26, 33] for static MIMO systems, we will focus on adaptive full spectrum management policies that lead to no regret in the sense that they perform asymptotically as well as any fixed policy, irrespective of the system's evolution over time [6, 27] . Intuitively, this means that the proposed scheme performs at least as well as the best fixed transmission strategy, even though the latter cannot be anticipated by the transmitter in our dynamic scenario with only local information.
Motivated by the no-regret properties of the exponential weight algorithm [6, 13, 28] , our approach will be based on the distributed optimization method of matrix exponential learning that was recently introduced in [18] . More precisely, by decomposing our online rate maximization problem into a signal covariance and a power allocation component (corresponding to spatial and frequency degrees of freedom respectively), we derive an augmented exponential learning policy for adaptive spectrum management in dynamic MIMO CR environments. Then, by studying the evolution of the socalled "free energy" of the users' transmit profile, we show that this learning policy leads to no regret (Theorem 3.5); in fact, our exponential learning scheme turns out to be closely aligned to the direction of change of the users' rate function, so the system's SUs are able to track their individual optimum signal profile as it evolves over time, even under rapidly changing channel conditions.
SYSTEM MODEL
The cognitive radio system that we will focus on consists of a set of non-cooperative wireless MIMO users (primary and secondary alike), all communicating over several noninterfering channels by means of an orthogonal frequency division multiplexing (OFDM) scheme [3, 16] . Specifically, let Q = P ∪ S denote the set of the system's users, with P (resp. S) representing the system's primary (resp. secondary) users; assume further that each user q ∈ Q is equipped with mq transmit antennas, and that the radio spectrum is partitioned into a set K = {1, . . . , K} of K orthogonal frequency bands [3] . Then, the aggregate signal y s k ∈ C ns received on the k-th frequency subcarrier at the intended destination of the secondary user s ∈ S (assumed equipped with ns receive antennas) will be:
mq is the transmitted message of user q ∈ Q (primary or secondary) over the k-th subcarrier, H qs k is the corresponding channel matrix between the q-th transmitter and the intended receiver of user s, and z s k ∈ C ns is the noise in the channel, including thermal, atmospheric and other peripheral interference effects (and modeled as a zeromean circularly symmetric complex Gaussian random vector with non-singular covariance). Accordingly, if we focus on a particular secondary user and drop the index s ∈ S in (1) for simplicity, we obtain the unilateral signal model:
where w k now denotes the multi-user interference-plus-noise over the frequency subcarrier k ∈ K at the receiver end.
The covariance of w k in (2) obviously evolves over time e.g. due to users going offline for a period of time, or of modulating their transmit profiles to achieve better transmission rates.
1 In this evolving, decentralized context, employing sophisticated interference cancellation techniques at the receiver is all but impossible, especially with regards to the system's unregulated secondary users; as such, we will assume that interference by other users (primary and secondary alike) at the receiver is treated as additive, colored noise. In this single user decoding (SUD) regime, the transmission rate of a user under the signal model (2) will then be given by the familiar expression [3, 31] :
where:
k is the multi-user interference-plusnoise covariance matrix on subcarrier k at the receiver.
2 is the user's transmit power over subcarrier k, and p = (p1, . . . , pK ) is the overall power allocation vector.
is the normalized covariance matrix of the user's transmitted signal, and Q = K k=1 Q k = diag(Q1, . . . , QK ) denotes the aggregate covariance profile over all subcarriers. Thus, given that W k might change over time as a result of evolving user conditions, we obtain the time-dependent objective:
1 That said, we will be assuming that such changes occur at a sufficiently slow rate relative to the coherence time of the channel so that the standard results of information theory continue to hold [31] . 2 Throughout this paper,
. . , AK ) will denote the block-diagonal (direct) sum of the matrices A k .
where
denotes the unnormalized covariance matrix of the transmitter's signal on the k-th subcarrier, and the effective channel matrices H k are given by
Motivated by the "white-space filling" paradigm advocated (e.g. by the FCC) as a means to minimize interference by unlicensed users in MIMO CR networks by sensing spatial and/or spectral voids in the wireless medium [8, 14, 25, 26, 29] , we will consider the following constraints for the SUs' transmit policies:
1. Constrained total power:
2. Constrained transmit power per subcarrier:
3. Null-shaping constraints:
for some tall complex matrix U k with full column rank.
Of the constraints above, (7a) is a physical constraint on the user's total transmit power, (7b) imposes a limit on the interference level that can be tolerated on a given subcarrier, and (7c) is a "hard", spatial version of (7b) which guarantees that certain spatial dimensions per subcarrier (the columns of U k ) will only be open to licensed, primary users (see also [16] for a more detailed discussion). After a suitable change of basis, the set of admissible signal shaping policies for the rate function (4) will thus be:
is the number of spatial dimensions that are open to SUs on subcarrier k. Accordingly, writing P k in the decoupled form P k = p k Q k as before, we obtain the decomposition X = k D k × X0 where
is the "spectrahedron" of admissible normalized covariance matrices for subcarrier k and
denotes the set of admissible power allocation vectors. In view of the above, the unilateral objective of each SU at time t will be given by the online rate maximization problem: maximize Ψ(P; t),
3 If users are energy-aware, we should consider a more general total power constraint of the form k p k ≤ P and incorporate a cost of power consumption in the user's objective. In our current setting however, the users have nothing to gain by not transmitting at full power, so there is no need to consider a softer constraint for the total transmit power.
Clearly, if the behavior of the network's PUs were known (or could otherwise be predicted) ahead of time, every SU would only have to react to each other's transmit policy, thus allowing us to model the situation as a non-cooperative game -see e.g. [26, 32] where the authors study the existence of a unique equilibrium in the "low-interference" regime of a stationary, single-carrier network. In our setting however, the PUs' transmit profiles are not influenced by the choices of the SUs, but instead change arbitrarily over time as a function of their individual needs; as a result, we obtain an evolving "game against nature" where static solution concepts (such as Nash equilibria) do not apply.
The most prominent solution concept in this online optimization context is that of a no-regret learning policy [6, 27] , i.e. a dynamic transmit strategy P(t), t ≥ 0, which performs asymptotically as well as any fixed profile P0 ∈ X, and for all possible evolutions of the objective (4) over time. More precisely, the regret of a dynamic transmit policy P(t) ∈ X with respect to P0 ∈ X is defined as:
i.e. Reg(P0, t) simply measures the average transmission rate difference between P0 and P(t) up to time t. Obviously, large positive values of Reg(P0, t) indicate that the user could have achieved a higher transmission rate in the past by employing P0 instead of P(t), making him "regret" his policy choice. We will thus say that the policy P(t) leads to no regret if
for all P0 ∈ X, and no matter how the objective Ψ(·; t) of (RM) evolves over time as a function of the effective channel matrices H k (t), t ≥ 0. Alternatively, if we interpret limt→∞ t 0 Ψ(p0; s) ds as the long-term average rate associated to P0, then (12) simply means that the average data rate of the dynamic policy P(t) is at least as good as that of any P0 ∈ X, irrespective of how Ψ(· ; t) evolves over time.
The notion of regret will be central in our analysis, so a few remarks are in order: Remark 1. Obviously, if the optimum transmit policy P * (t) which maximizes (RM) could be predicted at every t ≥ 0 by some oracle-like device, we would have Reg(P0, t) ≤ 0 in (11) for all P0 ∈ X, so the no-regret property (12) would be trivially satisfied. Equation (12) is thus a fundamental requirement for performance evaluation in the context of online programming, and negative regret is a key indicator of tracking the maximum of (RM) over time.
Remark 2. When the network's PUs induce changes to the wireless medium (e.g. with respect to network topology, channel conditions, congestion, etc.), the notion of regret becomes especially relevant because the PUs' behavior is not affected (at least, ideally) and cannot be predicted by the network's SUs. In this context, uniform power allocation is generally considered to be a realistic simple policy which is also robust against channel uncertainty: in particular, if the channel matrices are drawn at each realization from an isotropic distribution, then spreading power uniformly across carriers and antennas is the optimum policy in the worst-case scenario where nature (including the network's PUs) is actively choosing the worst possible channel realization for the transmitter [22] . A no-regret policy extends this "min-max" concept by ensuring that no matter how the channels evolve over time (isotropically or otherwise), the policy's achieved transmission rate will be asymptotically as good as that of any transmit policy, including the uniform one (as a special case where nature is playing against the transmitter).
ONLINE SPECTRUM MANAGEMENT DYNAMICS
Even though there exists an extensive literature on noregret learning policies for problems with discrete state spaces (see e.g. [6] for a panoramic survey), the situation is significantly more complicated in the case of online optimization programs with continuous action spaces and implicit constraints -such as the semidefiniteness constraints of (RM). To simplify matters, we will thus take a step-by-step approach consisting of: a) deriving a no-regret policy Q(t) ∈ X+ ≡ k D k for the covariance component of (RM) assuming a fixed power allocation profile p ∈ X0; b) deriving a no-regret policy p(t) ∈ X0 for the power allocation component of (RM) assuming a fixed covariance profile Q ∈ X+; and c) combining the two policies in a joint no-regret spectrum management scheme for (RM) over the entire state space X = X+ × X0.
Online signal covariance optimization
We begin by analyzing the online rate maximization problem (RM) for a fixed power allocation profile p = (p1, . . . , pK ) ∈ X0. To that end, if we fix p ∈ X0, the derivation of a noregret policy for the objective (4) over X+ ≡ k D k boils down to the online semidefinite program:
Motivated by the method of matrix exponential learning that was introduced in [18] for static optimization problems with constraints of this kind, we will consider the dynamicṡ
where Y k ∈ C m k ×m k is an auxiliary "scoring" matrix and
is the (conjugate) gradient of the objective of (RM+) with respect to Q k ∈ D k . There are two reasons behind this choice of learning dynamics: first, in the static regime where the objective function does not change over time (i.e. H k (t) = H k for all t ≥ 0), the analysis of [18] shows that (XL) converges to the maximum of Ψ, so the no-regret property is satisfied trivially in that case. Secondly, if Q k and H † k H k are simultaneously diagonalizable, the dynamics (XL) reduce to the continuous-time exponential weight algorithm [6, 28] :
where Y kα and V kα , α = 1, . . . , m k , denote the diagonal elements of Y k and V k respectively. For linear objectives of the form Ψ(q; t) = [28] that (14) is a no-regret policy for any (continuous) "payoff stream" V kα (t); hence, in conjunction with our previous observation, one would hope that this stays true for the matrix-valued extension (XL) of (14), and for any stream of nonlinear objective functions Φ(·; t) of the form (4). In the rest of this section, we will show that this is indeed the case, extending in this way the results of [28] to a semidefinite setting with nonlinear objectives.
Our analysis will hinge on a matrix variant of the so-called (Helmholtz) free energy [15] defined as:
where Y is Hermitian, Q is positive-semidefinite, and h(Q) is (minus) 4 the von Neumann (quantum) entropy h(Q) = tr(Q log Q).
As we show in the following proposition, the key property of the free energy function A is that the normalized matrix exponential in (XL) is the unique solution of the positivedefinite Legendre-Fenchel problem [23] :
More precisely, we have: 
In view of Proposition 3.1 (which we prove in Appendix A), the so-called convex conjugate h * (Y) = log tr[exp(Y)] of h [23] will be particularly important because it represents the maximum value of the "average" Y = tr[YQ] of Y adjusted for the "information cost" h(Q) of Q. To wit, by studying the evolution of h * over time (see Appendix A for the details), we may show that the dynamics of matrix exponential learning provide a no-regret policy for the online rate maximization problem (RM+); more precisely, we have: Theorem 3.2. Let Ψ(· ; t) be a continuous stream of rate functions of the form (4) for some evolving configuration of effective channel matrices H k (t), t ≥ 0. Then, for every Q0 ∈ X+, the signal covariance policy (XL) satisfies
where Y0 ≡ Y(0) is the initialization of Y in (XL) and h+, h * + are the analogues of the von Neumann entropy (17) and its convex conjugate (18) over X+:
In particular, (XL) is a no-regret policy for the online covariance optimization problem (RM+).
Remark. By taking the uniform initialization Y0 = 0 and noting that h+(Q) ≤ 0 for all Q ∈ X+, the bound (19) readily yields
We thus see that a user's regret grows at most linearly in the number of available subcarriers and at most logarithmically in the number of transmit dimensions m k per subcarrier, a fact with important consequences as far as the policy's "curse of dimensionality" is concerned [6] .
Dynamic power allocation
Having established a no-regret learning policy for the covariance component (RM+) of (RM), we now turn to the orthogonal problem of optimizing the user's power allocation for a fixed covariance profile Q ∈ X+. More specifically, our aim in this section will be to devise a no-regret policy for the online power allocation problem:
where Q k ∈ D k is now kept fixed and, for notational convenience, we have set
Motivated by the analysis of the previous section, our approach will consist of the following steps:
1. Define an entropy-like function on the state space X0 = {p ∈ R K : 0 ≤ p k ≤ P k , k p k = P } of the online power allocation problem (RM0). 2. Introduce a "score vector" y = (y1, . . . , yK ) to track the performance of each subcarrier based on the gradient
of the objective of (RM0).
3. Map these "scores" to a power allocation vector p ∈ X0 by solving a Legendre-Fenchel problem as in Proposition 3.1 (which characterizes the exponential choice map of (XL)).
This approach is driven in no small part by the proof of Theorem 3.2 which relies on the convex conjugate of the von Neumann entropy (17) . 5 Our first step will thus be to define a strictly convex entropy function h0 : X0 → R which becomes infinitely steep near the boundary bd(X0) of X0.
Inspired by a construction of [1] , let
is the single-dimensional analogue of the von Neumann entropy (17) . It is then easy to see that a) h0 is strictly convex over X0; and b) it becomes infinitely steep at the boundary bd(X0) of X0. As a result, the associated Legendre-Fenchel problem maximize y · p − h0(p),
will admit a unique interior solution p * (y) ∈ X0 for every y ∈ R K (see e.g. Chapter 25 in [23] ). Hence, in view of Proposition 3.1, and echoing the definition (XL) of the dynamics of matrix exponential learning, we will consider the power allocation dynamics:
where, as noted before, the auxiliary vector y "scores" the performance of each subcarrier by tracking the gradient vector v = (v1, . . . , vK ) with components given by
To implement the power allocation scheme (24), we need to have an explicit expression for the solution mapping p * (y) of (LF0) -just as Proposition 3.1 provided the exponential expression exp(Y)/ tr[exp(Y)] for the positive-definite problem (LF+). To that end, the Karush-Kuhn-Tucker (KKT) conditions for (LF0) give:
where λ is the Lagrange multiplier for the total power constraint k p k = P . With θ (x) = 1 + log x, we then obtain log(P k − p k ) − log p k = λ − y k , or, after solving for p k :
We are thus left to calculate the Lagrange multiplier λ; to that end, summing (27) over k ∈ K yields:
Since the RHS of this last equation is bounded below and (strictly) decreasing in λ, it is straightforward to calculate λ numerically -e.g. by performing a simple line search for e λ [5] .
On the other hand, by carrying out the summation at the RHS of (28), it is easy to see that deriving a closed-form expression for e λ involves solving a polynomial equation of degree K -which is impossible for K ≥ 5 (and leads to fairly complicated expressions, even for K = 2). Instead, an explicit analytic expression for the power allocation dynamics (24) is provided by the following proposition (see Appendix A for a proof): Proposition 3.3. The solution orbits of the dynamics (24) satisfy the adjusted replicator dynamics:
, and the gradient components v k are given by (25) . Remark 1. The terminology "adjusted replicator equation" is due to the similarity between (aRD) and the replicator dynamics of evolutionary game theory [24, 30] . In our setting, this last equation would take the form [19] :
with the transmit powers p k assumed to satisfy the total power constraint (7a), but not necessarily the "low-interference" constraints (7b).
Remark 2. To gain some intuition about the form of the adjusted variables ρ k , it is instructive to note that (aRD) satisfies the constraints (7a) and (7b) for all t ≥ 0. Indeed, ρ k = 0 if and only if p k ∈ {0, P k }, so we will have 0 ≤ p k (t) ≤ P k for all t ≥ 0; the second term of (aRD) then ensures that kṗ k = 0, so the total transmit power k p k is conserved along (aRD).
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A fundamental property of the replicator dynamics is that they lead to no regret [13] ; as it turns out (see Appendix A for the proof), this property also holds for (aRD) as well:
Theorem 3.4. Let Ψ(· ; t) be a continuous stream of rate functions of the form (4) for some evolving configuration of effective channel matrices H k (t), t ≥ 0. Then, for every p0 ∈ X0, the power allocation policy (aRD) satisfies:
for some positive constant C0 which depends only on p0 and the initialization of (aRD). In particular, (aRD) is a noregret policy for the online power allocation problem (RM0).
Joint covariance-and-power management
In view of the analysis of the previous sections, our joint signal covariance and power management scheme will be a combination of matrix exponential learning (for the covariance component) and the adjusted replicator dynamics (for the power allocation component). More precisely, by combining (XL) and (aRD), we obtain the augmented dynamics:
where, as before:
By combining Theorems 3.2 and 3.4, we may then show that the dynamics (30) lead to no regret in the online rate maximization problem (RM) (see Appendix A for the details):
Theorem 3.5. Let Φ(· ; t) be a continuous stream of rate functions of the form (4) for some evolving configuration of effective channel matrices H k (t), t ≥ 0. Then, the augmented dynamics (30) satisfy:
for some positive constant C which depends only on P0 and the initialization of (30). In particular, (30) leads to no regret in the online rate maximization problem (RM).
NUMERICAL RESULTS
In this section, our aim will be to evaluate the performance of the online spectrum management dynamics (30) via numerical simulations. We begin by providing an algorithmic version of (30) that could be employed by every SU in the network in a fully distributed fashion:
Initialize Hermitian score matrix Y k ∈ C m k ×m k and normalized signal covariance Q k ∈ D k ; Initialize subcarrier score y k ∈ R and transmit power p k .
The augmented exponential learning (AXL) algorithm above will be the main focus of this section, so a few remarks are in order: Remark 1. From an implementation point of view, AXL has the following desirable properties:
(P1) It is distributed : users only need to update their individual signal characteristics using local channel state information (the channel matrices H k ). (P2) It is asynchronous: there is no need for a global update timer requiring user synchronization and coordination. (P3) It is stateless: users do not need to know the state of the system and they may be completely oblivious to each other's actions. (P4) It is reinforcing: users tend to increase their unilateral transmission rates.
Remark 2. Essentially, AXL may be viewed as a discretization of the spectrum management dynamics (30): given that the adjusted replicator equation (aRD) is equivalent to the dynamic power allocation scheme (24) , the scoreupdating step of AXL is just an Euler discretization of (XL) and (24) with constant step size η. The reason for discretizing (24) instead of (aRD) is that we do not need to impose bounds on the step-size η to ensure that the algorithm will always remain in the state space X of (RM).
Of course, this approach carries the cost of having to calculate the Lagrange multiplier λ numerically; however, given that (28) is bounded and decreasing in λ, this calculation can be performed in an efficient and stable way (e.g. by a low-complexity line search [5] ), so this implicit numerical step does not have a perceptible impact on the performance of AXL. If required, this step could be avoided altogether The long-term regret induced by augmented exponential learning ( Fig. 1(a) ) and a random sampling power allocation policy ( Fig. 1(b) ) with respect to different signal covariance profiles (see text for details). In tune with Theorem 3.5, augmented exponential learning quickly gets below the no-regret threshold whereas the randomized policy leads to positive regret in 6 out of the 7 benchmark signal profiles.
by introducing an explicit Euler discretization of (aRD) and taking η sufficiently small; in our numerical simulations however, we never needed to do so (and CPU monitoring did not show a perceptible difference between the two approaches). Now, to validate the predictions of Section 3 for the AXL algorithm, we simulated in Fig. 1 a network consisting of 4 PUs and 8 SUs, all equipped with m k = 3 transmit/receive antennas, and communicating over K = 6 orthogonal subcarriers with a base frequency of ν = 2 GHz. Both the PUs and the SUs were assumed to be mobile with an average speed of 5 km/h (pedestrian movement), and the channel matrices H qs k of (1) were modeled after the well-known Jakes model for Rayleigh fading [4] . For simplicity, we assumed that the PUs were going online and offline following a Poisson process but were not otherwise modulating their transmit signal characteristics; on the other hand, the simulated SUs tried to optimize their spectrum exploitation by using the AXL algorithm with η = 1 and an update epoch of δ = 5 ms.
We then picked a sample secondary user to focus on, and we calculated the regret induced by the AXL policy with respect to 7 different fixed signal profiles: the uniform one (where power is spread equally across antennas and frequency bands), and all possible combinations of spreading power uniformly across subcarriers while keeping one or two transmit dimensions closed (the legend of Fig. 1 indicates the antennas that were not employed in each benchmark policy). 7 The results of these simulations were plotted in Fig. 1(a) : as predicted by Theorem 3.5, AXL leads to no regret in the long term; in fact, AXL falls below the no-regret threshold within a few epochs, indicating that it is performing strictly better on average than any of the benchmark signal shaping profiles.
For comparison purposes, we also simulated the same scenario, but with the SUs employing a randomized signal shaping policy. In particular, motivated by the analysis of [22] , 7 We chose these benchmark profiles so as to sample the covariance component X+ of the problem's state space as uniformly as possible.
we simulated the randomized sampling scheme:
where the matrix R k (n) is drawn uniformly from the spectrahedron D k of m k × m k positive-definite matrices with unit trace, and r ∈ [0, 1] is a discount parameter interpolating between the uniform distribution Q k ∝ I for r = 0 and the completely random policy R k for r = 1 (we took r = 0.9 in our simulations). 8 Even though this online spectrum management policy is sampling the state space essentially uniformly for large values of r, Fig. 1(b) shows that it leads to positive regret in 6 out of the 7 benchmark policies.
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In other words, the no regret property of AXL is not a spurious artifact of the exploration aspect of the entropy-driven dynamics (30) , but a direct consequence of the underlying learning process.
The negative regret results of Fig. 1 also suggest that the transmission rate achieved by the focal SU is close to the user's (evolving) maximum possible rate. To test this hypothesis, we plotted in Fig. 2 the achieved data rate of a SU employing the AXL algorithm versus the user's maximum possible unilateral data rate and the transmission rates achieved by uniform power allocation and the random sampling policy (33) . We see there that AXL adapts to the changing channel conditions and tracks the maximum achievable rate remarkably well, staying within 10% of the maximum rate for almost all epochs (in stark contrast to both fixed and randomized signal shaping policies).
CONCLUSIONS
8 In practice, it is not possible to switch to very different covariance profiles when the update epoch is very short; we introduced the averaging parameter r in order to smooth out the random process somewhat. 9 The random sampling policy (33) leads to no regret against the uniform power allocation policy because the average of (33) is just the uniform policy. In this paper, we introduced an adaptive spectrum management policy for MIMO-OFDM cognitive radio systems that evolve dynamically over time as a function of changing user and environmental conditions. By drawing on the method of matrix exponential learning and decomposing the users' online rate maximization into a signal covariance and a power allocation component, we derived an augmented exponential learning scheme which leads to no regret: for every SU, the proposed dynamic learning policy performs asymptotically as well as any fixed signal distribution, irrespective of how the system evolves over time. In fact, this learning scheme is closely aligned to the direction of change of the users' data rate function, so the system's SUs are able to track their individual optimum signal distribution even under rapidly changing conditions.
To a large extent, our learning scheme owes its no-regret properties to the associated entropy-like function defined on the problem's state space (for instance, the von Neumann quantum entropy for the problem's signal covariance component). As a result, by properly extending the driving entropy function, our method can lead to no-regret strategies in significantly more general situations -including for example pricing and/or energy-awareness constraints.
