Abstract. Let Ω be a bounded closed set in R d with non-empty interior, and let Cr(Ω) be the class of convex functions on Ω with L r -norm bounded by 1. We obtain sharp estimates of the ε-entropy of Cr(Ω) under L p (Ω) metrics, 1 ≤ p < r ≤ ∞. In particular, the results imply that the universal lower bound ε −d/2 is attained by all d-polytopes. While a general convex body can be approximated by inscribed polytopes, the entropy rate does not carry over to the limiting body. For example, if Ω is the closed unit ball in R d , then the metric entropy of
Introduction
Convex functions are of special importance not only because they are basic classes of functions, but also because they appear so commonly in applications. For instance, in nonparametric estimation of densities in statistics many interesting classes of densities are defined in terms of convex or concave functions on a bounded region.
Let Ω be a bounded closed set in R d with non-empty interior. For 1 < r ≤ ∞, let C r (Ω) = f f is convex on Ω, In this paper, we are interested in the covering number N (ε, C r (Ω), · p ) of C r (Ω) under L p (Ω) distances, where 1 ≤ p < r, which is defined as the minimum number of closed balls of radius ε in L p (Ω) distance that are needed to cover C r (Ω). When r = ∞, for the purpose of statistical applications, we will also consider the bracketing entropy number N [ ] (ε, C ∞ (Ω), · p ) of C ∞ (Ω) under L p (Ω) distance, which is defined as the minimum number of ε-brackets
needed to cover C ∞ (Ω). It is easy to see that
In the one dimensional case, a sharp estimate of log N (ε, C ∞ ([0, 1]), · 2 ) was obtained in [5] by connecting with the small ball probability of integrated Brownian motions. In fact, it was shown in [5] A constructive proof with sharp estimate of N [ ] (ε, M k ([0, 1]), · p ) for all kmonotone functions, k ≥ 1 was given in [6] . The estimate of log N (ε, C ∞ ([0, 1]), · 2 ) was later rediscovered by [3] . In high dimensional case, if Ω = [0, 1] d , Guntuboyina and Sen proved that
for both r = ∞ [9] and r > p [8] . Besides the hypercubes, there seem to be no other results available.
While the set [0, 1] d maintains the simple geometric structure similar to that of [0, 1], other shapes are much harder to deal with because their lack of nice geometric structure. Let us point out that for d ≥ 2, even if Ω is convex, the rate of metric entropy of C r (Ω) could heavily depend on the shape of the convex body Ω. For example, our Theorem 1.5 below says that when Ω is the closed unit ball of R d , the entropy of C ∞ (Ω) has a growth rate far larger than ε −d/2 . In this paper, we study classes of convex functions on all bounded closed sets Ω in R d with non-empty interior. We first show that ε −d/2 is the general lower bound, and if Ω is a convex polytope, then ε −d/2 is also the upper bound. More precisely, we will prove the following theorem. Theorem 1.1. Let Ω be a bounded closed set in R d with non-empty interior. Let C r (Ω) be the set of convex functions on Ω whose L r (Ω)-norms are bounded by 1.
, where c 1 is a constant depending only on d.
(ii) If Ω can be triangulated into m simplices of dimension d, then any 1 ≤ p < r, there exists a constant C 1 depending on p, d, r, such that for any ε > 0,
Consequently, if Ω is a convex polytope with v extreme points, then we can choose
When r = ∞, the same inequality holds for bracketing entropy.
In view of the fact that a general compact convex set can be approximated by convex sets with finitely many extreme points, one might guess that the rate ε −d/2 holds for general compact convex sets in R d with non-empty interior. This, however, is not the case. This is because the upper bound increases linearly as m increases. This linear dependence on m is important. It enables us to establish upper bounds for general bounded sets, not necessary convex. For that, we need the following definition. Definition 1.2. Let Ω be a bounded closed set in R d with non-empty interior. For any 0 < t < 1, the t-simplicial approximation number S(t, Ω) is defined as the minimum number of closed d-simplices that can be packed in Ω with no overlapping interior so that the proportion of the uncovered volume is at most t. (Thus the uncovered volume is at most t|Ω|.)
Now we can state the following theorem. Theorem 1.3. Let Ω be a bounded closed set in R d with non-empty interior. Let C r (Ω) be the set of convex functions on Ω whose L r (Ω)-norms are bounded by 1. Then, there exists a constant C depending only on d, p and r, such that for any 0 < ε < 1,
As an example, we consider the case when Ω is the closed unit ball in R d . By specifically constructing a simplicial sphere approximation for the ball, we show that Theorem 1.3 implies the following corollary. Our proof of the corollary also provides a general scheme of constructing simplicial sphere approximations for uniformly smooth convex bodies.
Corollary 1.4.
If Ω is the closed unit ball in R d , then there exists a constant C depending only on p and d such that for all 0 < ε < 1,
The following theorem implies the sharpness of Theorem 1.3: at least for the case when Ω is the closed unit ball in R d , and p = Theorem 1.5. If Ω is the closed unit ball in R d , then there exists a constant c 2 dependent only on d and p such that for all 0 < ε < 1,
2. Proofs 2.1. Scaling. In this subsection, we prove two lemmas, through which we can reduce a problem on an arbitrary closed convex set with non-empty interior to a problem on a closed convex set contained in [0, 1] d with volume at least 1/d!. Proof. We use induction on d to show that we can find positive numbers h 1 , h 2 , . . . , h d such that Ω is contained in a rectangular box of size h 1 × h 2 × · · ·× h d , and contains a convex polytope of at most 2d vertices with volume at least
The statement is trivial if d = 1. Suppose the statement is true for d = k. Consider the case d = k + 1. Let h k+1 = diam(Ω). Choose x, y ∈ Ω so that x − y = h k+1 . Let P ⊥ x (Ω) be the projection of Ω onto the affine hyperplane that contains x and is orthogonal to x − y. Since P ⊥ x (Ω) ⊂ R k is a k-dimensional bounded closed convex set with non-empty interior, by induction hypothesis, we can find positive numbers 
To show that Ω contains a convex polytope of at most 2(k + 1) vertices with volume at least
, be the vertices of the convex polytope T k . Clearly, the convex hull U of {x, y,
Because Ω is convex, it contains the convex hull of {x, y, z 1 , z 2 , · · · , z m }. Denote this convex hull by T k+1 . Then T k+1 has at most 2(k + 1) vertices. Note that the volume of T k+1 is at least as large as |U |. Indeed, for any unit vector u perpendicular to x − y, consider the half-line in the direction of u starting from x. Suppose the half-line intersects the boundary U at w(u). Choose z(u) ∈ T k+1 such that P ⊥ x z(u) = w(u). Clearly, the area of △xyz(u) is the same as that of △xyw(u), which equals 1 2 h h+1 x − w(u) 2 . Let σ k−1 be the (k − 1)-dimensional spherical measure. By using a cylindrical system to compute the volume of T k+1 , we have
This proves the case d = k + 1, and thus the lemma.
Lemma 2.2 (Scaling).
Let Ω be a bounded closed convex set contained in a closed rectangular box R with volume |R| , and let T be any affine transform that maps
Similarly, for all 1 ≤ p < ∞,
). Therefore, there exists an f i such that
for all y ∈ T (Ω). Thus for all x ∈ Ω,
Note that by the change of variable y = T (x) we have
By combining Lemma 2.1 and Lemma 2.2, we have
where T (Ω) has volume at least 1/d! and is contained in [0, 1] d .
Under Uniform Lipschitz.
In this subsection, we recall that if we assume the functions in C r (Ω) are bounded and uniform Lipschitz, then the metric entropy estimate would follow from the following known results of Bronshtein [1] .
be the set of all closed convex sets contained in the closed Euclidean ball of radius ρ in R d+1 , d ≥ 1. Let h be the Hausdorff distance on K(ρ). There exists a constant C 0 depending only on d, such that for any 0 < ε < ρ,
Lemma 2.4. Let Ω be a closed convex set in [0, 1] d , and let F α (Ω) be the class of convex functions on Ω that are bounded by M and have Lipschitz constant bounded by α. Then for all ε < 2
where C 0 is the same constant as in Lemma 2.3. Proof. For each f ∈ F α , since Ω is a closed and convex set and f is convex, the epigraph epi(f ) ≡ {(x, t) : f (x) ≤ t ≤ M, x ∈ Ω} is a closed convex set contained in the closed Euclidean ball in R d+1 with radius d/4 + M 2 and center at (1/2, 1/2, . . . , 1/2, 0).
On the other hand, for any x ∈ Ω, y ∈ Ω, and f, g ∈ F α ,
Taking the infimum on y ∈ Ω followed by the supremum on x ∈ Ω, we find that
Thus, by Lemma 2.3 log
In particular this implies that for all 1
Letting ε = 2η we find that
2.3. Paring the Boundary. In this subsection, we show that if we pare off the boundary of Ω by δ, and consider the set
then considering functions restricted to Ω δ , the entropy can be estimated using Lemma 2.4. The details are proved in the following two lemmas. 
where
Proof. First, we show that if f ∈ C r (Ω), then on Ω
Let x 0 be a minimizer of f on Ω. If f (x 0 ) ≥ 0, then there is nothing to prove; otherwise, the set K := {x ∈ Ω | f (x) ≤ 0} is a closed convex set with x 0 as an interior point. Denote K 0 = K − x 0 , and define
for all γ ∈ ∂K, and g is linear on line segment
This implies that
This proves (2.5). Next, we show that there exists a constant C depending on Ω such that on Ω δ , f (x) ≤ Λδ −d/r . Let z 0 be a maximizer of f on Ω δ . If f (z 0 ) ≤ 0, there is nothing to prove. So, we assume f (z 0 ) > 0. Let V = {x ∈ Ω | f (x) < f (z 0 )}. Then V is a convex set with z 0 at its boundary. There exists a hyperplane that separates V and z 0 . This hyperplane separates Ω into two parts. On the part not containing V , f ≥ f (z 0 ). In particular, f ≥ f (z 0 ) on the half of the ball centered at z 0 with radius δ. Calling this half of the ball W , we have
which implies that
Together with (2.5) we obtain that there exists some Λ depending only on d such that for all x ∈ Ω δ , |f (x)
and C 2 is a constant depending only on d, C 0 in Lemma 2.3, and Λ in Lemma 2.6.
Proof. We show that when restricted to Ω δ , f has a Lipschitz constant bounded by 2 2+d/r Λδ −1−d/r . Indeed, by Lemma 2.6, f is bounded by 2
Note that Ω δ ⊂ Ω δ/2 ⊂ Ω. Thus by [13] , problem 2.7.4 page 165, f is Lipschitz on Ω δ with Lipschitz constant 2(δ/2)
for some constant C 2 depending only on d and r.
2.4.
Combining. In this subsection, we prove some lemmas that enables us to studying metric entropy by decomposing the set Ω.
Proof. For each i ∈ {1, 2, . . . , k}, there exists a set N i of N i elements, where
Because there are no more than N 1 N 2 · · · N k realizations off , (2.7) follows. The proof of (2.8) is similar. For each i ∈ {1, 2, . . . , k}, there exists a set N i of N i brackets, whereN
and
for all x ∈ Ω, and
That is, [f , f ] is an ε-bracket in L p (Ω) which contains f . Because there are no more (2.8) follows. Now we turn to the proof of (2.9). For any f ∈ C r (Ω), and for each i = 1, 2, . . . , k, define n i (f ) as the smallest positive integer such that
Then, n i (f ) < k Ωi |f (x)| r dx + 1, and using the fact that
Ωi |f | r dx ≤ 1, we get
For each I = (i 1 , i 2 , . . . , i k ) ∈ I, define
Then we have C r (Ω) = ∪ I∈I F I . Thus,
Note that for each j = 1, 2, . . . , k,
Therefore, for each 1 ≤ j ≤ k, there exists a set N j of Z j := N (η j , C r (Ω i ), · L p (Ωj ) ) elements such that for each f ∈ F I , there exists f j ∈ N j satisfying
If we definef (x) = f j (x) for x ∈ Ω j \ ∪ r<j Ω r , then we have
Since, there are no more than Z 1 Z 2 · · · Z k realizations off , we obtain
Note that I has a cardinality 2k k < 4 k , and hence (2.9) follows.
With Finitely Many Facets. Note that by the well-known Upper Bound
Theorem of discrete geometry [11] , [7] , if Ω is a convex polytope with v vertices, then it has at most k ≤ 2 v ⌊d/2⌋ ≤ 2v ⌊d/2⌋ facets. In this subsection, we consider the case when Ω is a convex polytope with k facets. We first prove the upper bound with constant Ck γ with some γ > 1. We will use it later only for the case k = d + 1. However, since the proof is the same, we prove it for the general k.
By scaling, we can assume that Ω is contained in unit d-cube with volume at least 1/d!. Thus, there exists a point O ∈ Ω such that the distance between O and the boundary of Ω is at least δ 0 := 
Note that each Ω i has no more than k + 1 facets. To see this, we first observe V i has at most k facets. Indeed, each of the facets of V i besides F i is the convex hull of a (d − 2)-dimensional face of F i and O. However, each (d − 2)-dimensional face of F i corresponds to the intersection of F i and another facet of Ω. Thus, the number of (d − 2)-dimensional faces of F i is at most k − 1. Therefore, the number of facets of V i is at most k. Notice that Ω i has one more facet than V i . Hence, the number of facets of Ω i is at most k + 1. By (2.9) we have (2.10) where η 0 = 2 − 1 p ε, and
On the other hand, if we let T i be an affine transform that maps Ω i into [0, 1] d so that the volume of T i (Ω i ) is at least 1/d!, then by scaling 2.3, and using the fact that
we have for each 1 ≤ i ≤ k,
Now let F k consist of all closed convex sets in [0, 1] d with at most k faces and with volume at least 1/d!, and define
For notational simplicity, we denote M = C 2 δ
r . Then (2.11) together with the fact that (k + 1) log 4 ≤ 4k − 4 implies
which is equivalent to
Hence, for any positive integer m, we have
In particular, if we choose m to be the smallest integer so that L m ε ≥ 1, then g(k + m, K m ε) = 0, and we obtain
This finishes the proof of the upper bound with constant of the order k γ with γ = (r+2d)p r−p . ✷ 2.6. Upper Bound for Polytopes. Note that if Ω is a convex polytope with v extreme points, then it has no more than 2v ⌊d/2⌋ facets; see [10] , Propositions 5.5.2 and 5.5.3, page 100. Therefore, we immediately obtain the upper bound with constant of the order v γ⌊d/2⌋ . We show that this estimate can be improved to v ⌈d/2⌉ . Indeed, if Ω has v vertices, then it is known that Ω can be triangulated into m = O(v ⌈d/2⌉ ) many d-simplices; this is Corollary 2.3 of [12] ; see also [2] . Thus, we can write Ω = ∪ 
where C 5 is a constant depending only on p, r, d. Now applying (2.9), with
we immediately obtain
This proves Part (ii) of Theorem 1.1.
2.7.
General Upper Bound. Fix 0 < ε < 1; we choose smallest integer s so that
Continuing this way, we obtain a sequence of d-simplices D i,j , 1 ≤ j ≤ m i , 1 ≤ i ≤ s that are packed in Ω so that the uncovered volume of Ω is at most 2 −s |Ω|. If we denote
Hence,
Next, we choose
Using the fact that
Thus, together with the fact that m i ≤ S(2 −i , Ω), we have
Therefore, by (2.9) and (2.13) we have,
Hence, we obtain log N (ε|Ω|
with C = max 2 log 4, c2
2.8. Upper Bound for the Ball. As a specific example, we consider the case when Ω is the closed unit ball in R d . We claim that that S(t, Ω) = O(t
2 ). That is, Ω can be approximated by a simplicial sphere with O(t
2 ) facets (each facet is a (d − 1)-simplex), so that the uncovered volume is at most t|Ω|. This result should have been known. Since we are unable to locate a reference, we give a proof below.
Denote √ d/n. Let P be the convex hull of ∆ i , 1 ≤ i ≤ m. Then P is a simplicial sphere contained in Ω with m ≤ 2dd!n d−1 facets. For each x ∈ Ω\P , we show that x ≥ 1 − 4d/n 2 . Indeed, if we connect x and the origin, then the line segment from 0 to x intersects some facet∆ i of P , say at y. If x < 1 − 4d/n 2 , then y < 1 − 4d/n 2 . Let C(y) be the spherical cap with a base disk centered at y. Then C(y) has base radius larger than 2 √ d/n. Because all the vertices of ∆ i are with 2 √ d/n distance from y, these vertices all belong to the cap C(y) above the base hyperplane. This is not possible because y belongs to the convex hull of these vertices. Therefore, for each x ∈ Ω \ P , x ≥ 1 − 4d/n 2 . Consequently, the volume of Ω \ P is at most [ 
n 2 |Ω|. Thus, for any 0 < t < 1, by choosing n to be the smallest integer so that [ 
. A direct computation of the integrals in Theorem 1.3 gives an upper bound of ε 
Thus it suffices to establish a lower bound for the case when Ω is contained in [0, 1] 
For each fixed 0 < ε < (10d!) −2 , and each
Then, f I is supported on for some c ′′ > 0 depending only on d.
for some constant c depending on p and d, provided that |Ω| ≥ 1 d! . Together with the discussion at the beginning of this subsection, and the fact that bracketing entropy is bounded below by metric entropy we conclude that the lower bound statements of Theorem 1.1 are true when Ω is convex.
When Ω is not convex, we use the fact that Ω is bounded, and thus contained in a cube of side-length M . Without loss of generality, we assume the cube is 
