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ABSTRAKT 
Tato práce se zabývá rozpoznáváním textu v obrazových datech s pomocí různých metod, 
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zaměřuje na vysvětlení všech důležitých částí systému pro optické rozpoznávání znaků. 
Praktická část práce popisuje ukázku segmentace obrazu, realizaci umělé neuronové sítě pro 
rozpoznávání obrazových dat a vytvoření jednoduché trénovací množiny dat pro vyhodnocení 
této sítě. Rovněž popisuje proces trénování nástroje Tesseract a jeho implementaci 
v jednoduché aplikaci EasyTessOCR pro rozpoznávání znaků. 
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ABSTRACT 
The thesis is concerned with optical character recognition from image data with different 
methods used for character classification. In the first theoretical part it focuses on explanation 
of all important parts of system for optical character recognition. The latter practical part of 
the thesis describes an example of image segmentation, the implementation of artificial 
neural networks for image recognition and create simple training set of data for the evaluation 
of the network. It also describes the process of training Tesseract tool and its implementation 
in a simple application EasyTessOCR for character recognition. 
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Detekce objektů v obrazových datech je jednou z mnoha oblastí počítačového vidění, jehož 
cílem je simulovat schopnost lidského oka. Nejdůležitější částí je pochopení obsahu obrazu, 
které je běžně prováděno automaticky mozkem člověka, na základě naučených znalostí 
získaných v průběhu života. Detekce objektů v obrazových datech má široké možnosti 
uplatnění v průmyslu nebo také v běžném životě člověka. 
Tato práce se zabývá detekcí textu v obrazových datech s pomocí různých metod, které 
jsou využity ke klasifikaci neznámých objektů v obraze v podobě číselných znaků a písmen. 
 Hlavní přínos této práce je úprava aplikace pro detekci znaků v obrazových datech 
dodané školitelem. Díky této modifikaci se snížil počet nesprávně detekovaných znaků 
v případech, kdy je segmentace obrazu nedokonalá a obraz obsahuje například shluky pixelů, 
které nepatří ke znakům. Dále byla provedena podrobná ukázka segmentace fotografie štítku, 
na kterém se nachází objekty v podobě číselných znaků. Pomocí volně dostupné platformy 
Neuroph, byla vytvořena umělá neuronová síť, sloužící k rozpoznávání obrazových dat. Rovněž 
byla navržená jednoduchá databáze znaků v podobě číslic, která sloužila jako trénovací 
množina pro tuto vytvořenou neuronovou síť. Vytvořená aplikace EasyTessOCR slouží jako 
ukázka implementace nástroje Tesseract a jeho možností využití pro rozpoznávání textu 
z obrazových dat. Pro aplikaci EasyTessOCR byl natrénován jazyk, který umožňuje 
rozpoznávání znaků z dodaných štítků. 
První část diplomové práce pojednává a různých možnostech využití automatické detekce 
informací v obrazových datech. Obsahuje stručný popis vývoje optického rozpoznávání znaků 
a aktuální možnosti této metody. Třetí kapitola popisuje základní komponenty OCR systému 
a předzpracování vstupního obrazu jako je například redukce šumu. Čtvrtá kapitola obsahuje 
popis segmentace obrazu a základních morfologických operací. Pátá kapitola přibližuje popis 
detekovaných objektů v obraze, který je jednou z nejdůležitějších částí OCR systému.  Další 
kapitola se zabývá možností klasifikace znaků pomocí různých dostupných metod a podrobněji 
popisuje strukturu umělých neuronových sítí včetně procesu učení. 
Druhá část je zaměřena na praktickou ukázku popisu segmentace obrazu s využitím funkcí, 
které poskytuje program ImageJ a knihovna OpenCV. Následně je zmíněná úprava aplikace 
pro detekci znaků v obraze. Obsahuje ukázku detekce před a po modifikaci, která demonstruje 
zvýšení přesnosti detekce. Dále popisuje vytvoření a otestování umělé neuronové sítě, sloužící 
k rozpoznávání obrazových dat. Proces trénování nástroje Tesseract detailně popisuje 
vytvoření nového jazyka použitého k rozpoznání nestandardních číslic z dodaných štítků. 
V poslední částí práce se nachází popis instalace a použití vytvořené aplikace EasyTessOCR. 
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1   AUTOMATICKÁ DETEKCE OBJEKTŮ 
V OBRAZOVÝCH DATECH 
Optické rozpoznávání znaků patří mezi jednu z technik automatické detekce informací. 
Tradičním způsobem zadávání dat do počítače je za pomocí klávesnice, případně jiných 
periferních zařízení. Tento způsob je ale v některých případech neefektivní a vyžaduje interakci 
člověka. Existuje mnoho technik pro automatickou detekci určitého druhu užitečné informace. 
1.1 Čárové kódy 
Čárové kódy jsou jedním z nejrozšířenějších prostředků automatické identifikace. Jejich použití 
snižuje výskyt chyb oproti ručnímu zadávání dat na naprosté minimum. Čárový kód je tvořen 
sekvencí čar a mezer s definovanou šířkou. Tyto geometrické prvky jsou při čtení převáděny 
na posloupnost elektrických impulzů různé šířky a porovnávány s tabulkou přípustných 
kombinací. Čárové kódy mají několik druhů a velikostí [4]. 
 
Obr. 1.1: Ukázka čárového kódu typu EAN (převzato z [6]) 
1.2 QR kódy 
QR kód na rozdíl od čárového kódu může obsahovat podstatně více informací. Je tvořen 
černými a bílými bloky, které tvoří obrazce nesoucí určitý druh zprávy jako například URL 
adresa, email, telefonní číslo nebo prostý popis výrobku. Obsahuje geometrickou vrstvu pro 
lokalizaci informačních bitů a informační vrstvu obsahující zprávu. Jeho velkou výhodou je 
značná odolnost vůči chybám. Samotný kód je nečitelný až při poškození jeho větší části [5].  
 
Obr. 1.2: Ukázka QR kódu, který obsahuje URL www.vutbr.cz (převzato z [6]) 
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1.3 Optické rozpoznávaní značek OMR 
OMR metoda slouží k rozpoznávání značek, které se mohou nacházet na předem definovaných 
místech formuláře. Digitalizace je potřebná zejména kvůli dalšímu zpracování. Detekuje se 
přítomnost nebo nepřítomnost značky, ale již ne její tvar [1]. Samotná značka je většinou 
vytvořena pomocí tužky nebo kuličkového pera do vyznačených míst formuláře ve tvaru 
čtverce nebo kruhu. Tato metoda se používá pro rychlé zpracování velkého množství různých 
druhu dotazníků nebo formulářů. Výhodou je vysoká přesnost a jednoduchost systému. 
1.4  Optické rozpoznávaní znaků OCR 
OCR se zabývá problematikou opticky zpracovaných znaků. Používá se v případech, pokud 
je nutné, aby byla informace čitelná jak pro člověka, tak pro stroj. Ve srovnání s ostatními 
metodami automatického rozpoznávání, OCR nevyžaduje speciální úpravu pro vstupní data. 
Provádí se off-line po vytištění nebo napsání dokumentu, na rozdíl od online rozpoznávaní, 
kde počítač, tablet nebo mobilní telefon rozpoznává znaky tak, jak jsou zadávány například 
kreslením na dotykovou vrstvu displeje. OCR umožňuje rozpoznávat znaky vytištěné tiskárnou 
nebo psané rukou, ale výsledek je přímo závislý od kvality vstupního dokumentu. Čím více 
omezení bude platit pro vstup, tím větší přesnosti a výkonu OCR systému bude dosaženo.  
V případě naprosto neomezeného rukopisu jsou OCR stroje v porovnání s lidským čtením 







Obr. 1.3: Ukázka vstupního formuláře pro systém OMR 
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2   HISTORIE OCR 
Schopnost napodobit základní lidské dovednosti jako je čtení a psaní pomocí strojů je 
historickým snem mnoha odborníků.  Počátky rozpoznávání znaků se datují do roku 1870, kdy 
byl vynalezen speciální skener, jehož přenosovou soustavu tvořila mozaika fotobuněk. Dvě 
dekády poté byl představen takzvaný sekvenční skener, který byl hlavním průlomem v oblasti 
moderní televize a čtecích strojů. Počátkem 19. století také proběhlo několik pokusů 
o vytvoření zařízení na základě OCR pro pomoc nevidomým lidem. Největší motivací pro 
neustálý vývoj OCR systému byla ale možnost jejich nasazení v obchodních aplikacích [1]. 
2.1 Počátky OCR 
Od roku 1950 postupovala technologická revoluce velmi rychlým tempem a elektronické 
zpracování dat se stávalo pořád důležitější oblastí. Jejich zadávání se provádělo pomocí 
děrných štítků a bylo potřeba najít efektivní způsob jak tato data při jejich nárůstu objemu 
dokázat zpracovat. Současně se v této době technologie strojového čtení dostala do stádia, 
jenž umožňovalo použití pro běžné aplikace. Docházelo tak ke vzniku komerčně nabízených 
OCR systémů. První reálně fungující OCR systém byl nasazen ve firmě Reader’s Digest v roce 
1954. Byl použit pro převod finančních zpráv napsaných tiskacími stroji na děrné štítky 
umožňující zpracování pomocí počítače [1]. 
 




2.2 První generace OCR 
Komerční OCR systémy, které se poprvé objevily v letech 1960 až 1965, se nazývají první 
generací OCR. Tato generace strojů pro optické rozpoznávaní, se vyznačovala čtením pouze 
tvarově omezených znaků. Rozpoznávané znaky musely být přímo navržené pro strojové čtení 
a jejich tvar byl vůči běžně používaným znakům nepřirozený. Postupně se začaly objevovat 
stroje, které umožnily rozpoznat znaky s různými fonty. Počet povolených fontů byl omezen 
použitou metodou pro rozpoznávání znaků. Ta byla založena na srovnání obrazu 
detekovaného znaku s databází, která obsahovala předem definovaný vzor pro každý znak [1]. 
2.3 Druhá generace OCR 
Stroje pro optické rozpoznávání znaků druhé generace se začaly vyrábět počátkem roku 1965. 
Tyto OCR systémy umožnily rozpoznávat znaky v běžně tištěném textu a také znaky psané 
rukou. U ručně psaných znaků byla detekce omezena pouze na čísla, několik slov a symbolů. 
Prvním a zároveň nejznámějším zástupcem systémů druhé generace byl IBM 1287 [1].  
V této době proběhl velký posun také v oblasti normalizace. V roce 1966 byl definován 
americký standard OCR, který přinesl znakovou sadu OCR-A (Obr. 2.2). Tento font byl navržen 
tak, aby usnadnil optické rozpoznávání a zároveň byl bezproblémově čitelný pro člověka. 
Vznikl také evropský standard obsahující znakovou sadou OCR-B (Obr. 2.3), která byla ještě 
více podobná běžně používanému písmu než americký standard [1]. Tyto znakové sady byly 
přijaty mezinárodní organizaci pro normalizaci (ISO) [2]. 
 
 
Obr. 2.2: Americká znaková sada OCR-A (převzato z [1]) 
 
 
Obr. 2.3: Evropská znaková sada OCR-B (převzato z [1]) 
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2.4 Třetí generace OCR 
Úkolem třetí generace OCR systémů, která se objevila v roce 1970, bylo vylepšení čtení 
dokumentů v nízké kvalitě a zejména čtení ručně psaných znaků. Dalším úkolem bylo snížení 
ceny těchto systému a zvýšení výkonu [1]. 
I když se na trhu postupně začaly objevovat více sofistikované OCR systémy, jednoduchá 
OCR zařízení byla pořád užitečná k detekci znaků psaných psacími stroji. Výhodou při čtení 
byla konstantní vzdálenost mezi jednotlivými znaky a velmi malý počet fontů. Koncepty 
dokumentů se vytvářely na psacím stroji a poté byly převedeny pomocí OCR do počítače 
k finální úpravě. Díky tomu docházelo k velkým finančním úsporám [1]. Tato třetí generace 
našla uplatnění v různých aplikacích pro zpracování vytištěných dokumentů, jako jsou banky, 
nemocnice, pošty, vydavatelé novin ale i v průmyslových odvětvích [2]. 
2.5 Aktuální generace OCR 
OCR stroje byly komerčně dostupné již v roce 1950, ale až do roku 1986 se jich prodalo pouze 
několik tisíc kusů. Hlavním důvodem byla extrémně vysoká cena těchto systémů. K nárůstu 
prodejů došlo zejména při poklesu ceny hardwaru a vzniku OCR systému v podobě 
softwarových balíčků [1]. V dnešní době je základním softwarovým OCR balíčkem vybavena 
většina prodávaných skenerů a multifunkčních zařízení. Také kancelářské balíky a programy 
pro práci s textovými dokumenty obsahují alespoň jednoduchou funkci pro rozpoznávání 
znaků z obrázků. 
Mezi nejznámější a nejpropracovanější softwarové OCR balíčky patří program ABBYY 
Finereader. Tento program nabízí velice pokročilou detekci znaků až 189 různých jazyků, 
detekci ručně psaných znaků, vizitek a je dostupný pro většinu dnes běžně používaných 
operačních systému. Díky neustálému pokroku na poli mobilních zařízení, dnešní telefony 
obsahují výkonné procesory a špičkové fotoaparáty srovnatelné s běžnými digitálními 
fotoaparáty. Program TextGrabber obsahující ABBYY Mobile OCR Engine umožňuje převod 
fotografií obsahujících text přímo v mobilním telefonu. Je dostupný pro mobilní platformy 





3   PRINCIP OPTICKÉHO ROZPOZNÁVÁNÍ ZNAKŮ 
3.1 Komponenty OCR systému 
 
 
Obr. 3.1: Jednotlivé komponenty OCR systému 
 
Získání obrazu je provedeno například pomocí skeneru, digitálního fotoaparátu nebo 
videokamery. 
Předzpracování obrazu se provádí z důvodu možného výskytu šumu, který může vznikat 
například při snímání obrazu z důvodu špatných světelných podmínek. 
Segmentace provádí extrakci objektů v obraze, které mají podobné vlastnosti (například znaky 
v obraze).  
Popis obrazu je velice důležitou částí celého procesu.  Objekty, které se získají segmentací 
obrazu je nutno určitým způsobem popsat, aby je bylo následně možné klasifikovat.  
Klasifikace je identifikace samotných znaků, získaných po segmentaci obrazu a jejich přiřazení 















3.2 Předzpracování vstupního obrazu 
Předzpracování obrazu se provádí z důvodu možného výskytu šumu, který může vznikat 
například při snímání obrazu z důvodu špatných světelných podmínek. 
3.2.1 Mediánový filtr 
Mediánový filtr je příkladem nelineárního filtru, který se používá k odstranění náhodného 
šumu. Tento filtr stanovuje hodnotu mediánu z hodnot okolních pixelů. 
 
Obr. 3.2: Vlevo obraz zatížený šumem "pepř a sůl", vpravo obraz po aplikaci mediánového filtru 
(původní obraz vlevo převzat z [7]) 
3.2.2 Gaussův filtr 
Využívá odstranění šumu konvolucí s maskou, která je definována elementy Gaussovy funkce. 
Nevýhodou tohoto filtru je rozmazání obrazu, které může znemožnit další zpracování, např. 
detekci hran v případě segmentace. 
 
Obr. 3.3: Vlevo obraz znehodnocený šumem, vpravo obraz po aplikaci Gaussova filtru (původní obraz 




4   SEGMENTACE OBRAZU 
Segmentace je jedním z nejdůležitějších kroků při rozpoznávání objektů v obraze. Hlavním 
cílem je extrakce důležitých objektů, které se nacházejí v popředí oddělením od pozadí obrazu.  
Jednou z metod segmentace je detekce oblastí v obraze. Oblasti jsou vyhledávány na 
základě určitého kritéria, kterým se definuje homogenita oblasti. Příkladem takového kritéria 
může být konstantní nebo podobná hodnota jasu oblasti [8]. 
4.1 Prahování 
Prahování je nejjednodušší metoda, která slouží k detekci celých oblastí v obraze. Ve většině 
případů se jedná o spolehlivou a rychlou metodu. Výsledkem prahování je binární obraz, ve 
kterém je černým pixelům přirazena hodnota 0 (popředí) a zbývajícím bodům (pozadí obrazu) 
je přirazená hodnota 1. Při prahování se vychází z předpokladu, že body hledaných oblastí mají 
stejnou nebo podobnou úroveň jasu [8]. 
Jako rozhodovací kritérium je použita hodnota t, která se nazývá práh. Body, jejichž jas je 
vyšší než hodnota prahu, jsou detekovány jako body hledaných oblastí a body, jejichž práh je 
nižší jako body pozadí. 
Prahování se provádí na základě předpisu [8]: 
𝑔(𝑥, 𝑦) = {
1, 𝑓(𝑥, 𝑦) ≥ 𝑡
0, 𝑗𝑖𝑛𝑎𝑘
 
V některých případech, kdy obraz obsahuje pozadí s velmi nehomogenním jasem, je 
stanovení jediné prahové hodnoty prakticky nemožné. V těchto případech se používá 
adaptivní prahování, při kterém se obraz rozdělí na menší počet podoblastí, pro které je 












4.2 Morfologické operace 
Matematická morfologie je založena na předpokladu, že objekty v obraze si je možné 
představit jako množinu bodů. Cílem morfologických operací je kvantitativní analýza a 
zpracování obrazu, která spočívá například v potlačení šumu, odstranění chyb v obraze, 
oddělení slitých objektů nebo naopak vyplnění děr. Morfologické operace se provádí zejména 
s binárními obrazy, ale lze je rozšířit také na šedotónové obrazy [9]. 
4.2.1 Dilatace 
Tato morfologická operace provádí nezvratné změny v obraze. Dilatace se používá k zaplnění 
malých otvorů v objektech, propojuje a zvětšuje objekty. Také přidává pruhy podél hranic 
objektů [10]. 
 
Obr. 4.1: Operace - dilatace (původní obraz vlevo převzat z [7]) 
4.2.2 Eroze 
Eroze se používá ke zjednodušení struktury objektů v obraze. Díky tomu dojde k jejich 
rozložení na jednodušší části. Odstraňuje malé izolované objekty a také rozděluje nežádoucí 
propojení. Stejně jako u dilatace jsou provedené změny v obraze nezvratné [10]. 
 
 




5   POPIS OBRAZU 
Objekty, které jsou získány segmentací obrazu je nutno určitým způsobem popsat, aby je bylo 
následně možné klasifikovat. Pro popis objektů slouží příznaky. Kvalita a vhodná volba 
příznaků značně ovlivňuje celkový výsledek zpracovávané úlohy. 
5.1 Vektor příznaků 
Z obrazu segmentovaných objektů se získávají příznaky, ze kterých je následně možné 
uspořádat vektor příznaků. Tento vektor často obsahuje neúměrně vysoký počet příznaků a je 
nutné provádět redukci příznakového prostoru. 
Extrakce příznaků transformuje vektor příznaků na vektor s nižším počtem členů, kde 
nově vybrané příznaky mají odlišný význam od původních [11]. 
Selekce příznaků slouží k výběru podmnožiny z vektoru příznaků, které vykazují nejvyšší 
diskriminabilitu. Vybraným příznakům zůstává jejich původní význam, ale ztrácí informace o 
objektu vlivem nevyužitých příznaků [11]. 
5.2 Rozdělení příznaků 
Podle oblasti, kterou příznaky popisují, se rozdělují na lokální příznaky objektu a globální 
příznaky objektu resp. obrazu. 
Lokální příznaky objektu jsou získané pouze z lokální části objektu bez nutnosti předchozí 
segmentace. Tyto příznaky se používají pro popis význačných bodů, jako jsou rohy, struktury, 
přímost nebo zakřivení objektu [11]. 
Globální příznaky objektu jsou získané z celého objektu. Jedná se o jednoduché skalární 
příznaky, jako například velikost, konvexnost, podlouhlost, geometrické momenty a jiné. Jejich 
nevýhodou je nutnost precizní segmentace objektu a značná citlivost na aditivní šum [11]. 
Globální příznaky obrazu jsou získané pomocí lineárních integrálních transformací, jako 
je Fourierova transformace, diskrétní kosinová transformace nebo vlnková transformace [11].  
Podle oblasti výpočtu, z které se příznaky získávají, se rozdělují na příznaky založené na 
popise oblastí a hranic těchto oblastí. V prvním případě je nutná znalost jasových hodnot 
pixelů popisovaného objektu. Příznaky, které jsou založené na popise hranic oblastí, vyžadují 
znalost hranice objektu, která může být definována implicitně seznamem hraničních pixelů 
nebo explicitně pomocí geometrických útvarů [11].  
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5.3 Popis hranice oblastí 
Příznaky, které jsou založené na hranicích, popisují metrické vlastnosti objektů. Výpočet 
příznaku se provádí na základě znalosti hranice objektu, která může být definována implicitně 
seznamem hraničních pixelů nebo explicitně pomocí geometrických útvarů [11]. 
Mezi základní příznaky založené na hranicích oblastí patří Freemanův řetězový kód, který 
popisuje hranici objektu řetězcem symbolů s určenými směry. Definuje se čtyři nebo osm 
symbolů pro čtyř resp. osmi okolí [11]. 
Pokud se řetězový kód používá pro porovnávání, tak musí být nezávislý na volbě 
počátečního pixelu v sekvenci. Možné řešení je například určení počátečního bodu tak, aby 
kód odpovídal co nejmenšímu číslu v osmičkové resp. čtyřkové soustavě [12]. Freemanův 
řetězový kód definující hranici objektu na Obr. 5.1 je 3030001123211232. 
Freemanův řetězový kód definující hranici objektu na Obr. 5.2 odpovídá 
022222222222224666666666666324242467777. 
Pomocí řetězového kódu je možné určit délku hranice definováním počtu symbolů kódu. 
V případě osmi okolí je následně nutné použít normalizační koeficient √2 u směrů 1, 3, 5 













Obr. 5.2: Hranice objektu definována řetězovým kódem pro 8 okolí 
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5.4 Skalární popis oblastí 
Jednoduché skalární příznaky oblastí popisují metrické vlastnosti objektů, které jsou 
vypočítané z plošného rozložení pixelů [11]. Používají se k příznakovému popisu jednoduchých 
objektů, ale mohou se využít i pro složitější úlohy, například pro popis jednotlivých 
dekomponovaných částí objektu [13]. 
5.4.1 Velikost 
Velikost je nejjednodušší a základní vlastností pro popis objektů, která je definována počtem 
obrazových elementů (pixelů) daného objektu. V případě známé velkosti pixelu je možné zjistit 
i skutečnou velikost objektu [12]. Velikost bodu ale v některých případech nemusí být stejná 
pro všechny body v obraze, příkladem u družicových snímků [13]. 
5.4.2 Obvod 
Obvod je definován počtem hraničních pixelů daného objektu. Lze jej stanovit ve smyslu čtyř 
nebo osmi okolí.  Pro zrovnoprávnění míry čtyř a osmi okolí lze použít koeficient √2 u osmi 
okolí. Hodnota obvodu závisí na rozlišení obrazu, a proto se vzrůstajícím rozlišením roste 
obvod k nekonečnu [11].  
5.4.3 Hlavní a vedlejší osa 
Hlavní a vedlejší osa odpovídá délce hlavní resp. vedlejší osy elipsy v pixelech. Jejich centrální 
moment druhého řádu má stejnou hodnotu jako centrální moment druhého řádu 
popisovaného objektu [11]. 
Obr. 5.3: Popis objektu pomocí obvodu 
A 
B 
Obr. 5.4: Hlavní (A) a vedlejší osa elipsy (B) 
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5.4.4 Eulerovo číslo 
Eulerovo číslo 𝜗 popisuje jednoduchou, topologicky invariantní vlastnost objektu, která se 
nemění s geometrickými transformacemi obrazu [12]. 
Je definováno jako:  
𝜗 = 𝑆 − 𝑁 
kde S odpovídá počtu souvislých částí objektu a N počtu děr objektu. 
5.4.5 Projekce 
Popis objektů pomocí projekce se často používá při zpracování binárních obrazů. Například 
šířka (výška) objektu bez děr je definována jako maximální hodnota horizontální (vertikální) 
projekce objektu binárního obrazu [12]. 
Horizontální projekce ph a vertikální projekce pv je definována jako: 




𝑝𝑣(𝑗) =  ∑ 𝑓(𝑖, 𝑗)
𝑖
 













Pravoúhlost nabývá hodnot z intervalu (0, 1⟩, kde hodnota 1 odpovídá dokonale pravoúhlému 
objektu [12]. 
Je definována vztahem [12] 
𝑝𝑟𝑎𝑣𝑜úℎ𝑙𝑜𝑠𝑡 = max 𝐹𝑘  
                                                                                          
kde Fk odpovídá poměru mezi velikosti objektu a plochou opsaného trojúhelníka, k udává směr 
natočení, který nabývá diskrétních hodnot z intervalu 0 až 90°. 
5.4.7 Podlouhlost 
Podlouhlost udává poměr mezi délkou (a) a šířkou (b) obdélníku opsaného objektu, který má 
nejmenší plochu z obdélníků, kterými lze opsat daný objekt [12]. 
5.4.8 Výstřednost 
Výstřednost udává poměr mezi nejdelší délkou tětivy A k ní kolmé nejdelší délce tětivy B [12]. 
5.4.9 Směr 
Směr je vlastnost sloužící k popisu podlouhlých objektů, která je invariantní vůči všem 
lineárním transformacím kromě rotace. Je definována směrem delší strany opsaného 





Obr. 5.6: Podlouhlost objektu 
B 
A 




Nekompaktnost je často používána vlastnost pro popis objektu, která je invariantní vůči změně 
velikosti, rotaci a posunutí. Nejkompaktnějším objektem v Euklidově prostoru je kruh [12]. 






Oblast R je konvexní právě tehdy, když pro jakékoliv dva body x1, x2 ∈ R platí, že všechny body 
úsečky x1 x2 také patří do oblasti R.  
Konvexní obal je nejmenší konvexní oblast H, pro kterou platí, že R ⊆ H. Konvexní obal se 
používá k definici tvaru objektu, ale není invariantní vůči natočení [12]. 
 
Kompaktní objekt Nekompaktní objekt 




Konvexní oblast Konkávní oblast 
Obr. 5.9: Příklad konvexní a konkávní oblasti 
Konvexní obal H 
Oblast R 




5.5 Momentový popis oblastí 
Jasová funkce, která definuje hodnoty pixelů v obraze, se může považovat za náhodnou 
veličinu pro klasifikaci statistických veličin v binárních a šedotónových obrazech [12].  
Vlastnosti této veličiny lze vyjádřit pomocí statistických vlastností, které se nazývají 
momenty. Momentů je možné pro každý objekt sestavit nekonečně mnoho a čím více 
momentů popisuje daný objekt, tím je popsán věrněji a je přesněji rekonstruovatelný [11]. 
Obecný moment řádu p+q, který není invariantní vůči změně velikosti, natočení, posunutí 
ani šedotónovým operacím je definován vztahem [12]  
𝑚𝑝𝑞 = ∫ ∫ 𝑥






v digitálních obrazech  








kde x, y, i, j odpovídají souřadnicím oblasti resp. souřadnicím pixelů digitálního obrazu. 
Centrální moment, který je nezávislý na jasových zkresleních a posunutí je definován 
vztahem [12] 
𝜇𝑝𝑞 = ∫ ∫ (𝑥 − 𝑥𝑐)
𝑝(𝑦 − 𝑦𝑐)






v digitálních obrazech  









kde xc, yc odpovídají souřadnicím těžiště objektu určeného pomocí obecných momentů 
nultého a prvního řádu dle vztahů [12] 








Moment nultého stupně m00 odpovídá součtu jasových hodnot objektu, jehož mocnina slouží 
jako normalizační konstanta pro ostatní momenty. Momenty prvního stupně definují 










6   KLASIFIKACE ZNAKŮ 
Klasifikace se používá k přirazení odpovídající úrovně, která slouží v případě skupiny objektů 
s homogenními vlastnostmi k jejich vzájemnému rozlišení. Tato úroveň se také nazývá jako 
třída [14]. Klasifikace je tedy identifikace samotných znaků, získaných po segmentaci obrazu 
a jejich přiřazení k odpovídajícímu vzoru [1]. 
Tato práce pojednává o klasifikaci pomocí metody nalezení shody, statistické klasifikaci 
a také o klasifikaci s využitím umělých neuronových sítí. Všechny uvedené metody se používají, 
pokud je popis znaku možné numericky vyjádřit pomocí vektoru příznaků. 
6.1 Metoda nalezení shody  
Patří mezi nejstarší a nejjednodušší metody pro klasifikaci znaků. Každý známý symbol, který 
může být rozpoznán, je reprezentován ve formě binární šablony. Neznámý znak v černobílé 
podobě, který je potřeba rozpoznat, se postupně srovnává s různými šablonami a ukládá se 
hodnota, která vyjadřuje úroveň shody. Šablona, u které byla hodnota shody největší, 
odpovídá rozpoznanému znaku. Hodnota, která odpovídá úrovni shody, se může vypočítat 
pomocí více metod. Nejjednodušší z nich je procházení všech pixelů rozpoznávaného objektu. 
Hodnota úrovně shody se inkrementuje vždy, když dojde k nalezení pixelu v popředí objektu, 
který se nachází jak v rozpoznávaném znaku, tak v binární šabloně [15].  
Srovnávaní šablony se znakem, je relativně pomalý proces kvůli procházení a srovnávání 
všech pixelů rozpoznávaného znaku a šablony. Další nevýhodou je nízká flexibilita metody 
v případech, kdy se rozpoznává i mírně odlišný znak, než ten který odpovídá šabloně. Zvýšení 
flexibility je možné provést přidáním více variant šablon pro každý znak, ale díky tomu lineárně 
stoupá časová náročnost srovnání se všemi šablonami [15]. 
Pro zrychlení celého procesu se šablona odpovídající jednomu znaku rozdělí na více 
samostatných částí (Obr. 6.1). Pokud dojde při srovnání rozpoznávaného znaku a první části 
šablony k neshodě, další části se přeskočí a následuje srovnávání s jinou šablonou [15]. 
 
Obr. 6.1: Šablona znaku rozdělená do čtyřech menších celků 
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6.2 Statistická klasifikace 
V případě statistické klasifikace se k rozpoznávání znaků používá pravděpodobnostní metoda. 
Hlavní myšlenkou je použít takové klasifikační schéma, které je optimální v tom smyslu, že 
jeho použití dosahuje v průměru nejnižší pravděpodobnost výskytu chyby při klasifikaci [1].  
Klasifikátor, který minimalizuje celkovou průměrnou chybu, se nazývá Bayesův 
klasifikátor. Pro neznámý znak, který je popsaný vektorem příznaků, je spočítána 
pravděpodobnost, že tento znak patří do určité třídy stejně jako pro všechny ostatní třídy. 
Znak je poté přirazen do třídy, která odpovídá nejvyšší pravděpodobnosti výskytu [1]. 
 Pro funkčnost této metody musí být známa funkce hustoty pravděpodobnosti znaků, 
společně s pravděpodobností výskytu znaků v rámci všech tříd. Bayesův klasifikátor je 
specifikován pomocí průměrného vektoru a kovarianční matice každé třídy [1]. 
6.3 Umělé neuronové sítě 
Pro klasifikaci znaků se velice často používá umělá neuronová síť, která je jedním 
z nejpoužívanějších výpočetních modelů v umělé inteligenci. Jako celek tvoří distribuovaný 
výpočetní systém, který se skládá z jednotlivých podsystémů, takzvaných neuronů. Samotný 
umělý neuron je inspirován poznatky o struktuře a činnosti neuronů živých organizmů 
v přírodě. Umělé neuronové sítě (ANN) mají za úkol napodobit funkci biologické mozkové 
tkáně v přírodě [16].  
Přírodní neuron (Obr. 6.2) je základním prvkem mozku, který umožňuje vést signály 
a reagovat na ně. Neurony obsahují velký počet vstupů, dendritů, které zachytávají signál 
z okolí a jeden výstup axon, který se může na konci rozvětvovat do terminálů. Ty se připojují 
na dendrity pomoci synapsí [17]. 
 
Obr. 6.2: Struktura přírodního neuronu (převzato z [16]) 
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6.3.1 Struktura umělých neuronových sítí 
Nejjednodušším modelem umělé neuronové sítě je perceptron, který je tvořen pouze jedním 
neuronem (Obr. 6.3). Každý perceptron obsahuje určitý počet vstupů s odpovídajícími 
hodnotami vah, aktivační funkci a výstup, který může být připojen k dalším vstupům jiných 
perceptronů [15]. 
Když perceptron obdrží hodnoty na vstupu, vynásobí je odpovídající váhou, která 
reprezentuje sílu signálu a přičte výsledek do hodnoty pro aktivaci. Tato hodnota je následně 
použitá jako vstup pro nelineární přenosovou funkci, často také nazývanou jako aktivační, 
která převádí vnitřní potenciál do definovaného oboru výstupních hodnot. V případě, že je 
vyšší než práh neuronu, na výstupu se objeví signál. Obor výstupních hodnot je nejčastěji 
omezený intervalem [0, 1] případně [-1, 1] [18]. 
 
Neuron lze obecně popsat pomocí vztahu: 





kde wi odpovídá hodnotě i-té synaptické váhy, xi hodnotě i-tého vstupu neuronu, S je 







































6.3.2 Vícevrstvá perceptronová síť 
Kapacita samotného perceptronu pro řešení komplexních problémů je velice omezená, 
protože dokáže klasifikovat pouze body, které leží v konvexní oblasti [15]. V případě řešení 
složitějších problémů je to nedostatečné a je nutno sestavit celou síť umělých neuronů. 
Nejrozšířenější a nejpoužívanější umělou neuronovou sítí je vícevrstvá perceptronová síť 
(MLP), kterou tvoří určitý počet neuronů vzájemně propojených každý s každým. Příkladem je 
tzv. síť s dopředným sířením, která má vrstvenou strukturu. Jednotlivé vrstvy se skládají 
z neuronů, jejichž vstupy jsou spojeny s vstupy celé sítě nebo s výstupy předchozí vrstvy. 
Výstupy směřují pouze do následující vrstvy [19]. Každý neuron této sítě řeší pouze část 
komplexního problému a výsledek je tvořen kompozicí příspěvků od všech neuronů v síti [20]. 
Vícevrstvá perceptronová síť uvedená níže (Obr. 6.4) obsahuje vstupní vrstvu, dvě skryté 
vrstvy a výstupní vrstvu. Vstupní vrstva má za úkol pouze přeposílat signály na všechny 
neurony a neprovádí žádný výpočet [20]. Vrstvy, které se nacházejí mezi vstupní a výstupní 
vrstvou se nazývají skryté, protože výstup neovlivňují přímo ale přes další neurony [19]. Počet 
neuronů ve výstupní vrstvě odpovídá počtu tříd, které potřebujeme rozlišit. V případě 
klasifikace čísel 0 až 9 bude výstupní vrstva obsahovat deset neuronů [20]. 
Umělá neuronová síť, která je složená ze dvou vrstev dokáže klasifikovat také body, které 
leží mimo konvexní oblast. Při dostatečném navýšení počtu vrstev dokáže podobná síť řešit 
problémy libovolného typu. Umělá neuronová síť s nelineární aktivační funkcí, která je složená 
ze tří vrstev, dokáže s libovolnou přesností aproximovat jakoukoliv nelineární funkci [15]. 
 
Vstupní vrstva První skrytá vrstva Druhá skrytá vrstva Výstupní vrstva 
Obr. 6.4: Vícevrstvá perceptronová síť 
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6.3.3 Učení umělé neuronové sítě 
Učení neuronové sítě je proces, jehož cílem je nalézt hodnoty synaptických vah jednotlivých 
neuronů tak, aby se minimalizovala chyba na trénovací množině [19]. Učení neuronové sítě 
rozdělujeme na učení s učitelem a učení bez učitele. V prvním případě je k dispozici vzor 
výsledku, v druhém případě se výstup nevyhodnocuje. 
Nejpoužívanějším algoritmem, který slouží k učení umělé neuronové sítě s učitelem je 
algoritmus zpětného šíření. Chyba neuronové sítě se zjišťuje srovnáním dosažného řešení 
s očekáváným a zpětně se na základě toho vypočte, o kolik se mají změnit váhy neuronů, aby 
se odchylka od správného řešení co nejvíce snížila [20]. 
Počáteční nastavení parametrů neuronové sítě na začátku učení je náhodné. Podobnou 
síť představuje bod v grafu na obrázku (Obr. 6.5) uvedeném výše. Výpočtem lze zjistit směr, 
ve kterém chyba klesá nejrychleji. Směr nejstrmějšího klesání reprezentuje vektor, který se 
nazývá gradient (v grafu zobrazen jako červená šipka). Poté se ve směru gradientu mění 
nastavení neuronové sítě, až dokud se nedostane do místa s nejnižší chybou [20]. 
Nevýhodou této gradientní metody je možnost uváznutí v lokálním minimu. Chybová 
funkce je plná lokálních minim a maxim, síť tedy může uvíznout v lokálním minimu, i když se 
blízko může nacházet minimum mnohem výraznější. Pro zabránění uvíznutí sítě v tomto bodě 
se používá například simplexová metoda. Principem této metody je to, že si pamatuje hodnoty 
vah ve vrcholech nejjednoduššího mnohostěnu v prostoru určité dimenze a posouvá pouze 
ten vrchol, který odpovídá největší ztrátové funkci [19]. 
  
Velikost chyby 
Parametry neuronové sítě 
Obr. 6.5: Graf parametrů neuronové sítě (převzato z [14]) 
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7   IMPLEMENTACE DETEKCE ZNAKŮ V JAZYCE JAVA 
Implementace probíhala v jazyce JAVA ve vývojovém prostředí Eclipse. Vedoucím práce byl 
dodán základ aplikace pro detekci znaků v obraze, který byl následně upraven a rozšířen. 
Kvůli zpracování obrazu, které bylo nutné při segmentaci, byly do vývojového prostředí 
Eclipse importovány balíčky knihoven ImageJ a OpenCV, jenž jsou volně dostupné. Tyto balíčky 
obsahují velký počet pokročilých funkcí zaměřujících se na zpracování obrazu a počítačové 
vidění. 
7.1 Postup segmentace obrazu 
Segmentace obrazu v případě vytištěných textových dokumentů je relativně nenáročná a pro 
rozpoznání znaků v obraze je možné použít dostupné komerční aplikace. Pokud vstupní obraz 
k rozpoznání neobsahuje konzistentní pozadí a kontrastní objekty v popředí, je segmentace 
mnohem složitější a běžně dostupné aplikace nástroje selhávají. 
Tato část popisuje postup segmentace v případě obrázků štítku, na kterých se nacházejí 
číslice. Všechny operace byly provedeny pomocí dostupných funkcí programu ImageJ. 
Vstupním obrazem je 24 bitový barevný obraz, na kterém se nachází znaky v podobě číslic, 
které je nutno detektovat. 
 
Obr. 7.1: Vstupní obraz, na kterém se nachází znaky 
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Z důvodu zjednodušení dalšího zpracování je obraz nejprve převeden na šedotónový (8 
bitový), který poskytuje 256 odstínů šedi. 
 
Obr. 7.2: Obraz převedený do odstínu šedi 
 
Následně je pomocí funkce „substrakce pozadí“, která je součástí ImageJ potlačeno 
pozadí a díky tomu jsou objekty v popředí lépe rozeznatelné. Díky tomu je následná 
segmentace obrazu pomocí prahování mnohem přesnější. 
 




Segmentace obrazu je provedená pomocí prahování s použitím Otsuho metody pro 
automatický výběr prahové hodnoty. Výsledkem operace je monochromatický obraz, kde 0 
odpovídá černé (objekty v popředí) a 1 bílé barvě (pozadí). 
 
Obr. 7.4: Prahování pomocí Otsuho metody 
  
V dalším kroku jsou pomocí morfologické operace - dilatace vyplněny mezery v základní 
kostře znaků. Tato operace zvětší všechny objekty v obraze, tedy i menší samostatné shluky 
pixelů, které se poté musí odstranit. 
 
Obr. 7.5: Morfologická operace - dilatace 
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Následně se na obraz aplikuje mediánový filtr ve dvou krocích, kdy se z obrazu odstraní 
menší samostatné shluky pixelů, které nepatří ke znakům. Detekce znaků je v tomto případě 
až na jednu výjimku, v podobě nesprávného označení shluku pixelů jako znak, prakticky 
bezchybná. 
7.2 Úprava aplikace pro detekci znaků v obraze 
V některých případech, kdy je vstupní obraz silně zatížený šumem nebo jsou objekty tvořící 
popředí velice nevýrazné, může být výsledek segmentace značně nedokonalý. Jako 
detekované znaky jsou pak označené i větší shluky černých pixelů, případně jsou dva 
samostatné znaky nesprávně detekovány jako jeden. 
Obr. 7.7: Detekce znaků před modifikací 
Obr. 7.6: Aplikace mediánového filtru 
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Úprava aplikace spočívala v popise parametrů detekovaných znaků v obraze, díky čemuž 
došlo k následnému snížení počtu objektů, které byly nesprávně detekovány jako znak. 
Průměrná šířka znaku je vypočítána ze šířky detekovaných oblastí v prvním a druhém 
řádku. K uvedenému průměru je připočtena odchylka, která byla stanovena na základě 
testování pro danou sadu obrázků. Pokud je znak širší než vypočtený průměr, tak dojde k jeho 
rozpůlení. Tím se zamezí nesprávné detekci dvou samostatných znaků jako jednoho. 
Průměrná plocha detekované oblasti je vypočítána z plochy detekovaných oblastí 
v prvním a druhém řádku. K uvedenému průměru je připočtena odchylka, která byla stanovena 
na základě testování pro danou sadu obrázků. Je možné odstranit velmi malé detekované 
plochy, které tvoří shluky pixelů. 
Poměr šířky a výšky znaku je definován jako poměr stran detekované oblasti. Pokud je 
tento poměr nestandartní, například pokud je v případě shluků pixelů, detekována oblast 
velice nízká a široká, tak je z detekovaných oblastí odstraněná. 
Poměr černých pixelů detekované oblasti je definován jako poměr počtu černých pixelů 
k celkovému počtu pixelů detekované oblasti. Z detekce jsou odstraněny detekované oblasti, 
které splňují výše uvedené kritéria ale počet černých pixelů je vůči velikosti této oblasti nízký. 
Modifikovaná detekce znaků v obraze, na kterou byly aplikovány všechny výše uvedené 
úpravy, dosahuje v případě nedokonalé segmentace vyšší přesnost. 
  
Obr. 7.8: Detekce znaků po modifikaci 
40 
 
7.3 Platforma Neuroph pro vývoj neuronových sítí 
Neuroph je platforma pro vývoj a simulaci běžně používaných architektur umělých 
neuronových sítí. Obsahuje pokročilé volně dostupné Java knihovny s malým počtem 
základních tříd, které reprezentují základy umělých neuronových sítí. 
Základní struktura platformy Neuroph je zobrazena na obr. 7.9. Celá platforma je 
prezentována jako software s otevřeným zdrojovým kódem pod licencí Apache 2.0 a je tedy 
použitelná zdarma pro soukromé i komerční účely. 
Platforma Neuroph obsahuje také aplikaci NeurophStudio s propracovaným GUI pro 
jednoduché vytváření umělých neuronových sítí a jejich simulaci. 
 
Obr. 7.9: Základní prvky platformy Neuroph (převzato z [21]) 
Vytvořenou a natrénovanou neuronovou síť v programu NeurophStudio je možné uložit 
ve formě souboru a použít přímo v aplikaci napsané v jazyce JAVA. V případě prostředí Eclipse 
je nutno importovat balíčky „neuroph-core-2.8.jar“ a „neuroph-imgrec-2.8.jar“, které umožní 
vytvářet a simulovat neuronové sítě přímo ve vývojovém prostředí. 
Pro účely otestování funkčnosti a seznámení se s platformou byla v programu 




7.3.1 Tvorba jednoduché trénovací množiny vzorových znaků 
Pro účely trénování umělé neuronové sítě byla vytvořená jednoduchá trénovací množina dat 
v podobě číslic 0 až 9 (viz obr. 7.10). Jednotlivé číslice tvoří šedotónové obrazy v rozlišení 60 x 
60 pixelů. 
 
Obr. 7.10: Vytvořená trénovací množina dat ve formě číslic 
Úpravou dat z trénovací množiny byla vytvořená sada neznámých číslic (viz obr. 7.11) pro 
vyhodnocování umělé neuronové sítě. 
 




7.3.2 Vytvoření neuronové sítě pro rozpoznávání obrazových dat 
Základním bodem je vytvoření nového Neuroph projektu, který bude následně obsahovat 
neuronovou síť a trénovací množinu dat. 
 
Obr. 7.12: Vytvoření nového projektu Neuroph 
Po vytvoření nového projektu se přistoupí k vytvoření neuronové sítě, která je 
přizpůsobená k rozpoznávání obrazových dat. 
 




Následně se jednotlivě specifikují soubory s obrázky pro rozpoznání, případně je možné 
vybrat celé složky. V tomto kroku je možné provádět základní úpravy obrázku, jako je např. 
změna velikosti a jiné (viz obr. 7.14). 
Pro rozpoznávání je možné použít barevné obrázky nebo jejich variantu v binární podobě. 
Binární podoba je v případě rozpoznávání znaků nejvhodnější, protože snižuje potřebný počet 
vstupních neuronů. 
V dalším kroku se vybírají obrázky, které by neměly být rozpoznávány, čímž se sníží 
pravděpodobnost nesprávné detekce. Často tyto obrázky tvoří bloky červené, modré a zelené 
barvy. 
  
Obr. 7.14: Výběr trénovací množiny dat 
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Následně je vhodné zadat název trénovací množiny pro případ, že vytvořený projekt bude 
těchto množin obsahovat více. V tomto kroku se také specifikuje rozlišení pro vzorkování 
obrazu (viz obr. 7.15). Nižší rozlišení vstupních obrázků sníží velikost vstupního vektoru a počet 
neuronů ve vstupní vrstvě. 
 
Obr. 7.15: Nastavení parametrů pro trénovací množinu dat 
Dalším krokem je nastavení parametrů neuronové sítě, jako je její název, typ přenosové 
funkce a počet neuronů ve skrytých vrstvách (viz obr. 7.16). Pro přenosovou funkci se 
nejčastěji používá sigmoida nebo hyperbolický tangens. Neuronová síť bude obsahovat jednu 
skrytou vrstvu, ve které se bude nacházet dvanáct neuronů. 
 
Obr. 7.16: Nastavení parametrů neuronové sítě 
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Na obr. 7.17 je zobrazena vygenerována neuronová síť programem NeurophStudio dle 
zadaných parametrů. Obsahuje dvanáct neuronů ve skryté vrstvě a deset neuronů ve výstupní 
vrstvě, které odpovídají jednotlivým číslicím. 
 
7.3.3 Natrénování a vyhodnocení vytvořené neuronové sítě 
Po vytvoření neuronové sítě je možné danou síť natrénovat na množině vstupních dat, v tomto 
případě obrázků číslic 0 až 9. Parametry nastavené pro učení jsou zobrazeny v tabulce Tab. 
7.1. Dosažené výsledky jsou uvedeny v tabulce Tab. 7.2. 
Tab. 7.1: Přehled nastavení parametru pro učení neuronové sítě 
Rychlost učení 0,5 
Moment 0,1 
Max. chyba sítě 0,01 
Max. počet iterací Bez omezení 
 
Tab. 7.2: Přehled dosažených výsledků 
Celková chyba sítě 0,00962 
Celková MSE 0,01 
Počet iterací 89 
 
Obr. 7.17: Vytvořená neuronová síť 
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Na obrázku 7.18 je zobrazen graf závislosti celkové chyby sítě na provedeném počtu 
iterací při učení. 
NeurophStudio obsahuje aplikaci pro otestování vytvořené neuronové sítě pro 
rozpoznávání obrazových dat. Jako trénovací data pro rozpoznání byla vybrána vytvořená sada 
číslic z obr. 7.10. Neznámý znak odpovídá neuronu s nejvyšší hodnotou na výstupu, který 
reprezentuje naučený znak. V tabulce 7.3 tedy pravděpodobnost rozpoznání odpovídá 
výstupu konkrétního neuronu. Znaky označené hvězdičkou reprezentují ručně psané znaky. 
Tab. 7.3: Přehled úspěšnosti rozpoznání neznámých znaků 


























Obr. 7.18: Graf chyby neuronové sítě 
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8   NÁSTROJ TESSERACT OCR 
Tesseract je velice přesný nástroj pro optické rozpoznávání znaků, který byl původně vyvíjen 
společností Hewlett-Packard v letech 1984 až 1994. První oficiální zmínka o tomto nástroji byla 
veřejnosti prezentována až v roce 1995, kdy byl zastoupen v rozsáhlém testu OCR nástrojů na 
Nevadské univerzitě. Tesseract byl publikován jako hlavní část vědeckého výzkumu v rámci 
doktorského studia v laboratořích Hewlett-Packard ve městě Bristol. Měl sloužit jako 
doplňkový programový balíček ke skenerům vyráběným touto společností. Motivací pro vývoj 
byla skutečnost, že existující OCR nástroje byly v té době schopny pracovat pouze s perfektně 
vytištěným textem. Tesseract na konci vývoje dosahoval mnohem vyšší přesnosti než 
dostupné OCR nástroje, ale nikdy nebyl prezentován jako komerční produkt. Koncem roku 
2005 společnost Hewlett-Packard uvolnila Tesseract jako open-source nástroj pro optické 
rozpoznávání znaků [22]. 
Aktuálně je za další vývoj Tesseractu  zodpovědná společnost Google, která rovněž 
zajišťuje základní podporu pro uživatele. Samotný Tesseract je pouze nástrojem, neobsahuje 
tedy grafické rozhraní jako běžné komerční produkty. V dnešní době je velice oblíben díky své 
vysoké přesnosti a licenční politice. V době tvorby této diplomové práce byla dostupná 
oficiální verze 3.02.02, která byla rovněž použita k demonstraci funkčnosti a k ukázce 
trénování. 
8.1 Architektura nástroje Tesseract 
Proces optického rozpoznávání znaků nástroje Tesseract byl v době jeho vývoje unikátní a jako 
první umožňoval také čtení textu bílé barvy na černém podkladu. Jednotlivé částí tohoto 
procesu blokově popisuje schéma na obrázku 8.1. 
Prvním krokem je segmentace obrazu pomocí adaptivního prahování, které oddělí 
popředí obrazu ve formě znaků od pozadí. Výstupem je monochromatický obraz, který 
obsahuje pouze bílou a černou barvu. Dalším krokem je analýza spojitých objektů, tedy 
samotných slov a vět, zatím ve formě pixelů. V tomto kroku se rovněž ukládají informace o 
obrysech jednotlivých znaků. Tato operace je výpočetně náročná, ale přináší výhodu v podobě 
výše zmíněné možnosti čtení bílého textu na černém pozadí bez nutných dodatečných úprav. 
Následně se obrysy objektů seskupují do menších celků [22]. 
Tyto menší části jsou organizovány do textových řádků, u kterých se následně analyzuje, 
jestli se mezi znaky nachází pevná mezera, nebo je použito proporcionální písmo. Podle typu 





Samotný proces rozpoznávání textu se provádí ve dvou průchodech. V prvním průchodu 
se pokusně provede rozpoznání všech slov a každé, které je vyhovující se předá adaptivnímu 
klasifikátoru jako část trénovacích dat. Ten má následně šanci s vyšší přesností klasifikovat 
znaky, které se nacházejí na stránce níže [22].  
Ve druhém průchodu se znovu provádí rozpoznávání celého textu. V tomto případě 
mohou být díky adaptivnímu klasifikátoru rozpoznány také neznámá slova z prvního průchodu 
[22]. 
8.2 Proces trénování nástroje Tesseract 
Tesseract v základním balíčku obsahuje více než 60 jazyků v standardních fontech. V případě, 
že potřebujeme rozpoznávat znaky, které jsou nestandardní např. z důvodů nedokonalé 
segmentace, umožňuje Tesseract díky procesu trénování vytvořit nový jazyk. 
Tato diplomová práce popisuje kompletní postup trénování nástroje Tesseract verze 
3.02.02 pro účely rozpoznání štítků z kapitoly 7. Všechny příkazy, které jsou popsány níže, byly 
zadány do příkazové řádky konzoly Tesseractu. Samotný proces trénování zjednodušeně 

























Obr. 8.1: Schéma architektury nástroje Tesseract 
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8.2.1 Vytvoření BOX souboru 
Prvním krokem v procesu trénování nového jazyka je vytvoření tzv. BOX souboru. Jedná 
se o jednoduchý textový dokument, který obsahuje souřadnice všech objektů a jejich 
odpovídající význam, které Tesseract při rozpoznávání označil jako určitý znak. BOX souborů 











































tesseract [lang].[fontname].exp[num].tif [lang].[fontname].exp[num] 
batch.nochop makebox 
Příklad: 
tesseract num.nums.exp0.jpg num.nums.exp0 batch.nochop makebox 
Výstupem je soubor BOX, který obsahuje data v tomto formátu: 
4 58 95 31 49 
9 96 90 33 63 
2 134 90 36 62 
4 181 94 39 52 
7 224 86 31 59 
1 289 94 11 57 
1 153 193 13 48 
0 170 188 32 59  
0 209 188 34 61 
První číslice „4“ odpovídá významu znaku, který se nachází v obdélníku daném souřadnicemi 
x = 58, y = 95, šířkou 31 a výškou 49 pixelů ve vstupním obrázku. 
8.2.2 Editace BOX souboru 
V dalším kroku je nutno vytvořený BOX soubor upravit, protože Tesseract s vysokou 
pravděpodobností nerozeznal všechny znaky z testovacího obrázku korektně. Editaci je možné 
provést ručně úpravou textového souboru, avšak tato metoda je velice náročná. 
Pro účely této diplomové práce, byl pro editaci BOX souboru použit volně dostupný 
program jTessBoxEditor, který nabízí široké možnosti úpravy těchto souborů. Ukázka 





Obr. 8.3: Ukázka prostředí programu jTessBoxEditor pro snadnou editaci BOX souborů 
8.2.3 Proces trénování 
V tomto kroku se provede proces učení, kdy na základě námi upraveného BOX souboru 
Tesseract upraví rozpoznávání testovaných znaků. V případě více fontů se musí trénování 
provést pro všechny BOX soubory a vstupní obrázky [23]. 
Syntaxe příkazu: 
Tesseract [lang].[fontname].exp[num].tif [lang].[fontname].exp[num] 
box.train 
Příklad: 
Tesseract num.nums.exp0.jpg num.nums.exp0 box.train 
Výstupem této operace je soubor „fontfile.tr“, který obsahuje popis příznaků všech znaků, 
které se nacházeli v testovacím obrázku [23]. Rovněž se vytvoří prázdný textový soubor ve 
formátu „[lang].[fontname].exp[num].txt“. Na obrázku 8.4 se nachází ukázka informací 





Z výpisu je patrné, že pří trénování Tesseract zpracoval všechny upravené znaky. 
8.2.4 Vytvoření znakové sady 
Pro dosažení vyšší přesnosti potřebuje Tesseract znát řadu možných znaků, které se mohou 
objevit na výstupu. Vytváří se tedy jednoduchá znaková sada z naučených dat vstupního 
obrázku s neznámým fontem nebo jazykem. Pro vygenerování souboru s těmito znaky slouží 





Výstupem této operace je soubor „unicharset“, který na každém řádku obsahuje popis 
vlastností jednoho ze znaků. Na první pozici se nachází znak odpovídající kódování UTF-8. Dále 
se nachází číslo v šestnáctkové soustavě, které reprezentuje binární masku popisující 
vlastnosti znaku. Každý z bitů odpovídá určité vlastnosti a v případě, že je nastaven na hodnotu 
jedna, tak je daná vlastnost pravdivá [23]. 
Pořadí bitů od nejméně významného po nejvýznamnější bit odpovídá vlastnostem: 
alfanumerický znak, malé písmeno, velké písmeno, číslice, interpunkční znaménko. 
Pro znak „c“ odpovídá vlastnost alfanumerický znak a malé písmeno. Vlastnost je tedy 
reprezentována jako binární číslice 00011 (3 v šestnáctkové soustavě). 
 Pro znak „7“ odpovídá pouze vlastnost číslice. Vlastnost znaku je poté popsána binární 
číslicí 01000 (8 v šestnáctkové soustavě). 
  
Obr. 8.4: Výpis z konzole Tesseract po ukončení procesu trénování 
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8.2.5 Popis nově vytvořeného fontu 
Dalším krokem v procesu trénování je vytvoření souboru „font_properties“, který bude 
obsahovat popis vlastností samotného fontu. V případě vlastnosti „italic“ bude ve výstupním 
souboru extrahovaný text z obrázku zobrazen kurzívou [23]. 
Syntaxe příkazu: 
<fontname> <italic> <bold> <fixed> <serif> <fraktur> 
Příklad: 
echo nums 0 1 0 0 0 > font_properties  
Pomocí příkazu uvedeného výše se do nově vytvořeného souboru „font_properties“ 
zapíše informace o použití tučného písma pro font „nums“. Tento soubor musí obsahovat 
informace o všech natrénovaných fontech. 
8.2.6 Seskupení  
V tomto bodě je nutné všechny získané vlastnosti seskupit a vytvořit prototypy znaků. Tvarové 
vlastnosti znaku mohou být seskupeny pomocí programů shapeclustering, mftraining a 
cntraining, které jsou obsaženy v základním balíčku Tesseractu [23]. 
Shapeclustering vytvoří tabulku „master shape“ seskupením informací o tvaru znaků a 
zapíše ji do souboru „shapetable“. 
Syntaxe příkazu: 
shapeclustering -F font_properties -U unicharset 
lang.fontname.exp0.tr 
Příklad: 
shapeclustering -F font_properties -U unicharset num.nums.exp0.tr 
Výstupem programu mftraining je soubor „inttemp“, který obsahuje prototypy tvarů a 
soubor „pffmtable“, který obsahuje počet očekáváných vlastností pro každý znak. V příkazu 
uvedený soubor „-U“ odpovídá znakové sadě vygenerované programem unicharset_extractor. 
Soubor „lang.unicharset“ je výstupem této sady, který se použije v posledním kroku při 
kombinaci všech souborů [23]. 
Syntaxe příkazu: 










Obr. 8.5: Ukázka prototypu znaku a hledání shody dle extrahovaných příznaků (převzato z [24]) 
Na obrázku 8.5 se nachází ukázka prototypu znaku (a) a neznámý znak, který je nutné 
klasifikovat (b). Poté dojde k extrakci příznaků (c), které se otestují na shodu s prototypem 
znaku. V poslední částí obrázku je možné vidět aplikaci příznaků na prototyp znaku (e). 
Program cntraining vytvoří z trénovacích dat soubor „normproto“, který obsahuje 





Klastrování je nutno provádět pro všechny fonty, které bude nový jazyk obsahovat. 
V případě změny BOX souboru se musí soubory získané pomocí programů cntraining a 
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mftraining vytvořit znovu. Rovněž se musí obnovit znaková sada v souboru „unicharset“. 
Důvodem ze zachování synchronizace všech těchto souborů [23]. 
8.2.7 Kombinace získaných dat  
V poslední části je potřebné seskupit všechny soubory, které vznikly během procesu trénování. 
Souborům „shapetable“, „normproto“, „inttemp“ a „pffmtable“ je v názvu nutno přidat prefix 
jazyka. Tento prefix by měl obsahovat tři písmena identifikující použitý jazyk dle normy ISO 






Výstupem této operace je soubor „num.traineddata“, který musí být pro správnou funkci 
Tesseractu umístěn ve složce „tessdata“. 
8.2.8 Rozpoznávání znaků  
S natrénovanými daty je možné nechat Tesseract rozpoznat štítek z obr. 7.6, který obsahuje 
číslice v nestandartním fontu. 
Syntaxe příkazu: 
tesseract <source picture> <textdocument> -l <language prefix> 
Příklad: 
tesseract num.nums.exp0.jpg output -l num 




Tesseract rozpoznal většinu znaků až na číslici „1“ v druhém řádku, kterou nesprávně 




V případě použití trénovacích dat „eng.traineddata“, které obsahuje Tesseract 
v základním balíčku je rozpoznávání zcela nepřesné. Ve výstupním souboru se nacházel text: 
*i3E_‘'~ﬂ { 
gun 
8.3 Implementace nástroje Tesseract v aplikaci EasyTessOCR 
Pro účely této diplomové práce, byla vytvořená aplikace EasyTessOCR s jednoduchým 
grafickým rozhraním v jazyku Visual Basic, která slouží jako ukázka implementace nástroje 
Tesseract. Aplikace využívá knihovny pro zpracování obrazu, které jsou součástí balíčku 
OpenCV. Funkčnost těchto knihoven zajištuje platforma EmguCV, která slouží jako wrapper 
umožňující volat funkce OpenCV z programovacího jazyka skupiny .NET. Všechny použité 
aplikace a knihovny jsou součástí DVD přílohy této diplomové práce. 
8.3.1 Instalace aplikace EasyTessOCR  
Aplikace pro svůj správný běh vyžaduje nainstalovanou platformu EmguCV ve verzi 2.4.0.1717. 
V době psaní této diplomové práce, obsahovala poslední oficiální verze 2.4.2 chybu, která 
vyžadovala použití grafické karty s podporou technologie Cuda od společnosti nVIDIA. 
Poslední neoficiální verze 2.4.9 (Alpha, Beta) při testování vykazovala značnou nestabilitu a 
způsobovala pády aplikace. EasyTessOCR rovněž vyžaduje instalaci rozhraní .NET Framework 
4.5.1. 
Po nainstalování platformy EmguCV, je nutné přidat do systémové proměnné „Path“ 
cestu k adresáři „x86“, který obsahuje nezbytné knihovny pro běh aplikace. Ukázka nastavení 
systémové proměnné se nachází na obrázku 8.6. Příkladem „C:\Emgu\emgucv-windows-x86 
2.4.0.1717\bin\x86“. 
Při instalaci programu Tesseract-OCR, který byl použit pro trénování nového jazyka 
v kapitole 8, se vytváří systémová proměnná „TESSDATA_PREFIX“. Tato proměnná obsahuje 
cestu ke složce „tessdata“ obsahující jazykové soubory, které využívá při svém běhu nástroj 
Tesseract. Cestu obsaženou v této proměnné je nutné po nainstalování aplikace EasyTessOCR 
změnit. Výsledná cesta musí odpovídat umístění složky „tessdata“ v adresáři aplikace 





Obr. 8.6: Úprava systémové proměnné Path 
Všechny nově vytvořené jazykové soubory „lang.traineddata“, je nutno ukládat do této 
složky, která bude po úpravě proměnné „TESSDATA_PREFIX“ společná pro aplikaci Tesseract-
OCR a EasyTessOCR. Výše uvedený postup je nutné aplikovat vždy při instalaci aplikace 
Tesseract-OCR. 
8.3.2 Uživatelské rozhraní aplikace EasyTessOCR  
Samotné uživatelské rozhraní vytvořené aplikace obsahuje čtyři funkční tlačítka a část, ve 
které se zobrazuje rozpoznaný text a obrázek. 
Prvním krokem je načtení vstupního obrázku s textem k rozpoznání, který se rovněž 
zobrazí ve spodní částí okna. Aplikace podporuje práci s obrázky v běžně používaných 





Obr. 8.7: Uživatelské rozhraní aplikace EasyTessOCR 
Následně po načtení obrázku se pomocí tlačítka „Recognize“ provede rozpoznání textu, 
který daný obrázek obsahuje. Rozpoznaný text je možné zkopírovat do schránky nebo uložit 
do textového souboru pomocí tlačítka „Save text to file“. 
Při spuštění aplikace EasyTessOCR je implicitně načten jazyk s prefixem „eng“, který se 
zobrazuje v textovém poli vedle popisku „Language :“. V případě potřeby změny jazyka pro 
rozpoznávání, je možné pomocí tlačítka „Choose trained data“ vybrat soubor 
„lang.traineddata“, jehož prefix se zobrazí ve zmíněném textovém poli. 
Na stránkách věnovaných vývoji nástroje Tesseract, je v sekci „Downloads“ možné 
stáhnout data pro 60 nejpoužívanějších jazyků v běžných fontech. Všechny jazykové soubory 




8.3.3 Testování přesnosti nástroje Tesseract OCR 
 
 
Obr. 8.8: Ukázka obrázků použitých pro otestování přesnosti nástroje Tesseract OCR 
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Pro účely testování přesnosti nástroje Tesseract byla použita sada obrázků, vytvořená 
kombinací a úpravou třech vstupních štítku použitých při procesu trénování. Výsledný jazyk 
„num“ tvoří tři fonty „nums“, „nums2“, „nums3“, které tyto štítky obsahují. Pro demonstraci 
možnosti použití nástroje Tesseract byla pro testování rovněž použita jednoduchá sada 
dopravních značek a cedulí. V tomto případě byly k rozpoznávání použity jazyky „eng“ a „ces“ 
dostupné přímo v základním balíčku Tesseract. Všechny uvedené obrázky jsou součástí DVD 
přílohy této diplomové práce. 
Tabulka 8.1 popisuje úspěšnost rozpoznání textu z první části testovací sady štítků. 
Úspěšnost rozpoznání byla až na jeden případ (obrázek „001“) bezchybná. Tesseract bez 
problémů zvládá i rozpoznání textu natočeného textu viz obrázek „005“. 
 
Tab. 8.1: Přehled úspěšnosti rozpoznání použité sady štítků 
Číslo obrázku Jazyk Rozpoznaný text Přesnost Poznámka 
001 num 492471 
1004100 
88,89 %  
002 num 9274418 
10047182 
100 % Kombinace 2 
fontů 
003 num 482118 
749 071 
100 % Kombinace 2 
fontů 
004 num 478767 
1060210 
100 %  
005 num 4821 18 
749 071 
100 % Natočení textu 
o 10 stupňů 
006 num 4710 4787 
10602 4828 





Tabulka 8.2 popisuje úspěšnost rozpoznání textu z druhé části testovací sady. Ve dvou 
případech (obrázky „010“ a „015“) nedokázal Tesseract text rozpoznat vůbec, pravděpodobně 
z důvodu nedokonalé segmentace. Pro obrázky, které obsahují českou diakritiku, byl použit 
jazyk „ces“. 
 
Tab. 8.2: Přehled úspěšnosti rozpoznání použité sady značek, cedulí a SPZ 
  
Číslo obrázku Jazyk Rozpoznaný text Přesnost Poznámka 
007 eng 7B4 2747 100 % SPZ automobil 
008 eng 2747 57,14 % SPZ motocykl 
009 eng 80 100 %  
010 eng - 0 %  
011 ces PLZEŇ 100 %  
012 ces BRANÍK 
BARRANDOV 
100 %  
013 eng 38 KOLLN 25  
PODEBRADY 8 
89,47 %  
014 eng BRNO 100 %  
015 eng - 0 %  




Tato diplomová práce se zabývala detekcí textu v obrazových datech s pomocí různých metod, 
které jsou používány ke klasifikaci neznámých objektů v obraze v podobě číselných znaků a 
písmen. 
Hlavní přínos této práce spočíval v úpravě aplikace pro detekci znaků v obrazových datech 
dodané školitelem. Díky této modifikaci se snížil počet nesprávně detekovaných znaků 
v případech, kdy je segmentace obrazu nedokonalá a obraz obsahuje například shluky pixelů, 
které nepatří ke znakům. Dále byla provedena podrobná ukázka segmentace fotografie štítku, 
na kterém se nachází objekty v podobě číselných znaků. Pomocí volně dostupné platformy 
Neuroph, byla vytvořena umělá neuronová síť, sloužící k rozpoznávání obrazových dat. Rovněž 
byla navržená jednoduchá databáze znaků v podobě číslic, která sloužila jako trénovací 
množina pro tuto vytvořenou neuronovou síť. Vytvořená aplikace EasyTessOCR sloužila jako 
ukázka implementace nástroje Tesseract a jeho možností využití pro rozpoznávání textu 
z obrazových dat. Pro aplikaci EasyTessOCR byl natrénován jazyk, který umožnil rozpoznávání 
znaků z dodaných štítků. 
Pro účely diplomové práce, byla navržená malá databáze znaků v podobě číslic, která 
sloužila jako trénovací množina pro vytvořenou neuronovou síť. Úspěšnost klasifikace byla 
v tomto případě velice dobrá, síť správně rozpoznala všechny neznámé znaky z vytvořené sady. 
Použitý nástroj Tesseract pro rozpoznávání textu je bezplatnou alternativou ke drahým 
komerčním aplikacím. Umožnuje trénování nových jazyků, které mohou obsahovat až 64 
nezávislých fontů. Na testovací sadě obrázků dosahoval vysoké přesnosti rozpoznání čísel, 
které byly v nestandardním fontu z důvodu nedokonalé segmentace. Rovněž detekce textu 
z cedulí, dopravních značek a SPZ dosahovala dobrých výsledků bez jakýchkoliv úprav aplikace. 
Samotný nástroj neobsahuje uživatelské grafické rozhraní, a proto byl implementován do 
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SEZNAM POUŽITÝCH ZKRATEK 
ANN  Artificial neural network - umělá neuronová síť 
BMP  Microsoft Windows Bitmap - formát obrázkového souboru 
CES  Czech - prefix českého jazyka v Tesseract OCR 
EAN  European article number - evropský čárový kód 
ENG  English - prefix anglického jazyka v Tesseract OCR 
GUI  Graphical user interface - grafické uživatelské rozhraní 
ISO  International Organization for Standardization - organizace pro normalizaci 
JPG/JPEG Joint Photographic Experts Group - formát obrázkového souboru 
MLP  Multi layer perceptron - vícevrstvový perceptron 
.NET  Dot Net Framework - prostředí pro běh aplikací 
OCR  Optical character recognition - optické rozpoznávání znaků 
OMR  Optical mark recognition - optické rozpoznávání značek 
PNG  Portable Network Graphics - formát obrázkového souboru 
QR  Quick response - kód pro obrazové uložení informace  
SPZ  Státní poznávací značka  
TIF/TIFF Tagged Image File Format - formát obrázkového souboru 
URL  Uniform resource locator - internetová adresa 
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