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The accuracy of estimating d-dimensional quantum states is limited by the Gill-Massar bound.
It can be saturated in the qubit (d = 2) scenario using adaptive standard quantum tomography. In
higher dimensions, however, this is not the case and the accuracy achievable with adaptive quantum
tomography quickly deteriorates with increasing d. Moreover, it is not known whether or not the
Gill-Massar bound can be reached for an arbitrary d. To overcome this limitation, we introduce
an adaptive tomographic method that is characterized by a precision that is better than half that
of the Gill-Massar bound for any finite dimension. This provides a new achievable accuracy limit
for quantum state estimation. We demonstrate the high-accuracy of our method by estimating
the state of 10-dimensional quantum systems. With the advent of new technologies capable of
high-dimensional quantum information processing, our results become critically relevant as state
reconstruction is an essential tool for certifying the proper operation of quantum devices.
Introduction.— High-dimensional quantum systems
(qudits) offer several advantages over two-dimensional
quantum systems for information processing tasks. For
instance, the performance of some practical protocols of
quantum communication and computation is enhanced
when qudits are employed [1–5]. These also lead to im-
provements in entanglement-based fundamental studies
since, in this case, Bell inequalities exhibit a higher ro-
bustness against noise and tolerate lower detection effi-
ciencies [6–9]. However, as the dimension of quantum
systems increases, experimental realizations become in-
creasingly challenging [10–16], resulting in reduced qudit
generation rates that lead to smaller ensembles of iden-
tical and independently prepared copies. This greatly
decreases the achievable accuracy of quantum state esti-
mation techniques.
Here, we study the problem of estimating quantum
states of qudits with the highest possible accuracy tak-
ing into account the dimension of the quantum systems
as well as the size of the generated ensembles. In partic-
ular, we introduce a method for high-accuracy quantum
tomography (HAQT) that is based on the strategy of
adaptive projective measurements. Measurement adap-
tation [17] has been suggested as a means to increase the
estimation accuracy of tomographic schemes [18–23]. In
the case of d = 2, adaptive quantum tomography (AQT)
[24] reaches the optimal estimation accuracy given by the
Gill-Massar lower bound [25]. In higher dimensions this
is not the case and AQT rapidly departs from optimal-
ity [26]. Unlike previous results, we can show that our
method is characterized by an estimation accuracy that
is at most twice the optimal estimation accuracy. This
holds for quantum systems of arbitrary finite dimension.
Since it is not known whether or not the Gill-Massar
lower bound can be attained, our result establishes an
upper bound for the achievable estimation accuracy of
qudits. We demonstrate the high accuracy of our tomo-
graphic method by estimating the state of photonic path
qudits in dimension d = 10, which are defined in terms of
the transverse momentum of single photons transmitted
through programmable spatial light modulators [27, 28].
High-accuracy quantum tomography.— Quantum to-
mography of an unknown fixed state ρ consists of acquir-
ing enough information about it through measurements
to construct an estimate ρ˜ of it. The accuracy of a to-
mographic method can be studied via the infidelity
I(ρ, ρ˜) = 1− Tr2(
√√
ρρ˜
√
ρ), (1)
which is a well-known distance between quantum states
[29]. The infidelity I(ρ, ρ˜) is zero for perfect state esti-
mation (ρ˜ = ρ) and its inverse can be identified with the
sample size required to reach a given accuracy [19]. Ex-
perimentally, measurements are made on finite sets of N
equally prepared copies of the unknown state, and thus
different runs of the same tomographic method can gen-
erate different estimates due to statistical fluctuations.
Thereby, quantum tomography does not lead to a single
estimate, but to a distribution of estimates defined by
some probability density function f(ρ˜). Therefore, in or-
der to study the precision of the tomography, we use the
mean infidelity defined by
I¯(ρ) =
∫
I(ρ, ρ˜)f(ρ˜)dρ˜. (2)
For a pair of states infinitesimally close to each other
and with the same rank, the mean infidelity can be re-
lated to the mean squared Bures distance [30], that is,
I¯(ρ) = Tr(C(ρ)J )/4, where C is the covariance matrix
Cj,k(ρ) =
∫
(Sj − S˜j)(Sk − S˜k)f(ρ˜)dρ˜, with Sj (S˜j) pa-
rameters defining the state ρ (ρ˜), and
Jj,k = Tr[ρ(LjLk − LkLj)]/2, (3)
the Quantum Fisher Information Matrix (QFIM), with
Lj the symmetric logarithmic derivatives, which are im-
plicitly defined by ∂ρ/∂Sj = (ρLj + Ljρ)/2. Clearly, to
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2increase the accuracy we have to reduce the Covariance
Matrix. However, the covariance of an estimator cannot
be arbitrarily reduced since Cramer-Rao inequalities [31]
C ≥ I−1 ≥ J−1 establish a fundamental lower bound for
the Covariance Matrix. Here, I is the Classical Fisher
Information Matrix (CFIM), defined by
Ij,k =
∑
m
1
pm
∂pm
∂Sj
∂pm
∂Sk
. (4)
In one-parameter estimation, the Cramer-Rao lower
bound can be attained by measuring the symmetric loga-
rithmic derivative. In the multi-parameter case, the esti-
mation by separable measurements, that is, by measure-
ments realized on each individual copy of the state, the
quantum Cramer-Rao bound can not be attained and the
fundamental bound for the mean-square Bures distance
is given by the Gill-Massar lower bound [25]
I¯(ρ) ≥ I¯(opt) = (d
2 − 1)(d+ 1)
4N
. (5)
An estimate is considered to be optimal if it reaches the
Gill-Massar lower bound, that is, the classical Cramer-
Rao bound C−1 = I(opt) and fulfills the condition [24]
I(opt) = 1
d+ 1
J . (6)
Adaptive quantum tomography approaches the bound
I¯(opt). This method employs Standard Quantum To-
mography (SQT), which is based on the measurement
of the d2 − 1 generalized Gell-Mann matrices, on a sub-
ensemble of size N0 to generate an estimate ρ˜0. The
eigenbasis of ρ˜0 is subsequently used to represent the
Gell-Mann matrices in a new stage of standard quan-
tum tomography on an ensemble of size N −N0. In the
case of d = 2, adaptive quantum tomography saturates
the Gill-Massar lower bound [24]. In higher dimensions,
the mean infidelity generated by the adaptive procedure
behaves as O(1/N) for all quantum states. However, the
mean infidelity departs from the Gill-Massar lower bound
as the dimension increases. In the following we intro-
duce an adaptive tomographic scheme built upon a set
of bases such that the achieved mean infidelity I¯(ρ) is
upper bounded by 2I¯(opt) for all dimension d, that is,
I¯(opt) ≤ I¯(ρ) ≤ 2I¯(opt).
Our main aim is to provide a high accuracy estimate of
the parameters Sj that characterize the unknown state
ρ. Let us start by considering a previously known state
ρ0 close to ρ characterized by means of the parameters
S0j . Thereby, these states are related through,
ρ = ρ0 +
1
2
d2−1∑
j=1
(Sj − S0j )σj , (7)
where the d2−1 hermitian, traceless operators σj are the
d-dimensional Gell-Mann operators. Since the state ρ0 =∑d−1
k=0 λk|k〉〈k| is known, we can employ its eigenbasis
to represent the Gell-Mann operators. Thus, the d − 1
diagonal operators are
σDk =
√
2
k(k + 1)
k−1∑
j=0
|j〉〈j| − k|k〉〈k|
 , (8)
with k = 0, . . . , d − 1, and the d(d − 1) non-diagonal
operators σAα,j,k are
σAα,j,k = i
α (|j〉〈k|+ (−1)α|k〉〈j|) , (9)
with α = 0, 1 and 0 ≤ j < k ≤ d − 1. SQT is based
on measurements of the Gell-Mann operators, or equiv-
alently, on projective measurements on the vectors {|j〉}
and {|±αj,k〉 = (|j〉 ± iα|k〉)/
√
2}, which are eigenstates
of σDk and the non-null eigenstates of σ
A
α,j,k, respectively.
This can be done by measuring each Gell-Mann opera-
tor independently. However, many Gell-Mann operators
are simultaneously diagonalizable, so that we can obtain
the same information with fewer observables. Next, we
present a minimal set of bases that group the eigenstates
of all the Gell-Mann operators. For d odd, there are 2d
bases given by
Bk+dα = {|k〉, |±αk−ν,k+ν〉, |±αD+k−µ,D+k+1+µ〉}, (10)
where D = (d− 1)/2, 0 ≤ k ≤ d− 1, 0 ≤ µ < |k−D| and
0 < ν ≤ D − |k − D| and operations on the subindexes
are carried out mod (d). For d even, there are 2d − 1
bases
Bk+(d−1)α = {|±αk,d−1〉, |±αk−ν,k+ν〉,
|±αD+k−µ,D+k+1+µ〉}, (11)
B2d−2 = {|0〉, . . . , |d− 1〉}, (12)
where D = (d − 2)/2, 0 ≤ k ≤ d − 2, 0 ≤ µ ≤ |k − D|,
0 < ν ≤ D − |k −D|, and operations on the subindexes
are carried out mod (d − 1). The number of bases can
be resumed as Md = 2d− 1 + [d], where [d] ≡ d mod 2.
Thereby, to estimate ρ our method measures each basis
Bj on an ensemble of size N/(2d − 1 + [d]), instead of
N/(d2− 1) for all Gell-Mann operators. However a state
ρ0 close to ρ is not always known. To overcome this lim-
itation, an adaptive strategy can be used. A preliminary
tomography is performed on sample of size N0 < N us-
ing the measurements Bj , but on a different basis, for
example, the computational basis. From this tomogra-
phy, we obtain a preliminary estimate ρ˜0, which can be
used as ρ0. Subsequently, the tomographic method us-
ing the bases Bj is performed on the remaining sample
N −N0.
For study the accuracy of the method, we have to cal-
culate the CFIM and the QFIM. This can be done using
the fact that ρ0 and ρ are infinitesimally close. Consid-
ering a block representation of both matrices
I =
( IA IAD
IAD ID
)
, J =
( J A J AD
J AD JD
)
, (13)
3FIG. 1. Experimental setup. The state preparation (SP) block consists of a weak coherent state source and a pair of SLMs to
generate path qudit states in dimension d = 10. The projective measurement (PM) block employs another pair of SLMs and
an APD to measure the incoming path qudit state into the different projections required by our tomographic method. The
experimental setup is automatically controlled by two FPGA electronic units, each of them located in each block.
we have the following sub-matrices [32]
J ADαjk,l = IADαjk,l = 0, (14)
JDk,l =
Md
1 + [d]
IDk,l =
d−1∑
m=0
ckmclm
4λm
. (15)
J Aαjk,βlm = MdIAαjk,βlm =
1
λj + λk
δαβδjlδkm, (16)
with ckm = 〈m|σDk |m〉. Comparing the expressions for
the CFIM and the QFIM, we obtain the inequality
I ≥ 1
2d− 1 + [d]J , (17)
and with the Gill-Massar lower bound (6), we get that
I ≥ α−1d I(opt) or I−1 ≤ αd[I(opt)]−1, (18)
where αd = (2d − 1 + [d])/(d + 1). Thus, in the worst
case, the estimation provided by the set B of bases lead
to a CFIM that is α−1d times the optimal one. From
Eq. (18) we obtain J I−1 ≤ αdJ [I(opt)]−1. Since the con-
dition C = I−1 holds, the previous inequality becomes
J C ≤ αdJ [I(opt)]−1, which together with the relation-
ship between the mean infidelity and the Bures distance
lead to
I¯(ρ) ≤ αdI¯(opt). (19)
Thereby, the mean infidelity provided by the HAQT
method here proposed is upper bounded by αd times the
optimal mean infidelity, and lower bounded by the op-
timal infidelity, that is, I¯(opt) ≤ I¯(ρ) ≤ αdI¯(opt). The
proportionality constant αd becomes 1 for d = 2, and
consequently the optimum I¯ = I¯(opt) is attained. Since
in the limit of large dimensions αd tends to 2, we obtain
that I¯ ≤ 2I¯(opt) for larger dimensions.
Experiment.— In order to test the HAQT method we
employ the transverse momentum of single photons to
encode path qudit states. The experimental setup is de-
picted in Fig 1, and consists of a state preparation (SP)
block and a projective measurement (PM) block. At the
SP block, the light source consists of a continuous wave
(CW) laser operating at 690nm. The laser is sent to an
acousto-optical modulator (AOM) to generate 40ns wide
pulses. Optical attenuators at the output of the AOM set
the average number of photons to µ = 0.1, so that 90%
of the non-null pulses contain only one photon, giving a
non-deterministic single-photon source that is commonly
adopted in quantum communications [33–35].
The path qudit is created by defining d possible paths
available for the transmission of single-photons through
a diffractive aperture [27]. If the transverse coherence
length of the beam is larger than the separation between
the first and last slit, the state of the transmitted photon
is given by [27]
|ψ〉 = 1√
M
d∑
l=1
√
tle
iφl |l〉, (20)
where |l〉 represents the photon state transmitted by the
l-th slit, M is a normalization constant, and tl and φl
are the transmissivity and relative phase of slit l, respec-
tively. All slits are 96µm wide with 160µm center to
center separation between consecutive slits.
To produce the state and perform the projective mea-
surements required in this protocol, we use a set of
ten parallel slits addressed in a sequence of four pro-
grammable spatial light modulators (SLM) [28, 36].
SLMs are optical elements that can dynamically mod-
ulate the amplitude and/or phase of light [37], and have
been a versatile tool for high-dimensional quantum infor-
mation processing tasks over the last few years [3, 10, 38–
41]. In the SP block, the amplitude and phase modu-
lations are obtained with a combination of two SLMs.
SLM1 is set for amplitude-only modulation and controls
the real part of the state, while SLM2 controls the rela-
tive phases [3, 10]. Lenses L2 are used to place the image
plane of SLM1 at the position of SLM2.
A 4f lens system L3 propagates the state to the PM
block, where we use a second pair of SLMs (SLM3,
SLM4) to implement the projective measurement. Sim-
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FIG. 2. Infidelities obtained via SQT (blue dots) and HAQT
(red dots) for estimating the state of a 10-dimensional path
qudit state, while considering different ensemble sizes. Error
bars are calculated considering Poissonian statistics for pho-
ton detection. The upper and lower dotted lines represent
the upper and lower bounds for the mean infidelity, given by
α10I¯
(opt) and I¯(opt), respectively.
ilar to the SP block, SLM3 (SLM4) controls the real
(imaginary) part of the projective measurement. SLM4
is also located at the image plane of SLM3. The mea-
surement is realized with a point-like avalanche photode-
tector (APD) placed at the center of the focal plane of
the last lens L5. The point-like detector is built with
a 10µm diameter pinhole placed in front of the APD.
In this configuration, the single-photon detection rate is
proportional to the overlap between the generated and
post-selected states [36, 38, 42].
The experimental setup is controlled by two field-
programmable gate array (FPGA) electronic units and
operates with a repetition rate of 30Hz. FPGA1 controls
the SP SLMs and the AOM, while FPGA2 controls the
PM SLMs and records the number of counts detected by
the APD. The synchronization between the two FPGA
units allows us to prepare the state and perform a desired
projective measurement on each experimental run.
Results.— To test the new quantum tomography pro-
tocol, we prepare a state close to
|Ψ〉 = 1√
10
[
|1〉+
10∑
l=2
e−ipi/10|l〉
]
. (21)
We reconstruct the state using both standard quantum
tomography (SQT) and our method, for four ensemble
sizes defined by the total number of single-photon counts
N = {10000, 63000, 158500, 398100} registered in differ-
ent experimental runs. For each ensemble used, we first
perform SQT using N counts and obtain its correspond-
ing estimate using the maximum-likelihood estimation
(MLE) technique. Then, to implement our HAQT proce-
dure, we use N/2 counts for another round of SQT/MLE
to estimate the state ρ0 used to determine the adapted
bases. We then measured another N/2 photons in these
new bases to obtain the final state.
To generate a benchmark for the accuracy of the two
methods we follow closely the procedure employed in
[19, 24], where the total counts acquired by all experi-
mental runs are used to obtain the most accurate esti-
mate of the prepared state. We then use the infidelity
between this high-fidelity estimate and those obtained
in each experimental run to compare the two methods.
Fig. 2 shows the obtained infidelities of SQT and HAQT
for estimating the 10-dimensional qudit state for the dif-
ferent values of N . The overall behavior of both meth-
ods exhibits a decrease of the infidelity for the first three
points followed by a slightly increase of the infidelity in
the last point. The later indicates the onset of stagna-
tion, where other sources of error such as, for instance,
misalignment due to the long run time of the measure-
ment dominate over the error due to finite ensemble size.
Fig. 2 also displays for reference purposes the bounds
α10I¯
(opt) and I¯(opt). The first point obtained by HAQT
is below both bounds, which is possible since the bounds
are for the mean infidelity, while the next two points
are in between. The infidelities obtained by SQT are
well above both bounds. Additional numerical simula-
tions of the HAQT method can be found in Ref. [32].
This clearly indicates that accuracy in state estimation
can be significantly improved using our adaptive HAQT
method, and this may be particularly important for the
complete analysis of high-dimensional quantum systems,
processes, and devices.
Conclusions.—With the advent of integrated photonic
quantum technologies [43], space-division multiplexing
optical fibers [16], and superconducting circuits [44],
there has been a surge of new quantum hardware capable
of exploiting advantages provided by high-dimensional
quantum systems. Naturally, high-dimensional imple-
mentations are more challenging and time-intensive when
compared with qubit based experiments and, therefore,
require new tomographic methods that achieve a required
precision with a smaller number of measurements. In this
work, we introduce a new tomographic method that is
characterized by an accuracy that is close to the Gill-
Massar bound for any finite dimension. We demon-
strated the improved accuracy of the protocol on a ten-
dimensional photonic system. Since, in general, it is not
known whether this bound can be achieved, our work de-
fines a new achievable accuracy limit for the estimation
of quantum states.
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