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HOMOGENEOUS KOBAYASHI-HYPERBOLIC MANIFOLDS
WITH HIGH-DIMENSIONAL GROUP OF
HOLOMORPHIC AUTOMORPHISMS
ALEXANDER ISAEV
Abstract. We determine all connected homogeneous Kobayashi-hyperbolic
manifolds of dimension n ≥ 2 whose holomorphic automorphism group has di-
mension n2−2. This result complements an existing classification for automor-
phism group dimension n2 − 1 and greater obtained without the homogeneity
assumption.
1. Introduction
Let M be a connected complex manifold of dimension n ≥ 2. It is called
Kobayashi-hyperbolic if the Kobayashi pseudodistance KM on M is in fact a dis-
tance, i.e., for p, q ∈M the identity KM (p, q) = 0 implies p = q. For example, any
bounded domain in complex space Cn is Kobayashi-hyperbolic. Such manifolds
are of substantial interest in complex analysis and geometry as they possess many
attractive properties (see monographs [K1], [K2] for details). In particular, if M
is Kobayashi-hyperbolic, the group Aut(M) of its holomorphic automorphisms is a
(real) Lie group in the compact-open topology (see [K1, Chapter V, Theorem 2.1]).
One way to prove this is by observing that the action of Aut(M) on M is proper,
which implies that Aut(M) is locally compact hence a Lie transformation group
(see [I5] for details).
Let d(M) := dimAut(M). It is a classical fact that d(M) ≤ n2 + 2n and the
equality holds if and only if M is biholomorphic to the unit ball Bn ⊂ Cn (see [K1,
Chapter V, Theorem 2.6]). In papers [I1], [I2], [I4], [IK] we classified all Kobayashi-
hyperbolic manifolds with n2−1 ≤ d(M) < n2+2n (see also [I3], [I5] for alternative
expositions of these results). In particular, it turned out that no manifolds satisfy
n2 + 3 ≤ d(M) < n2 + 2n, i.e., that the possible values of d(M) contain a lacuna
located between n2 + 2 and the maximal dimension n2 + 2n. We note that the
lacunary behavior of d(M) is analogous to that of the dimension of the isometry
group of a Riemannian manifold (see, e.g., [I5] for a brief survey).
Our classification has turned out to be rather useful in applications (see, e.g.,
[GIL], [V]), and it would be desirable to extend it beyond the case d(M) = n2 − 1.
However, the value n2 − 2 is critical in the sense that one cannot hope to obtain
a full explicit description of Kobayashi-hyperbolic manifolds for d(M) = n2 − 2
and all n ≥ 2. Indeed, a generic Reinhardt domain in C2 has a 2-dimensional
automorphism group, so no reasonable classification exists for n = 2 (see [I3, pp. 6–
7] for a precise argument). Furthermore, producing an explicit classification for
n ≥ 3 appears to be out of reach either as the amount of work required to deal even
with the easier case d(M) = n2 − 1 is already rather substantial (see [I1], [I4]).
At the same time, some hope remains in the situation when M is homogeneous,
i.e., when the action of Aut(M) on M is transitive. Such manifolds are of general
interest, and we focus on them in this paper. Specifically, in the following theorem
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we obtain a description of homogeneous Kobayashi-hyperbolic manifolds satisfying
d(M) = n2 − 2. It is remarkably easy to state (although not so easy to prove):
THEOREM 1.1. Let M be a homogeneous Kobayashi-hyperbolic manifold with
d(M) = n2 − 2. Then M is biholomorphic either to B2 ×B1 ×B1 (here n = 4) or
to B3 ×B2 (here n = 5).
Combined with the classical fact for d(M) = n2 + 2n mentioned above and [I3,
Theorem 2.2], this result yields:
THEOREM 1.2. Let M be a homogeneous Kobayashi-hyperbolic manifold satisfy-
ing n2−2 ≤ d(M) ≤ n2+2n. Then M is biholomorphic either to a suitable product
of balls or to a suitable symmetric bounded domain of type (IV). Specifically, the
following products of balls are possible:
(i) Bn (here d(M) = n2 + 2n),
(ii) Bn−1 ×B1 (here d(M) = n2 + 2),
(iii) B1 × B1 ×B1 (here n = 3, d(M) = 9 = n2),
(iv) B2 × B2 (here n = 4, d(M) = 16 = n2),
(v) B2 × B1 ×B1 (here n = 4, d(M) = 14 = n2 − 2),
(vi) B3 × B2 (here n = 5, d(M) = 23 = n2 − 2),
and the following symmetric bounded domains of type (IV) (written in tube form)
are possible:
(vii) the domain of type (IV3)
(1.1) T3 :=
{
(z1, z2, z3) ∈ C3 : (Im z1)2 − (Im z2)2 − (Im z3)2 > 0, Im z1 > 0
}
(here n = 3, d(M) = 10 = n2 + 1),
(viii) the domain of type (IV4)
(1.2)
T4 :=
{
(z1, z2, z3, z4) ∈ C4 : (Im z1)2 − (Im z2)2−
(Im z3)
2 − (Im z4)2 > 0, Im z1 > 0
}
(here n = 4, d(M) = 15 = n2 − 1).
The proof of Theorem 1.1 is given in Section 3 and is based on reduction to the
case of the so-called Siegel domains of the second kind introduced by I. Pyatetskii-
Shapiro at the end of the 1950s in relation to problems in the theory of automorphic
functions (see Section 2 for the definition and some properties of such domains).
Indeed, in the seminal work [VGP-S] it was shown that every homogeneous bounded
domain in Cn is biholomorphic to an affinely homogeneous Siegel domain of the
second kind. Furthermore, in [N] this result was extended to arbitrary homogeneous
Kobayashi-hyperbolic manifolds, which solved a problem posed in [K1] (see Problem
8 on p. 127 therein). The proof of Theorem 1.1 then follows by analyzing the
(graded) Lie algebra of the automorphism group of a Siegel domain of the second
kind, which was described in [KMO], [S, Chapter V, §1–2]. The analysis of this
Lie algebra also yields additional facts (included in the appendix) that can be
utilized for extending the classifications in Theorems 1.1, 1.2 beyond the critical
automorphism group dimension n2 − 2. Our arguments show that the formulas for
the graded components of the algebra provided in [KMO], [S] can be quite useful
in applications despite the fact that explicit calculations involving these formulas
are rarely seen in the literature.
Acknowledgement. This work is supported by the Australian Research
Council.
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2. Preliminaries on Convex Cones and Siegel Domains
of the Second Kind
In this section we define Siegel domains of the second kind and collect their
properties as required for our proof of Theorem 1.1 in the next section.
First of all, an open subset Ω ⊂ Rk is called an open convex cone if it is closed
with respect to taking linear combinations of its elements with positive coefficients.
Such a cone Ω is called (linearly) homogeneous if the group
G(Ω) := {A ∈ GLk(R) : AΩ = Ω}
of linear automorphisms of Ω acts transitively on it. Clearly, G(Ω) is a closed
subgroup of GLk(R), and we denote by g(Ω) ⊂ glk(R) its Lie algebra.
We will be interested in open convex cones not containing entire lines. For such
cones the dimension of g(Ω) admits a useful estimate.
Lemma 2.1. Let Ω ⊂ Rk be an open convex cone not containing a line. Then
(2.1) dim g(Ω) ≤ k
2
2
− k
2
+ 1.
Proof. Fix a point x ∈ Ω and consider its isotropy subgroup Gx(Ω) ⊂ G(Ω). This
subgroup is compact since it leaves invariant the bounded open set Ω ∩ (x − Ω).
Therefore, changing variables in Rk if necessary, we can assume that Gx(Ω) lies
in the orthogonal group Ok(R). The group Ok(R) acts transitively on the sphere
of radius ||x|| in Rk, and the isotropy subgroup Ix of x under the Ok(R)-action is
isomorphic to Ok−1(R). Since Gx(Ω) ⊂ Ix, we have
dimGx(Ω) ≤ dim Ix = k
2
2
− 3k
2
+ 1,
which implies inequality (2.1). ✷
Next, let
H : Cm × Cm → Ck
be a Hermitian form on Cm with values in Ck, where we assume that H(w,w′) is
linear in w′ and anti-linear in w. For an open convex cone Ω ⊂ Rk, the form H is
called Ω-Hermitian if H(w,w) ∈ Ω \ {0} for all non-zero w ∈ Cm. Observe that
if Ω contains no lines and H is Ω-Hermitian, then there exists a positive-definite
linear combination of the components of H .
Now, a Siegel domain of the second kind in Cn is an unbounded domain of the
form
S(Ω, H) :=
{
(z, w) ∈ Ck × Cn−k : Im z −H(w,w) ∈ Ω}
for some 1 ≤ k ≤ n, some open convex cone Ω ⊂ Rk not containing a line, and some
Ω-Hermitian form H on Cn−k. For k = n we have H = 0, so in this case S(Ω, H)
is the tube domain
{z ∈ Cn : Im z ∈ Ω} .
Such tube domains are often called Siegel domains of the first kind. At the other
extreme, when k = 1, the domain S(Ω, H) is linearly equivalent to{
(z, w) ∈ C× Cn−1 : Im z − ||w||2 > 0} ,
which is an unbounded realization of the unit ball Bn (see [R, p. 31]). In fact, any
Siegel domain of the second kind is biholomorphic to a bounded domain (see [P-S,
pp. 23–24]), hence is Kobayashi-hyperbolic.
Next, the holomorphic affine automorphisms of Siegel domains of the second
kind are described as follows (see [P-S, pp. 25-26]):
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THEOREM 2.2. Any holomorphic affine automorphism of S(Ω, H) has the form
z 7→ Az + a+ 2iH(b, Bw) + iH(b, b),
w 7→ Bw + b,
with a ∈ Rk, b ∈ Cn−k, A ∈ G(Ω), B ∈ GLn−k(C), where
(2.2) AH(w,w′) = H(Bw,Bw′)
for all w,w′ ∈ Cn−k.
A domain S(Ω, H) is called affinely homogeneous if the group Aff(S(Ω, H)) of its
holomorphic affine automorphisms acts on S(Ω, H) transitively. Denote by G(Ω, H)
the subgroup of G(Ω) that consists of all transformations A ∈ G(Ω) as in Theorem
2.2, namely, of all elements A ∈ G(Ω) for which there exists B ∈ GLn−k(C) such
that (2.2) holds. By [D, Lemma 1.1], the subgroup G(Ω, H) is closed in G(Ω). It
is easy to deduce from Theorem 2.2 that if S(Ω, H) is affinely homogeneous, the
action of G(Ω, H) (hence that of its identity component G(Ω, H)◦) is transitive on Ω
(see, e.g., [KMO, proof of Theorem 8]), so the cone Ω is homogeneous. Conversely,
if G(Ω, H) acts on Ω transitively, the domain S(Ω, H) is affinely homogeneous.
As shown in [VGP-S], [N], every homogeneous Kobayashi-hyperbolic manifold is
biholomorphic to an affinely homogeneous Siegel domain of the second kind. Such a
realization is unique up to affine transformations; in general, if two Siegel domains
of the second kind are biholomorphic to each other, they are also equivalent by
means of a linear transformation of special form (see [KMO, Theorem 11]). The
result of [VGP-S], [N] is the basis of our proof of Theorem 1.1 in the next section.
In addition, our proof relies on a description of the Lie algebra of the group
Aut(S(Ω, H)) of an arbitrary Siegel domain of the second kind S(Ω, H). This
algebra is isomorphic to the (real) Lie algebra of complete holomorphic vector fields
on S(Ω, H), which we denote by g(S(Ω, H)) or, when there is no fear of confusion,
simply by g. This algebra has been extensively studied. In particular, we have (see
[KMO, Theorems 4 and 5]):
THEOREM 2.3. The algebra g = g(S(Ω, H)) admits a grading
g = g−1 ⊕ g−1/2 ⊕ g0 ⊕ g1/2 ⊕ g1,
with gν being the eigenspace with eigenvalue ν of ad∂, where ∂ := z · ∂
∂z
+
1
2
w · ∂
∂w
.
Here
g−1 =
{
a · ∂
∂z
: a ∈ Rk
}
, dim g−1 = k,
g−1/2 =
{
2iH(b, w) · ∂
∂z
+ b · ∂
∂w
: b ∈ Cn−k
}
, dim g−1/2 = 2(n− k),
and g0 consists of all vector fields of the form
(2.3) (Az) · ∂
∂z
+ (Bw) · ∂
∂w
,
with A ∈ g(Ω), B ∈ gln−k(C) and
(2.4) AH(w,w′) = H(Bw,w′) +H(w,Bw′)
for all w,w′ ∈ Cn−k. Furthermore, one has
(2.5) dim g1/2 ≤ 2(n− k), dim g1 ≤ k.
It is then clear that the matrices A that appear in (2.3) form the Lie algebra of
G(Ω, H) and that g−1 ⊕ g−1/2 ⊕ g0 is isomorphic to the Lie algebra of the group
Aff(S(Ω, H)) (compare conditions (2.2) and (2.4)).
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Following [S], for a pair of matrices A,B satisfying (2.4) we say that B is asso-
ciated to A (with respect to H). Let L be the (real) subspace of gln−k(C) of all
matrices associated to the zero matrix in g(Ω), i.e., matrices skew-Hermitian with
respect to each component of H . Set s := dimL. Then we have
(2.6) dim g0 ≤ s+ dim g(Ω).
By Theorem 2.3 and inequality (2.6) one obtains
(2.7) d(S(Ω, H)) ≤ k + 2(n− k) + s+ dim g(Ω) + dim g1/2 + dim g1,
which, combined with (2.5) leads to
(2.8) d(S(Ω, H)) ≤ 2k + 4(n− k) + s+ dim g(Ω).
Further, since there exists a positive-definite linear combination H of the compo-
nents of the Hermitian form H , the subspace L lies in the Lie algebra of matrices
skew-Hermitian with respect to H, thus
(2.9) s ≤ (n− k)2.
By (2.9), inequality (2.8) yields
(2.10) d(S(Ω, H)) ≤ 2k + 4(n− k) + (n− k)2 + dim g(Ω).
Combining (2.10) with (2.1), we deduce the following useful upper bound:
(2.11) d(S(Ω, H)) ≤ 3k
2
2
− k
(
2n+
5
2
)
+ n2 + 4n+ 1.
Next, by [S, Chapter V, Proposition 2.1] the component g1/2 of the Lie algebra
g = g(S(Ω, H)) is described as follows:
THEOREM 2.4. The subspace g1/2 consists of all vector fields of the form
2iH(Φ(z), w) · ∂
∂z
+ (Φ(z) + c(w,w)) · ∂
∂w
,
where Φ : Ck → Cn−k is a C-linear map such that for every w ∈ Cn−k one has
(2.12) Φw :=
[
x 7→ ImH(w,Φ(x)), x ∈ Rk] ∈ g(Ω),
and c : Cn−k × Cn−k → Cn−k is a symmetric C-bilinear form on Cn−k with values
in Cn−k satisfying the condition
(2.13) H(w, c(w′, w′)) = 2iH(Φ(H(w′, w)), w′)
for all w,w′ ∈ Cn−k.
Further, by [S, Chapter V, Proposition 2.2], the component g1 of g = g(S(Ω, H))
admits the following description:
THEOREM 2.5. The subspace g1 consists of all vector fields of the form
a(z, z) · ∂
∂z
+ b(z, w) · ∂
∂w
,
where a : Rk × Rk → Rk is a symmetric R-bilinear form on Rk with values in Rk
(which we extend to a symmetric C-bilinear form on Ck with values in Ck) such
that for every x ∈ Rk one has
(2.14) Ax :=
[
x 7→ a(x, x), x ∈ Rk] ∈ g(Ω),
and b : Ck × Cn−k → Cn−k is a C-bilinear map such that, if for x ∈ Rk one sets
(2.15) Bx :=
[
w 7→ 1
2
b(x, w), w ∈ Cn−k
]
,
the following conditions are satisfied:
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(i) Bx is associated to Ax and Im trBx = 0 for all x ∈ Rk,
(ii) for every pair w,w′ ∈ Cn−k one has
Bw,w′ :=
[
x 7→ ImH(w′, b(x,w)), x ∈ Rk] ∈ g(Ω),
(iii) H(w, b(H(w′, w′′), w′′)) = H(b(H(w′′, w), w′), w′′) for all w,w′, w′′ ∈ Cn−k.
Next, let us recall the well-known classification, up to linear equivalence, of
homogeneous convex cones not containing lines in dimensions k = 2, 3, 4 (see, e.g.,
[KT, pp. 38–41]), which will be also required for our proof of Theorem 1.1:
k = 2: Ω1 :=
{
(x1, x2) ∈ R2 : x1 > 0, x2 > 0
}
, where the algebra g(Ω1) con-
sists of all diagonal matrices, hence dim g(Ω1) = 2,
k = 3: (i) Ω2 :=
{
(x1, x2, x3) ∈ R3 : x1 > 0, x2 > 0, x3 > 0
}
, where the algebra
g(Ω2) consists of all diagonal matrices, hence dim g(Ω2) = 3,
(ii) Ω3 :=
{
(x1, x2, x3) ∈ R3 : x21 − x22 − x23 > 0, x1 > 0
}
, where one has
g(Ω3) = c(gl3(R))⊕o1,2, hence dim g(Ω3) = 4; here for any Lie algebra
h we denote by c(h) its center,
k = 4: (i) Ω4 :=
{
(x1, x2, x3, x4) ∈ R4 : x1 > 0, x2 > 0, x3 > 0, x4 > 0
}
, where
the algebra g(Ω4) consists of all diagonal matrices, hence we have
dim g(Ω4) = 4,
(ii) Ω5 :=
{
(x1, x2, x3, x4) ∈ R4 : x21 − x22 − x23 > 0, x1 > 0, x4 > 0
}
, where
the algebra g(Ω5) = (c(gl3(R))⊕ o1,2) ⊕ R consists of block-diagonal
matrices with blocks of sizes 3× 3 and 1× 1 corresponding to the two
summands, hence dim g(Ω5) = 5,
(iii) Ω6 :=
{
(x1, x2, x3, x4) ∈ R4 : x21 − x22 − x23 − x24 > 0, x1 > 0
}
, where
g(Ω6) = c(gl4(R))⊕ o1,3, hence dim g(Ω6) = 7.
In [C], E´. Cartan found all homogeneous bounded domains in C2 and C3. We
conclude this section with a short proof of Cartan’s theorem (extended to the case
of Kobayashi-hyperbolic manifolds) based on Siegel domains of the second kind.
THEOREM 2.6.
(1) Every homogeneous Kobayashi-hyperbolic manifold of dimension 2 is bi-
holomorphic to one of
(i) B2,
(ii) B1 ×B1.
(2) Every homogeneous Kobayashi-hyperbolic manifold of dimension 3 is bi-
holomorphic to one of
(i) B3,
(ii) B2 ×B1,
(iii) B1 ×B1 ×B1,
(iv) the tube domain T3 defined in (1.1).
Proof. Let M be a homogeneous Kobayashi-hyperbolic manifold of dimension n.
By [VGP-S], [N], the manifoldM is biholomorphic to a Siegel domain of the second
kind S(Ω, H). If k = 1, then S(Ω, H) is biholomorphic to Bn, so we assume that
k ≥ 2.
If n = 2, then k = 2, hence after a linear change of variables S(Ω, H) becomes{
z ∈ C2 : Im z ∈ Ω1
}
and therefore is biholomorphic to B1 ×B1. This establishes Part (1).
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Assume that n = 3 and suppose first that k = 3. Then after a linear change of
variables S(Ω, H) turns into one of the domains{
z ∈ C3 : Im z ∈ Ω2
}
,
{
z ∈ C3 : Im z ∈ Ω3
}
and therefore is biholomorphic to either B1 ×B1 ×B1 or the tube domain T3.
Let now k = 2. In this case, after a linear change of variables S(Ω, H) becomes
D :=
{
(z, w) ∈ C2 × C : Im z − v|w|2 ∈ Ω1
}
,
where v = (v1, v2) is a non-zero vector in R
2 with non-negative components. Let us
compute the group G(Ω1, v|w|2). It consists of all non-degenerate diagonal matrices(
λ1 0
0 λ2
)
,
(
0 µ1
µ2 0
)
such that λ1 > 0, λ2 > 0, λ1v1 = ρv1, λ2v2 = ρv2 and µ1 > 0, µ2 > 0, µ1v2 = ηv1,
µ2v1 = ηv2 for some ρ, η > 0. Hence if v1 6= 0, v2 6= 0 we have
(2.16) G(Ω1, v|w|2) =


(
ρ 0
0 ρ
)
,

 0 η
v1
v2
η
v2
v1
0

 with ρ, η > 0

 ,
and it follows that the action of G(Ω1, v|w|2) is not transitive on Ω1. This contra-
diction implies that exactly one of v1, v2 is non-zero, hence D is linearly equivalent
to the domain {
(z, w) ∈ C2 × C : Im z1 − |w|2 > 0, Im z2 > 0
}
,
which is biholomorphic to B2 ×B1. This proves Part (2). ✷
3. Proof of Theorem 1.1
By [VGP-S], [N], the manifold M is biholomorphic to a Siegel domain of the
second kind S(Ω, H). Since for each domain listed in Theorem 2.6 the dimension
of its automorphism group is greater than n2− 2, it follows that n ≥ 4. Also, as M
is not biholomorphic to Bn, we have k ≥ 2.
Next, the following lemma rules out a large number of the remaining possibilities.
Lemma 3.1. For n ≥ 5 one cannot have k ≥ 3.
Proof. We will show that for n ≥ 5, k ≥ 3 the right-hand side of inequality (2.11)
is strictly less than n2 − 2, i.e., that for such n, k the following holds:
3k2
2
−
(
2n+
5
2
)
k + 4n+ 3 < 0.
In order to see this, let us study the quadratic function
ϕ(t) :=
3t2
2
−
(
2n+
5
2
)
t+ 4n+ 3
on the segment [3, n]. Its discriminant is
D := 4n2 − 14n− 47
4
,
which is easily seen to be positive for n ≥ 5. Then the zeroes of ϕ are
t1 :=
2n+ 5
2
−√D
3
,
t2 :=
2n+ 5
2
+
√D
3
.
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To prove the lemma, it suffices to show that t1 < 3 and t2 > n for n ≥ 5. Indeed,
the former inequality means that
2n− 13
2
<
√
D,
or, equivalently, that
n >
9
2
,
which clearly holds if n ≥ 5. Further, the inequality t2 > n means that
n− 5
2
<
√
D,
or, equivalently, that
n2 − 3n− 6 > 0,
which is straightforward to verify for n ≥ 5 as well. ✷
By Lemma 3.1, in order to prove the theorem, we in fact need to consider the
following three cases: (1) k = 2, n ≥ 4, (2) k = 3, n = 4, (3) k = 4, n = 4.
Case (1). Suppose that k = 2, n ≥ 4. Here H = (H1, H2) is a pair of Hermitian
forms on Cn−2. After a linear change of z-variables, we may assume that H1 is
positive-definite. In this situation, by applying a linear change of w-variables, we
can simultaneously diagonalize H1, H2 as
H1(w,w) = ||w||2, H2(w,w) =
n−2∑
j=1
λj |wj |2.
If all the eigenvalues of H2 are equal, S(Ω, H) is linearly equivalent either to
D1 :=
{
(z, w) ∈ C2 × Cn−2 : Im z1 − ||w||2 > 0, Im z2 > 0
}
,
or to
D2 :=
{
(z, w) ∈ C2 × Cn−2 : Im z1 − ||w||2 > 0, Im z2 − ||w||2 > 0
}
.
The domain D1 is biholomorphic to B
n−1×B1, hence d(D1) = n2+2, which shows
that S(Ω, H) cannot be equivalent to D1. To deal with D2, let us compute the
group G(Ω1, (||w||2, ||w||2)). It is straightforward to see that
G(Ω1, (||w||2, ||w||2)) =
{(
ρ 0
0 ρ
)
,
(
0 η
η 0
)
with ρ, η > 0
}
,
(cf. (2.16)), and it follows that the action of G(Ω1, (||w||2, ||w||2)) is not transitive
on Ω1. This proves that S(Ω, H) cannot be equivalent to D2 either. Therefore, H2
has at least one pair of distinct eigenvalues.
Next, as dim g(Ω) = 2, inequality (2.8) yields
(3.1) s ≥ n2 − 4n.
On the other hand, by (2.9), we have
s ≤ n2 − 4n+ 4.
More precisely, s is calculated as
(3.2) s = n2 − 4n+ 4− 2m,
where m ≥ 1 is the number of pairs of distinct eigenvalues of H2. Indeed, if
B = (Bij) , Bij = −Bji, i, j = 1, . . . , n− 2,
is skew-symmetric with respect to H1, the condition of skew-symmetricity with
respect to H2 is written as
Bijλi = −Bjiλj , i, j = 1, . . . , n− 2,
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which leads to Bij = 0 if λi 6= λj .
By (3.1), (3.2) it follows that 1 ≤ m ≤ 2, thus we have either n = 4 and λ1 6= λ2
(here m = 1, s = 2), or n = 5 and, upon permutation of w-variables, λ1 6= λ2 = λ3
(here m = 2, s = 5). We will now consider these two situations separately.
Case (1a). Suppose that n = 4, λ1 6= λ2. Here, after a linear change of variables
the domain S(Ω, H) takes the form
(3.3)
D3 :=
{
(z, w) ∈ C2 × C2 : Im z1 − (α|w1|2 + β|w2|2) > 0,
Im z2 − (γ|w1|2 + δ|w2|2) > 0
}
,
where α, β, γ, δ ≥ 0 and
det
(
α β
γ δ
)
6= 0.
We may also assume that α > 0. If β = γ = 0, the domain D3 is biholomorphic to
B2 ×B2. Since d(B2 ×B2) = 16 = n2, we in fact have β + γ > 0.
Lemma 3.2. If β + γ > 0, for g = g(D3) one has g1/2 = 0.
Proof. We will apply Theorem 2.4 to the cone Ω1 and the Ω1-Hermitian form
(3.4) H(w,w′) := (αw1w′1 + βw2w′2, γw1w′1 + δw2w′2).
Let Φ : C2 → C2 be a C-linear map:
Φ(z1, z2) = (ϕ
1
1z1 + ϕ
1
2z2, ϕ
2
1z1 + ϕ
2
2z2),
where ϕij ∈ C. Fixing w ∈ C2, for x ∈ R2 we compute
H(w,Φ(x)) = (αw1(ϕ11x1 + ϕ12x2) + βw2(ϕ21x1 + ϕ22x2),
γw1(ϕ
1
1x1 + ϕ
1
2x2) + δw2(ϕ
2
1x1 + ϕ
2
2x2)
)
=
(
(αw1ϕ
1
1 + βw2ϕ
2
1)x1 + (αw1ϕ
1
2 + βw2ϕ
2
2)x2,
(γw1ϕ
1
1 + δw2ϕ
2
1)x1 + (γw1ϕ
1
2 + δw2ϕ
2
2)x2
)
.
Then from formula (2.12) we see
Φw(x) =
(
(α Im(w1ϕ
1
1) + β Im(w2ϕ
2
1))x1 + (α Im(w1ϕ
1
2) + β Im(w2ϕ
2
2))x2,
(γ Im(w1ϕ
1
1) + δ Im(w2ϕ
2
1))x1 + (γ Im(w1ϕ
1
2) + δ Im(w2ϕ
2
2))x2
)
.
The condition that this map lies in g(Ω1) for every w ∈ C2 means
α Im(w1ϕ
1
2) + β Im(w2ϕ
2
2) ≡ 0,
γ Im(w1ϕ
1
1) + δ Im(w2ϕ
2
1) ≡ 0,
which leads to the relations
(3.5) ϕ12 = 0, βϕ
2
2 = 0, γϕ
1
1 = 0, δϕ
2
1 = 0
(recall that α > 0). If each of β, γ, δ is non-zero, we see from (3.5) that Φ = 0,
which by formula (2.13) implies g1/2 = 0 as required.
Suppose now that β = 0, hence each of γ, δ is non-zero. Then (3.5) yields
ϕ11 = 0, ϕ
1
2 = 0, ϕ
2
1 = 0.
Thus, Φ(z1, z2) = (0, ϕ
2
2z2), and for w,w
′ ∈ C2 we compute
(3.6) 2iH(Φ(H(w′, w)), w′) = (0, 2iγδϕ22w1w′1w′2 + 2iδ2ϕ22w2(w′2)2) .
Further, let c be a symmetric C-bilinear form on C2 with values in C2:
c(w,w) =
(
c111w
2
1 + 2c
1
12w1w2 + c
1
22w
2
2 , c
2
11w
2
1 + 2c
2
12w1w2 + c
2
22w
2
2
)
,
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where ckij ∈ C. Then for w,w′ ∈ C2 we have
(3.7)
H(w, c(w′, w′)) = (αw1(c111(w′1)2 + 2c112w′1w′2 + c122(w′2)2),
γw1(c
1
11(w
′
1)
2 + 2c112w
′
1w
′
2 + c
1
22(w
′
2)
2)+
δw2(c
2
11(w
′
1)
2 + 2c212w
′
1w
′
2 + c
2
22(w
′
2)
2)
)
.
Comparing the right-hand sides of (3.6) and (3.7) for arbitrary w,w′ as required by
condition (2.13), we see that c1ij = 0 for all i, j hence ϕ
2
2 = 0 and therefore Φ = 0,
c = 0. Thus for β = 0 we again have g1/2 = 0 as claimed.
The cases γ = 0 and δ = 0 are obtained from the case β = 0 by permutation of
variables. ✷
By estimate (2.7), the second inequality in (2.5), and Lemma 3.2, we see
(3.8) d(D3) ≤ 12 < 14 = n2 − 2
(recall that s = 2). This shows that S(Ω, H) cannot in fact be equivalent to D3,
so Case (1a) contributes nothing to the classification of homogeneous Kobayashi-
hyperbolic n-dimensional manifolds with automorphism group dimension n2 − 2.
Remark 3.3. In Proposition A.8 in the appendix we prove that for β + γ > 0 the
component g1 of the algebra g = g(D3) is also zero, which improves estimate (3.8)
to d(D3) ≤ 10.
Case (1b). Suppose that n = 5 and λ1 6= λ2 = λ3. Here, after a linear change
of variables the domain S(Ω, H) takes the form
(3.9)
D4 :=
{
(z, w) ∈ C2 × C3 : Im z1 − (α|w1|2 + β|w2|2 + β|w3|2) > 0,
Im z2 − (γ|w1|2 + δ|w2|2 + δ|w3|2) > 0
}
,
where α, β, γ, δ ≥ 0 and
det
(
α β
γ δ
)
6= 0.
As before, we may also assume that α > 0. Then, if β = γ = 0, the domain D4 is
biholomorphic to B3 × B2. In this case d(D4) = 23 = n2 − 2 as desired. Assume
now that β + γ > 0.
Lemma 3.4. If β + γ > 0, for g = g(D4) one has g1/2 = 0.
Proof. We will use Theorem 2.4 for the cone Ω1 and the Ω1-Hermitian form
(3.10) H(w,w′) := (αw1w′1 + βw2w′2 + βw3w′3, γw1w′1 + δw2w′2 + δw3w′3).
Let Φ : C2 → C3 be a C-linear map:
Φ(z1, z2) = (ϕ
1
1z1 + ϕ
1
2z2, ϕ
2
1z1 + ϕ
2
2z2, ϕ
3
1z1 + ϕ
3
2z2),
where ϕij ∈ C. Fixing w ∈ C3, for x ∈ R2 we compute
H(w,Φ(x)) = (αw1(ϕ11x1 + ϕ12x2) + βw2(ϕ21x1 + ϕ22x2) + βw3(ϕ31x1 + ϕ32x2),
γw1(ϕ
1
1x1 + ϕ
1
2x2) + δw2(ϕ
2
1x1 + ϕ
2
2x2) + δw3(ϕ
3
1x1 + ϕ
3
2x2)
)
=
(
(αw1ϕ
1
1 + βw2ϕ
2
1 + βw3ϕ
3
1)x1 + (αw1ϕ
1
2 + βw2ϕ
2
2 + βw3ϕ
3
2)x2,
(γw1ϕ
1
1 + δw2ϕ
2
1 + δw3ϕ
3
1)x1 + (γw1ϕ
1
2 + δw2ϕ
2
2 + δw3ϕ
3
2)x2
)
.
Then from formula (2.12) we obtain
Φw(x) =
(
(α Im(w1ϕ
1
1) + β Im(w2ϕ
2
1) + β Im(w3ϕ
3
1))x1+
(α Im(w1ϕ
1
2) + β Im(w2ϕ
2
2) + β Im(w3ϕ
3
2))x2,
(γ Im(w1ϕ
1
1) + δ Im(w2ϕ
2
1) + δ Im(w3ϕ
3
1))x1+
(γ Im(w1ϕ
1
2) + δ Im(w2ϕ
2
2) + δ Im(w3ϕ
3
2))x2
)
.
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The requirement that this map lies in g(Ω1) for every w ∈ C3 is equivalent to
α Im(w1ϕ
1
2) + β Im(w2ϕ
2
2) + β Im(w3ϕ
3
2) ≡ 0,
γ Im(w1ϕ
1
1) + δ Im(w2ϕ
2
1) + δ Im(w3ϕ
3
1) ≡ 0,
which leads to the relations
(3.11)
ϕ12 = 0, βϕ
2
2 = 0, βϕ
3
2 = 0,
γϕ11 = 0, δϕ
2
1 = 0, δϕ
3
1 = 0.
If each of β, γ, δ is non-zero, it follows from (3.11) that Φ = 0, which by formula
(2.13) implies g1/2 = 0 as required.
Assume now that β = 0, hence each of γ, δ is non-zero. Then (3.11) implies
ϕ11 = 0, ϕ
1
2 = 0, ϕ
2
1 = 0, ϕ
3
1 = 0.
Hence, Φ(z1, z2) = (0, ϕ
2
2z2, ϕ
3
2z2), and for w,w
′ ∈ C3 we compute
(3.12)
2iH(Φ(H(w′, w)), w′) = (0, 2iγδϕ22w1w′1w′2 + 2iδ2ϕ22w2(w′2)2+
2iδ2ϕ22w3w
′
2w
′
3 + 2iγδϕ
3
2w1w
′
1w
′
3 + 2iδ
2ϕ32w2w
′
2w
′
3 + 2iδ
2ϕ32w3(w
′
3)
2
)
.
Further, let c be a symmetric C-bilinear form on C3 with values in C3:
(3.13)
c(w,w) =
(
c111w
2
1 + 2c
1
12w1w2 + 2c
1
13w1w3 + c
1
22w
2
2 + 2c
1
23w2w3 + c
1
33w
2
3 ,
c211w
2
1 + 2c
2
12w1w2 + 2c
2
13w1w3 + c
2
22w
2
2 + 2c
2
23w2w3 + c
2
33w
2
3 ,
c311w
2
1 + 2c
3
12w1w2 + 2c
3
13w1w3 + c
3
22w
2
2 + 2c
3
23w2w3 + c
3
33w
2
3
)
,
where ckij ∈ C. Then for w,w′ ∈ C3 we have
(3.14)
H(w, c(w′, w′)) = (αw1(c111(w′1)2 + 2c112w′1w′2 + 2c113w′1w′3 + c122(w′2)2+
2c123w
′
2w
′
3 + c
1
33(w
′
3)
2), γw1(c
1
11(w
′
1)
2 + 2c112w
′
1w
′
2 + 2c
1
13w
′
1w
′
3+
c122(w
′
2)
2 + 2c123w
′
2w
′
3 + c
1
33(w
′
3)
2) + δw2(c
2
11(w
′
1)
2 + 2c212w
′
1w
′
2+
2c213w
′
1w
′
3 + c
2
22(w
′
2)
2 + 2c223w
′
2w
′
3 + c
2
33(w
′
3)
2) + δw3(c
3
11(w
′
1)
2+
2c312w
′
1w
′
2 + 2c
3
13w
′
1w
′
3 + c
3
22(w
′
2)
2 + 2c323w
′
2w
′
3 + c
3
33(w
′
3)
2)
)
.
Comparing the right-hand sides of (3.12) and (3.14) for arbitrary w,w′ as required
by (2.13), we see that c1ij = 0 for all i, j hence ϕ
2
2 = 0, ϕ
3
2 = 0 and therefore Φ = 0,
c = 0. Thus for β = 0 we again have g1/2 = 0 as claimed.
Suppose next that γ = 0, hence each of β, δ is non-zero. In this case (3.11) yields
ϕ12 = 0, ϕ
2
1 = 0, ϕ
2
2 = 0, ϕ
3
1 = 0, ϕ
3
2 = 0.
Therefore, Φ(z1, z2) = (ϕ
1
1z1, 0, 0), and for w,w
′ ∈ C3 we find
(3.15)
2iH(Φ(H(w′, w)), w′) = (2iα2ϕ11w1(w′1)2 + 2iαβϕ11w2w′1w′2+
2iαβϕ11w3w
′
1w
′
3, 0
)
.
Further, for a symmetric C-bilinear form on C3 with values in C3 as in (3.13) we
see
(3.16)
H(w, c(w′, w′)) = (αw1(c111(w′1)2 + 2c112w′1w′2 + 2c113w′1w′3 + c122(w′2)2+
2c123w
′
2w
′
3 + c
1
33(w
′
3)
2) + βw2(c
2
11(w
′
1)
2 + 2c212w
′
1w
′
2 + 2c
2
13w
′
1w
′
3+
c222(w
′
2)
2 + 2c223w
′
2w
′
3 + c
2
33(w
′
3)
2) + βw3(c
3
11(w
′
1)
2 + 2c312w
′
1w
′
2+
2c313w
′
1w
′
3 + c
3
22(w
′
2)
2 + 2c323w
′
2w
′
3 + c
3
33(w
′
3)
2), δw2(c
2
11(w
′
1)
2+
2c212w
′
1w
′
2 + 2c
2
13w
′
1w
′
3 + c
2
22(w
′
2)
2 + 2c223w
′
2w
′
3 + c
2
33(w
′
3)
2)+
δw3(c
3
11(w
′
1)
2 + 2c312w
′
1w
′
2 + 2c
3
13w
′
1w
′
3 + c
3
22(w
′
2)
2+
2c323w
′
2w
′
3 + c
3
33(w
′
3)
2)
)
.
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Comparing the right-hand sides of (3.15) and (3.16) for arbitrary w,w′, we observe
that c2ij = 0, c
3
ij = 0 for all i, j hence ϕ
1
1 = 0, and therefore Φ = 0, c = 0. Thus for
γ = 0 we see that g1/2 = 0 as well.
The case δ = 0 is obtained from the case β = 0 by permutation of variables. ✷
By estimate (2.7), the second inequality in (2.5), and Lemma 3.4, for β + γ > 0
we see
(3.17) d(D4) ≤ 17 < 23 = n2 − 2
(recall that here s = 5). This shows that S(Ω, H) cannot be equivalent to D4 unless
β = γ = 0, so Case (1b) only contributes the product B3 ×B2 to the classification
of homogeneous Kobayashi-hyperbolic n-dimensional manifolds with automorphism
group dimension n2 − 2.
Remark 3.5. In Proposition A.9 in the appendix we prove that for β + γ > 0 the
component g1 of the algebra g = g(D4) is also zero, which improves estimate (3.17)
to d(D4) ≤ 15.
Case (2). Suppose that k = 3, n = 4. Here S(Ω, H) is linearly equivalent either
to
(3.18) D5 :=
{
(z, w) ∈ ×C3 × C : Im z − v|w|2 ∈ Ω2
}
,
where v = (v1, v2, v3) is a non-zero vector in R
3 with non-negative entries, or to
(3.19) D6 :=
{
(z, w) ∈ ×C3 × C : Im z − v|w|2 ∈ Ω3
}
,
where v = (v1, v2, v3) is a vector in R
3 satisfying v21 ≥ v22 + v23 , v1 > 0. We will
consider these two cases separately.
Case (2a). Assume that S(Ω, H) is equivalent to the domain D5 defined in
(3.18). If only one entry of v is non-zero, D5 is biholomorphic to B
2 × B1 × B1.
Notice that d(B2 ×B1 ×B1) = 14 = n2 − 2 as desired.
Suppose now that at least two entries of v are non-zero and consider the identity
component G(Ω2, v|w|2)◦ of the group G(Ω2, v|w|2). As G(Ω2, v|w|2)◦ lies in the
identity component G(Ω2)
◦ of G(Ω2), every element of G(Ω2, v|w|2)◦ is a diagonal
matrix
(3.20)

 λ1 0 00 λ2 0
0 0 λ3

 , λj > 0, j = 1, 2, 3,
for which v is an eigenvector. Therefore, if all entries of v are non-zero, then
G(Ω2, v|w|2)◦ consists of scalar matrices, and if exactly two entries of v, say vi and
vj , are non-zero, then G(Ω2, v|w|2)◦ consists of matrices of the form (3.20) with
λi = λj . In either situation, the action of G(Ω2, v|w|2)◦ on Ω2 is not transitive.
This shows that S(Ω, H) cannot be equivalent to D5 unless exactly one entry of
v is non-zero, so Case (2a) only contributes the product B2 × B1 × B1 to the
classification of homogeneous Kobayashi-hyperbolic n-dimensional manifolds with
automorphism group dimension n2 − 2.
Case (2b). Assume now that S(Ω, H) is equivalent to the domain D6 defined
in (3.19). Suppose first that v21 > v
2
2 + v
2
3 , i.e., that v ∈ Ω3. As the vector v is an
eigenvector of every element of G(Ω3, v|w|2), it then follows that G(Ω3, v|w|2) does
not act transitively on Ω3. This shows that in fact we have v1 =
√
v22 + v
2
3 6= 0,
i.e., v ∈ ∂Ω3 \{0}. Further, as the group G(Ω3)◦ = R+×SO(1, 2)◦ acts transitively
on ∂Ω3 \ {0}, we suppose from now on that v = (1, 1, 0).
Lemma 3.6. For g = g(D3) one has g1/2 = 0.
HYPERBOLIC MANIFOLDS WITH HIGH-DIMENSIONAL AUTOMORPHISM GROUP 13
Proof. We will apply Theorem 2.4 to the cone Ω3 and the Ω3-Hermitian form
(3.21) H(w,w′) := (ww′, ww′, 0).
Let Φ : C3 → C be a C-linear map:
Φ(z1, z2, z3) = ϕ1z1 + ϕ2z2 + ϕ3z3,
where ϕj ∈ C. Fixing w ∈ C, for x ∈ R3 we compute
H(w,Φ(x)) = (w(ϕ1x1 + ϕ2x2 + ϕ3x3),w(ϕ1x1 + ϕ2x2 + ϕ3x3), 0) .
Then from formula (2.12) we see
Φw(x) = (Im(wϕ1)x1 + Im(wϕ2)x2 + Im(wϕ3)x3,
Im(wϕ1)x1 + Im(wϕ2)x2 + Im(wϕ3)x3, 0) .
Now, recall that g(Ω3) = c(gl3(R)) ⊕ o1,2 consists of all matrices of the form
(3.22)

 λ p qp λ r
q −r λ

 , λ, p, q, r ∈ R.
Therefore, the condition that the map Φw lies in g(Ω3) for everyw ∈ C immediately
yields
Im(wϕ1) ≡ 0, Im(wϕ2) ≡ 0, Im(wϕ3) ≡ 0,
which implies Φ = 0. Hence, by formula (2.13) we have g1/2 = 0 as required. ✷
By estimate (2.7), the second inequality in (2.5), and Lemma 3.6, we see
(3.23) d(D6) ≤ 13 < 14 = n2 − 2
(notice that here s = 1). This shows that S(Ω, H) cannot be equivalent to D6,
so Case (2b) contributes nothing to the classification of homogeneous Kobayashi-
hyperbolic n-dimensional manifolds with automorphism group dimension n2 − 2.
Remark 3.7. In Proposition A.10 in the appendix we prove that the component
g1 of the algebra g = g(D6) is 1-dimensional, which improves estimate (3.23) to
d(D6) ≤ 11. In fact, it is not hard to see that for the form H introduced in (3.21)
one has dimG(Ω3,H) = 3, and therefore dim g0 = 4. It then follows that
d(D6) = dim g−1 + dim g−1/2 + dim g0 + dim g1 = 10.
Case (3). Suppose that k = 4, n = 4. In this case, after a linear change of
variables S(Ω, H) turns into one of the domains{
z ∈ C4 : Im z ∈ Ω4
}
,
{
z ∈ C4 : Im z ∈ Ω5
}
,
{
z ∈ C4 : Im z ∈ Ω6
}
and therefore is biholomorphic either to B1×B1×B1×B1, or to B1×T3, or to T4,
where T3 and T4 are the tube domains defined in (1.1), (1.2). The dimensions of the
automorphism groups of these domains are 12, 13, 15, respectively. As none of the
numbers is equal to 14 = n2 − 2, Case (3) contributes nothing to the classification
of homogeneous Kobayashi-hyperbolic n-dimensional manifolds with automorphism
group dimension n2 − 2.
The proof of Theorem 1.1 is now complete. ✷
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Appendix
Here we show that for the domainsD3, D4 introduced in (3.3), (3.9), respectively,
we have g1 = 0 if β+γ > 0. In addition, we prove that for the domain D6 defined in
(3.19) one has dim g1 = 1 if v ∈ ∂Ω3 \{0}. These facts can be utilized for extending
our classifications in Theorems 1.1, 1.2 to automorphism group dimensions less than
the critical dimension n2 − 2. The proofs below are also independently interesting
as they contain explicit computations with the fairly bulky formulas supplied by
Theorem 2.5, which is rarely seen in the literature.
We start with the domain D3.
Proposition A.8. If β + γ > 0, for g = g(D3) one has g1 = 0.
Proof. We will utilize Theorem 2.5 for the cone Ω1 and the Ω1-Hermitian form H
given by (3.4). Consider a symmetric R-bilinear form on R2 with values in R2:
(A.1) a(x, x) =
(
a111x
2
1 + 2a
1
12x1x2 + a
1
22x
2
2, a
2
11x
2
1 + 2a
2
12x1x2 + a
2
22x
2
2
)
,
where akij ∈ R. Then for a fixed x ∈ R2 from (2.14) we compute
Ax(x) =
(
a111x1x1 + a
1
12x1x2 + a
1
12x2x1 + a
1
22x2x2,
a211x1x1 + a
2
12x1x2 + a
2
12x2x1 + a
2
22x2x2
)
=(
(a111x1 + a
1
12x2)x1 + (a
1
12x1 + a
1
22x2)x2, (a
2
11x1 + a
2
12x2)x1 + (a
2
12x1 + a
2
22x2)x2
)
,
where x ∈ R2. The condition that this map lies in g(Ω1) for every x ∈ R2 is
equivalent to
a112x1 + a
1
22x2 ≡ 0,
a211x1 + a
2
12x2 ≡ 0,
which implies
(A.2) a112 = 0, a
1
22 = 0, a
2
11 = 0, a
2
12 = 0.
Therefore,
(A.3) Ax(x) = (a
1
11x1x1, a
2
22x2x2).
Next, let b : C2 × C2 → C2 be a C-bilinear map:
b(z, w) =
(
b111z1w1 + b
1
12z1w2 + b
1
21z2w1 + b
1
22z2w2,
b211z1w1 + b
2
12z1w2 + b
2
21z2w1 + b
2
22z2w2
)
,
where bkij ∈ C. Then for a fixed x ∈ R2 from (2.15) we find
Bx(w) =
1
2
(
(b111x1 + b
1
21x2)w1 + (b
1
12x1 + b
1
22x2)w2,
(b211x1 + b
2
21x2)w1 + (b
2
12x1 + b
2
22x2)w2
)
.
The condition that Im trBx = 0 for all x ∈ R2 in (i) in Theorem 2.5 means
Im((b111 + b
2
12)x1 + (b
1
21 + b
2
22)x2) ≡ 0,
which leads, in particular, to
(A.4) Im(b121 + b
2
22) = 0.
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Further, for every fixed pair w,w′ ∈ C2 we compute
H(w′, b(x,w)) = (αw′1(b111w1x1 + b112w2x1 + b121w1x2 + b122w2x2)+
βw′2(b
2
11w1x1 + b
2
12w2x1 + b
2
21w1x2 + b
2
22w2x2),
γw′1(b
1
11w1x1 + b
1
12w2x1 + b
1
21w1x2 + b
1
22w2x2)+
δw′2(b
2
11w1x1 + b
2
12w2x1 + b
2
21w1x2 + b
2
22w2x2)
)
=(
(αw′1(b
1
11w1 + b
1
12w2) + βw
′
2(b
2
11w1 + b
2
12w2))x1+
(αw′1(b
1
21w1 + b
1
22w2) + βw
′
2(b
2
21w1 + b
2
22w2))x2,
(γw′1(b
1
11w1 + b
1
12w2) + δw
′
2(b
2
11w1 + b
2
12w2))x1+
(γw′1(b
1
21w1 + b
1
22w2) + δw
′
2(b
2
21w1 + b
2
22w2))x2
)
.
Then from (ii) of Theorem 2.5 we obtain
Bw,w′(x) =
(
Im(αw′1(b
1
11w1 + b
1
12w2) + βw
′
2(b
2
11w1 + b
2
12w2))x1+
Im(αw′1(b
1
21w1 + b
1
22w2) + βw
′
2(b
2
21w1 + b
2
22w2))x2,
Im(γw′1(b
1
11w1 + b
1
12w2) + δw
′
2(b
2
11w1 + b
2
12w2))x1+
Im(γw′1(b
1
21w1 + b
1
22w2) + δw
′
2(b
2
21w1 + b
2
22w2))x2
)
.
The condition that this map lies in g(Ω1) for all w,w
′ ∈ C2 means
Im(αw′1(b
1
21w1 + b
1
22w2) + βw
′
2(b
2
21w1 + b
2
22w2)) ≡ 0,
Im(γw′1(b
1
11w1 + b
1
12w2) + δw
′
2(b
2
11w1 + b
2
12w2)) ≡ 0,
which yields
(A.5)
b121 = 0, b
1
22 = 0, βb
2
21 = 0, βb
2
22 = 0,
γb111 = 0, γb
1
12 = 0, δb
2
11 = 0, δb
2
12 = 0.
If each of β, γ, δ is non-zero, it follows from (A.5) that b = 0, therefore Bx = 0
for all x ∈ R2, and the requirement that Bx is associated to Ax with respect to H
for every x ∈ R2 (see condition (i) in Theorem 2.5) implies a = 0. Thus, g1 = 0 as
claimed.
Assume now that β = 0, hence each of γ, δ is non-zero, so by (A.5) we have
b111 = 0, b
1
12 = 0, b
1
21 = 0, b
1
22 = 0, b
2
11 = 0, b
2
12 = 0,
and (A.4) yields
(A.6) Im b222 = 0.
Thus,
(A.7) Bx(w) =
1
2
(0, b221x2w1 + b
2
22x2w2).
We will now use the requirement that Bx is associated to Ax with respect to H
for every x ∈ R2 as in (i) in Theorem 2.5. On the one hand, from (A.3) we have
(A.8) AxH(w,w′) = (a111x1αw1w′1, a222x2(γw1w′1 + δw2w′2)).
On the other hand, from (A.7) one obtains
(A.9)
H(Bx(w), w′) +H(w,Bx(w′)) = 1
2
(
0, δ(b
2
21x2w1 + b
2
22x2w2)w
′
2+
δw2(b
2
21x2w
′
1 + b
2
22x2w
′
2)
)
.
Comparing (A.8) and (A.9), we deduce
(A.10) a111 = 0, a
2
22 = 0, b
2
21 = 0, Re b
2
22 = 0.
By (A.6) and (A.10) we see that a = 0, b = 0, which shows that g1 = 0 as claimed.
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The cases γ = 0 and δ = 0 are obtained from the case β = 0 by permutation of
variables. ✷
Next, we will deduce an analogous fact for the domain D4.
Proposition A.9. If β + γ > 0, for g = g(D4) one has g1 = 0.
Proof. We will apply Theorem 2.5 to the cone Ω1 and Ω1-Hermitian form (3.10).
Consider a symmetric R-bilinear form on R2 with values in R2 (see (A.1)). The proof
of Proposition A.8 shows that the coefficients of this form satisfy (A.2). Hence, for
every fixed x ∈ R2 the map Ax defined in (2.14) is given by formula (A.3).
Next, let b : C2 × C3 → C3 be a C-bilinear map:
b(z, w) =
(
b111z1w1 + b
1
12z1w2 + b
1
13z1w3 + b
1
21z2w1 + b
1
22z2w2 + b
1
23z2w3,
b211z1w1 + b
2
12z1w2 + b
2
13z1w3 + b
2
21z2w1 + b
2
22z2w2 + b
2
23z2w3,
b311z1w1 + b
3
12z1w2 + b
3
13z1w3 + b
3
21z2w1 + b
3
22z2w2 + b
3
23z2w3
)
,
where bkij ∈ C. Then for a fixed x ∈ R2 from (2.15) we compute
Bx(w) =
1
2
(
(b111x1 + b
1
21x2)w1 + (b
1
12x1 + b
1
22x2)w2 + (b
1
13x1 + b
1
23x2)w3,
(b211x1 + b
2
21x2)w1 + (b
2
12x1 + b
2
22x2)w2 + (b
2
13x1 + b
2
23x2)w3,
(b311x1 + b
3
21x2)w1 + (b
3
12x1 + b
3
22x2)w2 + (b
3
13x1 + b
3
23x2)w3
)
.
The condition that Im trBx = 0 for all x ∈ R2 in (i) in Theorem 2.5 means
Im((b111 + b
2
12 + b
3
13)x1 + (b
1
21 + b
2
22 + b
3
23)x2) ≡ 0,
which leads, in particular, to
(A.11) Im(b111 + b
2
12 + b
3
13) = 0.
Further, for every fixed pair w,w′ ∈ C3 we find
H(w′, b(x,w)) = (αw′1(b111w1x1 + b112w2x1 + b113w3x1 + b121w1x2 + b122w2x2+
b123w3x2) + βw
′
2(b
2
11w1x1 + b
2
12w2x1 + b
2
13w3x1 + b
2
21w1x2 + b
2
22w2x2+
b223w3x2) + βw
′
3(b
3
11w1x1 + b
3
12w2x1 + b
3
13w3x1 + b
3
21w1x2 + b
3
22w2x2+
b323w3x2), γw
′
1(b
1
11w1x1 + b
1
12w2x1 + b
1
13w3x1 + b
1
21w1x2 + b
1
22w2x2+
b123w3x2) + δw
′
2(b
2
11w1x1 + b
2
12w2x1 + b
2
13w3x1 + b
2
21w1x2 + b
2
22w2x2+
b223w3x2) + δw
′
3(b
3
11w1x1 + b
3
12w2x1 + b
3
13w3x1 + b
3
21w1x2 + b
3
22w2x2+
b323w3x2)
)
=
(
(αw′1(b
1
11w1 + b
1
12w2 + b
1
13w3) + βw
′
2(b
2
11w1 + b
2
12w2+
b213w3) + βw
′
3(b
3
11w1 + b
3
12w2 + b
3
13w3))x1 + (αw
′
1(b
1
21w1 + b
1
22w2+
b123w3) + βw
′
2(b
2
21w1 + b
2
22w2 + b
2
23w3) + βw
′
3(b
3
21w1 + b
3
22w2+
b323w3))x2, (γw
′
1(b
1
11w1 + b
1
12w2 + b
1
13w3) + δw
′
2(b
2
11w1 + b
2
12w2+
b213w3) + δw
′
3(b
3
11w1 + b
3
12w2 + b
3
13w3))x1 + (γw
′
1(b
1
21w1 + b
1
22w2+
b123w3) + δw
′
2(b
2
21w1 + b
2
22w2 + b
2
23w3) + δw
′
3(b
3
21w1 + b
3
22w2+
b323w3))x2
)
.
HYPERBOLIC MANIFOLDS WITH HIGH-DIMENSIONAL AUTOMORPHISM GROUP 17
Then from (ii) of Theorem 2.5 we see
Bw,w′(x) =
(
Im(αw′1(b
1
11w1 + b
1
12w2 + b
1
13w3) + βw
′
2(b
2
11w1 + b
2
12w2 + b
2
13w3)+
βw′3(b
3
11w1 + b
3
12w2 + b
3
13w3))x1 + Im(αw
′
1(b
1
21w1 + b
1
22w2 + b
1
23w3)+
βw′2(b
2
21w1 + b
2
22w2 + b
2
23w3) + βw
′
3(b
3
21w1 + b
3
22w2 + b
3
23w3))x2,
Im(γw′1(b
1
11w1 + b
1
12w2 + b
1
13w3) + δw
′
2(b
2
11w1 + b
2
12w2 + b
2
13w3)+
δw′3(b
3
11w1 + b
3
12w2 + b
3
13w3))x1 + Im(γw
′
1(b
1
21w1 + b
1
22w2 + b
1
23w3)+
δw′2(b
2
21w1 + b
2
22w2 + b
2
23w3) + δw
′
3(b
3
21w1 + b
3
22w2 + b
3
23w3))x2
)
.
The condition that this map lies in g(Ω1) for all w,w
′ ∈ C3 is equivalent to
Im(αw′1(b
1
21w1 + b
1
22w2 + b
1
23w3) + βw
′
2(b
2
21w1 + b
2
22w2 + b
2
23w3)+
βw′3(b
3
21w1 + b
3
22w2 + b
3
23w3)) ≡ 0,
Im(γw′1(b
1
11w1 + b
1
12w2 + b
1
13w3) + δw
′
2(b
2
11w1 + b
2
12w2 + b
2
13w3)+
δw′3(b
3
11w1 + b
3
12w2 + b
3
13w3)) ≡ 0,
which yields
(A.12)
b121 = 0, b
1
22 = 0, b
1
23 = 0, βb
2
21 = 0, βb
2
22 = 0, βb
2
23 = 0,
βb321 = 0, βb
3
22 = 0, βb
3
23 = 0, γb
1
11 = 0, γb
1
12 = 0, γb
1
13 = 0,
δb211 = 0, δb
2
12 = 0, δb
2
13 = 0, δb
3
11 = 0, δb
3
12 = 0, δb
3
13 = 0.
If each of β, γ, δ is non-zero, it follows from (A.12) that b = 0, therefore Bx = 0
for all x ∈ R2, and the requirement that Bx is associated to Ax with respect to H
for every x ∈ R2 (see condition (i) in Theorem 2.5) implies a = 0. Thus, g1 = 0 as
required.
Assume now that β = 0, hence each of γ, δ is non-zero, and by (A.12) we have
b111 = 0, b
1
12 = 0, b
1
13 = 0, b
1
21 = 0, b
1
22 = 0, b
1
23 = 0,
b211 = 0, b
2
12 = 0, b
2
13 = 0, b
3
11 = 0, b
3
12 = 0, b
3
13 = 0.
Thus,
(A.13)
b(z, w) =
(
0, b221z2w1 + b
2
22z2w2 + b
2
23z2w3,
b321z2w1 + b
3
22z2w2 + b
3
23z2w3
)
and
(A.14)
Bx(w) =
1
2
(
0, b221x2w1 + b
2
22x2w2 + b
2
23x2w3,
b321x2w1 + b
3
22x2w2 + b
3
23x2w3
)
.
We will now utilize the requirement that Bx is associated to Ax with respect to
H for every x ∈ R2 as in (i) in Theorem 2.5. On the one hand, from (A.3) we have
(A.15) AxH(w,w′) = (a111x1αw1w′1, a222x2(γw1w′1 + δw2w′2 + δw3w′3)).
On the other hand, from (A.14) one obtains
(A.16)
H(Bx(w), w′) +H(w,Bx(w′)) = 1
2
(
0, δ(b
2
21x2w1 + b
2
22x2w2+
b
2
23x2w3)w
′
2 + δ(b
3
21x2w1 + b
3
22x2w2 + b
3
23x2w3)w
′
3 + δw2(b
2
21x2w
′
1+
b222x2w
′
2 + b
2
23x2w
′
3) + δw3(b
3
21x2w
′
1 + b
3
22x2w
′
2 + b
3
23x2w
′
3)
)
.
Comparing (A.15) and (A.16), we deduce
(A.17) a111 = 0, a
2
22 = 0, b
2
21 = 0, b
3
21 = 0,
in particular, a = 0.
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By (A.17), formula (A.13) simplifies as
b(z, w) = (0, b222z2w2 + b
2
23z2w3, b
3
22z2w2 + b
3
23z2w3),
and we will now use condition (iii) in Theorem 2.5. We have
b(H(w′, w′′), w′′) = (0, (γw′1w′′1 + δw′2w′′2 + δw′3w′′3 )(b222w′′2 + b223w′′3 ),
(γw′1w
′′
1 + δw
′
2w
′′
2 + δw
′
3w
′′
3 )(b
3
22w
′′
2 + b
3
23w
′′
3 )
)
,
therefore
(A.18)
H(w, b(H(w′, w′′), w′′)) = (0, δw2(γw′1w′′1 + δw′2w′′2 + δw′3w′′3 )×
(b222w
′′
2 + b
2
23w
′′
3 ) + δw3(γw
′
1w
′′
1 + δw
′
2w
′′
2 + δw
′
3w
′′
3 )(b
3
22w
′′
2 + b
3
23w
′′
3 )
)
.
On the other hand
b(H(w′′, w), w′) = (0, (γw′′1w1 + δw′′2w2 + δw′′3w3)(b222w′2 + b223w′3),
(γw′′1w1 + δw
′′
2w2 + δw
′′
3w3)(b
3
22w
′
2 + b
3
23w
′
3)
)
,
hence
(A.19)
H(b(H(w′′, w), w′), w′′) = (0, δ(γw′′1w1 + δw′′2w2 + δw′′3w3)×
(b
2
22w
′
2 + b
2
23w
′
3)w
′′
2 + δ(γw
′′
1w1 + δw
′′
2w2 + δw
′′
3w3)×
(b
3
22w
′
2 + b
3
23w
′
3)w
′′
3
)
.
Comparing (A.18) and (A.19) we see that b222 = 0, b
2
23 = 0, b
3
22 = 0, b
3
23 = 0 and
therefore b = 0. This proves that g1 = 0 as claimed.
Suppose now that γ = 0, hence each of β, δ is non-zero. By (A.12) we then have
b121 = 0, b
1
22 = 0, b
1
23 = 0, b
2
11 = 0, b
2
12 = 0, b
2
13 = 0, b
2
21 = 0, b
2
22 = 0,
b223 = 0, b
3
11 = 0, b
3
12 = 0, b
3
13 = 0, b
3
21 = 0, b
3
22 = 0, b
3
23 = 0,
and (A.11) implies
(A.20) Im b111 = 0.
Thus,
(A.21) Bx(w) =
1
2
(
b111x1w1 + b
1
12x1w2 + b
1
13x1w3, 0, 0
)
.
We will now recall that Bx is associated to Ax with respect toH for every x ∈ R2.
On the one hand, from (A.3) we have
(A.22) AxH(w,w′) = (a111x1(αw1w′1+βw2w′2+βw3w′3), a222x2(δw2w′2+ δw3w′3)).
On the other hand, from (A.21) one obtains
(A.23)
H(Bx(w), w′) +H(w,Bx(w′)) = 1
2
(
α(b
1
11x1w1 + b
1
12x1w2+
b
1
13x1w3)w
′
1 + αw1(b
1
11x1w
′
1 + b
1
12x1w
′
2 + b
1
13x1w
′
3), 0
)
.
Comparing (A.22) and (A.23), we see
(A.24) a111 = 0, a
2
22 = 0, Re b
1
11 = 0, b
1
12 = 0, b
1
13 = 0.
By (A.20), (A.24) it follows that a = 0, b = 0, which shows that g1 = 0.
To complete the proof, notice that the case δ = 0 is obtained from the case β = 0
by permutation of variables. ✷
Finally, we consider the domain D6.
Proposition A.10. For g = g(D6) one has dim g1 = 1.
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Proof. As in the proof of Lemma 3.6, we assume that v = (1, 1, 0). We will utilize
Theorem 2.5 for the cone Ω3 and the Ω3-Hermitian form H defined in (3.21).
Let b : C3 × C → C be a C-bilinear map:
b(z, w) = (b1z1 + b2z2 + b3z3)w,
where bj ∈ C. For every fixed pair w,w′ ∈ C we compute
H(w′, b(x,w)) = (w′w(b1x1 + b2x2 + b3x3),w′w(b1x1 + b2x2 + b3x3), 0) ,
with x ∈ R3. Then from (ii) of Theorem 2.5 we obtain
Bw,w′(x) = (Im(b1w
′w)x1 + Im(b2w
′w)x2 + Im(b3w
′w)x3,
Im(b1w
′w)x1 + Im(b2w
′w)x2 + Im(b3w
′w)x3, 0) .
By (3.22), the condition that this map lies in g(Ω3) for all w,w
′ ∈ C immediately
yields
Im(b1w
′w) ≡ 0, Im(b2w′w) ≡ 0, Im(b3w′w) ≡ 0,
hence b = 0.
Next, consider a symmetric R-bilinear form on R3 with values in R3:
a(x, x) =
(
a111x
2
1 + 2a
1
12x1x2 + 2a
1
13x1x3 + a
1
22x
2
2 + 2a
1
23x2x3 + a
1
33x
2
3,
a211x
2
1 + 2a
2
12x1x2 + 2a
2
13x1x3 + a
2
22x
2
2 + 2a
2
23x2x3 + a
2
33x
2
3,
a311x
2
1 + 2a
3
12x1x2 + 2a
3
13x1x3 + a
3
22x
2
2 + 2a
3
23x2x3 + a
3
33x
2
3
)
,
where akij ∈ R. Then for a fixed x ∈ R3 from (2.14) we compute
Ax(x) =
(
a111x1x1 + a
1
12x1x2 + a
1
12x2x1 + a
1
13x1x3 + a
1
13x3x1 + a
1
22x2x2+
a123x2x3 + a
1
23x3x2 + a
1
33x3x3, a
2
11x1x1 + a
2
12x1x2 + a
2
12x2x1 + a
2
13x1x3+
a213x3x1 + a
2
22x2x2 + a
2
23x2x3 + a
2
23x3x2 + a
2
33x3x3, a
3
11x1x1 + a
3
12x1x2+
a312x2x1 + a
3
13x1x3 + a
3
13x3x1 + a
3
22x2x2 + a
3
23x2x3 + a
3
23x3x2 + a
3
33x3x3
)
=(
(a111x1 + a
1
12x2 + a
1
13x3)x1 + (a
1
12x1 + a
1
22x2 + a
1
23x3)x2 + (a
1
13x1 + a
1
23x2+
a133x3)x3, (a
2
11x1 + a
2
12x2 + a
2
13x3)x1 + (a
2
12x1 + a
2
22x2 + a
2
23x3)x2 + (a
2
13x1+
a223x2 + a
2
33x3)x3, (a
3
11x1 + a
3
12x2 + a
3
13x3)x1 + (a
3
12x1 + a
3
22x2 + a
3
23x3)x2+(
a313x1 + a
3
23x2 + a
3
33x3)x3
)
,
where x ∈ R3. By (3.22), the condition that this map lies in g(Ω3) for every x ∈ R3
is equivalent to
(A.25)
a111x1 + a
1
12x2 + a
1
13x3 ≡ a212x1 + a222x2 + a223x3 ≡
a313x1 + a
3
23x2 + a
3
33x3,
a112x1 + a
1
22x2 + a
1
23x3 ≡ a211x1 + a212x2 + a213x3,
a113x1 + a
1
23x2 + a
1
33x3 ≡ a311x1 + a312x2 + a313x3,
a213x1 + a
2
23x2 + a
2
33x3 ≡ −(a312x1 + a322x2 + a323x3).
Further, recalling that any map b : C3 × C → C as above is zero, we will utilize
the condition that the zero matrix is associated to Ax for every x ∈ R3 as in (i) of
Theorem 2.5. This condition means
(A.26)
a112x1 + a
1
22x2 + a
1
23x3 ≡ −(a111x1 + a112x2 + a113x3),
a213x1 + a
2
23x2 + a
2
33x3 ≡ a311x1 + a312x2 + a313x3.
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Combining identities (A.25) and (A.26), we obtain the following relations for the
coefficients of the form a:
a111 = a
2
12 = a
3
13, a
1
12 = a
2
22 = a
3
23, a
1
13 = a
2
23 = a
3
33, a
1
12 = a
2
11, a
1
22 = a
2
12, a
1
23 = a
2
13,
a113 = a
3
11, a
1
23 = a
3
12, a
1
33 = a
3
13, a
2
13 = −a312, a223 = −a322, a233 = −a323, a112 = −a111,
a122 = −a112, a123 = −a113, a213 = a311, a223 = a312, a233 = a313.
By the above relations, each coefficient of a either is zero or is equal to ±a111 as
follows:
a112 = −a111, a113 = 0, a122 = a111, a123 = 0, a133 = a111,
a211 = −a111, a212 = a111, a213 = 0, a222 = −a111, a223 = 0,
a233 = a
1
11, a
3
11 = 0, a
3
12 = 0, a
3
13 = a
1
11, a
3
22 = 0, a
3
23 = −a111, a333 = 0.
Therefore
a(x, x) = a111
(
(x1 − x2)2 + x23,−(x1 − x2)2 + x23, 2(x1 − x2)x3
)
.
This shows that dim g1 = 1 as required. ✷
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