Abstract-This paper addresses the admission control of thermal appliances in the context of smart buildings. The scheduling of thermal devices operation is formulated in the framework of discrete-event systems, which allows for the modeling and design of admission control to be carried out in a systematic manner and ensuring the existence of the feasible scheduling prior to exploring control solutions. Two algorithms are developed for the purpose of peak demand reduction. While the first algorithm validates the schedulability for the control of thermal appliances, the second algorithm may achieve a more efficient use of available capacity by exploring the concept of max-min fairness. Simulation studies are carried out in MATLAB/Simulink platform and the results show a noticeable improvement on peak power reduction.
I. INTRODUCTION

R
ESIDENTIAL and commercial sectors are the largest consumer of electricity worldwide. Nowadays, the residential and commercial buildings consume about 60% of the global electricity according to the united Nations Environment Programme (UNEP) [1] . It is therefore economically and environmentally important to develop solutions for power consumption reduction in buildings in an efficient and effective manner, which will greatly contribute to the initiative of the Smart Grid.
Different studies indicate that reducing the peak power consumption is one of the most effective ways for energy management in buildings in the context of the Smart Grid [2] - [6] . Heating, ventilation and air conditioning (HVAC) systems can play an important role in reducing the energy demand because they represent about 50% of the total energy utilization in buildings [7] - [9] . In addition of other thermal appliances, the control of this category of devices may have a significant and The authors are with the Department of Electrical Engineering, Polytechnique Montreal, Université de Montréal, Montreal, QC H3T 1J4, Canada (e-mail: md-waselul-haque.sadid@polymtl.ca; saad.abobakr@polymtl.ca; guchuan.zhu@polymtl.ca).
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Digital Object Identifier 10.1109/TSG.2016.2535198 definitive impact on peak power demand reduction. This is because of two main reasons. First, thermal appliances are the largest energy consumers in building sectors. In Canada, for example, almost 82% of the total energy use is consumed by these devices [10] , including space heating (63%), space cooling (2%), and water heating (17%). Second and more importantly, the operation of thermal appliances exhibits an elastic property due to the slow thermodynamics and flexible performance requirements. This allows designing and implementing different schemes to operate these devices to reduce the power consumption while providing an adequate comfort level for the occupants. Furthermore, peak power can cost as much as 200-400 times that of the nominal rate [11] . Hence, peak demand reduction has a very significant impact on real-life problems. There exists a rich literature regarding energy consumption management in smart buildings. One of the most popular methods is to formulate the control of appliances operation as an optimal scheduling problem. A model developed in [12] is based on mixed integer linear programming (MILP) for household users, allowing the consumers to modify the scheduling of appliances operation by taking into account the comfort level and the total energy cost. In [4] , an autonomous scheduling is evolved by accounting real-time information exchange between micro-grid and consumers. A greedy approach has been developed in [13] relying on the varying price to ensure an optimal start time of each appliance. Another greedy algorithm has been proposed in [14] to reduce the peak demand considering two cases, where load demands are either random or known in advance. A nonlinear optimization model is proposed in [15] to schedule home appliances to reduce electricity costs by shifting the consumption. Different scheduling algorithms were proposed in [16] to optimally manage the renewable energy and the energy from the grid to reduce the peak power consumption for deferable loads.
Some other approaches, such as game theory and model predictive control (MPC), have also been proposed and implemented for peak power demand reduction. The game theory is an interesting tool in designing control strategies for energy management in smart buildings. A tradeoff between these objectives has been proposed in [17] in the context of game theory, which optimizes the energy consumption by shifting the low priority appliances to off-pick period. A global optimal performance has been achieved in [6] based on the energy consumption of the consumers. A cooperative game has been set up in [18] among the users by sharing their load profiles, which reduces the peak to average ratio. MPC is also a popular control strategy, helping regulate the energy consumption and peak load reduction. An MPC-based dynamic power control scheme has been presented in [5] to reduce the peak demand while keeping the desired range of thermal comfort. A distributed MPC algorithm developed in [19] was applied on single and multi-zone thermal buildings, which reduces the power consumption significantly. An MPC controller is introduced in [20] for scheduling thermal and nonthermal appliances in a residential building, which shows a notable energy cost saving by considering time-varying pricing provided by the Smart Grid.
Note that the building is a complex system that may combine and integrate a big number of subsystems with significantly different dynamics, operating in different manners (time-triggered or event-triggered). Consequently, it may not be feasible to find a single solution to manage the power consumption in the context of Demand-Response to achieve the global optimality. The layered structure developed in [2] can be considered as a solution that allows splitting the problem to a set of subproblems. With this architecture, a building energy management system can be divided into different modules in three main layers: admission controller (AC), load balancer (LB), and demand response manager (DRM). The AC interacts with appliances and manages the acceptance of the requests based on their priority and the available capacity. The DRM acts as an interface to the grid, collects data from both the grid and the building, and takes decision for demand regulation based on energy price. The LB coordinates the operation of AC and DRM by producing a long term scheduling to distribute the load over a time horizon and handles the power capacity constraints.
It should be noticed that extensive work on DemandResponse in the Smart Grid has been reported in the recent literature. It is recognized that the theory of optimization is a powerful tool to model and solve a great variety of problems in this field (see, e.g., [21] and the references therein). It is a common framework used in the development of diverse incentive-based and price-based Demand-Response programs in which different optimization techniques, such as convex optimization, integer programming, dynamic programming, stochastic programming, robust optimization, Markov decision process, game theory, and MPC control, have employed to achieve such objectives as utility maximization and cost reduction in the operation of the Smart Grid. From the consumer side, mathematical programming is also a powerful tool for the management of loads of different natures, the integration of renewable resources and storage, and the operation of different systems in the context of the Smart Grid. Indeed, most of the existing solutions are applicable or can be adapted to implement different components in the aforementioned architecture. In particular, the introduction of the AC layer allows hiding the details regarding the configuration (e.g., the number of appliances in a system and their properties) and the operation of physical systems, and hence it will greatly facilitate the integration of different solutions for complex applications.
The present work focuses on the AC of thermal appliances in the context of the aforementioned layered architecture [2] . It is motivated by the fact that the AC interacts with the energy management system and the physical building, which is essential for the implementation of the concept and the solutions of smart buildings. The aim is to reduce peak power demand by coordinating the operation of appliances while respecting the power capacity constraints imposed by the higher layers. In this paper, we formulate the problem of scheduling a number of thermal appliances in the framework of discrete-event systems, with which the operation of each appliance can be expressed by a set of states and events, representing the status and the actions of the corresponding appliance and the communication within the AC layer. In DES, a system can be represented by a finite-state machine (FSM) as a regular language over a finite set of events [22] . Admission control for appliances operation amounts then to deciding to accept or reject a request based on the priority and the capacity constraint.
Comparing with the existing work, the application of the framework of DES allows for the design of complex control systems to be carried out in a systematic manner. The main behaviors of a control scheme, such as the schedulability with respect to the given constraints, can be deduced from the basic system properties, in particular the controllability and the observability. In this way, we can benefit from the theory and the tools developed since decades for DES design and analysis to solve diverse problems with ever growing complexities arising from the emerging field of the Smart Grid. Moreover, it is worth noting that the operation of many power systems, such as economic signaling, demand-response, load management, and decision making, exhibits a discrete event nature. This type of problems can eventually be handled by utilizing continuous-time models. For example, the Demand Response Resource Type II (DRR Type II) at Midcontinent ISO market is modeled similar to a generator with continuoustime dynamics (see, e.g., [23] ). Nevertheless, the framework of DES is a viable alternative for many modeling and design problems related to the operation of the Smart Grid.
The main contributions of this work are the following: 1) we introduced a formal formulation of power admission control in the framework of DES; 2) we established criteria for schedulability assessment based on DES theory; 3) we developed two algorithms for appliance scheduling in the framework of DES, which allow for peak power consumption reduction in smart buildings. The remaining of the paper is organized as follows. Section II introduces the basic notions and terminologies of DES. Section III presents the model of appliances using finite-state automaton. The DES-based admission control is addressed in Section IV. Two algorithms are proposed in this section for power distribution among the appliances. Simulation studies are carried out in Section V to validate the developed control schemes, followed by some conclusions and recommendation on future work in Section VI.
II. BACKGROUND ON DES
The DES is a framework for the modeling of systems whose dynamics can be described by transitions among a set of finite states, which can be used in the analysis and design of the sequences of (high-level) commands in many control systems. The aim is to find a controller that forces the system to behave according to the imposed constraints. One of the most popular control architectures for DES is the supervisory control, which will restrict the system behavior to a set of design specifications [22] , [24] , [25] . The state space of a DES is a discrete set, and the transition mechanism is event-driven. Therefore, the system states can be changed only at discrete points of time corresponding to the occurrence of events.
The behavior of a DES is usually described by a regular language. A language, denoted by L, is said to be regular which can be represented by a finite automaton or FSM.
where Q is a finite set of states, is a finite alphabet, δ : Q × → Q is the transition function, q 0 ∈ Q is the initial state, and Q m is the set of marked states. The required behavior or specification, denoted by K, must be a subset of the system behavior requiring control, i.e., K ⊆ L. In the supervisory control of DES, the controller keeps the system in K by issuing control directives to prevent the system from performing behavior in L \ K (L \ K denotes the set of sequences of L that are not in K). The controller issues a control decision (e.g., enable or disable an event) to find a sublanguage of L, and the control objective is reached when correct pattern of control decisions is issued to keep the system in K. Figure 1 shows an example of M L in which the language generated from M L is L = {ε, a, b, ab, ba, abc, bac}. If the specification contains only the solid line transitions, then K = {ε, a, b, ab, ba, abc}.
The prefix closure of a language L is defined as L := {s ∈ * | (∃s
Unless otherwise stated, we work exclusively with prefix-closed languages.
The closed behavior of a system, denoted by L, contains all possible event sequences the system may generate. The marked behavior of the system is L m , which is a subset of the closed behavior, representing completed tasks (behaviors), and is defined as
The synchronous product of two FSMs [26] .
By assumption, the set of events is partitioned into disjoint sets of controllable and uncontrollable events, denoted by c and uc , respectively. Only controllable events can be prevented from occurring (i.e., may be disabled), as uncontrollable events are supposed to be permanently enabled. If in a supervisory control problem, only a subset of events can be observed by the controller, then the events set can be partitioned also into the disjoint sets of observable and unobservable events, denoted by o and uo , respectively.
The controllable events of the system can be dynamically enabled or disabled by a controller according to the specification, so that a particular subset of the controllable events is enabled to form a control pattern. The set of all control patterns can be defined as:
where γ is a control pattern consisting only a subset of controllable events that are enabled by the controller. P( ) represents the power set of . Note that the uncontrollable events are also a part of the control pattern since they cannot be disabled by any controller.
A supervisory control for a system can be defined as a mapping from the language of the system to the set of control patterns as S : L → . A language K is controllable if and only if [22] 
The controllability criterion means that an uncontrollable event σ ∈ uc can not be prevented from occurring in L. Hence, if such an event σ occurs after a sequence s ∈ K, then σ must remain through the sequence sσ ∈ K. For example, in Fig. 1 , K is controllable if the event c is controllable; otherwise, K is uncontrollable.
For event based control, a controller's view of the system behavior can be modeled by the natural projection, π : * → * o , defined as
where ε denotes the empty sequence. This operator removes the events σ from a sequence in * that are not found in o . The above definition can be extended to sequences as follows:
A language K is said to be observable with respect to L, π, and c if for all s ∈ K and all σ ∈ c it holds [27] 
In other words, the projection π provides the necessary information to the controller to decide whether an event to be enabled or disabled to attain the system specification.
If the controller receives the same information through different sequences s, s ∈ L, it will take the same action based on its partial observation. Hence, the decision is made in observationally equivalent manner as below: A controller can be synthesized when the specification K ⊆ L is controllable and observable. This is the case where the controller can take correct control decision based only on its observation of a sequence.
III. DES MODEL AND CONTROL OF SMART APPLIANCES
A. Modeling Appliance Operation in DES
In the considered problem, the AC manages the access to power and controls the appliances operation. Requests from each appliance will be accepted or rejected by the AC depending on the priority and the capacity available in each invocation. Appliance load management can be represented by an FSM as shown in Fig. 2 . In other words, appliance operation can be characterized by a set of states and events. An appliance changes its state by executing an event. Hence, it can be easily formulated in DES, which describes the behavior of the load requiring control and the specification as regular languages (over a set of discrete events).
In the considered problem, each appliance is characterized by a set of variables: status, preemption, heuristic value, and requested power. The status of an appliance can be defined w.r.t. the states of the FSM shown in Fig. 2 Since the interruption and the priority of each appliance should be considered while scheduling the operation, preemption and heuristic strategies will be used for these tasks. Preemption specifies whether the task is interrupted to give priority to another task, while heuristic value defines the priority of the appliance. The computation of heuristic values is based on performance considerations and other factors, such as the deadline and the laxity of requests [2] , [16] .
The requested power is the power that required for an appliance to run. However, the total power consumption has to respect the maximum demand of the building during power distribution over the appliances.
B. Schedulability Analysis of Admission Control
In the supervisory control to accept or reject a request of an appliance, a controller decides which events are enabled through a sequence based on its observation. Essentially, the schedulability of appliances operation depends on two basic properties of DES: controllability and observability. Therefore, Fig. 3 . Accepting or rejecting the request of an appliance.
in control synthesis, a view C i is first designed for each appliance i from controller perspective. If the appliances operations are independent of each other, then a centralized controller's view C can be formulated by taking the synchronous product of the individual views. However, when two or more appliances are dependent, the view of the corresponding appliances are first generated together and then, we take the synchronous product with the rest of the appliances to design C. The schedulability of such a scheme will be assessed based on the properties of the considered system and the controller. Figure 3 illustrates the process for accepting or rejecting the request of an appliance.
Let L C be the language generated from C and K C be the specification. Then the control law is a map The control decisions will be made in observationally equivalent manner as specified in (6) . 
Denote by /M L C the system M L C under the supervision of and let L( /M L C ) be the language generated by /M L C . Then, the necessary and sufficient conditions for the existence of a controller satisfying K C are given by the following theorem [22] .
Theorem 1: There exists a controller for the system M L C such that /M L C is nonblocking and the closed behavior of 
IV. DES-BASED SCHEDULING ALGORITHM
In the considered AC problem, a controller is designed to schedule the appliances operation depending on the available capacity. Note that we consider the worst case in algorithm design, because all the appliances may issue requests at the same time.
Theorem 1 indicates that a feasible scheduling is achievable if and only if the specification K C is controllable and observable. For the controller's observation shown in Fig. 3 , only one request with the highest priority can be verified in one state in the system behavior L C . But the other requests cannot be disabled, because the event request generated by an appliance is not under the control. In this case, the subsequent event verify is disabled by the controller. In addition, if a request is accepted, then the event accept related to that request is enabled and the event reject is disabled by the controller. Otherwise, accept event is disabled and reject event is enabled. After verifying all the requests in L C , the corresponding accept or reject events are enabled. In this way, the sequence representing the optimal scheduling of the appliances is explored from a set of sequences in DES, which shows alternate ways to do the scheduling. As request is the only uncontrollable event, which is never disabled by the controller, K C is controllable. In addition, when an appliance is non-preemptive, the corresponding accept event becomes uncontrollable. In that case, if there is no available capacity to enable that event, then K C becomes uncontrollable. Consequently, there is no feasible schedule. At the same time, the controller takes the same decision for the sequences observationally equivalent. Hence, K C is observable. In addition, the language L m defines the sequence that represent the scheduling of appliances. Then K C is L m -closed.
A. Scheduling Algorithm in DES
The first algorithm to implement is adapted from [2] and [28] . As detailed in Algorithm 1, when the requests from different appliances are generated, the priority of each appliance is defined according to its heuristic value. When an event request is generated, in the subsequent states, its acceptance will be checked through the event verify to determine the next state to transit to (accept or reject). After executing a request, the one with the highest priority will be accounted in the next state.
In addition, the requests come from the non-preemptive appliances are verified first, because such appliances cannot be interrupted. The remaining appliances are verified sequentially according to their priorities. Indeed, the preemptivity, which is a static behavior of an appliance, and the priority are the only information required by the controller to decide which is the next request to be verified.
Since a DES control scheme can be generated as a regular language, it is possible to modify the language according to the given specification. The controlled behavior to be constructed is ensured by Algorithm 1 for the considered AC. We consider the following variables in the algorithm:
• N : set of requests • n: number of requests
• i, j: request ∈ N • p i : requested power of the appliance associated to request i • cons: total power consumption of the accepted requests • C: capacity limit To illustrate the operation of the AC scheme given in Algorithm 1, we consider the following example.
Example 1: A controller's view C i is modeled as shown in Fig. 3 for each appliance i ∈ N , where the appliances operations are independent on each other. Then C is formulated by taking the synchronous product
Suppose that L C is the language generated by the collection of all transitions, whereas K C is the language generated by solid line transitions.
For simplicity, we consider the case of 2 appliances. The synchronous product gives 25 states and 60 transitions in this case. Suppose that Appliance 2 has a higher priority. Then Appliance 2 is verified first to decide whether it is accepted. Then corresponding accept 2 or reject 2 event enabled. Then, the request generated by Appliance 1 (request 1 ) is considered and the same steps are repeated. A portion of the controlled system is shown in Fig. 4 in which the marked states are denoted by double circle (avoid to reach in this example) and the disabled transitions are denoted by dotted line. In this example, both requests are accepted as the execution result. In this way, the scheduling generated by Algorithm 1 satisfies K C .
Note that if the request generated from Appliance 1 depends on the acceptance of Appliance 2, then C becomes simpler. In that case, we have to design the FSM in such a way that the event request 1 only appears after the event accept 2 . Consequently, the sequences with the appearance of request 1 before accept 2 will be removed from C while performing the synchronous product.
2 The following theorem provides the schedulability assessment for the developed AC scheme.
Theorem 2: If the appliances are scheduled following Algorithm 1, then i∈N p i ≤ C.
Proof: Scheduling of the appliances in DES provides the controlled behavior which is obtained from Algorithm 1. That means it satisfies the specification K C , which implies that
That means there exists a request j ∈ N , which is accepted by the controller , exceeds the capacity C. Then ∃j ∈ N such that i∈N \{j} p i ≤ C. This implies that i∈N \{j} p i + j =i p j > C. Hence, request j cannot be accepted by Algorithm 1. Therefore, there exists a sequence s ∈ L C such that saccept j ∈ K C and sreject j ∈ K C . In that 
Note that the scheduling algorithm is applicable to the considered system regardless of the dependency among the appliances. In fact, the dependency will be handled by the controller's view C through the design of appropriate FSMs. In each state of the FSM, the role of the algorithm is to decide which is the next state to be executed, so that the whole system can evolve following the correct sequence. Moreover, C becomes less complex in the presence of dependencies.
B. Max-Min-Scheduling Algorithm
Algorithm 1 only accepts or rejects a request depending on the available capacity. However, it may happen that more than one request have the same priority while the total demand exceeds the capacity limit. It implies that not all of the requests can be accepted. Obviously, disabling an amount of appliances may result in an inefficient use of the available power and lead to the performance degradation. To find solutions to distribute the available power among the appliances in an optimal manner, we suppose that the acceptable power for each appliance i belongs to a so-called fallibility range p lb,i ≤ p i ≤ p ub,i , where p lb,i and p ub,i denote, respectively, the lower and the upper bounds of the requested power. We then consider an optimal power distribution in the sense of max-min fairness, which is a widely used scheme for resource allocations (see, e.g., [29] ). The use of max-min fair schemes can allocate as much power as possible to all the appliances while keeping the distribution balanced. This means that we can run the maximum number of appliances simultaneously.
The max-min fair power distribution among a set of N appliances indexed by N = {1, . . . , N} can be formulated as a linear programming problem by setting t ≤ p i , for all i ∈ N , Algorithm 2 Max-Min-Scheduling Algorithm Input: Sort the requests according to the heuristic value in descending order 1: cons = 0, p i = 0 for all i ∈ N 2: i = 1 3: repeat 4: if request i is non-preemptive then 5: enable accept i 6:
end if 8: i = i + 1 9: until i <= n 10: update N and n 11: t = min{p lb i } 12: i = 1 13: repeat 14: enable verify i , disable verify j for j ∈ N \ {i} 15: if cons + t <= C and appliance i is running then 16: enable accept i 17:
end if 20 :
Repeat the previous steps considering t = min{p ub i } where p i are the decision variables, expressed as:
Using the above formulation, we update Algorithm 1 to a max-min-scheduling (MMS) scheme, given in Algorithm 2, that allows for a more efficient use of the available capacity. In addition to the variables of Algorithm 1, few more parameters are considered as below:
• p lb i : minimum power required for request i • p ub i : maximum power required for request i The MMS algorithm initially distributes the minimum power request selected from the feasibility set to the appliances. Then it maximizes the power consumption of each appliance according to its feasibility range and the available capacity. Note that the linear programming problem involved in MMS can be solved efficiently by using the progressive filling algorithm [29] - [31] , which is the solution adopted in Algorithm 2.
Schedulability assessment of the AC scheme produced by Algorithm 2 is given below.
Corollary 1: If the appliances are scheduled following Algorithm 2, then i∈N p i ≤ C.
Proof: When appliances are scheduled by employing Algorithm 2, the corresponding event sequence provides the controlled behavior of the system. That means K C is controllable. The rest of the proof follows Theorem 2.
Finally, the worst case computation complexity of both algorithms is O(n 2 ), where n is the number of requests to proceed.
V. SIMULATION STUDIES
A. Simulation Setup
The simulation studies are carried out with Matlab/Simulink. Two different types of thermal appliances, namely heater and refrigerator, are considered in the simulation. The dynamical model of the heating system and the refrigerators are taken from [5] and [32] . Specifically, the dynamics of the heating system are given by:
where N is the number of rooms, T i is the interior temperature of room i, i ∈ {1, . . . , N}, T a is the ambient temperature, R a i is the thermal resistance between room i and the ambient, R ji is the thermal resistance between Room i and Room j, C i is the heat capacity and i is the power input to the heater of room i. The dynamical model of the refrigerator takes a similar, but simpler form:
where T r is the refrigerator chamber temperature, T a is the ambient temperature, C r is a thermal mass representing the refrigeration chamber, the insulation is modeled as a thermal resistance, R a r , A c is the overall coefficient performance, and c is the refrigerator power input. The parameters of thermodynamic models used in the simulaton are given in the Appendix.
The considered setup in experiment contains four rooms. Room 1 and 2 include one heater and one refrigerator each, and Room 3 and 4 contain only one heater each. A classical proportional-integral (PI) controller is used to control the heating system with the maximal temperature set to 24 • C. An ON/OFF scheme is used to control the refrigerators that are turned on when the chamber temperature is 3 • C and shut down when temperature reaches 2 • C. In addition, the room temperature is considered as the ambient temperature for the refrigerator placed in the corresponding room, while the ambient temperature of each room is set to 10 • C. Moreover, unlike the heaters, the refrigerators are non-preemptive loads. The centralized controller's view (C) for all the appliances is generated using Matlab Toolbox DECK [33] , which results in a system with 4096 states and 18432 transitions. Note that if there exists any dependency between the appliances, some transitions will be excluded sequentially. Consequently, the corresponding C becomes smaller with less number of states and transitions.
In the experiments, the heuristic value is defined as a factor between 0 and 1. As the heaters are controlled by PI controller, which amounts to regulating the temperature to a predefined reference T max , the heuristic value for heaters is computed as:
On the other hand, the refrigerators are operated in an ON/OFF manner depending on the lower and upper temperature bounds. Therefore, the heuristic value for refrigerators takes 0 or 1 when the temperature is in or out of the defined zone.
B. Simulation Results and Analysis
We validate first Algorithm 1. In the simulation, the time span is normalized to 200 time units. It is supposed that the initial requested power is 1600 W for Heater 1 and 2, and 1200 W for Heater 3 and 4. The requested power for the refrigerators is 500 W. Hence, the total power required to accept all the requests can be as high as 6600 W. However, we consider 3000 W for the first 60 time units as the total capacity limit, which is less than the 1/2 of the total initial power required in the worst case. Then the capacity limit is reduced to 1000 W at 60 time steps and to 500 W at 120 time steps. The three power capacity levels are about, respectively, 45.5%, 15%, and 7.5% of the worst case peak power demand. This configuration is reasonable in the sense that the start-up or pre-heating should be performed in off-peak time periods, so that the total consumption may become much less during the on-peak period. Note that 500 W is the capacity limit below which there does not exist feasible scheduling. Note also that the capacity limit is a trade-off between the energy consumption and the thermal comfort which has to be generated by the LB and DRM layers in the context of the considered architecture.
The acceptance status of the heaters (H1, . . . , H4) and the refrigerators (FR1, FR2) is shown in Fig. 5 . The operational state of the appliances is indicated by 'ON' and 'OFF'. The total power consumption of all the appliances, as well as the power constraints, are depicted in Fig. 6 . Figure 7 shows individual room temperatures (R1, . . . , R4) and the refrigerator temperatures (FR1, FR2) . The temperature of all the rooms is maintained in a range between 22.6 • and 24 • C until 120 time steps. With a power capacity limit of 500W, the overall performance is still acceptable where the room temperature is maintained in a range between 22.6 • and 23.6 • C most of the time. However, there is a slight performance degradation at some points with a room temperature as low as 20.8 • C, because all the available capacity has been used by a refrigerator. Furthermore, the temperature of the refrigerators is always maintained in the range between 2 • to 3 • C, as imposed in experiments. Therefore, this control scheme with an adequate tuning of heuristic values can keep the room and refrigerator temperatures in the desired range when the power capacity is set to 1000 W, which is only 15% of the worst case peak power demand.
Then we run the simulation to validate Algorithm 2 for the same setup but with a capacity limit of 2400 W for (0, 60) time steps, which is about 36% of the worst case peak power demand, and then 1000 W and 500 W for the remaining time as in the previous experiment. Note that by using this algorithm, all the appliances are accepted at the startup step with less capacity. This means that Algorithm 2 is more effective in terms of peak demand reduction. Figures 8 and 9 illustrate the acceptance status and the total consumption corresponding to Algorithm 2. The results show that compared to Algorithm 1, the appliances switch less frequently between ON and OFF and the total power profile is much flatter. Therefore, this scheme is less harmful to the appliance life and power system stability. The temperature of individual rooms and refrigerators is shown in Fig. 10 . It can be seen that the room temperatures reach to the desired range in a more uniform manner. Moreover the temperature in all the rooms is maintained between 22.6 • and 24 • C most of the time, except a slight degradation for a room with a temperature as low as 20.6 • C when a refrigerator is turned on while the power capacity limit is set to 500 W. It shows that this scheme is very efficient for peak power demand reduction. 
VI. CONCLUSION
This paper presents a novel formulation for the admission control of thermal appliances in the framework of DES. This approach allows assessing the existence of the controller for scheduling appliances operation with respect to the power capacity constraints in smart buildings. Two algorithms are developed to implement the proposed scheme. The simulation results show that both algorithms are effective in peak demand reduction, while Algorithm 2, based on max-min fairness, is more efficient requiring less power capacity than Algorithm 1. Note that eventually, other type of fairness can also be considered in control design. Moreover, decentralized discrete-event control is more suitable for large scale systems. We may also consider the application of MPC-based techniques in the framework of DES in order to guarantee the performance of appliances operation.
APPENDIX MODEL PARAMETERS
The parameters of the thermodynamic models are listed in Tables I, II 
