Abstract-In the context of linear constrained optimization, we study in this paper the problem of finding an optimal solution satisfying all but of the given constraints. A solution is obtained by means of an algorithm of the complexity min ( ) ( +1 ) , where is the dimension of the problem. We then use these results to solve the problem of robust identification in the presence of outliers in the setting of bounded error parameter identification. Finally, we show that the estimate obtained converges to the true but unknown parameter in the presence of outliers.
I. INTRODUCTION AND MOTIVATION

M
ANY engineering analysis and design problems boil down to finding the minimum of some function subject to a given constraint set. The solution of the minimization problem relies on the parameters that form the constraints. In many cases, however, the values of these parameters are known only to a certain degree due to imperfect knowledge of the system, the environment and the measurements. For instance, in system identification, the constraints depend on the measurement data. A few erroneous or highly disturbed measurements may have a substantial influence on the solution. Therefore, a solution based on the nominal values is often not what we are looking for. In some cases, the solution obtained may be unreliable and far off from the desired answer. We now take the bounded error parameter identification problem [1] , [2] , [5] , [6] , [11] as an example. Consider a single-input-single-output (SISO) discrete-time system (1.1) where is the system output, the measured regressor, the unknown parameter vector to be identified, and the noise. In this setting, the noise is assumed to be bounded by some constant [1] , [2] , [5] , [6] , [11] , i.e., for . Then, the membership set
is the set of all parameters that are consistent with the system (1.1), the observed input-output data , and the assumed noise bound (1.2) . In other words, every could generate the observed input-output data for some noise sequence belonging to (1.2) and thus is a valid estimate of . Intuitively, the quality of the identification may be measured in terms of the "size" of the uncertainty represented by the diameter of the membership set
The identification result is useful only if the diameter of is small, i.e., the resulting uncertainty is small. Clearly, the diameter of depends on the actual noise bound which is usually unknown and is often replaced by its estimate . If the estimate is much larger than the actual bound , the membership set is inevitably large and conservative. On the other hand, if the assumed is smaller than the actual bound , the resulting membership set may be empty. To illustrate the problem and a way to fix it, consider a scalar example of (1.1) with , , and being any constant. With , the membership set is given by is empty. In the second case, let be the actual noise bound. Then Clearly, dia results in a large uncertainty in the parameter estimation. In this simple example, we see that the membership set method is sensitive to the outliers. We also observe that increasing the number of measurements does not solve the problem. To make things worse, we notice that even an accurate noise bound would still give rise to a very conservative in the presence of outliers. A way to reduce the effects of outliers is to detect and remove outliers. To this end, let us take a closer look at the previous example. Define the set and let the set denote the collection of all subsets of with 99 elements. Further, let be the subset of that does not contain and be any subset of that does contain . Furthermore, let , and be the triplet that solves the following minimization problem: subject to Define the set Note that the set is the membership set obtained by removing one measurement and setting the noise bound to . It can be easily verified that Hence, we have and this implies and Therefore coincides with the true parameter . In other words, the effect of the outliers at is eliminated. The idea behind the above procedure can be explained easily. The objective is to find a parameter and a subset such that is minimized. The intuition is that is "large" if some of the outliers are present in the set and is "small" if no outlier is present. Therefore, by looking for the optimal and that satisfy all but a small number of constraints effectively removes the outliers from measurement data.
Having motivated the need of optimization with few violated constraints, we now summarize the goals and the results of this paper.
• The outliers have a substantial influence on the method of bounded error parameter estimation [1] - [3] , [8] , [11] . How to minimize the effects of the outliers in the bounded error parameter identification has been an open problem for a long time. We remark that there is large body of research on outliers in the setting of stochastic identification but only scattered work in the bounded error parameter estimation setting. One of the first works reported is the outlier minimal number estimator [8] , [14] . In these papers, it is shown that the outlier minimal number estimator is optimal in terms of the breakdown point. To make the algorithm work, however, the noise bound needs to be known a priori. How to find a good noise bound, especially in the presence of outliers, was not discussed in these papers. Moreover, the complexity of the algorithm of the outlier minimal number estimator could be very high. Some methods were proposed recently to improve its efficiency [7] .
• In this paper, we propose an optimization approach with few violated constraints to deal with outliers. It is shown that the proposed method minimizes the effects of the outliers. A result of this approach is to provide a noise bound estimate. In addition, under some mild technical assumptions, we prove that the estimate converges to the true parameter vector even in the presence of outliers.
• It is shown in this paper that the complexity of the proposed algorithm to calculate an optimal solution that satisfies all but constraints is bounded by where is the dimension of the problem to be defined later. In particular, in the setting of bounded error parameter estimation, where is the dimension of the unknown parameter vector . This complexity is comparable to for small , . We note that a trivial way to solve the problem of optimization with few violated constraints is to find the minimum value for each collection of constraints and this results in a complexity which is much higher than for small , . The results reported here are a continuation of the work of [10] , which shows that the complexity of the problem of optimization with few violated constraints is bounded by
. In this paper, we therefore improve the complexity from to . This improvement could be substantial, e.g., and give and . Finally, we point out that the problem posed in this paper is reminiscent of the least quantile of squares estimate in the time series literature [15] . Thus, the method proposed in this paper also solves efficiently the least quantile of squares estimation problem for small and .
We now end this section by giving an outline of the paper. Section II proposes an approach for robust estimation in the bounded error parameter estimation setting. To efficiently solve the problem, we re-formulate it in the framework of optimization with few violated constraints. Then, an algorithm is developed with the complexity discussed above. Convergence results are provided in Section III. Section IV shows some numerical simulation results. Concluding remarks are provided in Section V.
II. OPTIMIZATION WITH FEW VIOLATED CONSTRAINTS FOR BOUNDED ERROR PARAMETER ESTIMATION
In this section, we study the problem of robust identification in the presence of outliers within the framework of optimization with few violated constraints. Let and , denote the given input-output measurements. Define a new variable (2.1) and the constraints for . Since both constraints appear in pair, the condition is guaranteed. Otherwise, if , no constraint can be satisfied. Now, the problem of robust identification in the presence of outliers is to find the backward lexicographically smallest point such that all but at most constraints are satisfied. Then, is the parameter estimate and is the noise bound estimate. The backward lexicographically smallest point, or the lexicographically smallest point for short in this paper, means that the last coordinate is the most important. In other words, let , be any two points in . Then, is lexicographically smaller than , or if and only if for some and for all such that Note that whether or for is irrelevant. Next, we define the problem of optimization with few violated constraints in an abstract framework.
Let denote the set of constraints in . For any subset , let denote the number of constraints in , for example and let be a function which maps every subset to the minimum value of some function, i.e., the value of stands for the smallest value attainable for a certain cost function satisfying all the constraints in . One example is for some function , where all constraints of are satisfied We now introduce six definitions which are standard in the literature of LP-type problems, e.g., see [10] and [16] . We remark that for a linear cost function with linear constraints, the dimension is exactly equal to , the dimension of the parameter vector to be calculated [10] . . For a given , find a basis that has the minimum value and satisfies all but at most constraints.
We denote by the set of all bases of level , i.e., the collection of all the bases representing the sets of level , and for the set of bases of level at most . In order to solve the OWFVC problem, we need to find a basis with the smallest value among all bases of level at most . A trivial way to solve this problem is to find the minimum value for each collection of constraints. However, there are possible combinations, and thus, the computational complexity is high. The way we propose is to search all the bases of level equal to or less than in an efficient way when , and then to select the one with the minimum value. The key is to show that the number of bases for grows no faster than as increases and moreover every basis for can be generated from in the sense defined in the following lemma. Lemma 2.1: Consider a nondegenerate and feasible LP-type problem. Then, we have 1) Every basis for can be generated from in the sense that for each , there exists a basis , such that , i.e., is a basis of for some , , where the sign means "deprived of." 2) Every basis of can be reached from the basis of by a direct path in the sense that can be generated from , which is , can be generated from , and can be generated from .
Proof: First, we observe that 2) is a direct consequence of 1), and thus, we only need to show 1 This completes the proof. Based on the aforementioned two lemmas, we now present the algorithm which is illustrated in Fig. 1 with some and , to solve the problem of optimization with few violated constraints. The idea is to define a direct graph on the vertex set , i.e., to find all the bases of from and then to calculate each value that requires solving LP-type problem of the form .
Algorithm for the OWFVC problem Let be a nondegenerate and feasible LP-type problem. Given , and , find a basis that has the minimum value and satisfies all but at most constraints.
Step 1) Determine the unique basis and set .
Step 2) For each , determine all its neighbors in by finding the basis of for every basis and each . Check if the achieved basis coincides with any basis obtained before. If it is, then it is redundant and we remove it from the search path. Also, check if , i.e., if the obtained basis is in
. If the basis obtained is not redundant, go to Step 3).
Step 3) If , go to Step 4). Otherwise, set and go to Step 2).
Step 4) Find the basis with the smallest value of among all .
Before presenting the main result of this section, we remark that there are several algorithms for solving an LP-type problem with and a fixed in time [16] . These algorithms differ slightly in the assumptions on the primitive operations available.
We now state the main result of this section. . Let be a redundant basis at level that coincides with some bases obtained before. Then, its predecessor has to be a basis at level and is not redundant. The total number of such nonredundant predecessors is at most and each has at most successors. Thus, the maximum number of redundant bases that need to be calculated is bounded by with calculation time . This completes the proof.
Remark 2.1: Theorem 2.1 shows that the proposed algorithm is very efficient for small , which is the case in the bounded error parameter identification where can be very large, is the bound on the number of outliers and , the number of the parameters.
Remark 2.2:
Regarding the assumption that the problem is nondegenerate, we note that if the original problem is degenerate, then by using infinitesimal perturbation, a nondegenerate refinement can be formed. The solution of the refinement problem also solves the original problem. Interested readers may find more details in [10] and [13] .
Remark 2.3: With respect to feasibility, we remark that the optimization problem is feasible if at least one solution exist, i.e., if the set defined by the constraint set is not empty. In bounded error parameter estimation, the set is always nonempty for . Therefore, the feasibility assumption is automatically satisfied as long as the noise is bounded.
III. ROBUST IDENTIFICATION IN THE PRESENCE OF OUTLIERS: CONVERGENCE RESULTS
Consider the system (1.1) and let the noise be (3.1) where denotes the "good" disturbance and the "bad" disturbance or outliers. Now, let denote the set of time indices and any subset of containing elements. Note that and . Further, let be the (good) subset of such that if and be the (bad) subset of such that if . We now state an assumption which is used in this section.
Assumption 3.1:
• The regressor is independent of and is persistently exciting, i.e., there exists a positive integer such that (3.2) for all and some .
• The "bad" noise can be nonzero at most times. Further as .
• The "good" noise is a sequence of independent random variables with some unknown distributions tightly bounded in the interval for some unknown , i.e., there is a positive probability such that for any small enough , where is an arbitrary subset of containing elements. Clearly, using Assumption 3.1, and
We now make a few remarks regarding Assumption 3.1. Equation (3.2) is the standard condition of persistent excitation. Equations (3.3) and (3.4) regarding the tightness of the noise bound have been already used in bounded error parameter estimation context [4] , [17] . Both tightness and persistent excitation conditions are required to establish the convergence result even in the absence of outliers [4] , [17] . The essence is that the good noise is tightly distributed in an interval and the outliers can happen at any time with any magnitude, but not very frequently. In fact, the maximum occurrence is bounded by . The tightness assumptions on the good part of the noise is only needed to establish convergence results but the algorithm developed in this paper can of course be used when the assumption is not satisfied.
In general, it is very difficult to define outliers or bad data that depend on the assumed system structure as well as on the assumptions of the unknown noise. In this paper, we assume that the system structure is linear and known, and bad data is due to measurement error. The upper bound on the outliers is also important. In reality, the exact number of outliers is unknown. In many applications, it is reasonable to assume that the number of bad data does not exceed a certain percentage of the total data points . For instance, if the bad data does not exceed 1% of the total data, then is obtained. As discussed in the Introduction, a robust way to estimate the noise bound and the unknown parameter in the presence of outliers is to find an optimal pair that satisfy all but a small number of observed input-output data. Thus, the problem of robust identification in the presence of outliers can be formally stated as follows. Consider the system (1.1) and Assumption 3.1. Find the minimum and the corresponding so that all but at most constraints are satisfied.
In order to solve the robust identification problem, observe that by removing at most (not necessarily bad) constraints, say at time , what remains in the good set is and in the bad set is . Obviously
Next, let be any triplet with and so that (3.5) In other words, and are the estimates of and , respectively, that satisfy all but at most constraints. Let be any such triplet that achieves the minimum value of , i.e., for all possible satisfying (3.5) . Now, let denote the augmented variable and the constraint set respectively. Further, for each subset , let denote the lexicographically smallest point in satisfying all the constraints in . Then, the robust identification problem is exactly the OWFVC problem and the algorithm can be summarized.
Robust Identification Algorithm in the Presence of Outliers:
Consider the system (1.1) under Assumption 3.1.
Step 1) Collect data, and define and the constraint set as in (2.1).
Step 2) Apply the OWFVC algorithm to find a triplet that achieves the minimum value of , i.e., for all possible satisfying and are the estimates of and .
We now present a convergence result showing the robustness of the previous algorithm. , we have that with probability one. Now, we show that . To this end, let denote the membership set after removing constraints, i.e., with Since , we have and . Now from the fact that the set converges to a singleton with probability one, it follows that: with probability one. This completes the proof.
Theorem 3.1 says that an accurate estimate can be robustly obtained in the presence of outliers. We remark that the only condition on outliers is that its occurrence is bounded by .
IV. DISCUSSION AND SIMULATION RESULTS
In this section, we provide simulation results and some discussion on the implementation of robust bounded error parameter estimation by means of the OWFVC algorithm developed in Section II. We first make some remarks concerning the OWFVC algorithm.
Remark 4.1: At each step of the algorithm, one needs to find a basis which has the minimum value of . Finding a basis with the minimum is exactly a linear programming problem. For instance, at level , finding a basis for is to find a set of constraints , which intersect at a point that has the lexicographically smallest value. These constraints constitute a basis for . Equivalently, finding a basis for at is to find a minimal and the corresponding so that all constraints are satisfied. With , this is clearly a linear programming problem. Denote such a basis by , with . Next, we can calculate the bases at level, i.e., find bases for , , where are the constraints in violating . This is again a linear programming problem. In this sense, the OWFVC algorithm requires to apply linear programming algorithms repeatedly for each level . We notice that computational complexity of a linear programming problem is, in general, polynomial in . In our setting, however, the dimension of is fixed and this implies that the computational complexity of each linear programming is linearly bounded by the number of constraints . This is a reason why we can achieve a low complexity for the OWFVC algorithm stated in Section II.
Remark 4.2:
The reason why probabilistic assumptions on the noise in the bounded error parameter estimation setting are used is to extend the well defined notion of convergence. In fact, probabilistic assumptions on the noise are not necessary. The critical point is that the noise visits the bound "often." With this "often" assumption, convergence is guaranteed in a deterministic sense.
We now simulate a fourth-order FIR system where the true parameter vector and is an i.i.d. random variable uniformly distributed in , . The noise is also an i.i.d. random variable in . For simulation purpose, we added three outliers to the noise data Clearly,three outliers account for 0.5% of the total data.
Note that the actual but unknown error bound is . Fig. 2 shows that an accurate estimate can be obtained by allowing three constraints be violated. In real applications, the actual number of the outliers may be unknown and can be estimated from the observed data. From Fig. 2 , we see that there are large changes for and virtually no changes for . Therefore, we may conclude that is the estimate of the upper bound on the number of outliers. Fig. 3 shows the parameter estimation error and the noise bound estimation error for the violation level . We see from the figure that when the level increases, the estimation errors decrease. In particular, if , which is the actual number of outliers, the estimates are almost identical to the unknown parameters and the unknown noise bound is equal to one. We conclude that the effect of outliers is efficiently eliminated as expected.
V. CONCLUDING REMARKS
In any identification setting, it is necessary to protect the estimates from "bad" data or outliers. This is usually done by changing the identification setting, i.e., changing the identification criteria depending on a priori knowledge of the noise. In this paper, in the bounded error parameter identification context, it is shown that a robust estimate can be obtained without modifying the identification setting. The method was developed within the framework of optimization with few violated constraints. We believe that the results derived in this paper are not limited to system identification but also applicable to many other applications in engineering analysis and design.
APPENDIX
The following lemma is needed to prove Theorem 3.1.
A. Lemma . Now, from the assumption that approaches both bounds and with nonzero probability, it follows that at each and for any small , we have with nonzero probability: or and In other words, at each and for any small , there exists a nonzero probability such that or Since 's, , are independent, it follows that:
Thus, as
Furthermore, for each
This implies by the Borel-Cantelli's lemma [9] that with probability one as . Accordingly dia with probability one as . Finally, is a direct consequence.
