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Abstract
We provide a compactness criterion for the set of laws Pac
sem
(Θ) on the Skorokhod
space for which the canonical processX is a semimartingale having absolutely continuous
characteristics with differential characteristics taking values in some given set Θ of Lévy
triplets. Whereas boundedness of Θ implies tightness of Pac
sem
(Θ), closedness fails in
general, even when choosing Θ to be additionally closed and convex, as a sequence of
purely discontinuous martingales may converge to a diffusion. To that end, we provide
a necessary and sufficient condition that prevents the purely discontinuous martingale
part in the canonical representation of X to create a diffusion part in the limit. As a
result, we obtain a sufficient criterion for Pac
sem
(Θ) to be compact, which turns out to be
also a necessary one if the geometry of Θ is similar to a box on the product space.
As an application, we consider a semimartingale optimal transport problem, where
the transport plans are elements of Pac
sem
(Θ). We prove the existence of an optimal
transport law P̂ and obtain a duality result extending the classical Kantorovich duality
to this setup.
Keywords Limit Theorem; Weak Compactness; Semimartingale Optimal Transport
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1 Introduction
The goal of this paper is to provide a compactness criterion for semimartingale laws. Given
a set Θ of Lévy triplets, we denote by Pacsem(Θ) the set of all probability measures P on the
Skorokhod space for which the canonical process X = (Xt)0≤t≤T is a semimartingale with
differential characteristics taking values in Θ; this means that the semimartingale character-
istics (BP, CP, νP) are of the form (bPt dt, c
P
t dt, F
P
t dt) and the processes (b
P, cP, F P) evolve in
Θ. For simplicity in the introduction, let us only consider laws with starting point X0 = 0.
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We restrict our attention to sets of Lévy triplets Θ ⊆ Rd × Sd+ × L satisfying the following
boundedness condition
sup
(b,c,F )∈Θ
{
|b|+ |c|+
∫
Rd
|x|2 ∧ |x|F (dx)
}
<∞, (1.1)
where L denotes the set of Lévy measures. It turns out that the condition (1.1) on Θ implies
tightness of Pacsem(Θ) and that under any limit law P0 of a sequence (Pn) ⊆ P
ac
sem(Θ) the
canonical process remains a semimartingale with absolutely continuous characteristics, see
Corollary 3.22 and Proposition 4.4.
Finding tightness conditions on semimartingale laws is a well-studied problem. In [26],
tightness of solutions of a martingale problem is proven. In fact, (1.1) can be seen as the
analogue of the boundedness conditions on the triplet in the integro-differential operator of
the martingale problem in [26]. In [35], conditions on the predictable quadratic covaration of
a sequence of locally square-integrable martingales (Mn) is studied, which guarantee tightness
of the laws of (Mn). Tightness for semimartingale laws was studied in [27] on the space of
càdlàg paths, but endowed with a weaker topology than the usual Skorokhod J1-topology,
which makes it easier to obtain tightness. They show that a sequence of quasimartingales laws
with uniformly bounded conditional variation is tight, and any such limit is a quasimartingale
law. We refer to [20, 6, 21] for general tightness results for processes.
For continuous semimartingales, i.e. when F ≡ 0, it was shown in [39] using techniques
developed in [41] that if in addition to (1.1) Θ ⊆ Rd×Sd+ is closed and convex, then P
ac
sem(Θ)
is compact. In other words, in the continuous case, closedness and boundedness of Θ provides
compactness of the corresponding set of probability measures Pacsem(Θ).
However, on the Skorokhod space, it is straightforward to see that closedness of Pacsem(Θ)
may fail, even when choosing Θ, in addition to (1.1), to be closed (and convex). We are
not aware of any closedness criterion of that type. To understand the difficulty, consider in
dimension one the set
Θ :=
{
(b, c, F ) ∈ R× [0,∞)× L
∣∣∣ b = 0, c = 0, supp(F ) ⊆ {|x| ≤ 1}}.
We see that Θ satisfies (1.1), is convex, and it is straightforward to argue that Θ is closed.
However, Θ contains the sequence of Lévy triplets
(
(0, 0, n δ 1√
n
)
)
n∈N. Consider the sequence
of laws (Pn) ⊆ P
ac
sem(Θ), where each element Pn is defined as the unique law such that X
becomes a Lévy process with triplet (0, 0, nδ 1√
n
). Under each Pn, X is the scaled compensated
Poisson process 1√
n
(Nnt −nt) with intensity n, which is known to converge weakly to Brownian
motion. However, the Wiener measure P0 is not an element of P
ac
sem(Θ), as the corresponding
triplet (0, 1, 0) is not an element of Θ. So closedness of Pacsem(Θ) fails.
The key difficulty of getting closedness of Pacsem(Θ) is that a sequence of purely discon-
tinuous martingales may converge to a diffusion, and this (additional) diffusion may destroy
the closedness of Pacsem(Θ), even when choosing Θ to be closed. Therefore, we need to char-
acterize the condition on Θ that prevents the purely discontinuous (local) martingale part of
X to create an additional diffusion part in the limit.
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We show in Theorem 2.1 that any limit of a sequence (Pn) of purely discontinuous mar-
tingale laws being in Pacsem(Θ) is a martingale law; the necessary and sufficient condition for
the limit P0 to be a purely discontinuous martingale law turns out to be
lim
δ↓0
lim sup
n→∞
EPn
[ ∫ T
0
∫
{|x|≤δ}
|x|2 F Pnt (dx) dt
]
= 0.
Now, the intuition is the following. If we can exclude the sequence of purely discontinuous
martingale parts to create an additional diffusion in the limit, then the boundedness condition
(1.1) together with closedness of Θ should lead to compactness of Pacsem(Θ). The condition
lim
δ↓0
sup
(b,c,F )∈Θ
∫
{|x|≤δ}
|x|2 F (dx) = 0 (1.2)
is the weakest condition on Θ one can impose that prevents limits of purely discontinuous
martingales to possess a diffusion part.
We show in Theorem 2.5 that if Θ is closed, convex and satisfies (1.1), then (1.2) is a
sufficient condition that Pacsem(Θ) is compact. Moreover, if the geometry of Θ ⊆ R
d× Sd+×L
is similar to the one of a box on the product space (see Definition 2.4), then (1.2) is also a
necessary condition.
As an application of the compactness criterion for Pacsem(Θ), we study a semimartingale
optimal transport problem. In classical optimal transport theory, the Monge-Katorovich
transport problem for given distributions µ0, µ1 on R
d and cost function c : Rd×Rd → [0,∞)
consists of minimizing the functional
P 7→ EP
[
c(X0,X1)
]
over all distributions P on Rd × Rd with initial marginal P ◦ X−10 = µ0 and final marginal
P ◦X−11 = µ1. A duality result was established in [24, 25] under some suitable conditions on
the cost function c. We refer to [40] as reference for classical optimal transport. Recently,
martingale optimal transport has been a very active field of research ([1, 14, 3, 17, 8, 4, 15]),
also in connection to Skorokohod Embedding Problems ([18, 19, 34, 16, 2]) and to robust
pricing in mathematical finance ([1, 14, 3, 13, 11, 12, 37]), to name but a few.
Semimartingale optimal transport was introduced in [30] as an extension of the classical
Monge-Kantorovich optimal transport problem, where for a given cost function cP(X) (which
may vary in P) and given distributions µ0, µ1 on R
d, one minimizes
P 7→ EP[cP(X)]
over all semimartingale laws P with initial marginal P◦X−10 = µ0 and final marginal P◦X
−1
1 =
µ1. We see that the semimartingale optimal transport problem recover the classical Monge-
Kantorovich optimal transport problem when choosing cP(X) ≡ c(X0,X1).
We study the following semimartingale optimal transport problem. For any distributions
µ0, µ1 on R
d we denote by PΘ(µ0, µ1) the set of all probability measures P ∈ P
ac
sem(Θ) which
have initial marginal P ◦ X−10 = µ0 and final marginal P ◦ X
−1
1 = µ1. Then, given a cost
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function L, distributions µ0, µ1 on R
d, and a set Θ ⊆ Rd × Sd+×L, we want to minimize the
functional
P 7→ EP
[ ∫ 1
0
L(t,X, bPt , c
P
t , F
P
t ) dt
]
over all probability measures P ∈ PΘ(µ0, µ1). We prove the existence of a minimizer P̂ ∈
PΘ(µ0, µ1) and a duality theorem which is an extension of the classical Kantorovich duality
to this setup (see [24, 25]). When choosing Θ := Rd×{Id×d}×{0} and Θ ⊆ Rd×Sd+×{0}, we
recover the semimartingale optimal transport and the corresponding strong duality result in
[30] and [39], respectively. We also refer to [9, 29] for related work on semimartingale optimal
transport for continuous semimartingales. Following the arguments of [30, 39], the existence
of a minimizer P̂ and the duality theorem is obtained in Theorem 2.16 using classical convex
duality results, which require that the value function
(µ0, µ1) 7→ V (µ0, µ1) := inf
P∈PΘ(µ0,µ1)
EP
[ ∫ 1
0
L(t,X, bPt , c
P
t , F
P
t ) dt
]
is convex and lower semicontinuity. The lower semicontinuity of the value function heavily de-
pends on the compactness property Pacsem(Θ), which we now can ensure from the compactness
criterion by imposing Θ to satisfy (1.1) and (1.2).
The remainder of this paper is organized as follows. In Section 2, we introduce the no-
tions and present the main results. In Section 3, we lift the laws Pacsem(Θ) to an enlarged
space Ω, where we prove our main results about the characterization when purely discon-
tinuous martingales can create a diffusion in the limit and the compactness criterion for the
semimartingale laws. The enlarged space allows us to consider the joint distribution of the
summands in the canonical representation of X. The main tool for the proof is the Sko-
rokhod representation theorem, which enables us to translate weak convergence to pointwise
convergence. In Section 4, we prove the above results on the original Skorokhod space using
the corresponding results derived on the enlarged space. To that end, an analysis of semi-
martingale characteristics with respect to a filtration smaller than the original one on the
enlarged space is needed. In Section 5, we prove the existence of a minimizer and the duality
result of the semimartingale optimal transport problem.
2 Setup and Main Results
Fix d ∈ N, T <∞ and let Ω := D([0, T ],Rd) be the space of all càdlàg paths ω = (ωt)0≤t≤T
endowed with the usual Skorokhod J1-topology, where we equip Ω with the corresponding
Borel σ-field F . Denote by X = (Xt)0≤t≤T the canonical process Xt(ω) = ω(t) and by
F = (Ft)0≤t≤T the (raw) filtration generated by X. Moreover, we denote by M1(Ω) the
space of all probability measures on (Ω,F), which is a Polish space by the usual topology of
weak convergence, see e.g. [5, Chapter 7].
For a given probability measure P and a filtration G on (Ω,F), we call a G-adapted
process Y with càdlàg paths a P-G-semimartingale if there exist right-continuous, G-adapted
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processes M and A with M0 = A0 = 0 such that M is a P-G-local martingale, A has paths
of finite varation P-a.s. such that Y = Y0 +M +A P-a.s.
Fix a continuous truncation function h : Rd → Rd; that is a bounded continuous func-
tion such that h(x) = x in a neighborhood of zero. Let P be a probability measure on
(Ω,F) under which the canonical process X is a P-F-semimartingale. Denote by (BP, CP, νP)
its P-F-semimartingale charateristics, this means that (BP, CP, νP) is a triplet of processes
such that P-a.s., BP is the predictable finite variation part in the canonical decomposition of
X−
∑
0≤s≤·(∆Xs−h(∆Xs)) under P, C
P is the quadratic covariation of the continuous local
martingale part of X under P and νP is the P-compensator of the measure µX associated to
the jumps of X. We refer to [21] as our main reference for standard notions related to general
semimartingale theory. Under a given probability measure P, X is a P-F-semimartingale if
and only if it is one with respect to the right continuous filtration F+ or the usual augmen-
tation FP+, and the semimartingale characteristics with these filtrations are the same, see [31,
Proposition 2.2]. We denote by Psem the set of all probability measures on (Ω,F) such that
X is a P-F-semimartingale.
Given a semimartingale law P, we say thatX has absolutely continuous characteristics un-
der P-F if (dBP, dCP, dνP) = (bPt dt, c
P
t dt, F
P
t dt). The differential characteristics (b
P, cP, F P)
take values in Rd × Sd+ × L, where S
d
+ denotes the set of all symmetric, nonnegative definite
d× d matrices and
L :=
{
F measure on Rd
∣∣∣ ∫
Rd
|x|2 ∧ 1F (dx) <∞ and F ({0}) = 0
}
denotes the set of Lévy measures. We write
Pacsem :=
{
P ∈ Psem
∣∣X has absolutely continuous characteristics}.
Given a set Θ ⊆ Rd × Sd+ × L, we denote by
Pacsem(Θ) :=
{
P ∈ Pacsem
∣∣ (bP, cP, F P) ∈ Θ P× dt-a.e.}
the set of all semimartingale laws in Pacsem with differential characteristics taking value in
Θ P× dt-a.s. Given a set Γ0 ⊆M1(R
d) of distributions on Rd, we write
Pacsem(Θ)(Γ0) :=
{
P ∈ Pacsem(Θ)
∣∣P ◦X−10 ∈ Γ0}
for those elements in Pacsem(Θ) with corresponding initial distribution lying in Γ0.
To provide our compactness criterion for semimartingale laws, we first need to intro-
duce a topology on Θ. To that end we endow L with the topology of weak convergence
induced by the bounded continuous functions on Rd vanishing in a neighborhood of the ori-
gin. More precisely, given (Fn)n∈N ⊆ L and F ∈ L, we say that (Fn)n∈N converges to F
if limn→∞
∫
Rd
g(x)Fn(dx) =
∫
Rd
g(x)F (dx) for all bounded continuous functions g on Rd
vanishing in a neighborhood of the origin. Having defined a topology on L, we can equip
Rd × Sd+ × L with the corresponding product topology.
Consider the following condition on the values of the differential characteristics.
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Condition (B). A set Θ ⊆ Rd × Sd+ × L satisfies Condition (B) if
K := sup
(b,c,F )∈Θ
{
|b|+ |c|+
∫
Rd
|x|2 ∧ |x|F (dx)
}
<∞. (2.1)
Note that Condition (B) guarantees that both the continuous and purely discontinuous
local martingale part of the canonical representation of X under any P ∈ Pacsem(Θ) are true
martingales, and every element P ∈ Pacsem(Θ) being a σ-martingale law satisfying E
P[|X0|] <
∞ is a true martingale law, see the proof of [32, Lemma 5.2].
Now, let us state our first result, which provides a necessary and sufficient condition
for limits of purely discontinuous martingale measures to be again a purely discontinuous
martingale measure. To that end, denote
Pacm :=
{
P ∈ Pacsem |X is a P-F-martingale
}
,
Pacm,d :=
{
P ∈ Pacm |X is a P-F-purely discontinuous martingale
}
=
{
P ∈ Pacm |C
P = 0
}
,
Pacm,d(Θ) :=
{
P ∈ Pacm,d | (b
P, cP, F P) ∈ Θ P× dt-a.e.
}
.
Theorem 2.1. Let Θ ⊆ Rd × Sd+ × L satisfy Condition (B) and (Pn)n∈N ⊆ Pacm,d(Θ) be a
sequence of purely discontinuous martingale measures which converges weakly to some P0 ∈
M1(Ω) satisfying E
P0 [|X0|] <∞. Then the following hold true.
1) We have P0 ∈ P
ac
m .
2) We have the following necessary and sufficient criterion for the limit law to be a purely
discontinuous martingale measure:
P0 ∈ P
ac
m,d ⇐⇒ lim
δ↓0
lim sup
n→∞
EPn
[ ∫ T
0
∫
{|x|≤δ}
|x|2 F Pnt (dx) dt
]
= 0. (2.2)
Corollary 2.2. Let Θ ⊆ Rd × Sd+ × L satisfy Condition (B) and (Pn)n∈N ⊆ Pacsem(Θ). As-
sume that the sequence of laws (Pn ◦(M
d,Pn)−1)n∈N of the corresponding purely discontinuous
martingale part of the canonical process X under Pn converges to some law P0 ∈ M1(Ω).
Then 1) and 2) of Theorem 2.1 hold true, too.
Remark 2.3. The condition for a martingale to be a purely discontinuous one is of local
nature. Therefore, the above theorem and corollary also hold true when considering (semi-)
martingale laws defined on the time interval [0,∞), up to the slight modification that the
right-hand side of (2.2) must then hold for all T ∈ [0,∞).
We can use Theorem 2.1 to obtain a necessary and sufficient criterion onΘ forPacsem(Θ)(Γ0)
to be compact. To that end, we introduce the following condition.
Condition (J). A set Θ ⊆ Rd × Sd+ × L satisfies Condition (J) if
lim
δ↓0
sup
(b,c,F )∈Θ
∫
{|x|≤δ}
|x|2 F (dx) = 0.
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Moreover, denote
projc(Θ) :=
{
c ∈ Sd+
∣∣ there exists (b, F ) ∈ Rd × L such that (b, c, F ) ∈ Θ},
projF (Θ) :=
{
F ∈ L
∣∣ there exists (b, c) ∈ Rd × Sd+ such that (b, c, F ) ∈ Θ}.
Definition 2.4. Given Θ ⊆ Rd×Sd+×L, we say that projc(Θ) does not depend on projF (Θ)
if for any fixed F ∈ projF (Θ){
c ∈ projc(Θ)
∣∣ there exists b ∈ Rd such that (b, c, F ) ∈ Θ} = projc(Θ).
The condition on Θ introduced in Definition 2.4 can be seen as a generalization of a box.
Indeed, for any subsets Db ⊆ R
d,Dc ⊆ S
d
+, DF ⊆ L, the box ΘBox := Db×Dc×DF satisfies
the above condition. Let us state the compactness criterion for Pacsem(Θ)(Γ0).
Theorem 2.5. Let Θ ⊆ Rd × Sd × L be closed, convex and satisfy Condition (B). Then the
following hold true:
1) Θ satisfying Condition (J) implies closedness of Pacsem(Θ).
2) On the other hand, if additionally Θ is satisfying the condition in Definition 2.4, then
closedness of Pacsem(Θ) implies that Θ satisfies Condition (J).
In addition, consider a set of distributions Γ0 ⊆M1(R
d) being compact. Then:
3) Θ satisfying Condition (J) implies compactness of Pacsem(Θ)(Γ0).
4) On the other hand, if additionally Θ is satisfying the condition in Definition 2.4, then
compactness of Pacsem(Θ)(Γ0) implies that Θ satisfies Condition (J).
Remark 2.6. Under the above conditions, tightness of Γ0 ⊆ M1(R
d) implies tightness of
Pacsem(Θ)(Γ0), see Corollary 3.22. Moreover, closedness of Γ0 ensures that any limit law P0 of
a sequence (Pn) ∈ P
ac
sem(Θ)(Γ0) satisfies P0 ◦X
−1
0 ∈ Γ0. Therefore, part 3) and 4) are simple
consequences of part 1) and 2).
Remark 2.7. By the same arguments, the results of Theorem 2.5 also hold true when
considering semimartingale laws defined on the time interval [0,∞).
Next, we provide a second compactness criterion for Pacsem(Θ)(Γ0) expressed by the in-
finitesimal generator of the Lévy laws in Pacsem(Θ). To that end, for any set of Lévy triplets
Θ set
PL(Θ) :=
{
P ∈ Pacsem(Θ) |X is a P-F-Lévy process
}
.
For any (b, c, F ) ∈ Θ we consider the infinitesimal generator L(b,c,F ), which satisfies for any
smooth enough function f that
(L(b,c,F )f)(x) :=
d∑
i=1
bi
∂f
∂xi
(x) +
1
2
d∑
i,j=1
cij
∂2f
∂xi∂xj
(x)
+
∫
Rd
(
f(x+ y)− f(x)−
d∑
i=1
∂f
∂xi
(x)hi(y)
)
F (dy),
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and introduce the Lévy exponent function ψ(b,c,F ) ∈ C(Rd,C) given by
ψ(b,c,F )(x) = ix · b−
1
2
x · c · x+
∫
Rd
(eix·y − 1− ix · h(y))F (dy).
Furthermore, consider a function u : Rd × Sd+ × L → R
d × Sd+ × L defined by
(b, c, F ) 7→ (b, c˜, F ), where c˜ij = cij +
∫
Rd
hi(x)hj(x)F (dx). (2.3)
Denote by C2b (R
d) the set of bounded continuous functions with bounded continuous deriva-
tives up to the second order. Then we obtain the following second compactness criterion for
semimartingale laws Pacsem(Θ)(Γ0).
Theorem 2.8. Let Θ ⊂ Rd × Sd+ × L be closed, convex and satisfy condition (B). Then the
following are equivalent:
1) u(Θ) ⊆ Rd × Sd+ × L is closed.
2) For any compact set Γ0 ⊆M1(R
d) of distributions on Rd, the set of laws Pacsem(Θ)(Γ0)
is compact.
3) PL(Θ) is compact.
4) The set {L(b,c,F ) : (b, c, F ) ∈ Θ} is sequentially compact with respect to C2b (R
d)-test
functions for the topology of pointwise convergence. More precisely, for every sequence
((bn, cn, Fn))n∈N ⊆ Θ there exists a subsequence ((bnk , cnk , Fnk))k∈N and (b0, c0, F 0) ∈
Θ such that for all f ∈ C2b (R
d) the subsequence of functions ((L(b
nk ,cnk ,Fnk )f))k∈N
converges pointwise to the function (L(b
0,c0,F 0)f).
5) The set of functions {ψ(b,c,F ) : (b, c, F ) ∈ Θ} is sequentially compact for the topology of
pointwise convergence. More precisely, for every sequence ((bn, cn, Fn))n∈N ⊆ Θ there
exists a subsequence ((bnk , cnk , Fnk))k∈N and (b0, c0, F 0) ∈ Θ such that the subsequence
of functions (ψ(b
nk ,cnk ,Fnk ))k∈N converges pointwise to the function ψ(b
0,c0,F 0).
Remark 2.9. Since Conditions 1), 4) and 5) are local conditions, Theorem 2.8 remains valid
for semimartingale laws defined on the time interval [0,∞).
Remark 2.10. For most sets of Lévy triplets Θ, if one wants to check whether one of the
equivalent conditions in Theorem 2.8 to Pacsem(Θ)(Γ0) being compact holds true, one needs
to verify that any sequence of (sums of compensated) small jumps cannot create an addi-
tional diffusion in the limit. This immediately links to the results obtained in Theorem 2.1
and Theorem 2.5. In particular, Theorem 2.8 cannot replace Theorem 2.1 and Theorem 2.5,
which are much deeper results as they explain how one can prevent purely discontinuous
martingales to create an additional diffusion in the limit which then leads to a compactness
criterion expressed through Condition (J). However, if roughly speaking, Θ is described by
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a boundedness condition on the modified second differential characteristic (cf., e.g., Exam-
ple 2.11), then Condition 1) in Theorem 2.8 can be verified directly. The intuition why this
holds is the following.
A semimartingale is described by its drift, its diffusion, its sum of big jumps and its
sum of compensated small jumps. Notice that drifts converge to a drift, diffusions converge
to a diffusion, and the sum of big jumps converges to a sum of big jumps; we refer to
Subsection 3.2 for a precise statement. However, a sequence of sums of compensated small
jumps converges to a sum of compensated small jumps and a possible additional diffusion.
This is why if no additional diffusion may be created in the limit, then closedness of Θ implies
closedness of Pacsem(Θ)(Γ0), and hence also compactness of P
ac
sem(Θ)(Γ0), due to Θ satisfying
Condition (B). But notice that the modified second characteristic is defined as the sum of the
(quadratic variation of the) diffusion and the (compensator of the sum of the squared) small
jumps. Therefore, a sequence of modified second characteristics converges to the modified
second characteristic of the limit process. Thus, if Θ is described by a constraint only on the
modified second differential characteristic, without any constraints on the second differential
characteristic, then Condition 1) in Theorem 2.8 can be verified directly due to the definition
of the map u involved in Condition 1).
The proofs of Theorem 2.1, Theorem 2.5, and Theorem 2.8 are given in Section 4. Now,
we present an example showing that in Theorem 2.5, Condition (J) is not necessary for
Pacsem(Θ)(Γ0) to be compact.
Example 2.11. Let the dimension be d = 1. For any F ∈ L denote by supp(F ) the support
of the measure F and define Θ ⊆ R× [0,∞)× L by
Θ :=
{
(b, c, F )
∣∣∣ supp(F ) ⊆ {|x| ≤ 1}, b = 0, c+ ∫
R
|x|2 F (dx) = 1
}
,
where the (differential) characteristics are defined with respect to a continuous truncation
function h satisfying h(x) = x on {|x| ≤ 1}. Observe that Θ does not satisfy the condition
in Definition 2.4. It turns out that Θ is closed, convex and satisfies Condition (B), but Con-
dition (J) fails. However, the set Pacsem(Θ)({δ0}) is compact. Compactness of P
ac
sem(Θ)({δ0})
is shown by verifying that Condition 1) in Theorem 2.8 holds true. We provide the proof at
the end of Section 4.
Remark 2.12. As mentioned above, we know from [31, Proposition 2.2] that the precise
choice of the filtration in the definition of the set Psem and its subsets introduced above is
not crucial in the sense that the results above also hold true with respect to any filtration
F ⊆ G ⊆ FP+.
Remark 2.13. Even though Pacsem(Θ) 6= ∅, we might have that P
ac
m(Θ) = ∅ or P
ac
m,d(Θ) = ∅.
However, one can easily impose conditions (additional to the one in Theorem 2.1) on Θ such
that both sets above are nonempty. In fact, if in addition to Condition (B) we assume that
Θ ⊆
{
(b, c, F ) ∈ Rd × Sd+ × L
∣∣∣ b+ ∫
Rd
[x− h(x)]F (dx) = 0
}
=: ΘM,
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then we have {P ∈ Pacsem(Θ) |E
P[|X0|] <∞} = P
ac
m(Θ). Moreover, if we impose that
Θ ⊆
{
(b, c, F ) ∈ ΘM
∣∣ c = 0} =: ΘMd ,
then we even obtain {P ∈ Pacsem(Θ) |E
P[|X0|] <∞} = P
ac
m,d(Θ).
As an application of Theorem 2.5, we consider the following semimartingale optimal
transportation problem. First, let T = 1 and fix any set Θ ⊆ Rd × Sd × L being closed,
convex and satisfying Condition (B) and Condition (J). To shorten the notation, we write
PΘ ≡ P
ac
sem(Θ). Given two arbitrary probability measures µ0 and µ1 in M1(R
d), we denote
PΘ(µ0) :=
{
P ∈ PΘ
∣∣P ◦X−10 = µ0},
PΘ(µ0, µ1) :=
{
P ∈ PΘ(µ0)
∣∣P ◦X−11 = µ1}.
The semimartingale X under P ∈ PΘ(µ0, µ1) can be viewed as a medium of mass trans-
portation from the initial distribution µ0 to the target distribution µ1. We couple P with a
transportation cost
J(P) := EP
[ ∫ 1
0
L(t,X, bPt , c
P
t , F
P
t ) dt
]
,
where L : [0, 1] × Ω × Θ → [0,∞) is a given cost function. Then, we are interested in the
following optimal transport problem
V (µ0, µ1) := inf
P∈PΘ(µ0,µ1)
J(P), (2.4)
using the convention inf ∅ = ∞. The goal is to prove a duality result for the minimizing
problem (2.4), which can be seen as an extension of the classical Kantorovich duality in
optimal transportation. To that end, we need some conditions on L.
Assumption 2.14. The cost function L : (t, ω, θ) ∈ [0, 1] × Ω × Θ 7→ L(t, ω, θ) ∈ [0,∞)
satisfies:
1) L is nonnegative, continuous in (t, ω, θ) and convex in θ.
2) L is uniformly continuous in t in the sense that
∆tL(ǫ) := sup
0≤s,t≤1,|t−s|<ǫ,ω∈Ω,θ∈Θ
|L(s, ω, θ)− L(t, ω, θ)|
1 + L(t, ω, θ)
−→ 0 as ε→ 0.
Remark 2.15. In the case Θ = (U × {0}) where U ⊆ Rd × Sd+ and here 0 denotes the zero-
measure ∈ L, Condition 1) and 2) coincide with [39, Assumption 3.1 and Assumption 3.2].
In fact, when U = {Id×d} × Rd, Assumption 2) coincide with [30, Assumption A.1].
We define the dual formulation of (2.4) by
V(µ0, µ1) := sup
λ1∈Cb(Rd)
{∫
Rd
λλ10 (x)µ0(dx)−
∫
Rd
λ1(x)µ1(dx)
}
,
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where
λλ10 (x) := inf
P∈PΘ(δx)
EP
[ ∫ 1
0
L(t,X, bPt , c
P
t , F
P
t ) dt+ λ1(X1)
]
.
The integral
∫
Rd
λλ10 (x)µ0(dx) is well-defined as the function λ
λ1
0 is bounded from below
(might taking value ∞) and is measurable, cf. Lemma 5.4. Then, our main duality result is
the following.
Theorem 2.16. Let Θ ⊆ Rd × Sd+ × L being closed, convex, satisfying Condition (B) and
Condition (J). Moreover, let the cost function L satisfy Assumption 2.14. Then
V (µ0, µ1) = V(µ0, µ1), for all µ0, µ1 ∈M1(R
d),
and the infimum is achieved by some P̂ ∈ PΘ(µ0, µ1) for the primal problem V (µ0, µ1) defined
in (2.4), whenever it is finite.
Remark 2.17. In general, PΘ(µ0, µ1) might be empty. However, for example when µ0 =
δx for some x ∈ R
d and µ1 is some suitable infinitely divisible distribution (suitable with
respect to Θ), then PΘ(µ0, µ1) is clearly nonempty containing at least the corresponding Lévy
law. Moreover, PΘ(µ0, µ1) being nonempty is closely related to the Skorokhod Embedding
Problem for Lévy processes with nontrivial initial law.
3 A Version of Theorem 2.1 & 2.5 on an Enlarged Space
3.1 An Enlarged Space
In this subsection, we introduce an enlarged space. The strategy of the proofs of our main
results is to derive them first in the enlarged space and then conclude for the original space.
Let C+(Rd) := {gi | i ∈ N} be a countable family of bounded continuous functions on R
d
vanishing in a neighborhood of the origin with the following properties:
• it is a law-determining class for Lévy measures, i.e. for any two Lévy measures F,F ′ ∈ L,
if one has
∫
Rd
g(x)F (dx) =
∫
Rd
g(x)F ′(dx) for all g ∈ C+(Rd), then F = F ′.
• it is a convergence-determining class for the weak convergence induced by the bounded
continuous functions on Rd vanishing in a neighborhood of the origin, i.e. given any sequence
(Fn)n∈N ⊆ L and F ∈ L, if limn→∞
∫
Rd
g(x)Fn(dx) =
∫
Rd
g(x)F (dx), for all g ∈ C+(Rd),
then limn→∞
∫
Rd
g(x)Fn(dx) =
∫
Rd
g(x)F (dx) for all bounded continuous functions on Rd
vanishing in a neighborhood of the origin.
• For each m ∈ N, let g2m be a continuous function on Rd satisfying for all x ∈ Rd that
0 ≤ g2m(x) ≤ |x|
2 ∧ 1 and that
g2m(x) =
{
0 if |x| ≤ 12m ;
|x|2 ∧ 1 if |x| > 1m .
We refer to [21, II.2.20] together with [21, VII.2.7&2.8] for the existence of such a class
C+(Rd).
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For any n ∈ N, write Ωn = D([0, T ],R
n) endowed with the Skorokhod topology, and
Ωcn := C([0, T ],R
n) for the space of continuous function with the usual uniform topology.
Recall Ω = Ωd = D([0, T ],R
d) our original space. We introduce the enlarged space
Ω := Ω× Ωcd × Ω
c
d ×Ω× Ω× Ω
c
d2 × Ωd2 × Ω
c
d2 × (Ω1 × Ω
c
1)
N,
endowed with the product topology, becoming a Polish space. We write
X :=
(
X,B,M
c
,M
d
, J , C, [M ], C˜, (U
i
, V
i
)i∈N
)
for the canonical process Xt(ω) = ω(t), ω ∈ Ω. We endow Ω with its Borel σ-field F and
denote by F = (Ft)0≤t≤T the (raw) filtration generated by X.
Denote by P
ac
sem the set of all probability measures on (Ω,F) such that X is a P-F-
semimartingale with absolutely continuous characteristics having canonical representation
X −X0 = M
c
+M
d
+B + J P-a.s., satisfying (3.1)
• M
c
0 =M
d
0 = B0 = 0 P-a.s.
• B has P-a.s. finite variation paths.
• M
c
is a continuous P-F-local martingale with quadratic covariation C.
• M
d
is a purely-discontinuous P-F-local martingale. (∗)
• J =
∑
0≤s≤·[∆Xs − h(∆Xs)] P-a.s..
• C˜ is the modified second characteristic of X under P-F. (for definition, see e.g. [21, p.79])
• [M ] is the quadratic covariation of the local martingale M := M
c
+M
d
.
• P-a.s., each U
i
coincides with
∫ ·
0
∫
Rd
gi(x)µ
X(dx, dt) (writing gi(x)∗µ
X for brevity) and each
V
i
coincides with gi(x) ∗ ν
P, where νP(dx, dt) denotes the P-F-compensator of the measure
µX(dx, dt) associated to the jumps of X, and gi denotes the i-th element in C
+(Rd).
We also define a slightly bigger class P
ac,w
sem of probability measures which contains all
laws P on (Ω,F) satisfying the same conditions as above to be in P
ac
sem, up to (∗), where we
instead impose the weaker condition onM
d
to be a P-F-local martingale (but not necessarily a
purely discontinuous one). Moreover, for any P ∈ P
ac
sem denote by (b
P
, cP, F
P
) the differential
characteristics of X with respect to P-F. Then, given Θ ⊆ Rd × Sd+ × L and Γ0 ⊆ M1(R
d),
define P
ac
sem(Θ) in accord with the definition of the corresponding sets on the original space
Ω by
P
ac
sem(Θ) :=
{
P ∈ P
ac
sem
∣∣ (bP, cP, F P) ∈ Θ P× dt-a.e.},
P
ac
sem(Θ)(Γ0) :=
{
P ∈ P
ac
sem(Θ)
∣∣P ◦X−10 ∈ Γ0}.
Next, we introduce a function ϕ : Rd × Sd+ × L → R
d × Sd+ × R
N, which turns out to
be useful for proving that the differential characteristics under a limit law P0 of a sequence
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(Pn) ⊆ P
ac
sem(Θ) are taking values in Θ. Let {gi | i ∈ N} = C
+(Rd) and define first an
additive, positive homogeneous function ϕ : L → RN via
ϕ(F ) := (
∫
Rd
gi(x)F (dx))i∈N. (3.2)
We deduce from C+(Rd) being a law-determining class on L that ϕ is injective. Now, define
ϕ : Rd × Sd+ × L → R
d × Sd+ × R
N by
(b, c, F ) 7→ (b, c, ϕ(F )) (3.3)
Clearly, ϕ is additive, positive homogeneous and also a bijection onto its image. Mostly, we
will use the function ϕ in the following way: Define the processes
bt := lim sup
n→∞
n(Bt −B(t− 1
n
)∨0), ct := lim sup
n→∞
n(Ct − C(t− 1
n
)∨0), t ∈ [0, T ],
as well as the sequence of processes vt := (v
1
t , v
2
t , . . . ) by setting for each i ∈ N
vit := lim sup
n→∞
n
(
V
i
t − V
i
(t− 1
n
)∨0
)
, t ∈ [0, T ].
Whenever P ∈ P
ac
sem, we have(
b
P
t , c
P
t , (
∫
Rd
gi(x)F
P
t (dx))i∈N
)
=
(
bt, ct, (v
i
t)i∈N
)
P× dt-a.s. (3.4)
Therefore, for any given Θ ⊆ Rd × Sd+ × L and P ∈ P
ac
sem we have
(b
P
, cP, F
P
) ∈ Θ P× dt-a.s. ⇐⇒ (b, c, v) ∈ ϕ(Θ) P× dt-a.s..
In addition, note that as C+(Rd) is a convergence-determining class for the weak convergence
induced by the bounded continuous functions on Rd vanishing in a neighborhood of the origin,
we see from (3.4) that for any given Θ ⊆ Rd× Sd+×L which is closed and P ∈ P
ac
sem we have
(b
P
, cP, F
P
) ∈ Θ P× dt-a.s. ⇐⇒ (b, c, v) ∈ cl(ϕ(Θ)) P× dt-a.s., (3.5)
where cl(ϕ(Θ)) denotes the closure of ϕ(Θ) ⊆ Rd × Sd+ × R
N.
The main goal of Section 3 is to formulate and prove the following proposition, which is
a version of Theorem 2.1 on the enlarged space Ω. Recall that under each P ∈ P
ac
sem, M
d
is
a purely discontinuous local martingale.
Proposition 3.1. Let Θ ⊆ Rd × Sd+ × L satisfy Condition (B) and let (Pn)n∈N ⊆ P
ac
sem(Θ)
be a sequence converging weakly to some law P0 ∈M1(Ω). Then, the following hold true:
1) M
d
is a P0-F-martingale.
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2) We have the following necessary and sufficient criterion for M
d
being a purely discon-
tinuous martingale under P0-F:
M
d
is a purely discontinuous P0-F-martingale
⇐⇒ lim
δ↓0
lim sup
n→∞
EPn
[ ∫ T
0
∫
{|x|≤δ}
|x|2 F
Pn
t (dx) dt
]
= 0.
As a consequence of Proposition 3.1, we obtain a closedness criterion for P
ac
sem(Θ)
Corollary 3.2. Let Θ ⊆ Rd × Sd+ × L satisfy Condition (B) and Condition (J). Consider a
sequence (Pn) ⊆ P
ac
sem(Θ) converging weakly to some P0 ∈M1(Ω). The following hold:
1) We have P0 ∈ P
ac
sem.
2) If in addition, Θ is closed and convex, then P0 ∈ P
ac
sem(Θ). In particular, P
ac
sem(Θ) is
closed.
One of the key technique to prove Proposition 3.1 and Corollary 3.2 is the Skorokhod
representation theorem [36] (see also [22]), which states the following.
Theorem 3.3 (Skorokhod representation theorem). There exists a sequence of Ω-valued ran-
dom variables (zn)n∈N0 defined on ([0, 1],B([0, 1]), λ), where λ denotes the Lebesgue measure,
such that for each n ∈ N0 , Pn = λ ◦ (z
n)−1 and (zn) converges to z0 with respect to the
product topology on Ω.
Denote by zn,X := X ◦ zn ∈ Ω, and define in the same way zn,B, . . . , zn,C as well as
zn,U
i
, zn,V
i
for each i ∈ N. The convergence of (zn) to z0 on Ω implies the convergence of
each sequence (zn,X), . . . , (zn,V
i
) to z0,X , . . . , z0,V
i
, respectively, on the corresponding space.
The proof of Proposition 3.1 and Corollary 3.2 are divided into several lemmas, provided in
the following subsections. For standard notation appearing in the theory of weak convergence
of processes, we refer to [21].
3.2 Semimartingale property of X under the limit law P0
The main objective of this subsection is to prove that any limit law P0 of a sequence (Pn)n∈N ⊆
P
ac
sem(Θ) with Θ satisfying Condition (B) is an element of P
ac,w
sem . In particular, X has no
fixed time of discontinuity.
Proposition 3.4. Let Θ ⊆ Rd × Sd+ × L satisfy Condition (B) and let (Pn)n∈N ⊆ P
ac
sem(Θ)
be a sequence converging weakly to some law P0. Then, P0 ∈ P
ac,w
sem . In addition, we have
(i) EP0
[ ∫ T
0
[
|b
P0
s |+ |c
P0
s |+
∫
Rd
|h(x)|2 F
P0
s (dx)
]
ds
]
<∞;
(ii) Both M
c
and M
d
are P0-F-martingales.
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This is the first step towards the proof of Proposition 3.1 and Corollary 3.2. The proof of
Proposition 3.4 is divided into several lemmas. We will frequently use the fact that for any
continuous function f : Rd → Rm vanishing on a neighborhood of 0, the map
If : D([0, T ];Rd)→ D([0, T ];Rm), α 7→ If (α) :=
∑
0≤s≤·
f(∆αs) (3.6)
is continuous, see [21, Corollary VI.2.8, p.340].
Lemma 3.5. Let (Pn)n∈N ⊆ P
ac
sem be a sequence converging weakly to some law P0 ∈M1(Ω).
Then we have:
(i) J =
∑
0≤s≤·[∆Xs − h(∆Xs)] P0-a.s.;
(ii) For each i ∈ N, we have U
i
=
∑
0≤s≤· gi(∆Xs) P0-a.s.;
(iii) X = X0 +B +M
c
+M
d
+ J P0-a.s.
Proof. By the Skorokhod representation theorem, both sequences (zn,X) and (zn,J) converge
pointwise to z0,X and z0,J , respectively, on the Skorokhod space. Now, as x − h(x) is a
continuous function vanishing in a neighborhood of zero, the function Ix−h(x) : Ω → Ω
defined in (3.6) is continuous, hence
lim
n→∞ I
x−h(x)(zn,X) = Ix−h(x)(z0,X).
On the other hand, as J =
∑
0≤s≤·[∆Xs − h(∆Xs)] Pn-a.s. for each n, we deduce from the
relation Pn = λ ◦ (z
n)−1 that
λ[zn,J = Ix−h(x)(zn,X)] = 1.
Therefore, we conclude z0,J = Ix−h(x)(z0,X) λ-a.s., which in turn implies (i).
Next, as each gi(x) is a continuous function vanishing in a neighborhood of the origin,
the same argument as in (i), but with gi(x) and U
i
yields (ii).
To prove (iii), we notice the existence of a different topology on the Skorokhod space Ω,
the so-called S-topology, which is weaker than the usual Skorokhod J1-topology, but has the
property that the addition (α, β) ∈ Ω × Ω 7→ α + β ∈ Ω is sequentially continuous, see [23,
Theorem 2.13]. Therefore, we conclude that
lim
n→∞
(
zn,X − zn,X0 − z
n,B − zn,M
c
− zn,M
d
− zn,J
)
= z0,X − z0,X0 − z
0,B − z0,M
c
− z0,M
d
− z0,J
pointwise in the S-topology. On the other hand, X = X0+B+M
c
+M
d
+ J Pn-a.s., hence
zn,X − zn,X0 − z
n,B − zn,M
c
− zn,M
d
− zn,J = 0 λ-a.s. for each n. Therefore, we conclude that
also z0,X − z0,X0 − z
0,B − z0,M
c
− z0,M
d
− z0,J = 0 λ-a.s., which indeed gives us (iii).
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For any constant K > 0, we denote by LipK the set of all Lipschitz-continuous functions
on [0, T ] with Lipschitz constant K. Recall that Condition (B) provides the finiteness of
K := sup
(b,c,F )∈Θ
{
|b|+ |c|+
∫
Rd
|x|2 ∧ |x|F (dx)
}
<∞.
Lemma 3.6. Let Θ ⊆ Rd × Sd+ × L satisfy Condition (B) and let (Pn)n∈N ⊆ P
ac
sem(Θ) be
a sequence converging weakly to some law P0 ∈ M1(Ω). Then B is absolutely continuous
P0-a.s. satisfying E
P0 [
∫ T
0 |bs| ds] < ∞. In particular, it is F-predictable of P0-integrable
variation. Moreover, the same holds true for C and C˜.
Proof. As Θ ⊆ Rd×Sd+×L satisfy Condition (B), we have Pn-a.s. that for any 0 ≤ s ≤ t ≤ T
|Bt −Bs| ≤
∫ t
s
|br| dr ≤ K|t− s|,
hence B ∈ LipK Pn-a.s..We can conclude by
1 = Pn
[
|Bt −Bs| ≤ K|t− s|,∀ t, s ∈ [0, T ] ∩Q
]
= λ
[
|zn,Bt − z
n,B
s | ≤ K|t− s|,∀ t, s ∈ [0, T ] ∩Q
]
that zn,B ∈ LipK, λ-a.s. for each n. As zn,B converges to z0,B pointwise in Ωcd, we have
z0,B ∈ LipK λ-a.s., which means that B ∈ LipK P0-a.s.. Hence, by Rademacher’s theorem, B
has P0-a.s. absolutely continuous trajectories, and E
P0 [
∫ T
0 |bs| ds] ≤ KT . The finite variation
property of B follows. Note that by continuity, B is F-predictable.
Next, the same arguments as above yield also the P0-a.s. absolute continuity of C with
the same integrability property. Moreover, as by [21, II.2.18, p.79], each component satisfies
C˜
ij
= C
ij
+
∫ ·
0
∫
Rd
hi(x)hj(x)F
Pn
t (dx) dt Pn-a.s. for each n,
the same also hold for C˜.
Lemma 3.7. Let Θ ⊆ Rd × Sd+ × L satisfy Condition (B) and let (Pn)n∈N ⊆ P
ac
sem(Θ) be a
sequence converging weakly to some law P0 ∈M1(Ω). Then:
(i) both M
c
and M
d
are P0-F-martingales;
(ii) For each i ∈ N, we have V
i
= gi(x) ∗ ν
P0 P0-a.s..
Proof. To see that M
d
is P0-F-martingale we first claim that for each t ∈ [0, T ], the sequence
(M
d
t |Pn) is uniformly integrable in the sense that
lim
a→∞ supn∈N
EPn
[
M
d
t 1{|Mdt |≥a}
]
= 0.
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To see this, observe that due to Θ satisfying Condition (B),
EPn
[
|M
d
t |
2
]
= EPn
[
|[M
d
]t|
]
≤ EPn
[ ∫ t
0
∫
Rd
|h(x)|2 F
Pn
s (dx) ds
]
≤ KKT
uniformly for all n, hence the result follows from the de la Vallée-Poussin theorem. Then
in terms of the Skorokhod representation, this means that for all t ∈ [0, T ], the sequence of
random variables (zn,M
d
t )n∈N defined on ([0, 1],B([0, 1]), λ) is uniformly integrable.
Next, note that the canonical process X on Ω with state space S := R5d+3d
2
× (R2)N is
right-continuous and the set J := {t ∈ [0, T ] | P0[∆Xt 6= 0] > 0} is at most countable. Thus,
the set D := [0, T ] \ J is dense in [0, T ], and for all t ∈ D the sequence of laws (Pn ◦X
−1
t )n∈N
converges weakly to P0 ◦ X
−1
t . In terms of the Skorokhod representation, the latter means
that for all t ∈ D, limn→∞ znt = z0t in S λ-a.s. Thus, for any s, t ∈ D with s < t, for any finite
partition 0 ≤ s1 < ... < sm ≤ s taking values in D, and for any fj ∈ Cb(S), j = 1, ...,m, we
have by the uniform integrability of the sequence (zn,M
d
t − z
n,M
d
s )n∈N that
0 = lim
n→∞E
Pn
[ m∏
j=1
fj(Xsj)(M
d
t −M
d
s)
]
= lim
n→∞E
λ
[ m∏
j=1
fj(z
n
sj )(z
n,M
d
t − z
n,M
d
s )
]
= Eλ
[ m∏
j=1
fj(z
0
sj )(z
0,M
d
t − z
0,M
d
s )
]
= EP0
[ m∏
j=1
fj(Xsj)(M
d
t −M
d
s)
]
.
As the filtration F is generated by the canonical process (Xt)t∈[0,T ], we can deduce from the
monotone class theorem that (M
d
t )t∈D is an F-martingale under P0, and as D is dense in
[0, T ], the whole process (M
d
t )t∈[0,T ] is also an F-martingale under P0. Finally, we observe
that the same argument also works for M
c
, hence (i) holds.
Now, fix any i ∈ N. By continuity, V
i
is F-predictable. Moreover, as gi is a bounded
continuous function vanishing in a neighborhood of the origin, there exists 0 < δi ≤ 1 such
that for each n
V
i
=
∫ ·
0
∫
Rd
gi(x)F
Pn
s (dx) ds =
∫ ·
0
∫
{|x|≥δi}
gi(x)F
Pn
s (dx) ds Pn-a.s..
Thus, we can argue as in Lemma 3.6 to conclude that for ci := supx |gi(x)| and K˜i := ciK/δ2i ,
we have V
i
∈ LipK˜i Pn-a.s. for all n and then also V
i
∈ LipK˜i P0-a.s.. Therefore, by applying
Lemma 3.5 (ii), it remains to show that W
i
:= U
i
−V
i
is a P0-F-(local)-martingale. But this
follows directly when applying the same arguments as in (i), but with respect to W
i
.
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Remark 3.8. Whereas M
c
is a continuous F-martingale under P0, it is not necessarily true
that M
d
is a purely discontinuous P0-F-martingale. We recall that our goal in this section is
to provide a necessary and sufficient condition forM
d
to be a purely discontinuous martingale
under P0, see Proposition 3.1.
Lemma 3.9. Let Θ ⊆ Rd × Sd+ × L satisfy Condition (B) and let (Pn)n∈N ⊆ P
ac
sem(Θ) be a
sequence converging weakly to some law P0 ∈M1(Ω). Then the P0-F-compensator ν
P0(dx, dt)
of the measure µX(dx, dt) associated to the jumps of X is absolutely continuous in the sense
that νP0(dx, dt) satisfies a disintegration νP0(dx, dt) = F
P0
t (dx) dt P0-a.s..
Proof. A careful inspection of the proof of [21, Proposition II.2.9, p.77] shows that the abso-
lute continuity of νP0 is equivalent to the absolute continuity of the process A := (1∧|x|2)∗νP0 .
Recall the countable family C+(Rd) := {gi | i ∈ N} introduced at the beginning of
Subsection 3.1. In particular, for each m ∈ N, g2m is a continuous function on R
d satisfying
for all x ∈ Rd that 0 ≤ g2m(x) ≤ |x|
2 ∧ 1 and that
g2m(x) =
{
0 if |x| ≤ 12m ;
|x|2 ∧ 1 if |x| > 1m .
Then by definition, we have for each n that
V
2m
=
∫ ·
0
∫
Rd
g2m(x)F
Pn
s (dx) ds Pn-a.s.
Thus for each m, by the same argument as in Lemma 3.7 (ii) we obtain that V
2m
∈ LipK P0-
a.s. Therefore, Fatou’s lemma and Lemma 3.7 (ii) yields
EP0 [AT ] ≤ lim inf
m→∞ E
P0 [V
2m
T ] ≤ KT,
in particular, At < ∞ P0-a.s. for all t ∈ [0, T ]. Thus, by dominated convergence, At =
lim
m→∞V
2m
t P0-a.s. for each t ∈ [0, T ], hence also
A = sup
m∈N
V
2m
P0-a.s.
As (V
2m
)m∈N ⊆ LipK, we obtain that A ∈ LipK, which implies its absolute continuity P0-
a.s..
Lemma 3.10. Let Θ ⊆ Rd × Sd+ ×L satisfy Condition (B) and let (Pn)n∈N ⊆ P
ac
sem(Θ) be a
sequence converging weakly to some law P0 ∈M1(Ω). Then, the following hold true:
(i) C is the quadratic covariation of M
c
under P0-F.
(ii) [M ] is the quadratic covariation of M := M
c
+M
d
under P0-F.
(iii) C˜ is the modified second characteristic of X under P0-F.
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Proof. To obtain (i), denote by 〈M
c
〉P0 the quadratic variation of M
c
under P0-F. As C
is the quadratic variation of M
c
under each Pn, we deduce from [21, Corollary VI.6.29,
p.385] that (M
c
, C) = (M
c
, 〈M
c
〉P0) in law under P0. This implies that also (M
c
,M
c
, C) =
(M
c
,M
c
, 〈M
c
〉P0) in law under P0. By applying [21, Theorem VI.6.22, p.383], we see that
(M
c
,M
c
, C,
∫
M
c
dM
c
) = (M
c
,M
c
, 〈M
c
〉P0 ,
∫
M
c
dM
c
) in law under P0. As a consequence,
we obtain componentwise for any 1 ≤ i, j ≤ d that
C
ij
−M
c,i
M
c,j
−
∫
M
c,i
dM
c,j
−
∫
M
c,j
dM
c,i
= 〈M
c
〉P0,ij −M
c,i
M
c,j
−
∫
M
c,i
dM
c,j
−
∫
M
c,j
dM
c,i
= 0
in law under P0, hence by definition of the quadratic variation, C coincide with 〈M
c
〉P0 .
The proof of (ii) is identical to the one for (i), hence it remains to prove (iii).
To obtain (iii), we know from Lemma 3.6 that C˜ is of integrable variation under P0.
Moreover, we know from (ii) that [M ] is the quadratic variation of M := M
c
+M
d
under P0.
Hence by definition of the modified second characteristic, it remains to show that [M ]− C˜ is
a P0-F-martingale, which we obtain by applying the same arguments as in Lemma 3.7 once
we derived that the sequence ([M ]t − C˜t |Pn) is uniformly integrable for each t ∈ [0, T ]. To
see this, observe that due to Condition (B)
EPn
[
|[M ]t − C˜t|
2
]
= EPn
[
|[[M ]− C˜]t|
]
≤ EPn
[ ∑
0≤s≤t
|∆[M ]s|
2
]
= EPn
[ ∫ t
0
∫
Rd
|h(x)|4 F
Pn
s (dx) ds
]
≤ KKt
uniformly for all n, which implies the desired uniform integrability.
Proof of Proposition 3.4. This is simply the summary of Lemma 3.5–Lemma 3.10, noticing
that the absolute continuity of the second characteristic C
P0 (which is not necessarily equal to
C!) ofX under P0-F follows from the absolute continuity of the modified second characteristic
C˜ and the third characteristic.
3.3 Proof of Proposition 3.1 and Corollary 3.2
The goal of this subsection is to prove Proposition 3.1 and Corollary 3.2. We divide the proof
into several lemmas. To keep the notation short, we provide the proof of Proposition 3.1 in
the one-dimensional case, i.e. Ω = D([0, T ],R). The extension to the multi-dimensional case
is straightforward, which we explain right after the proof in Remark 3.15.
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Lemma 3.11. Let Θ ⊆ Rd×Sd+×L satisfy Condition (B) and let (Pn)n∈N ⊆ P
ac
sem(Θ) be a se-
quence converging weakly to some law P0 ∈M1(Ω). Then, the sequence Pn ◦ (X,M
d
, [M
d
])−1
converges weakly to P0 ◦ (X,M
d
, [M
d
])−1
Proof. First, recall that by Proposition 3.4 we know thatM
d
is a P0-F-martingale, hence [M
d
]
is well-defined also under the limit law P0. Moreover, by [21, Corollary VI.6.29, p.385], the se-
quence Pn◦(M
d
, [M
d
])−1 converges weakly to the law P0◦(M
d
, [M
d
])−1. From the Skorokhod
representation theorem, we obtain D([0, 1],R2)-valued random variables ((zn,M
d
, yn))n∈N,
(z0,M
d
, y0) on ([0, 1],B([0, 1]), λ) such that (zn,M
d
, yn) converges to (z0,M
d
, y0) in D([0, 1],R2)
pointwisely and for each n ≥ 0
λ ◦ (zn,M
d
, yn)−1 = Pn ◦ (M
d
, [M
d
])−1.
Now, as (zn,X) converges pointwise to z0,X , there is for each t a sequence (tn) converging
to t such that ∆zn,Xtn converges to ∆z
0,X
t , see [21, Proposition VI.2.1, p.337]. By continuity of
the truncation function h(·), also (h(∆zn,Xtn ), h
2(∆zn,Xtn )) converges to (h(∆z
0,X
t ), h
2(∆z0,Xt )).
Moreover, note that (h(∆X tn), h
2(∆Xtn)) = (∆M
d
tn ,∆[M
d
]tn) Pn-a.s., therefore we have
that (h(∆zn,Xtn ), h
2(∆zn,Xtn )) = (∆z
n,M
d
tn ,∆y
n
tn) λ-a.s. for each n, and from Proposition 3.4
we know that (h(∆X t), h
2(∆X t)) = (∆M
d
t ,∆[M
d
]t) P0-a.s., hence (h(∆z
0,X
t ), h
2(∆z0,Xt )) =
(∆z0,M
d
t ,∆y
0
t ). Therefore, we obtain that (∆z
n,M
d
tn ,∆y
n
tn) converges to (∆z
0,M
d
t ,∆y
0
t ) λ-a.s.
We can then conclude by applying [21, Proposition VI.2.2(b), p.338] that
(zn,X , zn,M
d
, yn) converges to (z0,X , z0,M
d
, y0) in D([0, T ],R3) λ-a.s.,
which implies the desired result.
From the previous Lemma, there exists a sequence of D([0, T ],R)-valued random variables
yn converging pointwise to y0, satisfying
Pn ◦ [M
d
]−1 = λ ◦ (yn)−1 for each n ∈ N0.
For the rest of this section, we fix for any δ > 0 a continuous function ψδ : R → [0, 1]
such that (ψδ)δ is a nonincreasing sequence of functions when δ tends to zero satisfying
ψδ(x) =
{
1 if |x| ≤ δ/2;
0 if |x| > δ.
Moreover, for each n ≥ 0, we introduce
βn,δ :=
∑
s≤·
(
1− ψδ(∆z
n,X
s )
)
h2(∆zn,Xs ),
γn,δ :=
∑
s≤·
ψδ(∆z
n,X
s )h
2(∆zn,Xs ).
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Assume that the conditions of Proposition 3.1 hold true. Under each Pn, M
d
is the purely
discontinuous martingale part in the canonical representation of the Pn-F-semimartingale X ,
satisfying ∆M
d
t = h(∆X t) Pn-a.s.. Hence, using Lemma 3.11 we have for each n ≥ 1
yn =
∑
0≤s≤·
h2(∆zn,Xs ) = β
n,δ + γn,δ λ-a.s. (3.7)
However, M
d
is not necessarily a purely discontinuous martingale under P0. In fact, as by
Proposition 3.4 ∆M
d
= h(∆X) P0-a.s., M
d
is a purely discontinuous martingale if and only
if equation (3.7) also holds true for n = 0.
Lemma 3.12. For any δ > 0, we have:
(i) βn,δ converges pointwise to β0,δ in D([0, T ],R);
(ii) yn − βn,δ converges pointwise to y0 − β0,δ in D([0, T ],R).
Proof. Notice that (1− ψδ(x))h
2(x) is a continuous function vanishing in a neighborhood of
the origin, hence by (3.6), the convergence of (zn,X) to z0,X implies (i).
To see (ii), we can use (i) and argue as in Lemma 3.11 to see that for each t there exists
a sequence (tn) converging to t such that (∆y
n
tn) converges to ∆y
0
t and (∆β
n,δ
tn ) converges to
∆β0,δt . Hence (ii) now follows directly from [21, Proposition VI.2.2(a), p.338].
From now on, we fix a sequence (δm) ⊆ (0,∞) which converges to 0.
Lemma 3.13. The following hold true.
(i) lim
m→∞ β
0,δm =
∑
0≤s≤· h
2(∆z0,Xs ) in D([0, T ],R).
(ii) y0,cont := lim
m→∞ y
0 − β0,δm = y0 −
∑
0≤s≤· h
2(∆z0,Xs ) in D([0, T ],R).
Proof. To obtain (i), as each β0,δm and
∑
0≤s≤· h
2(∆z0,Xs ) are nonnegative, nondecreasing
functions starting in the origin, it suffices to verify that the conditions of [21, Theorem VI.2.15,
p.342] are satisfied. To that end, we want to show that for t ∈ [0, T ]
lim
m→∞β
0,δm
t =
∑
s≤t
h2(∆z0,Xs ), and limm→∞
∑
s≤t
|∆β0,δms |
2 =
∑
s≤t
|h(∆z0,Xs )|
4.
But this follows directly from the definition by applying the monotone convergence theorem,
as limδ→0 ψδ(x) = 0 for all nonzero x.
For (ii), argue as in Lemma 3.12 and apply [21, Proposition VI.2.2(a), p.338].
Let us summarize what we have shown so far. By Lemma 3.11 and as∆[M
d
] = h2(∆X) P0-
a.s., we get ∆y0 = h2(∆z0,X) λ-a.s.. Hence, we conclude that y0,cont has continuous paths.
Moreover, M
d
is a purely discontinuous P0-F-martingale if and only if y
0,cont = 0 λ-a.s. In
fact, decomposing
M
d
= M
d,c
+M
d,d
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into its continuous and purely discontinuous martingale part under P0, we see that P0 ◦
(〈M
d,c
〉)−1 = λ ◦ (y0,cont)−1. Being a nonnegative, nondecreasing function starting in zero,
we obtain y0,cont = 0 λ-a.s. if and only if Eλ[y0,contT ] = 0. Therefore, it remains to show that
Eλ
[
y0,contT
]
= 0 ⇐⇒ lim
δ↓0
lim sup
n→∞
EPn
[ ∫ T
0
∫
{|x|≤δ}
|x|2 F
Pn
t (dx) dt
]
= 0. (3.8)
In the subsequent proofs, K > 0 will be a constant whose value may change from line to line.
Moreover, we recall the constant K <∞ defined in the Condition (B).
Lemma 3.14. For each m ∈ N, the following hold true.
Eλ
[
y0T − β
0,δm
T
]
= lim
n→∞E
λ
[
γn,δmT
]
= lim
n→∞E
Pn
[ ∫ T
0
∫
R
ψδm(x)h
2(x)F
Pn
s (dx) ds
]
.
Proof. Fix m ∈ N. We know from Lemma 3.12 that γn,δm converges pointwise to y0 − β0,δm
in D([0, T ],R). By Proposition 3.4, X is a P0-F-semimartingale with absolutely continuous
characteristics, in particular P0[∆Xt 6= 0] = 0 for every t ∈ [0, T ]. As a consequence, we can
conclude that λ[∆y0t 6= 0] = 0 for all t ∈ [0, T ]. Therefore, by [21, VI.2.3, p.339],
γn,δmT converges pointwise to y
0
T − β
0,δm
T λ-a.s. when n→∞.
To obtain the first equality, it remains to show that the sequence (γn,δmT )n∈N is uniformly
integrable with respect to λ. By the de la Vallée-Poussin theorem, it suffices to show the
boundedness in L2(λ) of that sequence. Define the nondecreasing process
A
m
t :=
∑
0≤s≤t
ψδm(∆Xs)h
2(∆Xs), t ∈ [0, T ].
Then, for each n ∈ N, we have Pn ◦ (A
m
T )
−1 = λ ◦ (γn,δmT )
−1, hence we need to check that
supn∈N EPn [(A
m
T )
2] <∞. To that end, by the product-rule, write
(A
m
T )
2 = 2
∫ T
0
A
m
s− dA
m
s + [A
m
]T .
Moreover, A
m
has
A
m,Pn
:=
∫ ·
0
∫
R
ψδm(x)h
2(x)F
Pn
s (dx) ds
as its Pn-F-compensator. As Θ satisfies Condition (B), we obtain from (2.1) that
EPn
[
[A
m
]T
]
= EPn
[ ∑
0≤s≤T
ψ2δm(∆Xs)h
4(∆Xs)
]
≤ K EPn
[ ∑
0≤s≤T
ψδm(∆Xs)h
2(∆Xs)
]
= KEPn
[
A
m,Pn
T
]
≤ KKT,
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where K is a constant only depending on h. Similarly, using [21, Theorem I.3.17(iii), p.32],
EPn
[ ∫ T
0
A
m
s− dA
m
s
]
= EPn
[ ∫ T
0
A
m
s− dA
m,Pn
s
]
≤ EPn [A
m
T A
m,Pn
T ]
≤ KKT EPn [A
m
T ]
≤ (KK T )2.
Therefore, we conclude that indeed supn∈N EPn [(A
m
T )
2] <∞, hence the first equality holds.
The second equality follows simply from the fact that for each n ∈ N
Eλ
[
γn,δmT
]
= EPn [A
m
T ] = E
Pn [A
m,Pn
T ] = E
Pn
[ ∫ T
0
∫
R
ψδm(x)h
2(x)F
Pn
s (dx) ds
]
.
Now we are able to prove Proposition 3.1.
Proof of Proposition 3.1. Recall that part (i) was already proven in Proposition 3.4, hence it
remains to show part (ii).
To see (ii), assume for the first direction that there is u > 0 such that
lim
δ↓0
lim sup
n→∞
EPn
[ ∫ T
0
∫
{|x|≤δ}
|x|2 F
Pn
t (dx) dt
]
≥ u > 0.
As by definition, ψδm ≥ 1{|x|≤δm/2}, we get from Lemma 3.14 that for each big enough m
Eλ
[
y0T − β
0,δm
T
]
≥ lim sup
n→∞
EPn
[ ∫ T
0
∫
{|x|≤δm/2}
|x|2 F
Pn
t (dx) dt
]
≥ u.
Now, a similar argument as in Lemma 3.14 yields
Eλ
[
(ynT )
2
]
≤ 2(KKT )2 +KKT
uniformly for each n, so the sequence (ynT )n∈N is uniformly integrable with respect to λ. As
yn converges pointwisely to y0 in D([0, T ],R) and λ[∆y0t 6= 0] = 0, we have y
n
T converging to
y0T λ-a.s., and by uniform integrability also in L
1(λ). In particular, we see that Eλ[y0T ] <∞.
Therefore, by dominated convergence, we can conclude that
Eλ[y0,contT ] = limm→∞E
λ[y0T − β
0,δm
T ] ≥ u, (3.9)
hence by the discussion before (3.8), M
d
is not a purely discontinuous martingale.
Conversely, suppose that
lim
δ↓0
lim sup
n→∞
EPn
[ ∫ T
0
∫
{|x|≤δ}
|x|2 F
Pn
t (dx) dt
]
= 0. (3.10)
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From the fact that ψδm ≤ 1{|x|≤δm} and by Lemma 3.14, we have for each big enough m
Eλ
[
y0T − β
0,δm
T
]
≤ lim sup
n→∞
EPn
[ ∫ T
0
∫
{|x|≤δm}
|x|2 F
Pn
s (dx) ds
]
.
Therefore, as in (3.9), we obtain by dominated convergence and by (3.10) that
Eλ
[
y0,contT
]
= lim
m→∞E
λ
[
y0T − β
0,δm
T
]
≤ lim
m→∞ lim supn→∞
EPn
[ ∫ T
0
∫
{|x|≤δm}
|x|2 F
Pn
s (dx) ds
]
= 0.
Thus, y0,cont = 0 λ-a.s., hence by the discussion before (3.8), we have that M
d
is indeed a
purely discontinuous martingale.
Remark 3.15. The proof of Proposition 3.1 was given in dimension d = 1. However, we see
from its proof that it can be easily adapted for the multidimensional case. Indeed, clearly,
M
d
:= (M
d,1
, . . . ,M
d,d
) is a purely discontinuous martingale if and only if each component
M
d,i
is. Therefore, one can apply the above proof for each of its component M
d,i
. Then,
lim
δ↓0
lim sup
n→∞
EPn
[ ∫ T
0
∫
{|x|≤δ}
|x|2 F
Pn
t (dx) dt
]
= 0
implies that each of its component M
d,i
is a purely discontinuous martingale, hence so is M
d
.
On the other hand, if
lim
δ↓0
lim sup
n→∞
EPn
[ ∫ T
0
∫
{|x|≤δ}
|x|2 F
Pn
t (dx) dt
]
> 0,
then there exists at least one j ∈ {1, . . . , d} such that M
d,j
is not a purely discontinuous
martingale, hence M
d
is not one either.
In the rest of this subsection, we provide the proof of Corollary 3.2, which we present
directly in the multidimensional case.
Proof of Corollary 3.2. By Proposition 3.4, P0 ∈ P
ac,w
sem . In particular, X has canonical rep-
resentation
X = X0 +B +M
c
+M
d
+ J P0-a.s.
Moreover, as Θ ⊆ Rd × Sd+ × L is satisfying Condition (J), we deduce from Proposition 3.1
that M
d
is a P0-F-purely discontinuous martingale, which implies that C is the second char-
acteristic of X under P0-F and P0 ∈ P
ac
sem.
Now, assume for the rest of the proof that in addition, Θ ⊆ Rd×Sd+×L is closed, convex.
Let (b
P0
, cP0 , F
P0) be the P0-F-differential characteristics of X. It remains to show that
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(b
P0 , cP0 , F
P0) ∈ Θ P0 × dt-a.s. To that end, let us recall the additive, positive homogeneous
bijection ϕ : Θ→ ϕ(Θ) ⊆ Rd×Sd+×R
N defined in (3.3). Due to (3.5) it is equivalent to show
that (b, c, v) ∈ cl(ϕ(Θ)) P0 × dt-a.s.. Clearly, cl(ϕ(Θ)) is convex and closed. Therefore, as
η := (b, c, v) ∈ cl(ϕ(Θ)) Pn×dt-a.s., we have for eachm thatm
∫ t+ 1
m
t ηs ds ∈ cl(ϕ(Θ)) Pn×dt-
a.s., for all n ∈ N. In other words, for each n ∈ N,
EPn
[ ∫ T
0
1
{
m
(
B
t+ 1m
−Bt, Ct+ 1m−Ct, (V
i
t+ 1m
−V it)i∈N
)
∈cl(ϕ(Θ))
} dt] = T.
In terms of the Skorokhod representation, it means that
Eλ
[ ∫ T
0
1
{
m
(
zn,B
t+ 1m
−zn,Bt , zn,Ct+ 1m
−zn,Ct , (zn,V
i
t+ 1m
−zn,V
i
t )i∈N
)
∈cl(ϕ(Θ))
} dt] = T.
Now, letting n tends to infinity, by applying the dominated convergence theorem, the closed-
ness of cl(ϕ(Θ)) yields
Eλ
[ ∫ T
0
1
{
m
(
z0,B
t+ 1m
−z0,Bt , z0,Ct+ 1m
−z0,Ct , (z0,V
i
t+ 1m
−z0,V
i
t )i∈N
)
∈cl(ϕ(Θ))
} dt] = T,
which implies that m(Bt+ 1
m
− Bt, Ct+ 1
m
− Ct, (V
i
t+ 1
m
− V
i
t)i∈N) ∈ cl(ϕ(Θ)), P0 × dt-a.e. for
all m ∈ N. Now letting m tend to infinity, we obtain that ηt = (bt, ct, vt) ∈ cl(ϕ(Θ)) holds
P0 × dt-a.e., hence we are done.
3.4 Tightness of P
ac
sem(Θ)(Γ0)
The goal of this subsection is to prove tightness of P
ac
sem(Θ)(Γ0). More precisely:
Proposition 3.16. Let Θ ⊆ Rd × Sd+ × L satisfy Condition (B) and Γ0 ⊆ M1(R
d) be tight.
Then the set P
ac
sem(Θ)(Γ0) defined as in Subsection 3.1 is tight.
In fact, a careful inspection of the proof will lead to the conclusion that with the same
arguments we also obtain the tightness of Pacsem(Θ)(Γ0) on the original space M1(Ω) (when
imposing the same conditions as Proposition 3.16), see Corollary 3.22.
We divide the proof of Proposition 3.16 into several lemmas. We will use the notation
introduced in Section 3.1. We recall the constant K <∞ defined in the Condition (B).
Lemma 3.17. Let Θ ⊆ Rd × Sd+ ×L satisfy Condition (B) and (Pn)n∈N ⊆ P
ac
sem(Θ). Then,
the sequences (Pn ◦B
−1
)n∈N, (Pn ◦C
−1
)n∈N, (Pn ◦ C˜
−1
)n∈N of laws on Ωcd and Ω
c
d2 are tight.
Proof. By definition, we have Pn[B0 = 0] = 1 for each n. Moreover, due to Θ satisfying
Condition (B), we have Pn-a.s. that for any 0 ≤ s ≤ t ≤ T
|Bt −Bs| ≤
∫ t
s
|br| dr ≤ K|t− s|.
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Consequently, by Markov’s inequality, we have for each ε > 0 that
lim
δ↓0
sup
n∈N
Pn
[
sup
t−s≤δ;0≤s≤t≤T
|Bt −Bs| ≥ ε
]
= 0.
By applying [6, Theorem 7.3, p.82], we obtain the tightness of (Pn ◦ B
−1
)n∈N. Replacing
B by C in the above proof, we conclude the tightness also for the sequence (Pn ◦ C
−1
)n∈N.
Moreover, using [21, II.2.18, p.79], the same arguments yields tightness of (Pn ◦ C˜
−1
)n∈N.
Lemma 3.18. Let Θ ⊆ Rd × Sd+ × L satisfy Condition (B) and let (Pn)n∈N ⊆ P
ac
sem(Θ).
Then, both sequences (Pn ◦ (M
c
)−1)n∈N and (Pn ◦ (M
d
)−1)n∈N of laws on Ωcd and Ω are tight.
Proof. For each n ∈ N, we have by definition that both M
c
and M
d
are Pn-F-(locally) square
integrable martingales with Pn[M
c
0 = 0] = Pn[M
d
0 = 0] = 1. By Lemma 3.17, the sequence
(Pn ◦C
−1
)n∈N of laws on Ωcd2 is tight. As by definition, 〈M
c
〉 = C under each Pn, we deduce
the tightness of (Pn ◦ (M
c
)−1)n∈N directly from [35, Corollary 3, p.29].
Now, we define the process
G
d,Pn
:=
d∑
j=1
∫ ·
0
∫
Rd
|hj(x)|2 F
Pn
t (dx) dt.
Since Θ satisfies Condition (B), we can apply the same arguments as in Lemma 3.17 to
obtain the tightness of the sequence (Pn ◦ (G
d,Pn
)−1)n∈N as laws on Ωc1 or equivalently the C-
tightness, if we think of them as laws on D([0, T ],R). As a consequence, we get the tightness
of the sequence of laws (Pn ◦ (M
d
)−1)n∈N directly from [21, Theorem VI.4.13, p.358].
For any adapted process Z defined on (Ω,F ,F) and any law P defined on that filtered mea-
surable space, we write (Z,P) when considering (Ω,F ,F,P) as its stochastic basis. Moreover,
we refer to [21, p.377] for the standard notion for a sequence of processes to be Predictably
Uniformly Tight (P-UT).
Lemma 3.19. Let Θ ⊆ Rd × Sd+ × L satisfy Condition (B) and let (Pn)n∈N ⊆ P
ac
sem(Θ).
Then, the sequence (X,Pn)n∈N is (P-UT).
Proof. Fix any t ∈ [0, T ] and i = 1, . . . , d. Due to Condition (B), the variation of Bi satisfies
sup
n
EPn
[
Var(B
i
)t
]
≤ sup
n
EPn
[ ∫ t
0
|bs| ds
]
≤ Kt,
hence tightness of (Pn ◦ (Var(B
i
)t)
−1)n∈N follows directly from the Markov inequality.
Now, the modified second characteristic C˜ satisfies in each component 1 ≤ k, l ≤ d
C˜
kl
= C
kl
+
∫ ·
0
∫
Rd
hk(x)hl(x)F
Pn
s (dx) ds Pn-a.s.,
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hence we can argue as above to obtain tightness of the sequence (Pn ◦ (C˜
ii
t )
−1)n∈N.
Next, we see that for the variation of J , we have
EPn
[
Var(J)t
]
= EPn
[ ∫ t
0
∫
Rd
|x− h(x)|µX(dx) ds
]
= EPn
[ ∫ t
0
∫
Rd
|x− h(x)|F
Pn
s (dx) ds
]
,
hence in the same way as above, we get also the tightness of the sequence (Pn◦Var(J)
−1
t )n∈N.
As under each Pn,X is a Pn-F-semimartingale with canonical representation (3.1), we con-
clude that the sequence (X,Pn)n∈N is (P-UT) directly from [21, Theorem 6.15, p.380].
Lemma 3.20. Let Θ ⊆ Rd × Sd+ × L satisfy Condition (B), Γ0 ⊆ M1(R
d) be tight and let
(Pn)n∈N ⊆ P
ac
sem(Θ)(Γ0). Then, the sequence (Pn ◦X
−1
)n∈N is tight.
Proof. As X is a Pn-F-semimartingale for each n, it suffices to verify that the conditions in
[21, Theorem VI.4.18, p.359] are satisfied.
By assumption, (Pn ◦ (X0)
−1)n∈N ⊆ Γ0 is tight. By Lemma 3.19, (X,Pn)n∈N is P-UT,
hence by [21, Theorem 6.16, p.380]
lim
a↑∞
sup
n∈N
Pn
[
νPn([0, T ] × {x : |x| > a}) > ε
]
= 0.
Consider the following increasing process
D
Pn :=
d∑
i=1
[
Var(B
i
) +C
ii]
+
∫ ·
0
∫
Rd
|x|2 ∧ 1F
Pn
s (dx) ds
Using the same argument as in Lemma 3.17, we obtain the C-tightness of the sequence
(Pn ◦ (D
Pn
)−1)n∈N. Therefore, by [21, Remark VI.4.20, pp.359–360], the conditions of [21,
Theorem VI.4.18, p.359] are satisfied, hence we get the result.
Lemma 3.21. Let Θ ⊆ Rd × Sd+ × L satisfy Condition (B) and let (Pn)n∈N ⊆ P
ac
sem(Θ).
Then the following hold true.
(i) The sequence of laws (Pn ◦ J
−1
)n∈N on Ω is tight.
(ii) The sequence of laws (Pn ◦ (U
i
)−1)n∈N on Ω1 is tight for each i ∈ N.
(iii) The sequence of laws (Pn ◦ (V
i
)−1)n∈N on Ωc1 is tight for each i ∈ N.
(iv) The sequence of laws (Pn ◦ [M ]
−1
)n∈N on Ωd2 is tight.
Proof. Using the notation introduced in (3.6), we have J = Ix−h(x)(X−X0) Pn-a.s. for each
n, and for each i ∈ N, U
i
= Igi(x)(|x|2∧1)(X − X0) Pn-a.s.. Therefore, (i) and (ii) follows
directly from the tightness of (Pn ◦ (X −X0)
−1)n∈N, see Lemma 3.20. To see that (iii) holds,
recall that under each Pn, we have for each i ∈ N that
V
i
=
∫ ·
0
∫
Rd
gi(x)F
Pn
s (dx) ds Pn-a.s..
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As gi(x) is a bounded function vanishing in a neighborhood of the origin, we can argue as in
Lemma 3.17 to obtain (iii). Finally, (iv) follows by [35, Theorem II.2, p.28] from tightness of
(Pn ◦ C˜
−1
)n∈N, see Lemma 3.17.
Now we are able to prove Proposition 3.16.
Proof of Proposition 3.16. By an application of Prohorov’s theorem, it suffices to show that
any sequence (Pn) ⊆ P
ac
sem(Θ)(Γ0) is tight. To that end, fix such a sequence. From all
previous lemmas, we have established the tightness of all the following families
(Pn ◦X
−1
)n∈N, (Pn ◦B
−1
)n∈N, (Pn ◦ (M
c
)
−1
)n∈N, (Pn ◦ (M
d
)
−1
)n∈N,
(Pn ◦ J
−1
)n∈N, (Pn ◦ C
−1
)n∈N, (Pn ◦ [M ]
−1
)n∈N, (Pn ◦ C˜
−1
)n∈N,
(Pn ◦ (U
i
)
−1
)n∈N, (Pn ◦ (V
i
)
−1
)n∈N, i ∈ N.
Fix ε > 0, and let K(X) ⊆ Ω be a compact set such that supn∈N Pn[X /∈ K(X)] ≤
ε
10 . The
same way, define the compact sets K(B) ⊆ Ωcd, . . . ,K(C˜) ⊆ Ω
c
d2 . Moreover, choose for each
i ∈ N compact sets K(U
i
) ⊆ Ω1,K(V
i
) ⊆ Ωc1 such that
max
{
sup
n∈N
Pn[U
i
/∈ K(U
i
)], sup
n∈N
Pn[V
i
/∈ K(V
i
)]
}
≤
ε
10
1
2i
By Tychonoff’s theorem, the set
K := K(X)×K(B)× · · · ×K(C˜)×Πi∈N[K(U
i
)×K(V
i
)] ⊆ Ω
is compact. Moreover, we have for each n ∈ N that
Pn[K
c
] ≤ Pn[X /∈ K(X)] + · · ·+ Pn[C˜ /∈ K(C˜)]
+
∞∑
i=1
(
Pn[U
i
/∈ K(U
i
)] + Pn[V
i
/∈ K(V
i
)]
)
≤ ε.
In fact, we observe that by the same arguments as above, we also get tightness of
Pacsem(Θ)(Γ0) in the original space M1(Ω).
Corollary 3.22. Let Θ ⊆ Rd × Sd+ × L satisfy Condition (B) and Γ0 ⊆ M1(R
d) be tight.
Then Pacsem(Θ)(Γ0) is tight.
Proof. By an application of Prohorov’s theorem, it suffices to show that any sequence (Pn) ⊆
Pacsem(Θ) is tight. For any such a sequence, we can apply exactly the same argument as in
Lemma 3.20 to obtain the tightness result.
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4 Proof of Theorem 2.1, Theorem 2.5, and Theorem 2.8
The goal of this section is to prove Theorem 2.1 and Theorem 2.5. The strategy of their
proofs is the following. In the last section, we stated and proved corresponding results in
an enlarged space. We need to find a way how to go back and forth from the original
space Ω = D([0, T ],Rd) to the enlarged space Ω to conclude the results in the original space
Ω. On the one hand, to get from Ω to Ω, we introduce for any measure P ∈ Pacsem(Θ) a
corresponding measure P ∈ P
ac
sem(Θ) which is simply the probability measure induced by the
canonical representation of X under P. On the other hand, to get back from Ω to Ω, we
consider for any P ∈ P
ac
sem(Θ) the corresponding push forward measure P := P ◦X
−1
, which
will turn out to be in Pacsem(Θ).
Let us start with a fixed probability measure P ∈ Pacsem. Consider the canonical represen-
tation of X under P-FP+ is given by
X = X0 +B
FP+ +M c,F
P
+ +Md,F
P
+ + J,
where J :=
∑
0≤s≤·[∆Xs − h(∆Xs)], B
FP+ =
∫ ·
0 b
FP+
s ds and M
c,FP+,Md,F
P
+ denotes the con-
tinuous and purely discontinuous local martingale part. Moreover, denote by CF
P
+ and
F F
P
+(dx) ds the second and third P-FP+-characteristic of X, by [M
FP+ ] the quadratic varia-
tion of (M c,F
P
+ +Md,F
P
+), by C˜F
P
+ the modified second P-FP+-characteristic of X, and write
U i :=
∫ ·
0
∫
Rd
gi(x)µ
X(dx, ds),
V i,F
P
+ :=
∫ ·
0
∫
Rd
gi(x)F
FP+(dx) ds.
We can define the map ΨP : Ω→ Ω by
ω 7→
(
X(ω), BF
P
+(ω),M c,F
P
+(ω),Md,F
P
+(ω), J(ω), CF
P
+(ω), [MF
P
+ ], C˜F
P
+,
(U i(ω), V i,F
P
+(ω))i∈N
)
,
which in measurable with respect to the Borel σ-field, completed by P. Then, the measure
P := P ◦ (ΨP)−1 (4.1)
is an element of P
ac
sem. We used the canonical representation of X with respect to F
P
+ to
guarantee that for every ω, each summand has càdlàg paths and continuous paths, respec-
tively, and not only P-a.s., so that ΨP is well-defined. However, as the characteristics of X do
not depend on the choice of F or FP+, we conclude that P ∈ P
ac
sem(Θ) implies P ∈ P
ac
sem(Θ),
i.e. P preserves the structure of P.
Remark 4.1. By construction, we have
P ◦X
−1
= P ◦ (X ◦ΨP)−1 = P = P ◦X−1.
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This implies e.g. that for each δ > 0, we have
EP
[ ∫ T
0
∫
{|x|≤δ}
|x|2 F
P
t (dx) dt
]
= EP
[ ∑
0≤t≤T
|∆Xt|
2
1{0<∆|Xt|≤δ}
]
= EP
[ ∑
0≤t≤T
|∆Xt|
2
1{0<∆|Xt|≤δ}
]
= EP
[ ∫ T
0
∫
{|x|≤δ}
|x|2 F Pt (dx) dt
]
,
which will play a crucial role in the proof of Theorem 2.1.
On the other hand, the natural candidate connecting the set P
ac
sem(Θ) with P
ac
sem(Θ)
seems to be for any P ∈ P
ac
sem(Θ) its corresponding push forward measure P := P◦X
−1
. The
following positive answer is stated in such a way that it is compatible with any limit law P0
of sequences (Pn)n∈N ⊆ P
ac
sem(Θ) with Θ satisfying Condition (B), see Proposition 3.4.
Lemma 4.2. Let P ∈ P
ac,w
sem satisfying
• EP
[ ∫ T
0
[
|b
P
s |+ |c
P
s |+
∫
Rd
|h(x)|2 F
P
s (dx)
]
ds
]
<∞,
• both M
c
, M
d
are P-F-martingales.
Then, the corresponding pushforward measure
P := P ◦ (X)−1 (4.2)
is an element in Pacsem. Moreover, if the P-F-differential characteristics (b
P
, cP, F
P
) are taking
values in some set Θ ⊆ Rd × Sd+ ×L which is closed, convex and satisfy Condition (B), then
the corresponding pushforward measure P := P ◦ (X)−1 is an element in Pacsem(Θ).
Proof. By Lemma A.1, X is a P-F
X
-semimartingale with absolutely continuous characteris-
tics, and the local martingale part M
X,P
of the canonical representation
X = X0 +B
X,P
+M
X,P
+
∑
0≤s≤·
[∆Xs − h(∆Xs)] P-a.s.
of X under P-F
X
is a P-F
X
-martingale. Define the map Φ : Ω → Ω, by ω 7→ (ω, 0, 0, 0, . . . ).
We claim that
X0 ◦ Φ +B
X,P
◦ Φ +M
X,P
◦ Φ +
∑
0≤s≤·
[∆Xs − h(∆Xs)] ◦ Φ (4.3)
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is the canonical representation of X under P-F. To see this, observe that each summand in
(4.3) is F-adapted, as Φ−1(A) ∈ Ft for all A ∈ F
X
t for each t ∈ [0, T ]. In view of [38, Exercise
1.5.6, p.44], the F
X
-adapted process B
X,P
admits a representation
B
X,P
t = Λ(t,X t1 ,X t2 , ...), t ∈ [0, T ],
where Λ is a measurable function defined on the product space [0, T ] × (Rd)N and 0 ≤ t1 <
t2 < ... is a sequence in [0, T ]. This implies that for all ω ∈ Ω and t ∈ [0, T ], it holds that
B
X,P
t (ω) = B
X,P
t ◦ Φ ◦X(ω).
In particular, we obtain that
the law of BX,P ◦ Φ under P = the law of BX,P under P, (4.4)
hence BX,P ◦ Φ is absolutely continuous P-a.s. Of course, (4.4) also holds with respect to
the other summands in (4.3). In particular, M
X,P
◦ Φ is a P-F-martingale and (4.3) is P-a.s.
equal to X ◦ Φ = X, hence (4.3) is indeed the canonical representation of X under P-F.
Next, from the canonical representation, we see that BX,P ◦ Φ is the first characteristic
of X under P-F, which we argued above to be P-a.s. absolutely continuous. Denote by
νP(dx, dt) the third characteristic of X under P-F. Applying (4.4) to the third characteristic
νX,P of X under P-F
X
yields that for any gi ∈ C
+(Rd)
the law of gi(x) ∗ ν
X,P ◦ Φ under P (4.5)
= the law of gi(x) ∗ ν
X,P under P.
As a consequence, we have for each gi ∈ C
+(Rd) that
gi(x) ∗ ν
P(dx, dt) = gi(x) ∗ ν
X,P ◦Φ,
which implies that νP satisfies a disintegration νP(dx, dt) = F Pt (dx) dt P-a.s. For the second
characteristic CP of X under P-F, observe that X = X ◦Φ implies the same for the quadratic
variation, namely [X] = [X ] ◦ Φ. As the second characteristic is the continuous part of the
quadratic variation as finite variation process (see e.g. [31, Proposition 6.6]), we obtain that
CP = C
X,P
◦Φ, where C
X,P
denotes the second characteristic of X under P-F
X
(which coin-
cides with the one with respect to P-F). Therefore, applying (4.4) as above, but with respect
to the second characteristic, yields that CP is absolutely continuous P-a.s. We conclude that
P ∈ Pacsem.
Now, for the rest of the proof, assume that in addition P ∈ P
ac
sem(Θ) for some Θ ⊆
Rd× Sd+×L which is closed, convex and satisfies Condition (B). From the above arguments,
we see that X is a P-F semimartingale with differential characteristics
(bP, cP, F P) = (b
X,P
◦Φ, cX,P ◦ Φ, F
X,P
◦ Φ),
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where (b
X,P
, cX,P, F
X,P
) denotes the P-F
X
-differential characteristics of X. To see that the
differential characteristics are taking values in Θ P× dt-a.s., we recall the map ϕ : Rd× Sd+×
L → Rd × Sd+×R
N defined in (3.3) (with corresponding function ϕ, see (3.2)). By definition
of the map ϕ, (4.5) and Lemma A.1, we obtain that
EP
[ ∫ T
0
1{ϕ((bPt ,cPt ,F Pt ))∈cl(ϕ(Θ))} dt
]
=EP
[ ∫ T
0
1{(bX,Pt ◦Φ,cX,Pt ◦Φ,ϕ(F
X,P
t ◦Φ))∈cl(ϕ(Θ))}
dt
]
=EP
[ ∫ T
0
1{(bX,Pt ,cX,Pt ,ϕ(F
X,P
t ))∈cl(ϕ(Θ))}
dt
]
=EP
[ ∫ T
0
1{ϕ((bX,Pt ,cX,Pt ,F
X,P
t ))∈cl(ϕ(Θ))}
dt
]
=T.
Using the property (3.5) of the map ϕ, we conclude that P := P ◦ (X)−1 ∈ Pacsem(Θ).
Let us continue with the following Lemma.
Lemma 4.3. Let (Pn) ⊆ P
ac
sem and consider the corresponding sequence (Pn) ⊆ P
ac
sem on
the enlarged space Ω defined by (4.1). Assume that both sequences (Pn) and (Pn) converge to
some law P0 ∈M1(Ω) and P0 ∈M1(Ω), respectively. Then, we have
P0 = P0 ◦X
−1
.
Proof. To see this, observe first that by definition (4.1), we have for any n that
Pn ◦X
−1
= Pn ◦ (X ◦Ψ
P)−1 = Pn.
Therefore, for any bounded continuous function g ∈ Cb(Ω), we obtain that∫
Ω
g dPn =
∫
Ω
g ◦X dPn,
for every n. Consequently, as Pn converges to P0 weakly and as X : Ω→ Ω is continuous,
lim
n→∞
∫
Ω
g dPn = lim
n→∞
∫
Ω
g ◦X dPn =
∫
Ω
g ◦X dP0 =
∫
Ω
g d(P0 ◦X
−1
).
As g ∈ Cb(Ω) was arbitrary, we conclude that P0 ◦X
−1
is the weak limit of (Pn)n∈N.
Due to Lemma 4.3, we can identify the structure of limit laws of sequences in Pacsem(Θ).
Proposition 4.4. Let Θ ⊆ Rd × Sd+ × L satisfy Condition (B) and let (Pn)n∈N ⊆ Pacsem(Θ)
converging to some law P0 ∈M1(Ω). Then the following holds true:
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1) We obtain that P0 ∈ P
ac
sem.
If in addition, Θ is closed, convex and satisfies Condition (J). Then the following holds true:
2) We obtain that P0 ∈ P
ac
sem(Θ). In particular, P
ac
sem(Θ) is closed.
Proof. By Prohorov’s theorem, (Pn)n∈N is tight. Since X0 : Ω → Rd is continuous, (Pn ◦
X−10 )n∈N ⊆ M1(R
d) is tight, too. Consider the corresponding sequence (Pn)n∈N ∈ P
ac
sem(Θ)
on the enlarged space Ω defined in (4.1). By definition, (Pn ◦X
−1
0 )n∈N ⊆ M1(Rd) is tight.
Therefore, by Proposition 3.16, we have tightness of (Pn)n∈N, hence there exists a subsequence
(Pnk)k∈N which converges to some P0 ∈M1(Ω).
To prove 1), we can apply Proposition 3.4 to conclude that P0 ∈ P
ac,w
sem satisfying both
• EP0
[ ∫ T
0
[
|b
P0
s |+ |c
P0
s |+
∫
Rd
|h(x)|2 F
P0
s (dx)
]
ds
]
<∞,
• M
c
, M
d
are P0-F-martingales.
By Lemma 4.2, we obtain that P0 ◦X
−1
∈ Pacsem. Moreover, we know from Lemma 4.3
that P0 = P0 ◦X
−1
, hence P0 ∈ P
ac
sem.
To show 2), assume from now on that Θ is closed, convex and satisfies Condition (J).
Then by Corollary 3.2, P0 ∈ P
ac
sem(Θ). Therefore, we obtain the desired results directly from
Lemma 4.2 and Lemma 4.3.
Next, we present the proof of Theorem 2.1 and Corollary 2.2, characterizing when a limit
law of purely discontinuous martingales remains a purely discontinuous martingale law.
Proof of Theorem 2.1. By Proposition 4.4, P0 ∈ P
ac
sem, hence it remains to prove that P0 is
a martingale law and the characterization to be a purely discontinuous martingale law.
Step 1: We show that the canonical process X on Ω is a P0-F-martingale.
To see this, consider the corresponding sequence (Pn)n∈N ∈ P
ac
m,d(Θ) on the enlarged space
Ω defined by (4.1). By the same argument as in the beginning of the proof of Proposition 4.4,
we obtain the existence of a subsequence (Pnk)k∈N which converges weakly to some law P0 ∈
M1(Ω). We deduce from Proposition 3.4 that the first coordinate X is a P0-F-semimartingale
having absolutely continuous characteristics and canonical representation
X = X0 +B +M
c
+M
d
+ J P0-a.s.
Moreover, by assumption, EP0 [|X0|] <∞.
Now, we claim that X is a P0-F-martingale. Since we know by Proposition 3.4 that X is
a P0-F-semimartingale with the above canonical representation, where both M
c
and M
d
are
P0-F-martingales, it remains to show that
B + J is a P0-F-martingale.
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From the Skorokhod representation, we have that both (zn,B) and (zn,J) converges pointwise
to z0,B and z0,J , respectively. As each zn,B and z0,B are continuous, we deduce from [21,
Proposition VI.2.2 a), p.338] that zn,B + zn,J converges to z0,B + z0,J . Moreover, we know
from the proof of Lemma 3.7 that for each t ∈ [0, T ], both sequences (M
c
t |Pn) and (M
d
t |Pn)
are uniformly integrable, and the same holds true by [32, Lemma 5.2] for the sequence
(X t −X0 |Pn). Therefore, due to the canonical representation of X under each Pn, we can
also conclude that the sequence (Bt + J t |Pn) is uniformly integrable for each t ∈ [0, T ]. As
a consequence, we can apply the same proof as in Lemma 3.7(i), but with respect to B + J
instead of M
d
to derive that B + J is a P0-F-martingale.
Consider the smaller filtration F
X
⊆ F generated by X . As X is a P0-F martingale
being F
X
-adapted, it is also a P0-F
X
martingale by the tower property of the conditional
expectation. Therefore, by construction, we obtain that under the push forward measure
P0 ◦ X
−1
, the canonical process X on the original space Ω is a P0 ◦ X
−1
-F-martingale.
Moreover, applying Lemma 4.3 yields
P0 = P0 ◦X
−1
, (4.6)
hence we get the desired result of Step 1.
Step 2: We want to characterize when X is a P0-F-purely discontinuous martingale, i.e.
P0 ∈ P
ac
m,d ⇐⇒ lim
δ↓0
lim sup
n→∞
EPn
[ ∫ T
0
∫
{|x|≤δ}
|x|2 F Pnt (dx) dt
]
= 0.
To see this, observe that from the first step, X is a P0-F-martingale and by (4.6)
X is a P0-F-purely discont. martingale (4.7)
⇐⇒ X is a P0-F
X
–purely discont. martingale.
We obtained in Step 1 that X is a P0-F- and P0-F
X
-martingale. Moreover, the quadratic
variation [X] is F
X
-adapted, hence so is its continuous part, which implies that the second
characteristic of X under P0-F and P0-F
X
are the same. From the fact that a martingale is
a purely discontinuous one if and only if its second characteristic vanishes, we obtain that
X is a P0-F
X
-purely discont. martingale (4.8)
⇐⇒ X is a P0-F-purely discont. martingale.
Now, as X is a purely discontinuous Pn-F-martingale, we have that M
c
= 0 Pn-a.s. for all
n ∈ N. Using the Skorokhod representation, this means that zn,M
c
= 0 λ-a.s. for each n.
As zn,M
c
converges pointwise to z0,M
c
, we also have that z0,M
c
= 0 λ-a.s., which means that
M
c
= 0P0-a.s. Therefore, as from Step 1 we know that X = X0+M
c
+M
d
+(B+J) P0-a.s.,
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with (B + J) being a P0-F-purely discontinuous martingale, we conclude that
X is a P0-F-purely discont. martingale (4.9)
⇐⇒ M
d
is a P0-F-purely discont. martingale.
In Section 3, we proved in Proposition 3.1 that
M
d
is a P0-F-purely discontinuous martingale
⇐⇒ lim
δ↓0
lim sup
n→∞
EPn
[ ∫ T
0
∫
{|x|≤δ}
|x|2 F
Pn
t (dx) dt
]
= 0. (4.10)
Finally, by definition of the corresponding measures (Pn)n∈N on the enlarged space, we deduce
from Remark 4.1 that
lim
δ↓0
lim sup
n→∞
EPn
[ ∫ T
0
∫
{|x|≤δ}
|x|2 F
Pn
t (dx) dt
]
= 0
⇐⇒ lim
δ↓0
lim sup
n→∞
EPn
[ ∫ T
0
∫
{|x|≤δ}
|x|2 F Pnt (dx) dt
]
= 0. (4.11)
The desired characterization now follows from the equivalence of the statement (4.7)–(4.11).
Proof of Corollary 2.2. For each Pn, the purely discontinuous martingale part M
d,Pn has Pn-
F-differential characteristics (0, 0, F F,Pn,M ) with F F,Pn,M = F Pn ◦h−1, where F Pn denotes the
third Pn-F-differential characteristic of the canonical processX. In particular, F
F,Pn,M = F Pn
on {|x| ≤ δ} for any small enough δ > 0. Denote by FM ⊆ FX the filtration generated by
Md,Pn . We deduce from Lemma A.1 and Remark A.2 that Md,Pn is also a Pn-F
M -purely
discontinuous martingale with corresponding differential characteristics (0, 0, F F
M ,Pn,M) sat-
isfying for any small enough δ > 0
EPn
[ ∫ T
0
∫
{|x|≤δ}
|x|2 F F
M ,Pn,M
t (dx) dt
]
= EPn
[ ∫ T
0
∫
{|x|≤δ}
|x|2 F F,Pn,Mt (dx) dt
]
= EPn
[ ∫ T
0
∫
{|x|≤δ}
|x|2 F Pnt (dx) dt
]
.
Therefore, the result follows directly from Theorem 2.1.
We continue with the proof of Theorem 2.5, which provides a necessary and sufficient
condition for Pacsem(Θ)(Γ0) to be compact.
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Proof of Theorem 2.5. We already have proved in Proposition 4.4 that Condition (J) implies
closedness of the set Pacsem(Θ).
For the other direction, i.e. to see that closedness of Pacsem(Θ) implies that Condition (J)
holds whenever Θ additionally satisfies the condition in Definition 2.4, we assume that Con-
dition (J) fails and want to conclude that then also closedness of Pacsem(Θ) fails.
By definition, if Condition (J) fails, then there exists ε > 0 and a sequence (Fm)m∈N ⊆
projF (Θ) such that for each m ∈ N,∫
{|x|≤ 1
m
}
|x|2 Fm(dx) ≥ ε.
Denote by ĉ := max{|c| ∈ projc(Θ)}. Due toΘ satisfying the condition in Definition 2.4, there
exists for eachm an element bm ∈ Rd such that (bm, ĉ, Fm) ∈ Θ. Denote by Pm the law where
the canonical process X is a Lévy process with corresponding Lévy triplet (bm, ĉ, Fm). By
definition, each Pm ∈ Pacsem(Θ) with X0 = 0 P
m-a.s.. We derive from Corollary 3.22 that the
sequence (Pm) is tight, hence there exists a subsequence (Pmk)k∈N which by Proposition 4.4
converges weakly to some law P0 ∈ P
ac
sem. Our goal is to show that P0 /∈ P
ac
sem(Θ) which
would mean that the closedness of Pacsem(Θ) fails.
To that end, consider the corresponding sequence (P
k
) ⊆ P
ac
sem(Θ) of (P
mk) on the en-
larged space Ω defined by (4.1). Due to Proposition 3.16, (P
k
) is tight, hence there exists a
subsequence (P
ku
)u∈N which by Proposition 3.4 converges weakly to some law P0 ∈ P
ac,w
sem .
Recall c being the differential of C, which is the quadratic variation of M
c
under P0.
Morevover, denote by cP0,M
d
the differential of the quadratic variation of the continuous
martingale part of M
d
under P0-F (note that under P0-F, M
d
is not necessarily a purely
discontinuous martingale). Then, the differential cP0 of the second characteristic of X under
P0-F satisfies
cP0 = c+ cP0,M
d
P0 × dt-a.s..
Observe that by construction of the sequence (P
ku
),we have
lim
δ↓0
lim sup
u→∞
EPku
[ ∫ T
0
∫
{|x|≤δ}
|x|2 F
Pku
t (dx) dt
]
= lim
δ↓0
lim sup
u→∞
∫ T
0
∫
{|x|≤δ}
|x|2 F
mku (dx) dt
≥ ε.
Therefore, we deduce from Proposition 3.1 that M
d
is not a P0-F-purely discontinuous mar-
tingale, which implies that (P0 × dt)[c
P0,M
d
> 0] > 0.
Now, we claim that c = cˆ P0 × dt-a.s. To see this, we know from the Skorokhod repre-
sentation that the sequence (zku,C)u∈N converges uniformly to z0,C . But by definition of the
sequence (P
ku
), we have λ-a.s. that zku,Ct = ĉt, t ∈ [0, T ], for all u. Therefore, we also have
λ-a.s. that z0,Ct = ĉt, t ∈ [0, T ], which implies that indeed c = cˆ P0 × dt-a.s.
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As the second characteristic of X under P-F
X
coincide with the one under P-F, we obtain
that the second differential characteristic cX,P0 under P-F
X
satisfies
cX,P0 = cP0 = ĉ+ cP0,M
d
P0 × dt-a.s.
Recall that ĉ := max{|c| ∈ projc(Θ)}. Due to the positive definiteness, we conclude that
(P0 × dt)
[
cX,P0 /∈ projc(Θ)
]
≥ (P0 × dt)
[
cP0,M
d
> 0
]
> 0.
As P0 = P0 ◦X
−1
, we can argue as in Lemma 4.2 to see that P0 ∈ P
ac
sem, but P0 /∈ P
ac
sem(Θ),
since the second differential characteristics cP0 satisfies
(P0 × dt)
[
cP0 /∈ projc(Θ)
]
> 0.
Summarizing, we have shown that if Condition (J) fails, we can find a sequence of prob-
ability measures in Pacsem(Θ) converging to some element P0 which is not an element in
Pacsem(Θ). Hence closedness of P
ac
sem(Θ) fails as desired.
Finally, for the compactness criterion, observe that the compactness assumption on Γ0 ⊆
M1(R
d) implies tightness of Pacsem(Θ)(Γ0), see Corollary 3.22. Moreover, Γ0 being closed
implies that any sequence (Pn) ⊆ P
ac
sem(Θ)(Γ0) converging to some P0 ∈ M1(Ω) satisfies
P0 ◦X
−1
0 ∈ Γ0. Hence, the compactness characterization follows directly from the closedness
one proved above.
Next, we provide the proof of Theorem 2.8 which is our second compactness criterion for
the set Pacsem(Θ)(Γ0) of semimartingale laws.
Proof of Theorem 2.8. 1) =⇒ 2): Let Γ0 ⊆ M1(R
d) be a compact subset of distributions
on Rd. As by assumption, Θ satisfies Condition (B), we obtain from Corollary 3.22 that
Pacsem(Θ)(Γ0) is tight. Hence, it remains to show that P
ac
sem(Θ)(Γ0) is closed. To that
end, let (Pn)n∈N ⊆ Pacsem(Θ)(Γ0) converge to some P0 ∈ M1(Ω). We need to show that
P0 ∈ P
ac
sem(Θ)(Γ0). Consider the corresponding sequence (Pn)n∈N ⊆ P
ac
sem(Θ)(Γ0) on the
enlarged space Ω defined by (4.1). By Proposition 3.16, P
ac
sem(Θ)(Γ0) is tight, hence there
exists a subsequence (Pnk)k∈N which converges weakly to some law P0 ∈M1(Ω). Observe that
closedness of Γ0 assures that P0 ◦X
−1
0 ∈ Γ0, whereas Proposition 3.4 implies that P0 ∈ P
ac,w
sem .
In particular, C˜ is the modified second characteristic of X under each Pn-F and also under
P0-F. Following the arguments of the proof of Corollary 3.2, we see that
EPnk
[ ∫ T
0
1
{
m
(
B
t+ 1m
−Bt, C˜t+ 1m−C˜t, (V
i
t+ 1m
−V it)i∈N
)
∈cl(ϕ(u(Θ)))
} dt] = T.
In terms of the Skorokhod representation, it means that
Eλ
[ ∫ T
0
1
{
m
(
z
nk,B
t+ 1m
−znk,Bt , z
nk,C˜
t+ 1m
−znk,C˜t , (z
nk,V
i
t+ 1m
−znk,V
i
t )i∈N
)
∈cl(ϕ(u(Θ)))
} dt] = T.
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Observe that (znk ,C˜) converges to (z0,C˜) in Ωcd2 λ-a.s. Therefore, when letting k tend to
infinity, we get that
Eλ
[ ∫ T
0
1
{
m
(
z0,B
t+ 1m
−z0,Bt , z0,C˜t+ 1m
−z0,C˜t , (z0,V
i
t+ 1m
−z0,V
i
t )i∈N
)
∈cl(ϕ(u(Θ)))
} dt] = T.
This demonstrates that m(Bt+ 1
m
−Bt, C˜t+ 1
m
− C˜t, (V
i
t+ 1
m
− V
i
t)i∈N) ∈ cl(ϕ(u(Θ))), P0 × dt-
a.e. for all m ∈ N. Now letting m tend to infinity, we obtain that (bt, c˜t, vt) ∈ cl(ϕ(u(Θ)))
holds P0×dt-a.e., where c˜t := lim supn→∞ n(C˜t− C˜(t− 1
n
)∨0), t ∈ [0, T ]. Moreover, due to the
assumption 1) that u(Θ) is closed, we can argue as in (3.5) to obtain the relation
(b
P0
, c˜
P0
, F
P0) ∈ u(Θ) P0 × dt-a.s. ⇐⇒ (b, c˜, v) ∈ cl(ϕ(u(Θ))) P0 × dt-a.s.,
This and the definition of the function u ensure that (b
P0
, cP0 , F
P0) ∈ Θ P0×dt-a.s.. Therefore,
Lemma 4.2 and Lemma 4.3 imply that P0 = P0 ◦X
−1
∈ Pacsem(Θ)(Γ0).
2) =⇒ 3): Since PL(Θ) ⊆ P
ac
sem(Θ)({δ0}), tightness of PL(Θ) follows from the assump-
tion 2) that Pacsem(Θ)({δ0}) is compact. Therefore, it remains to show that PL(Θ) is closed.
To that end, let (Pn)n∈N ⊆ Pacsem(Θ)(Γ0) converge to some P0 ∈M1(Ω). Due to Assumption
2), Pacsem(Θ)({δ0}) is compact, hence P0 ∈ P
ac
sem(Θ)({δ0}). Thus, it remains to show that
P0 ∈ PL. Now, since each Pn ∈ PL is a Lévy law, [21, VII.2.6, p.395] assures that indeed
P0 ∈ PL.
3) =⇒ 4): Let ((bn, cn, Fn))n∈∈N ⊆ Θ. We need to show that there exists a subsequence
((bnk , cnk , Fnk))k∈N and (b0, c0, F 0) ∈ Θ such that for all f ∈ C2b (R
d) the subsequence of
functions ((L(b
nk ,cnk ,Fnk )f))k∈N converges pointwise to the function (L(b
0,c0,F 0)f). To that
end, fix any f ∈ C2b (R
d). For each n ∈ N let Pn ∈ PL(Θ) be the Lévy law with corresponding
Lévy triplet (bn, cn, Fn). Due to assumption 3), PL(Θ) is compact, hence there exists a
subsequence (Pnk)k∈N which converges to some Lévy law P0 with Lévy triplet (b
0, c0, F 0) ∈ Θ.
We claim that the corresponding subsequence of functions ((L(b
nk ,cnk ,Fnk )f))k∈N converges
pointwise to the corresponding function (L(b
0,c0,F 0)f). To see this, denote by c˜n the modified
second Lévy triplet for each n ∈ N0. Then, observe that for each n ∈ N0, we have for all
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x ∈ Rd that
(L(b
n,cn,Fn)f)(x)
=
d∑
i=1
bn,i ∂f
∂xi
(x) + 12
d∑
i,j=1
cn,ij ∂
2f
∂xi∂xj
(x)
+
∫
Rd
(
f(x+ y)− f(x)−
d∑
i=1
∂f
∂xi
(x)hi(y)
)
Fn(dy)
=
d∑
i=1
bn,i ∂f
∂xi
(x) + 12
d∑
i,j=1
(
cn,ij +
∫
Rd
hi(y)hj(y)Fn(dy)
)
∂2f
∂xi∂xj
(x)
+
∫
Rd
(
f(x+ y)− f(x)−
d∑
i=1
∂f
∂xi
(x)hi(y)− 12
d∑
i,j=1
∂2f
∂xi∂xj
(x)hi(y)hj(y)
)
Fn(dy)
=
d∑
i=1
bn,i ∂f
∂xi
(x) + 12
d∑
i,j=1
c˜n,ij ∂
2f
∂xi∂xj
(x) +
∫
Rd
Rx(y)F
n(dy),
where Rx(y) = f(x + y) − f(x) −
∑d
i=1
∂f
∂xi
(x)hi(y) − 12
∑d
i,j=1
∂2f
∂xi∂xj
(x)hi(y)hj(y). Since
h is a bounded continuous function on Rd with h(y) = y in a neighborhood of the origin
and f ∈ C2b (R
d), the basic property of Taylor expansion guarantees that Rx is a bounded
continuous function on Rd satisfying Rx(y) = o(|y|
2) as y → 0. Thus, since the subsequence
of Lévy laws (Pnk)k∈N converges weakly to the Lévy law P0, [21, Theorem VII.2.9, p.396]
guarantees that the sequence ((bnk , c˜nk , Fnk))k∈N converges to (b0, c˜0, F 0) and the sequence
(
∫
Rd
Rx(y)F
nk(dy))k∈N converges to
∫
Rd
Rx(y)F
0(dy). This, together with the above repre-
sentation for (L(b
n,cn,Fn)f)(x), n ∈ N0, demonstrates that the subsequence (L
(bnk ,cnk ,Fnk)f)k∈N
indeed converges pointwise to (L(b
0,c0,F 0)f).
4) =⇒ 5): Fix any x ∈ Rd and define the function fx : R
d → C by fx(z) := e
ix·z. Observe
that for each Lévy triplet (b, c, F ), we have
ψ(b,c,F )(x) = ix · b−
1
2
x · c · x+
∫
Rd
(eix·y − 1− ix · h(y))F (dy) = (L(b,c,F )fx)(0).
Therefore, we see that 5) follows from assumption 4) applied to both the real and imaginary
part of fx.
5) =⇒ 1): Let ((bn, c˜n, Fn))n∈N ⊆ u(Θ) be a sequence which converges to some (b, c˜,F) ∈
Rd × Sd+ × L. we need to show that there exists (b
0, c0, F 0) ∈ Θ such that u(b0, c0, F 0) =
(b, c˜,F). To that end, for each n ∈ N, let (bn, cn, Fn) ∈ Θ such that u(bn, cn, Fn) =
(bn, c˜n, Fn). Moreover, for each n ∈ N, let µn be the infinitely divisible distribution with
Lévy triplet (bn, cn, Fn) and characteristic function ϕµn(x) := e
ψ(b
n,cn,Fn)(x). Consider the
sequence of functions (ψ(b
n,cn,Fn))n∈N. Due to assumption 5), {ψ(b,c,F ) : (b, c, F ) ∈ Θ} is
sequentially compact for the topology of pointwise convergence. Therefore, there exists a
subsequence of functions (ψ(b
nk ,cnk ,Fnk))k∈N and a Lévy triplet (b0, c0, F 0) ∈ Θ such that the
subsequence of functions (ψ(b
nk ,cnk ,Fnk))k∈N converges pointwise to the function ψ(b
0,c0,F 0).
This implies that the subsequence of characteristic functions (eψ
(bnk ,cnk ,Fnk )
)k∈N converges
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pointwise to the characteristic function eψ
(b0,c0,F0)
of the infinitely divisible distribution µ0
with Lévy triplet (b0, c0, F 0). By Lévy’s continuity theorem, this implies that the subsequence
(µnk)k∈N converges weakly to µ0. Therefore, [21, Theorem VII.2.9, p.396] and the definition
of the function u in (2.3) assure that (u(bnk , cnk , Fnk))k∈N also converges to u(b0, c0, F 0).
Since by assumption (u(bnk , cnk , Fnk))k∈N also converges to (b, c˜,F), we obtain that indeed,
u(b0, c0, F 0) = (b, c˜,F).
We finish this section with the proof of Example 2.11 showing that in general, Condi-
tion (J) is not necessary for Pacsem(Θ) to be closed.
Proof of Example 2.11. Let d = 1, and consider the set Θ ⊆ R× [0,∞) × L defined by
Θ :=
{
(b, c, F )
∣∣∣ supp(F ) ⊆ {|x| ≤ 1}, b = 0, c+ ∫
R
|x|2 F (dx) = 1
}
.
Clearly, Θ is closed, convex and satisfies Condition (B). We claim that Pacsem(Θ)(δ0) is com-
pact. By 1) in Theorem 2.8, it suffices to show that u(Θ) ⊆ Rd × Sd+ × L is closed. To that
end, observe that
u(Θ) = {0} × {1} ×
{
F ∈ L
∣∣ supp(F ) ⊆ {|x| ≤ 1}}. (4.12)
Therefore, it remains to show that
{
F ∈ L
∣∣ supp(F ) ⊆ {|x| ≤ 1}} ⊆ L is closed. Let
(Fn)n∈N ⊆
{
F ∈ L
∣∣ supp(F ) ⊆ {|x| ≤ 1}} converge to some F0 ∈ L. We need to show
that supp(F0) ⊆ {|x| ≤ 1}. Consider a sequence of functions (fk) ⊆ Cb(R) with values in
[0, 1] such that fk = 0 on {|x| ≤ 1} for each k and (fk) increasingly converges pointwise to
1{|x|>1}. Then, by the monotone convergence theorem∫
Rd
1{|x|>1} F0(dx) = lim
k→∞
∫
Rd
fk(x)F0(dx).
Since each fk is a bounded continuous function vanishing in a neighborhood of the origin, we
obtain for each k ∈ N that∫
Rd
fk(x)F0(dx) = lim
n→∞
∫
Rd
fk(x)Fn(dx).
Therefore, as each Fn satisfies supp(Fn) ⊆ {|x| ≤ 1} and each fk satisfies fk = 0 on {|x| ≤ 1},
we obtain that ∫
Rd
1{|x|>1} F0(dx) = lim
k→∞
lim
n→∞
∫
Rd
fk(x)Fn(dx) = 0.
This implies that supp(F0) ⊆ {|x| ≤ 1}.
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5 Semimartingale Optimal Transport
The goal of this section is to prove Theorem 2.16, which provides the existence of a minimizer
of the primal optimal transport problem introduced in (2.4), and also present a corresponding
duality result. We follow Tan and Touzi [39], and Mikami and Thieullen [30].
Recall the optimal transport problem (2.4) defined by
V (µ0, µ1) := inf
P∈PΘ(µ0,µ1)
J(P) := inf
P∈PΘ(µ0,µ1)
EP
[ ∫ 1
0
L(t,X, bPt , c
P
t , F
P
t ) dt
]
,
where we write PΘ ≡ P
ac
sem(Θ) to shorten the notation.
Remark 5.1. Under the assumption on Θ stated in Theorem 2.16, we have as a consequence
of Theorem 2.5 that PΘ(µ0, µ1) is compact. Indeed, tightness is clear as PΘ(µ0, µ1) ⊆ PΘ.
Closedness follows from the observation that for any sequence (Pn) ⊆ PΘ converging to some
P0 ∈ PΘ, we have the convergence of (Pn ◦X
−1
0 )n∈N to P0 ◦X
−1
0 , and as P0 has no fixed time
of discontinuity, we also have the convergence of (Pn ◦X
−1
1 )n∈N to P0 ◦X
−1
1 .
We start with a useful lemma which allows us to consider the optimal transport problem
introduced in (2.4), but on the enlarged space introduced in Section 3, and give its relation
to the original one. To that end, recall the function ϕ : Rd × Sd+ × L → R
d × Sd+ × R
N
introduced in (3.3) (with corresponding function ϕ). We have seen that ϕ is an additive,
positive homogeneous map being a bijection onto its image, see Section 3.1.
Define the corresponding function L : [0, 1] × Ω× ϕ(Θ)→ [0,∞) by setting
L(t, ω, ϕ(b, c, F )) := L(t, ω, b, c, F ),
and define for any P ∈ PΘ(µ0, µ1) the associated transportation cost
J(P) := EP
[ ∫ 1
0
L
(
t,X, ϕ(bPt , c
P
t , F
P
t )
)
dt
]
= EP
[ ∫ 1
0
L
(
t,X, bt, ct, vt
)
dt
]
,
where b, c, v are defined as in Section 3.1.
Lemma 5.2. Under the conditions of Theorem 2.16, the following hold true:
(i) For any P ∈ PΘ(µ0, µ1), let P ∈ PΘ(µ0, µ1) be the corresponding measure on the enlarged
space Ω defined in (4.1). Then, we have J(P) = J(P).
(ii) Conversely, for any P ∈ PΘ(µ0, µ1), let P := P ◦X
−1
∈ PΘ(µ0, µ1) be the push forward
measure defined in (4.2). Then, we have J(P) ≥ J(P).
Proof. To see part (i), let P ∈ PΘ(µ0, µ1) and let P := P ◦ (Ψ
P)−1 ∈ PΘ(µ0, µ1), where
ΨP : Ω → Ω is defined just above (4.1). Moreover, recall the set C+(Rd) := {gi | i ∈ N} and
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the processes b, c and v := (v1, v2, . . . ) defined in Section 3.1. Then,
J(P) = EP
[ ∫ 1
0
L(t,X, bPt , c
P
t , F
P
t ) dt
]
= EP
[ ∫ 1
0
L(t,X, b
P
t , c
P
t , (
∫
Rd
gi(x)F
P
t (dx))i∈N) ◦Ψ
P dt
]
= EP
[ ∫ 1
0
L(t,X, bt, ct, vt) ◦Ψ
P dt
]
= EP
[ ∫ 1
0
L(t,X, bt, ct, vt) dt
]
= J(P).
For part (ii), let P ∈ PΘ(µ0, µ1) and P := P ◦ X
−1
∈ PΘ(µ0, µ1) be the push forward
measure defined in Lemma 4.2. Denote by (b
P
, cP, F
P
) the P-F-differential characteristics of
X . Due to Assumption 2.14 and its definition, the function L(t, ω, ·, ·, ·) is convex on ϕ(Θ) for
each t, ω. Denote by F
X,P
+ the usual P-augmentation of F
X
. Using Fubini’s theorem, Jensen
inequality and the definition of P yields
J(P)
=
∫ 1
0
EP
[
L(t,X, bt, ct, vt)
]
dt
≥
∫ 1
0
EP
[
L
(
t,X,EP
[
(bt, ct, vt)
∣∣FX,Pt+ ])] dt
=
∫ 1
0
EP
[
L
(
t,X,EP
[ (
b
P
t , c
P
t , (
∫
Rd
gi(x)F
P
t (dx) )i∈N
) ∣∣FX,Pt+ ])] dt.
By Lemma A.1, the differential characteristics (b
X,P
, cX,P, F
X,P
) of X under P-F
X
(which are
the same under P-F
X,P
+ ) are optional projections of the differential characteristics of X under
P-F. Therefore, we obtain from the definition of ϕ defined in (3.3) that∫ 1
0
EP
[
L
(
t,X,EP
[ (
b
P
t , c
P
t , (
∫
Rd
gi(x)F
P
t (dx))i∈N
) ∣∣FX,Pt+ ])] dt
=
∫ 1
0
EP
[
L
(
t,X, b
X,P
t , c
X,P
t , (
∫
Rd
gi(x)F
X,P
t (dx))i∈N
) ]
dt
=
∫ 1
0
EP
[
L
(
t,X, ϕ(b
X,P
t , c
X,P
t , F
X,P
t )
) ]
dt.
We know from the proof of Lemma 4.2 that
the law of ϕ(b
X,P
, cX,P, F
X,P
) under P
= the law of ϕ(b
X,P
, cX,P, F
X,P
) ◦ Φ under P
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and that the differential characteristics of X under P-F satisfy
(bP, cP, F P) = (b
X,P
◦Φ, cX,P ◦ Φ, F
X,P
◦ Φ).
Therefore, we conclude that∫ 1
0
EP
[
L
(
t,X, ϕ(b
X,P
t , c
X,P
t , F
X,P
t )
) ]
dt =
∫ 1
0
EP
[
L(t,X, bPt , c
P
t , F
P
t )
]
dt
= J(P).
Now we are able to prove the existence of a minimizer P̂ ∈ PΘ(µ0, µ1) for (2.4).
Lemma 5.3. The function
M1(R
d)×M1(R
d)→ [0,∞], (µ0, µ1) 7→ V (µ0, µ1)
is lower semicontinuous. As a consequence, there exists P̂ ∈ PΘ(µ0, µ1) satisfying
J(P̂) = inf
P∈PΘ(µ0,µ1)
J(P).
Proof. We follow [39, Lemma 3.13], which goes back to the arguments in [30, Lemma 3.1].
Let (µn0 )n∈N and (µ
n
1 )n∈N be two sequences in M1(R
d) converging weakly to µ0 and µ1,
respectively. We need to show that
lim inf
n→∞ V (µ
n
0 , µ
n
1 ) ≥ V (µ0, µ1).
Without loss of generality, assume that lim infn→∞ V (µn0 , µ
n
1 ) < ∞. Then, after choosing a
subsequence if necessary, we can assume that the sequence (V (µn0 , µ
n
1 ))n∈N is bounded, and
for each n ∈ N, there exists a probability measure Pn ∈ PΘ(µ
n
0 , µ
n
1 ) such that
0 ≤ J(Pn)− V (µ
n
0 , µ
n
1 ) ≤
1
n
. (5.1)
Thanks to Lemma 5.2, we find for each n ∈ N a corresponding measure Pn ∈ PΘ(µ
n
0 , µ
n
1 ) on
the enlarged space satisfying J(Pn) = J(Pn).
Note that the sequences (µn0 )n∈N and (µ
n
1 )n∈N are tight as they converge weakly to µ0 and
µ1, respectively. Consequently, Proposition 3.16 implies tightness of the sequence (Pn)n∈N.
Moreover, we deduce from Corollary 3.2 and the arguments in Remark 5.1 that any limit law
P0 of a converging subsequence (Pnk)k∈N ⊆ (Pn)n∈N is an element of PΘ(µ0, µ1).
Now, as the cost function satisfy Assumption 2.14, we can follow exactly the arguments
of [39, Lemma 3.9], which go back to [28], to derive the lower semicontinuity of the map
PΘ → [0,∞], P 7→ J(P).
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Moreover, by Lemma 5.2, we can find a probability measure P0 ∈ PΘ(µ0, µ1) such that
J(P0) ≤ J(P0). Hence, we obtained the lower semicontinuity due to the following inequalities
lim inf
n→∞ V (µ
n
0 , µ
n
1 ) = lim infn→∞ J(Pn) = lim infn→∞ J(Pn) ≥ J(P0) ≥ J(P0)
≥ V (µ0, µ1).
To obtain the existence of a minimizer P̂ ∈ PΘ(µ0, µ1), choose (µ
n
0 , µ
n
1 ) = (µ0, µ1) and
follow the arguments used above from equation (5.1) on to derive the result.
In the rest of this section, we prove the duality result for the value function V (µ0, µ1)
stated in Theorem 2.16. We will use classical convex duality arguments, which require that
V (µ0, µ1) is lower semicontinuous and convex. Whereas the lower semicontinuity of V (µ0, µ1)
was already shown in Lemma 5.3, we can argue exactly the same way as in [39, Lemma 3.15]
to obtain the convexity of the map
M1(R
d)×M1(R
d)→ [0,∞], (µ0, µ1) 7→ V (µ0, µ1).
Before starting the proof of the duality result, recall the dual function
V(µ0, µ1) := sup
λ1∈Cb(Rd)
{∫
Rd
λλ10 (x)µ0(dx)−
∫
Rd
λ1(x)µ1(dx)
}
,
where
λλ10 (x) := inf
P∈PΘ(δx)
EP
[ ∫ 1
0
L(t,X, bPt , c
P
t , F
P
t ) dt+ λ1(X1)
]
.
By arguing exactly as in the proof of [39, Lemma 3.5] (using [32, Theorem 2.1] for the
conditioning and pasting of probability measures), we get immediately the following result.
Lemma 5.4. Let the cost function L satisfy Assumption 2.14. Then for any λ1 ∈ Cb(R
d),
the function λλ10 is measurable with respect to the Borel σ-field on R
d completed by µ0, and∫
Rd
λλ10 (x)µ0(dx) = inf
P∈PΘ(µ0)
EP
[ ∫ 1
0
L(t,X, bPt , c
P
t , F
P
t ) dt+ λ1(X1)
]
.
In particular, the integral
∫
Rd
λλ10 (x)µ0(dx) is well-defined.
To keep the notation short, denote µ(φ) :=
∫
Rd
φ(x)µ(dx) for all µ ∈M1(R
d), φ ∈ L1(µ).
Proof of Theorem 2.16. In Lemma 5.3, we already have proved the existence of a minimizer
P̂ ∈ PΘ(µ0, µ1) of the primal optimal transport problem (2.4), whenever V (µ0, µ1) <∞.
To obtain the duality result, we follow the argument of [39, p.9] and [30, Theorem 2.1].
For any fixed initial distribution µ0, observe that if V (µ0, µ1) = ∞ for every µ1 ∈ M1(R
d),
then J(P) =∞ for all P ∈ PΘ(µ0), which by definition of the dual function and Lemma 5.4
implies that also V(µ0, µ1) =∞. In this case, the duality result holds true trivially.
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Now, consider the case where the function µ1 7→ V (µ0, µ1) is not always equal to infinity.
Denote by Mf,s(R
d) the space of all finite signed measures on Rd equipped with the coarsest
topology making the maps µ 7→ µ(φ) continuous for every φ ∈ Cb(R
d). Then, the subspace
topology on M1(R
d) coincides with the usual weak topology on it, see [7, Chapter 8]. By
extending V (µ0, ·) from M1(R
d) to Mf,s(R
d) setting V (µ0, µ1) =∞ for all µ1 ∈ Mf,s(R
d) \
M1(R
d), we retain its lower semicontinuity and convexity also on the bigger space Mf,s(R
d).
Now, recall that the dual space Mf,s(R
d)∗ of Mf,s(Rd) is defined by
Mf,s(R
d)∗ =
{
µ 7→
∫
Rd
φ(x)µ(dx) | φ ∈ Cb(R
d)
}
,
see e.g. [10, Lemma 3.2.3, p.65], and the Legendre transform g : Cb(R
d) → (−∞,∞] of
V (µ0, ·), which is defined by
g(λ1) := sup
µ1∈Mf,s(Rd)
{
µ1(λ1)− V (µ0, µ1)
}
.
We can apply the classical convex duality result [10, Theorem 2.2.15, p.55] to get
V (µ0, µ1) = sup
λ1∈Cb(Rd)
{
µ1(λ1)− g(λ1)
}
. (5.2)
Moreover, using the definition of V (µ0, µ1) and Lemma 5.4 leads to the following characteri-
zation of the Legendre transform
g(−λ1) := sup
µ1∈Mf,s(Rd)
{
µ1(−λ1)− V (µ0, µ1)
}
= sup
µ1∈M1(Rd)
{
µ1(−λ1)− V (µ0, µ1)
}
= − inf
µ1∈M1(Rd)
inf
P∈PΘ(µ0,µ1)
{
EP[λ1(X1)] + J(P)
}
= − inf
P∈PΘ(µ0)
{
EP[λ1(X1)] + J(P)
}
= −µ0(λ
λ1
0 ).
Therefore, the classical convex duality result (5.2) becomes as desired
V (µ0, µ1) = sup
−λ1∈Cb(Rd)
{µ1(−λ1) + µ0(λ
λ1
0 )} = sup
λ1∈Cb(Rd)
{µ0(λ
λ1
0 )− µ1(λ1)}
= V(µ0, µ1).
A Appendix
For the appendix, let (Ω,F ,F,P) be any filtered probability space. Consider a subfiltration
G ⊆ F and denote by P(G) the corresponding G-predictable σ-field. For any process Y ,
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denote by oY the optional projection of Y with respect to GP+, i.e. the usual augmentation of
G. The reason why we consider the usual augmentation is that the optional projection with
respect to G might not exist, if G does not satisfy the usual conditions. We recall that by
[31, Proposition 2.2], an F-adapted process X having càdlàg paths is a F-semimartingale if
and only if it is a FP+-semimartingale, and the characteristics associated with these filtrations
are the same. If in addition X is G-adapted, the same holds true with respect to G (but of
course, the characteristics may vary between F and G).
We present the following useful lemma which identifies the characteristics of a semimartin-
gale X when considering a smaller filtration. The lemma is not stated in full generality, but
in such a way that it fits the framework needed for this paper.
Lemma A.1. Let (Ω,F ,F,P) be a filtered probability space, let X be a stochastic process
with càdlàg paths which is a P-F-semimartingale having absolutely continuous characteristics
(bFt dt, c
F
t dt, F
F
t dt), and let G ⊆ F be a subfiltration such that X is G-adapted. Moreover,
assume that the canonical representation of X under F,
X = X0 +
∫ ·
0
bFs ds+M
F +
∑
0≤s≤·
[∆Xs − h(∆Xs)],
satisfies EP
[ ∫ T
0 |b
F
s | ds
]
< ∞ and the local martingale part MF is a true P-F-martingale.
Then the following hold:
1) X is a P-G-semimartingale having absolutely continuous characteristics with differential
characteristics of the form
(bG, cG, FG) := (obF, cF, oF F),
where oFG is defined by setting for any F ⊗ B([0, T ])⊗ B(Rd)-measurable function W∫
Rd
W (t, x) oF Ft (dx) :=
o
(∫
Rd
W (·, x)F F· (dx)
)
t
, t ∈ [0, T ].
Moreover, the local martingale part MG in the canonical representation of X under P-G is a
true P-G-martingale.
2) Furthermore, if P× dt-a.s., (bF, cF, F F) are taking values in some Θ ⊆ Rd× Sd+×L which
is closed, convex and satisfies Condition (B), then also (bG, cG, FG) ∈ Θ P× dt-a.s.
Proof. W.l.o.g., assume that (Ω,F) = (D([0, T ],Rd),B(D([0, T ],Rd))) and let X be the
canonical process.
Let (BF, CF, νF) be the F-charactertistics of X. The second characteristic can be defined
as the continuous part of the finite variation process [X], see e.g. [31, Proposition 6.6]. As
by assumption, X is G-adapted, so is the quadratic variation process [X] and hence also its
continuous part. Therefore, CG = CF, in particular CG is absolutely continuous P-a.s., and
CF can be chosen to be G-predictable. Consider the canonical representation
X = X0 +
∫ ·
0
b
FP+
s ds+M
FP+ +
∑
0≤s≤·
[∆Xs − h(∆Xs)]
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of the P-FP+-semimartingale X, whereM
FP+ is a true P-FP+-martingale. Therefore, by the tower
property, its optional projection oMF
P
+ (with respect to GP+) is a P-G
P
+-martingale. Moreover,
by the integrability condition imposed on BF, it is straightforward to verify that the process
Z := oBF
P
+ −
∫ ·
0
ob
FP+
s ds is a P-GP+-martingale, too. By assumption, X is G-adapted, so X is
a G- (and hence also GP+)-semimartingale with G
P
+-canonical representation
X = X0 +
∫ ·
0
ob
FP+
s ds+
(
oMF
P
+ + Z
)
+
∑
0≤s≤·
[∆Xs − h(∆Xs)] P-a.s..
This implies that BG
P
+ =
∫ ·
0
ob
FP+
s ds, hence by [31, Proposition 2.2], we obtain bG = obF.
Moreover, MG =
(
oMF
P
+ + Z
)
P-a.s., so it is a P-G-martingale.
For the third characteristic, we have by definition that oF F(dx) dt is a predictable random
measure with respect to GP+. Moreover, we obtain for any nonnegative P(G
P
+) ⊗ B(R
d)-
measurable function W by Fubini’s theorem that
EP
[ ∫ T
0
∫
Rd
W (t, x)oF F(dx) dt
]
= EP
[ ∫ T
0
∫
Rd
W (t, x)µX(dx, dt)
]
,
which implies that the oF F(dx) dt is the P-GP+-compensator of µ
X(dx, dt), see [21, Theo-
rem II.1.8, p.66]. Therefore, we conclude from [31, Proposition 2.2] that FG(dx) = oF F(dx).
Finally, for the second part, assume from now on that (bF, cF, F F) are taking values in
some Θ ⊆ Rd×Sd+×L which satisfies Condition (B) and is closed, convex. Recall the function
ϕ defined in (3.3). By the characterization (3.5), we know that
(bG, cG, FG) ∈ Θ P× dt-a.s.
⇐⇒
(
bG, cG, (
∫
Rd
gi(x)F
G(dx))i∈N
)
∈ cl(ϕ(Θ)) P× dt-a.s.
where C+(Rd) = {gi | i ∈ N}, see Section 3.1. Now by assumption, we know that(
bF, cF, (
∫
Rd
gi(x)F
F(dx))i∈N
)
∈ cl(ϕ(Θ)) P× dt-a.s.
Moreover, due to the first part, we have
(bG, cG, (
∫
Rd
gi(x)F
G(dx))i∈N
)
=
(
EP[bF |GP+],E
P[cF |GP+], (E
P[
∫
Rd
gi(x)F
F(dx) |GP+])i∈N
)
= EP
[(
bF, cF, (
∫
Rd
gi(x)F
F(dx))i∈N
) ∣∣GP+].
Thus, as cl(ϕ(Θ)) is convex and closed,
(bG, cG, (
∫
Rd
gi(x)F
G(dx))i∈N
)
∈ cl(ϕ(Θ)) P× dt-a.s..
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Remark A.2. Observe that in the setting of Lemma A.1, we have for any δ > 0 that
EP
[ ∫ T
0
∫
{|x|≤δ}
|x|2 F Ft (dx) dt
]
= EP
[ ∫ T
0
∫
{|x|≤δ}
|x|2 FGt (dx) dt
]
.
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