There are several Global Climate Models (GCMs) reported by various countries to the Intergovernmental Panel on Climate Change (IPCC). Due to the varied nature of the GCM assumptions, the future projections of the GCMs show high variability which makes it difficult to come up with confident projections into the future. Climate scientists combine these multiple GCMs to minimize the variability and the prediction error. Most of these model combinations are specifically for a location, or at a global scale. They do not consider regional or local smoothing (including the IPCC model). In this paper, we address this problem of combining multiple GCM outputs with spatial smoothing as an important desired criterion. The problem formulation takes the form of multiple least squares regression for each geographic location with graph Laplacian based smoothing amongst the neighboring locations. Unlike existing Laplacian regression frameworks, our formulation has both inner and outer products of the coefficient matrix, and has Sylvester equations as its special case. We discuss a few approaches to solve the problem, including a closed-form by solving a large linear system, as well as gradient descent methods which turn out to be more efficient. We establish the superiority of our approach in terms of model accuracy and smoothing compared to several popular baselines on real GCM climate datasets.
Introduction
The rise in global temperatures, frequent natural disasters, and rising sea levels have made the problem of predicting these global climate phenomena 1 a matter of prime importance. Geophysists, climate scientists and meteorologists create complex mathematical models to represent such nonlinear climate systems. They are run as computer simulations, to predict climate variables such as temperature, pressure, and precipitation over multiple centuries. These models have different uncertainties associated with them and are grouped into three major categories: initial conditions, boundary conditions, parameter uncertainties [41] . Resolving all these uncertainties and defining a true climate system is highly complex and nearly impossible.
Every group of climate modelers come up with a different representation of the climate processes that explains the * University of Minnesota, Minneapolis, MN 55455. {karthik,banerjee}@cs.umn.edu 1 The term weather often relates to short term period of 7 to 10 days and the term climate refers to long term phenomena averaged over a long period. choice of initial, boundary and parameter condition assumptions. Each of these models, based on their input variations, produce different Global Climate models (GCM) 2 and are reported to the Intergovernmental Panel on Climate Change (IPCC) [4] . These models are shown to have high variance in their forecast of the future climate parameters [33] (like pressure, temperature, precipitation, etc.). The main reason for such uncertainty in the response of the GCMs is due to the model variability and can be greatly reduced by combining multiple GCM outputs [33] .
There are variety of areas where ensemble of models have shown to be useful in increasing the overall predictive skill, in addition to reliability and consistency of predictions. Some examples are models forecasts in the field of public health [44] and agriculture [15] where combined approaches are shown to be much superior compared to any single forecast model. In El Nino Southern Oscillation (ENSO) weather and climate related predictions are found to perform better using multi-model ensembles than using single model for forecast [34] .
Currently, there are several ways in which climate scientists combine these GCM model outputs. For example, IPCC [4] uses a global model average, where each model output is given an equal weightage. Another popular approach for combining model outputs, especially popular in the context of weather forecasting, is Superensemble [22] . In this approach, an ordinary least squares regression is performed on the bias removed model outputs for each geographic location. The regression coefficients are allowed to be both positive and negative in this case, unlike the model average.
An issue with this approach [22] , since there is no regularization, is that the combined model tends to overfit the training data, and hence may not be general enough to characterize a new test data point. Due to this reason, the climate variables in each location may vary significantly for the new test data point, and may result in significant deviation from its neighbors. Superensemble like methods [23, 22, 24] do not guarantee the regression parameters in neighboring locations to be smooth. This results in climate variables varying abruptly amongst the neighboring locations for the test data.
In this paper, we address such problem of combining the GCM model outputs with spatial smoothing as a multiple least squares regression problem, where each geographic location has its own least squares model. To achieve the smoothing across the neighboring locations we use a graph Laplacian based regularizer. Unlike the existing Laplacian regression frameworks [10] , our formulation has both inner and outer products of the coefficient matrix, and has Sylvester equations as its special case. We discuss a few approaches to solve the problem, including a closed-form by solving a large linear system, as well as gradient descent methods which turn out to be more efficient. We also propose a distributed approach using Alternating Direction Method (ADM). Finally, we empirically evaluate our approach using various error and smoothing measures on GCM climate datasets. We show that our iterative model outperforms the baseline methods in terms of root mean square error, while maintaining excellent smoothing across the geographical neighborhood. The rest of the paper is organized as follows. In Section 2, we give a brief overview of the related work. in Section 3, we explain our notations, model and solution to the climate multi-model regression problem. In Section 4, we discuss the climate data sets, evaluation measure, and the experimental results to compare our proposed approach against several baselines, and conclude in Section 5.
Related Work
The problem of spatial smoothing using regression models is well studied, especially in spatial data mining, using two popular approaches [39] : (a) Spatial Auto Regression (SAR) [7] and (b) Geographically Weighted Regression [14, 29] . In SAR models, the spatial dependencies of the dependent variable is directly modeled in the regression objective. The original regression equation y = Xβ is modified as y = ρWy + Xβ + , where W is the contiguity matrix denoting the neighborhood relationship and ρ is a constant parameter that decides the strength of spatial dependency amongst the elements of y, the dependent variable. Note that, the SAR approach corresponds to a single regression model with smoothing over the entire space. In our case, we have separate models for each spatial point and we need to ensure smoothness amongst multiple model parameters. The SAR approach does not address this problem.
One of the limitations of SAR approach is that, it does not account for the underlying spatial heterogeneity. The Geographically Weighted Regression (GWR) [14, 29] was proposed to address this issue using a spatially varying model parameter β(s). They used a weighted linear regression model where the parameters in geographic location are weighed using a distance decay function. The regression model at a specific location s is given by y = Xβ(s) + . In this approach, the calibration of model parameters in a neighborhood is pre-defined, such as a distance decay function, and not general enough as in our case.
In a parallel thread, there are several approaches considered by climate scientists to address the GCM combination problem. These models can be broadly grouped in to three categories: (1) Weighted averaging models [22, 23, 47, 18, 26] (2) Bayesian models [42, 43, 18, 35] and (3) Online learning models [31, 27, 21, 8] .
In the weighted averaging models, the approaches vary in the way the weights are chosen. For instance, the weights in [24] are chosen to fit a least squares model, and in [26] the weights are exponentially decaying over the neighboring locations. The farther the point, the lesser the significance of weighting. The main challenge in this approach is choosing the decay function corresponding to each location is quite tedious [26] . In Bayesian models [42, 43] , the current and future climate parameters are treated as random variables with a prior probability distribution. The likelihood component of the model specifies the conditional distribution of the data, given the parameters. The posterior is obtained by combining the prior and likelihood of the model. In the online learning models [31] , each GCM is modeled as an expert and for every time instance experts give predictions. The online learning approach takes one data point at a time and updates its confidence (weights) for each expert based on the accuracy of the recent prediction.
We note that, none of these models address the problem of combining multiple GCM model outputs at each location, with spatial smoothing across the model parameters in neighboring locations.
Spatially Smooth Multi-Model Regression
In this section, we will describe our model Spatially Smooth Multi-Model Regression (S 2 M 2 R) and discuss the closed form and iterative solutions to the problem. We briefly discuss the alternating direction method (ADM) to scale the solution to large data sets. Finally, we show that our model is widely applicable as it is a generalization of well-known Sylvester equations which is finding increasing applications in multivariate ML models [11] in control theory.
Notation
We use bold capital letters to denote a matrix, such as X. Any vector is denoted by a bold small letter x. A scalar is denoted by lower or upper case letter, x or X. If X is a matrix, a bold face x i denotes the i-th column of matrix X. x ij denotes the (i,j)-th element of matrix X. The iterations are denoted using a superscript in braces, such as x (t) denotes the value of x in iteration t.
Model
Let m be the number of climate variables of interest, e.g., temperature, pressure, precipitation, wind speed, etc., T be the number of periods of observations indexed by t, e.g., at monthly resolution, t = 1 corresponds to Jan 1960, t = 2 corresponds to Feb 1960, etc., and k be the number of climate models under consideration. From each model, we have a value for each climate variable at each period at a number of geographical locations. Let N be the total number of such locations indexed by i, so that the model outputs at location i can be represented as a matrix A i ∈ R mT ×k . We also have the true observation vector for the m variables for T periods at each location i, represented by b i ∈ R mT ×1 . The goal is to develop a regression model which combines the model outputs to get a prediction which is close to the true value. One option is to consider a separate regression model for each location i. Let the regression parameters for each location i be denoted by θ i ∈ R k×1 , so that b i ≈ A i θ i . The simplest approach to accomplish this is to consider a least-squares linear regression formulation, also known as the ordinary least squares (OLS) [25] . For OLS, at each location i, we consider the following problem
There are two potential issues with the OLS formulation: (i) Since there is no regularization, the parameters can over-fit the training data and not perform well on the test data, and (ii) Regression parameters in neighboring locations can be different, which is not meaningful for a spatial regression problem. Our formulation addresses both issues based on a spatially smooth regularization, which we now describe. Let G = (V, E) be a weighted graph, where there is a vertex v i corresponding to every location i so that |V | = n. The edges are between neighboring locations, for a suitable definition of (spatial) neighborhood. The weights w ij on the edges (i, j) ∈ E captures the proximity of the two locations, i.e., w ij is high for immediate neighbors and low/zero for far away locations. Let D be a diagonal matrix with D ii = j w ij . Then, the unnormalized graph Laplacian corresponding to the graph is given by L = D − W [11] [10] . One of the key properties of the Laplacian in the context of regression on graph is as follows: for f ∈ R n , where f i is the value for vertex v i , we have [11] [10]
For our current purposes, we consider a spatial regularization term which makes sure regression parameters in neighboring locations are similar. In particular, we consider the following regularizer:
where Θ ∈ R k×N is the combined regression parameter matrix so that
The neighborhoods for regression can be obtained from a simple 4-nearest neighbor, as shown in Figure 1 , or in general, one consider an appropriate neighborhood structure based on domain knowledge. With λ ≥ 0 as the regularization constant, the objective function for S 2 M 2 R is given by
The model is general enough to include multiple climate variables, and capable of doing spatial smoothing using any given neighborhood graph. For example, in Figure 2 , the blue and yellow circles represent land and sea surface temperatures, and the figure illustrates the neighborhood structure among the locations. The formulation in (3.6) looks quite similar to the widely studied and by now mature literature in learning with Laplacian regularization [10] . In spite of the apparent similarities, as we now show, the structure of the problem is rather different. In fact, the problem can be seen as a generalization of ideas which have appeared in the literature on control theory, in particular involving the Sylvester (or Lyapunov) equations [9] [20] [45] . In the context of data analysis, Sylvester equations naturally show up while trying to capture covariance structures along both rows and columns of a data matrix. Note that for a d × n data matrix, for n data points in d dimensions, classical methods such as PCA only focus on d × d covariances over the rows (dimensions) and kernel methods focus on n × n covariances over the columns (data points). Models based on Sylvester equations [5] [6] can account for both covariance structures simultaneously.
For ease of exposition, assume A i = A, ∀i. Then, (3.6) takes the form
Taking gradient w.r.t. Θ, we have the following matrix equation:
which is the Sylvester equation [9] [20]. It is important to note that, unlike simple Laplacian regularization, in the Sylvester equation, the rows of Θ get coupled by the (local) kernel K derived from the design matrix, and the columns of Θ get coupled by the spatial regularization from the graph Laplacian L. In our formulation, the design matrices A i are different in every location i, and hence (3.6) is more general than (3.7). Now, we will focus on some approaches for solving the optimization problem in (3.6). The edge connecting the circles corresponds to the required smoothing between the model parameters in two regions.
A Closed Form Solution Since (3.6) can be written as a quadratic form in vec(Θ) ∈ R N k×1 , the problem can in principle be solved as a large linear system. First, we construct the following matrices:
Then, (3.6) can be written as:
where ⊗ denotes the Kronecker product, I k is the k × k identity matrix, and P is a permutation matrix that converts the column stacked arrangement of vec(Θ) to a row stacked arrangement. Taking derivatives w.r.t. vec(Θ), we obtain the following linear system:
Although this is a large linear system, since (Ā + λP(L ⊗ I k )P T ) is a sparse matrix, one can take advantage of solvers for sparse linear systems to obtain vec(Θ) [19] . Another approach is to use a low-rank SVD of (Ā + λP(L ⊗ I k )P T ), in order to get an approximation of vec(Θ). In particular, if UΣV T is a low-rank SVD, then we get:
where Σ † is the pseudo-inverse of Σ, i.e., since Σ is a diagonal matrix, Σ † has 1/σ ii for the non-zero singular values, and 0 for the others. We experiment with this approximate solution in Section 4.
S
2 M 2 R-GD: A Gradient Descent Approach We can also solve the problem by a direct gradient descent approach. In particular, for a suitable learning rate γ, the updates are of the form: (3.14)
Since the objective is quadratic, the gradient descent approach is guaranteed to converge to the global minimum at a linear rate [11] . With proper choice of (adaptive) learning rate, the method can be quite fast in practice. The gradient update can be slow for really large scale problems since once has to perform a matrix-vector multiplication in each iteration between a N k × N k matrix and N k × 1 vector. For such scenarios, one can consider the Alternating Direction Method of Multipliers (ADMM) [12] [13] . First, note that the problem in (3.6) can be written in the following form: (3.15)
where
With Lagrange multipliers Λ ∈ R k×N , the augmented Lagrangian of the above problem is:
where ρ > 0 is a constant, and ·, · denotes inner product, i.e., Λ, Θ − V
The inner product notation is convenient as it makes the notation compact. Then, the ADM updates are given by:
The update in (3.17) is straightforward, and (3.19) is closed form. For the update in (3.18), one can linearize the objective, and do a proximal update, i.e., in other words, do a gradient descent to get v j . One can show that the inexact ADMM updates, with linearization of one or more updates, will have the same rate of convergence as full ADMM [12] . Perhaps more importantly, (3.17) allows parallel update of the columns of Θ, (3.18) allows parallel updates of the columns of V (equivalent to rows of Θ), and (3.19) is elementwise parallel.
Thus, the proposed model can be scaled to really large datasets. For GCM model outputs, the standard gradient descent was sufficiently fast. Finally, note that one can do block coordinate descent, but each descent step has to solve a Sylvester equation. Further, it will not be parallel and hence may be slow for large scale problem.
Experimental Results
In this section, we will present a number of experimental results illustrating the effectiveness of the proposed technique. We will verify the accuracy and the spatial smoothness achieved by our method compared to the baselines using 10-fold cross validation.
GCM Datasets
The Global Climate Model (GCM) CMIP3 [28] data set can be downloaded from [2] . We downloaded the surface temperature monthly runs for the following eight GCM model outputs: (1) BCCR BCM2, (2) CCMA CGCM3, (4) MIROC3-2-HIRES, (4) CNRM CM3, (5) GFDL CM2 1, (6) GISS E H, (7) INGV ECHAM4, and (8) IPSL. In Table 1 , we have listed the GCM models used, their origin and reference. The true observations for surface temperature from 1901 to 2000 is downloaded from Climatic Research Unit (CRU) [1] . The first challenge in combining these models is to synchronize the models to have same spatial and temporal resolution. Each model provides the climate measurements such as pressure, temperature, precipitation, etc. in different frequencies (monthly, weekly, daily) and different spatial resolution (latitude and longitude). We used spatial interpolation techniques [46] to first synchronize the data to same spatial frequency. For the experiments described in this paper, we used a spatial resolution of 2.5
• × 2.5
• in latitude and longitude respectively, resulting in 73 x 144 points on the globe. The temporal frequency of the data downloaded was monthly for all 8 data sets and we offset the models appropriately to match the start date (December 31, 1901) of the observational (CRU) data set. We found there were 549 months of data available after the offset procedure that were common amongst all 8 GCM outputs.
Baselines and Evaluation Measures
We use the following three baselines for our evaluation:
• Average Model: Our first baseline is a popular technique used by IPCC [4] . This model is a simple average of GCM model outputs, where all models are given equal weightage. We refer to this model as AVE in our experiments.
• Linear Regression: This baseline is a Ordinary Least Squares (OLS) regression for each geographic location with no regularization. This model is a special case of Eqn. (3.11), where λ = 0. We refer to this model as OLS in our experiments.
• Linear Regression with Ridge Regularization: For this baseline, we have added a squared 2-norm ridge regularizer to the objective of OLS. This is also a special case of as (3.11), where L = I. We refer to this model as OLSR.
We have two sets of evaluation measures, one is to measure the model accuracy and the other is to measure the spatial smoothness. We use the Root Mean Squared Error (RMSE) and Mean Absolute Error (MAE) along with the standard deviation of MAE to measure the accuracy of our model. All these measures were computed per location per variable. We evaluate the smoothness achieved by our model using the Laplacian regularization parameter Tr(ΘLΘ T ) and correlation coefficients. We use Kendall Tau and Spearman correlation coefficient for this purpose. We denote the average Kendal Tau and Spearman correlation [32] scores across all geographic neighbors by KT and SC respectively. We use correlation coefficients, in order to measure the correlation of weights (θ i and θ j ) between the neighboring points (i and j). This measure gives us the preferential ordering similarity of the eight GCM models in each location compared to their neighbors, a correlation of 1 corresponds to perfect similarity and −1 corresponds to complete dissimilarity.
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Accuracy Results
The RMSE measured per location per variable for different values of λ is shown in Figure  3 (a). In this figure, our proposed method S 2 M 2 R-GD performs extremely well compared to all other baselines. The RMSE per location for the popular AVE model is 3.2
• C, where as for our model it is around 2.7
• C. However, as λ increases to a large value, we see that the squared error term increases gradually towards the AVE baseline. Note that OLSR model performs well as λ increases as the generalization of the model helps until a certain value of λ. As the λ value increases further the RMSE converges towards the AVE model. In case of our model, when the λ tends to a large value, the spatial smoothing constraint ensures that the weights are uniform across the entire Earth's surface resulting in an increase in the RMSE value. Even with large smoothing our RMSE errors are low compared to the AVE model. Note that our approximate closed form solution in (3.11) is not performing as good as our iterative solution. The reason for this is the numerical instability of the lowrank SVD approximation approach in solving the large linear system described in (3.11). The RMSE per location for AVE and S 2 M 2 R-GD is shown in Figure 4 . One can clearly see, that our model has much lower RMSE across the entire globe, compared to the AVE model, almost a difference of 0.5
• C. In Figure 3 (b) and 3(c), we show the MAE measured per location and its standard deviation for various methods. It is consistent with the RMSE measurements, discussed earlier. For relatively small values of λ the change in MAE and standard deviation is less and our method is quite stable. As λ increases to larger values, the error increases along with standard deviation. One possibility is that the spatial relationship of these climate parameters covers only small geographic regions, and performing smoothing to large regions (say an entire continent) may actually reduce the accuracy of the model combination. This spatial smoothing coverage is controlled by the λ parameter in our model.
Smoothing Results
To evaluate the smoothing of our model we first measure the spatial regularizer term Tr(ΘLΘ T ) for our model. We find that as λ increases, the smoothing regularizer term decreases in value, i.e. the co- Table 2 : Smoothness measured using Tr(ΘLΘ T ).
Next, we measure the average correlation for 4363 edges found in the neighborhood graph (W). The higher the correlation score, better the smoothness with the neighboring location in terms of the relative model preference order. From Table 3 , we see that as λ increases, the smoothness increases in terms of the KT correlation. In similar lines, we also measured the SC correlation in Table 4 , and consistently, we see that as the regularization parameter λ increases, the smoothness in terms of SC increases. The correlations for OLS stay low for the entire range as expected, whereas that for OLSR improves with λ. Table 3 : Average Kendall Tau correlation coefficient (KT ) measured over 4363 neighboring locations in the neighborhood graph.
Finally, we plot the best model in each location which has the highest model weight for OLS and S 2 M 2 R-GD in Figure 5 . It is evident that OLS does not have sufficient spatial smoothing, as the neighboring locations have completely different best models, especially in Asia and the Americas. In contrast, our approach creates smooth regions denoting the best GCM models for each spatial region as shown Figure 5 while retaining a low RMSE value compared to the AVE model. This clearly shows that our approach not only produces highly correlated orderings of the GCM models across neighboring locations, it also produces the best top model in each spatial region. This is a clear benefit for climate scientists, as they do not have to rely on multiple GCM models for each location, instead use a single or a small set of good models for a specific neighborhood as prescribed by our analysis.
Conclusion
The problem of understanding climate change is of utmost importance. For this reason the Intergovernmental Panel on Climate Change (IPCC) [4] is informed by several countries on various Global Climate Models and the changing climate phenomena. These climate models have significant variance in predicting the future which makes it to have a single reliable adjudicator, which is a combination of multiple GCM outputs. In this paper, we modeled the problem of combining multiple GCM outputs using spatial smoothing as an impor- tant design criterion. We formulated the problem as multiple OLS regression with spatial smoothing amongst model parameters in neighboring locations. We developed a closed form and an iterative solution for this problem. Further, we show that our solution is applicable to wide range of problems, as our formulation is a generalization of Sylvester equation. Finally, we empirically establish the superiority of our method compared to several popular baselines in terms of model accuracy and smoothness.
