Analytic study on linear systems of fractional differential equations  by Odibat, Zaid M.
Computers and Mathematics with Applications 59 (2010) 1171–1183
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Analytic study on linear systems of fractional differential equations
Zaid M. Odibat 1
Faculty of Science and Technology, University of Le Havre, 76058 Le Havre Cedex, France
a r t i c l e i n f o
Keywords:
Linear fractional differential system
Mittag-Leffler function
Existence
Uniqueness
Stability
a b s t r a c t
An analytic study on linear systems of fractional differential equations with constant
coefficients is presented. We briefly describe the issues of existence, uniqueness and
stability of the solutions for two classes of linear fractional differential systems. This paper
deals with systems of differential equations of fractional order, where the orders are equal
to real number or rational numbers between zero and one. Exact solutions for initial value
problems of linear fractional differential systems are analytically derived. Existence and
uniqueness results are proved for two classes. The presented results are illustrated by
analyzing some examples to demonstrate the effectiveness of the presented analytical
approaches.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Fractional differential equations have gained considerable importance due to their varied applications in various fields
of applied sciences and engineering [1–16]. It has been found that the behavior of many physical systems can be properly
described by using the fractional order system theory. Fractional derivatives provide an excellent instrument for the
description of memory and hereditary properties of various materials and processes. The advantages or the real objects
of the fractional order systems are that we have more degrees of freedom in the model and that a ‘‘memory’’ is included in
the model.
The solution of differential equations of fractional order ismuch involved. Some analyticalmethods are presented, such as
the popular Laplace transformmethod [9,17], the Fourier transformmethod [3], the iterationmethod [4] and Green function
method [18,19]. Numerical schemes for solving fractional differential equations are introduced, for example, in [20–22].
Recently, a great deal of effort has been expended over the last years in attempting to find robust and stable numerical
as well as analytical methods for solving fractional differential equations of physical interest. The Adomian decomposition
method [23], homotopy perturbation method [24], homotopy analysis method [25], differential transformmethod [26] and
variational iteration method [27] are relatively new approaches to provide an analytical approximate solution to linear and
nonlinear fractional differential equations.
The existence and uniqueness of solutions of initial value problems for fractional order differential equations have
been studied in the literature [4,9,28–30]. Numerous problems in physics, chemistry and engineering are modelled
mathematically by systems of fractional differential equations. Studying such systems has been carried out by various
researchers. For example, in [31,32], the existence and uniqueness of solutions of linear fractional order systems have been
discussed. Stability results for linear fractional order systems have been investigated in [33–36]. Analytical solutions for
fractional order systems have been derived in [30,32]. Approximate solutions for some classes of fractional order systems
has been constructed by many authors, for example see the work presented in [37,38]. In [39] it has been shown that a
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limit cycle can be generated in fractional order systems. Also, it has been found that some fractional order systems can
demonstrate chaotic behavior [40–42].
In the present paper, we establish a general theory for systems of n linear differential equations with fractional order
in the case of equal real orders or in the case of rational orders between 0 and 1. Then we investigate the existence,
uniqueness and stability issues. Moreover, we derive analytical solutions for initial value problems of the studied linear
fractional differential systems. The paper is organized as follows. In Section 2, we first recall results in the theory of the
fractional differential systems and introduce some notations and definitions used throughout the paper. Section 3 deals
with the commensurate fractional order linear system, where the fractional orders are equal. Section 4 deals with the
incommensurate fractional order linear system, where the fractional orders are rational numbers. Finally, conclusions are
drawn in Section 5.
2. Preliminaries and definitions
In this section, we recall the main definitions and properties of fractional derivative operators, the Mittag-Leffler type
functions and the final value theorem. We also introduce the main stability results for linear fractional order differential
systems.
2.1. Fractional differential operators
There are several definitions of a fractional derivative of order α > 0 [9,43]. The two most commonly used are
Riemann–Liouville and Caputo definitions. Each definition uses Riemann–Liouville fractional integration and derivatives
of whole order. The Riemann–Liouville fractional integral operator of order α ≥ 0 of the function f (t) is defined as,
Jα f (t) = 1
0(α)
∫ t
0
(t − τ)α−1f (τ )dτ , α > 0, t > 0. (1)
Some properties of the operator Jα can be found in [9,44,45], we recall only the following. For µ ≥ −1, α, β ≥ 0 and
γ > −1, we have,
Jα Jβ f (t) = Jα+β f (t),
Jαtγ = 0(γ + 1)
0(α + γ + 1) t
α+γ .
In this study the Caputo definition is used. The fractional derivative of f (t) in the Caputo sense is defined as,
Dα f (t) = Jm−αDmf (t) = 1
0(m− α)
∫ t
0
f (m)(τ )
(t − τ)α−m+1 dτ , (2)
form− 1 < α ≤ m, m ∈ N, t > 0. Caputo’s definition has the advantage of dealing properly with initial value problems in
which the initial conditions are given in terms of the field variables and their integer order which is the case inmost physical
processes. Fortunately, the Laplace transform (L) of the Caputo fractional derivative satisfies,
L{Dα f (t)} = sαL{f (t)} −
m−1∑
k=0
f (k)(0+)sα−1−k, (3)
where m − 1 < α ≤ m and s is the Laplace variable. The Laplace transform of Caputo fractional derivative requires the
knowledge of the (bounded) initial values of the function and of its integer derivatives of order k = 1, 2, . . . ,m− 1.
2.2. Mittag-Leffler functions
The one parameter Mittag-Leffler function Eα(z) and the two parameter Mittag-Leffler function Eα,β(z), which are
relevant for their connection with fractional calculus, are defined as,
Eα(z) =
∞∑
j=0
z j
0(αj+ 1) , α > 0, z ∈ C, (4)
Eα,β(z) =
∞∑
j=0
z j
0(αj+ β) , α, β > 0, z ∈ C . (5)
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Their kth derivatives, for k = 0, 1, 2, . . ., are given by,
E(k)α (z) =
∞∑
j=0
(j+ k)! z j
j!0(αj+ αk+ 1) , (6)
E(k)α,β(z) =
∞∑
j=0
(j+ k)! z j
j!0(αj+ αk+ β) . (7)
It may be noted that when β = 1, Eα,1(z) = Eα(z). The Mittag-Leffler functions Eα(z) and Eα,β(z) are entire functions
for α, β > 0. Properties of these functions can be found in [45] and the references therein. The Mittag-Leffler functions are
generalizations of the exponential function and solutions of fractional order linear differential equations are often expressed
in terms of Mittag-Leffler functions in much the same way that the solutions of integer order linear differential equations
may be expressed in terms of the exponential function. For 0 < α < 1, Eα(z) has no real zeros and thus must have infinite
number of complex zeros [46]. For α = 1, E1(z) = exp(z), which has no real or complex zeros. The Laplace transforms of
the Mittag-Leffler functions are given by,
L{tαk+β−1E(k)α,β(−λtα)} =
k! sα−β
(sα + λ)k+1 , Re(s) > |λ|
1/α, (8)
where E(k)α,β(z) = d
k
dzk
Eα,β(z). A remarkable property, introduced in [45], satisfied by the functions Eα(−λtα) and
tβ−1Eα,β(−λtα)when λ > 0 and 0 < α < 1, 0 < α ≤ β ≤ 1, respectively, is to be completely monotone for t > 0.
2.3. Final value theorem
Theorem 1. Let F(s) be the Laplace transform of the function f (t). If all poles of sF(s) are in the open left-half plane, then
lim
t−→∞ f (t) = lims−→0 sF(s). (9)
The final value theorem gives information about the asymptotic behavior of f (t) (how f (t) behaves as t −→ ∞) directly
from F(s). This result will play an important role in the stability analysis for linear fractional order systems.
2.4. Stability results for linear fractional order systems
Stability of linear fractional order systems, which is of main interest in control theory, has been thoroughly investigated
where necessary and sufficient conditions have been derived [33–36] (see also the references therein). In [33], Matignon
introduced the stability properties for some linear fractional order systems. In [34], Deng et al. studied the stability of n-
dimensional linear fractional differential equation with time delays. In this section, we recall the main stability properties.
For this object, we consider the following linear system of fractional differential equations,
dα
dtα
x(t) = Ax(t), x(0) = x0, (10)
where x ∈ Rn, the matrix A ∈ Rn × Rn, α = [α1, α2, . . . , αn] indicates the fractional orders, dαdtα = [ d
α1
dtα1 ,
dα2
dtα2 , . . . ,
dαn
dtαn ]
and d
αi
dtαi is the Caputo fractional derivative of order αi, where 0 < αi ≤ 1, for i = 1, 2, . . . , n. If α = α1 = α2 = · · · = αn,
then the stability of the fractional order system (10) has been studied in [33] where necessary and sufficient conditions have
been derived. In [33], the following result is introduced.
Theorem 2. The autonomous fractional order system (10), when α = α1 = α2 = · · · = αn, is asymptotically stable iff
| arg(spec(A))| > αpi/2. In this case the components of the state decay towards 0 like t−α .
In case α = 1, the stability occurs if no poles of the linear system (10) lie in the closed right-half plane of the Laplace plane
which agrees with well-known results for ordinary linear systems. If α1, α2, . . . , αn are positive rational numbers, then we
have the following result, which is introduced in [34].
Theorem 3. Suppose that αi’s are rational numbers between 0 and 1, for i = 1, 2, . . . , n. Let γ = 1/m where m is the least
common multiple of the denominators mi of αi’s, where αi = ki/mi, ki,mi ∈ N, i = 1, 2, . . . , n. Then the system (10) is
asymptotically stable if all roots λ of the equation det
(
diag(λmα1 , λmα2 , . . . , λmαn)− A) = 0 satisfy | arg(λ)| > γpi/2.
In view of Theorem 3, if α1 = α2 = · · · = αn = k/m then the system (10) is asymptotically stable if all roots λ of the
equation det
(
diag(λk, λk, . . . , λk) − A) = 0 satisfy | arg(λ)| > pi/(2m) which implies that all roots µ of the equation
det
(
diag(µ,µ, . . . , µ)−A) = 0, whereµ = λk, satisfy | arg(µ)| > αpi/2, which is the same result as the one in Theorem 2.
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3. Commensurate fractional order linear systems
In this section, we derive the general solution for the commensurate fractional order linear system,
dα
dtα
x(t) = Ax(t), 0 < t ≤ a, (11)
where x ∈ Rn, a > 0, the matrix A ∈ Rn × Rn and dαdtα is the Caputo fractional derivative of order α, where 0 < α ≤ 1.
The existence and uniqueness theory for such systems have been presented in [32]. Also, Bonilla et al. [32] have derived the
general solution of the commensurate fractional order linear system (11) in terms of Mittag-Leffler type functions. Simply,
to construct the general solution of the system (11) we proceed by analogy with treatment of homogeneous integer order
linear systems with constant coefficients where the exponential function Exp(t) is replaced by the Mittag-Leffler function
Eα(tα). Thus we seek solutions of the form
x(t) = u Eα(λtα), (12)
where the constant λ and the vector u are to be determined. Substituting from Eq. (12) for x in the system (11) gives
u λ Eα(λ tα) = Au Eα(λ tα). (13)
Upon canceling the nonzero factor Eα(λ tα)we obtain Au = λu, or
(A− λ I)u = 0, (14)
where I is the n× n identity matrix. Therefore, the vector x given by Eq. (12) is a solution of the system (11) provided that
λ is an eigenvalue and u an associated eigenvector of the matrix A. Therefore, the general solution for the system (11) is
given by
x(t) = c1u(1)Eα(λ1tα)+ c2u(2)Eα(λ2tα)+ · · · + cnu(n)Eα(λntα), (15)
where c1, c2, . . . , cn are arbitrary constants,λ1, λ2, . . . , λn andu(1),u(2), . . . ,u(n) are the eigenvalues and the corresponding
eigenvectors of the characteristic equation (A− λ I)u = 0.
If λ1 = µ+ iν, whereµ, ν are real numbers and i2 = −1, is a complex eigenvalue for thematrix A, then so is the complex
conjugate, λ2 = µ − iν, of λ1. Furthermore, the corresponding eigenvectors u(1) and u(2) are also complex conjugates. Let
us rewrite u(1) = a+ ib, where a and b are real vectors; then we have
x(1)(t) = (a+ ib)Eα((µ+ iν)tα). (16)
Upon separating x(1)(t) into its real and imaginary parts, we obtain
x(1)(t) = a
2
(
Eα((µ+ iν)tα)+ Eα((µ− iν)tα)
)− b
2i
(
Eα((µ+ iν)tα)− Eα((µ− iν)tα)
)
+ i
[b
2
(
Eα((µ+ iν)tα)+ Eα((µ− iν)tα)
)+ a
2i
(
Eα((µ+ iν)tα)− Eα((µ− iν)tα)
)]
. (17)
If we write x(1)(t) = v(t)+ iw(t), then the vectors
v(t) = a
2
(
Eα((µ+ iν)tα)+ Eα((µ− iν)tα)
)− b
2i
(
Eα((µ+ iν)tα)− Eα((µ− iν)tα)
)
,
w(t) = b
2
(
Eα((µ+ iν)tα)+ Eα((µ− iν)tα)
)+ a
2i
(
Eα((µ+ iν)tα)− Eα((µ− iν)tα)
)
,
(18)
are real-valued solutions of system (11). It is possible to show that v andw are linearly independent solutions.
If the matrix A has a repeated eigenvalue λ of multiplicity k, then we have two possibilities: either there are k linearly
independent eigenvectors corresponding to the eigenvalue λ, or else there are fewer than k such eigenvectors. In the first
case, let u(1), . . . ,u(k) be k linearly independent eigenvectors associated with the eigenvalue λ of multiplicity k. Then
x(1) = u(1) Eα(λtα), . . . , x(k) = u(k) Eα(λtα) are k linearly independent solutions of the system (11). However, if there
are fewer than k independent eigenvectors corresponding to an eigenvalue λ of multiplicity k, then there will be fewer than
k solutions.
Suppose that λ is a double eigenvalue of A, but that there is only one corresponding eigenvector u(1). Then one solution
of the system (11) is
x(1)(t) = u(1) Eα(λtα). (19)
Based on the properties of the Mittag-Leffler type functions, we can find a second solution of the system (11) of the form
x(2)(t) = u(1) tαE(1)α (λtα)+ u(2) Eα(λtα), (20)
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where E(1)α (z) = ddz Eα(z), the constant vector u(1) satisfies Eq. (11) and the constant vector u(2) is determined from
(A− λI)u(2) = u(1). (21)
Of course, we can easily show that x(1)(t) and x(2)(t) are two linearly independent solutions for the system (11). In general,
if the matrix A has a repeated eigenvalue λ of multiplicity k with m linearly independent eigenvectors, where m < k, then
the following
x(1)(t) = u(1) Eα(λtα),
x(2)(t) = u(1) tαE(1)α (λtα)+ u(2) Eα(λtα),
...
x(k−m)(t) = u(1) tα(k−m−1)E(k−m−1)α (λtα)+ u(2) tα(k−m−2)E(k−m−2)α (λtα)+ · · · + u(k−m) Eα(λtα),
(22)
are k−m linearly independent solutions of the system (11).
Remark 1. Using property (8), the Laplace transform of the general solution (15) for different eigenvalues is given by
X(s) = c1u(1) s
α−1
sα − λ1 + c2u
(2) s
α−1
sα − λ2 + · · · + cnu
(n) s
α−1
sα − λn , (23)
and if λ1 = λ2 = · · · = λk = λ, then the first kth terms in (23) are replaced by,
c1u(1)
sα−1
sα − λ + c2u
(2) s
α−1
(sα − λ)2 + · · · + cku
(k) s
α−1
(sα − λ)k . (24)
Now, if all eigenvalues λ1, λ2, . . . , λn lie in the region | arg(λ1/α)| > pi/2, then using (23), (24) and the final value theorem
we get
lim
t−→∞ x(t) = lims−→0 sX(s) = (0, 0, . . . , 0). (25)
Therefore, the system (11) is asymptotically stable if all eigenvalues λ1, λ2, . . . , λn lie in the region | arg(λ)| > αpi/2, which
agrees with the result given in Theorem 2.
Remark 2. The initial value problem consisting of the commensurate fractional order linear system (11) and the initial
condition x(0) = x0 has a unique continuous solution x(t) in (0, a] that satisfies the initial condition. This is because that the
constants c1, c2, . . . , cn in the time domain solution (15) or the frequency domain solution (23) can be uniquely determined
using the initial condition, and due to the fact that the Mittag-Leffler function and its kth derivatives are continuous over
(0,∞].
Remark 3. Let [x1(t), x2(t), . . . , xn(t)]T be the solution of the initial value problem consisting of the commensurate
fractional order linear system (11) and the initial condition x(0) = x0. Then the initial value problem for the
nonhomogeneous commensurate fractional order system,
dα
dtα
x(t) = Ax(t)+ b(t), 0 < t ≤ a, x(0) = x0, (26)
where b(t) = [b1(t), b2(t), . . . , bn(t)]T has the solution [y1(t), y2(t), . . . , yn(t)]T such that,
yi(t) = xi(t)+
∫ t
0
xi(ξ − t)bi(ξ) dξ . (27)
Example 1. Consider the system
dαx
dtα
dαy
dtα
 = B(xy
)
, B =
(
2 −1
4 −3
)
, (28)
where 0 < α ≤ 1.
The eigenvalues of the matrix B are λ1 = 1, λ2 = −2 and their corresponding eigenvectors are u(1) = [1, 1]T, u(2) = [1, 4]T,
respectively. Therefore, the general solution of the system (28) is
x(t) = c1
(
1
1
)
Eα(tα)+ c2
(
1
4
)
Eα(−2tα), (29)
where c1 and c2 are arbitrary constants. In particular, the initial value problem
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dαx
dtα
dαy
dtα
 = B(xy
)
,
(
x(0)
y(0)
)
=
(
1.2
4.2
)
, (30)
has the unique solution,
x(t) = 1
5
(
1
1
)
Eα(tα)+
(
1
4
)
Eα(−2tα). (31)
The exact solution (31) for the initial value problem (30) is shown in Fig. 1 when α = 1, α = 0.95, α = 0.9 and α = 0.85.
It is clear that the presence of the positive eigenvalue λ = 1 causes the solution components x(t) and y(t) to grow towards
+∞ as t increases. In this case the system (28) is not stable.
Example 2. Consider the system
dαx
dtα
dαy
dtα
dαz
dtα
 = C
(x
y
z
)
, C =
(−1 0 0
2 1 −9
3 6 1
)
, (32)
where 0 < α ≤ 1.
The eigenvalues of the matrix C are λ1 = −1, λ2 = 1 + 3
√
6 i, λ3 = 1 − 3
√
6 i and their corresponding eigenvectors are
u(1) = [58,−31, 6]T, u(2) = [0,√6 i, 2]T, u(3) = [0,−√6 i, 2], respectively. Therefore, the general solution of the system
(32) is
x(t) = c1
( 58
−31
6
)
Eα(−tα)+ c22
(0
0
2
)(
Eα((1+ 3
√
6 i)tα)+ Eα((1− 3
√
6 i)tα)
)
− c2
2i
 0√6
0
(Eα((1+ 3√6 i)tα)− Eα((1− 3√6 i)tα))
+ c3
2
 0√6
0
(Eα((1+ 3√6 i)tα)+ Eα((1− 3√6 i)tα))
+ c3
2i
(0
0
2
)(
Eα((1+ 3
√
6 i)tα)− Eα((1− 3
√
6 i)tα)
)
, (33)
where c1, c2 and c3 are arbitrary constants. In particular, the exact solution for the initial value problem consisting of the
system (32) and the initial condition [x(0), y(0), z(0)] = [−3, 5, 0] is shown in Figs. 2 and 3 for different values of α. It is
clear that the solution (33) is a real-valued solution. From Fig. 2, we can observe that the system (32) is not asymptotically
stable when α = 1, α = 0.975, α = 0.95 or α = 0.925. From Fig. 3, we can observe that the system (32) is asymptoti-
cally stable when α = 0.5 or α = 0.475. In fact and according to Theorem 2, the system (32) is asymptotically stable iff
| arg(spec(C))| > αpi/2. Therefore, the system (32) is asymptotically stable iff α < (pi/2)| arg(spec(C))| = 0.913896.
Example 3. Consider the system
dαx
dtα
dαy
dtα
dαz
dtα
 = D
(x
y
z
)
, D =
(1 1 1
2 1 −1
0 −1 1
)
, (34)
where 0 < α ≤ 1.
The eigenvalues of the matrix D are λ1 = −1, λ2 = λ3 = 2 and their corresponding eigenvectors are u(1) = [−3, 4, 2]T,
u(2) = u(3) = [0, 1,−1]T, respectively. Therefore, the general solution of the system (34) is
x(t) = c1
(−3
4
2
)
Eα(−tα)+ c2
( 0
1
−1
)
Eα(2tα)+ c3
[( 0
1
−1
)
tαE(1)α (2t
α)+
(1
0
1
)
Eα(2tα)
]
, (35)
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Fig. 1. Plots of x(t) and y(t) versus t for the initial value problem (30).
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(c) α = 0.95. (d) α = 0.925.
Fig. 2. Plots of x(t), y(t) and z(t) versus t for the initial value problem consisting of the system (32) and the initial condition [x(0), y(0), z(0)] = [−3, 5, 0].
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Fig. 3. Plots of x(t), y(t) and z(t) versus t for the initial value problem consisting of the system (32) and the initial condition [x(0), y(0), z(0)] = [−3, 5, 0].
where c1, c2 and c3 are arbitrary constants. In particular, if we take α = 1, then the general solution (35) can be written as,
x(t) = c1
(−3
4
2
)
exp(−t)+ c2
( 0
1
−1
)
exp(2t)+ c3
[( 0
1
−1
)
t exp(2t)+
(1
0
1
)
exp(2t)
]
, (36)
which is exactly the same general solution as the one obtained in the integer order case α = 1.
4. Incommensurate fractional order linear systems
This section deals with the incommensurate fractional order linear system,
dα
dtα
x(t) = Ax(t), 0 < t ≤ a, (37)
where a > 0, x = [x1, x2, . . . , xn]T ∈ Rn, the matrix A = [aij]ni,j=1 ∈ Rn × Rn and α = [α1, α2, . . . , αn] indicates the
fractional orders, d
α
dtα = [ d
α1
dtα1 ,
dα2
dtα2 , . . . ,
dαn
dtαn ] and d
αi
dtαi is the Caputo fractional derivative of order αi, where αi = ri/mi is a
rational number between 0 and 1 for i = 1, 2, . . . , n. Let γ = 1/m where m = L.C .M.{m1, . . . ,mn}, then αi = kiri/m for
some ri ∈ N, for i = 1, 2, . . . , n. To construct the solution of the system (37), applying Laplace transform to both sides of
the system (37), we obtain
sα1X1(s)− sα1−1x1(0)
sα2X2(s)− sα2−1x2(0)
...
sαnXn(s)− sαn−1xn(0)
 = A

X1(s)
X2(s)
...
Xn(s)
 . (38)
It follows from Eq. (38) that,
Xj(s) = det(Bj(s))det(B(s)) , (39)
for j = 1, 2, . . . , n, where,
B(s) =

a11 − sα1 a12 · · · a1n
a21 a22 − sα2 · · · a2n
...
an1 an2 · · · ann − sαn
 , (40)
and Bj(s) is the matrix formed by replacing the jth column of B(s) by the column [sα1−1x1(0), sα2−1x2(0), . . . , sαn−1xn(0)]T.
From Eq. (40), we can observe that det(B(s1/γ )) is a polynomial in s of degree N = k1r1 + k2r2 + · · · + knrn. Rewriting this
polynomial as
det(B(s1/γ )) = (s− λ1)q1 (s− λ2)q2 . . . (s− λl)ql , (41)
we obtain,
Xj(s) = det(Bj(s))
(sγ − λ1)q1 (sγ − λ2)q2 . . . (sγ − λl)ql . (42)
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From (40) it is clear that det(Bj(s)) can be written as
det(Bj(s)) = P j1(s)sα1−1x1(0)+ P j2(s)sα2−1x2(0)+ · · · + P jn(s)sαn−1xn(0), (43)
where P ji (s
1/γ ) is a polynomial in s of order N − riki, for i = 1, 2, . . . , n. Thus, we can easily get,
Xj(s) = P
j
1(s)s
α1−1x1(0)+ P j2(s)sα2−1x2(0)+ · · · + P jn(s)sαn−1xn(0)
(sγ − λ1)q1 (sγ − λ2)q2 . . . (sγ − λl)ql . (44)
Using the following partial fraction decomposition of the ith term in Eq. (44),
P ji (s)
(sγ − λ1)q1 (sγ − λ2)q2 . . . (sγ − λl)ql =
q1∑
k=1
Akji1
(sγ − λ1)k +
q2∑
k=1
Akji2
(sγ − λ2)k + · · · +
ql∑
k=1
Akjil
(sγ − λl)k , (45)
we can rewrite Xj(s) as,
Xj(s) =
n∑
i=1
( q1∑
k=1
Akji1
(sγ − λ1)k +
q2∑
k=1
Akji2
(sγ − λ2)k + · · · +
ql∑
k=1
Akjil
(sγ − λl)k
)
· sαi−1xi(0). (46)
Applying the inverse Laplace transform to Eq. (46) and using property (8), we get
xj(t) =
n∑
i=1
tγ−αi
[ q1∑
k=1
Akji1
k! E
(k)
γ ,γ−αi+1(λ1t
γ )+
q2∑
k=1
Akji2
k! E
(k)
γ ,γ−αi+1(λ2t
γ )+ · · · +
ql∑
k=1
Akjil
k! E
(k)
γ ,γ−αi+1(λlt
γ )
]
· xi(0), (47)
where E(k)α,β(z) = d
k
dzk
Eα,β(z). As a result the solution (47) is the exact solution for the initial value problem consisting of the
system (37).
Theorem 4. The initial value problem consisting of the incommensurate fractional order linear system (37) and the initial
condition x(0) = x0 has a unique continuous solution x(t) in (0, a] that satisfies the initial condition.
Proof. First, the system (37) has the solution given in (47) and the initial condition determines exactly the constant xi(0),
for i = 1, 2, . . . , n, and so there is only one solution. Second, the Mittag-Leffler type functions E(k)γ ,γ−αi+1(λ1tγ ) and tγ−αi ,
for i = 1, 2, . . . , n, are continuous functions when t > 0. So, the solution component xj(t), given in Eq. (47), is continuous
in (0, a] for j = 1, 2, . . . , n. Therefore, x(t) is a unique continuous solution in (0, a]. 
Remark 4. The eigenvalues λ1, λ2, . . ., λl can be obtained as the roots of the characteristic equation det(diag(λmα1 , λmα2 ,
. . . , λmαn)− A) = 0.
Remark 5. The Laplace transform of the solution component xj(t), obtained in Eq. (47), is given in Eq. (46). Now, if all
eigenvalues λ1, λ2, . . . , λl lie in the region | arg(λ1/γ )| > pi/2, then using (46) and the final value theorem, we get
lim
t−→∞ xj(t) = lims−→0 s Xj(s) = 0. (48)
Therefore, the system (37) is asymptotically stable if all eigenvalues λ1, λ2, . . ., λl lie in the region | arg(λ)| > γpi/2, which
agrees with the result given in Theorem 3.
Remark 6. The initial value problem consisting of the incommensurate fractional order linear system (37) and the initial
condition x(0) = x0 can be solved using the power series method [9]. The idea of this method is to look for the solution in
the form of a power series; the coefficients of the series must be determined. For this system, we can obtain the following
power series solution,
xj(t) =
∞∑
i=0
cijtγ , (49)
for j = 1, 2, . . . , n. This note implies that the fractional order linear system (37) has a continuous solution in (0, a], which
agrees with the result given in Theorem 4.
Remark 7. Let [x1(t), x2(t), . . . , xn(t)]T be the solution of the initial value problem consisting of the incommensurate frac-
tional order linear system (37) and the initial condition x(0) = x0. Then the initial value problem for the nonhomogeneous
incommensurate fractional order system,
dα
dtα
x(t) = Ax(t) = b(t), 0 < t ≤ a, x(0) = x0, (50)
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(a) α = 0.02. (b) α = −0.2.
Fig. 4. Plots of x(t) and y(t) versus t for the initial value problem consisting of the system (52) and the initial condition [x(0), y(0)] = [3,−10].
where b(t) = [b1(t), b2(t), . . . , bn(t)]T has the solution [y1(t), y2(t), . . . , yn(t)]T such that,
yi(t) = xi(t)+
∫ t
0
xi(ξ − t)bi(ξ) dξ . (51)
Example 4. Consider the initial value problem
d1/2x
dt1/2
d1/3y
dt1/3
 = (1/8 0a −1
)(
x
y
)
,
(
x(0)
y(0)
)
=
(
x0
y0
)
, (52)
where a ∈ R.
According to our approach, applying Laplace transform to the initial value problem (52), we obtain
X(s) = s
−1/2
s1/2 − 1/8 x0,
Y (s) = a s
−1/2
(s1/2 − 1/8)(s1/3 + 1) x0 +
s−2/3
s1/3 + 1 y0.
(53)
Applying the inverse Laplace transform to Eq. (53), using the following decomposition,
1
(s1/2 − 1/8)(s1/3 + 1) =
16/15
s1/6 − 1/2 +
(32− 4i)/65
s1/6 + i +
(32+ 4i)/65
s1/6 − i
− (40+ 24
√
3 i)/39
s1/6 + 1/4+√3/4i −
(40− 24√3 i)/39
s1/6 + 1/4−√3/4i ,
and using property (8), we get the following exact solution
x(t) = E1/2((1/8)t1/2) x0,
y(t) = at−1/3
[
16
15
E1/6,2/3((1/2)t1/6)+ 32− 4i65 E1/6,2/3(−it
1/6)+ 32+ 4i
65
E1/6,2/3(it1/6)− 40+ 24
√
3i
39
× E1/6,2/3(((−1−
√
3i)/4)t1/6)− 40− 24
√
3i
39
E1/6,2/3(((−1+
√
3i)/4)t1/6)
]
x0 + E1/3(−t1/3) y0.
(54)
Fig. 4 shows plots for the solution (54) of the initial value problem consisting of the system (52) and the initial condition
[x(0), y(0)] = [3,−10]. Of course, as shown in Fig. 4, the solution (54) is a real-valued solution.
Example 5. Consider the initial value problem
dx
dt
d0.5y
dt0.5
dz0.5
dt0.5
 =
(−2 3 1
0 −1 −2
0 4 5
)(x
y
z
)
,
(x(0)
y(0)
z(0)
)
=
(x0
y0
z0
)
. (55)
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According to our approach, applying Laplace transform to the initial value problem (55), we obtain
X(s) = 1
s+ 2 x0 + 3
s−1/2(s1/2 − 5)
(s1/2 − 1)(s1/2 − 3)(s+ 2) y0 − 6
s−1/2
(s1/2 − 1)(s1/2 − 3)(s+ 2) z0,
+ 4 s
−1/2
(s1/2 − 1)(s1/2 − 3)(s+ 2) y0 +
s−1/2(s1/2 + 1)
(s1/2 − 1)(s1/2 − 3)(s+ 2) z0,
Y (s) = s
−1/2(s1/2 − 5)
(s1/2 − 1)(s1/2 − 3) y0 − 2
s−1/2
(s1/2 − 1)(s1/2 − 3) z0,
Z(s) = 4 s
−1/2
(s1/2 − 1)(s1/2 − 3) y0 +
s−1/2(s1/2 + 1)
(s1/2 − 1)(s1/2 − 3) z0.
(56)
Applying the inverse Laplace transform to Eq. (56), using the following decompositions,
s1/2 − 5
(s1/2 − 1)(s1/2 − 3)(s+ 2) =
2/3
s1/2 − 1 +
−1/11
s1/2 − 3 +
(−76+ 26√2i)/264
s1/2 −√2i +
(−76− 26√2i)/264
s1/2 +√2i ,
1
(s1/2 − 1)(s1/2 − 3)(s+ 2) =
1/6
s1/2 − 1 +
1/22
s1/2 − 3 +
(16− 2√2i)/264
s1/2 −√2i +
(16+ 2√2i)/264
s1/2 +√2i ,
s1/2 + 1
(s1/2 − 1)(s1/2 − 3)(s+ 2) =
−1/3
s1/2 − 1 +
2/11
s1/2 − 3 +
(20+ 14√2i)/264
s1/2 −√2i +
(20− 14√2i)/264
s1/2 +√2i ,
s1/2 − 5
(s1/2 − 1)(s1/2 − 3) =
2
s1/2 − 1 +
−1
s1/2 − 3 ,
1
(s1/2 − 1)(s1/2 − 3) =
−1/2
s1/2 − 1 +
1/2
s1/2 − 3 ,
s1/2 + 1
(s1/2 − 1)(s1/2 − 3) =
−1
s1/2 − 1 +
2
s1/2 − 3 ,
and using property (8), we get the following exact solution
x(t) = exp(−2t)x0 + 3
[2
3
E1/2(t1/2)− 111E1/2(3t
1/2)
+−76+ 26
√
2i
264
E1/2(
√
2it1/2)+ −76− 26
√
2i
264
E1/2(−
√
2it1/2)
]
y0
− 6
[1
6
E1/2(t1/2)+ 122E1/2(3t
1/2)+ 16− 2
√
2i
264
E1/2(
√
2it1/2)+ 16+ 2
√
2i
264
E1/2(−
√
2it1/2)
]
z0
+ 4
[1
6
E1/2(t1/2)+ 122E1/2(3t
1/2)+ 16− 2
√
2i
264
E1/2(
√
2it1/2)+ 16+ 2
√
2i
264
E1/2(−
√
2it1/2)
]
y0
+
[−1
3
E1/2(t1/2)+ 211E1/2(3t
1/2)+ 20+ 14
√
2i
264
E1/2(
√
2it1/2)+ 20− 14
√
2i
264
E1/2(−
√
2it1/2)
]
z0,
y(t) =
[
2E1/2(t1/2)− E1/2(3t1/2)
]
y0 + 2
[1
2
E1/2(t1/2)− 12E1/2(3t
1/2)
]
z0,
z(t) = 4
[−1
2
E1/2(t1/2)+ 12E1/2(3t
1/2)
]
y0 +
[
−E1/2(t1/2)+ 2E1/2(3t1/2)
]
z0.
(57)
Example 6. Consider the initial value problem
d2/3x
dt2/3
d3/4y
dt3/4
 = B(xy
)
, B =
(
a −4
b a
)
, (58)
where a, b ∈ R, subject to the initial condition [x(0), y(0)] = [x0, y0].
Comparing with Theorem 3, we have α1 = 8/12, α2 = 9/12 and γ = 1/12. The exact solution, which is shown in Figs. 5–7,
can be derived in a similar way as done in Example 4 or 5.
First, if we take a = −1 and b = 0, then all roots λ of the equation (λ8+1)(λ9+1) = 0 lie in the region | arg(λ)| > pi/24.
Therefore, in this case the system (58) is asymptotically stable, see Fig. 5. Second, if we take a = 0 and b = 1, then all roots
λ of the equation λ17 + 4 = 0 lie in the region | arg(λ)| > pi/24. Therefore, in this case the system (58) is asymptotically
stable, see Fig. 6. Furthermore, if we take a = 1 and b = 25, then all roots λ of the equation (λ8 − 1)(λ9 − 1)+ 100 = 0 lie
in the region | arg(λ)| > pi/24. Also, in this case the system (58) is asymptotically stable, see Fig. 7.
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(a) x0 = 8, y0 = −10. (b) x0 = 25, y0 = 12.
Fig. 5. Plots of x(t) and y(t) versus t for the initial value problem consisting of the system (58) and the initial condition [x(0), y(0)] = [x0, y0], when
a = −1 and b = 0.
t
 
 
x,y
–20
–10
0
10
20
0.5 1.0 1.5 2.0 2.5 3.0
 
 
x,y
–20
–10
0
10
20
0.5 1.0 1.5 2.0 2.5 3.0
t
(a) x0 = 8, y0 = −6. (b) x0 = 3, y0 = 8.
Fig. 6. Plots of x(t) and y(t) versus t for the initial value problem consisting of the system (58) and the initial condition [x(0), y(0)] = [x0, y0], when a = 0
and b = 1.
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(a) x0 = 1, y0 = −5. (b) x0 = 10, y0 = −8.
Fig. 7. Plots of x(t) and y(t) versus t for the initial value problem consisting of the system (58) and the initial condition [x(0), y(0)] = [x0, y0], when a = 1
and b = 25.
5. Conclusions
There are two main goals that we aimed for this work. The first is to discuss the issues of existence, uniqueness and
stability of the solutions for classes of linear fractional order systems. The second is to introduce analytical approaches
to obtain exact solutions for such systems. In Section 3, we established general theory for systems of n linear differential
equations with equal real fractional orders between zero and one (commensurate systems). In Section 4, we established
general theory for systems of n linear differential equations with rational fractional orders between zero and one
(incommensurate systems).
Based on the presented theory, we discussed the existence and uniqueness of solutions for the studied systems. Then, we
investigated the sufficient stability results. Moreover, we presented reliable approaches to derive analytically the solutions
for initial value problems consisting of the commensurate or incommensurate fractional order systems. The obtained results
confirm the power and the efficiency of the presented approaches to handle linear fractional order systems.
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There are three important points to make here. First, the derived analytical exact solutions have been obtained in terms
of Mittag-Leffler type functions and their integer order derivatives which are analytic functions. Second, the initial value
problem for the studied linear fractional order systems has a unique solution which is continuous over [0,∞). Finally, the
stability region for the studied linear fractional order systems is the region | arg(z)| > γpi/2, where 0 < γ ≤ 1, which
includes the left-half plane. Furthermore, the region of stability becomes broader as the fractional orders of the system
become smaller.
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