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Abstract
We estimate multiplicative character sums over the integers with a
fixed sum of binary digits and apply these results to study the distribution
of products of such integers in residues modulo a prime p. Such products
have recently appeared in some cryptographic algorithms, thus our results
give some quantitative assurances of their pseudorandomness which is crucial
for the security of these algorithms.
1. Introduction
Let σ(n) denote the sum of binary digits of n; that is,
σ(n) =
∑
j≥0
aj(n),
where
n =
∑
j≥0
aj(n)2
j , aj(n) = 0, 1.
For any integers 0 ≤ s ≤ r, let
Gs(r) = {0 ≤ n < 2
r |σ(n) = s}.
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Then Gs(r) is the set of integers with r digits (in base 2) such that the sum of the
digits is equal to s.
Let p be a fixed prime number. Some exponential and character sums over
the integers from the set Gs(r) and some other sets of integers with restricted digits
have been considered in [1], [3]. In this paper, we establish nontrivial bounds for
character sums of the form
Ss(r, χ, f) =
∑
n∈Gs(r)
χ(f(n)),
where χ is a non-principal multiplicative character of the finite field Fp with p
elements, and f(X) is a polynomial in Fp[X ]. Our results apply only to linear
polynomials f improving those of [1] established for arbitrary polynomials and are
based on an estimate of incomplete character sums with polynomials, which follows
from the Weil bound for mixed sums of multiplicative and additive characters [7].
In order to simplify our calculations and the formulation of our main results,
we consider only the case where the prime p is greater than 2r; however, our methods
and results can be extended to cover smaller values of p as well. Moreover, we remark
that the most challenging and interesting problem is to obtain nontrivial bounds
when the value of 2r is about p but s is as small as possible.
Besides being of intrinsic interest, bounds of such sums can also be used to
study the distribution of products of integers from the sets Gs(r). Questions of
this kind are motivated by recently suggested algorithms of fast exponentiation [2],
[4], as a part of some cryptographic protocols. Thus, establishing the uniformity
of distribution of such products (which can be rephrased in terms of their pseudo-
randomness and entropy) is important for giving some security assurances of these
protocols.
For our bounds to be nontrivial, the set Gs(r) must be of sufficiently large
cardinality, however, it applies to sparse integers (that is, to smaller values of s)
than a more general result of [1].
2. Preparations
Throughout the paper, the implied constants in the symbols “O” and “≪”
may depend on an integer parameter ν ≥ 1. We recall that the expressions A≪ B
and A = O(B) are each equivalent to the statement that |A| ≤ cB for some constant
c. As usual, log z denotes the natural logarithm of z.
We now recall that
#Gs(r) =
(
r
s
)
= 2rH(s/r)+o(r),
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where
H(γ) =
−γ log γ − (1− γ) log(1 − γ)
log 2
denotes the binary entropy function, see [5, Section 10.11].
We need the following elementary statement:
Lemma 1. For any reals γ and τ with 0 < γτ < 1 and τ > 1, we have
H(γτ) < τH(γ).
Proof. It is easy to check that
dH(γ)
dγ
=
1
log 2
log
1− γ
γ
.
For the function Gτ (γ) = (H(γτ) − τH(γ)) log 2, we have
dGτ (γ)
dγ
= τ log
1− τγ
τγ
− τ log
1− γ
γ
= τ log
1− τγ
τ − τγ
< 0.
Since Gτ (0) = 0, the result follows.
We repeatedly use that χ(z) = χ(zp−2) for z ∈ F∗p and a multiplicative char-
acter χ.
We need the following statement which follows immediately from the Weil
bound, see [7], and which is essentially [6, Theorem 2].
Lemma 2. For any multiplicative character χ modulo p of order m ≥ 2, any
integers M and K with 1 ≤ K < p, and any polynomial F (X) ∈ Fp[X ] with d
distinct roots (of arbitrary multiplicity) such that F (X) is not the m-th power of a
rational function, we have
M+K∑
n=M+1
χ(F (n))≪ dp1/2 log p.
3. Multiplicative character sums
We are interested in estimates of multiplicative character sums for the sets
Gs(r) such that 2
r is of order p and s is as small as possible.
We note that, by [1, Theorem 3], we have
Ss(r, χ, f)≪ d
1/2
(
r
s
)1/2
2r/4p1/8+o(1) (1)
(where d = deg f), which provides such a nontrivial estimate (in fact even for more
general sums and also with more explicit terms instead of po(1)).
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Theorem 1. Let s ≤ r/2 and let χ be a nontrivial multiplicative character
modulo p > 2r. For any positive integers k ≤ r and ν, and any linear polynomial
f(X) ∈ Fp[X ], we have
|Ss (r, χ, f)|
≪ 2(r−k)/2ν
(
r − k
ℓ
)(ν−1)/2ν(
r
s
)1/2
(log p)1−1/2ν + 2k/2ν
(
r
s
)1−1/2ν
p1/4ν log p,
where ℓ = min{s, ⌊(r − k)/2⌋}.
Proof. Put K = 2r−k where 0 ≤ k ≤ r will be chosen later. For every
n ∈ Gs(r), write n = a2
k + b with 0 ≤ a < 2r−k and 0 ≤ b < 2k; then
Ss(r, χ, f) =
s∑
j=0
∑
a∈Gs−j(r−k)
∑
b∈Gj(k)
χ
(
f(a2k + b)
)
.
By the Ho¨lder inequality, we have
|Ss(r, χ, f)|
2ν ≤ (s+ 1)2ν−1
s∑
j=0
(
r − k
s− j
)2ν−1 K−1∑
a=0
∣∣∣ ∑
b∈Gj(k)
χ
(
f(a2k + b)
) ∣∣∣2ν
= (s+ 1)2ν−1
s∑
j=0
(
r − k
s− j
)2ν−1
×
×
K−1∑
a=0
∑
b1,...,bν∈Gj(k)
c1,...,cν∈Gj(k)
ν∏
i=1
χ
(
f(a2k + bi)
)
χ
(
f(a2k + ci)
)
≤ (s+ 1)2ν−1
s∑
j=0
(
r − k
s− j
)2ν−1
×
×
∑
b1,...,bν∈Gj(k)
c1,...,cν∈Gj(k)
∣∣∣∣∣
K−1∑
a=0
ν∏
i=1
χ
(
f(a2k + bi)f(a2
k + ci)
p−2
)∣∣∣∣∣ .
We note that as the polynomial f is a linear polynomial over Fp, then for any
β, γ ∈ Fp with β 6= γ, the polynomials f(2
kX + β) and f(2kX + γ) are relatively
prime. In particular, these polynomials have no common roots. Now let (b1, . . . , bν)
and (c1, . . . , cν) be two ν-tuples in Gj(k)
ν . We note that the function
ν∏
j=1
f(2kX + bj)f(2
kX + cj)
p−2 (2)
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is a power of another rational function whenever every value that occurs in the
sequence b1, . . . , bν and in the sequence c1, . . . , cν occurs with a multiplicity that is
at least 2. Thus, the set of such b1, . . . , bν , c1, . . . , cν takes at most ν distinct values.
We remark that for any subset of Gj(k) with at most ν elements there are at most(
k
j
)
+
(
k
j
)2
+ · · ·+
(
k
j
)ν
≤ 2
(
k
j
)ν
possibilities. When such a subset with k ≤ ν elements is fixed, we can obtain the
case described above by placing its elements into 2ν positions. This can be done in
no more than (2ν)k ≤ (2ν)ν ways. So we have at most 2(2ν)ν
(
k
j
)ν
possibilities for
vectors (b1, . . . , bν) and (c1, . . . , cν) such that the function (2) is a power of another
rational function. Using now Lemma 2 when the rational function (2) is not a power
of another rational function, we can estimate
∑
b1,...,bν∈Gj(k)
c1,...,cν∈Gj(k)
∣∣∣K−1∑
a=0
ν∏
i=1
χ
(
f(a2k + bi)f(a2
k + ci)
p−2
) ∣∣∣
≪
(
k
j
)ν
K +
(
k
j
)2ν
p1/2 log p =
(
k
j
)ν
2r−k +
(
k
j
)2ν
p1/2 log p.
Therefore,
Ss(r, χ, f)
2ν ≪ s2ν−1Σ12
r−k + s2ν−1Σ2p
1/2 log p, (3)
where
Σ1=
s∑
j=0
(
r − k
s− j
)2ν−1(
k
j
)ν
,
Σ2=
s∑
j=0
(
r − k
s− j
)2ν−1(
k
j
)2ν
.
Clearly, (
r − k
s− j
)
≤ max
{(
r − k
s
)
,
(
r − k
⌊(r − k)/2⌋
)}
=
(
r − k
ℓ
)
.
From the identity
s∑
j=0
(
r − k
s− j
)(
k
j
)
=
(
r
s
)
,
we see that
Σ1≤
(
r − k
ℓ
)ν−1 s∑
j=0
(
r − k
s− j
)ν(
k
j
)ν
≤
(
r − k
ℓ
)ν−1( s∑
j=0
(
r − k
s− j
)(
k
j
))ν
=
(
r − k
ℓ
)ν−1(
r
s
)ν
.
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Since
(
k
j
)
≤ 2k, we also obtain
Σ2≤ 2
k
s∑
j=0
(
r − k
s− j
)2ν−1(
k
j
)2ν−1
≤ 2k

 s∑
j=0
(
r − k
s− j
)(
k
j
)
2ν−1
= 2k
(
r
s
)2ν−1
.
Thus, we derive from (3) that
Ss( r, χ, f)
2ν ≪ s2ν−1
(
2r−k
(
r − k
ℓ
)ν−1(
r
s
)ν
+ 2k
(
r
s
)2ν−1
p1/2 log p
)
.
Since s≪ r ≪ log p we obtain the desired result.
Taking ν = 1 and defining k by the inequalities
2k ≤ 2r/2p−1/4 (log p)1/2 < 2k+1,
we see that the bound in Theorem 1 becomes of the same form as (1).
Clearly, if 2r = p1+o(1) then provided that r/2 ≥ s ≥ γr the bound (1) is
nontrivial for any constant γ > ϑ0 where ϑ0 = 0.2145017449 . . . is the root of the
equation
H(ϑ) = 3/4, 0 ≤ ϑ ≤ 1/2.
We now show that if 2r is of order p, than Theorem 1 provides a nontrivial
bound for r/2 ≥ s ≥ γr for any constant γ > ρ0 where ρ0 = 0.11002786 . . . is the
root of the equation
H(ρ) = 1/2, 0 ≤ ρ ≤ 1/2. (4)
Theorem 2. For any γ > ρ0, where ρ0 = 0.11002786 . . . is the root of equa-
tion (4), there exists some η > 0 such that if p > 2r = p1+o(1) and r/2 ≥ s ≥ γr,
then for any nontrivial multiplicative character χ modulo p, we have
Ss(r, χ, f)≪
(
r
s
)1−η
.
Proof. We may assume that γ < 1/2 as otherwise the bound (1) implies the
desired result.
We put k = ⌊κr⌋, where
κ = min
{
1− 2γ
2
,
2H(γ)− 1
4
}
.
Using that κ ≤ 1/2−γ we derive k ≤ r−2s, thus ℓ = s, and the bound of Theorem 1
implies that
|Ss(r, χ, f)| ≤ 2
αr+o(r) + 2βr+o(r),
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where
α=
1
2ν
(1− κ) +
ν − 1
2ν
H
( γ
1− κ
)
(1− κ) +
1
2
H(γ),
β=
1
2ν
κ+
2ν − 1
2ν
H(γ) +
1
4ν
.
Clearly
α <
1
2ν
(1− κ) +
1
2
(
H
( γ
1− κ
)
(1 − κ) +H(γ)
)
.
Since γ/(1− κ) < 2γ < 1, by Lemma 1 we have
H
( γ
1− κ
)
(1− κ) < H(γ).
So, choosing a sufficiently large ν to satisfy
1− κ
2ν
<
H(γ)
2
−H
( γ
1− κ
)
(1− κ)
we achieve α < H(γ).
Furthermore, using that κ ≤ (2H(γ)− 1)/4, we also have
β ≤
2H(γ)− 1
8ν
+
H(γ)(2ν − 1)
2ν
+
1
4ν
= H(γ)−
H(γ)
4ν
+
1
8ν
.
Since H(γ) > H(ρ0) = 1/2, we see that β < H(γ). Taking
η = 1−
min{α, β}
H(γ)
> 0
we conclude the proof.
4. Applications
We now show how Theorems 1 and 2 can be used to study the distribution
of products n1 . . . nm with n1, . . . , nm ∈ Gs(r) in residue classes modulo p. Let
Ns,m(r, λ) denote the number of solutions to the congruence
n1 · · ·nm ≡ λ (mod p), n1, . . . , nm ∈ Gs(r). (5)
We present only one result out of the variety of many other results of this
type which can be derived from Theorems 1 and 2 in a similar fashion.
254 A. OSTAFE and I. E. SHPARLINSKI
Theorem 3. For any γ > ρ0, where ρ0 = 0.11002786 . . . is the root of
equation (4), there exist some m0 and ξ > 0 such that if p > 2
r = p1+o(1) and
r/2 ≥ s ≥ γr, then for m ≥ m0 we have
Ns,m(r, λ) =
1
p− 1
(
r
s
)m (
1 + O(p−ξm)
)
uniformly over all integers λ 6≡ 0 (mod p).
Proof. We recall the following orthogonality relation for multiplicative char-
acter sums:
1
p− 1
∑
χ
χ(u)χ(λ) =
{
1, if u = λ,
0, if u 6= λ,
where the sum is taken over all multiplicative characters of F∗p.
Therefore, for any integer λ, the number of solutions to the congruence (5)
can be written as
Ns,m(r, λ)=
1
p− 1
∑
n1,...,nm∈Gs(r)
∑
χ
χ(n1n2 . . . nm)χ(λ)
=
1
p− 1
∑
χ
χ(λ)
∑
n1,...,nm∈Gs(r)
χ(n1n2 . . . nm)
=
1
p− 1
∑
χ
χ(λ)
( ∑
n∈Gs(r)
χ(n)
)m
,
where the sum is taken over all multiplicative characters of F∗p.
Separating the term
1
p− 1
#Gs(r)
m =
1
p− 1
(
r
s
)m
corresponding to the trivial character χ0 we obtain
Ns,m(r, λ) −
1
p− 1
(
r
s
)m
≪
1
p− 1
∑
χ
( ∑
n∈Gs(r)
χ(n)
)m
.
Applying the bound of Theorem 2 and the fact that the order of the group of
multiplicative characters of F∗p is p− 1, it follows that there exists some η > 0 such
that we get the estimate
Ns,m(r, λ)−
1
p− 1
(
r
s
)m
≪
(
r
s
)m−mη
,
CHARACTER SUMS AND SPARSE INTEGERS 255
and thus
Ns,m(r, λ) =
1
p− 1
(
r
s
)m(
1 +O
(
p
(
r
s
)−mη))
.
As
H(s/r) > 1/2 and 2r = p1+o(1),
we obtain that
p
(
r
s
)−mη
= p2−mη(rH(s/r)+o(r)) ≤ p1−mη/2+o(1).
Taking now ξ = η/3 > 0 we see that for a sufficiently large m ≥ m0, we have the
desired result.
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