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DENSITY OF IMAGINARY MULTIPLICATIVE CHAOS VIA
MALLIAVIN CALCULUS
JUHAN ARU, ANTOINE JEGO, AND JANNE JUNNILA
Abstract. We consider the imaginary Gaussian multiplicative chaos, i.e. the complex
Wick exponential µβ :=: e
iβΓ(x) : for a log-correlated Gaussian field Γ in d ≥ 1 dimen-
sions. We show that for any nonzero and bounded test function f , the complex-valued
random variable µβ(f) has a smooth density w.r.t. the Lebesgue measure on C.
Our main tool is Malliavin calculus, which seems to be well-adapted to the study
of (complex) multiplicative chaos. To apply Malliavin calculus to imaginary chaos, we
develop some estimates on imaginary chaos that could be of independent interest.
1. Introduction
In this paper we study imaginary Gaussian multiplicative chaos, formally written as
: eiβΓ(x) : with Γ a log-correlated Gaussian field on a bounded domain U ⊂ Rd and β a
real parameter. Imaginary multiplicative chaos distributions : eiβΓ(x) : are no longer mea-
sures, but can heuristically be interpreted as random vector fields and rigorously defined
as distributions in a Sobolev space of sufficiently negative index [7]. They are related to
the sine-Gordon model [11], the scaling limit of the spin-field of the critical XOR-Ising
model is given by the real part of : ei2
−1/2Γ(x) : [7], and they have also played a role in
the study of the level set of the GFF [17], giving a connection to SLE-curves. Recently,
reconstruction theorems have been proved for both the continuum [2] and the discrete
version [6] of the imaginary chaos, with the latter being related to Kosterlitz-Thouless
type of transitions of the 2D GFF.
Let us now denote by µβ the imaginary chaos with parameter β in d dimensions. In
this paper we address one of the most basic questions that one can ask about µβ: What
can be said about the law of µβ(f) for some nonzero test function f?
In the appendix of [12], the tails of this random variable were studied and it was
shown that P[|µ(f)| > t] behaves roughly like exp(−t2d/β2). In the present article we
are interested in the local properties of the law of µ(f) and our main result is that this
random variable has a smooth density.
Theorem 1.1. Let f be a bounded function with compact support in U . Then the law of
µβ(f) is absolutely continuous with respect to the Lebesgue measure on R
d and moreover
the density is a Schwartz function.
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This result has already proved to be useful in further study of imaginary chaos1, but we
also expect the result and the method to be useful more generally in the study of complex
chaos [10] and in studying the integrability results related to multiplicative chaos [15, 9]
and the Sine-Gordon model.
Remark. With some additional technical work, it is possible to extend this result to
obtain densities also for vectors of the form (µβ(f1), . . . , µβ(fn)), with f1, . . . , fn being
sufficiently disjoint.
The requirement of compact support for f can also be dropped in many situations.
In particular the theorem is true in the case where Γ is the zero-boundary GFF on a
bounded simply connected domain in R2 and f ≡ 1.
In the case of imaginary multiplicative cascades, the main theorem can be proved by just
bounding the decay of the Fourier coefficients [3, Lemma 2.3]. This proof hinges on the
nice recursive independence structure of cascades. By Fourier methods, one can also prove
the existence of density in the case of real multiplicative chaos [16], making use of the
positivity of real multiplicative chaos. These techniques do not seem to easily generalize
to the case of the imaginary chaos. The main obstacle is the presence of cancellations
that are difficult to control without an exact recursive independence structure. A similar
problem appears when one tries to prove the existence of negative moments by mimicking
the proof for real chaos.
Our main tool in the proof of Theorem 1.1 is Malliavin calculus [13]. Whereas Malliavin
calculus has been used to prove density results in various other settings [14], we believe
that it is a novel tool in the context of multiplicative chaos and could have further
interesting applications. For example, one might wonder whether further results like the
positivity of the density and uniformity of density as β →√d could be also proved using
Malliavin calculus.2
We have built up the article to highlight how the general theory of Malliavin calculus
is applied, and what are the concrete estimates of imaginary chaos needed to apply it.
In particular, in Section 3 we walk through the relevant notions and results of Malliavin
calculus in the context of imaginary multiplicative chaos, thereby building up the back-
bone of the proof. We obtain the required specific estimates in Section 4; this is done
by proving certain concentration results for imaginary chaos corresponding to the high-
frequency part of the underlying log-correlated field. We start the paper with rigorous
definitions of log-correlated fields and its imaginary chaos, as well as with some basic
notions of Malliavin calculus.
1A work in preparation studies the monofractal structure of imaginary chaos.
2In fact, positivity of the density can be proved by rather elementary means; we will add this argument
and the consequences in a subsequent version of the paper.
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2. Basic notions and definitions
2.1. Log-correlated Gaussian fields and imaginary chaos. In order to talk about
Malliavin calculus, we will first need a suitable formal definition of Γ.
Let U ⊂ Rd be a bounded and simply connected domain and suppose we are given a
kernel of the form
C(x, y) = log
1
|x− y| + g(x, y)
where g ∈ Hd+εloc (U×U)∩L2(U×U) is bounded from above and satisfies g(x, y) = g(y, x).
We may also extend C(x, y) as 0 outside of U × U . Then C defines a Hilbert–Schmidt
operator on L2(Rd), and hence C is self-adjoint and compact. Assuming C is positive
definite, by spectral theorem there exists a sequence of strictly positive eigenvalues λ1 ≥
λ2 ≥ · · · > 0 and corresponding orthogonal eigenfunctions (fk)k≥1 spanning the subspace
L := (KerC)⊥ in L2(Rd). We may now construct the log-correlated field Γ with covariance
kernel C(x, y) via its Karhunen–Loe`ve expansion
Γ =
∑
k≥1
AkC
1/2fk =
∑
k≥1
Ak
√
λkfk,
where (Ak)k≥1 is an i.i.d. sequence of standard normal random variables. It has been
shown in [7, Proposition 2.3] that the above series converges in H−ε(Rd) for any fixed
ε > 0.
From the KL-expansion one can see that heuristically Γ is a standard Gaussian on the
space H := C1/2L. The space H is called the Cameron–Martin space of Γ, and it becomes
a Hilbert space by endowing it with the inner product 〈f, g〉H = 〈C−1/2f, C−1/2g〉L2,
where C−1/2f, C−1/2g ∈ L. This definition makes sense since C1/2 is an injection on L.
We will define the KL-basis (ek)k≥1 for H by setting ek :=
√
λkfk, and we will also write
〈Γ, h〉H :=
∑∞
k=1Ak〈h, ek〉H for h ∈ H . The left hand side in the latter definition is purely
formal since Γ /∈ H almost surely.
As all our random variables will be measurable w.r.t. Γ, it will be simpler if we restrict
our probability space to (Ω,F ,P), where F is the σ-algebra generated by the random
variables {〈Γ, f〉H : f ∈ H}. Thus for example L2(Ω) will denote the Γ-measurable
random variables with finite second moment.
Let us now fix β ∈ (0,√d). For any f ∈ L∞(U) we may define the imaginary chaos µ
tested against f via the regularization and renormalisation procedure
µ(f) := lim
ε→0
∫
U
f(x)eiβΓε(x)+
β2
2
EΓε(x)2 dx,
where Γε is a convolution approximation of Γ against some smooth mollifier ϕε. An easy
computation shows that the convergence takes place in L2(Ω). Again, one has to be
careful however when defining µ(f) for uncountably many f simultaneously. Indeed, µ
turns out to have a.s. infinite total variation, but it does define a random Hs(R2)-valued
distribution when s < −β2/2 [7]. One may also (via a change of the base measure in the
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proofs of [7]) fix f ∈ L∞(R2) and consider g 7→ µ(fg) as an element of Hs(R2). Although
µ is not defined pointwise, we will below freely use the notation
∫
U
f(x)µ(x) dx to refer
to µ(f).
2.2. Malliavin calculus: basic definitions. In this subsection we will collect some
very basic notions of Malliavin calculus: the Malliavin derivative and Malliavin smooth-
ness. We will mainly follow [14] in our definitions, making some straightforward adapta-
tions for complex-valued random variables both here and in the following sections.
Let C∞p (R
n;R) be the class of real-valued smooth functions such that f and all its
partial derivatives grow at most polynomially.
Definition 2.1. We say that X is a smooth (real) random variable if it is of the form
F (Γ) = f(〈Γ, h1〉H , . . . , 〈Γ, hn〉H)
for some h1, . . . , hn ∈ H and f ∈ C∞p (Rn;R), n ≥ 1.
For such a variable F we define its Malliavin derivative DF by
DF =
n∑
k=1
∂
∂k
f(〈Γ, h1〉H , . . . , 〈Γ, hn〉H)hk.
Thus we see that DF is an H-valued random variable and in fact, in the case of smooth
variables, DF corresponds to the usual derivative map: for any h ∈ H , we have that
〈DF (Γ), h〉 = lim
ε→0
F (Γ + εh)− F (Γ)
ε
.
One may also define DmF as a H⊗m-valued random variable by setting
DmF =
n∑
k1,...,km=1
∂m
∂k1 . . . ∂km
f(〈Γ, h1〉H , . . . , 〈Γ, hn〉H)hk1 ⊗ · · · ⊗ hkm.
In our case H is a space of functions defined on U and hence H⊗m can be seen as a space
of functions defined on Um. At times it will be convenient to write down the arguments
of the function explicitly using subscripts, e.g. for all t1, . . . , tm ∈ U we set
Dmt1,...,tmF := D
mF (t1, . . . , tm),
with
DmF (t1, . . . , tm) =
n∑
k1,...,km=1
∂m
∂k1 . . . ∂km
f(〈Γ, h1〉H , . . . , 〈Γ, hn〉H)hk1(t1) . . . hkm(tm).
We extend the above definition in a natural way to complex smooth random variables
by setting
D(F + iG) = DF + iDG
when F and G are real smooth random variables. Thus in general D will map complex
random variables to the complexification of H , which we denote by HC. We will assume
that the inner product 〈·, ·〉HC is conjugate linear in the second variable.
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To defineD for a larger class of random variables one uses approximation by the smooth
functions above. Indeed, defining the derivatives directly as, say, Fre´chet derivatives, is
complicated by the fact that the map Γ→ F (Γ) is often defined only almost everywhere.
More precisely, we define for any non-negative integer k and real p ≥ 1 the class of random
variables Dk,p as the completion of (complex) smooth random variables with respect to
the norm
‖F‖pk,p := E|F |p +
k∑
j=1
E‖DjF‖p
H⊗j
C
.
The spaces Dk,p are decreasing with p and k, and we denote their intersection by D∞.
3. Density of imaginary chaos via Malliavin calculus
Let f be a continuous function of compact support. Our goal will be to apply Malliavin
calculus to show that the random variableM := µ(f) has a smooth density with respect to
the Lebesgue measure on C. We start by walking through the basic results of Malliavin
calculus that we want to apply and we then reduce the proof of Theorem 1.1 to two
concrete estimates on imaginary chaos. These estimates are then verified in Section 4.
Formally one can write the Malliavin derivative DM of M = µ(f) as
DtM =
∫
f(x)Dt : e
iβ
∑∞
n=1〈Γ,en〉Hen(x) : dx
=
∫
f(x)
∞∑
k=1
: eiβΓ(x) : iβek(t)ek(x) dx
= iβ
∫
f(x)µ(x)C(t, x) dx.
The content of the following proposition is to make the above computations rigorous
by truncating the series
∑∞
n=1〈Γ, en〉Hen(x) to be able to work with Malliavin smooth
random variables, as in Definition 2.1.
Proposition 3.1. Let f ∈ L∞(C). Then M ∈ D∞ and
DtM = iβ
∫
U
f(x)µ(x)C(t, x) dx
for all t ∈ U .
The reason we are interested in showing thatM belongs to D∞ is the following classical
result of Malliavin calculus, stating sufficient conditions for the existence of a smooth
density.
Proposition 3.2 ([14, Proposition 2.1.5]). Let F = (F1, . . . , Fn) be a random vector in
R
n with F1, . . . , Fn ∈ D∞ and let γF := (〈DFj, DFk〉H)nj,k=1 be the Malliavin matrix of F .
If γF is invertible a.s. and E| det(γF )|−p <∞ for all p ≥ 1, then F has a density ρ w.r.t.
the Lebesgue measure in Rn and ρ is a Schwarz function.
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In the case of complex-valued random variables the determinant has the following
convenient expression.
Lemma 3.1. Viewing a complex random variable F as a vector in R2, we have that
det γF =
1
4
(‖DF‖4HC − |〈DF,DF 〉HC|2).
Proof. Writing
det γF = 〈DF1, DF1〉H〈DF2, DF2〉H − 〈DF1, DF2, 〉2H
=
1
16
‖DF +DF‖2HC‖DF −DF‖2HC −
1
16
|〈DF +DF,DF −DF 〉HC|2
and expanding yields the formula in the lemma after simplifying. We leave the details to
the reader. 
In light of the above results, in order to show that F has a smooth and bounded density
it will be enough to show that the negative moments of ‖DF‖4HC −|〈DF,DF 〉HC|2 are all
finite.
Proposition 3.3. Let f ∈ L∞(C) be strictly positive and of compact support inside an
open domain D. Let M = µ(f) as above. Then we have the following bounds for the
Malliavin determinant det γM . For any ν > 0, there exist absolute constants C, a > 0
such that for all ε > 0 sufficiently small and for all β ∈ (ν,√d),
(3.1) P (det γM ≥ ε) ≥ 1− C exp
(
−a(d− β2) dβ2 ε− d2(d−β2)
)
.
We can now prove Theorem 1.1 modulo estimates on imaginary chaos that will be
proved in Section 4.
Proof of Theorem 1.1. To apply Proposition 3.2 to prove that M = µ(f) has a density
w.r.t. the Lebesgue measure, and that moreover this density is a Schwarz function, we
need to verify two conditions:
• That M ∈ D∞ - this is the content of Proposition 3.1;
• And that E| det(γM)|−p < ∞ for all p ≥ 1 - this follows directly from the bound
(3.1) in Proposition 3.3.

4. Estimates for Malliavin variables in the case of imaginary chaos
The aim of this section is to prove the probabilistic bounds needed to apply the tools
of Malliavin calculus to M = µ(f). We start by recalling two basic results on imaginary
chaos from [7]. In Section 4.2, we prove by a rather standard argument that M is a
smooth Malliavin variable. Finally, in Section 4.3 we prove the bounds on the Malliavin
determinant of M - here things are more interesting, and we have to use certain pro-
jections of the chaos to high frequencies combined with a concentration argument. As
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a technical tool we will also need to prove new versions of Onsager inequalities for tail
fields.
4.1. Preliminaries: An Onsager inequality. In this section, we recall a weak Onsager
inequality from [7] that we need. To this end, we define for any Gaussian field X and
x = (x1, . . . , xN),y = (y1, . . . , yM) the quantity
E(X ;x;y) = −
∑
1≤j<k≤N
EX(xj)X(xk)−
∑
1≤j<k≤M
EX(yj)X(yk) +
∑
1≤j≤N
1≤k≤M
EX(xj)X(yk).
In the following result, we let Γδ = Γ ∗ ϕδ be a mollification of Γ where ϕδ = δ−dϕ(·/δ)
and ϕ is a smooth non-negative function with compact support that satisfies
∫
Rd
ϕ = 1.
Lemma 4.1. Let K be a compact subset of U . There exists C = C(K) > 0 such that
the following holds true: Let N ≥ 1, δ > 0 and for all i = 1 . . .N let xi, yi ∈ K be such
that D(xi, δ) and D(yi, δ) are included in K. For all i = 1 . . . N , denote zi := xi and
zN+i := yi and set dj := mink 6=j |zk − zj |. Then
(4.1) E(Γδ;x;y) ≤ 1
2
2N∑
j=1
log
1
dj
+ CN2,
Proof. This lemma corresponds to [7, Proposition 3.6(ii)]. 
We will use this lemma in conjunction with:
Lemma 4.2. For all β ∈ (0,√d), there exists C > 0 such that for all N ≥ 1,
(4.2)
∫
B(0,1)N
exp
(
β2
2
N∑
j=1
log
1
1
2
mink 6=j |xj − xk|
)
dx1 . . . dxN ≤ CNN
Nβ2
2d .
Proof. This is the content of [7, Lemma 3.10]. 
4.2. M belongs to D∞ - proof of Proposition 3.1. The purpose of this section is to
prove Proposition 3.1. Before doing so, we collect two auxiliary lemmas from Malliavin
calculus.
Lemma 4.3 ([14, Lemma 1.2.3]). Let (Fn, n ≥ 1) be a sequence of (complex) random
variables in D1,2 that converges to F in L2(Ω) and such that supn E
[‖DFn‖2HC] < ∞.
Then F belongs to D1,2 and the sequence of derivatives (DFn, n ≥ 1) converges to DF in
the weak topology of L2(Ω;HC).
Lemma 4.4. Let p > 1, k ≥ 1 and let (Fn, n ≥ 1) be a sequence of (complex) random
variables converging to F in Lp(Ω). Suppose that supn ‖Fn‖k,p < ∞. Then F belongs to
Dk,p and ‖F‖k,p ≤ Ck,p lim supn ‖Fn‖k,p.
Proof of Lemma 4.4. We prove this lemma in the context of real-valued random variables.
The extension to complex-valued random variables follows. We are going to see that it
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is a direct consequence of [14, Lemma 1.5.3]. In page 58 of [14], an operator L on the
set of variables with finite second moment is introduced and used to define the norm
‖|F |‖k,p := E
[
((I − L)k/2F )p]1/p. The norms ‖| · |‖k,p and ‖·‖k,p are equivalent (see [14]
page 77). Hence supn E
[
((I − L)k/2Fn)p
]
<∞. By weak compactness of balls in Lp(Ω),
we can extract a subsequence (n(i), i ≥ 1) such that ((I − L)k/2Fn(i), i ≥ 1) converges
weakly towards some element G. Since the Lp-norm is weakly lower-semicontinuous, we
moreover have
E [Gp] ≤ lim inf
i
E
[
((I − L)k/2Fn(i))p
] ≤ lim sup
n
E
[
((I − L)k/2Fn)p
]
.
In the proof of [14, Lemma 1.5.3], D. Nualart shows that F = (I−L)−k/2G. This implies
that
‖F‖k,p ≤ Ck,p ‖|F |‖k,p = Ck,pE [Gp]1/p ≤ Ck,p lim sup
n
‖|Fn|‖k,p ≤ C ′k,p lim sup
n
‖|Fn|‖k,p .
This concludes the proof. 
We now have the ingredients needed to prove Proposition 3.1.
Proof of Proposition 3.1. We first prove that M belongs to D∞. To be able to consider
smooth random variables, we will truncate the sum in the Karhunen–Loe`ve expansion
of Γ. Doing so, we will face the issue that there is no Onsager inequality available
for this approximation of the field that we are aware of. We will bypass this difficulty
by considering a further convolution of this truncated version of Γ against a smooth
mollifier ϕ and then use the Onsager inequality (4.1) for convolution approximations.
Let n ≥ 1, δ > 0, j ≥ 0 and p ≥ 1. In the following, we will denote
Γδ = Γ ∗ ϕδ, Γn,δ =
n∑
k=1
Akek ∗ ϕδ, Mn,δ =
∫
C
f(x)eiβΓn,δ(x)+
β2
2
E[Γn,δ(x)
2]dx
and
Mδ =
∫
C
f(x)eiβΓδ(x)+
β2
2
E[Γδ(x)
2]dx.
Mn,δ is a smooth random variable and D
jMn,δ is equal to
(4.3)
(iβ)j
∫
C
dxf(x)eiβΓn,δ(x)+
β2
2
E[Γn,δ(x)
2]
n∑
k1,...,kj=1
(ek1 ∗ ϕδ)(x) . . . (ekj ∗ ϕδ)(x)ek1 ⊗ · · · ⊗ ekj .
Since (ek1 ⊗ · · · ⊗ ekj , k1, . . . , kj = 1 . . . n) is an orthonormal family of H⊗j, we deduce
that ∥∥DjMn,δ∥∥2H⊗j
C
= β2j
∫
C2
f(x)f(y)eiβΓn,δ(x)−iβΓn,δ(y)+
β2
2
E[Γn,δ(x)
2]+β
2
2
E[Γn,δ(y)
2]
×
(
n∑
k=1
(ek ∗ ϕδ)(x)(ek ∗ ϕδ)(y)
)j
dxdy.
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Thanks to the convolution, all the integrated terms are uniformly bounded in n and
x1 . . . xp, y1 . . . yp. By dominated convergence theorem and then by using (4.1) which
provides an Onsager inequality for convolution approximations, we deduce that
lim sup
n→∞
E
[∥∥DjMn,δ∥∥2pH⊗j
C
]
≤ β2jp
∫
C2p
dx1 . . . dxpdy1 . . . dyp
p∏
l=1
f(xl)f(yl) (C ∗ (ϕδ ⊗ ϕδ)(xl, yl))j eβ2E(Γδ ;x;y)
≤ Cj,p ‖f‖2p∞
∫
K2p
dz1 . . . dz2p
2p∏
l=1
(
min
l′ 6=l
|zl − zl′|
)−β2/2(
max
l′ 6=l
C ∗ (ϕδ ⊗ ϕδ)(zl, zl′)
)j/2
where K is the support of f . Importantly, the above constant Cj,p does not depend on
δ. Notice that
C ∗ (ϕδ ⊗ ϕδ)(x, y) ≤ C log c|x− y| ∨ δ .
Hence, if we let ε > 0 be such that β2/2 + ε < d/2, there exists C ′j,p > 0 independent of
δ such that
lim sup
n→∞
E
[∥∥DjMn,δ∥∥2pH⊗j
C
]
≤ C ′j,p
∫
K2p
dz1 . . . dz2p
2p∏
l=1
(
min
l′ 6=l
|zl − zl′ |
)−β2/2−ε
≤ C ′′j,p(4.4)
by Lemma 4.2. Since (Mn,δ, n ≥ 1) converges in L2p towards Mδ, Lemma 4.4 and (4.4)
imply that for all k ≥ 1, Mδ ∈ Dk,2p and that
(4.5) sup
δ>0
‖Mδ‖k,2p <∞.
Now, because (Mδ, δ > 0) converges in L
2p towards M , Lemma 4.4 implies that for all
k ≥ 1, M ∈ Dk,2p. This concludes the proof that M ∈ D∞.
We now turn to the proof of the formula for DM . On the one hand, (4.3) gives
DMn,δ = iβ
∫
C
dxf(x)eiβΓn,δ(x)+
β2
2
E[Γn,δ(x)
2]
n∑
k=1
(ek ∗ ϕδ)(x)ek.
One can then show that (DMn,δ, n ≥ 1) converges in L2(Ω;H) towards
iβ
∫
C
dxf(x)eiβΓδ(x)+
β2
2
E[Γδ(x)
2]
∞∑
k=1
(ek ∗ ϕδ)(x)ek.
On the other hand, the first part of the proof showed that supn E
[
‖DMn,δ‖2HC
]
< ∞
and Lemma 4.3 implies that (DMn,δ, n ≥ 1) converges to DMδ in the weak topology of
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L2(Ω;H). Hence
DMδ = iβ
∫
C
dxf(x)eiβΓδ(x)+
β2
2
E[Γδ(x)
2]
∞∑
k=1
(ek ∗ ϕδ)(x)ek.
Let us now show that (DMδ, δ > 0) converges in L
2(Ω;H) towards
iβ
∫
C
dxf(x)µ(x)C(x, ·).
Firstly, since
C(x, ·) =
∑
k≥1
ek(x)ek(·)
and the ek, k ≥ 1, form an orthonormal family of H , we have
E
[∥∥∥∥∫
C
dxf(x)µ(x)C(x, ·)−
∫
C
dxf(x)eiβΓδ(x)+
β2
2
E[Γδ(x)
2]C(x, ·)
∥∥∥∥2
HC
]
(4.6)
=
∑
k≥1
E
[(∫
C
f(x)µ(x)ek(x)dx−
∫
C
f(x)eiβΓδ(x)+
β2
2
E[Γδ(x)
2]ek(x)dx
)2]
.
Each single term in the above sum goes to zero as δ → 0. Moreover, using Onsager
inequality for convolution approximations (4.1), one can obtain a domination in a similar
manner as what we did in the first part of the proof. By the dominated convergence
theorem, it implies that (4.6) goes to zero as δ → 0. Secondly,
E
∥∥∥∥∥
∫
C
dxf(x)eiβΓδ(x)+
β2
2
E[Γδ(x)
2]
∑
k≥1
(ek ∗ ϕδ)(x)ek −
∫
C
dxf(x)eiβΓδ(x)+
β2
2
E[Γδ(x)
2]C(x, ·)
∥∥∥∥∥
2
HC

(4.7)
=
∑
k≥1
E
[(∫
C
f(x)eiβΓδ(x)+
β2
2
E[Γδ(x)
2]((ek ∗ ϕδ)(x)− ek(x))dx
)2]
≤ C ‖f‖2∞
∫
K2
|x− y|−β2
∣∣∣∣∣∑
k≥1
((ek ∗ ϕδ)(x)− ek(x))((ek ∗ ϕδ)(y)− ek(y))
∣∣∣∣∣ dxdy
whereK is as before the support of f . The above integrand is dominated by the integrable
function C |x− y|−β2 log(c/|x − y|). Dominated convergence theorem thus implies that
(4.7) goes to zero as δ → 0. Putting things together, we have shown the aforementioned
convergence: (DMδ, δ > 0) converges in L
2(Ω;H) towards
iβ
∫
C
dxf(x)µ(x)C(x, ·).
With (4.5), we notice that supδ E
[‖DMδ‖2HC] < ∞ and Lemma 4.3 also shows that
(DMδ, δ) converges to DM in the weak topology of L
2(Ω;H). This yields
DM = iβ
∫
C
dxf(x)µ(x)C(x, ·)
10
and concludes the proof. 
4.3. Bounds on the Malliavin determinant of M - proof of Proposition 3.3.
This section contains the main probabilistic input to Theorem 1.1 – the proof of Proposi-
tion 3.3. Roughly, the content of this proposition is to establish super-exponential decay
of P(
√| det γM | < ε) as ε → 0, where det γM := ‖DM‖4HC − |〈DM,DM〉HC|2 is the
Malliavin determinant of M = µ(f).
4.3.1. A toy model explaining the main ideas. To explain the strategy of our proof, con-
sider the following toy problem: consider the 2D zero boundary GFF on [0, 1]2 and the
imaginary chaos µβ. We know that µβ ∈ H−1 for all β ∈ (0,
√
2). Can we prove super-
polynomial bounds for P (‖µ‖H−1 < ε)?
Writing out the norm squared, we have that
‖µ‖2H−1 =
∫
D
µ(dx)G(x, y)µ¯(dy) > 0,
where G is the Dirichlet Green’s function on [0, 1]. Now the expectation E|µ‖2H−1 is
easy to calculate and it is bounded. One could thus hope to prove bounds near zero by
using concentration results on µ - it is known that all moments exist. However, these
concentration results, whereas sufficient for controlling tails near∞, do not really see the
special role of zero and would not suffice to prove good bounds for asymptotics near 0.
Now, via the Fourier transform we can write the above norm as a sum over frequencies
contributions. It comes out that when trying to force the norm very close to zero, it is the
high-frequency components that start resisting and that for each δ there is a well-chosen
frequency band for which the cost of making the norm less than δ has a high cost.
To make this more precise, the idea is to use the projection bound ‖µ‖2H−1 ≥ 〈µ, fδ〉H−1
for a well chosen fδ. Indeed, setting fδ(x) =
∫
G−1(x, y)eiβΓδ(y) dy, we get that
‖µ‖2H−1 ≥
∫
D
µ(dx)e−iβΓδ(x) dx
‖fδ‖H−1
.
Let us first look at the denominator. A small calculation shows that ‖fδ‖H−1 = ‖eiβΓδ(y)‖H1 .
We will establish in this section (Lemma 4.6) that in fact ‖eiβΓδ(y)‖H1 ≍ ‖Γδ‖H1 , and
that this expression is very well concentrated around its mean by Gaussian concentra-
tion. Moreover, in the concrete case E‖Γδ‖H1 ≍ δ−1. In conclusion, the denominator is
of order δ−1 with superpolynomial concentration on fluctuations.
In the numerator, a term of the form δ−β
2/2
∫
µδ remains, where µδ corresponds to the
chaos of the tail field Γ − Γδ. Again, we will establish in this section (Lemma 4.8) that
such a tail chaos is very highly concentrated around 1, with fluctuations of unit order
having a super-polynomial cost in δ. Thus the whole ratio will concentrated around
C
δ−β
2/2
∫
µδ
δ−1
∼ Cδ1−β2/2,
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with superpolynomial cost for fluctuations on the same scale. Thus basically setting
ε = δ1−β
2/2 gives us the desired bound.
Whereas following the same strategy for the determinant requires some extra input, all
the key ideas are present already in this toy model: the projection bound will correspond
to Lemma 4.5 below, the concentration of the denominator to Lemma 4.6 and that of the
numerator to Lemma 4.8.
4.3.2. Proof setup. As explained, the main idea in our proof is to give a family of lower
bounds for det γM by considering certain projections in HC onto a well chosen frequency
band.
To make the proof work for general log-correlated works in d dimensions, we will have
to pass through certain auxiliary fields, called almost ⋆-scale invariant fields and defined
as follows. Let k be some positive-definite function supported in B(0, 1) ⊂ Rd with
k(0) = 1. We may then define a log-correlated covariance kernel C on Rd by setting
(4.8) C(x, y) :=
∫ ∞
0
k(eu(x− y))(1− e−ηu) du,
for some η > 0 and we call the corresponding log-correlated Gaussian field Y . The field
Y admits natural approximating fields Yδ with covariances
(4.9) EYδ(x)Yε(y) = Cδ∨ε(x, y) =
∫ log(1/(δ∨ε))
0
k(eu(x− y))(1− e−ηu) du
for all δ, ε > 0, x, y ∈ B. Moreover, since k has support in B(0, 1), we have
(4.10) Cδ(x, y) = Cδ∨|x−y|(x, y).
We refer to [8] for details.
Theorem [8, Theorem B] then implies that under our conditions on Γ, for any x0 ∈ Rd,
for every small enough r > 0, inside the ball B(x0, r) the field Γ can be decomposed as
Γ = Y + Z where Y is an almost ⋆-scale invariant field and Z is a Ho¨lder-regular field
independent of Y .
Now, let us choose x0 ∈ U and r > 0 in such a way that f is nonzero in B := B(x0, r)
and that in B the field Γ can be decomposed Γ = Y + Z as above. We then define
Γδ = Yδ + Z and let ψ be a smooth function supported in B and such that
(4.11)
∫
f(x)ψ(x)eβ
2EZ(x)2 dx 6= 0.
Finally, we set hδ(x) = e
iβΓδ(x)ψ(x) – this hδ will be replacing fδ in the toy model above.
In this setting, the projection bound can be stated as follows:
Lemma 4.5 (Projection bounds). It holds that
(4.12) det γM ≥ 1
4
(|〈DM,hδ〉HC| − |〈DM,hδ〉HC|)4
‖hδ‖4HC
.
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Proof. Let us first expand
‖DM‖2HC
∥∥∥DM − 〈DM,DM〉HC‖DM‖2HC DM
∥∥∥2
HC
= ‖DM‖2HC
(
‖DM‖2HC −
〈
DM,DM
〉
HC
‖DM‖2HC
〈
DM,DM
〉
HC
−
〈
DM,DM
〉
HC
‖DM‖2HC
〈
DM,DM
〉
HC
+
| 〈DM,DM〉
HC
|2
‖DM‖4HC
‖DM‖2HC
)
= ‖DM‖4HC − |
〈
DM,DM
〉
HC
|2.
By Lemma 3.1, we deduce that
det γM =
1
4
‖DM‖2HC
∥∥∥DM − 〈DM,DM〉HC‖DM‖2HC DM
∥∥∥2
HC
.
As we have the following projection inequality
‖DM‖HC ≥
∥∥∥DM − 〈DM,DM〉HC‖DM‖2HC DM
∥∥∥
HC
,
the Lemma follows, once we show that
(4.13)
∥∥∥DM − 〈DM,DM〉HC‖DM‖2HC DM
∥∥∥
HC
≥
∣∣|〈DM,hδ〉HC| − |〈DM,hδ〉HC|∣∣
‖hδ‖HC
.
By the Cauchy–Schwarz inequality and triangle inequality we have
∥∥∥DM − 〈DM,DM〉HC‖DM‖2HC DM
∥∥∥
HC
≥
|〈DM − 〈DM,DM〉HC
‖DM‖2HC
DM,hδ〉HC|
‖hδ‖HC
≥
|〈DM,hδ〉HC| − |〈DM,DM〉HC |‖DM‖2HC |〈DM,hδ〉HC|
‖hδ‖HC
≥ |〈DM,hδ〉HC| − |〈DM,hδ〉HC|‖hδ‖HC
.
By now repeating the bound with hδ in place of hδ we obtain (4.13). 
In order to derive bounds on P[det γM < t] for t > 0 small, we will look at the three
terms |〈DM,hδ〉HC| = |µ(fhδ)|, |〈DM,hδ〉HC| = |µ(fhδ)| and ‖hδ‖HC appearing in (4.12)
separately and collect the results in the following lemmas.
Lemma 4.6. [Gaussian concentration] There exist c, C > 0 such that for all t ≥ c and
δ ∈ (0, 1) we have
P[‖hδ‖HC ≥ δ−d/2t] ≤ e−Ct
2δ−d .
Lemma 4.7. [Basic concentration for chaos] There exists C > 0 such that for all δ > 0
and t > 1,
P[
√
d− β2|µ(fhδ)| > t] ≤ e−Ct2d/β
2
.
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Lemma 4.8. [Concentration for the tail chaos] There exist constants C, c > 0 such that
for all δ > 0 and t ∈ (0, cδ−β2/2),
P[
√
d− β2|µ(fhδ)− Eµ(fhδ))| > t] ≤ e−Ct2δ−(d−β
2)
.
Before proving these three lemmas, we explain how we deduce Proposition 3.3 from
them.
Proof of Proposition 3.3. To prove Proposition 3.3, we need to bound P[det γM ≥ ε] from
below. By Lemma 4.5, we have that
P(det γM ≥ ε/4) ≥ P((|µ(fhδ)| − |µ(fhδ)|)
2
‖hδ‖2HC
≥ √ε).
We first bound this probability from below by
1− P
[
(|µ(fhδ)| − |µ(fhδ)|)2 ≤ 1
9
|Eµ(fhδ)|2
]
− P
[
‖hδ‖2HC ≥
|Eµ(fhδ)|2
9
√
ε
]
.
We can further bound P
[
(|µ(fhδ)| − |µ(fhδ)|)2 ≤ 19 |Eµ(fhδ)|2
]
from above by
P
[
|µ(fhδ)− Eµ(fhδ)| ≥ 1
3
|Eµ(fhδ)|
]
+ P
[
|µ(fhδ)| ≥ 1
3
|Eµ(fhδ)|
]
.
It follows from (4.11) that |Eµ(fhδ)| ≥ c˜δ−β2/2 for some c˜ > 0 depending on the function
f , Lemmas 4.7 and 4.8 imply that this sum is bounded by C ′e−a
′(d−β2)
d
β2 δ−d for some
absolute constants a′, C ′ > 0.
We now fix δ > 0 by
√
ε =
|Eµ(fhδ)|2δd
18c
,
where c is as in Lemma 4.6. By the same lemma we then have that
P
[
‖hδ‖2HC ≥
|Eµ(fhδ)|2
9
√
ε
]
≤ P [‖hδ‖2HC ≥ 2cδ−d] ≤ exp(−a′′δ−d),
again for some absolute constant a′′ > 0. Putting these two bounds together and using
the definition of δ, we obtain that
P(
(|µ(fhδ)| − |µ(fhδ)|)2
‖hδ‖2HC
≥ √ε) ≥ 1− C˜e−a˜(d−β2)
d
β2 δ−d ≥ 1− Ce−a(d−β2)
d
β2 ε
− d
2(d−β2)
for some absolute constants a, C > 0.

The rest of this section is dedicated to the proofs of Lemmas 4.6, 4.7 and 4.8. Let us
start by Lemma 4.6.
4.3.3. Proof of Lemma 4.6.
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Proof of Lemma 4.6. We will use basic Gaussian concentration to prove this lemma. By
Theorem 4.5.7 in [5], if Γ is isonormal on HC, and F : HC → R is L−Lipschitz w.r.t
‖ · ‖HC, then for all t > 0
P(F (Γ)− EF (Γ) > t) ≤ exp(− t
2
2L2
).
In particular, we have that
P(‖Γδ‖HC − E‖Γδ‖HC > t) ≤ exp(−Ct2).
To make use of this concentration, we claim that:
Claim 4.1. There is some c > 0 so that for all δ > 0 it holds that ‖hδ‖HC ≤ c‖Γδ‖HC.
Admitting this claim for the moment, the concentration inequality above implies that
for all t > cE‖Γδ‖HC
P(‖hδ‖HC > t) ≤ P(‖Γδ‖HC > c−1t) ≤ exp(−C ′(t− cE‖Γδ‖HC)2.
As a direct computation further shows that
(E‖Γδ‖HC|)2 ≤ E‖Γδ‖2HC . δ−d,
we can conclude the lemma, given Claim 4.1.
Proof of Claim 4.1. Recall from the beginning of the section that the small ball B is
chosen such that it contains the support of ψ, and inside B the local decomposition
Γ = Y + Z, with Y almost star-scale invariant and Z, Y independent holds.
Thus restricted to B, we have that C ≫ CY in terms of operators (i.e. C − CY is
pos. definite) and hence by Theorem I, Section 7 of [1] we obtain that restricted to B
we have ‖ · ‖HC ≤ ‖ · ‖HY . Now, write CY (x, y) = − log |x − y| + gY (x, y). By possibly
restricting ψ and B further, we can use Theorem 4.5 (i) from [8] to see that C˜(x, y) =
− log |x− y|+ 2gY (x, y)− g(x, y) is also a covariance kernel in B. As 2CY = C + C˜, we
deduce that also 2CY ≫ C, and hence that in the (modified) ball B
‖ · ‖HC ≤ ‖ · ‖HY ≤ 2‖ · ‖HC.
Now, consider Hd/2(Rd), the Sobolev spaceW d/2,2(Rd) with the norm given on the Fourier
side by :
‖f‖2Hd/2(Rd) =
∫
ξ
(1 + |ξ|2)d/2|f̂(ξ)|2dξ.
From the expression for CY , i.e. Equation (4.8), one can directly estimate the Fourier
coefficients of CY (x− y) and obtain for |ξ| ≥ 1:
|ĈY (ξ)| =
∣∣∣∣∫ ∞
0
e−ud k̂(e−uξ)(1− e−ηu) du
∣∣∣∣ ≍ |ξ|−d
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and thus deduce that for some C > 0,
C−1‖ · ‖Hd/2(Rd) ≤ ‖ · ‖HY ≤ C‖ · ‖Hd/2(Rd).
Finally, by Theorem 1.1 in [4], we have that f → exp(if)ψ is bounded as an operator
from W d/2,2(Rd) ∩W 1,d(Rd) to W d/2,2(Rd) and thus we conclude that
‖hδ‖HC . ‖hδ‖HY . ‖hδ‖Hd/2(Rd) . ‖Γδ‖Hd/2(Rd) . ‖Γδ‖HY . ‖Γδ‖HC. 

To prove the other two lemmas, we first have to prove two further Onsager inequalities
for controlling correlations. Recall, that for any Gaussian fieldX and x = (x1, . . . , xN),y =
(y1, . . . , yM) we defined the quantity
E(X ;x;y) = −
∑
1≤j<k≤N
EX(xj)X(xk)−
∑
1≤j<k≤M
EX(yj)X(yk)+
∑
1≤j≤N,1≤k≤M
EX(xj)X(yk).
Lemma 4.9. [Further Onsager lemmas] There exists C > 0 such that the following holds
true: Let N ≥ 1, δ > 0 and for all i = 1 . . .N let xi, yi ∈ K be such that D(xi, δ) and
D(yi, δ) are included in B. For all i = 1 . . . N , denote zi := xi and zN+i := yi and set
dj := mink 6=j |zk − zj |. Then
E(Γ + Γδ;x;y) ≤ 1
2
2N∑
j=1
(
log
1
dj
+ 3 log
1
max(δ, dj)
)
+ CN.(4.14)
Moreover, if dj ≤ δ for all 1 ≤ j ≤ 2N , then
(4.15) E(Γ− Γδ;x;y) ≤ 1
2
2N∑
j=1
log
δ
dj
+ CN.
Proof of Lemma 4.9. Let us start by proving (4.14). Recall from Subsection 4.3.2 the
decomposition of Γ = Y +Z into an almost ⋆-scale invariant field Y and an independent
Ho¨lder regular field Z. Since by independence we have E(Γ+Γδ;x;y) = E(Y +Yδ;x;y)+
E(2Z;x;y) and because the second term is O(N), it is enough to show the claim for Y
in place of Γ. Define q1 = · · · = qN = +1, qN+1 = · · · = q2N = −1 and for i = 1, . . . , 2N ,
let Gi := Ydi(zi) + Yδ∨di(zi). By (4.9) and (4.10) for all i 6= j,
E[GiGj ] = E[(Y (zi) + Yδ(zi))(Y (zj) + Yδ(zj))].
This implies that
E(Y + Yδ;x;y) = −
∑
1≤i<j≤2N
qiqjE[GiGj ] =
1
2
2N∑
j=1
E[G2j ]−
1
2
E
( 2N∑
j=1
qjGj
)2
≤ 1
2
2N∑
j=1
(
log
1
dj
+ 3 log
1
δ ∨ di
)
+ CN.
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This concludes the proof of (4.14). Assume now that for all i = 1 . . . 2N , di ≤ δ. Similarly,
one can show that
E(Γ− Γδ;x;y) ≤ 1
2
2N∑
j=1
E[(Yri(zi)− Yδ(zi))2] + CN ≤
1
2
2N∑
j=1
log
δ
di
+ CN.
This shows (4.15). 
4.3.4. Proof of Lemma 4.7.
Proof of Lemma 4.7. By Chebyshev’s inequality and optimizing over N it is enough to
show that there exists C > 0 such that
E|µ(fhδ)|2N ≤ CN(d− β2)−NNβ2N/d.
Writing out E|µ(fhδ)|2N we obtain∫
B2N
( N∏
j=1
g(xj)g(yj)
)
e−
β2
2
∑N
j=1(EΓδ(xj)
2+EΓδ(yj)
2+2EΓ(xj )Γδ(xj)+2EΓ(yj )Γδ(yj))eβ
2E(Γ+Γδ ;x;y)
where g = fψ. Noting that EΓ(x)Γδ(x) = EΓδ(x)
2 = log(1/δ) + O(1) and using
Lemma 4.9, we can bound this by
CN ‖g‖2N∞
∫
B2N
2N∏
j=1
1
mink 6=j |zj − zk|β2/2dz1 . . . dz2N .
By Lemma 4.2, the integral above is at most CN(d− β2)−NNβ2N/d as desired. 
4.3.5. Proof of Lemma 4.8.
Proof of Lemma 4.8. We have
µ(fhδ)− Eµ(fhδ) =
∫
D
f(x)ψ(x)e−
β2
2
EΓδ(x)
2+β2EΓδ(x)Γ(x)(: eiβΓˆδ(x) : −1),
where Γˆδ(x) := Γ(x)− Γδ(x), and thus
E|µ(fh)− Eµ(fh)|2N
≤ CNδ−β2N‖f‖2N∞
∫
B2N
|E
N∏
j=1
(: eiβΓˆδ(xj) : −1)(: e−iβΓˆδ(yj) : −1)|.
Notice next that by (4.9) and (4.10) we have EΓˆδ(x)Γˆδ(y) = 0 if |x− y| ≥ δ. This means
that if there exists a point z among {x1, . . . , xN , y1, . . . , yN} whose closest neighbour π(z)
is farther than δ from z, then the expectation inside the integral will be 0 by independence.
We can thus get an upper bound for the integral by saying that it is less than∑
A1,A2⊂{1,...,N}
∫ N∏
j=1
1{|xj−pi(xj)|≤δ}1{|yj−pi(yj)|≤δ}E
∏
j∈A1
: eiβΓˆδ(xj) :
∏
k∈A2
: e−iβΓˆδ(yj) :
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Let us fix A1 and A2 and consider one term in the sum. The expectation equals
eβ
2E(Γˆδ;xA1 ;yA2) and is bounded by Lemma 4.9 by
CNe
β2
2
∑
j∈A1
log δ
|xj−pi(xj)|
+β
2
2
∑
j∈A2
log δ
|yj−pi(yj)|
where C is some constant independent of δ and N . Since all the terms in the exponent
are non-negative, we see that this is in turn less than
CNe
β2
2
∑N
j=1 log
δ
|xj−pi(xj)|
+β
2
2
∑N
j=1 log
δ
|yj−pi(yj)|
By disregarding a set of measure 0 we may assume that all xj and yj are distinct. Adapting
the beginning of the proof of [7, Lemma 3.10], we let {z1, . . . , z2N} be the union of the
point sets {xj : 1 ≤ j ≤ N} and {yj : 1 ≤ j ≤ N}. Letting F : {1, . . . , 2N} →
{1, . . . , 2N} be a nearest neighbour function, we get to the following upper bound for the
integral,
CN
∑
F
δNβ
2
∫ ∏2N
j=1 1{|zj−zF (j)|≤δ}
|z1 − zF (1)|β2/2 . . . |z2N − zF (2N)|β2/2 .
The directed graph on vertices {1, . . . , 2N} and edges from j to F (j) has the structure
where each connected component consists of a 2-cycle and trees attached to the two
vertices in the cycle. We may assume that the vertices forming the two cycles are (1, 2),
(3, 4), . . . , (2k− 1, 2k), where k is the number of connected components. Then doing the
change of variables uj = zj − zF (j) for j = 2k + 1, . . . , 2N and u1 = (z1 − z2), u2 = z2,
. . . , u2k−1 = z2k−1 − z2k, u2k = z2k we get to an integral of the form
CN
∑
F
δNβ
2
∫
1{|u1|≤δ}1{|u3|≤δ} . . .1{|u2k−1|≤δ}1{|u2k+1|≤δ} . . .1{|u2N |≤δ}
|u1|β2 |u3|β2 . . . |u2k−1|β2|u2k+1|β2/2 . . . |u2N |β2/2
≤ CN(d− β2)−N
∑
F
δNβ
2
δ(d−β
2)kδ(d−β
2/2)(2N−2k)
≤ CN(d− β2)−Nδ2dN
∑
F
δ−dk.
The number of nearest neighbour function F giving rise to k connected components is at
most cN(2N − k)! (see proof of [7, Lemma 3.10]). Putting things together, we have thus
proven that
E
[∣∣µ(fhδ)− Eµ(fhδ)∣∣2N] ≤ CN(d− β2)−Nδ−β2Nδ2dN N∑
k=1
(2N − k)!δ−dk
≤ CN(d− β2)−Nδ(2d−β2)NN2N
N∑
k=1
N−kδ−dk
≤ CN(d− β2)−Nδ(d−β2)NNN
assuming that Nδd ≤ 1/2. Thus by Chebyshev’s inequality we have
P[
√
d− β2|µ(fhδ)| − Eµ(fhδ)| > t] ≤ CNδ(d−β2)NNN t−2N ,
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and optimizing over N ≤ δ−d/2 gives the result. 
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