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Abstract
With the onset of the digital era, data privacy is one of the most predominant issues. Decentralized learning is becoming
popular as the data can remain within local entities by maintaining privacy. Federated Learning is a decentralized
machine learning approach, where multiple clients collaboratively learn a model, without sharing raw data. There are
many practical challenges in solving Federated Learning, which include communication set up, data heterogeneity and
computational capacity of clients. In this thesis, I explore recent methods of Federated Learning with various settings,
such as data distributions and data variability, used in several applications. In addition, I, specifically, examine a design
of systematic network topology in a federated framework with computational experiments.
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Federated Learning (FL) is a new machine learning paradigm, which is used in situations where data is decentralized
for training. FL is also known as collaborative learning that enables multiple clients to build a shared robust machine
learning model to maintain their data privacy. Clients include organizations, hospitals, banks, and edge devices, such
as mobile phones. In FL, training data is distributed across clients. This approach is in contrast to conventional
machine learning, which requires centralizing training data to one data center or a single data repository. FL can train
a model without centralizing client’s datasets has therefore gained a lot of attention in machine learning.
FL offers a greater advantage in data privacy over the conventional machine learning approaches. Traditionally, once
a problem is identified, the first major step is to collect datasets. The key feature in a conventional machine learning
settings is the central storage of data. However, collecting the datasets offers significant complications. Some of them
are listed below:
• Data is often sensitive, especially patient data from hospitals. For example certain parts of the human body
are as unique as fingerprints. Some of them are the visual texture of the human iris, shape of the ear, and the
structure of the cartilaginous tissue of the pinna, which are distinctive apart from DNA and fingerprint and
have unique codes to identify an individual [24]. Hence, dealing with medical data requires utmost care and
confidentiality.
• In recent years, regulations have been moving quickly in the privacy world. Regulations like the General
Data Protection Regulation (GDPR) [Reg18] is a regulation on data protection and privacy imposed by
the European Union (EU) in 2018. The GDPR’s primary aim is to give individuals control over their per-
sonal data. There are also regulations at the state levels in the US like the California Consumer Privacy Act
(CCPA) [dlT18], which aims to give consumers more control over the personal information that businesses
collect about them. These regulations make it really hard to access data.
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• Research requires careful consideration to solve a particular problem. Consider an example of rare disease
information, which is available only for a particular hospital. Only a small group of researchers can study
that rare disease. Due to legal restrictions related to ethics, privacy and data protection, this rare disease
information cannot be shared with others. This hinders research in certain directions and there may not be
any significant study for certain areas.
• Even if one could purchase a dataset from a hospital for research purposes, this often requires investment.
Purchasing a dataset from a single hospital may not be sufficient for achieving a good study. So dataset from
various hospitals are required for solving a specific problem, which will be even more costly.
To tackle the above barriers, FL comes into action where the raw sensitive data held by clients, such as hospitals or
mobile devices, never leave their boundaries. Instead, training occurs within each client using its own local data, and
only the updates are shared. Hence, this method potentially helps the communities who often face the issues related
to data breach. Some of the recent examples of data breaches in the healthcare domain include Anthem Blue Cross in
2015, where 78.8 million records were affected, 11+ million records affected in 2015 in Premara Blue Cross, and 4
million records were affected in Advocate Health Care in 2013 [Sta]. From the above occurrences, FL has gained new
motivation in machine learning, as industries would now be able to make use of cutting-edge models without their raw
data ever leaving their servers and risking a privacy breach.
Based on the properties of participating clients in FL, it is grouped into (1) Cross-silo FL and (2) Cross-device
FL [YLCT19]. In cross-silo FL, clients are normally organizations, such as hospitals or banks. The number of
samples in these organizations are typically large, and generally few clients jointly take part in cross-silo FL. Clients
are considered to be persistent, who may participate in every round of training, whereas in cross device FL, clients
are typically edge devices who mostly have small sample sizes. Predominantly, a massive amount of clients take part
in the training and these clients are considered to be transient. It is assumed that in each round a new set of clients
participate in this setting. This is due to the assumption that edge devices are highly unreliable due to various reasons
like low battery, slower network connection etc and there is no guarantee that these edge devices are available for every
round of training [YLCT19]. These differences are important to consider when choosing the algorithms for federated
training.
In FL, the training process is established across a network of clients. This involves a series of communications rounds
for the training which is repeated for several rounds to make the model better. Figure 1 depicts the communication
rounds in FL. The server has a base model, then each round follows these steps:
a. The server randomly selects a subset of clients based on the client’s availability. The availability is checked based
on certain criteria, such as when mobile devices are plugged in for charging, connected to WiFi, devices are idling
etc.
b. Selected clients download the base model from the server.
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c. Each client trains the model using its local data. Typically, a client uses stochastic gradient descent (SGD) to
update the model. The client runs it for multiple times, say for e number of local epochs. This is done because, as
communication is a challenge in FL, sending one gradient update to the server is costly.
d. Once the training is done, clients send the updated weights to the server. The server aggregates the client updates
based on the sample size of each client. This aggregated model becomes the new base model for the next round of
training.
Figure 1: Federated Cycle
As depicted in Figure 1, multiple clients train a model without sharing raw data; instead, model updates are shared
with a server. Thus, FL makes some promises, which addresses the data privacy and data governance challenges
by enabling a ML model to train from non-co-located data. Another advantage in FL is there is no duplication of
data from clients to a centralized storage location. This helps to reduce the hardware cost to store the data, unlike
in conventional machine learning, where all training data is placed in one single repository. Since model training is
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within each client, clients use their respective resources to train the model. There is high potential to grow a global
dataset in FL as it follows a model to data scenario. In the future, any legal client who is ready to collaborate in FL
can be easily accommodated in the learning process that eventually helps in building a more relevant model, which is
beneficial for all clients.
Despite some advantages of FL, there are some challenges to achieve the training. FL and conventional machine
learning share the same goal of minimizing the loss function across all data. However, in FL data is massively
distributed across remote clients. There are many technical challenges in solving the distributed optimization problem.
Due to the participation of different clients with varying client architecture, the data heterogeneity of clients has raised
disparities in solving the problem. A few challenges are discussed below:
• Privacy and Security : Sending the local updated parameters of a client to server is not really safe. Although
it assures a certain level of privacy, there are chances of possible attacks. Model inversion is such an attack
aims at reconstructing the training data from the model’s parameters [FJR15]. This has pushed a serious level
of concerns in FL to protect the training data.
• Architecture : Participants of FL may have different device architecture. For example in cross device FL in
mobile devices, some participants may have old devices with limited device configuration and some may have
new devices with greater computing power. Moreover, mobile devices, especially, cannot handle complex
models for training. Due to this limitation, there are chances that may lead to dropping of clients during the
training, called stragglers. This will eventually lead to a deficient global model, as stragglers do not contribute
to the training.
• Data heterogenity : FL is massively distributed. Participating clients have different sets of diverse data.
Clients located in different demographic locations may have unique ways of generating data. There can be
many inconsistencies in data across clients such as number of samples vary in each client.
• Communication Cost : In federated training, each client has to upload and download to/from the server in each
round. Due to the limited communication bandwidth and high dimensional model updates, communication
cost remains an issue.
• Partnership : To authorize collaboration with clients in FL, requires legal entities with a common goal for
training. It requires agreements that define the objectives and technologies used, which can be difficult to
confine.
• Protocol : Participating clients should have a common, well-defined problem to participate in FL. For a
successful collaboration, data has to be standarized. Due to exponential data growth, industry change, and
varying goals and objectives in business, it prevails to be a complicated factor in standardizing data. It
becomes really difficult to match the data across remote clients that do not match a particular format.
Refining the quality of FL is the current active area of research. A few research questions in FL are 1) What training
methods make FL better? Since clients in FL have different data with different properties, the research focuses on dif-
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ferent client training algorithms and server aggregation algorithms to improve the quality of FL. The current study also
concentrates on various methods that can reduce the communication cost from the client side. The quality of training
methods in FL are compared with the performance of a centralized machine learning setting. 2) What techniques help
in data privacy protection? Another major exploration is to analyze ways to secure the model information of clients
by incorporating various encryption techniques during the transmission to the server. 3) What are the incentive mech-
anisms that enhance the quality of FL? Incentive mechanisms are another major area to look into that can encourage
clients to participate and actively contribute in FL.
In this thesis, I present an overall review of FL. In addition, I focus on different network topologies by varying client
data distribution, and analyze the performance with respect to the conventional machine learning approach. There are
several ways clients can be arranged in federated network. Network topology plays an important role in the learning
process. This is because, different network topologies vary in the distribution of the model, aggregation of the model,
number of communication links required for training, and system design cost to set up the training procedure.
This paper’s structure is as follows: Chapter 1 addresses the Introduction; Chapter 2 discusses the technical overview of
FL; Chapter 3 describes network topology in FL; and Chapter 4 presents experimental studies based on the comparison
of three topologies models; Chapter 5 concludes the work.
5
Chapter 2
Overview of Federated Learning
FL was introduced by Google in 2017, which is used to predict the next keyword in virtual keyboard for android mobile
phones [MMR+17]. Consider an example of YouTube’s movie recommendation model based on user interaction.
Traditionally, to train this model in a conventional machine learning setting, the data and model are centrally stored,
and the model is trained centrally. The client sends a request to server and server sends the trained model to client
as the prediction shown in Figure 2. The downside of the centralized set up in this example is the back and forth
communication between the client and server. This can hurt the user experience due to many unpredictable situations
like low battery, network latency etc.
One way to solve this problem is to have each client independently train its own model using its own data right on
the device. This way, each client can train its own model without any communication with the server. This is called
as On-device inference shown in Figure 2. Some advantages of on-device inference are: 1) improved latency, 2)
better battery life, 3) privacy preserved, 4) better offline experience, 5) less data transfer. The limitation of on-device
inference with a single client is that each client may not have enough data to render a good model. Therefore, the





Conventional Machine Learning On-device Inference
Figure 2: Conventional Machine Learning and On-device Inference
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Figure 3: On-Device Training of FL with Collaboration of four Clients
FL focuses on solving supervised machine learning that maps input data xi to output labels yi [RTOS
+20]. The size
of the input output pair (xi, yi) is n . The objective of FL is to minimise the loss function fi(w) that informs how well
a model performed in predicting ith sample with model w.











As in FL, the training data is distributed across multiple remote clients; the objective function in (2.1) should then
be modified. If K clients take part in the FL, each client hold nk data samples with nk = |Pk|. |Pk| is the partition
assigned to each client k from the entire dataset P , where P = ∪Kk=1Pk. Hence, the new loss function, representing













There are two kinds of epochs in FL. They are 1) global epochs and 2) local epochs. The local epochs are the number
of times the training algorithm works in a client’s dataset, whereas the global epoch is the number of times a federated
round is completed. To distinguish between local and global epochs, they are represented as e and t, respectively, in
Algorithm 1. The training begins by a server and sends a base model w, which distributes this w to all four clients,
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as illustrated in Figure 3. All clients updates the model by training for e local epochs using their local data. This will
lead to some updates wi and sends to the server where wi is model of client i. The server takes the weighted average
of client updates based on the sample size shown in (2.2), which becomes a new base model for the next round of
training. This completes one global federated round of FedAveraging. The pseudocode of the FedAveraging algorithm
is shown in Algorithm 1. The reason for e local epoch training on the client’s side is to reduce the communication
cost, as sending one gradient update of a client in every round of training would be expensive. Since the training is





2: Initialise base model w0
3: for each global round t ← 1 to T do
4: for each client k ← 1 to K do







t+1  Server computes the weighted average of client updates based on their sample
size
Client:
6: for each local epoch e ← 1 to E do
7: w ← w − η∇l(w)  Client updates the model using its own data
8: return w to server  Client sends the updated weights to server
Distributed machine learning covers many aspects, including distributed storage of the training data, distributed oper-
ation of computing tasks and distributed serving of the model results. The distributed nature of the dataset can lead
to at least two common types of data fragmentation: (1) horizontal fragmentation, wherein subsets of instances are
stored at different sites. (2) vertical fragmentation, wherein subsets of instance are stored at different sites [PBGB13].
Motivated by the scalability in distributed machine learning, FL can be categorized mainly into two types based on
the data distribution by preserving data privacy [YLCT19, YLC+19]. They are: (1) Horizontal FL and (2) Vertical
FL. In the current research scenario in FL, little literatures discusses in vertical FL. Most papers on FL concentrates
on horizontal FL.
2.1 Horizontal FL
Horizontal FL (HFL), or sample-based FL is a case where all the participating clients share the same feature space
but with different sample ID spaces [YLCT19]. This is illustrated in Figure 4. The concept is similar to the tradi-
tional tabular view of a database when a large table is divided into multiple smaller splits, where each split has the
same number of columns, but fewer rows. Consider an example of two hospitals treating cancer patients located in
different regions . The two hospitals may have the same features as their business is the same, which is to treat can-
cer, and the user groups, who are the patients, are mostly different, as both hospitals are located in different places.
The main aim of each hospital is to improve their cancer prediction model. Let X , I , D denote feature space, sam-
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ple space and dataset, respectively, and i, j denotes client i and client j, respectively. More Formally, Xi = Xj ,
Yi = Yj ,Ii = Ij ,∀Di, Dj , i = j , where the data feature space and label space pair of the two clients, (Xi, Yi) and
(Xj , Yj), are assumed to be the same, whereas the user or sample identifiers Ii and Ij are assumed to be different; Di
and Dj denote the datasets of the i
th client and the jth client, respectively [YLCT19].
The main aim of HFL is to build a common global model that is shared across all clients. HFL can be implemented
with and without the orchestration of a server. More about the learning steps are explained in Section 5. Some of
the applications using horizontal FL include but not limited to word prediction in mobile keyboards [MMR+17],
fraudulent credit card detection [ZYGW20]; resource selection for maximizing the number of participants [NY19];
privacy preserving personalised recommendation systems [AUDIK+19]; autonomous driving [YYPH20]; prediction
of pre-term birth using Electronic Health Record [BJV+19]; air quality assessment [HGLM18]. The amount of
researches in HFL is increasing rapidly. A few related studies are discussed here.
Participating clients in FL have varying amount of data with different properties. Due to this statistical heterogeneity,
it may be difficult to balance what the model learns globally with locally-relevant information from each data source.
To tackle this, Federated Autonomous Deep Learning (FADL) [LMSM18] is used, which is implemented in artificial
neural networks. It has two stages. The first layer of the network is trained in a federated way and deeper layers of
the network is trained locally to specialize in each client. This helps each model on the client side to be trained with
locally relevant data. Thus, each client will have a specific model based on its local data. The FADL strategy was used
to predict the mortality rate and hospital in-patient time based on data from Electronic Health Records (EHR).
Communication and computation in client side training are some of the major bottlenecks in FL. In split learning, a
learning task is divided and completed by two entities client and server [VGSR18]. In simple vanilla configuration,
each client trains a neural network until a certain layer, called as cut layer. The gradients of the cut layer are sent
to the server which completes the remaining training. This way, a forward propagation is completed. For back
propagation, gradients from the server are back propagated from last layer until cut layer. The gradients from the cut
layer are sent to clients, where the remaining back propagation is completed. Due to the split of the network, the
computation cost from the client side can be reduced as most of the training is performed by server. This way the
communication load can be reduced when compared to FL, as only the gradients of the cut layer are transferred to the
server. The limitation in simple vanilla configuration is the partial sharing of information to the server as the output
labels are shared with the server. To tackle this problem, u-shaped split configuration without label sharing will incur
an additional communication cost. SplitFed [SVGR19] discusses the detailed comparison between split learning and
FL in terms of communication efficiency with respect to number of clients and model parameters.
FL performs well in independent and identically distributed (IID) data. However, there is a significant performance
drop in non-IID data. The reason for this drop is explained using weight divergence [ZLL+18]. To improve the
performance by tackling the data heterogeneity, a small subset of data is globally shared among the clients. However,
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a globally shared subset of data that characterizes all client’s local data can be hard to obtain or synthesize and is
generally impracticable in many circumstances.
Peer to Peer Federated Learning, focused on two major data variabilities. The first one, sample size variability, where
each client possess balanced labels with different sample sizes [BCKCR20]. The performance based on the sample
size heterogeneity is improved using the factors: (1) Proportional local training iterations : instead of a fixed number
of training iterations in the client, model is trained for a number of iterations proportional to training the sample
size at each client. (2) Cyclical learning rate : Instead of fixing a fixed learning rate for each client, a learning rate
proportional to the number of samples will mitigate the over fitting and under fitting issues. The second one has
label distribution variability, where each client has the same sample size with unbalanced labels. the factors taken to
mitigate the label distribution variability are: (1) Locally weighted minibatch sampling : the local training samples at
each client are weighted by a label during minibatch sampling so that data from each label are given equal importance.
(2) Cyclically weighted loss : using cyclically weighted loss, smaller weight is given to the loss contribution from
labels representing more and vice versa. Although this approach provided some solutions to improve the performance
for non-IID data, it is often difficult to establish trust with peer clients to achieve a synchronous learning.
Some of the major issues in FL are the systems heterogeneity and statistical heterogeneity. As the computational power
of each client is different, there can be significant amount of stragglers, and thus, they will not be able to contribute in
the FL process. Statistical heterogeneity is due to the non-IID data of the client. FedProx [LSZ+18] is a framework
for federated optimization algorithm that allows variable amount of work for each client to handle stragglers and
encourage more well behaved updates in a principled way. FedProx modifies the local subproblem by introducing a




2 ‖Wk −W t‖
2
where Wk is the local model in the
kthdevice and W t is the global model at the tth communication round and μ is the hyper parameter to control the
weight of proximal term. The advantage is that FedProx does not add any communication load instead, a small extra
computation is required for each client due to the addition of a proximal term. However, the challenge in FedProx lies
in the tuning the optimal μ. If μ is too small, then the regularization term has almost no effect. If μ is too big, then
the local updates are very small and the convergence speed is slow. In SCAFFOLD [KKM+20], a correction term
is added to the global minimization function of the FedAveraging algorithm [MMR+17] to obtain the global average
optimum which may potentially help the model to converge faster. The main limitation is that all clients and server
should maintain their state in order for SCAFFOLD to work. These states are the useful information that is required
for optimization in the next round if the same clients are encountered. q-FFL [LSBS20] is a fair resource allocation
in FL parameterised by q, such that devices with higher loss are given relatively higher weight. This is done to ensure
that qFFL maintains the same overall average accuracy across all clients.
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2.2 Vertical FL
Vertical FL (VFL), or feature based FL is a case where two datasets share the same sample ID space with different
feature spaces [YLCT19, FY20]. The vertical dataset partition of two client’s is shown in Figure 4. Consider the
example of two different departments of a hospital, say radiology and pharmacy department. Clearly each department
has a different set of features. However, both departments may have information from the same user groups. More
formally, Xi = Xj , Yi = Yj ,Ii = Ij ,∀Di, Dj , i = j , where the data feature space and label space pair of the two
clients(Xi, Yi) and (Xj , Yj), are assumed to be different, whereas the user or sample identifiers Ii and Ij are assumed
to be the same; Di and Dj denote the datasets of the i
th client and the jth client, respectively [YLCT19].
In most of the cases in practical scenarios, participants of the FL are organizations. In vertical FL, collaborating
with other businesses that have different data features for the same user groups can be considered as a Business to
Business(B2B) paradigm. These organizations collaborate, as they have strong motivation to improve business effi-
ciency [YLC+19]. Unlike horizontal FL, where a common model is distributed across clients, in vertical FL a model is
sub-divided into multiple components. Each relevant component is maintained by a client with different data features.
Clients trains a common model using their local data, and the intermediate results of all clients should be merged. A
client cannot start training unless it receives the intermediate results of peer clients in the FL process. In VFL, common
users of two organizations are grouped across cross-feature space, which is shown using entity resolution with the help
of a secure co-ordinator [HHIL+17]. Multi-participant Multi-class VFL, involves the participation of multiple clients,
where each client has separate model to add more personalization [FY20].
























Figure 4: Horizontal and Vertical Partition
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Chapter 3
Network Topology in Federated Learning
In FL, the training is established across a network of clients. There are various ways a network can be arranged, all
with different pros and cons. In FL, the arrangement of clients plays an important role in the model training. This is
because, each topology differs in the distribution and aggregation of model, number of communications links required
for training, the system design cost to set up the training. FL can be implemented with or without the orchestration of
a server. In this thesis, I demonstrate three different training methods, each with a different network topology, i.e. Star















FL in Star Topology FL in Ring Topology FL in Hybrid Topology
Model weights are updated Secured Weight Forwarding Weight redistribution
Figure 5: FL in Different Network Topologies
3.1 Star Topology
A star topology in networking is a configuration where every client connects to a central device like a hub, switch or
computer. The star topology is illustrated in Figure 5. Each client has a one to one communication with the server. The
assumption is that the collaboration is made with a trusted third party server. Although FL enables collaboration of
many clients, it may not be ideal to choose all clients in every round, especially in a cross-device setting, as managing
all the clients can be arduous. This is because each client’s device configuration and network speed are different,
which may lead to more stragglers.
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There are two major sides in this learning process. The first is the client side and second is the server side. The training
process begins by initialising a global model wt or any pre-trained model using centralized setting. The server sends
this global model to random subset of clients. The clients train the global model using their local data, which produces
some updates. The updates are basically the change in weight parameters of the model, which are are shared with
the server. Each client is locally trained for e number of local epochs before sending the updates to the server. This
is done to reduce the communication overhead, as sending the updates to the server after training for just one local
iteration can be expensive in terms of communication. One major point to note here is that each client cannot access
the peer client’s data. The server plays a crucial role in the learning process. The server’s responsibility is to take the
weighted average of all local client updates using the formula given in equation (3.2), to produce a new global model
Wt+1. This global model becomes the base model for the next round of training. This newly updated global model
will be sent to the next random subset of clients and this repeats until the model converges. This algorithm is known
as FedAveraging shown in Algorithm 1. In star topology, for K clients, a total of 2 × K communication links are
required for one global epoch. However, to calculate the communication efficiency, the amount of data transferred by
the clients have to be taken under consideration. The equation (3.2) is the generalized equation of the aggregation of
client updates in round t + 1 using the FedAveraging algorithm. However, it can be modified to equation 3.3 in the
case of IID setting when the number of samples are same across all clients. Wt+1 is the averaged weight in round
t+ 1, K is the total number of participating clients, nk is the number of samples in k
th client, N is the total number
of samples of all clients and Wt,k is the weight learnt locally from client k in round t.
Total number of communication links for 1 global epoch = 2×K (3.1)
Wt+1 =
∑K








FL using star topology is an asynchronous way of learning, as the training of one client is independent of the other. No
client has to wait for a peer client during the training processes. Adding a new client to expand this configuration is
a straightforward process. However, as each edge device configuration is different, the speed of the training can vary.
The speed can also depend upon the number of training samples that each client possess. The more training samples,
the better is the model. Each client requires two communication links for each round of communication. That is, one
communication is for uploading the local updates of the client to the server and the other communication link is for
the client to download the global model from the server. The updated weights can be encrypted using methods like
differential privacy, homomorphic encryption, etc to ensure more security.
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3.2 Ring Topology
One important variation to FL is training without the orchestration of the server. A ring topology is a network con-
figuration where device connections create a circular data path. Each networked device is connected to two others.
Together, devices in a ring topology are referred to as a ring network. The ring topology is illustrated in Figure
5. Ring topology involves the participation of only clients, unlike the star topology, where the server is also in-
volved [CBL+18].
The training process begins by the first client in the ring network. The same model is initialized across all clients. This
can be achieved either with the help of a trusted server, which may be required for a single time prior to training to
distribute the same base model across all clients or the clients can initialize a same model with a mutual agreement
among themselves. Each client after training for a fixed number of local iterations, transfers its updated model weights
to the next adjacent client [CBL+18]. This is done to reduce the cost of communication, as sending one gradient
update to next peer client would be expensive. The output model of the last client is transferred to the first client,
which repeats in a cyclical fashion. This approach is known as cyclical weight transfer. This process is repeated
until the model converges. The output of the last client in the ring network is the final model, which then has to be
redistributed among all clients. If there are K total participating clients, then for one cycle, K − 1 communication
links are required for training.
Total number of communication links for 1 global epoch = K − 1 (3.4)
FL using ring topology is a synchronous way of learning, as the training of a client depends upon the peer clients.
Therefore, more time is required to complete one cycle/round of training. However, each client’s updated model
weights are immediately applied to the next client, as there is no involvement of the server for averaging the weights
unlike in star topology. As ring topology does not require a central server for training, unlike star topology;therefore
the cost to develop the infrastructure is less in terms of system design and number of communication links. Apart from
that, all client’s computational capabilities should be comparable, as the training of the model totally depends upon the
computational power of each device. Privacy can be made stronger by adopting stronger encryption techniques from
each client while transferring the model weights to the next client to prevent poison attacks.
3.3 Hybrid Topology
A new topology is introduced, i.e, hybrid topology in FL, which is a combination of star topology and ring topology.
It involves the participation of clients and a server. In Figure 5, there are four clients, where client 1 and client 2 are
grouped together and client 3 and client 4 are in another group. The grouping of clients depends upon the user’s, use
case. For example, clients located in the same region can be grouped together. Clients in each group are arranged
sequentially.
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The training begins by initialising a global model wt by the server or any pre-trained model, which is learned using the
centralized machine learning setting. This global model is sent to all clients. Each group’s first client start the training
asynchronously using their respective local data. Each client after training for e local epochs, sends the model updates
to the next adjacent client of their respective group. Clients in each group train in a sequential manner. This sequential
training of clients in each group is the same as FL in ring topology. Once the last client of each group finishes the
training, the updated model weights are sent to the server. The server then takes the weighted average of the clients,
which becomes the base model of the next round of training. This new base model is sent to to the first client of each
group and the training continues until the model converges. For K participating clients, the number of communication
links depends upon the number of groups and number of clients in each group. For example, for K clients and G
groups, and si being the number of clients in group i then
Total number of communication links for 1 global epoch = {
G∑
i=1
(si − 1)}+ (2×G) (3.5)
In this topology, the number of communication links depends upon the use case, such as number of groups and number
of clients in each group. The server calculates the weighted average using the formula:
Wt+1 =
∑G





where Wt,g is the last client’s weight of group g and nk,g is the number of samples of client k in group g.
The hybrid topology is a combination of both synchronous and asynchronous ways of learning. Each group start the
training asynchronously, where as clients in each group train synchronously. Although a server is involved in this
topology, the computational power of the server can be compromised when compared to star topology. This is because
the server calculates the weighted average of the last clients of each group unlike in star topology, where the server
has to take the weighted average of all the clients. The number of communication links depends upon the number
of groups formed. If the number of clients are equal to the number of groups, it is equivalent to FL in star topology.
However, the total communication links can be reduced by grouping clients. For example, for four clients, if there are
two groups, each with two clients, then total communications links are six, which is less than the FL in star topology
that requires eight communication links.
15
Chapter 4
Comparison of Various Network Topologies
in Federated Learning
One of the main objectives in thesis is to investigate different arrangement of clients i.e. network topologies in FL
and inspect each topology with the conventional machine learning where all training data is hosted centrally. In this
chapter, I present the experimental study of FL using various methods of training in different network topology such as
star, ring and hybrid topology. I analyze each of these tasks by chosing MNIST, a handwritten digit dataset. I study by
partitioning the dataset across four clients using two ways: IID and non-IID. I further investigate the non-IID partition
in three different ways called as label variability, sample size variability, label and sample size variability. The base
model used in this experiment is convolutional neural network. I also investigate the results by training different local
epochs at each client.
4.1 Dataset
The MNIST database (Modified National Institute of Standards and Technology database) is a large database of hand-
written digits that is commonly used in machine learning for image recognition. [LC10]. The images have already
been segmented and normalized. The dataset is sufficiently large and contains 10 output classes of digits from 0-9 of
2-D grey scale images. There are 60,000 training images and 10,000 test images. Each of the images contain 28x28
pixels [LC10]. Figure 6 shows some of the handwritten digits of MNIST dataset.
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Figure 6: Handwritten Digits
4.2 Data Distribution
In this experiments, I considered IID and non-IID distributions of data for each client. A dataset is IID if the probability
distribution of each class in the dataset is uniform and each event in the dataset is independent of each other. However,
in practical applications of statistical modeling, this assumption may or may not be realistic. The assumption is
important in the classical form of the central limit theorem, which states that the probability distribution of the sum (or
average) of IID. variables with finite variance approaches a normal distribution [Gle]. Training a model with IID data
at each client helps us to get an unbiased estimate of the full gradient, i.e, each mini batch of data used at the clients
update will be identical to a uniformly drawn sample from the whole dataset [ZLL+18]. However, in reality, the data
may not be IID among clients. The dataset can also have vastly different amounts of data, or the labels can vary across
different regions [ZLL+18]. These sets of dataset from different clients constitute the real world examples, which are
considered to be non-IID datasets. For the purpose of experimentation with real world examples, divide the non-IID
data for the tests into three cases.
In the first case of non-IID data distribution, Label Variability, sort the MNIST data based on the labels and distribute
the data of specific labels to each client. Thus, each client will train on data specific to a unique label. However, in
this case, the number of samples per clients identical. To be more specific, after sorting the data based on digit label
in the ascending order, split the dataset into four sets equally, where four is the number of participating clients in our
experiments. With this split, each client receives the data of at most four digits using MNIST dataset. The assumption
is that this is the worst case scenario of non-IID distribution. Note that each client has a sample size of 15,000. Figure
7 shows the distribution for label variability across 4 clients using the MNIST dataset.
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Client 1 Client 2
Client 3 Client 4
Figure 7: Label Variability of 4 Clients
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Secondly, for Sample Size Variability, the entire MNIST dataset is split into different sized IID batches and distributed
to each client. Here the data in each client will remain as IID, however the number of samples per client varies. To
achieve this distribution: For Kclients, select K random numbers, say between (0, 100). If there are four participating
clients, the random numbers are x1, x2, x3 and x4, where
∑4
i=1 xi = X . Now, divide each random number with X






X ), which will be the probability distribution for each label for client 1, client 2, client 3 and client







∗ (N0) = N10 , (4.1)
where N0 is the number of samples in label 0 from the dataset and N
1
0 is the number of samples of label 0 for client 1.







N i0 = N0 (4.2)




2 ... = N
i
9, where i denotes
the client id and i ∈ (1, 4). Figure 8 below shows the data distribution of 4 clients in sample size variability using the
MNIST dataset.
Client 1 Client 2
Client 3 Client 4
Figure 8: Sample Size Variability of 4 Clients
In the third case of Sample Size and Label Variability, the number of samples and label distribution of the data for each
client is varied. The third case is assumed to be a real world scenario. To achieve this distribution, follow the same
steps as case 2, with the exception that the probability distribution of each label is different for each client. To achieve
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this distribution, same steps as case 2, except random numbers are generated for each label, unlike case 2, where the
random numbers are the same for all the label distribution, for each client.
4∑
i=1
N i0 = N0 (4.3)
Note that N i0 = N i1 = N i2... = N i9 where i denotes the client id and i ∈ (1, 4). Figure 9 shows the label variability
and sample size variability of four clients using MNIST dataset.
Client 1 Client 2
Client 3 Client 4
Figure 9: Label and Sample Size Variability of four Clients
4.3 Model Architecture
I have used a simple convolutional neural network (CNN) as the base model for the experiments in FL to classify
MNIST handwritten digits. I have used 2 convolutional layers, and each layer is followed by a RelU activation
function and a max-pool layer. The channel dimension is 1 in MNIST image data due to gray-scale images. The first
convolution layer convolves the image of kernel size 5 × 5. The number of output channels of this convolution is set to
10. The output dimension at this layer will be 24 × 24 × 10. The output at this layer is followed by a Relu activation
and max-pooling with kernel size of 2 × 2 . This down samples the image to a dimension of 12 × 12 × 10. This
output becomes the input of the second convolution layer, where the output channel size is set to 20 and the kernel
size is 5 × 5. The output dimension of the image at this layer will be 8 × 8 × 20. The down-sampled feature map
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after the second relu activation and max-pooling using a kernel size 2 × 2 is 4 × 4 × 20. The last two layers are fully
connected layers. The number of nodes in the first fully connected layer is 20 × 4 × 4, which is equal to 320 nodes.
The dimension of the first fully connected layer is 320 × 50. This layer is connected to another fully connected layer
with 50 nodes, which is the final layer. The final layer is matched to total classes in the MNIST dataset, which is 10
with a dimension of 50 × 10. The CNN architecture is shown in Figure 10.
Figure 10: CNN Architecture
4.4 Results
The experiments study three different model topologies in FL: star, ring and hybrid topology. I experimented with
4 clients in the learning process by fixing the learning rate of 0.001 and decay rate of 0.05 for all clients. Since the
number of clients are assumed to be less in these experiments, all 4 clients participated in every round of training. To
assess the performance of the model, the weighted average of training and validation loss of all 4 clients in Figure 12,
13, 14, 15. As all clients have the same model in FL, they all have the same optimizer and loss function. The study
used stochastic gradient descent optimizer and cross-entropy loss function in the training. The early stopping is used
as regularization method, which was set to 20 in all of the experiments to prevent overfitting of the training data. For
each experiment, same number of local epochs in each client is fixed. I experimented with 5, 3 and 1 client epochs,
and Figure 12, 13, 14, 15 demonstrates using 3 client local epochs. Figure 17-21 shows effect of training for all model
topologies using the 3 different data distributions for 1 and 5 client epochs in the Supplemental Data section. The main
aim of the experiments was to compare the effects of training and test performance of different model topologies with
respect to training using a centralized setting, shown in Figure 11, where the all training data is hosted centrally. The
number of epochs necessary to achieve the model convergence, test accuracy and F-1 score for all model topologies
are reported. The experiment was repeated multiple times to assess the reproducibility of the results. Table 1, shows
the performance of central hosting, star, ring and hybrid topology with 3 different local client epochs 5, 3 and 1, where
each client has IID data. Tables 2, 3, 4 depicts the star, ring and hybrid topology with 3 different local client epochs 5,
3 and 1 with 3 different partitions of non-IID data.
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Figure 11: The effect of training in central hosting of data
 a) b) c)
Figure 12: The effect of training in star, ring and hybrid topology by partitioning MNIST dataset using IID distribution
across 4 clients by training 3 local client epochs
a)  b) c)
Figure 13: The effect of training in star, ring and hybrid topology by partitioning MNIST dataset using label variability
distribution across 4 clients by training 3 local client epochs
a)  b) c)
Figure 14: The effect of training in star, ring and hybrid topology by partitioning MNIST dataset using sample size
variability distribution across 4 clients by training 3 local client epochs
Using IID data, all the three topologies had a comparable test accuracy with central hosting of data. The ring topology
quickly converged among other topologies. The quick convergence was due to the IID nature of samples across all
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a)  b) c)
Figure 15: The effect of training in star, ring and hybrid topology by partitioning MNIST dataset using label and
sample size variability distribution across 4 clients by training 3 local client epochs





Test Accuracy No: of epochs to
converge
F1-score
Mean± std Mean± std Mean± std
Central Hosting 1 98.24± 0.1800 47.00± 12.8840 0.98± 0.0018
FL in Star
Topology
5 98.30± 0.1120 32.20± 11.4960 0.98± 0.0012
3 98.21± 0.0796 55.80± 16.8095 0.98± 0.0007
1 97.67± 0.2647 84.40± 28.7165 0.97± 0.0026
FL in Ring
Topology
5 98.17± 0.2531 07.40± 2.5768 0.98± 0.0025
3 98.32± 0.0889 14.60± 2.5768 0.98± 0.0008
1 98.15± 0.1631 39.40± 14.7729 0.98± 0.0016
FL in Hybrid
Topology
5 98.29± 0.1369 17.80± 13.4521 0.98± 0.0013
3 98.39± 0.0796 39.20± 13.1209 0.98± 0.0007
1 98.06± 0.0738 54.00± 12.4899 0.98± 0.0007
Table 2: FL in Star Topology




Test Accuracy No: of epochs
to converge
F1-Score





5 86.46± 2.8291 21.00±10.2956 0.86± 0.0282
3 89.20± 2.0760 40.60±14.8674 0.89± 0.0207
1 90.21± 0.8141 62.60±13.0015 0.90± 0.0081
Sample Size
Variability
5 98.37± 0.0808 23.60± 7.0597 0.98± 0.0008
3 98.28± 0.1081 27.00± 4.5166 0.98± 0.0001




5 98.35± 0.1048 37.60± 4.1761 0.98± 0.0010
3 98.12± 0.1629 47.00±11.4891 0.98± 0.0016
1 97.58± 0.1091 64.20±17.0105 0.97± 0.0010
clients with synchronous learning, which helps the model to quickly converge to optimal weights. The performance
degraded for all model topologies as the number of local client epochs, increased in the case of label variability
distribution. The test accuracy for star topology for 5 local client epochs in label distribution variability was 86%,
which was less than 89% and 90% obtained for 3 and 1 client epochs, respectively, as shown in Table 2. For label
distribution variability in ring topology, the test accuracy for 5 local client epochs was 53% which was less than 56%
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Table 3: FL in Ring Topology




Test Accuracy No: of epochs
to converge
F1-Score





5 53.48±12.4191 20.00±11.9498 0.53± 0.0012
3 56.29± 4.3992 18.60± 4.0298 0.56± 0.0439
1 69.08± 6.1680 40.60±13.8938 0.69± 0.0616
Sample Size
Variability
5 98.34± 0.1685 12.40± 6.8293 0.98± 0.0016
3 97.93± 0.2664 12.80± 8.2559 0.97± 0.0026




5 98.37± 0.1811 21.80±15.4194 0.98± 0.0018
3 98.22± 0.2151 20.80± 7.0823 0.98± 0.0021
1 97.86± 0.1649 42.4± 11.9264 0.98± 0.0016
Table 4: FL in Hybrid Topology




Test Accuracy No: of epochs
to converge
F1-Score





5 86.80± 4.1945 25.20±12.6554 0.86± 0.0419
3 89.44± 1.7357 27.00± 6.3874 0.89± 0.0173
1 89.06± 1.7062 29.60± 5.0039 0.88± 0.0170
Sample Size
Variability
5 98.41± 0.2215 17.80± 7.1386 0.98± 0.0022
3 98.26± 0.1694 31.80±18.4542 0.98± 0.0016




5 98.42± 0.0668 23.60± 6.7111 0.98± 0.0006
3 98.30± 0.1081 27.60± 7.0880 0.98± 0.0010
1 97.98± 0.1366 59.00±17.4011 0.98± 0.0013
and 69% obtained for 3 and 1 local client epochs, respectively, as shown in Table 3. Similarly for hybrid topology, the
test performance reduced to 86% for 5 local client epochs, when compared to 89%, obtained for 3 and 1 local client
epochs respectively as shown in Table 4. The degradation in the performance in highly non-IID data setting was due
to the skewed in the data distribution across all 4 clients. Among all the model topologies, ring topology performed
poorly in highly skewed label variability data distribution. This was due to the synchronous training method, as each
client passed the model weights to the next adjacent client in the ring network. This did not allow the clients, to
reach the optimal weights, as in every round of training all clients had different subsets of label data. All the model
topologies had a comparable test accuracy with respect to the centralized setting in sample size variability distribution,
and label and sample size variability distribution. The test data accuracy of the hybrid topology and star topology in
all the data distributions of client data were close to the centralised training. This effect was due to the optimization
algorithm FedAveraging, where the client updates were averaged based on the their sample sizes. Additionally, hybrid




FL being being privacy preserving machine learning technique that utilises the resources and data of clients. In this
thesis, I presented an overall review of FL. In addition, I showcased different training methods using different network
topologies with different distributions of client data. I then compared the performance with a centralized machine
learning setting. In IID data, ring topology quickly converged, and the test accuracies of all model topologies were
closer to the centralized training. However, ring topology performed poorly with highly non-IID data. I also observed
that for extreme heterogeneous data distribution, the performance was less with a greater number of client epochs.
Hybrid topology performed equivalent to star topology in terms of test accuracy for all data distributions, with an




a)  b) c)
Figure 16: The effect of training in star, ring and hybrid topology by partitioning MNIST dataset using label variability
distribution across 4 clients by training 1 local client epoch
a)  b) c)
Figure 17: The effect of training in star, ring and hybrid topology by partitioning MNIST dataset using sample size
variability distribution across 4 clients by training 1 local client epoch
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a)  b) c)
Figure 18: The effect of training in star, ring and hybrid topology by partitioning MNIST dataset using label and
sample size variability distribution across 4 clients by training 1 local client epoch
a)  b) c)
Figure 19: The effect of training in star, ring and hybrid topology by partitioning MNIST dataset using label variability
distribution across 4 clients by training 5 local client epochs
a)  b) c)
Figure 20: The effect of training in star, ring and hybrid topology by partitioning MNIST dataset using sample size
variability distribution across 4 clients by training 5 local client epochs
Figure 21: The effect of training in star, ring and hybrid topology by partitioning MNIST dataset using label and
sample size variability distribution across 4 clients by training 5 local client epochs
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