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原点を通る線形回帰モデルと統計ソフトウェア
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概要：本報告は，原点を通る線形回帰モデルを統計ソフトウェアで推定するとき，その出力がソ
フトウェアによって異なる数値が出力されることの例示や，このモデルの特性と注意点を指摘す
るものである．
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1 は じ め に
著者らは，共通の定点を通る回帰直線群のモデルである「焦点回帰モデル」を提案した（中村・土屋，2007）．
焦点回帰モデルは原点を通る回帰モデル(以下，原点回帰モデル)に帰着され，同論文ではこのモデルの諸統計
量が特種なことを示した．さらに，Nakamura and Tsuchiya（2013b）では，原点回帰モデルを分析手法とし
て用いる場合には，初学者や統計解析に慣れていないユーザはその判断を誤る可能性があることも指摘した．
その主な問題点は，数学的に整合のある統計量である決定係数の値が，どんなデータに当てはめても1にかな
り近い値となり，通常の回帰モデルの決定係数とは同じ土俵で比較ができないというものである．本論文では
この点に注目し，原点回帰モデルが統計関連ソフトウェアでどのような振る舞いや出力をするのか具体的に指
摘するものである．コンピュータがあれば誰でもデータ解析ができる時代になり，とくにデータ解析を専門と
しない，あるいは統計学の初学者などに対して注意を喚起するという視点で論じていく．
2 データと統計モデル
まずはじめに，以下の2つの問題を考えてみる．
1．データが取得される現象の背景にある（制約）条件とあてはめるモデルの問題，
2．考え得るモデルを複数立ててモデル選択して，制約条件のないモデルが選ばれたときの問題，
である．後者は仮説検定の方法も含むとする．
まず，前者であるが，データ解析するときには最大限そのデータの取得状況や現象の背景を考慮すべきであ
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る．それはモデル構築には必須だからである．しかし，場合によっては詳細な状況を知らずに（あるいは，知
らされずに／無視して）モデルを作ることもあるだろう．データを採取（抽出，観測）したのが解析者本人で
あれば，ある程度の条件や状況を知りうるであろうが，そうでない場合にはこのようなことが起こりうるであ
ろう．
モデリングの目的は大きく分けて2つある．それは当該現象を説明するため，すなわち帰納的な推論によっ
て未知の現象をなんらかのモデルで説明しようとすることである．もう一つは予測である．当該データを通し
て構築されたモデルを前提に，将来の任意の入力値に対してどのような出力がありうるのかを知りたいという
ことである．この場合，予測精度を上げるという視点でのモデリングが考えられ，これはデータの状況によっ
ては制約条件を課さないモデルが良いモデルとなることもありうる．
以上のように，観測データからの統計モデル構築は，その目的によって使い分けされているのである．ここ
から見え隠れするのは，統計科学のある種の限界と矛盾である．それは統計学が帰納推論による科学的手法で
あるがゆえの抱える根本問題であろう．
次に，後者のモデル選択についてである．考え得る統計モデルを複数作り，情報量規準などでモデル選択す
る方法は今や現代的で標準的な科学の手法である（仮説検定の枠組みでもほぼ同様な事はできるが，理論は複
雑になりがちである）．この枠組みで，単純にモデル選択したとき，当該制約条件を入れないモデルが選択され
ることがある．つまり，データが内在する情報では，その現象を説明しきれないということである．（ここでは
単純にデータから現象を説明しようとするモデルを想定している．予測分布や事前分布などを考慮しない単純
な統計モデルを考えている．）この時の取り得る判断は，
1．解析の放棄，
2．さらにデータを取得する(同じ条件下である必要がある)，
3．制約条件を入れた統計モデルの範囲で考える，
4．データ取得できなかった状況も含めた複雑なモデリングをする，
等が考えられる．1つめは，最ももったいない判断であるが，そのデータが実験計画通りに採取されているので
あれば，計画自体が誤っていたと考えるべきであろう．2つめは現実的に困難な場合が多く，不可能な場合が多
いのではないか．実験計画を根本から考え直さねばならないであろう．以上の2つは実験計画に係わる根本的
な問題である．しかし初学者が実験計画なしにデータ採取していることも容易に想像でき，対応が困難な案件
かも知れない．
3つめは，制約条件付きモデルを選択したときのモデルの解釈が難しくなることがあるかも知れない．統計
学・データ解析の初心者はとくに混乱する選択となるかかもしれない．（つまり情報量規準（あるいは仮説検定）
という道具が万能であるかのような錯覚・幻想から，非制約モデルを選択してしまうかもしれない．）
4つめはより高度なモデリングとなるため，統計の専門家との共同研究が必要となる選択である．
本論文の立ち位置は，解析者が制約条件（原点を通るべきデータであること）を知っていて，この下で解析
しなければいけない，とする．より具体的には，制約条件として線形回帰モデルが原点を通るという状況に話
題を絞って次節で議論する．
3 原点回帰モデルをあてはめる状況と問題の指摘
入力がないときに出力もないという状況を含む現象において観察されるデータ（原点を通るべきデータ）に
― ―28
対する回帰モデルは，「原点回帰モデル」を使うべきであろう．観察される事象の背景を考慮したモデルの典型
的事例である．しかし，例えば身長と体重のデータに対しては原点回帰モデルが妥当であり，このモデルをあ
てはめるべき事も知りながら，実際には切片（定数項）のある通常の単回帰モデルをあてはまることがほとん
どであろう．加えた力とバネの伸び（フックの法則）の関係も同様の典型であり，線形回帰モデルの入門段階
でよく用いられる例でもある．しかし，線形回帰モデルの入門時の例としては，ある意味わかりやすく適切な
例であろうが，このようなデータを厳格で厳密な分析しようとする場合には考慮すべきであろう．
原点を通るべきデータに対して，あてはめが可能な回帰モデルの選選択肢は，次の2つであろう．
1．強制的に切片を0とする原点回帰モデルをあてはめる．
2．通常の回帰モデルをあてはめて切片が0であるという検定を行う．
前者は当然のモデルなので，このときモデルのあてはまりの良さをみる必要がある．しかし，原点を通るとい
う条件を入れたモデルでは流通する統計ソフトウェア等では R워≒1となる傾向が強く，通常の回帰モデルとの
比較という意味では，あてはまりの程度がよくわからないという問題が指摘できる．
後者は，切片が0であるという検定で（H웅：切片＝0)），帰無仮説H웅が棄却されなければ，原点を通ると考
えても良い，という結論になるであろう．しかし，帰無仮説H웅が棄却されず，もし切片≠0という結論が出た
ときに，その後どう分析すればよいのか深刻な判断を迫られる．
あるいは，モデル選択の観点から，
1．原点を通るという制約条件を入れたモデル(RTOモデル)，
2．通常の回帰モデル(OLRモデル)，
の2つに対して情報量規準でこの2つのモデルから選択することができる．しかし，後者のモデルが選ばれた
場合，このデータに対するモデリングをどう考えて，どう解釈すればいいのだろうか？ モデル選択の観点か
ら，情報量規準AICで2つのモデルを比較して通常の回帰モデルが選択されたとき，この方法は切片が0であ
るという検定は棄却されたことと同等になる．
このような事情を知らないデータ解析者が多いことは容易に想像でき，この性質（決定係数がほとんど1に
近いために，あてはまりの良さを解釈する際に解釈不能であるなどの性質）を持つデータに対して原点回帰モ
デルを用いることはそう多くないのではないだろうか？ つまり，制約条件のある線形回帰モデルが視野にな
い分析者が少なからずいると考えられる．このように，原点回帰モデルにおいては，考慮しなければいけない
事項や状況があるという事である．
では，なぜ原点回帰モデルがこのような特殊なモデルであるのか，次節で説明をする．
4 原点回帰モデルと諸統計量
原点回帰モデルを適用すべき現象は，生物学，化学，様々な工学分野などの様々な分野・領域に数多く存在
する．そのために，標準的な統計ソフトウェアに標準装備されていて，ポピュラーである．統計学的な特性を
指摘するならば，必ず原点を通るということによって，⑴データの重心を必ずしも通らない，⑵一般的な平方
和分解が成り立たない，⑶決定係数が大きくなる傾向がある，という理由によって，通常の線形回帰モデルと
単純な比較はできないのである．以下にその理論的背景を示す．
原点回帰モデルは，
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＝＋ε,ε～N0,σ워
となり，傾きの最尤推定量，あるいは最小自乗推定量は
＝∑욡웆욼욗욡욡∑욡웆욼욗욡워
となる．
一方，通常の回帰モデルや分散分析などで用いられる目的変数の平方和分解は，
∑
우웕웋
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우웕웋
욈
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で定義され，データの分解と対応する自由度は욡－＝욡－＋욡－욡，n－1＝2－1＋n－2となる．
しかし，原点回帰モデルのための非常に奇妙な平方和分解は
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で定義され(Eisenhauer,2003)，データの分解と対応する自由度は욡＝＋욡－욡，n＝1＋n－1となる．こ
の平方和分解が用いられる理由は，このモデルがデータの平均(重心)を必ずしも通らないからである．すなわ
ち(1)式において＝0とおいているのである．「平方和分解の特異性」と表現しているのは，(1)式の分解はデー
タ集合の内部にある重心からデータの変動を測っているのに対して，(2)式は(ほとんどの場合)データの外部に
ある原点から変動を測っていることである．
この(2)式の平方和分解から定義される決定係数は，
욂워≡∑욡웆욼욗욡워∑욡웆욼욗욡워 (3)
となり，ほとんどの統計ソフトウェアでは，この定義式に基づいてその値を計算している．さらにこれを基礎
として，自由度調整済み決定係数は，
図１：テストデータの散布図と２本の回帰直線
原点を通る直線が原点回帰モデル（＝0.5478）．もう一方の直線が通常の回帰モデル（＝0.2697＋1.9467）．
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욂워≡1－∑욡웆욼욗욡－워/n－1∑욡웆욼욗욡워/n
(4)
で定義されている．
5 ソフトウェアでの原点回帰モデル
本節では，統計ソフトウェアで原点回帰モデルの出力がどのようになっているか示していく．この出力を見
ることで，公開されていない統計量の計算方法や，このモデルに対するソフトウェア開発者(社)の意図もある
程度伺うことができる．
テストデータを図1に示す．原点を通っている右上がりの直線が原点回帰モデルの回帰直線，もう一つの直
線が通常の線形回帰モデルである．この原点回帰モデルを各種ソフトウェアでの出力を図2～図5に示す．
5.1 JMP
図2は統計ソフトウェアJMP6以降のヴァージョンの出力である．このソフトウェアの出力の特徴は，まず，
決定係数である〝R2乗"と自由度調整済み決定係数である〝自由度調整R2乗"の値が出力されていないこと
である．また，〝パラメータ推定値"欄の切片で，「ゼロに固定」と明示されている点が特徴である．
図２：JMP6の出力
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5.2 Excel2003以降と2002以前
図3(左)は表計算ソフトウェアExcel2003以降のヴァージョンでの出力である．これは，「データ分析」⇨「分
析ツール」⇨「回帰分析」からの出力と，散布図を描いた後で「近似曲線の追加」から得られる結果である．
特徴は，決定係数である〝重決定R2"の値と，散布図で表示される R워の値が異なると同時に，後者の値が負
の値である点が挙げられる．そもそもこの「重決定」という単語を見ても統計学への無知さが明白である．
図3(右)は表計算ソフトウェアExcel2002以前のヴァージョンでの出力である．「データ分析」⇨「分析ツー
ル」⇨「回帰分析」からの出力と，散布図を描いた後の「近似曲線の追加」から得られる結果である．これも
Excel2003以降のヴァージョンと同様な指摘ができ，計算結果と散布図上の決定係数(重決定R2)の値がともに
負である．さらに図３（右）の「重相関Ｒ」の値がとんでもなく大きな値である．これは明らかなバグである．
5.3 Mathematica
図4(左)は数式処理ソフトウェアのMathematica6の出力である．このソフトウェアの特徴は，コマンドを
投入した後にすぐに警告を出していることである．このソフトウェアの特徴は，コマンドを投入した後にすぐ
に警告を出していることである．一方，図4(右)はMathematica7以降のヴァージョンの出力である．これ以
降のヴァージョンでは警告が出なくなり，各種統計量の出力がプロパティを指定することで得られるように
なっている．これはフリーソフトウェアRをかなり意識した改変である．
決定係数は〝RSquared”，自由度調整決定係数は〝AdjustedRSquared"で示されていて，これまで説明した
ソフトウェアの中ではじめてこの2つまともな値である．
5.4 SPSS
図5は統計ソフトウェアのSPSSの出力である．特徴は，第1段目「投入済み…」のcで原点を通ることを
明示していること，第2段目「モデル集計」のaで原点回帰モデルにおける決定係数の注意が出力されている．
これはかなり丁寧な扱いである．第3段目「分散分析」のbでは自由度調整をしていないことの注意が促され
ているが，もう少しわかりやすい表現をしてほしいものだ．
図３：Excel2007（左）と2002（右）の出力
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5.5 他のソフトウェア
これら以外のソフトウェアとして，MINITAB R14,R 2.15.0,SYSTAT 11,TSP 5.0を調べているが，際
立った特徴がないので，その出力値を表1に示す．
6 決定係数の比較
調査した統計ソフトウェアの重相関係数，決定係数，自由度調整済み決定係数等の出力を表1に示す．
では，改めて図1に示したデータに対する決定係数と自由度調整済み決定係数のソフトウェアによる違いに
図４：Mathematica6（左）とMathematica7（右）の出力
図５：SPSS14.0Jの出力
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注目する．整合性のある定義に基づく各係数の値は，表1の最下段に示す．この値と同じ値のソフトウェアは
ある意味正常で信頼性があるといえるが，値を出力しないのは，それなりの見識の下でそうしているものと思
われるが，反対の見方をすれば全く出力がないというのもいかがなものであろうか．正確な意図を知りたいも
のである．一方，その値が全く違うものを出力したり，そもそも決定係数が負の値になるものは，言語道断で
あろう．この広く使われている表計算ソフトウェアは，明らかな間違いがユーザから指摘され，問い合わせが
あっても，直す意志がないことが多くのユーザーから指摘されている（青木，2005；Heiser,2012など）．
7 原点回帰モデルの特異性
原点回帰モデルに関する諸統計量が通常の線形回帰モデルと比べて特異であることを示す．
まず，決定係数と図1で示したデータの決定係数の値は워＝0.861，自由度調整済み決定係数は워＝0.845で
あった．このデータに，それぞれ，に100を加えて平行移動させて，各係数を計算すると，前者が0.9995，
表１：各種統計ソフトウェアの出力
重相関係数 決定係数 自由度調整済み워
ソフトウェア名  워 워 警告出力
EXCEL2002以前 65535 －0.128 －0.239 なし
EXCEL2003以降 0.928 0.861 0.75 なし
JMP6.0.3J ― ― ― なし
Mathematica 6 ― 0.861 0.845 あり
MINITAB R14 ― ― ― なし
R 2.7.1 ― 0.861 0.845 なし
SPSS 14.0J 0.928 0.861 0.845 あり
SYSTAT J11 0.928 0.861 0.861 なし
TSP 5.0 ― 0.362 0.362 なし
通常の回帰モデル 0.602 0.362 0.282
整合性のある定義による出力 0.928 0.861 0.845
図７：原点回帰モデルは重心を必ずしも通らない
(大きな黒丸はデータの重心）
図６：平行移動させたテストデータに対する原点
回帰モデル
― ―34
後者が0.9995であった(図6参照)．通常の回帰モデルではデータを平行移動しただけでは，これらの統計量は
不変であるが，原点回帰モデルでは不変ではないということがこの簡単な例で確認できる．
次に，このモデルの特異なことは，図7に示すように，推定されたモデルが必ずしも重心を通らないという
ことが挙げられる．これはモデルの推定方法にも関係することである．
最後に，再指摘となるが，目的変数の平方和分解が特異なことである．この特異な関係を基礎として(3)式の
決定係数や(4)式の自由度調整済み決定係数が定義されているために，Excelにおける負の決定係数が誘発され
ているのである．
8 決定係数の特異性の原因
このような特異な統計量が出てくる原因を探っていく（中村・土屋，2007；Nakamura and Tsuchiya,
2013a）．通常の平方和分解である(1)式の左辺と右辺の第1項から，この分解は目的変数の平均からの変動を測
ることを目的としたものであることがわかる．一方，(2)式の分解は，(1)式と同様の解釈をすると，原点から
の変動を測ることを目的とした分解であることが理解できる．
このことから，前節でも指摘した原点回帰モデルの統計量の不変性がないことは，(2)式の左辺と右辺第1項
の平方和が大きくなるために決定係数等が大きくなるということがこの式を見れば理解できる．ではなぜ，(2)
式の平方和分解が使われるのか．それは次のように説明できる．原点回帰モデルを前提として，通常の平方和
分解を行うと，次の式となる：
∑
우웕웋
욈
욡－워＝∑
우웕웋
욈
욡－워＋∑
우웕웋
욈
욡－욡워＋2n－. (5)
ここで，
＝1
n∑우웕웋
욈
욡＝1
n∑우웕웋
욈
욡＝ 
である．(5)式には通常の平方和分解では出てこない右辺第3項がある．通常の回帰モデルでは＝となるの
で，この項は通常消えてしまうが，原点回帰モデルでは≠なのである．つまり，余剰項のために原点回帰モ
デルでは，数学的に整合させるために(2)式の平方和分解を使わざるを得ないのである．
では，この平方和分解に基づいて，次のように2種類の決定係数が定義できる．
욂워＝
回帰平方和
の偏差平方和＝
∑욡웆욼욗욡－워
∑욡웆욼욗욡－워
＝1－∑욡웆욼욗욡－욡워∑욡웆욼욗욡－워－
2n－
∑욡웆욼욗욡－워,
 
 
욂워＝1－
回帰平方和
の偏差平方和＝1－
∑욡웆욼욗욡－욡워
∑욡웆욼욗욡－워
＝∑욡웆욼욗욡－워∑욡웆욼욗욡－워＋
2n－
∑욡웆욼욗욡－워.
 

これらの定義に基づくと，욂워と욂워が正当な値0＜욂워＜1,0＜욂워＜1であるのは，
2n－
∑욡웆욼욗욡－워＞0 すなわち ＞워
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のときである．一方，不当な値욂워＞1や욂워＜0となるのは，
2n－
∑욡웆욼욗욡－워＜0 すなわち ＜워
のときである．Excelの決定係数が負の値になるのは，この定義によると考えられる．
9 お わ り に
本稿では，原点回帰モデルの統計量における特異性を確認した．このモデルは諸分野でよく使われるモデル
であるので，著名なソフトウェアにおけるこれら統計量の計算結果の不一致は，非常に大きな問題であると考
える．広く文献やウェブページを調べたが，この点に関して指摘した研究はほとんどないようである．参考文
献には本文で引用したものも含めて，このモデルに関係する論文を示しておく．
今後の検討課題としては，原点回帰モデルにおけるソフトウェアの出力の注意喚起をすることと，平方和分
解の新たな考え方による定義式を検討することである．
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