Abstract-This paper elaborates the basic structure of a machine learning system in classifying affective state. There are several techniques in classifying the states depending on the type of input-output dataset. A proper selection of techniques is crucial in determining the success rate of the system prediction. The paper proposes a machine learning technique in classifying affective states of human subjects by using Bayesian Network (BN). A structured experimental setup is designed to induce the affective states of the subjects by using a set of audiovisual stimulants. The affective states under study are happy, sad, and nervous. Preliminary results demonstrate the ability of the BN to predict human affective state with 86% precision.
INTRODUCTION
Machine learning is defined as a learning technique in optimizing certain performance criterion using training set, or past experience through computer programming. In general, model input for the machine learning is used to define the parameters required for the training, or learning purposes. The written code or program is executed in the learning process by utilizing the selected parameters namely the input for the system and the prediction of the targeted output. The application of mathematical modelling of machine learning technique requires statistic knowledge since the core task of machine learning is making inferences from data samples [1] .
One of the classic applications of machine learning technique used by a famous statistician, R.A. Fisher in the mid-1930s is looking for a pattern in iris dataset, and classifying the type of the iris [2] . Nowadays, machine learning is broadly used in solving many problems from different fields like healthcare [3] , tutoring system [4] , and image spamming [5] .
The ability of machine learning is once denied since it is an artificial intelligence created by human being. The performance, and concept are limited based on the creativity, and the brainpower of the creator. This fact is not totally correct because of the machine learning created with the capability of learning, so its knowledge, and ability of the machine in learning is increased every time it is executed [6] . The basic structure of machine learning systems is illustrated in Figure 1 . The flowchart is generally applicable in identifying the correct learning algorithm, and the model selection from the criteria of the problem statement. In the problem analysis, there are three elements that need to be considered which are the set of inputs for training purpose, the output for each dataset, and the goals for the machine learning under study. In machine learning technique, there are three major techniques available namely supervised learning, unsupervised learning, and reinforcement learning. Supervise learning requires a number of datasets labeled as training dataset, unsupervised learning contains uncategorized data as input while reinforcement learning does not need both training dataset, or uncategorized data. Under supervise learning, there are several models available such as Naïve Bayes, Decision Tree [7] , and Simple Linear Classifier for discrete output while Regression technique is for continuous output. Meanwhile, under unsupervised learning, Fuzzy C-Means Algorithm, K-Mean Algorithm, and Shift Mean Segmentation can be customized in classifying the input into some clusters. The reinforcement learning form is quite different from both other learning techniques since it allows the agent learn by themselves through three different utilities which are Least Mean Square (LMS), Adaptive Dynamic Programming (ADP), and Temporal Difference (TD) learning.
Under simulation for proof of concept, the users are required to choose an appropriate development environment for their case study. For example in developing a pick and place robot, some software like Microsoft Robotic Studio, and Player Project are good platforms in building user-define simulated robot and the simulator can be embedded into real robot operations [8] [9]. Simulation software is able to provide a unified simulation framework to evaluate the comprehensive performance for different environments for the robot in a flexible way [10] . The simulation step is also crucial as it could save time, energy, and money before working with real robotic systems.
In particular, data for training set can be collected from the simulation step. For instance, in building an autonomous car, the user can let the car simulation run freely in simulation software with different environment set, like rainy day, or rough road. It generates an appropriate set of input and output dataset as required by the user. The input might be from the simulated camera installed on the top of the simulated car, and the outputs are the corresponding steering angle, and speed. Data extraction, and data processing can also be applied under this step. The user may also apply low pass filter, noise removal, and threshold technique to get the optimize, and clear-from-noise output.
The next step is to select the model that can fulfill the requirement of input and output datasets. The model selected must relate to the learning form that has been selected before. For example, if the appropriate learning form is supervised learning, so the model selected can either be k-Nearest Neighbor (kNN) Classifier, Idiot Bayes, decision tree etc. Let's take an intelligent washine machine as a case sample. Here, fuzzy logic is one of the suitable model with the type of textile, and the weight of load as the inputs while the corresponding ouput is the washing duration.
With the dataset and selected model, the training and validation step can be proceeded. A number of cross validation techniques can be selected by the user using statistic software like Waikato Environment for Knowledge Analysis (WEKA) [11] . If the result does not meet the problem requirement, the user can consider changing the parameters, or model selected before. One of the best techniques in selecting the model, and parameter is by using genetic algorithm for design optimization [12] . The user can then verify the constructed system by testing it in simulation software by using different environments to increase the robustness of the system. Finally, the simulated system can be implemented in the real world based on timeframe, and budget. There are several ways of implementing the simulated system like using electric circuit, Programmable Logic Array (PLA), or the highest level which is microprocessor [13] .
The application of machine learning in classifying affective state have been used largely in Human Computer Interaction (HCI) field. Several methods have been applied in measuring affective states by using different type of classifiers. For instance, a synergetic neural classifier called Partical Swarm Optimization (PSO) is used in four channel biosensors emotion recognition [14] . Others like in [15] , the authors applied an unsupervised hybrid approach with Rhetorical Structure and Heuristic Classifier in identifying subject emotion while [16] employs the data collected from voice, and facial expression of the subjects as the input for the Support Vector Machine (SVM) classifier. Another different technique in recognizing emotion is through speech. A Hierarchical Decision Tree with SVM, Bayesian Logistic Regression (BLG), and Support Vector Regression (SVR) Classifiers successfully applied, and achieved recognition accuracy of 68.3% for open set and 80.9% for closed set [17] .
II. EXPERIMENTAL SETUP
The main objective of this paper is to develop an intelligent system to predict the affective state of fifty healthy human subjects by using electromagnetic (EM) signal originated from the human body.
In analyzing the problem, the input is a dataset of ten points of electromagnetic signal measured from the subject and the output is the induced affective state. Learning form chosen in the study is supervised learning since it is possible for the user to provide some training sets for the system. While unsupervised learning, and reinforcement learning are not suitable because it is impossible to grant unlabeled data, and overkill the system with only small data space. The model has to predict the best affective state corresponding to the input dataset as the goal for the system. By referring to Figure 1 , note that the simulation software is not applicable for the reason that there is no robot, or mechanical design for this work.
A handheld device named Resonant Field Imaging (RFI TM ) is used in collecting EM signal of the subject as the input. There are ten points of measurement points considered which are both left and right of palm, tight, forearm, arm and head in this experiment as shown in Figure 2 [18] . Figure 
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The ten points are labeled as input dataset while the resultant output is the affective state of the user. The subjects are randomly chosen from both genders, and the age are ranging from 19 years to 50 years old. The affective state measured are happy, sad, and nervous. The expected affective states are the result induced from audiovisual stimulants consisted of 10 minute video for each session.
The collected data is processed by applying a low pass filter to attenuate random noises which is captured during the experiment. For the data analysis part, Figure 3 briefly illustrates the process of data extraction, starting from the collected input of 10 EM signal values for each dataset to the process of identifying the affective state for each dataset as the output.
Bayes Network classifier model is selected to classify the code datasets since the code is in discrete value form after being transformed from the raw EM signal values by using certain algorithm. The network is capable to give reasoning under uncertainty, estimate certainties for hypothesis variable, and consistent in combining all information from various sources [19] . The Bayesian classifier assumes the attributes to have independent distributions, and the theorem for the classifier is givenin Eq. 1 (1) where d is the features (10 points EM signals) and c j is the class (affective state).
In [20] , [21] , and [22] , the authors use k-Nearest Neighbor (KNN) algorithm, and fuzzy logic to classify and estimate the subject's psychological state with an average success rate of 82.03% [17] . Others like in [23] , the classifiers used in classifying the affective states are the kNearest Neighbor (KNN), Support Vector Machine (SVM), Bayesian Network (BNT), and Regression Tree (RT). The authors found that SVM with a classification accuracy of 85.81% performed the best, closely followed by RT with 83.50% accuracy, KNN (75.16%), and BNT (74.03%).
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Calculate the probability of each input set using Bayes Network based on datasets Affective state of the subject End Figure 3 . Process of data extraction A Graphical User Interface (GUI) is created using Matlab as shown in Figure 4 to determine the affective state of the subject as the implementation of the system. For this paper, 50 datasets are used for the training purpose. After the collection of the 10 EM signal values from the subject, the program converts the values into appropriate digital codes as shown in The recorded dataset is then analyzed to evaluate the relationship between the generated pattern of codeconversion values and the desired affective states. Again by using Weka software, Bayes Network is selected as the classifier with a Simple Estimator algorithm for searching the conditional probability tables of the Bayes Network. Tenfold cross validation is selected as the test option. The input for the BN is the datasets of codes, and affective states induced are set as the output of the BN.
The result shows, the BN is able to correctly classify 43 datasets (86%) and 7 datasets (14%) are incorrectly classified. By using confusion matrix as shown in Table II , the details of the classification are explained. The dataset also being tested on other classifier like Naïve Bayes with an accuracy of 68%, Decision Table (74%), Attribute Selected Classifier (70%), and the Multilayer Perceptron (52%). Bayes Network performed the best with highest classification accuracy. Confusion matrix illustrates the ability of Bayes Network to classify the affective states under study. 'Happy' (i.e.: b) shows the highest precision with 17 datasets are able to be classified. From 15 datasets, 12 'Sad' is able to be classified and 14 for 'Nervous'. In terms of percentage happy, sad, and nervous record 94.4%, 80%, and 82.4% precision respectively. As a result the BN is able to classify the affective states with 86% averaged precision. The result shows the effectiveness of using the non-invasive non-contact based measuring system that leverages the generated EM field of the human subject when they are subjected to different affective states audiovideo stimulants.
IV. CONCLUSION
As a summary, machine learning technique is an important tool that can be used in classifying data. There are several techniques available nowadays to classify the dataset depends on the type of input, and output data. The classifier used in this paper is Bayes Network and it results in 86% averaged precision in classifying the affective states. It is found that 'happy' with a classification precision of 94.4% performed the best, followed by nervousness (82.4%), and sadness (80%). For future study, the system will be enhanced by adding another different types of affective states like calm, and fear to make a complete emotion recognition system.
