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ABpToACT
pÉlÉcting onÉ or multiplÉ pÉÉrs to rÉlaó voicÉ calls is a critical componÉnt of largÉJ
scalÉ pÉÉrJtoJpÉÉr Em2m) voicÉJovÉrJIm EsoIm) sóstÉms, such as pkópÉK ThÉ challÉngÉ is to
dÉtÉrminÉ good rÉlaó paths for a givÉn voicÉ call in a practical mannÉrK tÉ studó diffÉrÉnt
soIm rÉlaó path sÉlÉction schÉmÉs which arÉ usualló instantiatÉd during thÉ call sÉssion
initiation and rÉfrÉshÉd pÉriodicallóK This not onló allows Énd hosts bÉhind kÉtwork
AddrÉss Translations EkATs) or firÉwalls to Éstablish voicÉ calls but also allows
communication in pÉriods of poor pÉrformancÉ to bÉ switchÉd to altÉrnatÉ rÉlaó paths
quicklóK
tÉ proposÉ an ÉnhancÉd vÉrsion of Éxisting algorithms for sÉlÉcting soIm rÉlaó paths
and dÉmonstratÉ that it improvÉs voicÉ qualitóK ThÉn, wÉ providÉ a sÉriÉs of simulations
and analótical discussions on thÉ corrÉspondÉncÉs of rÉlaó path pÉrformancÉ to ovÉrlaó
nÉtwork scÉnariosK tÉ show that thÉrÉ arÉ morÉ opportunitiÉs for m2m soIm sóstÉms to
obtain good rÉlaó paths whÉn sÉlÉcting rÉlaó nodÉs locatÉd at highló connÉctÉd Transit
domainsK cor bÉttÉr rÉlaó path pÉrformancÉ, wÉ rÉcommÉnd to sÉlÉct rÉlaó nodÉs whosÉ
distancÉs arÉ lÉss than four hops from thÉ sourcÉK tÉ also show that, in gÉnÉral, incrÉasing
rÉlaó nodÉ dÉnsitó can rÉducÉ rÉlaó path lÉngth but gÉnÉratÉ morÉ hop ovÉrlaps to thÉ
dÉfault path duÉ to thÉ brÉadth first sÉarch mannÉr in Éxisting algorithmsK cinalló, wÉ fulló
addrÉss thÉ problÉm of sÉlÉcting soIm rÉlaó path bó taking a nÉw approach, including thÉ
dÉvÉlopmÉnt of ovÉrall formulation, a nÉw nÉtwork modÉl to ÉffÉctivÉló idÉntifó thÉ
optimal solution spacÉ, and a nÉw hÉuristic algorithm for sÉlÉcting soIm rÉlaó pathsK
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ABpToACT
pÉlÉcting onÉ or multiplÉ pÉÉrs to rÉlaó voicÉ calls is a critical componÉnt of largÉJ
scalÉ pÉÉrJtoJpÉÉr Em2m) voicÉJovÉrJIm EsoIm) sóstÉms, such as pkópÉK ThÉ challÉngÉ is to
dÉtÉrminÉ good rÉlaó paths for a givÉn voicÉ call in a practical mannÉrK tÉ studó diffÉrÉnt
soIm rÉlaó path sÉlÉction schÉmÉs which arÉ usualló instantiatÉd during thÉ call sÉssion
initiation and rÉfrÉshÉd pÉriodicallóK This not onló allows Énd hosts bÉhind kÉtwork
AddrÉss Translations EkATs) or firÉwalls to Éstablish voicÉ calls but also allows
communication in pÉriods of poor pÉrformancÉ to bÉ switchÉd to altÉrnatÉ rÉlaó paths
quicklóK
tÉ proposÉ an ÉnhancÉd vÉrsion of Éxisting algorithms for sÉlÉcting soIm rÉlaó paths
and dÉmonstratÉ that it improvÉs voicÉ qualitóK ThÉn, wÉ providÉ a sÉriÉs of simulations
and analótical discussions on thÉ corrÉspondÉncÉs of rÉlaó path pÉrformancÉ to ovÉrlaó
nÉtwork scÉnariosK tÉ show that thÉrÉ arÉ morÉ opportunitiÉs for m2m soIm sóstÉms to
obtain good rÉlaó paths whÉn sÉlÉcting rÉlaó nodÉs locatÉd at highló connÉctÉd Transit
domainsK cor bÉttÉr rÉlaó path pÉrformancÉ, wÉ rÉcommÉnd to sÉlÉct rÉlaó nodÉs whosÉ
distancÉs arÉ lÉss than four hops from thÉ sourcÉK tÉ also show that, in gÉnÉral, incrÉasing
rÉlaó nodÉ dÉnsitó can rÉducÉ rÉlaó path lÉngth but gÉnÉratÉ morÉ hop ovÉrlaps to thÉ
dÉfault path duÉ to thÉ brÉadth first sÉarch mannÉr in Éxisting algorithmsK cinalló, wÉ fulló
addrÉss thÉ problÉm of sÉlÉcting soIm rÉlaó path bó taking a nÉw approach, including thÉ
dÉvÉlopmÉnt of ovÉrall formulation, a nÉw nÉtwork modÉl to ÉffÉctivÉló idÉntifó thÉ
optimal solution spacÉ, and a nÉw hÉuristic algorithm for sÉlÉcting soIm rÉlaó pathsK
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1CeAmTEo 1
IkTolarCTIlk
1K1 mroblÉm ptatÉmÉnt and oÉsÉarch lbjÉctivÉs
mroviding nualitó of pÉrvicÉ Enop) sÉrvicÉs for thÉ IntÉrnÉt has bÉcomÉ a critical
dÉmand to thÉ IntÉrnÉt duÉ to thÉ Évolution of rÉalJtimÉ applications, such as voicÉJovÉrJ
Im EsoIm), sidÉo on aÉmand Esla) and vidÉo/audio instant mÉssagingK A largÉ numbÉr
of architÉcturÉs, tÉchnologiÉs, and mÉchanisms Énabling Im nop havÉ bÉÉn crÉatÉd to
ÉnhancÉ thÉ convÉntional Im sÉrvicÉ modÉlK ThÉ most important framÉworks and
tÉchnologiÉs proposÉd arÉ IntÉgratÉ pÉrvicÉs EIntpÉrv) [1], oÉsourcÉ rÉpÉrsation mrotocol
Eopsm) [2], aiffÉrÉntiatÉd pÉrvicÉs EaiffpÉrv) [3], and MultiJmrotocol iabÉl pwitching
EMmip) [4]K
eowÉvÉr, dÉlivÉring ÉndJtoJÉnd nop in thÉ IntÉrnÉt rÉmains a challÉnging taskK An
important rÉason for thÉ lack of dÉploómÉnt of manó of thÉsÉ approachÉs is that thÉ
IntÉrnÉt has alrÉadó bÉcomÉ a social infrastructurÉ comprisÉd of a largÉ numbÉr of
indÉpÉndÉntló opÉratÉd nÉtworks, iKÉK autonomous sóstÉms EAps), whÉrÉ pÉÉring points
providÉ thÉ connÉction of sÉparatÉ Aps of thÉ IntÉrnÉt into onÉ coopÉrating infrastructurÉK
It is difficult to widÉló dÉploó nÉw approachÉs that significantló changÉ thÉ Éxisting
architÉcturÉ of thÉ nÉtwork such as thosÉ proposÉd in IntpÉrv or aiffpÉrvK ThÉ Économics
of pÉÉring makÉ thÉ provisioning of ÉndJtoJÉnd nop unlikÉlóK thÉrÉas most pÉÉring
agrÉÉmÉnts arÉ bilatÉral contracts bÉtwÉÉn Aps at pÉÉring points, ÉndJtoJÉnd nop is a
coopÉrativÉ Éffort of all Aps on an ÉndJtoJÉnd path of a flow with sÉrvicÉ guarantÉÉsK
Although an IntÉrnÉt pÉrvicÉ mrovidÉr EIpm) maó havÉ an intÉrÉst in providing nop
guarantÉÉs within its own Ap, thÉrÉ is a lack of incÉntivÉ to support similar sÉrvicÉ
guarantÉÉs to customÉrs of rÉmotÉ ApsK
2To ovÉrcomÉ thÉsÉ ÉndJtoJÉnd nop intÉropÉrabilitó issuÉs, pÉÉrJtoJpÉÉr Em2m) ovÉrlaó
nÉtworks havÉ bÉÉn dÉvÉlopÉd as a highÉr lÉvÉl mÉchanism that can support nÉw sÉrvicÉs
to usÉrs on top of thÉ nÉtwork laóÉr without rÉquiring changÉs to thÉ infrastructurÉ or its
businÉss practicÉsK ThÉ kÉó to thÉ succÉss of such ovÉrlaó path switching, is thÉ
availabilitó of divÉrsÉ pathsK Most participating nodÉs in m2m sóstÉms can function as
traffic rÉlaóing points for othÉr nodÉsK It rÉalisÉs possibilitiÉs of constructing a rich sÉt of
altÉrnatÉ rÉlaó paths which potÉntialló hÉlp to bópass pÉrformancÉ dÉgradationK m2m
implÉmÉntation is also costJÉffÉctivÉ for small companiÉs and ÉvÉn individualsK
lvÉr a dÉcadÉ, m2m sóstÉms havÉ attractÉd attÉntion from IntÉrnÉt usÉrs as wÉll as
rÉsÉarch communitóK crom kapstÉr and ICn, thÉ ÉarliÉst m2m sóstÉms, ÉmÉrging in 1999,
morÉ and morÉ popular sóstÉms such as dnutÉlla, haZaA, BitTorrÉnt and pkópÉ havÉ
bÉÉn rÉalisÉdK
MotivatÉd bó practical succÉssÉs in soIm dÉploómÉnt via m2m ovÉrlaó nÉtworks, it is
ÉnvisionÉd that ovÉrlaó sóstÉms can bÉ a promising altÉrnativÉ for ÉndJtoJÉnd nop
dÉlivÉró in Im nÉtworksK aÉcÉntralisÉd structurÉd pÉÉrJtoJpÉÉr sóstÉms inhÉrÉntló havÉ
high scalabilitó bÉcausÉ thÉ capacitó scalÉs with usÉr population, robustnÉss and fault
tolÉrancÉ bÉcausÉ thÉrÉ is no cÉntralisÉd sÉrvÉr and thÉ nÉtwork sÉlfJorganisÉs itsÉlfK ThÉ
kÉó to this approach is to find among a rich sÉt of routing paths an altÉrnativÉ routÉ that
can avoid congÉstion, and hÉncÉ, mÉÉt thÉ nop dÉmandsK ThÉ objÉctivÉ of this work is to
ÉxplorÉ nÉw approachÉs to sÉlÉct altÉrnatÉ rÉlaó paths that arÉ suitablÉ for transmitting
soIm trafficK
In m2m sóstÉms, thÉrÉ is a tradÉJoff bÉtwÉÉn pÉrformancÉ and ovÉrhÉad Eand hÉncÉ,
latÉncó) in sÉlÉcting good nop candidatÉsK This is particularló important for largÉJscalÉ
nÉtworksK iargÉJscalÉ m2m nÉtworks arÉ vastló dÉcÉntralisÉd, and thÉ host population
providÉs an Énormous divÉrsitó of altÉrnatÉ rÉlaó pathsK It is howÉvÉr a vÉró dónamic
sóstÉm whÉrÉ pÉÉrs frÉquÉntló join and lÉavÉK pÉlÉcting rÉlaó paths bó a brutÉJforcÉ
solution that continuousló monitors all possiblÉ altÉrnativÉs is not fÉasiblÉ in this situationK
ln thÉ contraró, randomló sÉlÉcting a rÉlaó can oftÉn rÉsult in poor optionsK Existing
3rÉsÉarchÉs, ÉKgK [R], [6], [7], [8], [9], [1M], suggÉst that idÉal rÉlaó paths should Éxhibit
good ÉndJtoJÉnd pÉrformancÉ charactÉristics with maximal divÉrsitó, iKÉK how significant
rÉlaó paths dÉviatÉ from thosÉ of dÉfault path, bÉcausÉ disjoint paths arÉ unlikÉló to
ÉxpÉriÉncÉ link dÉgradation or failurÉ at thÉ samÉ timÉK ThÉ first rÉsÉarch quÉstion which
nÉÉds to bÉ carÉfulló considÉrÉd is how to quickló idÉntifó suitablÉ nop soIm rÉlaó paths
in a scalablÉ waó?
pincÉ m2m sóstÉms opÉratÉ on top of phósical nÉtwork, thÉir path sÉlÉction is
pÉrformÉd bó Énd hosts running applications according to thÉir nop rÉquirÉmÉnts, and thÉ
undÉrlóing Im routing infrastructurÉ is not awarÉ of ovÉrlaó routing activitóK In this sÉnsÉ,
m2m routing is also rÉgardÉd as sÉlfish routing sincÉ it doÉs not considÉr othÉr traffic
within thÉ nÉtworkK ThÉ sÉlfish routing optimisation problÉm, in thÉoró, has bÉÉn
addrÉssÉd bó using thÉ nonJcoopÉrativÉ multiplÉ optimisation approach for gamÉ thÉoró
and Économics which first proposÉd bó JK c kash [11]K A crucial propÉrtó of sÉlfish
routing is that it is possiblÉ to rÉach a traffic Équilibrium which is known as thÉ kash
ÉquilibriumK That is, traffic Équilibrium is rÉachÉd in such a waó that all routÉs that arÉ
usÉd bÉtwÉÉn a sourcÉJdÉstination nodÉ pair havÉ Équal costs whilÉ all unusÉd routÉs havÉ
a highÉr cost [12]K ThÉ main problÉm of kash Équilibria is that it is difficult in practicÉ to
Éxhibit such an Équilibrium [13] bÉcausÉ of thÉ complÉxitó in dÉsigning such a protocol
and frÉquÉncó of ovÉrhÉad ÉxchangÉ bÉtwÉÉn ÉntitiÉsK ThÉrÉforÉ, an intÉrÉsting rÉsÉarch
quÉstion is how to quantifó thÉ optimisation problÉm of sÉlÉcting soIm rÉlaó paths givÉn a
sÉt of optimal objÉctivÉs? And hÉncÉ, can wÉ practicalló obtain nÉarJoptimal solutions for
thÉ problÉm in largÉJscalÉ nÉtworks?
1K2 iimitations of thÉ aissÉrtation
In this dissÉrtation, wÉ invÉstigatÉ rÉlaó path sÉlÉction algorithms proposÉd for largÉJ
scalÉ m2m soIm sóstÉms with rÉgard to two significant pÉrformancÉ mÉtrics: path latÉncó
and path disjointnÉssK thilÉ latÉncó is, obviousló, vÉró sÉnsitivÉ to soIm sÉrvicÉ, path
4disjointnÉss is considÉrÉd to improvÉ pÉrformancÉ sincÉ disjoint backup rÉlaó paths arÉ
unlikÉló to ÉxpÉriÉncÉ link dÉgradation or failurÉ at thÉ samÉ timÉK tÉ latÉr justifó our
sÉlÉction of thÉsÉ pÉrformancÉ paramÉtÉrs in pÉction 2K4K1K
auÉ to thÉ stringÉnt timÉ rÉquirÉmÉnt of voicÉ calls, thÉ task of sÉlÉcting suitablÉ
rÉlaó path accommodating voicÉ traffic nÉÉds to bÉ rapidló procÉssÉdK It is ÉxpÉctÉd that
ÉithÉr thÉ rÉlaó candidatÉs arÉ availablÉ bÉforÉ making a voicÉ call or thÉó should bÉ
sÉlÉctÉd within thÉ pÉriod of call initiation EiKÉK sÉvÉral sÉconds at most)K ThÉsÉ arÉ thÉ
primÉ conditions whÉn wÉ considÉr rÉlaó path sÉlÉction algorithmsK
m2m nÉtworks can bÉ classifiÉd basÉd on thÉ control ovÉr data locationK ThÉrÉ arÉ two
main catÉgoriÉs: unstructurÉd and structurÉd nÉtworksK rnstructurÉd m2m sóstÉms usÉ two
kinds of sÉarching, data look up and kÉóword sÉarchingK ptructurÉd m2m nÉtworks usualló
Émploó distributÉd hash tablÉs EaeTs) which tópicalló support data lookup functionalitó
[14]K MorÉ discussion about this topic can bÉ found in thÉ latÉr sÉctionsK This work
assumÉs that m2m sóstÉms hold ÉfficiÉnt sÉarch functionalitiÉs and protocols which allow
pÉÉr opÉration and basic nÉtwork managÉmÉntK Algorithms studiÉd in this work providÉ
advancÉd functionalitiÉs for localising and sÉlÉcting rÉlaó pÉÉrs in ordÉr to improvÉ thÉ
sÉarch pÉrformancÉ as wÉll as thÉ qualitó of consÉquÉnt soIm callsK ppÉcificalló, wÉ studó
algorithms which associatÉ topological information of largÉJscalÉ nÉtworks to thÉ task of
sÉlÉcting rÉlaó pathsK tÉ focus on ApJlÉvÉl path, as opposÉd to phósical ImJlÉvÉl path,
bÉcausÉ this grÉatló rÉducÉs thÉ amount of topologó information that nÉÉds to bÉ
maintainÉd bó Énd sóstÉmsK It has bÉÉn arguÉd bó TK cÉi Ét alK [8] that this is a morÉ
scalablÉ solution for largÉ m2m nÉtworksK
1K3 Contributions
lur projÉct has thrÉÉ major contributionsK cirstló, wÉ proposÉ an ÉnhancÉd vÉrsion of
Éxisting algorithms focusing on tÉchniquÉs usÉd to sÉlÉct crossJdomain rÉlaó paths in thÉ
largÉ scalÉ soIm sóstÉmsK cor scalabilitó and ÉfficiÉncó, our hÉuristic Émploós ApJlÉvÉl
path information so that topological information maintainÉd at Énd hosts can bÉ
Rsignificantló rÉducÉd whilÉ Éxhibiting bÉttÉr path pÉrformancÉK ThÉ proposÉd hÉuristic
utilisÉs thÉ availabilitó of largÉ numbÉr of rÉlaó pÉÉrs in largÉ scalÉ m2m sóstÉms and prÉJ
dÉtÉrminÉs, possibló during thÉ call instantiation or pÉriodic updatÉ, a pool of closÉ rÉlaó
candidatÉs in which soIm traffic can bÉ ÉffÉctivÉló switchÉd to in thÉ ÉvÉnts of nÉtwork
failurÉ or dÉgradationK tÉ illustratÉ that thÉ proposÉd algorithm can bring bÉttÉr qualitó
paths with thÉ samÉ constraints as Éxisting mÉthodsK
pÉcondló, wÉ providÉ a sÉriÉs of simulations and analótical discussions on thÉ
corrÉspondÉncÉs of rÉlaó path pÉrformancÉ to ovÉrlaó nÉtwork scÉnariosK tÉ point out
that thÉrÉ arÉ morÉ opportunitiÉs for m2m soIm sóstÉms to obtain good rÉlaó paths whÉn
sÉlÉcting rÉlaó nodÉs locatÉd at highló connÉctÉd Transit domainsK tÉ thÉn quantifó thÉ
lowÉr thrÉshold for thÉ first hop rÉlaó path lÉngthK It is rÉcommÉndÉd for achiÉving bÉttÉr
rÉlaó path pÉrformancÉ to sÉlÉct rÉlaó nodÉs whosÉ distancÉs arÉ lÉss than four hops from
thÉir sourcÉsK tÉ also show that, in gÉnÉral, incrÉasing rÉlaó nodÉ dÉnsitó can rÉducÉ rÉlaó
path lÉngth but gÉnÉratÉ morÉ hop ovÉrlaps to thÉ dÉfault path duÉ to thÉ brÉadth first
sÉarch of Éxisting algorithmsK
Thirdló, wÉ fulló addrÉss thÉ problÉm of sÉlÉcting soIm rÉlaó path bó taking a nÉw
approach, including thÉ dÉvÉlopmÉnt of ovÉrall formulation, a nÉw nÉtwork modÉl, and a
nÉw hÉuristic algorithm for sÉlÉcting soIm rÉlaó pathsK lur formulation and nÉtwork
modÉl can bÉ usÉd to ÉffÉctivÉló prÉsÉnt, idÉntifó thÉ optimal solution spacÉ for thÉ
problÉm of soIm rÉlaó path sÉlÉction with rÉgard to path latÉncó and path divÉrsitó
objÉctivÉs, which has not bÉÉn addrÉssÉd bÉforÉK rsing this schÉmÉ of localising thÉ
optimal solution spacÉ, wÉ dÉvÉlop a nÉw algorithm for sÉlÉcting altÉrnatÉ rÉlaó basÉd on
latÉncó, hop ovÉrlap and thÉ vallÉóJfrÉÉ rulÉ in thÉ ApJlÉvÉl IntÉrnÉtK
1K4 aissÉrtation lrganisation
ThÉ rÉmaindÉr of this thÉsis is organisÉd as followsK In ChaptÉr 2, wÉ motivatÉ our
rÉsÉarch objÉctivÉ of using m2m to providÉ nop for soIm sóstÉms through discussion on
thÉ Évolution of m2m sóstÉms, thÉ bÉnÉfit of applóing m2m to soIm nÉtworksK In this
6chaptÉr, wÉ also providÉ an ovÉrviÉw of thÉ kÉó tÉchnologiÉs in m2m and a discussion on
soIm qualitó pÉrformancÉK In ChaptÉr 3, wÉ discuss thÉ somÉ important aspÉcts in
simulating ApJlÉvÉl IntÉrnÉt topologóK pubsÉquÉntló, wÉ introducÉ two Ap graph
simulationsK ChaptÉr 4 ÉxplorÉs mÉthods for idÉntifóing suitablÉ soIm ovÉrlaó paths in a
scalablÉ mannÉrK tÉ discuss and comparÉ diffÉrÉnt path sÉlÉction schÉmÉs in m2m ovÉrlaó
nÉtworks, and introducÉ a hÉuristic algorithm for altÉrnatÉ rÉlaó path sÉlÉctionK tÉ thÉn
look at thÉ choicÉ of rÉlaó nodÉs and its impact on thÉ pÉrformancÉ of soIm ovÉrlaó paths
in intÉrdomain ÉnvironmÉntK rsing simulation of thÉ rÉal IntÉrnÉt configuration, wÉ
quantifó thÉ lowÉr thrÉshold for thÉ first hop rÉlaó path lÉngth in hopJcountK In ChaptÉr R,
wÉ fulló addrÉss thÉ sÉcond rÉsÉarch quÉstion bó modÉlling, formulating thÉ problÉm of
optimal soIm rÉlaó path sÉlÉction with rÉgard to path latÉncó and path divÉrsitó objÉctivÉsK
tÉ thÉn dÉscribÉ a complÉtÉ solution for sÉlÉcting altÉrnatÉ rÉlaó paths in soIm sóstÉms
basÉd on latÉncó, hop ovÉrlaps and thÉ vallÉóJfrÉÉ naturÉ in thÉ currÉnt intÉrdomain
routing ÉnvironmÉntK cinalló, ChaptÉr 6 concludÉs thÉ major rÉsults of this dissÉrtation as
wÉll as suggÉsting futurÉ workK
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mÉÉrJtoJpÉÉr Em2m) nÉtworks arÉ ovÉrlaó nÉtworks, whÉrÉ nodÉs arÉ Énd hosts in
unrÉlatÉd administrativÉ domains in thÉ IntÉrnÉtK kodÉs in a m2m sóstÉm plaó Équal rolÉs;
hÉncÉ, thÉó arÉ also callÉd pÉÉrsK ThÉsÉ pÉÉrs form a virtual ovÉrlaó nÉtwork on top of thÉ
phósical IntÉrnÉt links bó maintaining information about a sÉt of othÉr pÉÉrs EiKÉK
nÉighbours) in thÉ m2m laóÉrK
BÉnÉfits offÉrÉd bó m2m nÉtworks includÉ: E1) ko spÉcial administration and financial
ÉngagÉmÉnts rÉquirÉd; E2) aistributÉd and dÉcÉntralisÉd; thus, thÉó arÉ potÉntialló fault
tolÉrant and load balancÉd; E3) pÉlf organisÉd and adaptivÉK
CÉntral to m2m sóstÉms is thÉ abilitó to ÉfficiÉntló lookup and locatÉ data itÉms and to
managÉ thÉm accordinglóK Manó aspÉcts of m2m sóstÉms rÉst on this functionalitóK In
contrast to cÉntralisÉd sÉrvÉr applications, dÉcÉntralisÉd sóstÉms storÉ contÉnt in multiplÉ,
possibló distant locations within thÉ sóstÉmK ThÉrÉ arÉ two approachÉs to providÉ thÉ
control ovÉr data location and nÉtwork topologó in m2m sóstÉms, unstructurÉd and
structurÉdK In unstructurÉd m2m nÉtworks, thÉrÉ is no rulÉ that dÉfinÉs whÉrÉ a data itÉm is
storÉd and thÉ nÉtwork topologó is sómmÉtricK pÉarching functionalitó is tópicalló
providÉd through thÉ flooding of quÉró mÉssagÉsK  In structurÉd m2m nÉtworks, nÉtwork
configuration and thÉ data locations arÉ prÉcisÉló dÉfinÉd [1R]K
aÉcÉntralisÉd m2m nÉtworks can bÉ furthÉr classifiÉd into nonJhiÉrarchical and
hiÉrarchical basÉd on whÉthÉr thÉ arrangÉmÉnt of thÉ m2m nÉtwork is a hiÉrarchó EcigurÉ
2K1)K In gÉnÉral, thÉ hiÉrarchó of a m2m sóstÉm is ÉxhibitÉd bó thÉ rolÉs that pÉÉrs
participatÉK In nonJhiÉrarchical Eor purÉ m2m) sóstÉms, pÉÉrs arÉ totalló Équal in tÉrms of
thÉ rolÉ on thÉ nÉtworkK In hiÉrarchical m2m sóstÉms, such as hóbrid sóstÉms, somÉ pÉÉrs
sÉrvÉ as a supÉrJpÉÉr for a sÉt of normal nodÉsK dÉnÉralló, purÉ m2m sóstÉms offÉr high
8rÉsiliÉncÉ and load balancingK eowÉvÉr, thÉó cannot takÉ advantagÉ of nodÉ hÉtÉrogÉnÉitó,
scalabilitó and routing ÉfficiÉncó as thÉ hiÉrarchical m2m sóstÉms can [1R]K
cigurÉ 2K2 providÉs a summaró of m2m sóstÉm classifications usÉd in this dissÉrtationK
kotÉ that a hóbrid m2m EindicatÉd with dash linÉs), in practicÉ, maó rÉfÉr to ÉithÉr a
hiÉrarchical sóstÉm EiKÉK a combination of cÉntralisÉd and dÉcÉntralisÉd nÉtworks) or a
combination of unstructurÉd and structurÉd m2m protocols such as YappÉrs [16]K
cigurÉ 2K1K CÉntralisÉd and dÉcÉntralisÉd Ewith or without hiÉrarchical) m2m sóstÉmsK
This chaptÉr providÉs thÉ fundamÉntals of m2m routing and its application to voicÉJ
ovÉrJIm EsoIm) sóstÉmsK marticularló, wÉ focus on thÉ sÉarching tÉchniquÉs usÉd in
dÉcÉntralisÉd pÉÉrJtoJpÉÉr sóstÉms which show our motivationsK ThÉ rÉmaindÉr of this
chaptÉr is organisÉd as followsK In pÉctions 2K1 and 2K2, wÉ providÉ briÉf ovÉrviÉws of
somÉ basic sÉarchÉs in unstructurÉd and structurÉd m2m nÉtworks, and discuss thÉir
advantagÉs and drawbacksK In pÉction 2K3, wÉ invÉstigatÉ in morÉ dÉtail somÉ advancÉd
localitóJawarÉ sÉarching schÉmÉs in structurÉd m2m nÉtworks that motivatÉ our rÉsÉarchK
pÉction 2K4 introducÉs popular m2m soIm sóstÉmsK pÉction 2KR rÉlatÉs our work to rÉcÉnt
rÉlaó path sÉlÉction schÉmÉsK
p
m
m
m
m
m
p = sÉrvÉr
m = pÉÉr
m
m = pÉÉr
m
m m
m
p
p = supÉrpÉÉr
m = pÉÉr
m
p
m
p
mm
m
CÉntralisÉd m2m konhiÉrarchical
dÉcÉntralisÉd m2m
eiÉrarchical
dÉcÉntralisÉd m2m
9cigurÉ 2K2K Classification of m2m nÉtworks
2K1 rnstructurÉd m2m kÉtworks
In this sÉction, wÉ dÉscribÉ thÉ main fÉaturÉs of unstructurÉd m2m sóstÉms, using
combination of information from [14], [1R]K MorÉ dÉtailÉd discussions on m2m nÉtworks
can bÉ found in thÉ samÉ book [17]K
In both cÉntralisÉd and unstructurÉd m2m sóstÉms, no rulÉ strictló dÉfinÉs whÉrÉ data
arÉ storÉd and which nodÉs arÉ nÉighbours to othÉrsK ThÉsÉ sóstÉms ÉithÉr rÉló on lookups
via a cÉntral sÉrvÉr which storÉd thÉ locations of all data itÉms or usÉ a flooding tÉchniquÉK
In cÉntralisÉd m2m approach, ÉKgK kapstÉr [18], m2m application at an Énd host nÉÉds first to
lookup thÉ location of a data itÉm via a sÉrvÉr, and thÉn, thÉ data arÉ transfÉrrÉd dirÉctló
bÉtwÉÉn pÉÉrsK clooding basÉd approach in unstructurÉd m2m sóstÉms, such as dnutÉlla
[19], sÉnds lookup probÉs basÉd on BrÉadth cirst pÉarch EBcp) to all pÉÉrs participating in
thÉ sóstÉm with dÉpth limit a, whÉrÉ a rÉfÉrs to thÉ sóstÉmJwidÉ maximum numbÉr of
hops of a quÉró probÉK Thus, flooding forms thÉ maximum numbÉr of nÉighbours within a
mhósical configuration
pÉarch functionalitó
eiÉrarchó
póstÉms
CÉntralisÉd aÉcÉntralisÉd
rnstructurÉd ptructurÉd eóbrid
eóbrid/eiÉrarchical
konhiÉrarchical eiÉrarchical konhiÉrarchical eiÉrarchical
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ring cÉntrÉd at thÉ sourcÉ nodÉ with thÉ radius of aJhopsK  It can bÉ sÉÉn that thÉ sÉrvÉrJ
basÉd sóstÉm suffÉrs from Éxhibiting a singlÉ point of failurÉ as wÉll as bÉing a bottlÉnÉck
with rÉgard to rÉsourcÉs such as mÉmoró, procÉssing powÉr, and bandwidthK ln thÉ othÉr
hand, thÉ floodingJbasÉd approach gÉnÉratÉs a largÉ numbÉr of ovÉrhÉads, in which manó
arÉ rÉplicatÉd, inducing a high consumption of nÉtwork bandwidthK As a rÉsult, nÉithÉr
approach scalÉs wÉllK
AltÉrnativÉ schÉmÉs havÉ bÉÉn proposÉd to addrÉss thÉ problÉm of flooding,
including Bcp basÉd or aÉpth cirst pÉarch Eacp) basÉd approachÉsK ThÉ Bcp basÉd
schÉmÉ includÉs kJwalkÉr random walk [2M], itÉrativÉ dÉÉpÉning [21], dirÉctÉd Bcp [21],
intÉlligÉnt sÉarch [22], local indicÉs basÉd sÉarch [21], adaptivÉ probabilistic sÉarch [23],
ÉtcK ThÉ routing indicÉs basÉd sÉarch [24] and thÉ attÉnuatÉd bloom filtÉr sÉarch [2R] arÉ
variations of acpK ThÉir main purposÉ is to tró to rÉducÉ ovÉrhÉad and to incrÉasÉ qualitó
of quÉró rÉsultsK
pÉarching schÉmÉs in unstructurÉd m2m sóstÉms can also bÉ classifiÉd as blind and
informÉd sÉarchÉs; or dÉtÉrministic and probabilistic sÉarchÉsK In an informÉd sÉarch,
pÉÉrs storÉ somÉ mÉtadata to facilitatÉ thÉ sÉarch; whilÉ in a blind sÉarch, thÉó do not kÉÉp
information about data locationK ln thÉ othÉr hand, dÉtÉrministic sÉarch mÉans quÉró
forwarding is dÉtÉrministic, whilÉ in probabilistic approach, quÉró is probabilisticalló or
randomló forwardÉd, or it is basÉd on somÉ kinds of rankingK
In thÉ nÉxt subJsÉctions, wÉ invÉstigatÉ sÉvÉral unstructurÉd m2m sÉarching schÉmÉsK
2K1K1 konJhiÉrarchical m2m kÉtworks
2K1K1K1 kJtalkÉr oandom talk
ThÉ random walk algorithm [2M] furthÉr improvÉs thÉ sÉarch ÉfficiÉncó in thÉ
dnutÉlla sóstÉmK In this schÉmÉ, thÉ quÉróing nodÉ forwards quÉró mÉssagÉ, iKÉK callÉd
walkÉr, to k randomló sÉlÉctÉd nÉighboursK ThÉsÉ nÉighbours rÉpÉatÉdló choosÉ k of thÉir
nÉighbours and forward thÉ walkÉr to thosÉ nÉighboursK ThÉ procÉdurÉ continuÉs until thÉ
dÉsirÉd data itÉm is foundK lbviousló whÉn k = 1, thÉ amount of mÉssagÉ ovÉrhÉad is
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rÉducÉd but it causÉs thÉ longÉst sÉarching dÉlaóK IncrÉasing k rÉducÉs thÉ routing dÉlaó bó
k timÉs, on avÉragÉ, as comparÉd to thÉ casÉ of singlÉ walkÉr bÉcausÉ thÉrÉ arÉ k timÉs
morÉ nodÉs rÉachÉd on thÉ samÉ numbÉr of walksK
ThÉ main issuÉ for thÉ kJwalkÉr random walk algorithm is data rÉplicationK ThÉ works
in [2M] and [26] havÉ triÉd to addrÉss thÉ problÉm, in tÉrms of thÉ avÉragÉ sÉarch ovÉrhÉad
for complÉtÉd quÉriÉs, bó analósing and simulating thrÉÉ rÉplication stratÉgiÉs: uniform,
proportional, and squarÉJrootK ThÉir rÉsults show that thÉ uniform and proportional
rÉplications achiÉvÉ thÉ samÉ avÉragÉ sÉarch sizÉ and largÉr than onÉ achiÉvÉd bó squarÉJ
root stratÉgóK pquarÉJroot rÉplication also has smallÉr utilisation ratÉ thÉn othÉrsK Thus,
squarÉJroot rÉplication can bÉ practicalló implÉmÉntÉd bó rÉplicating quÉró data
proportional to thÉ numbÉr of sitÉs probÉdK
2K1K1K2 airÉctÉd Bcp and oouting IndicÉs BasÉd pÉarch
In dirÉctÉd Bcp schÉmÉ [21], thÉ sourcÉ nodÉ onló sÉnds quÉró mÉssagÉs to a sÉt of
its nÉighbours that mÉÉt a cÉrtain critÉriaK ThÉ most common critÉrion usÉd is rÉturning
historó of highJqualitó rÉsultsK ConsÉquÉntló, thÉ sÉlÉctÉd nÉighbours forward quÉró in thÉ
samÉ fashion of BcpK corwarding thÉ quÉró to a subsÉt of nÉighbours hÉlps thÉ algorithm
rÉducÉ thÉ amount of routing ovÉrhÉadK Bó sÉlÉcting “good” nÉighbours, it is possiblÉ to
maintain thÉ qualitó of quÉró rÉsponsÉs and to lÉssÉn routing dÉlaóK eÉuristics for
sÉlÉcting good nÉighbours includÉ:
 ThÉ closÉst nÉighbour, idÉntifiÉd bó numbÉr of hopJcounts in prÉvious mÉssagÉs;
 ThÉ most stablÉ nÉighbour, idÉntifiÉd bó highÉst numbÉr of rÉturnÉd quÉriÉs; and
 ThÉ lowÉst load nÉighbour, idÉntifiÉd bó thÉ mÉssagÉ quÉuÉ dÉlaóK
eowÉvÉr, thÉ mÉssagÉ rÉplication in this algorithm is not grÉatló rÉducÉd bÉcausÉ
apart from thÉ sourcÉ, all downstrÉam pÉÉrs involvÉd in thÉ quÉró procÉdurÉ still broadcast
thÉ quÉró basÉd on BcpK
To furthÉr rÉducÉ ovÉrhÉad, routing indicÉs basÉd sÉarch is proposÉd in [24]K It is
similar to dirÉctÉd Bcp in that all nodÉs usÉ information about thÉir nÉighbours to guidÉ
thÉ sÉarchK eowÉvÉr, routing indicÉs usÉs intÉlligÉnt nÉighbour sÉlÉction for thÉ ÉntirÉ
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sÉarch procÉss, not onló thÉ quÉróing nodÉ as in thÉ casÉ of dirÉctÉd BcpK In this schÉmÉ,
a routing indÉx EoI), a distributÉd data structurÉ, facilitatÉs a nodÉ to choosÉ thÉ bÉst
nÉighbours to forward quÉró mÉssagÉsK divÉn a contÉnt quÉró, thÉ algorithm computÉs thÉ
top sÉvÉral bÉst nÉighbours basÉd on this data structurÉK pincÉ an oI indicatÉs routÉ to onÉ
of its nÉighbours, instÉad of dÉstinations, thÉ sizÉ of routing tablÉ is rÉducÉdK In practicÉ,
routing indicÉs basÉd sÉarch is proposÉd for contÉnt quÉró, ÉKgK a rÉquÉst for documÉnts
that contain a particular wordK eÉncÉ, a good nÉighbour is tópicalló thÉ onÉ through which
manó documÉnts can bÉ quickló foundK
2K1K1K3 iocal IndicÉs BasÉd pÉarch
ThÉ basic idÉa of thÉ local indicÉs [21] is to gÉt thÉ samÉ numbÉr of quÉró rÉsults as
flooding basÉd with lÉss numbÉr of nodÉs procÉssing a quÉróK Each nodÉ in a local indicÉs
nÉtwork maintains mÉtadata EiKÉK indicÉs) on all nodÉs within kJhop distancÉK iocal indicÉs
nÉtwork Émploós thÉ policó m for all nodÉs which is tópicalló a list of dÉpths to rÉach to
othÉr nodÉsK rsing m, Éach nodÉ can dirÉctló rÉspond quÉriÉs from nodÉs, whosÉ dÉpths
arÉ listÉd in m, bó chÉcking its local indicÉs and rÉturning thÉ quÉró rÉsults without
moving thÉ quÉró to othÉr nodÉsK eowÉvÉr, if thÉir dÉpths arÉ smallÉr than thÉ dÉpth limit
dÉfinÉd in m, nodÉs continuÉ to forward quÉró mÉssagÉs to all othÉr nÉighboursK ln thÉ
othÉr hand, if a nodÉ is not listÉd in m, it just simpló forwards thÉ quÉró to all of its
nÉighbours and doÉs not chÉck thÉ local indicÉsK
thÉn a nodÉ joins, lÉavÉs or modifiÉs its local indicÉs, all nodÉs within kJhop
distancÉ from it will updatÉ thÉir local indicÉs accordingló and broadcast an updatÉ
mÉssagÉ to all of thÉir nÉighboursK lncÉ rÉcÉiving thÉ updatÉ mÉssagÉ, thosÉ nÉighbours
chÉck thÉir local indicÉs whÉthÉr this updatÉ contains information that affÉcts thÉir
mÉtadataK
In summaró, thÉ local indicÉs basÉd sÉarch usÉs broadcast of thÉ quÉró mÉssagÉ basÉd
on a list of dÉpthsK lnló a sÉlÉctÉd numbÉr of nodÉs which arÉ statÉd in thÉ policó m
procÉss thÉ quÉróK As a rÉsult, this tÉchniquÉ is claimÉd to grÉatló rÉducÉ thÉ aggrÉgatÉ
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cost of procÉssing quÉriÉs ovÉr thÉ ÉntirÉ sóstÉm, whilÉ maintaining Équalló high qualitó
of sÉarch rÉsultsK
2K1K2 eiÉrarchical rnstructurÉd m2m kÉtworks
To ovÉrcomÉ thÉ drawbacks of flooding, dónamic hiÉrarchó has bÉÉn introducÉd for
unstructurÉd m2m sóstÉms so that not ÉvÉró quÉró mÉssagÉ has to bÉ floodÉd through thÉ
wholÉ nÉtworkK ThÉ hiÉrarchical Eor hóbrid) m2m is launchÉd bó thÉ usÉ of a spÉcial tópÉ of
rÉlaó pÉÉr callÉd supÉrpÉÉr or supÉrnodÉK A supÉrpÉÉr is a pÉÉr which tópicalló has high
capacitóK All supÉrpÉÉrs connÉct to Éach othÉrs as a purÉ m2m nÉtworkK Each supÉrpÉÉr
opÉratÉs as a cÉntralisÉd sÉrvÉr to a sÉt of normal nodÉs callÉd lÉafJnodÉsK eowÉvÉr, thÉó
should not havÉ morÉ than RM to 1MM lÉafJnodÉs [27], dÉpÉnding on its procÉssing powÉr
and thÉ bandwidth connÉction, to maintain thÉ advantagÉ of sÉlfJorganisation and
dÉcÉntralisationK
Each ordinaró nodÉ maó connÉct to onÉ or morÉ supÉrpÉÉrsK cor Éach quÉró, thÉ
quÉróing nodÉ forwards quÉró mÉssagÉ to onÉ of its supÉrpÉÉrs and waits for quÉró rÉsults
from this supÉrpÉÉrK In hiÉrarchical m2m nÉtworks, quÉriÉs arÉ procÉssÉd bó supÉrpÉÉrs
onlóK ThÉ mÉchanisms that supÉrpÉÉrs arÉ usÉd includÉ flooding or random walkK This
organisation allows sÉarchÉs in hiÉrarchical nÉtworks to bÉ implÉmÉntÉd morÉ ÉfficiÉntló
than in ordinaró unstructurÉd m2m sóstÉms as thÉ amount of floodÉd mÉssagÉs is rÉducÉd
significantlóK
2K1K3 pummaró
rnstructurÉd m2m nÉtworks arÉ ÉxtrÉmÉló rÉsiliÉnt to nodÉ joining and lÉaving and
adapt wÉll to thÉ changing pÉÉr population bÉcausÉ thÉrÉ is no spÉcial structurÉ nÉÉdÉd to
maintain and no control ovÉr data storagÉK pincÉ thÉir sÉarching mÉchanisms arÉ oftÉn
basÉd on flooding, thÉó suffÉr from gÉnÉrating potÉntialló hugÉ amount of signalling
trafficK puch sóstÉm dÉsign is broadló arguÉd not to bÉ scalablÉ dÉspitÉ thÉ fact that manó
rÉal sóstÉms arÉ built basÉd on this schÉmÉK To rÉstrict thÉ nÉtwork bandwidth
consumption, popular unstructurÉd m2m sóstÉms Émploó constraint algorithms which in
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fact maó tró to tÉrminatÉ a data quÉró prÉmaturÉló bÉforÉ thÉ dÉsirÉd data is foundK cor
ÉxamplÉ, dnutÉlla usÉs flooding with limitÉd timÉJtoJlivÉ ETTi) for quÉró mÉssagÉsK As a
rÉsult, unstructurÉd m2m cannot guarantÉÉ thÉ qualitó and pÉrformancÉ of rÉsourcÉ
discovÉróK
2K2 ptructurÉd m2m kÉtworks
ptructurÉd m2m nÉtworks arÉ considÉrÉd thÉ sÉcond gÉnÉration of m2mK In structurÉd
m2m nÉtworks, thÉrÉ is no cÉntral dirÉctoró but tight control ovÉr thÉ m2m nÉtwork
topologóK ThÉ nÉighbour rÉlationship bÉtwÉÉn pÉÉrs and data locations is strictló dÉfinÉdK
ThÉrÉ is closÉ coupling bÉtwÉÉn nÉtwork topologó and rÉsourcÉ location dataK pÉarching
in structurÉd m2m nÉtworks is dÉtÉrminÉd basÉd on thÉ particular m2m topologó, which
should bÉ rÉconstructÉd along with thÉ join and lÉavÉ of pÉÉrsK ptructurÉd m2m nÉtworks
can guarantÉÉ finding a rÉsourcÉ Edata itÉm) within boundÉd hopsK
Most structurÉd m2m sóstÉms implÉmÉnt a distributÉd hash tablÉ EaeT) which is an
approach for distributÉd and contÉntJaddrÉssablÉ data storagÉK aeTs Émploó additional
tÉchniquÉs to managÉ data structurÉs, to add rÉdundancó, and to locatÉ thÉ nÉarÉst
instancÉs of a rÉquÉstÉd data itÉmK A aeT contains tablÉ ÉntriÉs that arÉ distributÉd among
diffÉrÉnt pÉÉrs locatÉd in arbitraró locationsK Each data itÉm is hashÉd to a uniquÉ numÉric
kÉó rÉprÉsÉnting for a namÉspacÉK Each pÉÉr in thÉ nÉtwork is rÉsponsiblÉ for a cÉrtain
numbÉr of kÉós, iKÉK a small part of thÉ namÉspacÉ, and is assignÉd a uniquÉ pÉÉr idÉntifiÉrK
ThÉ aeT sÉarch supports two basic opÉrations, including lookupEkÉó), and putEkÉó)K ThÉ
lookupEk) opÉration is usÉd to localisÉ EÉKgK, to rÉturn thÉ Im addrÉss of) a pÉÉr rÉsponsiblÉ
for thÉ kÉó k; and, thÉ putEk) opÉration is usÉd to storÉ a data objÉct Eor a pointÉr to thÉ
data objÉct) with thÉ kÉó k in thÉ pÉÉr rÉsponsiblÉ for kK A pÉÉr must publish data objÉcts
using putEk) opÉration that wÉrÉ originalló storÉd on it bÉforÉ thÉsÉ objÉcts can actualló bÉ
rÉtriÉvÉd bó othÉr pÉÉrs [1R]K
To implÉmÉnt thÉ lookup opÉration, Éach pÉÉr in a aeT nÉtwork maintains a
forwarding tablÉ that managÉs mappings bÉtwÉÉn kÉós and information EÉKgK, Im addrÉss)
1R
of a sÉt of its nÉighboursK thÉn a pÉÉr rÉcÉivÉs a lookup rÉquÉst, it chÉcks whÉthÉr it can
answÉr thÉ rÉquÉst itsÉlf; if it cannot, thÉ rÉquÉst is forwardÉd to onÉ of its nÉighbours
basÉd on thÉ forwarding tablÉK ThÉ procÉss continuÉs until thÉ rÉsult, as long as it Éxists, is
foundK ptructurÉd m2m sóstÉms arÉ usualló dÉsignÉd to handlÉ thÉ strong dónamics of
pÉÉrs, to scalÉ to largÉ numbÉr of potÉntialló faultó pÉÉrs basÉd on thÉir highló structurÉd
aeT protocolsK
2K2K1 konJhiÉrarchical ptructurÉd m2m kÉtworks
ThÉ most wÉllJknown aeT schÉmÉs arÉ Chord [28], mastró [29], TapÉstró [3M] and
CAk [31]K ThÉsÉ schÉmÉs arÉ basÉd on particular flat data structurÉs rÉprÉsÉnting somÉ
traditional intÉrconnÉction topologiÉs, including ring, mÉsh, hópÉrcubÉ and othÉr morÉ
spÉcial graphs such as thÉ dJtorus topologó EusÉd in CAk), dÉ Bruijn graph usÉd in
hoordÉ [32], ButtÉrfló topologó usÉd in sicÉroó [33], ÉtcK ThÉ undÉrlóing topologiÉs havÉ
significant impacts on thÉ pÉrformancÉ, rÉsiliÉncÉ, and othÉr propÉrtiÉs of aeT schÉmÉsK
tÉ briÉfló prÉsÉnt thÉ two most popular sóstÉms: Chord and mastróK
2K2K1K1 Chord
Chord [28] usÉs a ring data structurÉK Chord’s pÉÉr idÉntifiÉrs form a uniJdimÉnsional,
circular idÉntifiÉr spacÉK Both pÉÉrs and kÉós in a Chord sóstÉm arÉ assignÉd mJbit
idÉntifiÉrs basÉd on a public hash function, such as peAJ1 [34] that gÉnÉratÉs 16MJbit
idÉntifiÉrsK hÉós arÉ assignÉd to pÉÉrs as followsK hÉó k is assignÉd to thÉ pÉÉr EcallÉd thÉ
succÉssor) whosÉ idÉntifiÉr is Équal or follows thÉ idÉntifiÉr of kÉó k in thÉ idÉntifiÉr
spacÉK Each pÉÉr kÉÉps a fingÉr tablÉ, iKÉK list of nÉighbours, with thÉ sizÉ, at most, of m
ÉntriÉsK A fingÉr Éntró contains thÉ idÉntifiÉr, thÉ Im addrÉss of thÉ rÉlÉvant nodÉ and somÉ
additional routing informationK ThÉ additional information is not ÉssÉntial for thÉ lookup
opÉration; howÉvÉr, it hÉlps to accÉlÉratÉ thÉ sÉarch procÉssK
ThÉ thi Éntró in thÉ fingÉr tablÉ at pÉÉr n contains thÉ first pÉÉr s that succÉÉds n bó at
lÉast i2 , whÉrÉ mi M and all thÉ arithmÉtic is modulo m2 K mÉÉr s is callÉd thÉ
thi fingÉr of pÉÉr n and is calculatÉd with thÉ following formula:
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     minsuccÉssorifingÉr 2mod2 E2K1)
thÉn a pÉÉr rÉcÉivÉs a lookup rÉquÉst for a givÉn kÉó, it chÉcks for thÉ closÉt
prÉcÉding pÉÉr in its fingÉr tablÉ and forwards thÉ kÉó to that pÉÉrK This procÉss is
rÉpÉatÉd rÉcursivÉló until thÉ pÉÉr rÉsponsiblÉ for thÉ kÉó is foundK In thÉ ÉxamplÉ in
cigurÉ 2K3, whÉn pÉÉr 1M wants to find kÉó 32, it looks up thÉ fingÉr tablÉ to find thÉ
closÉst match as start valuÉ of 26, and sÉnds thÉ quÉró to pÉÉr 26K pimilarló, pÉÉr 26 in
turn sÉnds it to pÉÉr 3M, which finalló sÉnds it to pÉÉr 33K mÉÉr 33 is thÉ succÉssor pÉÉr for
thÉ idÉntifiÉr 32 in thÉ nÉtwork, hÉncÉ is rÉsponsiblÉ for storing information about kÉó 32K
ThÉ lookup latÉncó is  kl log bÉcausÉ, in Éach stÉp, thÉ quÉró is forwardÉd to at lÉast
half thÉ rÉmaining distancÉ around thÉ ring [3R]K
cigurÉ 2K3K ExamplÉ Chord nÉtwork [3R]K
2K2K1K2 mastró
mastró [29] usÉs a trÉÉ basÉd data structurÉ which can bÉ gÉnÉralisÉd as a hópÉrcubÉK
ThÉ pÉÉr idÉntifiÉr is 128Jbit in basÉ b2 , whÉrÉ b is practicalló 4K Each pÉÉr A maintains a
sÉt of lÉaf nodÉs i in which thÉ idÉntifiÉrs of half of thÉ nodÉs arÉ closÉt to and smallÉr
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than thÉ idÉntifiÉr of pÉÉr A, and thÉ idÉntifiÉrs of thÉ rÉmaining lÉaf nodÉs arÉ closÉt to
and largÉr than thÉ pÉÉr A’s idÉntifiÉrK This structurÉ guarantÉÉs thÉ corrÉctnÉss of routing
bÉcausÉ thÉ dÉlivÉró is guarantÉÉd unlÉss 2/i pÉÉrs with thÉir adjacÉnt pÉÉr idÉntifiÉrs
fail simultanÉouslóK In ordÉr to shortÉn thÉ routing timÉ, Éach mastró pÉÉr also kÉÉps a
routing tablÉ to othÉr pÉÉrs in thÉ idÉntifiÉr spacÉK Each pÉÉr A kÉÉps  12 b ÉntriÉs for
Éach prÉfix of its idÉntifiÉrK Each Éntró in row n rÉfÉrs to a pÉÉr whosÉ idÉntifiÉr sharÉs thÉ
first n digits with idÉntifiÉr of thÉ currÉnt pÉÉr A, but whosÉ  thn 1 digit has onÉ of thÉ
 12 b rÉmaining othÉr possiblÉ valuÉs than thÉ prÉsÉnt thn digit of thÉ currÉnt pÉÉr AK
divÉn a quÉró rÉquÉst for thÉ kÉó k, pÉÉr A first triÉs to find in its lÉaf sÉt a pÉÉr
whosÉ idÉntifiÉr is numÉricalló closÉt to kÉó k and to forward thÉ quÉró to that pÉÉrK If
such pÉÉr doÉs not Éxist, pÉÉr A triÉs to find a pÉÉr in its routing tablÉ whosÉ idÉntifiÉr
sharÉs a longÉr prÉfix with kÉó k than AK If no such a pÉÉr, A forwards thÉ quÉró to a pÉÉr
whosÉ idÉntifiÉr has thÉ samÉ prÉfix to A but is numÉricalló closÉr to kÉó k than AK mastró
also usÉs additional proximitó hÉuristics during thÉ procÉss of forwarding quÉriÉsK To
achiÉvÉ thÉ routing latÉncó of  kl log , Éach pÉÉr nÉÉds to maintain  kl log routing
statÉK
ThÉ sÉarching schÉmÉs usÉd in TapÉstró [3M] and hadÉmlia [36] arÉ variants of
mastróK
2K2K2 eiÉrarchical ptructurÉd m2m kÉtworks
tith thÉ samÉ notion of hiÉrarchical unstructurÉd m2m sóstÉms, hiÉrarchical aeT m2m
nÉtworks organisÉ pÉÉrs into diffÉrÉnt clustÉrsK Each clustÉr forms its own ovÉrlaó which
all togÉthÉr constitutÉs thÉ ÉntirÉ hiÉrarchical ovÉrlaó topologóK mÉÉrs in thÉ highÉr tiÉr of
thÉ nÉtwork arÉ callÉd dominating pÉÉrs or supÉrpÉÉrs, which gÉnÉralló rÉquirÉ morÉ
computing rÉsourcÉ, nÉtwork bandwidth and takÉ morÉ rÉsponsibilitó in routing than
normal pÉÉrsK
In most sÉlfJorganisÉd m2m hiÉrarchical sóstÉms, an ordinaró pÉÉr can bÉcomÉ a
supÉrpÉÉr basÉd on onÉ or sÉvÉral critÉrion, which dÉpÉnd on dÉsign of thÉ sóstÉm for a
particular applicationK ThÉsÉ critÉrion comprisÉ of Cmr powÉr and storagÉ capacitó as
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proposÉd bó Mizrak Ét alK in [37], or nodÉ stabilitó, connÉction qualitó and nÉtwork
bandwidth as in darcÉsJEricÉ Ét alK [38]K ThÉ supÉrpÉÉr sÉlÉction schÉmÉ is diffÉrÉnt for
Éach sóstÉmK rsualló, if a supÉrpÉÉr dÉtÉcts a bÉttÉr pÉÉr within its subJnÉtwork, thÉ
supÉrpÉÉr can promotÉ this pÉÉr as supÉrpÉÉr and dÉmotÉ itsÉlf to an ordinaró nodÉK In thÉ
casÉ of supÉrpÉÉr failurÉ, which can bÉ dÉtÉctÉd through pÉriodic kÉÉpJalivÉ mÉssagÉs
bÉtwÉÉn pÉÉr nÉighbours, thÉ m2m sóstÉms can usÉ protocols such as voluntÉÉr sÉrvicÉ [37]
to sÉlÉct anothÉr supÉrpÉÉr in ordÉr to takÉ ovÉr thÉ load of thÉ failÉd onÉ; or thÉ affÉctÉd
pÉÉrs maó changÉ ovÉr to Éxisting nÉighbour supÉrpÉÉrsK pÉarching opÉrations in Éach tiÉr
of thÉ hiÉrarchó can bÉ similar to onÉ of thÉ nonJhiÉrarchical structurÉd m2m schÉmÉs
mÉntionÉd in prÉvious sÉctionsK
ExamplÉs of hiÉrarchical structurÉd m2m sóstÉms includÉ hÉlips [39], Coral [4M],
BrocadÉ [41], eIEoAp [42], haZaA [43], ÉtcK MorÉ dÉtail about opÉrations of hiÉrarchical
structurÉd m2m sóstÉms can bÉ found in pÉction 2K3 whÉn wÉ discuss localitóJawarÉ m2m
sóstÉmsK
2K2K3 pummaró
ptructurÉd m2m nÉtworks havÉ attractÉd thÉ attÉntion of thÉ rÉsÉarch communitó
bÉcausÉ of thÉir advantagÉs including scalabilitó, sÉlfJorganisation and gÉnÉralitóK ThÉó
havÉ boundÉd guarantÉÉs for rÉsourcÉ discovÉró in which anó Éxisting rÉsourcÉ can bÉ
locatÉd within prÉdÉtÉrminÉd numbÉr of hopsK ThÉsÉ dÉsirablÉ charactÉristics of structurÉd
m2m nÉtworks arÉ rÉalisÉd bó thÉ usÉ of aeT schÉmÉsK ThÉó providÉ a locationJ
indÉpÉndÉnt naming infrastructurÉ for constructing diffÉrÉnt tópÉs of applicationsK In
hiÉrarchical structurÉd m2m sóstÉms, sÉarch quÉriÉs can bÉ procÉssÉd ÉvÉn morÉ ÉfficiÉntló
bÉcausÉ supÉrpÉÉrs act as cÉntralisÉd sÉrvÉrsK ThÉsÉ sóstÉms also Énjoó thÉ advantagÉs of
thÉ dÉcÉntralisÉd topologó, iKÉK rÉsiliÉncÉ, stabilitó, and load balancing bÉcausÉ thÉrÉ arÉ
rÉlativÉló morÉ supÉrpÉÉrs in thÉ sóstÉms to dismiss thÉ potÉntial problÉm of bÉcoming a
singlÉ point of failurÉK
ptructurÉd m2m sóstÉms arÉ considÉrÉd costló for maintÉnancÉ bÉcausÉ of thÉ complÉx
opÉrations of aeTs such as maintaining forwarding tablÉs that should bÉ updatÉd
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whÉnÉvÉr pÉÉr join or lÉavÉK curthÉrmorÉ, supÉrpÉÉrs in hiÉrarchical structurÉd sóstÉms
plaó an important rolÉ in thÉ top of thÉ hiÉrarchó; hÉncÉ, failurÉ of somÉ of thÉm might
havÉ sÉrious impact on thÉ sóstÉms, ÉKgK pkópÉ rÉgistró sÉrvÉrs failurÉ in 2MM7 [44]K
konÉthÉlÉss, structurÉd m2m nÉtworks and thÉir rÉlatÉd protocols, algorithms arÉ still a
vÉró attractivÉ rÉsÉarch topic and arÉ considÉrÉd futurÉ Évolution of m2mK CurrÉnt trÉnds of
rÉsÉarch includÉ thÉ dÉvÉlopmÉnt of flÉxiblÉ sÉarchÉs [4R]; thÉ sÉlÉction of supÉrpÉÉrs so
that it is possiblÉ to maximisÉ thÉ ÉfficiÉncó, to spÉÉd up routing [46]; thÉ corrÉspondÉncÉs
bÉtwÉÉn thÉ ovÉrlaó m2m nÉtworks to thÉ undÉrlóing phósical nÉtwork [47], [48]; thÉ rÉlaó
path divÉrsitó [49], and load balancing [RM]; ÉtcK In thÉ nÉxt sÉction, wÉ ÉlaboratÉ on thÉ
rÉsÉarch trÉnd to ÉnablÉ thÉ localitóJawarÉ capabilitó of structurÉd m2mK All thÉ studiÉd
m2m algorithms in this work arÉ assumÉd to havÉ such functionalitóK
2K3 iocalitóJawarÉ mÉÉrJtoJmÉÉr Algorithms
In most aeT sóstÉms, thÉ basic hash functions for thÉ Im addrÉss choosÉ pÉÉr
idÉntifiÉrs randomló and thÉ nÉighbour rÉlationships arÉ ÉstablishÉd basÉd solÉló on thÉsÉ
pÉÉr idÉntifiÉrsK iocalitó awarÉnÉss is not inhÉrÉnt in thÉ dÉsign of aeTK As a rÉsult,
routing strÉtch of objÉct lookup, iKÉK thÉ ratio of thÉ nÉtwork distancÉ travÉllÉd bó a lookup
quÉró mÉssagÉ and thÉ distancÉ bÉtwÉÉn thÉ rÉquÉsting nodÉ and thÉ nÉarÉst copó of thÉ
targÉt objÉct, can bÉ highK AnothÉr challÉngÉ of aeT random hashing is load balancingK In
a rÉal world corpus, kÉóword frÉquÉncó variÉsK ThÉ distribution tópicalló follows Zipf’s
law [R1], mÉaning that a fÉw kÉówords occur vÉró oftÉn whilÉ manó othÉrs occur rarÉlóK
This problÉm is callÉd a flash crowd or hot spotK ThÉsÉ suggÉst a nÉw rÉsÉarch trÉnd to
associatÉ thÉ capabilitó of sÉlÉcting pÉÉrs in a gÉographicalló informÉd mannÉrK It is callÉd
localitóJawarÉnÉss or nÉtwork proximitó in m2m sóstÉmsK
2K3K1 kÉtwork mroximitó in aistributÉd eash TablÉs
ptructurÉd m2m nÉtworks EiKÉK aeTs) likÉ [6], [7], [28], [29], [3M], [31], [R2] offÉr a
novÉl platform for a variÉtó of scalablÉ and dÉcÉntralisÉd distributÉd applicationsK ThÉsÉ
sóstÉms providÉ ÉfficiÉnt and faultJtolÉrant routing, objÉct location, and load balancing
2M
within a sÉlfJorganising ovÉrlaó nÉtworkK lnÉ important aspÉct of thÉsÉ sóstÉms is how
thÉó Éxploit nÉtwork proximitó in thÉ undÉrlóing IntÉrnÉtK An initial attÉmpt to do so is in
thÉ contÉxt of CAk sóstÉm, which was rÉportÉd bó oatnasamó Ét alK in [31]K This
approach was quitÉ succÉssfulló in rÉducing path latÉnciÉsK This work provÉd thÉ
important rolÉ of thÉ kÉóJspacÉ associatÉd with high dimÉnsionalitóK
oÉfÉrÉncÉ [R3] discussÉs thrÉÉ basic approachÉs suggÉstÉd for Éxploiting localitóJ
awarÉ in aeTs to improvÉ routing pÉrformancÉ, including gÉographic laóout, proximitó
routing and proximitó nÉighbour sÉlÉctionK
2K3K1K1 dÉographic iaóout
In gÉographic laóout approach, thÉ idÉntifiÉrs arÉ assignÉd in a mannÉr that ÉnsurÉs
that pÉÉrs that arÉ closÉ in thÉ nÉtwork topologó arÉ closÉ in thÉ idÉntifiÉr spacÉK In onÉ
implÉmÉntation, pÉÉrs mÉasurÉ thÉ roundJtrip timÉ EoTT) bÉtwÉÉn thÉmsÉlvÉs and a sÉt of
landmark sÉrvÉrs to map thÉ dJdimÉnsional spacÉ onto thÉ phósical nÉtwork, such that
pÉÉrs that arÉ nÉighbours in thÉ dJdimÉnsional spacÉ Eand thÉrÉforÉ in Éach othÉr’s routing
tablÉs) arÉ closÉ in thÉ phósical nÉtworkK This tÉchniquÉ can achiÉvÉ good pÉrformancÉ
but it has thÉ disadvantagÉ that it is not fulló sÉlfJorganising; it rÉquirÉs a sÉt of wÉllJ
known landmark sÉrvÉrsK In addition, it maó causÉ significant imbalancÉs in thÉ
distribution of pÉÉrs that lÉad to hotspotsK
thÉn considÉring thÉ usÉ of this mÉthod in Chord, TapÉstró and mastró, additional
problÉms arisÉK thilst gÉographic laóout providÉs nÉtwork localitó in thÉ routing, it
sacrificÉs thÉ divÉrsitó of nÉighbouring pÉÉrs in thÉ idÉntifiÉr spacÉ, which has
consÉquÉncÉs for failurÉ rÉsiliÉncÉ and availabilitó of rÉplicatÉd kÉóJvaluÉ pairsK Both
Chord and mastró havÉ thÉ propÉrtó that thÉ intÉgritó of thÉir routing fabric is disruptÉd
whÉn an ÉntirÉ lÉaf sÉt or succÉssor sÉt failsK iikÉwisÉ, both protocols rÉplicatÉ kÉóJvaluÉ
pairs on nÉighbouring pÉÉrs in thÉ namÉspacÉ for fault tolÉrancÉK tith a proximitóJbasÉd
idÉntifiÉr assignmÉnt, nÉighbouring pÉÉrs, duÉ to thÉir proximitó, arÉ morÉ likÉló to suffÉr
corrÉlatÉd failurÉs or to conspirÉK
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2K3K1K2 mroximitó oouting
mroximitó routing was first proposÉd in CAk [31]K ThÉ routing tablÉs arÉ built
without taking nÉtwork proximitó into account but thÉ routing algorithm choosÉs a nÉarbó
pÉÉr at Éach hop from among thÉ onÉs in thÉ routing tablÉK Each pÉÉr mÉasurÉs thÉ oTT to
Éach nÉighbour EiKÉK routing tablÉ Éntró) and forwards mÉssagÉs to thÉ nÉighbour with thÉ
maximum ratio of progrÉss in thÉ dJdimÉnsional spacÉ to oTTK As nÉighbours arÉ sprÉad
randomló ovÉr thÉ nÉtwork topologó, thÉ distancÉ to thÉ nÉarÉst nÉighbour is likÉló to bÉ
significantló largÉr than thÉ distancÉ to thÉ nÉarÉst pÉÉr in thÉ ovÉrlaóK Additionalló, this
approach tradÉs off thÉ numbÉr of hops in thÉ path against thÉ nÉtwork distancÉ travÉrsÉd
at Éach hop; it maó incrÉasÉ thÉ numbÉr of hopsK BÉcausÉ of thÉsÉ limitations, thÉ
tÉchniquÉ is lÉss ÉffÉctivÉ than gÉographical laóoutK
mroximitó routing has also bÉÉn usÉd in a vÉrsion of Chord [28]K eÉrÉ, a small numbÉr
of pÉÉrs arÉ maintainÉd in Éach fingÉr tablÉ Éntró rathÉr than onÉ, and a mÉssagÉ is
forwardÉd to thÉ topologicalló closÉst pÉÉr among thosÉ ÉntriÉs whosÉ idÉntifiÉr is closÉr
to but countÉr clockwisÉ from thÉ mÉssagÉ’s kÉóK pincÉ all ÉntriÉs arÉ chosÉn from a
spÉcific rÉgion of thÉ id spacÉ, thÉ ÉxpÉctÉd topological distancÉ to thÉ nÉarÉst among thÉ
ÉntriÉs is likÉló to bÉ much largÉr than thÉ distancÉ of thÉ nÉarÉst pÉÉr in thÉ ovÉrlaóK
curthÉrmorÉ, it appÉars that all thÉsÉ ÉntriÉs nÉÉd to bÉ maintainÉd for this tÉchniquÉ to bÉ
ÉffÉctivÉ bÉcausÉ not all ÉntriÉs can bÉ usÉd for all kÉósK This incrÉasÉs thÉ ovÉrhÉad of
pÉÉr joins and thÉ sizÉ of routing tablÉsK
In conclusion, proximitó routing affords somÉ improvÉmÉnt in routing pÉrformancÉ,
but this improvÉmÉnt is limitÉd bó thÉ fact that a small numbÉr of pÉÉrs samplÉd from
spÉcific portions of thÉ idÉntifiÉr spacÉ arÉ not likÉló to bÉ among thÉ pÉÉrs that arÉ closÉst
in thÉ nÉtwork topologóK
2K3K1K3 mroximitó kÉighbour pÉlÉction
In proximitó nÉighbour sÉlÉction approach, routing tablÉ construction takÉs nÉtwork
proximitó into accountK oouting tablÉ ÉntriÉs arÉ chosÉn to rÉfÉr to pÉÉrs that arÉ nÉarbó in
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thÉ nÉtwork topologó, among all livÉ pÉÉrs with appropriatÉ idÉntifiÉrsK ThÉ distancÉ
travÉllÉd bó mÉssagÉs can bÉ minimisÉd without an incrÉasÉ in thÉ numbÉr of routing
hopsK
TapÉstró and mastró’s localitó propÉrtiÉs dÉrivÉ from mÉchanisms to build routing
tablÉs that takÉ nÉtwork proximitó into accountK ThÉó attÉmpt to minimisÉ thÉ distancÉ,
according to thÉ proximitó mÉtric, to Éach of thÉ pÉÉrs that appÉar in a pÉÉr’s routing tablÉ,
subjÉct to thÉ constraints imposÉd on idÉntifiÉr prÉfixÉsK mastró ÉnsurÉs thÉ following
invariant for Éach pÉÉr’s routing tablÉ:
mroximitó invariant: Each Éntró in a pÉÉr u’s routing tablÉ rÉfÉrs to a pÉÉr that is nÉar
u, according to thÉ proximitó mÉtric, among all livÉ mastró pÉÉrs with thÉ appropriatÉ
idÉntifiÉr prÉfixK
As a rÉsult of thÉ proximitó invariant, a mÉssagÉ is normalló forwardÉd in Éach
routing stÉp to a nÉarbó pÉÉr, according to thÉ proximitó mÉtric, among all pÉÉrs whosÉ
idÉntifiÉr sharÉs a longÉr prÉfix with thÉ kÉóK MorÉovÉr, thÉ ÉxpÉctÉd distancÉ travÉllÉd in
Éach consÉcutivÉ routing stÉp incrÉasÉs ÉxponÉntialló, bÉcausÉ thÉ dÉnsitó of pÉÉrs
dÉcrÉasÉs ÉxponÉntialló with thÉ lÉngth of thÉ prÉfix matchK crom this attributÉ, two
distinct propÉrtiÉs of mastró with rÉspÉct to nÉtwork localitó arÉ dÉrivÉd:
Total distancÉ travÉllÉd: ThÉ ÉxpÉctÉd distancÉ of thÉ last routing stÉp tÉnds to
dominatÉ thÉ total distancÉ travÉllÉd bó a mÉssagÉK As a rÉsult, thÉ avÉragÉ total distancÉ
travÉllÉd bó a mÉssagÉ ÉxcÉÉds thÉ distancÉ bÉtwÉÉn sourcÉ and dÉstination pÉÉr onló bó a
small constant valuÉK
iocal routÉ convÉrgÉncÉ: ThÉ paths of two mastró mÉssagÉs sÉnt from nÉarbó pÉÉrs
with idÉntical kÉós tÉnd to convÉrgÉ at a pÉÉr nÉar thÉ sourcÉ pÉÉrs, in thÉ proximitó
spacÉ, bÉcausÉ in Éach consÉcutivÉ routing stÉp, thÉ mÉssagÉs travÉl ÉxponÉntialló largÉr
distancÉs towards an ÉxponÉntialló shrinking sÉt of pÉÉrsK Thus, thÉ probabilitó of a routÉ
convÉrgÉncÉ incrÉasÉs in Éach stÉp, ÉvÉn in thÉ casÉ whÉrÉ ÉarliÉr EsmallÉr) routing stÉps
havÉ movÉd thÉ mÉssagÉs farthÉr apartK This rÉsult has significancÉ for caching
applications laóÉrÉd on mastróK
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ThÉ routing algorithms in mastró and TapÉstró allow vÉró ÉffÉctivÉ proximitó
nÉighbour sÉlÉction bÉcausÉ thÉrÉ is frÉÉdom to choosÉ nÉarbó routing tablÉ ÉntriÉs from
among a largÉ sÉt of pÉÉrsK This lÉads to vÉró good routÉ localitó propÉrtiÉsK MorÉovÉr, thÉ
join protocol allows mastró to idÉntifó appropriatÉ nÉarbó pÉÉrs bó pÉrforming onló a small
numbÉr of nÉtwork probÉsK
2K3K2 Énuus: a iocalitóJawarÉ m2m póstÉm
In this subJsÉction, wÉ providÉ in morÉ dÉtail about a rÉcÉnt rÉsÉarch in localitóJawarÉ
m2mK
TK iochÉr Ét alK [R4] combinÉ sÉvÉral advantagÉs in thÉir proposal of a localitóJawarÉ
m2m sóstÉm callÉd ÉnuusK ThÉó assumÉ that all pÉÉrs arÉ uniformló distributÉd in a two
dimÉnsional EuclidÉan spacÉ for a simplÉ analósis of sóstÉm propÉrtiÉsK ThÉ localitó
awarÉnÉss critÉrion in Énuus capturÉs thÉ latÉncó of a lookup opÉrationK Énuus schÉmÉ
guarantÉÉs that thÉ distancÉ travÉllÉd bó a packÉt in thÉ nÉtwork is not much largÉr than
thÉ shortÉst distancÉ bÉtwÉÉn thÉ sourcÉ and thÉ dÉstination pÉÉrK
Énuus Émploós a hiÉrarchical hópÉrcubÉ topologóK droups of pÉÉrs that arÉ closÉ to
Éach othÉr according to thÉ chosÉn proximitó mÉtric form thÉ vÉrticÉs of a partial
hópÉrcubÉK tithin such a group EcallÉd cliquÉ as it forms a complÉtÉ graph) all pÉÉrs sharÉ
thÉ samÉ idÉntifiÉr, which is a bit string of a prÉdÉfinÉd lÉngth dK ThÉ lÉngth d of thÉ
idÉntifiÉrs is rÉfÉrrÉd to as thÉ dimÉnsion of thÉ nÉtworkK pincÉ thÉsÉ nodÉs sharÉ thÉ samÉ
idÉntifiÉr, thÉó arÉ also rÉsponsiblÉ for thÉ samÉ fraction of thÉ kÉó spacÉK This has two
intÉrÉsting propÉrtiÉsK cirst, thÉsÉ nodÉs ÉnsurÉ a cÉrtain dÉgrÉÉ of rÉdundancó that is
rÉquirÉd in casÉ data is lost duÉ to thÉ suddÉn dÉparturÉ or failurÉ of a particular nodÉK
pÉcond, consistÉncó among thÉsÉ nodÉs can bÉ achiÉvÉd quickló duÉ to thÉ short distancÉ
bÉtwÉÉn thosÉ nodÉsK In addition to thÉ connÉctions to all othÉr cliquÉ nÉighbours, Éach
pÉÉr has links to pÉÉrs in othÉr cliquÉsK ThÉsÉ additional links ÉnsurÉ thÉ connÉctivitó of
thÉ ÉntirÉ sóstÉmK cigurÉ 2K4 illustratÉs an ÉxamplÉ nÉtwork of ÉnuusK
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cigurÉ 2K4K An ÉxamplÉ nÉtwork consisting of R cliquÉsK kodÉs that arÉ closÉJbó bÉlong to
thÉ samÉ cliquÉ, sharÉ thÉ samÉ Ia, and arÉ rÉsponsiblÉ for thÉ samÉ sÉt of data itÉms [R4]K
In ordÉr to givÉ good localitó propÉrtiÉs, a nÉwló arriving nodÉ must join thÉ closÉst
cliquÉ in thÉ sóstÉm bó contacting an arbitraró bootstrap nodÉK ThÉ contactÉd nodÉ rÉturns
thÉ addrÉss of onÉ nodÉ of Éach cliquÉ in its routing tablÉK ThÉ nÉw nodÉ thÉn contacts all
thosÉ nodÉs and dÉtÉrminÉs thÉ closÉst onÉ, ÉKgK bó sÉnding sÉvÉral ping mÉssagÉs and
waiting for thÉ rÉpliÉsK This procÉdurÉ is similar to thÉ mÉchanism dÉscribÉd in [RR]K
pubsÉquÉntló, a join mÉssagÉ is sÉnt to thÉ closÉst nodÉ which again rÉturns addrÉssÉs of
cliquÉs in its routing tablÉK This stÉp is rÉpÉatÉd in  kl log rounds until thÉ closÉst cliquÉ
has bÉÉn foundK ThÉ contactÉd nodÉ in thÉ closÉ cliquÉ informs all thÉ othÉr nodÉs within
thÉ cliquÉ about thÉ arrival of a nÉw nodÉ and givÉs thÉ nÉw nodÉ all thÉ information it
nÉÉds to bÉcomÉ a fulló intÉgratÉd cliquÉ mÉmbÉrK ThÉ routing tablÉ can bÉ copiÉd from
anó othÉr cliquÉ mÉmbÉr, sincÉ thÉó all sharÉ links to thÉ samÉ cliquÉsK
pincÉ thÉ dÉgrÉÉ of Éach nodÉ should not ÉxcÉÉd  kl log to maintain ÉfficiÉnt
sÉarchÉs, thÉ numbÉr of nodÉs in a cliquÉ has to bÉ limitÉdK lncÉ thÉ numbÉr of nodÉs
rÉachÉs a cÉrtain thrÉshold, thÉ cliquÉ is confrontÉd with a highÉr probabilitó of data lossK
This obsÉrvation ÉnsurÉs that, oncÉ thÉ numbÉr of nodÉs rÉachÉs a cÉrtain lowÉr bound,
2R
thÉ rÉmaining nodÉs in thÉ cliquÉ havÉ to join anothÉr cliquÉ, rÉsulting a mÉrging of thÉ
two cliquÉsK iikÉwisÉ, if thÉ numbÉr of nodÉs rÉachÉs a spÉcific uppÉr bound, this cliquÉ
has to bÉ split into two cliquÉsK eÉncÉ, apart from thÉ standard opÉrations such as “JlIk”
and “illhrm”, two additional quÉriÉs, namÉló “MEodE” and “pmiIT”, arÉ ÉssÉntial in
ÉnuusK
Bó using such hiÉrarchical structurÉ, Énuus also rÉducÉs ovÉrhÉad sincÉ nodÉs joining
and lÉaving a cliquÉ onló triggÉr communication among thÉ nodÉs in thÉ samÉ cliquÉK
ChangÉs in thÉ routing tablÉs arÉ onló nÉcÉssaró if ÉntirÉ cliquÉs appÉar or disappÉar, duÉ
to thÉ arrival or dÉparturÉ of a largÉ numbÉr of nodÉsK This allows Énuus to maintain
nÉtwork stabilitó as thÉ lifÉ timÉ of cliquÉs is much longÉr than thÉ lifÉtimÉ of individual
nodÉsK
2K3K3 pummaró
m2m nÉtworks bÉnÉfit from such topological information to improvÉ thÉ nÉighbour
rÉlationshipK mÉÉrs can gradualló sÉlÉct closÉJbó nÉighbours in thÉ virtual spacÉ to achiÉvÉ
much bÉttÉr rÉsponsÉ timÉs for thÉ lookup opÉrations and rÉducÉ routing strÉtchK It also
hÉlps to givÉ thÉm inhÉrÉntló strong rÉsiliÉncÉ to churnK
This work is concÉrnÉd with distributÉd structurÉd localitóJawarÉ m2m sóstÉms that
arÉ practicalló applicablÉ to providÉ soIm sÉrvicÉK ppÉcificalló, all ordinaró pÉÉrs in thÉ
studiÉd sóstÉms should at lÉast havÉ somÉ local awarÉnÉss about locations and paths to
thÉir sÉts of nÉighbours, as proposÉd in thÉ Eao sóstÉm [8]K This knowlÉdgÉ can bÉ
acquirÉd using lightJwÉight mÉasurÉmÉnts such as ping, tracÉroutÉ, or bó quÉróing thÉir
local supÉrpÉÉrsK pupÉrpÉÉrs, on thÉ othÉr hand, arÉ assumÉd to havÉ full knowlÉdgÉ about
thÉ ovÉrlaó nÉtwork topologó, which should bÉ updatÉd and dissÉminatÉd pÉriodicalló
[R6]K In ChaptÉr R of this work, wÉ follow thÉ nÉtwork modÉl usÉd in Énuus [R4] and dkm
[R7] to rÉprÉsÉnt m2m topologó in 2JdimÉnsional Euclidian spacÉK This simplÉ modÉlling
allows us to studó thÉ m2m path tÉndÉncó, and to sufficiÉntló approximatÉ thÉ divÉrsitó
dÉgrÉÉs of rÉlaó pathsK
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2K4 mÉÉrJtoJmÉÉr soIm póstÉms
ThÉ Évolution of m2m tÉchnologiÉs rÉalisÉs thÉ capabilitó for ÉndJtoJÉnd nop
communication sÉrvicÉs such as voicÉ and vidÉoK m2m sóstÉms inhÉrÉntló havÉ high
scalabilitó bÉcausÉ thÉ capacitó scalÉs with usÉr population; robustnÉss and fault tolÉrancÉ
sincÉ thÉrÉ is no cÉntralisÉd sÉrvÉr and thÉ nÉtwork sÉlfJorganisÉs itsÉlfK soIm sÉrvicÉ can
bÉ providÉd as an application of thÉ m2m nÉtwork whÉrÉ thÉ soIm cliÉnts form a sÉlfJ
organising m2m ovÉrlaó nÉtwork to locatÉ and communicatÉ with othÉrsK
ComparÉd to othÉr m2m applications, thÉ m2m sóstÉms providing this dÉlaó sÉnsitivÉ
sÉrvicÉ havÉ thÉ following fundamÉntal diffÉrÉncÉs [3R]K cirstló, traditional m2m
applications such as filÉ sharing sóstÉms providÉ multiplÉ copiÉs of a popular filÉK
ThÉrÉforÉ, thÉ rÉliabilitó of pÉÉrs is not a problÉmK ln thÉ othÉr hand, in thÉ casÉ of soIm,
wÉ want to talk to thÉ right pÉrson, and not similarló namÉd pÉrsonsK curthÉrmorÉ, usÉr
contact location maó changÉ frÉquÉntló, as opposÉd to rathÉr stablÉ dirÉctoró information
and locations for a rÉtriÉvablÉ filÉK pÉcondló, whÉn initiating a call, thÉ callÉr activÉló
waits for thÉ othÉr sidÉ to ringK ThÉrÉforÉ, m2m soIm sóstÉms arÉ quitÉ sÉnsitivÉ to lookup
latÉncóK ln thÉ othÉr hand, othÉr applications likÉ filÉ sharing and dirÉctoró lookupJbasÉd
sóstÉms can tolÉratÉ high lookup latÉncó, and thÉ actual filÉ download timÉ tÉnds to bÉ
largÉr than thÉ lookup latÉncóK Thirdló, voicÉ traffic consumÉs modÉratÉ nÉtwork
bandwidth, ÉKgK a pkópÉ call tópicalló takÉs onló 3J16 kbps [R8]K A voicÉ rÉlaó pÉÉr,
thÉrÉforÉ, can handlÉ morÉ connÉctions than a filÉ sharing nodÉ doÉsK As a rÉsult, load
balancing and data storagÉ arÉ gÉnÉralló not issuÉs for soIm pÉÉrsK cinalló, filÉ sharing
and dirÉctoró sÉrvicÉs maó suffÉr from flash crowd ÉffÉctsK ln thÉ othÉr hand, call accÉss
pattÉrns arÉ morÉ uniformló distributÉdK ThÉsÉ diffÉrÉncÉs arÉ summarisÉd on TablÉ 2K1K
In thÉ following subJsÉctions, wÉ studó thÉ main pÉrformancÉ factors of thÉ m2m soIm
sóstÉms impacting on our rÉlaó path sÉlÉction algorithms in this dissÉrtationK tÉ thÉn
prÉsÉnt somÉ m2m soIm sóstÉmsK
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TablÉ 2K1K pummaró of diffÉrÉnt fÉaturÉs in m2m applications [3R]K
mropÉrtiÉs/TópÉs cilÉ sharing airÉctoró soIm
Efor usÉr lookup)
aata storagÉ YÉs ko ko
Caching YÉs YÉs ko
aÉlaó sÉnsitivÉ ko ko YÉs
oÉliabilitó eaving multiplÉ indÉpÉndÉnt
copiÉs of data hÉlps
lnló thÉ intÉndÉd
usÉr must bÉ found
2K4K1 soIm mÉrformancÉ maramÉtÉrs
dÉnÉralló, thÉ qualitó of a soIm call is influÉncÉd bó thrÉÉ factors: dÉlaó, loss and
dÉlaó variation Eor jittÉr)K ThÉ IntÉrnational TÉlÉcommunication rnion EITr) has dÉfinÉd
MÉan lpinion pcorÉ EMlp) whish is a subjÉctivÉ qualitó mÉtric to ÉvaluatÉ human fÉÉling
spÉÉch qualitó [R9]K Mlp is givÉn on a scalÉ of 1 EunaccÉptablÉ) to R EÉxcÉllÉnt) as shown
on TablÉ 2K2 bÉlowK
TablÉ 2K2K ThÉ MÉan lpinion pcorÉ for mÉasuring call qualitó
Mlp oating mÉrcÉivÉd nualitó
4JR ExcÉllÉnt Toll qualitó
3J4 dood CÉll phonÉ qualitó
< 3 cair rnaccÉptablÉ
< 2 Bad rnintÉlligiblÉ
ThÉ ITr has also ÉstablishÉd a mÉthod for Éstimating soIm call qualitó from thÉ
mÉasurÉd nÉtwork pÉrformancÉs callÉd EJModÉl [6M]K It is computÉd using thÉ nonlinÉar
function as shown in E2K1), whÉrÉ o is rÉfÉrrÉd to as thÉ oJfactorK
)1MM)E6ME1M7M3RKM1 6 ooooMlp   E2K1)
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oJfactor is dÉfinÉd as a combination of diffÉrÉnt aspÉcts of voicÉ qualitó impairmÉnts:
AIIIoo dÉs  M E2K2)
whÉrÉ oM groups thÉ ÉffÉcts of various noisÉs; Is includÉs thÉ ÉffÉct of othÉr impairmÉnts
that occur simultanÉousló with thÉ voicÉ signal; IÉ covÉrs thÉ impairmÉnt causÉd bó
diffÉrÉnt tópÉs of lossÉs; Id rÉprÉsÉnts thÉ impairmÉnt causÉd bó dÉlaós; and, A
compÉnsatÉs for thÉ abovÉ impairmÉnts undÉr various usÉr conditionsK
In practicÉ, rÉcÉivÉrs’ buffÉrs in manó soIm sóstÉms arÉ usÉd to smooth out thÉ jittÉr
incurrÉd in transmission ÉnvironmÉntsK rsing ITr dÉfault valuÉs, E2K2) can bÉ rÉducÉd to
dÉ IIo  2K94 K E2K3)
ThÉrÉforÉ, both dÉlaó and loss arÉ two factors that nÉÉd to bÉ considÉrÉd whÉn
dÉsigning a soIm nÉtworkK
oÉcall from bÉgin of this sÉction that thÉ fundamÉntal diffÉrÉncÉs bÉtwÉÉn soIm rÉlaó
paths and paths for othÉr m2m applications arÉ that soIm paths arÉ sÉnsitivÉ to latÉncó and
loss, as wÉll as modÉratÉ consumption of nÉtwork bandwidthK In this work, hÉncÉ, wÉ do
not considÉr nÉtwork load as a significant factorK InstÉad, wÉ considÉr thÉ dÉgrÉÉ of path
divÉrsitó rÉprÉsÉntÉd bó thÉ numbÉr of ovÉrlap hops bÉtwÉÉn dÉfault path and altÉrnatÉ
rÉlaó pathK divÉn thÉ rich intÉrJconnÉctivitó of thÉ largÉJscalÉ m2m nÉtworks, incrÉasing
thÉ dÉgrÉÉ of divÉrgÉncÉ is considÉrÉd to improvÉ ÉndJtoJÉnd pÉrformancÉ bÉcausÉ distant
rÉlaó paths arÉ unlikÉló to ÉxpÉriÉncÉ link dÉgradation or failurÉ at thÉ samÉ timÉK
oÉfÉrÉncÉ [8] has validatÉd thÉ pÉrformancÉ improvÉmÉnt whÉn thÉir proposÉd algorithm,
Eao, utilisÉs such disjointnÉssK curthÉrmorÉ, bó maximising rÉlaó path divÉrsitó, our
ovÉrall multiJobjÉctivÉ optimisation problÉm EcfK ChaptÉr R) can also hÉlp improving load
balancing bÉcausÉ load is distributÉd among disjoint links and dispÉrsÉd to a morÉ
dÉcÉntralisÉd sÉt of rÉlaó pÉÉrsK
oÉfÉrÉncÉ [8] also obsÉrvÉd that paths with high dÉlaó avoidancÉ pÉrcÉntagÉ arÉ also
likÉló to havÉ high loss avoidancÉ pÉrcÉntagÉ, and vicÉ vÉrsaK lnÉ of thÉ main rÉasons
might bÉ thÉ fact that paths arÉ ÉxpÉriÉncing long dÉlaó if thÉó arÉ part of a congÉstÉd part
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of thÉ nÉtwork, which also causÉs morÉ lossÉsK tÉ accÉpt this obsÉrvation in our studó to
furthÉr rÉducÉ thÉ complÉxitóK ppÉcificalló, wÉ usÉ dÉlaó as thÉ sÉcond pÉrformancÉ
mÉtric whÉn comparing diffÉrÉnt rÉlaó path sÉlÉction schÉmÉsK
2K4K2 pkópÉ
2K4K2K1 pkópÉ póstÉm lvÉrviÉw
pkópÉ is a m2m soIm cliÉnt dÉvÉlopÉd from haZaA [43] that allows its usÉrs to placÉ
voicÉ calls and sÉnd tÉxt mÉssagÉs to othÉr usÉrs of pkópÉ cliÉntsK In ÉssÉncÉ, it is vÉró
similar to thÉ Mpk and Yahoo IM applications, as it has capabilitiÉs for voicÉ calls,
instant mÉssaging, audio confÉrÉncing, and buddó listsK eowÉvÉr, thÉ undÉrlóing protocols
and tÉchniquÉs it Émploós arÉ quitÉ diffÉrÉntK pkópÉ is not an opÉn protocolK All control
mÉssagÉs and voicÉ traffic arÉ ÉncróptÉdK konÉthÉlÉss, its succÉssful dÉploómÉnt has
attractÉd much rÉsÉarch workK lnÉ of thÉ initial studiÉs is thÉ pkópÉ sóstÉm analósis
publishÉd bó pAK BasÉt and eK pchulzrinnÉ in [R8]K tÉ providÉ an ovÉrviÉw of thÉ pkópÉ
sóstÉm basÉd on this work with a focus on thÉ sÉarch functionalitó of pkópÉK
ThÉrÉ arÉ two tópÉs of nodÉs in this ovÉrlaó nÉtwork, ordinaró hosts and supÉrnodÉsK
An ordinaró host is a pkópÉ application that can bÉ usÉd to placÉ voicÉ calls and sÉnd tÉxt
mÉssagÉsK A supÉrnodÉ is an ordinaró host’s ÉndJpoint on thÉ pkópÉ nÉtworkK Anó nodÉ
with a public Im addrÉss having sufficiÉnt Cmr, mÉmoró, and nÉtwork bandwidth is a
candidatÉ to bÉcomÉ a supÉrnodÉK An ordinaró host must connÉct to a supÉrnodÉ and must
rÉgistÉr itsÉlf with thÉ pkópÉ login sÉrvÉr for a succÉssful loginK Although not a pkópÉ
nodÉ itsÉlf, thÉ pkópÉ login sÉrvÉr is an important Éntitó in thÉ pkópÉ nÉtworkK rsÉr namÉs
and passwords arÉ storÉd at thÉ login sÉrvÉrK rsÉr authÉntication at login is also donÉ at
this sÉrvÉrK This sÉrvÉr also ÉnsurÉs that pkópÉ login namÉs arÉ uniquÉ across thÉ pkópÉ
namÉ spacÉK cigurÉ 2KR illustratÉs thÉ rÉlationship bÉtwÉÉn ordinaró hosts, supÉr nodÉs and
login sÉrvÉrK
3M
Apart from thÉ login sÉrvÉr, thÉrÉ is no cÉntral sÉrvÉr in thÉ pkópÉ nÉtworkK lnlinÉ
and offlinÉ usÉr information is storÉd and propagatÉd in a dÉcÉntralisÉd fashion and so arÉ
thÉ usÉr sÉarch quÉriÉsK
cigurÉ 2KRK pkópÉ nÉtworkK ThÉrÉ arÉ thrÉÉ main ÉntitiÉs: supÉrnodÉs, ordinaró hosts, and
thÉ login sÉrvÉr [R8]K
kÉtwork AddrÉss Translation EkAT) and firÉwall travÉrsal arÉ important pkópÉ
functionsK Each pkópÉ nodÉ usÉs a variant of thÉ pTrk [61] protocol to dÉtÉrminÉ thÉ
tópÉ of kAT and firÉwall it is bÉhind, in dÉcÉntralisÉd mannÉrK Each pkópÉ cliÉnt builds
and rÉfrÉshÉs a tablÉ of rÉachablÉ nodÉsK In pkópÉ, this tablÉ is callÉd host cachÉ and it
contains Im addrÉss and port numbÉr of supÉrnodÉsK This host cachÉ is storÉd in thÉ
opÉrating sóstÉm’s rÉgistró for Éach pkópÉ nodÉK
lrdinaró host
pupÉrnodÉ
kÉighbour rÉlationships in thÉ
pkópÉ nÉtwork
MÉssagÉ ÉxchangÉ
with thÉ login sÉrvÉr
during login
pkópÉ login
sÉrvÉr
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pkópÉ claims to havÉ implÉmÉntÉd a “third gÉnÉration of m2m”, iKÉK Émploóing thÉ
dlobal IndÉx EdI) tÉchnologó [62]K ThÉ global indÉxing stratÉgó is an advancÉd aeTJ
basÉd kÉóword sÉarching schÉmÉK oÉcall that kÉóword sÉarching is not dirÉctló supportÉd
bó thÉ aeTsK eÉncÉ, thÉ global indÉxing schÉmÉ has to maintain in Éach nodÉ thÉ invÉrtÉd
lists of somÉ kÉówords, and to assign Éach undividÉd kÉóword to a uniquÉ nodÉ in thÉ
sóstÉm bó hashing to a uniquÉ kÉó of aeT laóÉrK An invÉrtÉd list for a kÉóword contains
all thÉ idÉntifiÉrs of objÉcts in which thÉ kÉóword appÉarsK To answÉr a quÉró consisting
of multiplÉ kÉówords, thÉ quÉró is sÉnt to pÉÉrs rÉsponsiblÉ for thosÉ kÉówordsK ThÉir
invÉrtÉd lists arÉ transmittÉd ovÉr thÉ nÉtwork and intÉrsÉctÉd to gÉt a list of objÉcts that
contain thÉ kÉówords [14]K To rÉducÉ bandwidth consumption and lookup latÉncó, caching
is normalló implÉmÉntÉd mÉaning that pkópÉ cliÉnts cachÉ thÉ usÉr information sÉnt to
thÉm from somÉ quÉriÉs to avoid rÉcÉiving thÉm again for futurÉ quÉriÉsK
2K4K2K2 pkópÉ cunctions
pkópÉ functions can bÉ classifiÉd into startJup, login, usÉr sÉarch, call ÉstablishmÉnt
and tÉar downK
ptartJup
thÉn pkópÉ cliÉnt was run for thÉ first timÉ aftÉr installation, it sÉnds a eópÉrtÉxt
TransfÉr mrotocol EeTTm) 1K1 dET rÉquÉst to thÉ pkópÉ sÉrvÉr EiKÉK skópÉKcom)K auring
subsÉquÉnt startJups, a pkópÉ cliÉnt onló sÉnds a eTTm 1K1 dET rÉquÉst to thÉ pkópÉ
sÉrvÉr EskópÉKcom) to dÉtÉrminÉ if a nÉw vÉrsion is availablÉK
iogin
iogin is pÉrhaps thÉ most critical function to thÉ pkópÉ opÉrationK It is during this
procÉss a pkópÉ cliÉnt authÉnticatÉs its usÉr namÉ and password with thÉ login sÉrvÉr,
advÉrtisÉs its prÉsÉncÉ to othÉr pÉÉrs and its buddiÉs, dÉtÉrminÉs thÉ tópÉ of kAT and
firÉwall it is bÉhind, and discovÉrs onlinÉ pkópÉ nodÉs with public Im addrÉssÉsK ThÉsÉ
nÉwló discovÉrÉd nodÉs arÉ usÉd to maintain connÉction with thÉ pkópÉ nÉtwork should
thÉ supÉrnodÉ to which pkópÉ cliÉnt is connÉctÉd bÉcomÉ unavailablÉK
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In login procÉss, pkópÉ cliÉnt must Éstablish a Transmission Control mrotocol ETCm)
connÉction with a supÉrnodÉ in ordÉr to connÉct to thÉ pkópÉ nÉtworkK If it cannot connÉct
to a supÉr nodÉ, it will rÉport a login failurÉK AftÉr a pkópÉ cliÉnt is connÉctÉd to a
supÉrnodÉ, thÉ pkópÉ cliÉnt must authÉnticatÉ thÉ usÉr namÉ and password with thÉ pkópÉ
login sÉrvÉrK ThÉ login sÉrvÉr is thÉ onló cÉntral componÉnt in thÉ pkópÉ nÉtworkK It storÉs
pkópÉ usÉr namÉs and passwords and ÉnsurÉs that pkópÉ usÉr namÉs arÉ uniquÉ across thÉ
pkópÉ namÉ spacÉK pkópÉ cliÉnt must authÉnticatÉ itsÉlf with login sÉrvÉr for a succÉssful
loginK AftÉr logging in for thÉ first timÉ aftÉr installation, host cachÉ is initialisÉd with
sÉvÉn Im addrÉss and port pairsK rpon first login, host cachÉ is usualló initialisÉd with
thÉsÉ sÉvÉn Im addrÉss and port pairsK Thus, thÉó arÉ callÉd bootstrap supÉrnodÉsK In thÉ
casÉ whÉrÉ host cachÉ is initialisÉd with morÉ than sÉvÉn Im addrÉssÉs and port pairs, it
alwaós contains thosÉ sÉvÉn bootstrap supÉrnodÉsK It is with onÉ of thÉsÉ Im addrÉss and
port ÉntriÉs a pkópÉ cliÉnt ÉstablishÉs a TCm connÉction whÉn a usÉr usÉs that pkópÉ cliÉnt
to log onto thÉ pkópÉ nÉtwork for thÉ first timÉ aftÉr installationK cor thÉ first timÉ login, A
pkópÉ cliÉnt maintains a TCm connÉction with at lÉast onÉ bootstrap nodÉ to acquirÉ thÉ
addrÉss of thÉ login sÉrvÉrK pkópÉ cliÉnt thÉn ÉstablishÉs a TCm connÉction with thÉ login
sÉrvÉr, ÉxchangÉs authÉntication information with it through a challÉngÉJrÉsponsÉ
mÉchanismK
pkópÉ is a m2m cliÉnt and m2m nÉtworks arÉ vÉró dónamicK pkópÉ cliÉnt, thÉrÉforÉ,
must kÉÉp track of onlinÉ nodÉs in thÉ pkópÉ nÉtwork so that it can connÉct to onÉ of thÉm
if its supÉrnodÉ bÉcomÉs unavailablÉK  Thus, at thÉ Énd of thÉ login procÉss, pkópÉ cliÉnt
triÉs to contact with about 2M distinct nodÉs to advÉrtisÉ its arrival on thÉ nÉtwork and to
build an altÉrnatÉ nodÉ tablÉ of onlinÉ nodÉsK ThÉ subsÉquÉnt login procÉss is quitÉ similar
to thÉ firstJtimÉ login procÉssK ThÉ pkópÉ cliÉnt builds a host cachÉ aftÉr a usÉr has loggÉd
in for thÉ first timÉ aftÉr installationK ThÉ host cachÉ gÉts pÉriodicalló updatÉd with thÉ Im
addrÉss and port numbÉr of nÉw pÉÉrsK auring subsÉquÉnt logins, pkópÉ cliÉnt usÉs thÉ
login algorithm to dÉtÉrminÉ at lÉast onÉ availablÉ pÉÉr out of thÉ nodÉs prÉsÉnt in thÉ host
cachÉK It thÉn ÉstablishÉs a TCm connÉction with that nodÉK
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rsÉr pÉarch
pkópÉ usÉs its dI tÉchnologó to sÉarch for a usÉrK pkópÉ claims that sÉarch is
distributÉd and is guarantÉÉd to find a usÉr if it Éxists and has loggÉd in during thÉ last 72
hoursK ExtÉnsivÉ tÉsting in [R8] confirms that thÉ dI guarantÉÉs pkópÉ cliÉnts to find,
within 3J4 sÉconds, a usÉr who has loggÉd in thÉ pkópÉ nÉtwork in thÉ last 72 hoursK
eowÉvÉr, thÉ undÉrlóing sÉarch tÉchniquÉ that pkópÉ usÉs for usÉr sÉarch is still not clÉarK
oÉfÉrÉncÉ [R8] suggÉsts that it usÉs a combination of hashing and pÉriodic controllÉd
flooding to gain information about onlinÉ pkópÉ usÉrsK
Call EstablishmÉnt and TÉardown
cor usÉrs that arÉ not prÉsÉnt in thÉ buddó list, call placÉmÉnt is Équal to usÉr sÉarch
plus call signallingK If both usÉrs arÉ on public Im addrÉssÉs, onlinÉ and arÉ in thÉ buddó
list of Éach othÉr, thÉn upon prÉssing thÉ call button, thÉ callÉr host cachÉ ÉstablishÉs a
TCm connÉction with thÉ callÉÉ host cachÉK pignalling information is ÉxchangÉd ovÉr TCmK
In thÉ casÉ whÉrÉ thÉ callÉr is bÉhind portJrÉstrictÉd kAT and callÉÉ is on public Im
addrÉss, signalling and mÉdia traffic do not flow dirÉctló bÉtwÉÉn callÉr and callÉÉK
InstÉad, thÉ callÉr sÉnds signalling information ovÉr TCm to an onlinÉ pkópÉ nodÉ which
forwards it to callÉÉ ovÉr TCmK This onlinÉ nodÉ also routÉs voicÉ packÉts from callÉr to
callÉÉ ovÉr ram and vicÉ vÉrsaK
If both usÉrs arÉ bÉhind port rÉstrictÉd kAT and ramJrÉstrictÉd firÉwall, both callÉr
and callÉÉ host cachÉ ÉxchangÉ signalling information ovÉr TCm with anothÉr onlinÉ
pkópÉ nodÉK
ThÉrÉ arÉ manó advantagÉs of having a nodÉ routÉ thÉ voicÉ packÉts from callÉr to
callÉÉ and vicÉ vÉrsaK cirst, it providÉs a mÉchanism for usÉrs bÉhind kAT and firÉwall to
talk to Éach othÉrK pÉcond, if usÉrs bÉhind kAT or firÉwall want to participatÉ in a
confÉrÉncÉ, and somÉ usÉrs on public Im addrÉss also want to join thÉ confÉrÉncÉ, this
nodÉ sÉrvÉs as a mixÉr and broadcasts thÉ confÉrÉncing traffic to thÉ participantsK ThÉ
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nÉgativÉ sidÉ is that thÉrÉ will bÉ a lot of traffic flowing across this nodÉK Also, usÉrs
gÉnÉralló do not want that arbitraró traffic should flow across thÉir machinÉsK
auring call tÉarJdown, signalling information is ÉxchangÉd ovÉr TCm bÉtwÉÉn callÉr
and callÉÉ if thÉó arÉ both on public Im addrÉssÉs, or bÉtwÉÉn callÉr, callÉÉ and thÉir
rÉspÉctivÉ host cachÉsK
2K4K2K3 pkópÉ oÉlatÉd oÉsÉarch
pK AK BasÉt and eK pchulzrinnÉ [R8] also analósÉ sÉvÉral othÉr kÉó functions of pkópÉ,
including kAT/firÉwall travÉrsal and supÉrnodÉ rÉlaóK collowing this work, duha Ét alK in
[63] providÉ ÉxpÉrimÉntal data about pkópÉ sóstÉm that is usÉful for futurÉ dÉsign of m2m
soIm sóstÉms, including thÉ population of onlinÉ pkópÉ cliÉnts, thÉ numbÉr of supÉrnodÉs,
and thÉir traffic charactÉristicsK YK Yu Ét alK in [64] studó thÉ pkópÉ sóstÉm in ordÉr to
idÉntifó m2m traffic and carró out mÉasurÉs on thÉ pkópÉ ovÉrlaó nÉtwork with a spÉcial
adJhoc toolK pimilarló, hK puh Ét alK in [6R] tró to dÉtÉct and charactÉrisÉ thÉ pkópÉ rÉlaó
traffic through mÉtricsK
In [RM], dK CaizzonÉ Ét alK analósÉ thÉ scalabilitó aspÉct of pkópÉ nÉtworkK It is
pointÉd out that capacitó of links is not critical for pkópÉ sóstÉm scalabilitóK eowÉvÉr, it is
an issuÉ with thÉ ratio of numbÉr of pkópÉ usÉrs to thÉ numbÉr of supÉrnodÉsK ThÉ
supÉrnodÉs drivÉ thÉ maximum sizÉ that thÉ pkópÉ nÉtwork can rÉachK
ThÉ mÉasurÉmÉnt and ÉxpÉrimÉnt basÉd studiÉs [R6], [66] havÉ dÉmonstratÉd that thÉ
pkópÉ sóstÉm usÉs a subJoptimal rÉlaó path sÉlÉction mÉchanism with largÉ numbÉr of
unnÉcÉssaró probÉs, rÉsulting in hÉavó nÉtwork trafficK oÉfÉrÉncÉ [R6] also suggÉsts
through two scÉnarios that ovÉrlaó routing paths can bÉ fastÉr Eor shortÉr) than thÉ dirÉct
Im routing pathsK
2K4K3 m2m pIm TÉlÉphonó
pkópÉ protocol is propriÉtaró and closÉdK AnothÉr approach for m2m soIm
implÉmÉntation is basÉd on pÉssion Initiation mrotocol EpIm) [67], [68]K pIm is a control
protocol originalló usÉd in IntÉrnÉt EnginÉÉring Task corcÉ EIETc) IntÉrnÉt tÉlÉphonó
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cliÉntJsÉrvÉr architÉcturÉK Its job is to sÉt up, modifó, and tÉar down sÉssions bÉtwÉÉn
sÉssion usÉrsK ThÉ main functions of pIm arÉ to act as a signalling protocol, and to dÉfinÉ
thÉ tópÉ of sÉssion for which it is signallingK It can also support sÉssions via multicast or
singlÉ unicast, a mÉsh of unicast sÉssions, or a combination of thÉsÉ choicÉsK cour major
functions that pIm supports arÉ:
 aÉtÉrmination a usÉr location;
 aÉtÉrmination of mÉdia for thÉ sÉssion;
 aÉtÉrmination of willingnÉss of a usÉr to participatÉ;
 Call ÉstablishmÉnt, call transfÉr, and tÉrminationK
lnÉ of thÉ most important architÉctural fÉaturÉs of pIm is that it rÉliÉs on cliÉntJsÉrvÉr
modÉlK ThÉ majoritó of thÉ sóstÉm cost of this modÉl is in maintÉnancÉ and configuration,
tópicalló bó a dÉdicatÉd sóstÉm administrator in thÉ domainK It also mÉans that quickló
sÉtting up thÉ sóstÉm in a small ÉnvironmÉnt EÉKgK, for ÉmÉrgÉncó communications or at a
confÉrÉncÉ) is not ÉasóK m2m IntÉrnÉt tÉlÉphonó using pIm [69], [7M], [71], [72], [73] has
bÉÉn proposÉd to avoid thÉ maintÉnancÉ and configuration cost of thÉ cliÉntJsÉrvÉr
architÉcturÉ in pIm, and to prÉvÉnt catastrophic failurÉs of sÉrvÉr basÉd sóstÉmsK ThÉ IETc
is conducting a working group EiKÉK m2mpIm) that dÉvÉlops standardsJtrack spÉcifications
for m2m pImK This Éffort is basÉd on thÉ usÉ of oEsourcÉ ilcation And aiscovÉró
EoEilAa) BasÉ mrotocol [74], a m2m signalling protocolK ThÉ m2m signalling protocol
providÉs thÉ nÉtwork nodÉs that form an ovÉrlaó nÉtwork with abstract storagÉ,
mÉssaging, and sÉcuritó sÉrvicÉsK
In this subJsÉction, wÉ providÉ a briÉf introduction to m2m pIm TÉlÉphonó
architÉcturÉs of thÉ studó [3R], focusing on thÉ diffÉrÉnt m2m pIm architÉctural
implÉmÉntationsK
ThÉrÉ arÉ two approachÉs for combining pIm and m2m: rÉplacÉ thÉ pIm location
sÉrvicÉ bó a m2m protocol EpImJusingJm2m) [69], [72], and additionalló, implÉmÉnt thÉ m2m
protocol itsÉlf using pIm mÉssaging Em2mJovÉrJpIm)K In thÉ first casÉ, m2m is usÉd onló for
lookups and updatÉs of pIm usÉr’s Im addrÉssÉsK A scalablÉ and global m2m location sÉrvicÉ
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automaticalló makÉs thÉ pIm lookups scalablÉK In thÉ sÉcond casÉ, thÉ m2m maintÉnancÉ
protocol can furthÉr Éxhibit two modÉs: E1) tunnÉl thÉ m2m protocol mÉssagÉs in pIm, ÉKgK,
as a mÉssagÉ bodó or hÉadÉrs, or E2) rÉusÉ thÉ sÉmantics of somÉ of thÉ pIm mÉssagÉs and
hÉadÉrs to convÉó proximitó and location informationK
ThÉsÉ arÉ fundamÉntalló similar bÉtwÉÉn thÉ two approachÉs bÉcausÉ thÉrÉ is a clÉar
sÉparation bÉtwÉÉn thÉ aeT laóÉr and thÉ pIm laóÉr as shown in cigurÉ 2K6K ThÉ
diffÉrÉncÉ is that in m2mJovÉrJpIm, thÉ m2m maintÉnancÉ protocol is also implÉmÉntÉd
using pImK collowings arÉ thÉ comparisons of thÉ two architÉcturÉsK
In thÉ pImJusingJm2m architÉcturÉ, thÉ sóstÉm can usÉ thÉ optimisations and
ÉnhancÉmÉnts donÉ in thÉ ÉxtÉrnal aeTK cor ÉxamplÉ, thÉ mÉssagÉ ovÉrhÉad can bÉ
rÉducÉd for thÉ aeT maintÉnancÉK eowÉvÉr, thÉ algorithmic ovÉrhÉad of numbÉr of
mÉssagÉs rÉmains thÉ samÉ and dÉpÉnds on thÉ particular aeT EÉKgK, Chord) in usÉK
pomÉ pIm spÉcific timÉrs EÉKgK, rÉtransmission timÉout) maó not bÉ accÉptablÉ for
somÉ aeTJbasÉd applications, ÉspÉcialló if thÉ timÉrs translatÉ to long aeT lookup and
updatÉ latÉncóK
cigurÉ 2K6K aiffÉrÉncÉ bÉtwÉÉn pImJusingJm2m and m2mJovÉrJpIm architÉcturÉs [3R]
In thÉ pImJusingJm2m architÉcturÉ, thÉ nodÉ nÉÉds to implÉmÉnt thÉ particular aeT
connÉctorK If multiplÉ aeTs can bÉ usÉd thÉn such implÉmÉntations nÉÉd to potÉntialló
implÉmÉnt all such aeT connÉctorsK
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Todaó, thÉrÉ arÉ multiplÉ m2m protocols that do not intÉropÉratÉ and arÉ not mÉant to
intÉropÉratÉ EÉKgK, hadÉmlia, Chord, lpÉnaeT [7R])K MorÉovÉr, thÉrÉ is no singlÉ
protocol or mÉchanism to talk to anó aeTK Thus, thÉ m2mJovÉrJpIm architÉcturÉ givÉs us
an opportunitó to build such an intÉrfacÉ using pImK
rsing pIm to build thÉ aeT allows us to rÉusÉ thÉ Éxisting naming, routing, and
sÉcuritó issuÉs from pImK MorÉovÉr, thÉ kAT and firÉwall travÉrsal mÉchanisms in pIm
can also bÉ usÉd to allow a nodÉ bÉhind a kAT to bÉcomÉ a supÉrJnodÉK pÉcondló, pIm
fÉaturÉs such as rÉdirÉct and proxó modÉs arÉ rÉadiló rÉusablÉ in a aeT’s itÉrativÉ and
rÉcursivÉ modÉsK MorÉovÉr, wÉ can transparÉntló rÉusÉ thÉ Éxisting pImJbasÉd componÉnts
such as voicÉmail and confÉrÉncing sÉrvÉrs without having thÉm to undÉrstand thÉ aeT
protocol to updatÉ thÉ aeT indicating that thÉó providÉ thÉ sÉrvicÉK
2K4K4 pummaró
soIm has bÉÉn an activÉ arÉa of rÉsÉarch and dÉvÉlopmÉnt in thÉ past dÉcadÉs, with a
numbÉr of companiÉs providing mÉrsonal computÉr EmC)JtoJmC and mCJtoJphonÉ callsK
ThÉir objÉctivÉ is mainló to providÉ lowJcost call sÉrvicÉ to mublic pÉrvicÉ TÉlÉphonÉ
kÉtwork EmpTk) from thÉ public IntÉrnÉtK soIm sóstÉm architÉcturÉ can bÉ ÉithÉr cliÉntJ
sÉrvÉr or m2mK m2m soIm has thÉ bÉnÉfit of avoiding high maintÉnancÉ and configuration
cost of thÉ cliÉntJsÉrvÉr architÉcturÉ, and prÉvÉnting thÉ singlÉ point of failurÉs problÉm in
sÉrvÉr basÉd sóstÉmsK
In this sÉction, wÉ discuss on thÉ important pÉrformancÉ paramÉtÉrs of m2m soIm
sóstÉmsK tÉ thÉn prÉsÉnt two architÉcturÉs of wÉllJknown m2m soIm sóstÉms, including
pkópÉ and m2m pIm nÉtworksK ThÉ rÉmarkablÉ impact of pkópÉ sóstÉm, and consÉquÉntló,
thÉ intÉnsÉ rÉsÉarch Éffort in thÉ fiÉld of m2m soIm havÉ motivatÉd us in this workK
2KR oÉlaó math pÉlÉction
In this sÉction, wÉ introducÉ sÉvÉral rÉlaó path sÉlÉction schÉmÉs that influÉncÉ our
rÉsÉarch work, including thÉ oÉsiliÉnt lvÉrlaó kÉtwork Eolk) [76], aÉtour [77], math
38
aivÉrsitó with corward Error CorrÉction póstÉm Emac) [78], ApJawarÉ mÉÉr rÉlaó
mrotocol EApAm) [R6], and Earló aivÉrgÉncÉ oulÉ EEao) [8], [9]K
2KRK1 oÉsiliÉnt lvÉrlaó kÉtwork
olk [76] is an architÉcturÉ that allows distributÉd IntÉrnÉt applications to dÉtÉct and
rÉcovÉr from path outagÉs and pÉriods of dÉgradÉd pÉrformancÉ within sÉvÉral sÉconds,
improving ovÉr todaó’s Bdm routing protocol that takÉ at lÉast sÉvÉral minutÉs to rÉcovÉrK
A olk is an applicationJlaóÉr ovÉrlaó on top of thÉ Éxisting IntÉrnÉt routing substratÉK
ThÉ olk nodÉs monitor thÉ functioning and qualitó of thÉ IntÉrnÉt paths among
thÉmsÉlvÉs, and usÉ this information to dÉcidÉ whÉthÉr to routÉ packÉts dirÉctló ovÉr thÉ
IntÉrnÉt or bó waó of rÉlaóing via othÉr olk nodÉs, optimising applicationJspÉcific
routing mÉtricsK olk's routing mÉchanism was ablÉ to dÉtÉct, rÉcovÉr, and routÉ around
all of thÉm, in lÉss than twÉntó sÉconds on avÉragÉ, showing that its mÉthods for fault
dÉtÉction and rÉcovÉró work wÉll at discovÉring altÉrnatÉ paths in thÉ IntÉrnÉtK
curthÉrmorÉ, olk was ablÉ to improvÉ thÉ loss ratÉ, latÉncó, or throughput pÉrcÉivÉd bó
data transfÉrsK
olk nodÉs ÉxchangÉ information about thÉ qualitó of thÉ paths among thÉmsÉlvÉs
via a routing protocol and build forwarding tablÉs basÉd on a variÉtó of path mÉtrics,
including latÉncó, packÉt loss ratÉ, and availablÉ throughputK Each olk nodÉ obtains thÉ
path mÉtrics using a combination of activÉ probing ÉxpÉrimÉnts and passivÉ obsÉrvations
of onJgoing data transfÉrsK Each olk is Éxplicitló dÉsignÉd to bÉ limitÉd in sizÉ J bÉtwÉÉn
two and fiftó nodÉs J to facilitatÉ aggrÉssivÉ path maintÉnancÉ via probing without
ÉxcÉssivÉ bandwidth ovÉrhÉadK This allows olk to rÉcovÉr from problÉms in thÉ
undÉrlóing IntÉrnÉt in sÉvÉral sÉconds rathÉr than sÉvÉral minutÉsK
ThÉ sÉcond goal of olk is to intÉgratÉ routing and path sÉlÉction with distributÉd
applications morÉ tightló than is traditionalló donÉK This intÉgration includÉs thÉ abilitó to
consult applicationJ spÉcific mÉtrics in sÉlÉcting paths, and thÉ abilitó to incorporatÉ
applicationJspÉcific notions of what nÉtwork conditions constitutÉ a "faultK"
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ThÉ third goal of olk is to providÉ a framÉwork for thÉ implÉmÉntation of
ÉxprÉssivÉ routing policiÉs, which govÉrn thÉ choicÉ of paths in thÉ nÉtworkK cor ÉxamplÉ,
olk facilitatÉs classifóing packÉts into catÉgoriÉs that could implÉmÉnt notions of
accÉptablÉ usÉ, or ÉnforcÉ forwarding ratÉ controlsK
math Evaluation and math pÉlÉction in olk
olk routÉrs nÉÉd an algorithm to dÉtÉrminÉ if a path is still alivÉ, and a sÉt of
algorithms with which to ÉvaluatÉ potÉntial pathsK ThÉ rÉsponsibilitó of thÉsÉ mÉtric
Évaluators is to providÉ a numbÉr quantifóing how "good" a path is according to that
mÉtricK ThÉsÉ numbÉrs arÉ rÉlativÉ, and arÉ onló comparÉd to othÉr numbÉrs from thÉ
samÉ ÉvaluatorK ThÉ two important aspÉcts of path Évaluation arÉ thÉ mÉchanism bó which
thÉ data for two links arÉ combinÉd into a singlÉ path, and thÉ formula usÉd to ÉvaluatÉ thÉ
pathK
EvÉró olk routÉr implÉmÉnts outagÉ dÉtÉction, which it usÉs to dÉtÉrminÉ if thÉ
virtual link bÉtwÉÉn it and anothÉr nodÉ is still working bó using an activÉ probing
mÉchanismK ln dÉtÉcting thÉ loss of a probÉ, thÉ normal lowJfrÉquÉncó probing is rÉJ
placÉd bó a sÉquÉncÉ of consÉcutivÉ probÉs, sÉnt in rÉlativÉló quick succÉssion spacÉd bó
molBE_TIMElrT sÉcondsK If lrTAdE_TeoEpe probÉs in a row Élicit no rÉsponsÉ,
thÉn thÉ path is considÉrÉd "dÉad"K If ÉvÉn onÉ of thÉm gÉts a rÉsponsÉ, thÉn thÉ
subsÉquÉnt highÉrJfrÉquÉncó probÉs arÉ cancÉllÉdK maths ÉxpÉriÉncing outagÉs arÉ ratÉd on
thÉir packÉt loss ratÉ historó; a path having an outagÉ will alwaós losÉ to a path not
ÉxpÉriÉncing an outagÉK ThÉ lrTAdE_TeoEpe and thÉ frÉquÉncó of probing
EmolBE_IkTEosAi) pÉrmit a tradÉJoff bÉtwÉÉn outagÉ dÉtÉction timÉ and thÉ
bandwidth consumÉd bó thÉ ElowJfrÉquÉncó) probing procÉssK
olk doÉs not attÉmpt to find optimal throughput paths, but strivÉs to avoid paths of
low throughput whÉn good altÉrnativÉs arÉ availablÉK crom thÉ standpoint of improving
thÉ rÉliabilitó of path sÉlÉction in thÉ facÉ of pÉrformancÉ failurÉs, avoiding bad paths is
morÉ important than optimising to ÉliminatÉ small throughput diffÉrÉncÉs bÉtwÉÉn pathsK
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lscillating rapidló bÉtwÉÉn multiplÉ paths is harmful to applications sÉnsitivÉ to
packÉt rÉordÉring or dÉlaó jittÉrK thilÉ Éach of thÉ Évaluation mÉtrics appliÉs somÉ
smoothing, this is not Énough to avoid "flapping" bÉtwÉÉn two nÉarló Équal routÉs: olk
routÉrs thÉrÉforÉ Émploó hóstÉrÉsisK BasÉd on an analósis of RMMM snapshots from a olk
nodÉ's linkJstatÉ tablÉ, it chosÉ to appló a simplÉ R% hóstÉrÉsis bonus to thÉ "last good"
routÉ for thÉ thrÉÉ mÉtricsK This simplÉ mÉthod appÉars to providÉ a rÉasonablÉ tradÉJoff
bÉtwÉÉn rÉsponsivÉnÉss to changÉs in thÉ undÉrlóing paths and unnÉcÉssaró routÉ
flappingK
2KRK2 aÉtour
aÉtour [77] is an ovÉrlaó framÉwork proposÉd for path divÉrsitó implÉmÉntationK This
mÉntionÉd as virtual IntÉrnÉt, in which routÉrs “tunnÉl” packÉts ovÉr thÉ public IntÉrnÉt in
placÉ of using dÉdicatÉd linksK This dÉsign allows Éasó dÉploómÉnt of ÉxpÉrimÉntal
infrastructurÉ and, unlikÉ dÉdicatÉd nÉtwork tÉstbÉds, is subjÉct to rÉal IntÉrnÉt traffic
loadsK
aÉtour is composÉd of a sÉt of gÉographicalló distributÉd routÉr nodÉs intÉrconnÉctÉd
using tunnÉlsK A tunnÉl can bÉ thought of as a virtual pointJtoJpoint linkK Each packÉt
ÉntÉring a tunnÉl is ÉncapsulatÉd into a nÉw Im packÉt and forwardÉd through thÉ IntÉrnÉt
until it rÉachÉs thÉ tunnÉl's Éxit pointK This samÉ mÉchanism has prÉviousló bÉÉn usÉd to
form thÉ multicast backbonÉ EMBlkE) and thÉ ÉxpÉrimÉntal Imv6 backbonÉ E6BlkE)K
TunnÉls arÉ usÉful bÉcausÉ thÉó allow nÉw routing functionalitó to bÉ prototópÉd whilÉ
using thÉ Éxisting nÉtwork infrastructurÉK
A host wishing to usÉ thÉ aÉtour nÉtwork will dirÉct its outbound traffic to thÉ nÉarÉst
aÉtour routÉrK Its packÉts will bÉ forwardÉd along tunnÉls within thÉ aÉtour nÉtwork and
will Éxit at a point closÉ to thÉ dÉstinationK In ordÉr that rÉsponsÉs rÉturn in thÉ samÉ
fashion, thÉ sóstÉm must pÉrform nÉtwork addrÉss translation, so thÉ sourcÉ addrÉss of thÉ
packÉt rÉflÉcts thÉ Éxit routÉr and not thÉ actual sourcÉK This complication is a nÉcÉssaró
consÉquÉncÉ of using tunnÉls to supÉrimposÉ a nÉw routing framÉworkK
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ThÉ aÉtour architÉcturÉ is illustratÉd in cigurÉ 2K7K It is important to noticÉ that
aÉtour routÉrs arÉ ÉdgÉ dÉvicÉs and do not appÉar in thÉ corÉ of thÉ nÉtworkK Bó
controlling routing and congÉstion control at thÉ ÉdgÉ of thÉ nÉtwork, aÉtour sóstÉm
ÉxpÉcts to archivÉ sufficiÉnt control whilÉ  avoid potÉntial problÉms of supporting pÉrJ
flow procÉssing at thÉ high traffic bandwidths found in thÉ corÉ of thÉ nÉtworkK
aÉtour routÉrs can ÉxchangÉ information about thÉ mÉasurÉd latÉncó, drop ratÉ and
bandwidth availablÉ along thÉir tunnÉlsK It also ÉnablÉs thÉ usÉ of dónamic multiJpath
routing to automaticalló load balancÉ thÉ aÉtour sóstÉm and avoid congÉstion bÉforÉ it
occurs bó randomló assigning flows to good paths and bó dónamicalló varóing how traffic
is sprÉad across such pathsK curthÉrmorÉ, aÉtour architÉcturÉ allows routÉrs to bÉ ablÉ to
classifó traffic, and sÉlÉct a routing policó bÉst suitÉd to thÉ nÉÉds of Éach traffic classK
cigurÉ 2K7K ArchitÉcturÉ of thÉ aÉtour virtual IntÉrnÉt [77]
In summaró, aÉtour sóstÉm ÉnablÉs multipath routing at thÉ routÉr lÉvÉl whÉrÉas
othÉr m2m rÉlaó path sÉlÉction schÉmÉs considÉrÉd in this sÉction accomplish this task at
application lÉvÉlK
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2KRK3 mac
math divÉrsification sóstÉm with forward Érror corrÉction Emac) [78] has bÉÉn
proposÉd for a singlÉ sÉndÉr, singlÉ rÉcÉivÉr ovÉr packÉt switchÉd nÉtworks such as thÉ
IntÉrnÉtK mac sóstÉm is similar to olk [76] in that it consists of a sÉt of participating
nodÉs that rÉcÉivÉ and forward packÉts to othÉr nodÉsK eowÉvÉr, mac forwards packÉts
simultanÉousló ovÉr multiplÉ rÉdundant paths rathÉr than sÉlÉcting an optimal path to sÉnd
all thÉ packÉts onK ThÉ cÉntral quÉstion to bÉ solvÉd in mac in onÉ sÉndÉr onÉ rÉcÉivÉr
scÉnario with path divÉrsitó is whÉthÉr thÉrÉ Éxists sufficiÉntló disjoint paths bÉtwÉÉn a
pair of sÉndÉrs and rÉcÉivÉrs on thÉ IntÉrnÉt to rÉsult in uncorrÉlatÉd loss pattÉrns bÉtwÉÉn
pathsK If thÉ paths arÉ not ÉntirÉló disjoint, thÉn thÉ probabilitó of congÉstion on thÉ sharÉd
links bÉtwÉÉn thÉ paths must bÉ small in ordÉr to minimisÉ thÉ ovÉrall ÉndJtoJÉnd lossK
mac projÉct has furthÉr charactÉrisÉd thÉ disjointnÉss bÉtwÉÉn thÉ rÉdundant and dÉfault
paths for various IntÉrnÉt topologiÉs, and show significant rÉduction in packÉt loss using
mac sóstÉm ovÉr singlÉ path schÉmÉK
To sÉt up a communication channÉl bÉtwÉÉn thÉ sÉndÉr and rÉcÉivÉr, thÉ sÉndÉr first
ÉxÉcutÉs tracÉroutÉ from itsÉlf to all thÉ participating nodÉs and thÉ rÉcÉivÉrK ThÉ
information rÉturnÉd from thÉ tracÉroutÉ includÉs thÉ link latÉnciÉs, and thÉ namÉs of thÉ
routÉrs along thÉ dÉfault path from thÉ sÉndÉr to thÉ rÉcÉivÉr and all paths bÉtwÉÉn thÉ
sÉndÉr and thÉ participating nodÉsK ThÉ sÉndÉr also sÉnds a sÉtup packÉt to all participating
nodÉs instructing thÉm to ÉxÉcutÉ tracÉroutÉ from thÉmsÉlvÉs to thÉ rÉcÉivÉrK kÉxt, all thÉ
participating nodÉs sÉnd thÉ path information bÉtwÉÉn thÉmsÉlvÉs and thÉ rÉcÉivÉr
obtainÉd from tracÉroutÉ to thÉ sÉndÉrK ThÉ sÉndÉr now has thÉ namÉs of thÉ routÉrs and
thÉir associatÉd link latÉnciÉs for thÉ dÉfault path, thÉ paths bÉtwÉÉn itsÉlf to all
participating nodÉs, and thÉ paths bÉtwÉÉn participating nodÉs to thÉ rÉcÉivÉrK This
information is usÉd to computÉ thÉ optimal rÉdundant pathK
AftÉr thÉ rÉdundant path via a chosÉn rÉlaó nodÉ is sÉlÉctÉd, thÉ sÉndÉr sÉnds a sÉtup
packÉt to thÉ sÉlÉctÉd rÉlaó nodÉ, instructing it to forward packÉts to thÉ rÉcÉivÉr on bÉhalf
of thÉ sÉndÉr from thÉn onwardK ThÉ sÉtup packÉt contains a flow Ia, Im addrÉss, and thÉ
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port numbÉr of thÉ rÉcÉivÉrK rpon rÉcÉiving thÉ sÉtup packÉt, thÉ rÉlaó nodÉ storÉs an
Éntró containing a flow Ia, an Im addrÉss, and a port numbÉr of thÉ rÉcÉivÉr in a tablÉK
This tablÉ is usÉd to forward packÉts on bÉhalf of diffÉrÉnt sÉndÉrs to thÉir rÉcÉivÉrsK Each
packÉt sÉnt from a diffÉrÉnt sÉndÉr to thÉ rÉlaó nodÉ contains a diffÉrÉnt flow Ia in its
hÉadÉrK ThÉ rÉlaó nodÉ forwards a packÉt to thÉ right Im addrÉss and port numbÉr of thÉ
rÉcÉivÉr basÉd on its flow IaK kotÉ that all thÉ sÉtup mÉssagÉs and ÉxÉcutions of
tracÉroutÉ arÉ donÉ onló at thÉ start of thÉ sÉssionK
In dÉlaó sÉnsitivÉ applications, mac sóstÉm choosÉs to onló usÉ onÉ rÉlaó nodÉ to
forward packÉts bÉtwÉÉn a pair of sÉndÉr and rÉcÉivÉrK ThÉ rÉason is that thÉ dÉlaó of a
rÉdundant path via multiplÉ participating nodÉs in sÉriÉs is likÉló to bÉ largÉr than that of
thÉ rÉdundant path via onló onÉ nodÉK eowÉvÉr, mac can bÉ Éasiló ÉxtÉndÉd to thÉ casÉ
whÉrÉ thÉrÉ arÉ multiplÉ rÉdundant paths via multiplÉ rÉlaó nodÉsK
IntuitivÉló, thÉ path sÉlÉction schÉmÉ first finds a sÉt of rÉdundant paths that arÉ as
disjoint as possiblÉ from thÉ dÉfault pathK tithin this sÉt of rÉdundant paths, it thÉn sÉlÉcts
thÉ onÉ that rÉsults in minimum latÉncóK An altÉrnativÉ might sÉÉm to bÉ to sÉlÉct thÉ
rÉdundant path basÉd on traffic charactÉristics of Éach link along thÉ path bÉtwÉÉn two
nodÉsK eowÉvÉr, mac doÉs not havÉ knowlÉdgÉ of loss ratÉs and bandwidths for
individual links, thus, it choosÉs thÉ rÉdundant path to bÉ maximalló disjoint with thÉ
dÉfault IntÉrnÉt path so as thÉir lossÉs arÉ uncorrÉlatÉdK This rÉsults in mac sóstÉm to bÉ
ÉffÉctivÉ in minimising thÉ packÉt loss ratÉK
mac sóstÉm doÉs not aggrÉssivÉló sÉnd out probing packÉts to monitor thÉ currÉnt
loss ratÉs and bandwidths bÉtwÉÉn participating nodÉsK InstÉad, it simpló usÉs thÉ routÉ
information bÉtwÉÉn participating nodÉs, and onló invokÉs tracÉroutÉ at thÉ start of thÉ
sÉssionK eÉncÉ, thÉ solution is scalablÉ, ÉvÉn though its pÉrformancÉ is potÉntialló lowÉr
than that of olk with aggrÉssivÉ probing for nÉtwork conditionsK
lnÉ of thÉ drawbacks of mac sóstÉm is that its pÉrformancÉ dÉpÉnds on thÉ
information providÉd bó tracÉroutÉK This information can bÉ incomplÉtÉ or inaccuratÉK cor
ÉxamplÉ, tracÉroutÉ can onló diffÉrÉntiatÉ bÉtwÉÉn routÉrs and not switchÉsK
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AnothÉr drawback is that somÉ Aps do not rÉport accuratÉló or dÉlibÉratÉló hidÉ
information about thÉir nÉtworks; onló cÉrtain routÉrs arÉ visiblÉ to outsidÉ and thÉrÉforÉ,
complÉtÉ information is not availablÉK
2KRK4 ApJAwarÉ mÉÉrJrÉlaó mrotocol
pK oÉn Ét alK havÉ proposÉd an ApJAwarÉ mÉÉrJrÉlaó mrotocol EApAm) in [R6]K ApAm
shows that bó having knowlÉdgÉ of Ap topologó, m2m soIm sóstÉms can óiÉld bÉttÉr voicÉ
call pÉrformancÉ than thÉ ApJunawarÉ vÉrsions of pkópÉ sóstÉmK It proposÉs a complÉtÉ
solution for building such largÉ soIm ovÉrlaó sóstÉmK
ThÉ dÉsign of ApAm is basÉd on thÉ following IntÉrnÉt propÉrtiÉsK E1) In gÉnÉral, pÉÉr
nodÉs with thÉ samÉ Im prÉfix arÉ rÉlativÉló closÉ to Éach othÉr [79]K ThÉ collÉction of all
pÉÉrs with thÉ samÉ Im prÉfix form a clustÉrK ThÉ dirÉct Im routing latÉncó bÉtwÉÉn two
pÉÉrs in two diffÉrÉnt clustÉrs can bÉ ÉstimatÉd bó thÉ dirÉct Im routing latÉncó bÉtwÉÉn
anó pair of nodÉs in thÉir corrÉsponding clustÉrsK E2) tith publicló availablÉ Bdm tablÉs
and updatÉs EÉKgK, [8M], [81]), an upJtoJdatÉ annotatÉd Ap graph can bÉ builtK E3) ThÉ
numbÉr of Ap hops and thÉ latÉncó of a dirÉct Im routing path arÉ corrÉlatÉd, and paths
with longÉr Ap hops arÉ likÉló to havÉ longÉr latÉncó [82]K E4) An IntÉrnÉt ApJlÉvÉl dirÉct
Im routing path usualló has thÉ vallÉóJfrÉÉ propÉrtó [83]K
ApAm dÉfinÉs thÉ thrÉÉ tópÉs of nodÉs, bootstrap, clustÉr surrogatÉ, and normal Énd
hostsK ThÉ ApAm sóstÉm structurÉ is illustratÉd in cigurÉ 2K8K ThÉ opÉrations of thÉ nodÉ
tópÉs arÉ as followsK
Bootstraps arÉ normalló thÉ powÉrful, dÉdicatÉd, and alwaósJon sÉrvÉrs usÉd to
procÉss soIm usÉr login and nodÉs’ join rÉquÉstsK ThÉó providÉ following functions and
sÉrvicÉs to makÉ thÉ ÉntirÉ sóstÉm informativÉ and intÉlligÉnt:
1K Build an annotatÉd upJtoJdatÉ Ap graphK
2K Build an Im prÉfix to clustÉr surrogatÉ Im mapping tablÉ and an Im prÉfix to Ap
numbÉr EApk) mapping tablÉK rpon thÉ join rÉquÉst of a nÉw nodÉ, translatÉ thÉ
nodÉ Im to its Apk and its clustÉr surrogatÉ Im, rÉturn thÉ Apk and thÉ clustÉr
surrogatÉ Im to thÉ nÉw nodÉK kotÉ that an Ap can havÉ multiplÉ Im prÉfixÉsK
4R
3K aissÉminatÉ thÉ Ap graph to surrogatÉs, so that ÉvÉró surrogatÉ has an upJtoJdatÉ
Ap graphK
4K pÉlÉct nÉw surrogatÉs for clustÉrs upon surrogatÉ failurÉsK
cigurÉ 2K8K ApAm sóstÉm structurÉ [R6]K
purrogatÉs arÉ powÉrful and stablÉ with high bandwidth nÉtwork connÉctions within a
clustÉrK ThÉsÉ nodÉs voluntÉÉr thÉmsÉlvÉs to providÉ thÉ following sÉrvicÉs:
1K Maintain thÉ list of Im addrÉssÉs of all Énd hosts in thÉir clustÉrsK
2K mÉriodicalló contact bootstrap nodÉs to rÉtriÉvÉ thÉ upJtoJdatÉ annotatÉd Ap
graphK
3K mÉriodicalló run an algorithm to construct closÉ clustÉr sÉts for thÉir clustÉrs EThÉ
closÉ clustÉr sÉt of a clustÉr arÉ thosÉ clustÉrs whosÉ Énd hosts havÉ short dirÉct
Im routing latÉnciÉs to anó Énd host in this clustÉr)K
4K mrocÉss closÉ clustÉr sÉt rÉquÉsts from othÉr Énd hosts in thÉir clustÉrsK
Bootstrap1
Bootstrap2
purrogatÉ pA
End host h1
purrogatÉ pB
End host h2
IntÉrnÉt Ap graph
Im prÉfix to clustÉr
purrogatÉ Im tablÉ
Im prÉfix to Apk
tablÉ
ClustÉr’s closÉ
clustÉr sÉt
IntÉrnÉt Ap graph
ClustÉr’s top
nodÉ tablÉ
End host h3ClustÉr A
ClustÉr B
ClustÉr C
Bootstrap’s data
structurÉ
ClustÉr surrogatÉ’s
data structurÉ
End hosts
purrogatÉsBootstraps
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RK AccÉpt nodal information1 of othÉr Énd hosts in thÉir clustÉrsK If thÉrÉ arÉ bÉttÉr
Énd hosts, rÉcommÉnd thÉ bÉttÉr Énd hosts to bÉ nÉw surrogatÉs, bÉcomÉ normal
Énd hosts, and notifó bootstraps and othÉr Énd hosts in thÉir clustÉrs of thÉ
changÉsK
End hosts arÉ millions of callÉrs/callÉÉs in ApAm and thÉó havÉ thÉ following light
dutiÉs:
1K dÉt thÉir Apks and thÉ surrogatÉ Im addrÉssÉs of thÉir clustÉrs from bootstrapsK
2K BÉcomÉ surrogatÉs in thÉir clustÉrs, if thÉó arÉ thÉ onló nodÉs in thÉir clustÉrsK
3K mÉriodicalló publish thÉir nodal information to thÉir surrogatÉsK
4K oun an algorithm for sÉlÉcting rÉlaó pÉÉrs whÉn thÉó initiatÉ soIm callsK
crom thÉ pÉrspÉctivÉ of sÉlÉcting rÉlaó paths, ApAm Énd hosts usÉ an algorithm callÉd
‘sÉlÉctJclosÉJrÉlaó’ EhÉrÉ in aftÉr rÉfÉr as ApAm algorithm), which tópicalló choosÉs thÉ
closÉst pÉÉrs for rÉlaóing voicÉ trafficK It mÉans that ApAm prÉfÉrs shortÉst rÉlaó pathsK
cor computing suitablÉ paths for rÉlaóing voicÉ traffic, ApAm nodÉs usÉ information both
from sourcÉ and dÉstination nodÉsK pincÉ this schÉmÉ doÉs not takÉ path divÉrsitó into
account, ApAm rÉlaó paths maó contain a numbÉr of ovÉrlapsK
2KRKR EarliÉst aivÉrgÉncÉ oulÉ
oÉcÉntló, cÉi Ét alK in [8], [9] havÉ dÉvÉlopÉd a schÉmÉ for disjoint ovÉrlaó Ap path
sÉlÉction suitablÉ for largÉ m2m soIm sóstÉms callÉd ÉarliÉst divÉrgÉncÉ rulÉ EEao)K Eao
has dÉmonstratÉd significant improvÉmÉnt in avoiding nÉtwork dÉgradationK ThÉ mÉthod
assumÉs that thÉrÉ is a largÉ numbÉr of rÉlaó candidatÉs in m2m soIm sóstÉm and routing
dÉcisions of thÉ m2m sóstÉm arÉ computÉd using local knowlÉdgÉ of sourcÉ nodÉs onlóK
cor ÉxamplÉ, an Énd host can sÉnd tracÉroutÉ or ping probÉs to its surroundÉd Aps to
obtain thÉ ApJlÉvÉl path as wÉll as latÉncó informationK cocusing on ApJlÉvÉl path
1 kodal information includÉs bandwidth, continuous onlinÉ timÉ, nodÉ procÉssing powÉr, and othÉr rÉlatÉd
informationK
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information has thÉ advantagÉ of grÉatÉr ApJlÉvÉl accuracó, lowÉr ovÉrhÉad whilÉ
Énjoóing Ap path divÉrsitó duÉ to vallÉóJfrÉÉ rulÉ [83] in intÉrdomain routingK
In thÉ following cigurÉ 2K9, wÉ briÉfló dÉmonstratÉ Eao opÉration in an ÉxamplÉd
configuration involving four possiblÉ choicÉs of rÉlaó nodÉsK
cigurÉ 2K9K Illustration of EarliÉst aivÉrgÉncÉ oulÉ [9]K
In Eao, thÉ sourcÉ knows thÉ paths towards all rÉlaó nodÉs and makÉs rÉlaó
sÉlÉctions basÉd on this informationK Among thÉ ÉarliÉst divÉrgÉncÉ rÉlaó candidatÉs, Eao
thÉn choosÉs k nodÉs who havÉ maximalló allowÉd dÉlaó from sourcÉ to rÉlaó nodÉs, iKÉK
first hop rÉlaó pathK In cigurÉ 2K9, whÉn thÉ dÉstination is ast1, Eao sÉlÉcts oÉlaó1,
oÉlaó3 and oÉlaó4 as candidatÉ rÉlaó nodÉs, whilÉ it sÉlÉcts oÉlaó1 and oÉlaó2 whÉn thÉ
prc
ast1 ast2
oÉlaó1 oÉlaó2 oÉlaó3 oÉlaó4
Ap2 Ap3 Ap4
Ap1
48
dÉstination is ast2, to maximisÉ path disjointnÉssK A rÉlaó altÉrnatÉ path is sÉlÉctÉd
randomló or basÉd on additional constraints among thosÉ k nodÉsK
ThÉ ÉffÉctivÉnÉss of Eao is prÉdicatÉd on somÉ assumptions as follows:
1K Bó choosing ovÉrlaó paths that sharÉ fÉwÉr Ap, and thÉrÉforÉ hopÉfulló fÉwÉr
phósical links, with thÉ dÉfault path, corrÉlation of pÉrformancÉ bÉtwÉÉn thÉ paths
should bÉ as minimal as can bÉK
2K maths that divÉrgÉ Éarló from thÉ dÉfault path will also tÉnd to convÉrgÉ back on it
latÉ, minimising thÉir total ovÉrlap [9]K
3K Bó going far from thÉ dÉfault path, thÉ likÉlihood thÉ rÉlaó path mÉrgÉs back into
thÉ dÉfault path is rÉducÉdK
As a rÉsult of long rÉlaó path prÉfÉrÉncÉ, Eao oftÉn choosÉs paths which havÉ rathÉr
high dÉlaóK puch bÉhaviour can affÉct thÉ qualitó of a soIm call and thÉrÉ might bÉ somÉ
bÉttÉr qualitó paths skippÉdK
2KRK6 pummaró
In this sÉction, wÉ dÉscribÉ somÉ rÉlaó path sÉlÉction mÉchanisms that arÉ closÉló
rÉlatÉd to our rÉsÉarch workK ThÉir shortcomings in thÉ dÉsign of rÉlaó path sÉlÉction
mÉthod havÉ motivatÉd us to concÉntratÉ on thÉ quÉstions in this dissÉrtation: if thÉrÉ is
anó waó to combinÉ thÉ two Eao and ApAm schÉmÉs so that altÉrnatÉ rÉlaó paths havÉ
small valuÉs of dÉlaó whilÉ maintain rÉlativÉló small numbÉr of ovÉrlaps; and how much
improvÉmÉnt in pÉrformancÉ is gainÉd from such a combinationK
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CeAmTEo 3
ApJiEsEi TlmlildY Aka pIMriATIlk aEpIdk
3K1 Introduction
In this chaptÉr, wÉ turn our attÉntion to thÉ foundations of our studó, and thÉ sÉlÉction
of adÉquatÉ rÉsÉarch mÉthodologóK tÉ first focus on thÉ charactÉristics of intÉrJdomain
routing ÉnvironmÉnt, which indicatÉ our motivations of choosing autonomous sóstÉm
EAp)JlÉvÉl IntÉrnÉt topologó, as opposÉd to ImJlÉvÉl topologó, as thÉ lÉvÉl for rÉlaó path
sÉlÉction algorithmsK tÉ discuss thÉ advantagÉs and drawbacks of sÉlÉcting for ApJlÉvÉl
topologó, including thÉ fÉasibilitó and scalabilitó of rÉlaó path sÉlÉction schÉmÉs, nÉtwork
ÉfficiÉncó, and thÉ path divÉrsitóK
pubsÉquÉntló, wÉ crÉatÉ a framÉwork for simulating and analósing Ap topologóK
BÉcausÉ thÉ problÉm wÉ look at is thÉ sÉlÉction of Ap rÉlaó paths, wÉ concÉntratÉ on
macroscopic graph simulations, iKÉK wÉ ovÉrlook nÉtwork dÉsign principlÉs, and do not
providÉ considÉration of nÉtwork dÉsign dÉcisions [84]K Important aspÉcts hÉrÉ includÉ thÉ
rÉproduction of thÉ powÉrJlaw distribution of nodÉ dÉgrÉÉs and thÉ nÉtwork hiÉrarchó
obsÉrvÉd in IntÉrnÉt topologiÉs, and topologó construction tÉchniquÉs that modÉl nÉtwork
structurÉs as annotatÉd graphs, iKÉK, graphs with diffÉrÉnt link annotationsK
cinalló, wÉ introducÉ two simulation packagÉs J a randomló simulatÉd graph
gÉnÉrator, and a rÉal ApJlÉvÉl IntÉrnÉt topologó simulationK ThÉsÉ simulation tools arÉ
usÉd as our tÉstJbÉds throughout thÉ dissÉrtationK
ThÉ rÉmaindÉr of this chaptÉr is organisÉd as followsK pÉction 3K2 rÉviÉws Éxisting
approachÉs rÉlatÉd to our studóK pÉction 3K3 shows our motivation for sÉlÉcting ApJlÉvÉl
altÉrnatÉ rÉlaó paths in voicÉJovÉrJIm EsoIm) pÉÉrJtoJpÉÉr Em2m) ovÉrlaó sóstÉmsK In
pÉction 3K4, wÉ prÉsÉnt thÉ dÉsign rÉquirÉmÉnts of thÉ simulation and analósis tools for
this workK In pÉction 3KR, wÉ discuss thÉ important aspÉcts of thÉ sónthÉtic Ap topologiÉs
RM
that influÉncÉ our Ap graph simulatorK pÉctions 3K6 and 3K7 rÉspÉctivÉló Éxplain our two
simulation packagÉs for random graph simulation and thÉ sónthÉtic ApJlÉvÉl IntÉrnÉtK
cinalló, pÉction 3K8 summariÉs our work in this chaptÉrK
3K2 oÉlatÉd tork
lnÉ important charactÉristic of intÉrJdomain routing is that thÉ Ap paths tópicalló
follow vallÉóJfrÉÉ rulÉK It was first rÉportÉd bó iK dao in [83]K ThÉ rÉsults havÉ opÉnÉd a
trÉnd of rÉsÉarch on thÉ TópÉ of oÉlationship EToo) problÉm, ÉKgK [8R], [86], [87], [88],
[89]K Ap paths in our simulator arÉ gÉnÉratÉd with thÉ vallÉóJfrÉÉ pattÉrnK cor thÉ sónthÉtic
Ap topologó, wÉ usÉ CAIaA Ap rÉlationship databasÉ [9M] in our simulationsK tÉ also
usÉ thÉ rÉsÉarch rÉsults in [84] to rÉproducÉ thÉ actual Ap rÉlationship portions in our
random Ap graph simulatorK
pÉvÉral works havÉ dÉvÉlopÉd tÉchniquÉs to dÉcomposÉ thÉ Ap topologó into
diffÉrÉnt hiÉrarchiÉs basÉd on connÉctivitó propÉrtiÉs of BdmJdÉrivÉd Ap graphsK oK
dovindan and AK oÉddó [91] proposÉ a classification of Aps into four lÉvÉls basÉd on
thÉir Ap dÉgrÉÉK ZK dÉ Ét alK [92] classifó Aps into sÉvÉn tiÉrs basÉd on infÉrrÉd customÉrJ
providÉr rÉlationships, iKÉK to Éxploit thÉ idÉa that providÉr Aps should bÉ in highÉr tiÉrs
than thÉir customÉrsK iK pubramanian Ét alK [93] classifó Aps into fivÉ tiÉrs basÉd on
infÉrrÉd customÉrJprovidÉr as wÉll as pÉÉrJpÉÉr rÉlationshipsK CK uK aimitropoulos [94]
classifiÉs thÉ IntÉrnÉt into six tópÉs of ApK ThÉ last approach is probabló thÉ most upJtoJ
datÉ and is now usÉd in thÉ CAIaA projÉct [9R]K
3K3 ApJlÉvÉl Topologó
In thÉ intÉrJdomain ÉnvironmÉnt, Aps form a complÉtÉ global nÉtworkK ThÉ BordÉr
datÉwaó mrotocol EBdm) is dÉploóÉd on thÉ bordÉr routÉrs of Aps to ÉxchangÉ routing
information with othÉr Bdm routÉrs within thÉ samÉ Aps or in nÉighbouring ApsK Bdm
bÉlongs to thÉ class of pathJvÉctor routing protocols, which mÉans that Éach routÉ
announcÉmÉnt, callÉd a Bdm updatÉ, carriÉs an Ap path that is usÉd to rÉach thÉ
R1
announcÉd dÉstinationK An Ap path is a list of Aps arrangÉd in thÉ ordÉr that thÉó will bÉ
passÉd through to rÉach a particular dÉstinationK Through thÉ Bdm Ap paths, businÉss
agrÉÉmÉnts bÉtwÉÉn Aps arÉ rÉalisÉdK cor ÉxamplÉ, small Aps paó largÉr Aps to connÉct
to thÉ IntÉrnÉt, whÉrÉas largÉ Aps sÉÉk to attract customÉr Aps to incrÉasÉ thÉir rÉvÉnuÉsK
MorÉovÉr, Aps maó wish to sÉnd packÉt via a cÉrtain upstrÉam providÉr that is lÉss
ÉxpÉnsivÉ; small Aps tópicalló avoid transit traffic bÉtwÉÉn thÉir providÉrs, sincÉ this
would ovÉrwhÉlm thÉir linksK Thus, Ap links rÉflÉct not onló traffic flows but also monÉó
“flows”K ThÉsÉ businÉss rÉlationships, or Ap rÉlationships as thÉó arÉ also known,
influÉncÉ how packÉts arÉ routÉd bÉtwÉÉn Aps, and havÉ a dirÉct impact on how Bdm
routÉrs arÉ configurÉd and translatÉd in tÉchnical spÉcifications [84]K
Ap rÉlationships can bÉ classifiÉd in thrÉÉ catÉgoriÉs, including customÉrJprovidÉr ECJ
m), pÉÉrJpÉÉr EmJm), and siblingJsibling EpJp)K In thÉ CJm catÉgoró, a customÉr Ap paós a
providÉr Ap for carróing traffic originatÉd from thÉ customÉr as wÉll as for dÉlivÉring
traffic dÉstinÉd to thÉ customÉrK In a mJm rÉlationship, two Aps ÉxchangÉ traffic bÉtwÉÉn
thÉir customÉrs but do not ÉxchangÉ traffic from or to thÉir providÉrs or pÉÉrsK A mJm
rÉlationship is tópicalló ÉstablishÉd bÉtwÉÉn two Aps of similar sizÉ and doÉs not involvÉ
monÉó ÉxchangÉK eowÉvÉr, thÉ two Aps havÉ mutual incÉntivÉs to rÉducÉ thÉir transit
costs bó Éstablishing a mJm connÉctionK In contrast to mJm rÉlationship, two sibling Aps can
ÉxchangÉ traffic bÉtwÉÉn thÉir providÉrs, customÉrs, pÉÉrs, or othÉr siblingsK pibling Aps
usualló bÉlong to thÉ samÉ organisation or to strongló affiliatÉd organisations [83]K
This work focusÉs on thÉ ApJlÉvÉl rÉlaó path sÉlÉction algorithms for thrÉÉ following
rÉasonsK ThÉ first is thÉ dÉgrÉÉ of nÉtwork information granularitóK In ordÉr to bÉ ablÉ to
copÉ with largÉJscalÉ nÉtworks, m2m rÉlaó path sÉlÉction algorithms must usÉ sÉlÉctivÉ
informationK In such an ÉnvironmÉnt, rÉquiring ÉvÉró Énd host to havÉ full knowlÉdgÉ
about thÉ locations EiKÉK Im addrÉss) of a sÉt of nÉighbouring nodÉs can bÉ too ÉxpÉnsivÉK In
contrast, utilising ApJlÉvÉl location information will obviousló rÉducÉ thÉ statÉ
information and monitoring ovÉrhÉad of Énd hostsK oÉfÉrÉncÉ [8] has arguÉd that thÉ
advantagÉ of using ApJlÉvÉl path information is that it is rÉlativÉló Éasó and accuratÉ to
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mÉasurÉ bó using tracÉroutÉ for idÉntifóing thÉ sÉt of Aps crossÉd Én routÉ to a
dÉstinationK ThÉrÉ havÉ bÉÉn sÉvÉral studiÉs [96], [97] on how to convÉrt ImJlÉvÉl paths
into ApJlÉvÉl pathsK curthÉrmorÉ, ÉvÉn if tracÉroutÉ rÉturns an incomplÉtÉ ImJlÉvÉl path, it
is still possiblÉ to accuratÉló infÉr thÉ Aps that nodÉs with unknown Im addrÉssÉs arÉ
associatÉd withK
pÉcondló, as thÉ ovÉrlaó topologó diffÉrs significantló from thÉ phósical nÉtwork, it
oftÉn rÉsults in zigzag routÉs ovÉr thÉ phósical IntÉrnÉt [98], iKÉK quÉriÉs arÉ forwardÉd
back and forth bÉtwÉÉn pÉÉrs in diffÉrÉnt locations duÉ to mÉssagÉ floodingK Zigzag routÉs
causÉ unnÉcÉssaró bandwidth consumption and high dÉlaósK ThÉ situation is ÉvÉn worsÉ if
thosÉ zigzag routÉs arÉ crossJcontinÉntal pathsK ThÉrÉ Éxist proposals to adapt thÉ virtual
ovÉrlaó to thÉ phósical nÉtwork via crossJlaóÉr communication as ÉKgK in [47], [98], [99] or
using mÉthods for signalling traffic comprÉssion [1MM], [1M1], ÉtcK tith ApJawarÉ
capabilitó, howÉvÉr, rÉlaó path sÉlÉction algorithms can naturalló bÉ supportÉd to
ÉliminatÉ thÉ problÉm of zigzag routing bó control thÉ flood within an Ap or a group of
closÉ ApsK This hÉlps to rÉducÉ zigzag routÉs significantló sincÉ about 93% of Aps arÉ
small rÉgional Ipms or customÉr nÉtworks [94], whilÉ largÉ intÉrJcontinÉntal Aps, iKÉK largÉ
backbonÉ providÉrs, arÉ not likÉló to bÉ thÉ placÉs whÉrÉ pÉÉrs can bÉ installÉdK
ThÉ third advantagÉ of using ApJlÉvÉl information for routing is that rÉlaó paths can
bÉnÉfit bó thÉ path divÉrsitó charactÉristic of intÉrJdomain routingK Ap rÉlationships rÉsult
in rÉstrictions on what Ap paths can bÉ usÉd to routÉ traffic bÉtwÉÉn a sourcÉ and a
dÉstinationK In particular, a valid Ap path must havÉ thÉ following hiÉrarchical structurÉ:
an uphill sÉgmÉnt of zÉro or morÉ CJm or pJp links, followÉd bó zÉro or onÉ mJm link,
followÉd bó a downhill sÉgmÉnt of zÉro or morÉ providÉrJtoJcustomÉr EmJC) or pJp linksK
ThÉ paths that follow this pattÉrn arÉ callÉd vallÉóJfrÉÉ or valid, which was first discovÉrÉd
bó iK dao in [83]K Basing on this vallÉóJfrÉÉ naturÉ of thÉ routing paths, TK cÉi Ét alK in [8],
[9] havÉ dÉmonstratÉd that using ApJlÉvÉl rÉlaó paths incrÉasÉs thÉ path disjointnÉss, and
hÉncÉ, improvÉs sÉrvicÉ sincÉ disjoint backJup rÉlaó paths arÉ likÉló ablÉ to avoid failurÉ
or downgradÉd links in thÉ dÉfault pathK ln thÉ othÉr hand, pK oÉn Ét alK [R6] havÉ shown
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that thÉ dÉfault dirÉct Ap paths can tópicalló bÉ lÉngthÉnÉd duÉ to thÉ vallÉóJfrÉÉ rulÉK As
a rÉsult, onÉJhop rÉlaó routing via multiJhomÉd customÉr Aps can bÉ usÉd to providÉ
shortÉr communication pathsK
ThÉsÉ advantagÉs havÉ motivatÉd us to choosÉ ApJlÉvÉl topologiÉs as thÉ main tÉsting
fiÉld for thÉ algorithms studiÉd in thÉ dissÉrtationK ThÉ main drawback of studóing ApJ
lÉvÉl topologó, howÉvÉr, is that wÉ cannot invÉstigatÉ combinÉd scÉnarios of intraJdomain
and intÉrJdomain m2m ovÉrlaó routingK
3K4 ThÉ aÉsign oÉquirÉmÉnts of pimulation and Analósis
Tools
ThÉ nÉxt important task is to sÉlÉct a suitablÉ rÉsÉarch mÉthodologóK In our rÉsÉarch
conditions, simulation is thÉ most suitablÉ choicÉK eowÉvÉr, choosing thÉ right simulation
is not trivialK ThÉ rÉsÉarch communitó has madÉ significant advancÉs in dÉvÉloping
topologó gÉnÉrators for IntÉrnÉt simulations [1M2], in which somÉ can crÉatÉ nÉtworks
with localitó and hiÉrarchó loosÉló basÉd on thÉ structurÉ of thÉ currÉnt IntÉrnÉtK lnÉ of
thÉ main problÉms is that nÉtwork bÉhaviour simulations havÉ not óÉt tacklÉd thÉ largÉJ
scalÉ naturÉ of nÉtwork topologó and protocolsK cor ÉxamplÉ, thÉ mlanÉtiab topologó
[1M3] is onló comprisÉd of about RMM sitÉs which cÉrtainló cannot substitutÉ for thÉ rÉal
Ap nÉtworkK MorÉ discussion on thÉ difficultiÉs in simulating thÉ IntÉrnÉt can bÉ found in
an intÉrÉsting papÉr [1M4]K ThÉrÉforÉ, in this work, wÉ dÉcidÉd to studó thÉ rÉlaó path
sÉlÉction algorithms in two simulatÉd ÉnvironmÉnts, randomló gÉnÉratÉd graphs and thÉ
rÉal ApJlÉvÉl IntÉrnÉt simulatÉd topologóK ThÉsÉ providÉ us opportunitiÉs to work with
diffÉrÉnt nÉtwork sizÉs and configurationsK
ThÉ major rÉquirÉmÉnts for such a simulation arÉ:
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 It must bÉ ablÉ to simulatÉ largÉJscalÉ nÉtworks1K ppÉcificalló, thÉ simulation
should bÉ capablÉ of gÉnÉrating up to sÉvÉral hundrÉds of thousand nodÉ graphs, iKÉK
similar to thÉ currÉnt Ap IntÉrnÉt topologóK
 Its routing must bÉ ablÉ to rÉflÉct thÉ vallÉóJfrÉÉ charactÉristic of thÉ Bdm in
practical intÉrJdomain routing, iKÉK thÉ Too graph problÉmK
 ThÉ structurÉ of simulatÉd graphs should bÉ scalÉJfrÉÉ, rÉproducing actual nÉtwork
hiÉrarchó EcfK pÉction 3KRK1)K
 ThÉ Too quantitiÉs should bÉ similar to thÉ infÉrrÉd Ap rÉlationship statistics of
thÉ IntÉrnÉt EcfK pÉction 3KRK2)K
ClÉarló, random graph gÉnÉrators such as dTJITM [1MR] , [1M6], or TiÉr [1M7] arÉ not
suitablÉ for our rÉsÉarch as thÉó havÉ not bÉÉn dÉsignÉd for simulating vallÉóJfrÉÉ routing
ÉnvironmÉnt and thÉir graphs arÉ not scalÉJfrÉÉ compliantK ln thÉ othÉr hand, thÉ Bdm
modÉl in thÉ ppcnÉt simulator [1M8], thÉ most widÉlóJusÉd Bdm simulator, Éxhibits
considÉrablÉ mÉmoró dÉmand, thÉrÉbó prÉvÉnting simulations largÉr than a fÉw hundrÉd
of Bdm routÉrsK ThÉ Bdm++ [1M9] also suffÉrs from mÉmoró dÉmand as it contains
unnÉcÉssaró fÉaturÉs to our rÉsÉarchK Two morÉ rÉlÉvant Ap graph gÉnÉrators to our work
arÉ dÉscribÉd in uK aimitropoulos [89], [11M], and oK CohÉn [111]K rnfortunatÉló, thÉsÉ
arÉ not óÉt availablÉ for public usÉK ThÉrÉforÉ, wÉ dÉcidÉ to makÉ our own Ap graph
simulator that mÉÉts thÉ abovÉ dÉsign rÉquirÉmÉntsK
3KR pcalÉJcrÉÉ, eiÉrarchical and Too kÉtworks
3KRK1 pcalÉJcrÉÉ ModÉl and kÉtwork eiÉrarchó
ThÉ dÉsign of our Ap graph simulator is influÉncÉd bó work on growing scalÉJfrÉÉ
graphsK This nÉtwork charactÉristic has bÉÉn found bó thrÉÉ brothÉrs caloutos [112] from
an analósis of thÉ IntÉrnÉt backbonÉK ThÉó havÉ rÉportÉd that thÉ natural structurÉ EiKÉK thÉ
dÉgrÉÉ) of thÉ IntÉrnÉt nodÉs follows a powÉr lawK ConsÉquÉntló, AK iK Barabasi and oK
1 ThÉ intÉrnal structurÉ of a nodÉ should bÉ vÉró abstractÉd as wÉ do not considÉr intraJAp routingK This
would grÉatló rÉducÉ computational mÉmoró rÉquirÉmÉnt whilÉ shortÉn computation timÉ for a simulationK
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AlbÉrt havÉ dÉvÉlopÉd thÉ pcalÉJcrÉÉ or mowÉrJiaw nÉtwork modÉl, which can bÉ
dÉscribÉd as follows [113]:
1K ThÉ nÉtwork grows in timÉK
2K A nÉw nodÉ joining thÉ nÉtwork will havÉ prÉfÉrÉncÉs to whom it wants to bÉ
connÉctÉdK This prÉfÉrÉntial attachmÉnt is modÉllÉd in thÉ following waó: Each
nÉw nodÉ i wants to connÉct to mM othÉr nodÉs that arÉ alrÉadó in thÉ nÉtworkK ThÉ
probabilitó  jt that somÉ old nodÉ j gÉts onÉ of thÉ m ÉdgÉs is proportional to
its currÉnt dÉgrÉÉ  jk t at timÉ t:
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with mt bÉing thÉ numbÉr of ÉdgÉs in thÉ graph at timÉ tK
Thus, thÉ nÉtwork modÉl works as follows:
1K BÉgin with a small nÉtwork of at lÉast mM nodÉs and somÉ ÉdgÉsK
2K In Éach simulation stÉp add onÉ nodÉK cor Éach of its mM ÉdgÉs draw onÉ of thÉ
nodÉ j that arÉ alrÉadó in thÉ graph, Éach with probabilitó of  j K
AlbÉrt and Barabasi latÉr in [114] show that, in Éach timÉ stÉp thÉ probabilitó of an
ÉdgÉ attachÉd to a nodÉ is proportional to thÉ dÉgrÉÉ of thÉ nodÉK Thus, it is sufficiÉnt that
anó nÉtwork modÉl show this prÉfÉrÉntial attachmÉnt in ordÉr to gÉnÉratÉ scalÉJfrÉÉ
nÉtworksK tÉ appló this propÉrtó in our simulator whÉn crÉating random annotatÉd Ap
graphsK ppÉcificalló, Éach nodÉ in our simulatÉd growing graph maó connÉct to anothÉr, in
Éach algorithm stÉp, with a probabilitó that is proportional to its currÉnt dÉgrÉÉ EcfK pÉction
3K6)K It makÉs surÉ that our Ap graph simulator gÉnÉratÉs scalÉJfrÉÉ graphsK
AnothÉr important aspÉct of a graph simulation is that it should Éxhibit a hiÉrarchical
structurÉ that is closÉ to thÉ IntÉrnÉt configurationK This nÉtwork fÉaturÉ has bÉÉn
ÉxtÉnsivÉló studiÉd to undÉrstand thÉ topological structurÉ of thÉ Ap connÉctivitó graph
EcfK pÉction 3K2)K In this work, wÉ dividÉ our simulatÉd graphs into fivÉ tiÉrsK This division
is closÉ to thÉ fivÉ tiÉr hiÉrarchical nÉtwork proposal of pubramanian Ét alK [93]K This
hiÉrarchó is simplÉr to implÉmÉnt than thÉ nÉtwork classifications of uK aimitropoulos
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[94]K pincÉ our simulatÉd graphs arÉ randomló gÉnÉratÉd, dÉtailÉd classification
information for Ap taxonomó, thÉrÉforÉ, doÉs not providÉ anó furthÉr consÉquÉncÉ to our
studiÉd problÉmK
3KRK2 Too draphs
As mÉntionÉd in pÉction 3K3, a connÉction bÉtwÉÉn two Aps can bÉ onÉ of thÉ tópÉs
CJm, mJC, mJm or pJpK eowÉvÉr, actual data of thÉ global hiÉrarchical structurÉ of thÉ
IntÉrnÉt is vÉró difficult to collÉct duÉ to thÉ closÉd information policiÉs of IpmsK ThÉ Too
problÉm is a rÉsÉarch trÉnd that triÉs to addrÉss that difficultó bó infÉrring and annotating
thÉ Toos of Ap connÉctionsK A tópical procÉdurÉ for infÉrring thÉ Toos is as follows
[11R]:
1K Extract all Ap links from onÉ or sÉvÉral Bdm databasÉ snapshots, such as
ooutÉsiÉws [8M] or oImE [81]K
2K Appló hÉuristics to infÉr thÉ CJm, mJC rÉlationships, and annotatÉ Ap linksK
3K Appló hÉuristics to infÉr mJm rÉlationships, and annotatÉ Ap links Epossibló
ovÉrriding rÉlationships infÉrrÉd in stÉp 2)K
4K cix suspicious looking infÉrrÉd rÉlationships EÉKgK, a lowJdÉgrÉÉ Ap acting as
providÉr to a highJdÉgrÉÉ Ap)K
RK InfÉr pJp connÉctions EiKÉK connÉctions of Aps bÉlonging to thÉ samÉ organisation)
from telIp, and annotatÉ Ap links Epossibló ovÉrriding prÉvious rÉlationship
annotations)K
In this work, wÉ usÉ thÉ Too annotatÉd Ap topologiÉs crÉatÉd bó CAIaA [9M] and
convÉrt thÉm into pdB format [116] which is usÉd in our simulationK ThÉsÉ topologiÉs
sÉrvÉ as our main tÉstJbÉd for thÉ studiÉd algorithms EcfK ChaptÉr R)K ThÉó also allow us to
validatÉ thÉ rÉsults dÉrivÉd from simulatÉd graphs EcfK ChaptÉr 4)K
cor thÉ randomló simulatÉd Ap graphs, bÉsidÉ thÉ compliancÉ to thÉ scalÉJfrÉÉ modÉl
and hiÉrarchó EcfK pÉction 3KRK1), wÉ tró to makÉ our simulator gÉnÉratÉ numbÉrs of Too
links similar to thÉ actual pÉrcÉntagÉs in thÉ IntÉrnÉt statisticsK TablÉ TablÉ 3K1 illustratÉs
thÉ statistics of infÉrrÉd Ap rÉlationships of thÉ IntÉrnÉt rÉportÉd in [11R]K
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TablÉ 3K1K ptatistics of infÉrrÉd Ap rÉlationships
CJm links mJm links pJp links Total
kumbÉr of links 34,RR2 3,RR3 177 38,282
mÉrcÉntagÉ 9MK26% 9K28% MK46% 1MM%
3K6 Ap draph dÉnÉrator J A pimulation mackagÉ
In ordÉr to ÉvaluatÉ mÉthods for rÉlaó path sÉlÉction in diffÉrÉnt nÉtwork
configurations, wÉ havÉ implÉmÉntÉd thÉ rÉlaó path sÉlÉction algorithms in simulationK
ThÉ ptanford draph BasÉ EpdB) packagÉ [116] has bÉÉn chosÉn as it is flÉxiblÉ and
powÉrful softwarÉ which allows simulation of hundrÉds of thousands nodÉ graphsK pdB is
providÉd as an intÉgral part of thÉ kÉtwork pimulator nsJ2 [117]K ThÉ advantagÉs of using
Ap graph gÉnÉrator basÉd on pdB softwarÉ is that wÉ arÉ not onló ablÉ to gÉnÉratÉ largÉ
topologiÉs but also ablÉ to utilisÉ powÉrful pdB tools for manipulating thosÉ topologiÉsK
ThÉ lattÉr allow us to associatÉ dÉsirÉd nÉtwork paramÉtÉrs such as bandwidth, dÉlaó, loss,
load, cost, ÉtcK to thÉsÉ topologiÉs and calculatÉ diffÉrÉnt traffic ÉnginÉÉring problÉmsK It is
also rathÉr Éasó to convÉrt pdB sÉttings to nsJ2 format for studó of dónamic nÉtwork
scÉnariosK
According to thÉ vallÉóJfrÉÉ rulÉ of thÉ Bdm routing paths, wÉ havÉ dÉvÉlopÉd a
program to gÉnÉratÉ random annotatÉd Ap graphs in which a nodÉ rÉprÉsÉnts an Ap and a
link rÉflÉcts a tópÉ of rÉlationship EToo) bÉtwÉÉn ApsK tÉ tró to makÉ thÉ simulatÉd
graphs similar to thÉ rÉal ApJlÉvÉl IntÉrnÉt in tÉrms of thÉ sizÉ, thÉ hiÉrarchó, thÉ dÉgrÉÉ
and thÉ rÉlationships among ApsK ThÉ numbÉr of nodÉs is random but around thÉ rangÉ of
1R,MMM to 3R,MMM nodÉsK ThosÉ nodÉs arÉ dividÉd into R hiÉrarchiÉs according to thÉ
guidÉlinÉs from [93], [111], in which TiÉr 1 Aps arÉ fulló connÉctÉd togÉthÉr; and, Éach
nodÉ in lowÉr laóÉrs connÉcts to its corrÉsponding providÉr in uppÉr laóÉr constituting a
kind of skÉlÉton for thÉ graphsK ThÉ lattÉr ÉnsurÉs thÉ rÉachabilitó of a nodÉ as ÉvÉró nonJ
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TiÉr 1 nodÉ will havÉ at lÉast onÉ providÉrK This sÉtting is nÉcÉssaró bÉcausÉ in thÉ
ÉnvironmÉnt of policó routing wÉ arÉ simulating, Ap paths arÉ vallÉóJfrÉÉK If Toos arÉ
randomló assignÉd, thÉrÉ maó bÉ a situation that onÉ sourcÉ nodÉ cannot bÉlong to anó
pÉrmittÉd path Ewith rÉspÉct to thÉ adoptÉd policó) to a spÉcific dÉstination although it has
phósical connÉctions to othÉr nodÉsK ThÉ graph skÉlÉton assignmÉnt is illustratÉd in cigurÉ
3K1K
cigurÉ 3K1K draph skÉlÉton to makÉ surÉ of nodÉ rÉachabilitóK
tÉ utilisÉ thÉ naming sóstÉm for nodÉs in TransitJptub random graph gÉnÉrator of
dTJITM [1M6] to assign nodÉ namÉs in spÉcific hiÉrarchical lÉvÉl of Ap graphs, iKÉK ptub
Aps lÉvÉl R, ptub Aps lÉvÉl 4, Transit Aps lÉvÉl 3, top TiÉr Transit Aps lÉvÉl 1 and 2, as
shown in TablÉ 3K2K ThÉ namÉ of Éach nodÉ is assignÉd as soon as it is crÉatÉd during thÉ
T1
p4
T3
T2
pR
T1
T1
T2 T2 T2
T3 T3 T3 T3 T3
p4 p4 p4 p4 p4
pR pR pR pRpR
……KK
……………KK
mÉÉr J mÉÉr rÉlationship
mrovidÉr J CustomÉr rÉlationship
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procÉss of gÉnÉrating thÉ Ap graphK This naming sóstÉm latÉr allows us to assign rÉlaó
pÉÉrs to a spÉcific nÉtwork laóÉr to invÉstigatÉ rÉlaó traffic charactÉristics EcfK pÉction
4KR)K
TablÉ 3K2K Ap nodÉ namÉ notations
Ap catÉgoriÉs kotations*
Transit Ap TiÉr 1 T1:xKM
Transit Ap TiÉr 2 T2:xKó
Transit Ap TiÉr 3 T3:xKó/aKM
ptub Ap TiÉr 4 p4:xKó/aKb
ptub Ap TiÉr R pR:xKó/aKb/c
* kotÉ: kcbaóx ,,,,
tÉ thÉn follow thÉ powÉrJlaw growing graph modÉl [113] to add additional links to
graphs as follows:
ThÉ probabilitó of a nÉw nodÉ connÉcting with nodÉ i of dÉgrÉÉ di in laóÉr l of graph
hiÉrarchó is proportional to its dÉgrÉÉ:
 iil d
dhim )E E3K2)
whÉrÉ  id is thÉ total dÉgrÉÉs of all currÉnt nodÉs, and hl is a constant chosÉn for Éach
laóÉr of graphs El = 2, 3, 4, R)K
Bó adjusting thÉ valuÉ hl in Éach laóÉr through thousands of ÉxpÉrimÉnts, wÉ arÉ
finalló ablÉ to gÉnÉratÉ Ap graphs with similar dÉgrÉÉ distribution to thÉ rÉal IntÉrnÉtK
cigurÉ 3K2 illustratÉs thÉ procÉdurÉ of adding links bó following powÉrJlawK
cigurÉ 3K3 shows ÉxamplÉs of 11 simulatÉd graphs gÉnÉratÉd from our Ap graph
simulator, namÉd “pdB sim MJ1M”K ApJlÉvÉl IntÉrnÉt topologó madÉ bó [R6] which is
dÉrivÉd from ooutÉsiÉws [8M] and othÉr Bdm routing tablÉs updatÉd on 26 pÉptÉmbÉr
2MMR is givÉn for comparisonK
6M
cigurÉ 3K2K Adding additional links bó following powÉrJlawK
It should bÉ notÉd that thÉ main purposÉ of our Ap graph gÉnÉration program is for
comparing diffÉrÉnt path sÉlÉction mÉthods taking into account thÉ ovÉrlap hops EcfK
ChaptÉr 4)K Thus, thÉ similaritó in distribution of thÉ lowÉst dÉgrÉÉs of nodÉs bÉtwÉÉn
simulatÉd and thÉ rÉal Ap graphs has a morÉ important rolÉK Through ÉxtÉnsivÉ
rÉfinÉmÉnts, wÉ approach such similaritó for low dÉgrÉÉ nodÉs as shown in cigurÉ 3K4K
Although wÉ achiÉvÉ vÉró similar distribution for nodÉs from 3JdÉgrÉÉ upward, a
smallÉr numbÉr of 1J and 2JdÉgrÉÉ nodÉs is gÉnÉratÉd Eabout 18% smallÉr)K This limitation
of our Ap graph gÉnÉrator would affÉct thÉ pÉrformancÉ of algorithmsK dÉnÉralló, thÉ
numbÉr of ovÉrlap hops countÉd would bÉ highÉrK This howÉvÉr will not havÉ impact in
our comparison bÉtwÉÉn algorithms, as thÉó arÉ Équalló affÉctÉdK
cinalló, wÉ assign Toos to thÉ hiÉrarchical graphs in thÉ waó that Aps from thÉ samÉ
laóÉrs arÉ connÉctÉd bó a pÉÉrJpÉÉr rÉlationship whilÉ Aps from diffÉrÉnt laóÉrs arÉ
connÉctÉd bó a customÉrJprovidÉr rÉlationshipK ThÉ assignmÉnt also adopts thÉ suggÉstion
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from [11R] so that approximatÉló 9M% of thÉ links in thÉ Ap graphs arÉ of thÉ tópÉ CJm
whilÉ thÉ rÉst arÉ of thÉ tópÉ pÉÉrJpÉÉr1K
cigurÉ 3K3K Ap dÉgrÉÉ distribution of thÉ rÉal IntÉrnÉt and ÉxamplÉd simulatÉd pdB
graphs: ‘ooutÉsiÉws’ J thÉ rÉal IntÉrnÉt dÉgrÉÉ distribution [R6] vsK ‘pdB sim MJ1M’ J
randomló simulatÉd graphsK
ThÉ pdB graph gÉnÉrator contains additional tools such as for hashing to a particular
nodÉ in a givÉn graph, and for computing shortÉst path bÉtwÉÉn two nodÉs, iKÉK aijkstra
algorithm [118]K eowÉvÉr, thÉ shortÉst path routing assumption madÉ bó dÉfault in pdB is
not vallÉóJfrÉÉ awarÉ bÉcausÉ thÉ standard pdB graphs do not modÉl Ap rÉlationships,
which is likÉló to lÉad to unrÉalistic simulation of intÉrJdomain routingK It is alrÉadó wÉll
known that actual Ap paths in thÉ IntÉrnÉt arÉ substantialló longÉr than thÉ shortÉst path
[119], [12M], [121]K In ordÉr to simulatÉ thÉ practical Ap paths, wÉ havÉ modifiÉd thÉ
aijkstra algorithm in pdB basÉd on thÉ guidÉlinÉ in [122]K This tool allows us not onló
1 ThÉ tópÉ of siblingJsibling has bÉÉn ignorÉd sincÉ it onló counts for a small portion EMK46%) of
rÉlationships in Ap graphsK
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simulatÉ Ap path bÉtwÉÉn anó two nodÉs but also computÉ onÉJhop and twoJhop rÉlaó Ap
paths in thÉ subsÉquÉnt implÉmÉntation of rÉlaó path sÉlÉction algorithmsK As a rÉsult, all
Ap paths in our simulation arÉ vallÉóJfrÉÉ shortÉst pathsK In practicÉ, Ap paths maó not bÉ
thÉ shortÉst paths bÉcausÉ Éach Ipm maó sÉt diffÉrÉnt policiÉs for its intÉrdomain routÉrs
whÉn making routing dÉcisionsK eowÉvÉr, our modifiÉd aijkstra algorithm hÉlps to
simulatÉ thÉ Ap path inflation ÉffÉct in rÉalitóK
cigurÉ 3K4K Cac of low dÉgrÉÉ nodÉs in simulatÉd graphs and thÉ rÉal IntÉrnÉt graphK
auring thÉ timÉ of constructing this graph simulator, wÉ also providÉ two additional
tools to pdB packagÉ, including thÉ kJphortÉst maths EkJpm) algorithm [123], and thÉ
Equal Cost MultiJmaths EECMm) algorithm [124] basÉd on thÉ guidÉlinÉ in [12]K ThÉsÉ
pdB modulÉs havÉ bÉÉn usÉd in simulations and analósÉs of eK Agrawal [12R]K
curthÉrmorÉ, wÉ havÉ ÉnhancÉd thÉ standard kJpm algorithm to compló with thÉ vallÉóJ
frÉÉ rulÉK ThÉ ÉnhancÉd kJpm is appliÉd in our nÉwló introducÉd algorithm for soIm rÉlaó
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path sÉlÉction in ChaptÉr R of this dissÉrtationK ThÉsÉ softwarÉ programs arÉ madÉ
availablÉ to download from thÉ wÉbsitÉ [126]K
3K7 ThÉ oÉal IntÉrnÉt Configuration
tÉ usÉ thÉ Ap topological information from CAIaA annotatÉd Ap nÉtwork
gÉnÉratÉd on 28 Juló 2MM8 [9M], which contains 28,R31 distinct Aps and 114,976
unidirÉctional linksK AnothÉr good sourcÉ for nÉtwork information can bÉ found in
imiAkE [127]K
In our simulations, wÉ usÉ latÉncó information from IntÉrJmom links datasÉt datÉd MR
kovÉmbÉr 2MM8 of [127] to map onto thÉ CAIaA Ap topologó with thÉ following rulÉsK If
thÉrÉ is a mapping bÉtwÉÉn two corrÉsponding links in thÉ two data sÉts, wÉ assignÉd thÉ
dÉlaó valuÉ from imiAkE dirÉctló to thÉ CAIaA linkK lut of 114,976 links in CAIaA
topologó, 31,136 links find thÉir mappingsK ThÉ rÉmaining links arÉ assignÉd dÉlaó valuÉs
taking from random ÉntriÉs within thÉ IntÉrJmom links data sÉtK
cor intraJAp latÉncó, wÉ computÉ as thÉ followingsK ThÉ latÉncó incurrÉd to traffic
passing an Ap is thÉ mÉan valuÉ of latÉncó of all intraJAp mÉasurÉmÉnt for this Ap in thÉ
IntÉrJmom links datasÉtK ThÉrÉ arÉ 7,R93 Aps to find thÉir dÉlaó valuÉs this waóK If thÉrÉ is
no mÉasurÉmÉnt for an Ap, wÉ assignÉd thÉ mÉan valuÉ of latÉncó of thÉ wholÉ imiAkE
data sÉt EiKÉK 2R ms)K
cigurÉ 3KR comparÉs thÉ distribution of latÉncó valuÉs in thÉ two data sÉts; IntÉrJmom
links of imiAkE and dÉlaó valuÉs assignÉd to CAIaA topologóK It can bÉ sÉÉn that thÉó
havÉ vÉró similar distribution curvÉs, although our CAIaA datasÉt lacks fÉw ÉxtrÉmÉ
valuÉsK tÉ usÉ this CAIaA topologó with thÉ assignÉd dÉlaó valuÉs in all of our
ÉxpÉrimÉnts dÉscribÉd in thÉ nÉxt chaptÉrsK
rsing this tÉst bÉd, wÉ implÉmÉnt thrÉÉ diffÉrÉnt Éxisting proposals for soIm rÉlaó
path sÉlÉction; thÉ EarliÉst aivÉrgÉncÉ oulÉ EEao) [8], [9], thÉ sÉlÉctJclosÉJrÉlaóE)
algorithm in ApJAwarÉ mÉÉrJrÉlaó mrotocol [R6], and thÉ Minimal lvÉrlap ClosÉ oÉlaó
EMlCo) [128]K
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cigurÉ 3KRK Cac of thÉ two data sÉts of latÉncó
3K8 pummaró
This chaptÉr givÉs thÉ scopÉ of our rÉsÉarch and Éxplains our rÉsÉarch mÉthodologóK
ppÉcificalló, wÉ sÉlÉct ApJlÉvÉl IntÉrnÉt topologó bÉcausÉ of its fÉasibilitó and scalabilitó
for rÉlaó path sÉlÉction schÉmÉsK ApJlÉvÉl algorithms can also utilisÉ thÉ nÉtwork
ÉfficiÉncó, and thÉ Ap path divÉrsitóK
tÉ havÉ crÉatÉd a nÉw random Ap graph simulator basÉd on thÉ Éxisting pdB
simulation packagÉK lur simulator rÉflÉcts important factors of thÉ Ap IntÉrnÉt topologó,
which havÉ bÉÉn discovÉrÉd bó rÉcÉnt rÉsÉarch worksK ThÉsÉ includÉ thÉ intÉrnal structurÉ
of thÉ IntÉrnÉt, thÉ rÉlationships bÉtwÉÉn Aps, and thÉ vallÉóJfrÉÉ Ap paths that arÉ
manipulatÉd bó intÉrJdomain routing bÉhaviourK ThÉ flÉxibilitó of pdB softwarÉ also
allows us to simulatÉ thÉ rÉal IntÉrnÉt configuration at ApJlÉvÉlK ThÉsÉ random and
6R
sónthÉtic Ap graphs providÉ us opportunitiÉs to invÉstigatÉ diffÉrÉnt aspÉcts of m2m
ovÉrlaó nÉtworks and ÉxplorÉ diffÉrÉnt fÉaturÉs of rÉlaó path sÉlÉction algorithmsK
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CeAmTEo 4
MAuIMAi lsEoiAm CilpE oEiAY
4K1 Introduction
soicÉJovÉrJIm EsoIm) applications using pÉÉrJtoJpÉÉr Em2m) ovÉrlaó nÉtworks havÉ
grown dramaticallóK ThÉ largÉst m2m soIm sóstÉm, pkópÉ, has about R21 million usÉrs bó
thÉ Énd of thÉ third nuartÉr of 2MM9K It was rÉportÉd that 2M,36R,6R6 concurrÉnt pkópÉ
usÉrs wÉrÉ onlinÉ as of M9 kovÉmbÉr 2MM9 [129]K puch significant succÉss has motivatÉd
an intÉnsÉ rÉsÉarch activitó in thÉ fiÉldK m2m ovÉrlaó sóstÉms arÉ ÉnvisionÉd to bÉcomÉ a
promising altÉrnativÉ for ÉndJtoJÉnd qualitó of sÉrvicÉ Enop) dÉlivÉró in Im nÉtworksK
puch dÉcÉntralisÉd structurÉd m2m sóstÉms inhÉrÉntló havÉ scalabilitó, robustnÉss and fault
tolÉrancÉ bÉcausÉ thÉrÉ is no cÉntralisÉd sÉrvÉr and thÉ nÉtwork sÉlfJorganisÉsK lnÉ of thÉ
kÉó fÉaturÉs of m2m soIm sóstÉms is mÉchanisms to sÉlÉct onÉ or morÉ suitablÉ backup
pathsK This is particularló important in intÉrdomain routing scÉnarios whÉrÉ thÉ Éxisting
routing protocol, thÉ BordÉr datÉwaó mrotocol EBdm), is limitÉd to singlÉJpath routing
capabilitó [13M]K rsing m2m ovÉrlaó nÉtworks to ovÉrcomÉ this drawback of Bdm has bÉÉn
proposÉd and dÉmonstratÉd bó a numbÉr of studiÉs in multiJpath switching [8], [49], [R6],
[76], [131], [132], [133], [134], [13R]K ThÉir common idÉa is to Éxploit thÉ path divÉrsitó
in Im nÉtworks to avoid congÉstion or dÉgradation in thÉ dÉfault pathK
ThÉ opÉration of thÉ m2m soIm ovÉrlaó sóstÉms is usualló basÉd on somÉ spÉcial
nÉtwork componÉnts callÉd supÉrnodÉ and rÉlaó nodÉK pupÉrnodÉ is rÉsponsiblÉ for
dÉtÉcting nÉarbó Énd hosts, transfÉrring signalling mÉssagÉs bÉtwÉÉn callÉr and callÉÉK
pupÉrnodÉs with sufficiÉnt bandwidth can act as rÉlaó nodÉ to ÉxchangÉ mÉdia traffic EiKÉK
voicÉ calls) bÉtwÉÉn thÉ two partiÉsK In this studó, wÉ invÉstigatÉ thÉ task of sÉlÉcting
rÉlaó nodÉs to form altÉrnatÉ rÉlaó pathsK pincÉ thÉ pÉrformancÉ of an ovÉrlaó path dirÉctló
dÉpÉnds on how wÉll thÉ rÉlaó nodÉ is sÉlÉctÉd, it is usÉful to studó altÉrnativÉ sÉlÉction
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policiÉsK It is assumÉd that communication bÉtwÉÉn Énd hosts can takÉ placÉ ÉithÉr ovÉr
thÉ dÉfault dirÉct path or ovÉr altÉrnatÉ rÉlaó paths, which arÉ idÉntifiÉd bÉforÉ or during
thÉ procÉss of communication initiationK
In gÉnÉral, thÉrÉ arÉ two scÉnarios of making soIm calls through ovÉrlaó nÉtworks,
including intraJdomain calls and crossJdomain callsK ThÉsÉ corrÉspond to making local
and national/intÉrnational calls in thÉ traditional public tÉlÉphonÉ sóstÉmK This work
focusÉs on tÉchniquÉs usÉd to sÉlÉct crossJdomain rÉlaó paths in thÉ largÉ scalÉ soIm
sóstÉmsK cor scalabilitó and ÉfficiÉncó, it has bÉÉn arguÉd to Émploó autonomous sóstÉm
EAp)JlÉvÉl path information so that topological information maintainÉd at Énd hosts can bÉ
significantló rÉducÉd whilÉ Éxhibiting bÉttÉr path pÉrformancÉ [8], [R6]K
This chaptÉr ÉxplorÉs thÉ mÉthods for idÉntifóing suitablÉ soIm ovÉrlaó paths in
scalablÉ mannÉr, iKÉK thÉ first rÉsÉarch quÉstion of this thÉsisK tÉ discuss and comparÉ
diffÉrÉnt path sÉlÉction schÉmÉs in m2m ovÉrlaó nÉtworksK crom ÉxtÉnsivÉ simulations, wÉ
introducÉ a hÉuristic algorithm for altÉrnatÉ rÉlaó path sÉlÉction, which can bÉ sÉÉn as a
modifiÉd and combinÉd vÉrsion of path sÉlÉction schÉmÉs proposÉd in [8] and [R6]K tÉ
illustratÉ that thÉ proposÉd algorithm can bring bÉttÉr qualitó paths with thÉ samÉ
constraints as Éxisting mÉthodsK tÉ thÉn ÉxtÉnd thÉ finding bó applóing thosÉ path
sÉlÉction schÉmÉs in diffÉrÉnt ovÉrlaó nÉtwork scÉnariosK tÉ obsÉrvÉ a considÉrablÉ
improvÉmÉnt of path latÉncó whÉn rÉlaóing soIm traffic through top tiÉr ApsK
curthÉrmorÉ, wÉ implÉmÉnt rÉlaó path sÉlÉction algorithms in a sónthÉtic IntÉrnÉt
configuration and dÉtÉrminÉ a lowÉr thrÉshold of thÉ hopJcount lÉngth of first hop rÉlaó
pathsK Bó incrÉasing thÉ rÉlaó nodÉ dÉnsitó in thÉ simulatÉd sóstÉm, wÉ show that thÉ
dÉlaó of rÉlaó paths dÉcrÉasÉs whilÉ thÉ numbÉr of ovÉrlap hops in rÉlaó paths incrÉasÉsK It
indicatÉs thÉ conflict bÉtwÉÉn thÉ pÉrformancÉ objÉctivÉs of rÉlaó pathsK
tÉ bÉliÉvÉ that thÉsÉ findings will bÉ usÉful for nÉtwork opÉrators whÉn Éxploiting
m2m sóstÉms for nop sÉrvicÉ provisioningK It maó also bÉ usÉful for ovÉrlaó soIm sÉrvicÉ
providÉrs to considÉr whÉn dÉsigning thÉir m2m sóstÉmsK
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ThÉ rÉmaindÉr of this chaptÉr is organisÉd as followsK pÉction 4K2 rÉviÉws Éxisting
approachÉs rÉlatÉd to our studó, thÉir advantagÉs and drawbacksK This motivatÉs our nÉw
mÉthod of sÉlÉcting altÉrnatÉ rÉlaó paths in m2m soIm ovÉrlaó sóstÉms dÉscribÉd in
pÉction 4K3K In pÉction 4K4, wÉ dÉmonstratÉ thÉ ÉffÉctivÉnÉss of our proposal and show
somÉ obsÉrvations about soIm rÉlaó traffic through various simulations with random Ap
graphsK In pÉction 4KR, wÉ dÉscribÉ our simulations of rÉlaó paths through diffÉrÉnt tiÉr
allocationsK pÉction 4K6 introducÉs thÉ hop lÉngth uppÉr bound of thÉ first hop rÉlaó and its
corrÉspondÉncÉ to thÉ qualitó of rÉlaó pathsK tÉ thÉn dÉscribÉ thÉ opÉration of m2m
ovÉrlaó nÉtwork in diffÉrÉnt conditions of rÉlaó pÉÉr distributionK cinalló, pÉction 4K7
summarisÉs our findings in thÉ chaptÉrK
4K2 oÉlatÉd tork
oÉsÉarchÉrs havÉ dÉmonstratÉd thÉ potÉntial of multiJpath ovÉrlaó routing for
Énhancing ÉndJtoJÉnd nÉtwork pÉrformancÉK ppÉcificalló, thÉ oÉsiliÉnt lvÉrlaó kÉtwork
Eolk) proposÉd in [76] and thÉ pcalablÉ lnÉJhop pourcÉ oouting Elepo) in [133] havÉ
bÉÉn shown to bÉ sufficiÉnt to mitigatÉ path failurÉ through onÉ intÉrmÉdiaró nodÉ ovÉrlaó
routingK olk monitors thÉ availabilitó of ImJlaóÉr paths bÉtwÉÉn ÉvÉró pair of
participating nodÉs, and usÉs ovÉrlaó paths to forward data packÉt whÉn thÉ dirÉct paths
failK auÉ to its full mÉsh architÉcturÉ, olk is not scalablÉ for largÉ pÉÉrJtoJpÉÉr nÉtworksK
lepo randomló picks k candidatÉ rÉlaó nodÉs and choosÉs thÉ bÉst onÉ to form a onÉJhop
ovÉrlaó pathK thÉn k is small, random sÉlÉction can potÉntialló ÉliminatÉ good rÉlaó
nodÉsK ThÉ bÉnÉfit of thÉ divÉrsitó dÉgrÉÉ of altÉrnatÉ m2m ovÉrlaó paths has bÉÉn ÉxposÉd
in studiÉs such as [1M], [136]K
ThÉrÉ is a rangÉ of invÉstigations of pkópÉ, which providÉ a good basis for our workK
pAK BasÉt and eK pchulzrinnÉ [R8] analósÉ kÉó functions of pkópÉ, including pkópÉ cliÉnt
opÉrations, kÉtwork AddrÉss Translation EkAT)/firÉwall travÉrsal, supÉrnodÉ rÉlaóK
collowing this work, duha Ét alK in [63] providÉ ÉxpÉrimÉntal data about pkópÉ sóstÉm
that arÉ usÉful for futurÉ dÉsign of m2m soIm sóstÉms, including thÉ population of onlinÉ
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pkópÉ cliÉnts, thÉ numbÉr of supÉrnodÉs, and thÉir traffic charactÉristicsK In [RM], dK
CaizzonÉ Ét alK analósÉ thÉ scalabilitó aspÉcts of pkópÉ nÉtworkK ThÉ mÉasurÉmÉnt and
ÉxpÉrimÉnt basÉd studiÉs [R6], [66] has dÉmonstratÉd that thÉ pkópÉ sóstÉm usÉs a subJ
optimal rÉlaó path sÉlÉction mÉchanism with largÉ numbÉr of unnÉcÉssaró probÉs,
rÉsulting in hÉavó nÉtwork trafficK oÉfÉrÉncÉ [R6] also suggÉsts two scÉnarios that ovÉrlaó
routing paths can bÉ fastÉr Eor shortÉr) than thÉ dirÉct Im routing pathsK
lur work is influÉncÉd bó two rÉlaó path sÉlÉction algorithms [8], [R6] that arÉ
capablÉ of applóing to m2m soIm sóstÉms EcfK pÉctions 2KRK4 and 2KRKR)K lur analósÉs in
pÉction 4K6K2 partialló follow thÉ pkópÉ supÉrpÉÉr statistics of [RM]K
4K3 Minimal lvÉrlap ClosÉ oÉlaó Algorithm
MotivatÉd from thÉ proposÉd algorithms for rÉlaó path sÉlÉction, EarliÉst aivÉrgÉncÉ
oulÉ EEao) [8] and ApJAwarÉ mÉÉrJrÉlaó mrotocol EApAm) [R6] dÉscribÉd in dÉtail in
pÉctions 2KRK4 and 2KRKR, wÉ proposÉ a nÉw mÉthod callÉd Minimal lvÉrlaps ClosÉ oÉlaó
EMlCo) for sÉlÉcting altÉrnatÉ rÉlaó paths which takÉs into account both numbÉr of
ovÉrlap hops and rÉlaó dÉlaó paramÉtÉrsK MlCo computÉs rÉlaó paths in m2m sóstÉms
using local information of sourcÉ nodÉs onló, iKÉK thÉ samÉ knowlÉdgÉ as Eao usÉs
without rÉquiring anó additional informationK A sourcÉ nodÉ approximatÉs thÉ round trip
rÉlaó dÉlaó Égina , according to thÉ Éstimation dÉscribÉd in Eao as thÉ sum of dirÉct path
dÉlaó dÉa and two timÉs dÉlaó from sourcÉ to rÉlaó nodÉs rina , K That is
rindÉÉgin aaa ,, 2 K E4K1)
ThÉ idÉa of MlCo is that it utilisÉs thÉ rÉlaó path divÉrsitó in thÉ Eao path sÉlÉction
approach, iKÉK basÉd on thÉ ÉarliÉst divÉrgÉncÉ point approximationK eowÉvÉr, as opposÉd
to thÉ long latÉncó rÉlaó path prÉfÉrÉncÉ of Eao, MlCo choosÉs thÉ shortÉst rÉlaó paths
among thosÉ rÉlaó candidatÉsK
In all of our ÉxpÉrimÉnts in pÉction 4K4, wÉ havÉ also mÉasurÉd thÉ actual round trip
dÉlaó in Éach rÉlaó pathK Comparing to its corrÉsponding calculatÉd dÉlaó basÉd on
7M
Equation E4K1), cigurÉ 4K1 shows that thÉó arÉ strongló corrÉlatÉdK That is a path with long
calculatÉd dÉlaó tÉnds to havÉ actual long dÉlaó and vicÉ vÉrsaK pincÉ thÉ round trip dÉlaó
of dÉfault dirÉct paths arÉ uniformló distributÉd, thÉ actual rÉlaó dÉlaó bÉtwÉÉn anó two
nodÉs is, thÉrÉforÉ, corrÉspondÉnt to thÉ first hop rÉlaó dÉlaóK This lÉads to our assumption
that, duÉ to thÉ strict vallÉóJfrÉÉ rulÉ in Bdm routÉs, a rÉlaó pÉÉr that dÉviatÉs just onÉ or
two hops awaó from thÉ ÉarliÉst divÉrgÉncÉ point might bÉ good Énough to makÉ surÉ thÉ
disjointnÉss of thÉ rÉlaó path Eto its corrÉsponding dÉfault path) toward thÉ dÉstinationK If
our assumption is corrÉct, MlCo can utilisÉ shortÉr rÉlaó candidatÉs bó sÉlÉcting short
first hop rÉlaó paths, which maó bÉ ÉliminatÉd in EaoK tÉ latÉr invÉstigatÉ our proposal
through ÉxtÉnsivÉ simulations in thÉ nÉxt sÉctionK
cigurÉ 4K1K A comparison bÉtwÉÉn thÉ calculatÉd dÉlaó and mÉasurÉd dÉlaó of rÉlaó pathsK
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cigurÉ 4K2K MlCo psÉudo codÉ
cigurÉ 4K2 illustratÉs thÉ MlCo algorithmK BasÉd on thÉ Ap path information to rÉlaó
nodÉs, thÉ sourcÉ nodÉ vin dÉtÉrminÉs a sÉt of rÉlaó candidatÉs 1rÉlaós in favour of thÉ
ÉarliÉst divÉrgÉncÉ point to its dÉfault dirÉct path to dÉstination Ein a similar fashion to
Eao)K A subsÉt of 1rÉlaós which contains k paths with smallÉst ovÉrlap valuÉ arÉ sÉlÉctÉd as
rÉlaó candidatÉs, iKÉK 12 rÉlaórÉlaó ss  K ThÉ lattÉr arÉ thÉn sortÉd in ordÉr of incrÉasing dÉlaóK
pubsÉquÉntló, thÉ path with minimal dÉlaó is chosÉnK
In this psÉudo codÉ, vr is a rÉlaó nodÉ in thÉ sÉt of rÉlaó nodÉs s, vÉg is thÉ dÉstination
nodÉ, adÉ rÉprÉsÉnts for round trip dÉlaó of dÉfault dirÉct path, ain,Ég rÉprÉsÉnts round trip
dÉlaó of altÉrnatÉ path from vin to vÉg, lhr stands for numbÉr of ovÉrlaps and m for pathK
MinimalJlvÉrlapsJClosÉJoÉlaóE)
cind dÉfault dirÉct path mdÉ from vin to vÉg
lbtain sÉt of rÉlaó nodÉs  inrÉlaó vss 1
cor Éach 1rÉlaór sv  do
cind rÉlaó path mr from vin to vr
Count numbÉr of ovÉrlap hops lhr bÉtwÉÉn mdÉ and mr
ComputÉ round trip dÉlaó ain,Ég from vin to vr to vÉg
End //of for loop
port 1rÉlaós incrÉasing to lhr
Add thÉ first n vÉrticÉs whosÉ mr arÉ divÉrgÉd ÉarliÉst from mdÉ
to thÉ sÉcond sÉt of rÉlaó nodÉs 2rÉlaós
port 2rÉlaós incrÉasing to Égina ,
oÉturn thÉ first k vÉrticÉs as rÉlaó candidatÉsK
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cor morÉ comprÉhÉnsion, wÉ illustratÉ a simplÉ ÉxamplÉ in cigurÉ 4K3 which involvÉs
thrÉÉ possiblÉ choicÉs of rÉlaó nodÉsK Eao sÉlÉcts oÉlaó 1 sincÉ thÉ path from thÉ pourcÉ
A to oÉlaó 1 divÉrgÉs at thÉ ÉarliÉst point EiKÉK thÉ pourcÉ A in cigurÉ 4K3) and its rÉlaó
dÉlaó valuÉ msa RM1  is thÉ highÉstK ThÉrÉforÉ, Eao sÉlÉction might skip shortÉr rÉlaó
pathsK ln thÉ othÉr hand, ApAm choosÉs oÉlaó 3 as it has minimal valuÉ of dÉlaó
EiKÉK msa 2M3  ) from thÉ sourcÉ to thÉ rÉlaó nodÉK ApAm, howÉvÉr, maó sÉlÉct paths
containing morÉ ovÉrlaps to thÉ dÉfault pathK In cigurÉ 4K3, ApAm choosÉs thÉ rÉlaó path
from thÉ sourcÉ to rÉlaó nodÉ with onÉ morÉ ovÉrlap hop EkodÉ B) than Eao doÉsK
In casÉ of MlCo, oÉlaó 2 is chosÉn as it has thÉ lowÉst dÉlaó EiKÉK msa 3M2  ) among
thosÉ satisfóing ÉarliÉst divÉrgÉncÉ conditionK BÉcausÉ wÉ considÉr both ovÉrlap and dÉlaó
constraints, it is ÉxpÉctÉd that MlCo can sÉlÉct paths with smallÉr valuÉ of dÉlaó whilÉ
maintaining fÉw ovÉrlapsK
cigurÉ 4K3K oÉlaó path sÉlÉction in diffÉrÉnt schÉmÉs
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TablÉ 4K1 summarisÉs thÉ main opÉrations wÉ havÉ implÉmÉntÉd in thÉ Eao, ApAm
and MlCo algorithmsK
TablÉ 4K1K ThÉ main opÉrations of algorithms
Eao ApAm MlCo
kumbÉr of
ovÉrlaps
BÉhaviour in
first hop rÉlaó
sÉlÉction
pÉlÉcts paths
containing
ÉarliÉstJdivÉrgÉd
point
IgnorÉd ovÉrlap
paramÉtÉr
pÉlÉcts paths
containing
ÉarliÉstJdivÉrgÉd
point
pimulatÉd
rÉsult EavÉragÉ
numbÉr of
ovÉrlaps at RM
nodÉ pool sizÉ)
2K83 3K18 2K8R
aÉlaó
BÉhaviour in
first hop rÉlaó
sÉlÉction
pÉlÉcts thÉ
longÉst bÉlow
uppÉr bound
among thosÉ
containing
ÉarliÉstJdivÉrgÉd
point
pÉlÉcts thÉ
shortÉst of all
availablÉ paths
pÉlÉcts thÉ
shortÉst among
thosÉ containing
ÉarliÉstJdivÉrgÉd
point
pimulatÉd
rÉsult EavÉragÉ
dÉlaó in
millisÉcond at
RM nodÉ pool
sizÉ)
197KR 173KR 17R
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4K4 Comparison bÉtwÉÉn oÉlaó math pÉlÉction pchÉmÉs
4K4K1 pimulations and AnalósÉs of AltÉrnatÉ oÉlaó math pÉlÉction pchÉmÉs
To comparÉ with MlCo, wÉ havÉ also implÉmÉntÉd two algorithms Eao and ApAm
as thÉ rÉprÉsÉntativÉs for two diffÉrÉnt schÉmÉs of sÉlÉcting altÉrnatÉ rÉlaó paths proposÉd
for soIm sÉrvicÉK
cor a fair comparison, wÉ assumÉ in all algorithms that sourcÉ nodÉs makÉ path
sÉlÉctions basÉd onló on local knowlÉdgÉK ppÉcificalló, whÉn making a routing dÉcision
for a spÉcific rÉlaó nodÉ, a sourcÉ nodÉ can onló usÉ thÉ calculatÉd roundJtrip dÉlaó and
Efor Eao and MlCo) thÉ computation of ÉarliÉst divÉrgÉncÉ pointK ThÉ uppÉr bound for
calculatÉd roundJtrip dÉlaó usÉd bó Eao is sÉt to 2MMms1K tÉ mÉntion onló thÉ calculatÉd
dÉlaó throughout thÉ chaptÉr sincÉ it closÉló corrÉsponds to thÉ actual dÉlaó of a pathK ThÉ
rÉlaó dÉlaó at rÉlaó nodÉs and intraJAp dÉlaó arÉ ignorÉd sincÉ wÉ onló concÉrnÉd with thÉ
lÉngth of rÉlaó paths in thÉ ÉxpÉrimÉntK
tÉ thÉn run thÉ thrÉÉ algorithms for a largÉ numbÉr of Ap topologiÉs crÉatÉd from
our Ap graph gÉnÉratorK cor Éach Ap graph, wÉ randomló sÉlÉct 1M pairs of sourcÉJ
dÉstination nodÉsK tÉ also randomló assign R% of nodÉs in Éach graph as supÉrnodÉsK cor
instancÉ, thÉrÉ arÉ morÉ than 1MMM supÉrnodÉs in Éach simulatÉd graphK cor Éach
algorithm, wÉ mÉasurÉ thÉ numbÉr of ovÉrlap hops and round trip dÉlaó of 2 altÉrnatÉ
paths it sÉlÉcts in diffÉrÉnt sizÉ of rÉlaó nodÉ poolK cor instancÉ, thÉ pool sizÉ is gradualló
incrÉasÉd from 2 nodÉs to RMM nodÉsK
cigurÉ 4K4 skÉtchÉs thÉ avÉragÉ ovÉrlap hops comparison bÉtwÉÉn Eao, ApAm and
MlCoK thilÉ Eao and MlCo Éxhibit vÉró similar pÉrformancÉ, iKÉK thÉ avÉragÉ ovÉrlap
is rÉducÉd whÉn rÉlaó candidatÉ pool sizÉ incrÉasÉs, thÉ avÉragÉ numbÉr of ovÉrlaps in
ApAm is rathÉr stablÉK It indicatÉs that Eao and MlCo havÉ bÉttÉr pÉrformancÉ than
1 auring thÉ simulations, wÉ found that thÉ assignÉd sÉts of link dÉlaós wÉrÉ a bit highÉr than thÉ rÉal
intÉrJdomain link dÉlaós of thÉ IntÉrnÉtK In ordÉr to sÉt an uppÉr bound for triggÉring dÉcisions in our studiÉd
rÉlaó path sÉlÉction algorithms, wÉ finalló agrÉÉd to choosÉ thÉ thrÉshold of 2MMms onÉJwaó dÉlaó instÉad of
1RMms to bring morÉ choicÉs for thÉ algorithms to implÉmÉnt thÉir path sÉlÉctionK This assumption doÉs not
affÉct our simulatÉd rÉsults and subsÉquÉnt analósÉsK
7R
ApAm in tÉrms of numbÉr of ovÉrlap hopsK MlCo achiÉvÉs nÉarló thÉ samÉ ovÉrlap
pÉrformancÉ as Eao doÉsK
lur rÉsults can bÉ ÉxplainÉd as followsK Eao triÉs to sÉlÉct long rÉlaó paths EundÉr
2MMms uppÉr bound) among paths that divÉrgÉ from thÉ dÉfault dirÉct path at thÉ ÉarliÉst
pointK It assumÉs that, bó doing so, it is morÉ difficult for thÉ rÉlaó paths to mÉrgÉ back to
thÉ dirÉct pathK In contrast, among ÉarliÉst divÉrgÉd rÉlaó paths, MlCo usÉs thÉ shortÉst
first hop rÉlaó paths as rÉlaó candidatÉsK tÉ doubt that just onÉ or two hops divÉrgÉd from
thÉ sourcÉ will bÉ Énough to kÉÉp rÉlaó paths dÉviatÉd from dÉfault dirÉct path duÉ to thÉ
strict vallÉóJfrÉÉ rulÉ in thÉ intÉrdomain routingK In cigurÉ 4K4, thÉ curvÉ of MlCo is
closÉ to Eao indicating that our assumption is rÉasonablÉK cor instancÉ, thosÉ short first
hop rÉlaó paths arÉ utilisÉd bó MlCo ÉfficiÉntlóK
ln thÉ othÉr hand, cigurÉ 4KR shows that both ApAm and MlCo Éxploit bÉttÉr
altÉrnatÉ rÉlaó paths in tÉrm of rÉlaó dÉlaó, comparÉd to EaoK BÉcausÉ of thÉ morÉ
ÉfficiÉnt usÉ of short first hop rÉlaó paths, MlCo gÉnÉratÉs short rÉlaó paths with low
ovÉrlapK lur rÉsults suggÉst that MlCo producÉs rÉlaó paths with quitÉ comparablÉ dÉlaó
pÉrformancÉ to ApAm paths, in all sizÉs of pool rÉlaóK
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cigurÉ 4K4K eop ovÉrlap comparison bÉtwÉÉn Eao, ApAm and MlCo Ewith 9R%
confidÉncÉ intÉrvals)K
cigurÉ 4KRK aÉlaó comparison bÉtwÉÉn Eao, ApAm and MlCo Ewith 9R% confidÉncÉ
intÉrvals)K
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lvÉrall, wÉ havÉ shown that MlCo achiÉvÉs bÉttÉr pÉrformancÉ than both Eao and
ApAm whÉn thÉ problÉm of finding altÉrnatÉ rÉlaó paths takÉs both dÉlaó and hop ovÉrlap
into considÉrationK
4K4K2 lvÉrlap in cirst eop oÉlaó ptatistic
ThÉ opÉration of Eao and MlCo rÉlaó path sÉlÉction algorithms is primariló basÉd
on thÉ constraint of paths in intÉrdomain routing ÉnvironmÉnt, iKÉK vallÉóJfrÉÉ rulÉK cor
instancÉ, bó sÉlÉcting rÉlaó paths containing ÉarliÉst divÉrgÉncÉ point, both Eao and
MlCo utilisÉ thÉ constraint of vallÉóJfrÉÉ rulÉ to ÉnsurÉ thÉ path divÉrsitóK crom thÉ
ÉxpÉrimÉntal rÉsults analósÉd in thÉ pÉction 4K4K1, wÉ ÉlaboratÉ on thÉ bÉnÉfit of using
ÉarliÉst divÉrgÉncÉ pointK  In particular, wÉ collÉct thÉ numbÉr of ovÉrlaps of first hop
rÉlaó paths, iKÉK thÉ paths from sourcÉs to thÉ first rÉlaó pÉÉrs, producÉd bó Eao and
MlCo algorithms, and comparÉ with thÉir corrÉsponding total ovÉrlaps of rÉlaó pathsK
ThÉ analósis is illustratÉd in cigurÉ 4K6K
cigurÉ 4K6K pcattÉr plot of ovÉrlap in thÉ first hop rÉlaó vsK thÉ wholÉ paths
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ThÉ figurÉ shows that although thÉrÉ is a cÉrtain corrÉlation E42K8%) bÉtwÉÉn thÉ
magnitudÉ of first hop rÉlaó ovÉrlap and thÉ ovÉrall ovÉrlap, a largÉ portion of rÉlaó paths
with small numbÉr of first hop rÉlaó ovÉrlaps havÉ substantial ovÉrlap in total to dÉfault
dirÉct pathsK As a rÉsult, using rÉlaó paths which dÉviatÉ Éarló from thÉ dirÉct path doÉs
not alwaós ÉnsurÉ thÉ sÉlÉction of disjoint rÉlaó pathsK This is thÉ tradÉJoff in Eao and
MlCo approximations for rÉducing numbÉr of ovÉrhÉads in rÉlaó path computationK
4KR ExpÉrimÉnt with aiffÉrÉnt oÉlaó kodÉ Allocation
tÉ furthÉr ÉxtÉnd our ÉxpÉrimÉnts in pÉction 4K4 bó applóing rÉlaó path sÉlÉction
mÉthods whilÉ changing thÉ allocation of rÉlaó nodÉsK ThÉ purposÉ of thosÉ ÉxpÉrimÉnts is
to sÉÉ whÉthÉr thÉrÉ is a rÉlationship bÉtwÉÉn rÉlaó nodÉ distribution and thÉ sÉlÉctÉd rÉlaó
pathsK This maó hÉlp improvÉ our undÉrstanding of soIm rÉlaó trafficK
ThÉsÉ rÉlaó nodÉ assignmÉnts arÉ appliÉd to 1M randomló gÉnÉratÉd Ap graphsK tÉ
choosÉ in Éach graph 1MM pairs of sourcÉJdÉstination to computÉ pÉrformancÉ of rÉlaó
altÉrnatÉ paths using MlCo algorithmK tÉ mÉasurÉ both dÉlaó and ovÉrlap paramÉtÉrs of
rÉlaó paths sÉlÉctÉdK ThÉ rÉsults arÉ shown in cigurÉs 4K7 and 4K8K
cigurÉ 4K7 shows thÉ cumulativÉ distribution functions of hop ovÉrlap in rÉlaó paths
passing through diffÉrÉnt Ap tiÉrsK ThÉ diffÉrÉncÉ in pÉrformancÉ distributions among
paths rÉlaóÉd in diffÉrÉnt tiÉrs is not vÉró noticÉablÉK In [137], thÉ author indicatÉd that
whÉn thÉ dÉgrÉÉ of thÉ sourcÉ Ap bÉcomÉs largÉ, thÉ bÉnÉfit of Eao bÉcomÉs lÉss
obvious duÉ to thÉ fact that aftÉr applóing Eao, most of thÉ rÉlaó nodÉs rÉmain as
potÉntial candidatÉsK
oÉcall in our Ap graph gÉnÉrator that Aps in TiÉr 1, 2 and 3 arÉ gÉnÉralló high dÉgrÉÉ
Aps; and Aps in TiÉr 4 and R arÉ in lowÉr dÉgrÉÉsK eowÉvÉr, our Ap graphs gÉnÉratÉd arÉ
morÉ closÉ to thÉ rÉal Ap topologó in tÉrms of thÉ sizÉs and connÉctivitó distribution, as
opposÉd to small datasÉts ÉxpÉrimÉntÉd in [137]K mossibló, in such largÉ nÉtworks, thÉ
dÉgrÉÉs of dÉstination Aps also contributÉ morÉ to thÉ total hop ovÉrlap of rÉlaó pathsK As
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a rÉsult, our obsÉrvation doÉs not Éxhibit similar outcomÉs to thÉ ÉxpÉrimÉnt rÉsults in
[137]K
ln thÉ othÉr hand, it can bÉ sÉÉn from cigurÉ 4K8 that rÉlaó dÉlaós of altÉrnatÉ paths
mÉasurÉd whÉn supÉrnodÉs arÉ assignÉd to top tiÉr Transit Aps arÉ much lowÉr than
othÉrs’ J with morÉ than RM% of rÉlaó paths finding short routÉs to dÉstinations EiKÉK lÉss
than or Équal to 1RM ms in our simulations)K This indicatÉs that rÉlaóing traffic to high
dÉgrÉÉ nodÉs achiÉvÉs much bÉttÉr paths in tÉrm of dÉlaóK
oÉfÉrÉncÉ [R6] illustratÉs through two scÉnarios that ovÉrlaó routing paths can bÉ
fastÉr Eor shortÉr) than thÉ dirÉct Im routing pathsK ThÉ sÉcond scÉnario shows how multiJ
homÉd ptub Aps can furthÉr improvÉ ovÉrlaó routingK lur ÉxpÉrimÉnt rÉsults do not
contradict with thÉ obsÉrvations in [R6]K thÉrÉas, our rÉsults in cigurÉ 4K8 show that thÉrÉ
arÉ highÉr probabilitó in finding shortÉr rÉlaó paths if a m2m sóstÉm rÉlaós its traffic
through a highló connÉctÉd Transit domain than doÉs via a ptub domainK kotÉ that thÉsÉ
obsÉrvations arÉ within thÉ limitations of our workK
8M
cigurÉ 4K7K lvÉrlap distribution of MlCo paths achiÉvÉd in diffÉrÉnt rÉlaó nodÉ
allocationsK
cigurÉ 4K8K aÉlaó distribution of MlCo paths achiÉvÉd in diffÉrÉnt rÉlaó nodÉ
allocationsK
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4K6 ExpÉrimÉnts and Analósis rsing thÉ oÉal kÉtwork
Configuration
ThÉ validations of our proposÉd MlCo algorithm using thÉ sónthÉtic Ap topologó
arÉ providÉd in ChaptÉr R, in conjunction with thÉ comparisons to our nÉw algorithm for
soIm rÉlaó path sÉlÉction in this chaptÉrK In this sÉction, wÉ usÉ thÉ sónthÉtic Ap topologó
to studó sÉvÉral charactÉristics of rÉlaó pÉÉr location and distributionK
4K6K1 ThÉ lptimal eopJcount aistancÉ for oÉlaó kodÉs
In this ÉxpÉrimÉnt, wÉ look at thÉ impacts of distancÉ bÉtwÉÉn thÉ sourcÉs and thÉ
firstJhop rÉlaó nodÉs on thÉ rÉlaó pathsK tÉ follow [R6] to assumÉ thÉ rÉlaó dÉlaó of 2Mms
to ovÉrlaó traffic passing through a rÉlaó machinÉK BasÉd on thÉ ÉxpÉrimÉnt sÉttings, wÉ
randomló assign RM% of thÉ nodÉs in thÉ simulatÉd Ap IntÉrnÉt graph to function as rÉlaó
nodÉsK ThÉ thrÉÉ rÉlaó path sÉlÉction algorithms, iKÉK Eao, ApAm and MlCo arÉ thÉn
forcÉd to sÉlÉct rÉlaó nodÉs that satisfó thÉ hop count constraintsK ppÉcificalló, a rÉlaó
nodÉ is sÉlÉctÉd as a candidatÉ onló if its distancÉ from thÉ sourcÉ, iKÉK thÉ first hop rÉlaó
path, is biggÉr or Équal to a constraint valuÉK tÉ gradualló incrÉasÉ this valuÉ from 1 to 1M
hopJcountsK cor Éach valuÉ of hop count constraint, wÉ usÉ 1,MMM random pairs of sourcÉJ
dÉstination to run path sÉlÉctionsK cor Éach pair of nodÉs, wÉ mÉasurÉ thÉ numbÉrs of
ovÉrlap hops and latÉnciÉs of 2 altÉrnatÉ paths Éach algorithm sÉlÉctsK ThÉ rÉsults arÉ
dÉscribÉd in cigurÉs 4K9 and 4K1MK
As thÉ numbÉr of hop constraints incrÉasÉs, thÉ avÉragÉ onÉJwaó dÉlaós of rÉlaó paths
incrÉasÉ constantló EcigurÉ 4K9)K This phÉnomÉnon is onló saturatÉd whÉn thÉ lÉngth of
first hop rÉlaó paths rÉachÉs 8 hopJcountsK This obsÉrvation is matchÉd with our
obsÉrvation in cigurÉ 4K1 of pÉction 4K3 that thÉrÉ is a corrÉlation bÉtwÉÉn distancÉ of first
hop rÉlaós and distancÉ of thÉ wholÉ rÉlaó pathsK thÉn algorithms arÉ rÉstrictÉd to sÉlÉct
“vÉró” far rÉlaó nodÉs onló, thosÉ rÉlaó nodÉs possibló find routÉs to thÉ dÉstinations short
Énough so that thÉ total avÉragÉ lÉngth of paths do not incrÉasÉ morÉ; thus, thÉsÉ curvÉs
arÉ saturatÉdK
82
cigurÉ 4K9K AvÉragÉ dÉlaó vsK eop count constraints Ewith 9R% confidÉncÉ intÉrvals)
cigurÉ 4K1MK AvÉragÉ numbÉr of hop ovÉrlaps vsK eop count constraints Ewith 9R%
confidÉncÉ intÉrvals)
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In cigurÉ 4K1M, thÉ avÉragÉ numbÉrs of ovÉrlap hops gÉnÉratÉd in all algorithms arÉ
quickló saturatÉd at thÉ hopJcount lÉngth of 3 hopsK ThÉ statistic suggÉsts that sÉlÉcting
rÉlaó pÉÉrs from 3 hops awaó thÉ sourcÉ makÉs rÉlaó paths morÉ divÉrgÉd from thÉir
dÉfault dirÉct paths; howÉvÉr, first rÉlaó path distancÉ furthÉr than 4 hopJcounts do not
guarantÉÉ furthÉr divÉrgÉncÉK Tópicalló, thÉ minimal avÉragÉ ovÉrlap limit is linkÉd with
thÉ dÉgrÉÉs of Aps in a particular nÉtworkK In thÉ practical Ap topologó, our rÉsults show
that thÉ bÉnÉfits of incrÉasing divÉrsitó for rÉlaó paths with first rÉlaó path distancÉs
biggÉr than 4 hopJcounts is not obviousK
pÉlÉcting hopJcount constraint of 3 hops, wÉ furthÉr analósÉ thÉ corrÉspondÉncÉ of
thÉ first rÉlaó hopJcount constraint mÉtric to rÉlaó path pÉrformancÉ in studiÉd algorithmsK
tÉ lÉt thÉ thrÉÉ algorithms, iKÉK ApAm, Eao and MlCo, sÉlÉct thÉir rÉlaó pÉÉrs for 1,MMM
randomló gÉnÉratÉd soIm calls in our simulation tÉstJbÉdK Each algorithm is sÉt to
implÉmÉnt with or without 3 hopJcount constraintK In this ÉxpÉrimÉnt, wÉ also varó thÉ
sizÉ of rÉlaó nodÉ pool from 1 to 1MM nodÉsK Among thÉ pool of nodÉs, Éach algorithm
sÉlÉcts R rÉlaó candidatÉsK ThÉ actual rÉlaó nodÉ is chosÉn randomló among thosÉ R
candidatÉsK lthÉr simulation sÉttings arÉ kÉpt unchangÉd as prÉvious ÉxpÉrimÉntsK ThÉ
rÉsults arÉ illustratÉd in thÉ following cigurÉs 4K11, 4K12 and 4K13, in which notation
suffixÉs of 1 mÉans algorithm sÉlÉction with no hopJcount constraint, and of 3 mÉans 3
hopJcount constraintK
In cigurÉs 4K11 from Ea) to Ef), wÉ show thÉ trÉnds of latÉncó and hop ovÉrlap
paramÉtÉrs of constraint and nonJconstraint rÉlaó path sÉlÉctÉd bó thÉ thrÉÉ algorithms in
diffÉrÉnt pools of rÉlaósK In gÉnÉral, it shows that paths with hopJcount constraint hold
grÉatÉr dÉlaó and lÉss hop ovÉrlapK ThÉsÉ arÉ consistÉnt with thÉ obsÉrvations of prÉvious
ÉxpÉrimÉntK ThÉ hop ovÉrlap curvÉs ApAmJ3, EaoJ3 and MlCoJ3 arÉ thrÉsholds for
thosÉ algorithmsK That is, in casÉ ApAm, Eao and MlCo using R rÉlaó candidatÉs from
thÉ pool for rÉlaó path sÉlÉction, thÉir path ovÉrlap achiÉvÉmÉnts cannot bÉ smallÉr than
ApAmJ3, EaoJ3 and MlCoJ3 thrÉshold curvÉs in cigurÉs 4K11 from Ed) to Ef)K
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cigurÉs 4K12 and 4K13 show thÉ avÉragÉ pÉrformancÉ diffÉrÉncÉs bÉtwÉÉn constraint
and nonJconstraint rÉlaó pathsK ThÉ diffÉrÉncÉ is calculatÉd as subtraction of pÉrformancÉ
valuÉs EiKÉK dÉlaó or hop ovÉrlap) of two corrÉsponding paths with and without hopJcount
constraintK tÉ noticÉ that both dÉlaó and ovÉrlap diffÉrÉncÉs in all algorithms arÉ
dÉcrÉasÉd as thÉ sizÉ of rÉlaó nodÉs incrÉasÉsK Thus, thÉ 3 hopJcount thrÉshold is morÉ
significant whÉn rÉlaó path sÉlÉction algorithm using small pool of rÉlaó pÉÉrs EiKÉK around
2M rÉlaós)K soIm sóstÉms, howÉvÉr, rÉquirÉ stringÉnt timÉ for Éstablishing callsK auring thÉ
call instantiation pÉriod, sourcÉ nodÉs cannot ÉxaminÉ too manó rÉlaó pÉÉrsK ThÉrÉforÉ,
our obsÉrvation of 3 hopJcount constraint for rÉlaó nodÉs is an important rÉcommÉndation
whÉn dÉsigning a largÉJscalÉ m2m soIm sóstÉmsK
tÉ concludÉ that rÉlaó path sÉlÉction algorithms, in practical IntÉrnÉt configuration,
should sÉlÉct rÉlaó nodÉs whosÉ distancÉs to thÉ sourcÉ arÉ Équal to 3 or 4 hopJcounts for
thÉ optimal pÉrformancÉ of dÉlaó and hop ovÉrlap mÉtricsK
8R
cigurÉ 4K11K mÉrformancÉ comparison of rÉlaó paths gÉnÉratÉd bó diffÉrÉnt algorithms with and without 3 hopJcount constraintK
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cigurÉ 4K12K AvÉragÉ dÉlaó dÉtÉrioration of 3 hopJcount constraint rÉlaó paths undÉr
diffÉrÉnt rÉlaó pool
cigurÉ 4K13K AvÉragÉ ovÉrlap improvÉmÉnt of 3 hopJcount constraint rÉlaó paths undÉr
diffÉrÉnt rÉlaó pool
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4K6K2 ThÉ oÉlaó kodÉ mopulation
In this sÉction, wÉ ÉxaminÉ thÉ impacts of rÉlaó nodÉs on thÉ pÉrformancÉs of Éxisting
rÉlaó path sÉlÉction algorithmsK ThÉ purposÉ of thosÉ ÉxpÉrimÉnts is to sÉÉ whÉthÉr thÉrÉ
is a rÉlationship bÉtwÉÉn rÉlaó nodÉ distribution and thÉ sÉlÉctÉd rÉlaó pathsK pincÉ thÉ
pÉrformancÉ of an ovÉrlaó path dirÉctló dÉpÉnds on how wÉll thÉ rÉlaó nodÉ is sÉlÉctÉd, it
is worth studóing propÉrtiÉs of thÉ rÉlaó nÉtwork with rÉgards to rÉlaó nodÉ sÉlÉction
bÉhaviourK
tÉ usÉ thÉ thrÉÉ algorithms for rÉlaó path sÉlÉction mÉntionÉd in thÉ pÉction 4K4K1 in
our simulatÉd ApJlÉvÉl IntÉrnÉt topologó EcfK pÉction 3K7)K tÉ randomló choosÉ 1,MMM
pairs of nodÉs in thÉ graph as sourcÉs and dÉstinations for thÉ ÉxpÉrimÉntK In Éach
algorithm, thÉ rÉlaó candidatÉs arÉ sÉt to 1M pathsK tÉ mÉasurÉ dÉlaós and numbÉrs of
ovÉrlaps of thÉ 2 bÉst paths Éach algorithm sÉlÉctsK In thÉ ÉxpÉrimÉnt, thÉ rÉlaó nodÉs arÉ
randomló allocatÉd and thÉ dÉnsitó is variÉd from 1M% to 1MM% of thÉ Ap nodÉsK
ThÉ rÉsults arÉ dÉpictÉd in thÉ following figurÉsK thÉn thÉ dÉnsitó of rÉlaó nodÉs is
incrÉasÉd, dÉlaós of rÉlaó paths gÉnÉratÉd bó all algorithms tÉnd to dÉcrÉasÉ EcigurÉ
4K14Ka)K tÉ also show thÉ analósis of thÉ mÉan valuÉs of dÉlaó of all data in cigurÉ 4K14KbK
ThÉ dÉclining of avÉragÉ dÉlaó curvÉs suitÉs with our obsÉrvation in cigurÉ 4K9 bÉcausÉ
incrÉasing dÉnsitó of rÉlaó nodÉs makÉs distancÉs of surrounding rÉlaó pÉÉrs of an Énd
host shortÉrK
In cigurÉ 4K1RKa and 4K1RKb, wÉ obsÉrvÉ thÉ incrÉasÉ of thÉ avÉragÉ ovÉrlap hops in
thÉ situations of low dÉnsitó of rÉlaó nodÉs, iKÉK from 1M% to RM%K ThÉsÉ curvÉs arÉ thÉn
saturatÉd at thÉ valuÉ of RM%K This can bÉ ÉxplainÉd as followsK
thÉn gÉnÉrating rÉlaó paths, thosÉ algorithms run brÉadth first sÉarchÉs to crÉatÉ
thÉir rÉlaó nodÉ poolK In this particular ÉxamplÉ, thÉ sizÉ of rÉlaó nodÉ pool is 2M nodÉsK
As a rÉsult, thÉ list of 1M rÉlaó candidatÉs in thÉ sourcÉ nodÉ contains onló nÉarbó rÉlaó
nodÉsK As thÉ dÉnsitó of rÉlaó nodÉs incrÉasÉs, thÉ sourcÉ finds closÉr and closÉr rÉlaó
nodÉs to bÉ sÉlÉctÉd from thÉ poolK This phÉnomÉnon incrÉasÉs thÉ possibilitó of rÉlaó
paths mÉrging back to thÉ dÉfault pathsK ThÉrÉforÉ, thÉ avÉragÉ numbÉr of ovÉrlap hops is
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incrÉasÉdK This indicatÉs a tradÉJoff bÉtwÉÉn dÉlaó and ovÉrlap duÉ to thÉ brÉadth first
sÉarch approach in Éxisting algorithmsK
In practicÉ, pkópÉ usÉs a high supÉrnodÉ dÉnsitóK tÉ can onló roughló dÉducÉ thÉ
ApJlÉvÉl rÉlaó nodÉ dÉnsitó of pkópÉ sincÉ thÉrÉ is no official informationK CurrÉntló,
thÉrÉ arÉ about 1M million pkópÉ usÉrs onlinÉ at anó timÉ of thÉ daóK Thus, thÉ ratio of thÉ
numbÉr of onlinÉ usÉrs to thÉ numbÉr of Aps is Équal to 3RM:1K ThÉ supÉrnodÉ population
can bÉ approximatÉd bó using a ratio bÉtwÉÉn thÉ numbÉrs of onlinÉ usÉrs to supÉrnodÉs
of about 3MM:1 [RM]K ThÉrÉforÉ, thÉrÉ arÉ slightló morÉ pkópÉ supÉrnodÉs than thÉ numbÉr
of ApsK Although somÉ Aps contain morÉ than onÉ supÉrnodÉs and it is difficult to rÉplaó
thÉ rÉal distribution of supÉrnodÉs within thÉ Aps, wÉ still can claim that thÉ ApJlÉvÉl
dÉnsitó of supÉrnodÉs in pkópÉ sóstÉm is vÉró high and approachÉs 1MM%K
ThÉ high dÉnsitó of supÉrnodÉs in thÉ practical m2m soIm ovÉrlaó nÉtwork motivatÉs
us to introducÉ a nÉw mÉthod ÉxplainÉd in ChaptÉr R for sÉlÉcting altÉrnatÉ rÉlaó paths
basÉd on thÉ vallÉóJfrÉÉ naturÉ of thÉ currÉnt intÉrdomain routing ÉnvironmÉntK
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Ea)  AvÉragÉ dÉlaó of paths bó diffÉrÉnt algorithms Ewith 9R% confidÉncÉ intÉrvals)
Eb)  Analósis of MÉans dÉlaó EÉrror ratÉ alphaJlÉvÉl = MKMR)
cigurÉ 4K14K AvÉragÉ dÉlaó of paths undÉr diffÉrÉnt rÉlaó nodÉ dÉnsitó
9M
Ea)  AvÉragÉ hop ovÉrlap of paths bó diffÉrÉnt algorithms Ewith 9R% confidÉncÉ intÉrvals)
Eb)  Analósis of MÉans hop ovÉrlap EÉrror ratÉ alphaJlÉvÉl = MKMR)
cigurÉ 4K1RK AvÉragÉ hop ovÉrlap of paths undÉr diffÉrÉnt rÉlaó nodÉ dÉnsitó Ewith 9R%
confidÉncÉ intÉrvals)
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4K7 pummaró
oÉlaó path sÉlÉction is onÉ of thÉ critical componÉnts of soIm ovÉrlaó sóstÉmsK This
chaptÉr looks at thÉ choicÉ of rÉlaó nodÉs and its impact on thÉ pÉrformancÉ of soIm
ovÉrlaó paths in intÉrdomain ÉnvironmÉntK tÉ discuss and comparÉ thÉ pÉrformancÉs of
two rÉlaó path sÉlÉction approachÉs proposÉd for soIm ovÉrlaó sóstÉms through ÉxtÉnsivÉ
simulationsK tÉ thÉn proposÉ a nÉw mÉthod for rÉlaó path computation that takÉs into
account both path disjointÉd and path latÉncóK It is found that thÉrÉ is a considÉrablÉ
improvÉmÉnt of path pÉrformancÉ using thÉ nÉw mÉthodK lur analósis also points out thÉ
rÉlativÉ mÉrit of rÉlaó path sÉlÉction schÉmÉs basÉd on thÉ divÉrsitó dÉgrÉÉ of thÉ first hop
rÉlaó pathsK MorÉovÉr, through ÉxtÉnsivÉ simulations, wÉ also found that thÉrÉ arÉ morÉ
opportunitiÉs for m2m soIm sóstÉms to obtain good rÉlaó paths whÉn sÉlÉcting rÉlaó nodÉs
locatÉd at highló connÉctÉd Transit ApsK
rsing thÉ rÉal IntÉrnÉt at thÉ ApJ lÉvÉl and simulating diffÉrÉnt scÉnarios of rÉlaó path
sÉlÉction, wÉ rÉcommÉnd sÉlÉcting rÉlaó nodÉs whosÉ distancÉs arÉ lÉss than four hops
awaó from thÉ sourcÉsK
lur analósis shows that thÉ pÉrformancÉ of rÉlaó paths in Éxisting mÉthods is
influÉncÉd bó thÉ dÉnsitó of thÉ rÉlaó nodÉsK ThÉrÉ is a tradÉJoff bÉtwÉÉn dÉlaó and hop
ovÉrlap pÉrformancÉ objÉctivÉs with rÉgard to thÉ rÉlaó pÉÉr dÉnsitóK In gÉnÉral,
incrÉasing rÉlaó nodÉ dÉnsitó can rÉducÉ rÉlaó path lÉngth but gÉnÉratÉs morÉ hop
ovÉrlaps to thÉ dÉfault path duÉ to thÉ brÉadth first sÉarch mannÉr in Éxisting algorithmsK
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CeAmTEo R
hJsIoTrAi peloTEpT oEiAY mATe pEiECTIlk
RK1 Introduction
ThÉ main concÉrn in dÉlaó sÉnsitivÉ pÉÉrJtoJpÉÉr Em2m) applications likÉ voicÉJovÉrJ
Im EsoIm) is m2m nodÉ failurÉs duÉ to pÉÉr churns and nÉtwork dÉgradations bÉcausÉ of
ovÉrload at pÉÉr rÉlaósK oÉactivÉ solutions maó inducÉ morÉ rÉlaó latÉncó and lossK In
practicÉ, proactivÉ approach is widÉló usÉd bó Éxploiting thÉ divÉrsitó of m2m path
rÉdundancóK eowÉvÉr, thÉ problÉm of sÉlÉcting thÉ optimal sÉt of altÉrnatÉ rÉlaó paths in a
largÉJscalÉ m2m soIm nÉtwork has not óÉt bÉÉn fulló undÉrstoodK
In this work, wÉ turn our attÉntion to thÉ quÉstion how to quantifó thÉ optimisation
problÉm of sÉlÉcting soIm rÉlaó paths givÉn a sÉt of optimal objÉctivÉs for thÉ wholÉ
nÉtworkK tithin thÉ scopÉ of thÉ thÉsis, wÉ aim to addrÉss thÉ problÉm of minimising path
latÉncó and maximising path divÉrsitó bó formulating thÉ multiJobjÉctivÉ optimisation
problÉm EMlm) for m2m soIm nÉtworksK tÉ thÉn introducÉ a nÉtwork modÉl that
ÉffÉctivÉló prÉsÉnts thÉ optimal solution spacÉ of thÉ MlmK ThÉ nÉtwork modÉl allows us
to practicalló obtain a closÉ to optimal sÉt of rÉlaó paths bó using our nÉw hÉuristic
algorithm for largÉJscalÉ soIm nÉtworksK
soIm rÉlaó path sÉlÉction mÉthods arÉ usualló instantiatÉd during thÉ call sÉssion
initiation and rÉfrÉshÉd pÉriodicallóK This not onló allows Énd hosts bÉhind kÉtwork
AddrÉss Translations EkATs) or firÉwalls, who cannot usÉ thÉ dirÉct communication path
to Éstablish voicÉ calls, but also allows communication undÉr thÉ pÉriods of poor
pÉrformancÉ to bÉ switchÉd to altÉrnatÉ rÉlaó paths with minimum latÉncó thÉrÉbó
accommodating thÉ stringÉnt naturÉ of voicÉ qualitóK tÉ, thÉrÉforÉ, onló considÉr
algorithms with fast convÉrgÉncÉ timÉ which can bÉ applicablÉ to thÉ practical duration of
soIm call initiating Efor largÉJscalÉ m2m sóstÉms, iKÉK sÉvÉral sÉconds at most)K
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lur contributions arÉ:
 tÉ modÉl, formulatÉ thÉ problÉm of optimal soIm rÉlaó path sÉlÉction with rÉgard
to path latÉncó and path divÉrsitó objÉctivÉs, which has not bÉÉn addrÉssÉd bÉforÉK
 tÉ dÉvÉlop a complÉtÉ solution for sÉlÉcting altÉrnatÉ rÉlaó paths in soIm sóstÉms
basÉd on latÉncó, hop ovÉrlaps and thÉ vallÉóJfrÉÉ naturÉ in thÉ currÉnt intÉrdomain
routing ÉnvironmÉntK
ThÉ rÉmaindÉr of thÉ chaptÉr is organisÉd as followsK In pÉction RK2, wÉ rÉviÉw
Éxisting rÉsÉarchÉs rÉlatÉd to our studóK ThÉ mathÉmatical formulation of problÉm and thÉ
nÉtwork modÉl arÉ statÉd in pÉction RK3K In pÉction RK4, wÉ prÉsÉnt thÉ algorithm for rÉlaó
path sÉlÉctionK ConsÉquÉntló, thÉ ÉxpÉrimÉnts arÉ shown in pÉction RKRK tÉ also discuss
thÉ advantagÉs and disadvantagÉs of our proposÉd rÉlaó path sÉlÉction mÉthod in this
sÉctionK cinalló, wÉ summarisÉ our findings in pÉction RK6K
RK2 oÉlatÉd tork
In this chaptÉr, wÉ continuÉ to usÉ thÉ thrÉÉ algorithms, iKÉK Eao, ApAm and MlCo,
dÉscribÉd ÉarliÉr in pÉctions 2KRK4, 2KRKR, and 4K3 to makÉ comparison to thÉ nÉwló
proposÉd algorithmK It should bÉ notÉd hÉrÉ that all thrÉÉ algorithms sÉlÉct onÉ bÉst path
out of a pool of rÉlaó pÉÉrsK ThÉ mÉchanisms of collÉcting rÉlaó nodÉs to thÉ pool in thosÉ
algorithms arÉ thÉ samÉ as thÉó all choosÉ thÉ nÉighbour rÉlaó nodÉsK tÉ catÉgorisÉ thÉsÉ
as brÉadth first sÉarch rÉlaó path sÉlÉctionK In pÉctions RK4 and RKR, wÉ proposÉ and
dÉmonstratÉ a nÉw approach of sÉlÉcting rÉlaó nodÉs which is not basÉd on thÉ brÉadth
first sÉarch schÉmÉ and is closÉ to thÉ optimal solutionK
ThÉ nÉtwork modÉl proposÉd in this work is basÉd on thÉ Éarló rÉsÉarch in nÉtwork
distancÉ prÉdiction problÉm and its applications in pÉÉrJtoJpÉÉr sóstÉmsK In thÉ pionÉÉring
work, crancis Ét alK [138], [139] havÉ proposÉd a complÉtÉ solution callÉd IaMaps to
maintain a virtual topologó map of thÉ IntÉrnÉt basÉd on computÉd distancÉs bÉtwÉÉn
hostsK thilÉ IaMaps is dÉsignÉd as a cliÉntJsÉrvÉr architÉcturÉ solution, EugÉnÉ kg Ét alK
[R7] havÉ ÉxaminÉd thÉ nÉtwork distancÉ prÉdiction problÉm for pÉÉrJtoJpÉÉrK ThÉ
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approach assigns coordinatÉs to Éach IntÉrnÉt host in such a waó that thÉ EuclidÉan
distancÉs in thÉ virtual EuclidÉan spacÉ approximatÉ thÉ actual nÉtwork distancÉ such as
round trip timÉ and onÉ waó dÉlaóK This is callÉd EuclidÉan CoordinatÉ EmbÉdding
tÉchniquÉ which includÉs two main catÉgoriÉs, thÉ landmark basÉd schÉmÉs such as dkm
[R7] and sirtual iandmarks [14M], and distributÉd schÉmÉs such as sivaldi [141]K rsing
thÉ nÉtwork distancÉ basÉd Euclidian CoordinatÉs, pK iÉÉ [142] invÉstigatÉs thÉ problÉm
of onÉ hop rÉlaó sÉlÉction in pÉÉrJtoJpÉÉr sóstÉms and shows that thÉ Euclidian coordinatÉ
basÉd sóstÉms can achiÉvÉ closÉ to thÉ optimal pÉrformancÉ in tÉrms of dÉlaóK
RK3 mroblÉm ptatÉmÉnt, ModÉlling and cormulation
RK3K1 mroblÉm ptatÉmÉnt
ThÉ problÉm wÉ arÉ addrÉssing in this work can bÉ dÉscribÉd as follows:
divÉn a fixÉd, annotatÉd autonomous sóstÉm EAp) topologó whÉrÉ thÉrÉ arÉ multiplÉ
routing paths bÉtwÉÉn sourcÉ and dÉstination via m2m ovÉrlaó nÉtwork, which routing
offÉrs thÉ bÉst dÉgrÉÉ of path divÉrsitó with rÉgard to thÉ dÉfault shortÉst path, at thÉ
minimal dÉlaó?
ConsidÉring a sÉt of sourcÉJdÉstination pairs in a givÉn Ap graph, thÉ problÉm
rÉducÉs to thÉ classical MlmK ThÉ optimalitó of this problÉm is achiÉvÉd whÉn all path
dÉlaós arÉ optimisÉd, and thÉn grantÉd solution to optimisÉ path divÉrsitóK
In a nÉtwork with k rÉlaó nodÉs, thÉ complÉxitó of computing thÉ dÉsirÉd rÉlaó path
connÉcting Éach pair of nodÉs, using twoJhop rÉlaó in thÉ worst casÉ, is lEk2)K divÉn
largÉJscalÉ nÉtwork scÉnarios wÉ arÉ studóing and thÉ hardnÉss of Éxhibiting thÉ kash
Équilibrium for this Mlm [13], thÉrÉforÉ, wÉ nÉÉd to introducÉ a hÉuristic mÉthod to
approximatÉ and ÉvaluatÉ thÉ pÉrformancÉ of rÉlaó pathsK
RK3K2 MathÉmatical cormulation
tÉ first statÉ thÉ gÉnÉral formulation of thÉ studiÉd problÉmK
9R
ConsidÉr a TópÉ of oÉlationship EToo) graph d = Es, E), whÉrÉ s is thÉ sÉt of
vÉrticÉs, and E is thÉ sÉt of dirÉctÉd ÉdgÉsK In thÉ contÉxt of Too problÉm, a dirÉctÉd
ÉdgÉ ),E vu , whÉrÉ svu , , mÉans that u is a customÉr of vK A path in a Too graph
compliÉd with thÉ vallÉóJfrÉÉ rulÉ is callÉd a valid pathK mrÉcisÉló, a path is valid if
K,,,1,),Eand,11,),E:1, 11 Ν  njinijEvvjiEvvnjj iiii ERK1)
divÉn a sÉt M of sourcÉJdÉstination pairs, thÉ sÉt of dÉfault dirÉct paths for all pairs
},{ Mts  is dÉnotÉd as  aEMaEmaEaEaE ppppm ,KKK,,KKK,, 21 K Each sourcÉ and dÉstination
pair has thÉ knowlÉdgÉ of k rÉlaó nodÉs in thÉ nÉtwork to Éstablish k rÉlaó paths Ethrough
at lÉast onÉ rÉlaó nodÉ)  knots ppppm ,KKK,,KKK,, 21,  K Among thosÉ k rÉlaó paths, rÉlaó path
sÉlÉction algorithm takÉs a subsÉt h of solution rÉlaó paths for Éach pair },{ ts
as   khpppm phpkppts  1,,KKK,,KKK,1, K It impliÉs that thÉ studiÉd path sÉlÉction algorithms
sÉlÉct multiplÉ rÉlaó solutionsK tÉ also dÉfinÉ thÉ sÉt of links sharÉd bÉtwÉÉn a dÉfault
path and a rÉlaó path as  naEmn ppr  K kotÉ that all dÉfault paths must bÉ valid paths
whilÉ rÉlaó paths maó not bÉ bÉcausÉ rÉlaó paths tópicalló violatÉ thÉ vallÉóJfrÉÉ rulÉ at
rÉlaó nodÉsK
rsing this notation, wÉ dÉfinÉ thÉ latÉncó and hop ovÉrlap objÉctivÉ as followsK ThÉ
rÉlaó path latÉncó bÉtwÉÉn thÉ two nodÉ s and t is computÉd as thÉ avÉragÉ dÉlaó of h
solutionsK Taking thÉ total path latÉncó of all sourcÉs and dÉstinations in thÉ sÉt M, wÉ
havÉ
        M m pkM m onmmp ptsp ts p tsotsn plhplh ,, ,, 1)Emin1 \L ERK2)
whÉrÉ lEp) dÉnotÉs thÉ latÉncó function on path p,      onmmppk plpl ptsotsn ,, \min prÉsÉnts thÉ
latÉncó of thÉ sÉlÉctÉd path out of thÉ pool rÉlaó path otsm , K
ConsÉquÉntló, wÉ dÉfinÉ thÉ ovÉrlap objÉctivÉ as thÉ avÉragÉ numbÉr of ovÉrlaps of
all pairsK That is,
    M m nmmppts ptsotsn rh , ,, \min
1
O ERK3)
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whÉrÉ nr dÉnotÉs thÉ sizÉ of nr , iKÉK numbÉr of linksK
tith thÉ quantitativÉ dÉfinitions ERK2) and ERK3), thÉ gÉnÉral problÉm is formulatÉd as
follows:
minimisÉ L and thÉn minimisÉ O ERK4)
subjÉct to
condition ERK1) for all dirÉct paths bÉtwÉÉn nodÉs;
skM , ; tsMts  ,, ; 1h K
RK3K3 kÉtwork ModÉl and lptimal polution ppacÉ
tÉ proposÉ a nÉw nÉtwork modÉl for illustrating thÉ rÉlaó path sÉlÉction problÉmK
lur modÉl is basÉd on Éxisting approachÉs in nÉtwork distancÉ coordinatÉs [R7], [142],
and its application in sÉlÉcting rÉlaó paths [R4]K eowÉvÉr, our EuclidianJbasÉd modÉl is
usÉd onló for Éxplaining and Évaluating thÉ opÉration of path sÉlÉction algorithms, and for
approximating thÉ optimal solution spacÉ of rÉlaó pathsK
It has bÉÉn clarifiÉd in [R7] that thÉ pÉrformancÉ of dkm mÉchanism doÉs not
substantialló improvÉ with Éach succÉssivÉ dimÉnsion of thÉ EuclidÉan spacÉK oÉfÉrÉncÉ
[R4] usÉs 2JdimÉnsional EuclidÉan spacÉ to approximatÉ nodÉ distribution and claims that
it is sufficiÉnt for thÉ m2m sóstÉm to opÉratÉK cor thÉ purposÉs of simplÉ approximating
and Évaluating, thÉrÉforÉ, wÉ prÉsÉnt paths bÉtwÉÉn nodÉs s and t in an annotatÉd Ap
nÉtworks in a 2JdimÉnsional EuclidÉan spacÉK
ThÉ lÉngth of a path indicatÉs its dÉlaó valuÉK tÉ assumÉ in thÉ gÉnÉral situation that
all paths from s to t can onló divÉrgÉ at nodÉ u at thÉ soonÉst, and havÉ to bÉ mÉrgÉd back
at nodÉ v at thÉ latÉstK Existing studiÉs show that thÉ actual intÉrdomain paths arÉ tópicalló
longÉr duÉ to thÉ vallÉóJfrÉÉ rulÉK In gÉnÉral, wÉ rÉprÉsÉnt thÉ dÉfault dirÉct path bÉtwÉÉn
s and t containing an arc from u to v; and thÉ shortÉst path undÉr no vallÉóJfrÉÉ condition
bÉtwÉÉn thÉ two nodÉs EwÉ call this path thÉ virtual shortÉst path or vJpm for short) as a
straight linÉ passing through thÉ chord ],[ vu as shown in cigurÉ RK1K iatÉr, wÉ will solvÉ
morÉ gÉnÉral casÉ in which thÉ dÉfault path has intÉrsÉcts with thÉ vJpmK
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It should bÉ notÉd hÉrÉ that thÉ actual laóout of paths as arcs maó or maó not bÉ
possiblÉ in practical nÉtwork configurationK ThÉ intuition of this rÉprÉsÉntation is to usÉ
arcs to idÉntifó thÉ arÉas in which paths arÉ sprÉad so that wÉ can approximatÉ thÉ
tÉndÉncó of thÉ nÉtwork paths and idÉntifó thÉ optimal solution of sÉlÉcting rÉlaó paths
undÉr our givÉn objÉctivÉsK
Applóing similar rÉprÉsÉntation to thÉ dÉfault path, it is Éasiló sÉÉn that a rÉlaó path
can bÉ rÉprÉsÉntÉd bó an arc, ÉithÉr abovÉ or bÉlow thÉ vJpm with rÉgard to thÉ dÉfault
path, which divÉrgÉs from vJpm at nodÉ x and mÉrgÉs back to vJpm at nodÉ ó,
whÉrÉ ],E),,[ vxóvux  K dÉnÉralló, a rÉlaó path maó havÉ sÉvÉral cuts to thÉ vJpm;
hÉncÉ, it should bÉ rÉprÉsÉntÉd as a path contains a sÉquÉncÉ of disjoinÉd parts EsÉquÉncÉ
of arcs) which divÉrgÉ from and mÉrgÉ to vJpm at pairs ,KKK2,1},,{ ióx ii eowÉvÉr, latÉr
wÉ will sÉÉ that what wÉ arÉ considÉring is just thÉ lÉngth and thÉ ÉxtÉnt spacÉs bÉtwÉÉn
thÉ rÉlaó path and thÉ vJpmK tithout losing gÉnÉralitó, wÉ substitutÉ it bó a rÉlaó path with
onÉ disjoinÉd sÉgmÉnt, whosÉ arÉa is Équal to thÉ absolutÉ valuÉ of subtraction of its arÉas
in two rÉgions, for ÉasiÉr illustrationK
tÉ dÉnotÉ thÉ rÉgions abovÉ and bÉlow thÉ sÉcant passing through },{ ts as thÉ uppÉr
and lowÉr rÉgions, in which thÉ uppÉr rÉgion contains dÉfault arcsK ConsidÉr thÉ dark arÉas
in cigurÉ RK1 constitutÉd of thÉ dÉfault arc and its projÉctÉd arc ovÉr thÉ vJpm EdÉnotÉd as
projÉctÉd dÉfault path), wÉ obsÉrvÉ thÉ following: All arcs bÉtwÉÉn anó pair of },{ óx lóing
within this arÉa arÉ shortÉr than thÉ dÉfault path, which is thÉ continuous arc in cigurÉ RK1K
lur latÉr analótical data show that thÉ avÉragÉ dÉlaó of rÉlaó paths gÉnÉratÉd bó studiÉd
algorithms is normalló biggÉr than thÉ avÉragÉ dÉlaó of dÉfault pathsK ThÉrÉforÉ, in tÉrms
of thÉ objÉctivÉ for minimising dÉlaó, thÉ sÉlÉctions of rÉlaó paths which arÉ laid in thÉsÉ
grÉó arÉas should bÉ first considÉrÉd sincÉ thÉir dÉlaó valuÉ is shortÉr than thÉ dÉfault
pathK eÉncÉ, wÉ call this arÉa thÉ solution spacÉ, and subJdividÉ it into uppÉr and lowÉr
parts with rÉspÉct to thÉ corrÉsponding rÉgionsK
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cigurÉ RK1K ThÉ rÉprÉsÉntation of paths as arcs in 2aJEuclidÉan spacÉ; thÉ solution spacÉs
arÉ colorÉd in grÉóK
In tÉrms of path divÉrsitó, thÉ objÉctivÉ is to sÉlÉct paths with minimum numbÉr of
hop ovÉrlaps bÉtwÉÉn thÉ dÉfault path and thÉ rÉlaó pathK cirstló, wÉ considÉr a rÉlaó path
in thÉ uppÉr rÉgionK If wÉ gradualló ÉnlargÉ thÉ arÉa of a sÉgmÉnt in thÉ uppÉr rÉgion
bÉtwÉÉn thÉ chord },{ vu and rÉlaó path bó incrÉasing thÉ lÉngth of rÉlaó path, thÉrÉ will
bÉ a placÉ whÉrÉ thÉ sÉgmÉnt is fulló ovÉrlappÉd with thÉ sÉgmÉnt of thÉ dÉfault pathK In
thÉ uppÉr solution spacÉ, wÉ obsÉrvÉ that thÉ closÉr thÉ rÉlaó curvÉs to thÉ dÉfault path, thÉ
longÉr thÉ paths and thÉ morÉ thÉ probabilitó that rÉlaó paths mÉrgÉ to thÉ dÉfault pathK
lutsidÉ thÉ uppÉr solution spacÉ, howÉvÉr, thÉ furthÉr thÉ rÉlaó curvÉ is awaó thÉ dÉfault
path, thÉ lÉss thÉ probabilitó of ovÉrlapping but thÉ longÉr thÉ latÉncóK pÉcondló, wÉ noticÉ
in thÉ lowÉr rÉgion that thÉ laóout of rÉlaó paths according to thÉir lÉngths is: as rÉlaó
paths bÉcomÉ longÉr, thÉó bÉcomÉ morÉ divÉrgÉnt from thÉ dÉfault pathK ThÉrÉ is onÉ
aÉfault path
mrojÉctÉd dÉfault path
math p
rmmEo oEdIlk
iltEo oEdIlk
s tvu x ó
w
lptimal solution
spacÉ
math q
vJpm path
hopcount Ew, q, d)
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spÉcial casÉ whÉn a rÉlaó path fulló ovÉrlaps thÉ projÉctÉd dÉfault pathK In this casÉ, thÉ
lÉngth of thÉ rÉlaó path is Équal to thÉ lÉngth of thÉ dÉfault dirÉct pathK
tÉ concludÉ for thÉ path divÉrsitó objÉctivÉ that thÉ prÉfÉrrÉd paths arÉ thosÉ who
sprÉad on thÉ lowÉr rÉgion as far as possiblÉ to thÉ vJpm or on thÉ arÉa outsidÉ thÉ solution
spacÉ in uppÉr rÉgion as far as possiblÉ to thÉ dÉfault pathK
If both objÉctivÉs in ERK4), iKÉK path latÉncó and path divÉrsitó, arÉ simultanÉousló
considÉrÉd, it can bÉ sÉÉn that thÉ optimal solution spacÉ for thÉ studiÉd problÉm is thÉ
lowÉr solution spacÉ constitutÉd bó thÉ vJpm and thÉ projÉctÉd dÉfault path, bÉcausÉ of
thÉir low dÉlaó and small probabilitó of ovÉrlapping with dÉfault pathK
kow, wÉ solvÉ thÉ gÉnÉral casÉ of multiJsÉgmÉnt dÉfault paths as an ÉxamplÉ in
cigurÉ RK2K In this ÉxamplÉ, thÉ dÉfault path cuts thÉ vJpm at 4 points A, B, C, and aK Thus,
it can bÉ dividÉd into 2 sÉgmÉnts: I and IIK ThÉ grÉó parts indicatÉ thÉ projÉctÉd parts in
thÉ solution spacÉ, and dashÉd linÉs indicatÉ thÉ projÉctÉd dÉfault pathK eÉncÉ, a dÉfault
path with a laóout of numbÉr of intÉrsÉcts to thÉ vJpm can bÉ substitutÉd bó a singlÉJ
sÉgmÉnt dÉfault pathK ThÉ arÉa of thÉ substitutÉd sÉgmÉnt rÉprÉsÉnts thÉ total arÉas of all
corrÉsponding sÉgmÉntsK
cigurÉ RK2K ExamplÉ of a dÉfault path with 4 intÉrsÉcts with thÉ vJpm
pÉgmÉnt I
pÉgmÉnt II
A B C a
1MM
To quantifó thÉ solution spacÉ, wÉ introducÉ thÉ path distancÉ bÉtwÉÉn two paths for
approximating thÉ tÉndÉncó of thÉir mÉrging/divÉrging to/from Éach othÉrK ThÉ path
distancÉ ),E qpd bÉtwÉÉn two paths p and q is dÉfinÉd as thÉ total numbÉr of hopJcount
distancÉ from ÉvÉró nodÉ in onÉ path to thÉ othÉr pathK ppÉcificalló, thÉ hopJcount
distancÉ from nodÉ pw to q is mÉasurÉd bó counting thÉ hops in thÉ shortÉst paths EundÉr
no vallÉóJfrÉÉ rulÉ) from w to path q ÉxcÉpt thÉ two Énd nodÉs, iKÉK },{\ vuq K That is,
K)},,{\,E),E   pw dvuqwhopcountqpd ERKR)
math distancÉ paramÉtÉr indicatÉs thÉ ÉxtÉnt bÉtwÉÉn thÉ two considÉring paths1K
ThÉrÉforÉ, it can bÉ usÉd to rÉprÉsÉnt thÉ dÉgrÉÉ of divÉrsitó indicating thÉ probabilitó that
a rÉlaó path divÉrgÉs from thÉ dÉfault pathK
If wÉ can mÉasurÉ path distancÉs bÉtwÉÉn rÉlaó path op , dÉfault path aEp to thÉ
vpmp using ERKR), thÉ comparison bÉtwÉÉn  vpmaE ppd , and  vpmo ppd , will givÉ us an
approximation about thÉ rÉlaó path placÉmÉntK tÉ dÉnotÉ thÉ path distancÉ bÉtwÉÉn
aEp and vpmp as   DvpmaE ppd , K It can bÉ sÉÉn that
 if   Dvpmo ppd , ERK6), thÉ rÉlaó path is insidÉ thÉ solution spacÉ;
 if   Dvpmo ppd , ERK7), it is outsidÉ thÉ solution spacÉK
crom thÉsÉ quantifications, wÉ now summarisÉ thÉ rÉlationships bÉtwÉÉn path latÉncó
and path distancÉ of rÉlaó paths Ewith rÉgard to thÉ vJpm) as in TablÉ RK1K ClÉarló, thÉ
trÉnds of paths in TablÉ RK1 can bÉ usÉd to ÉvaluatÉ thÉ path pÉrformancÉ and to comparÉ
thÉ ÉffÉctivÉnÉss of rÉlaó path sÉlÉction mÉthodsK
ThÉ path distancÉ bÉtwÉÉn rÉlaó path op to its dÉfault path aEp connÉcting sourcÉ s
to dÉstination t, taking into account thÉ position of vpmp , can bÉ writtÉn as
   vpmooaE ppdppd ,,  D ERK8)
1 MorÉ prÉcisÉló, thÉ ÉxtÉnt bÉtwÉÉn two paths should bÉ mÉasurÉd bó thÉ total Eor partial intÉgration) of
all dÉrivativÉs of arÉa bÉtwÉÉn two paths from u to v in cigK 1K eowÉvÉr at thÉ lÉvÉl of approximating
divÉrsitó dÉgrÉÉ of paths of a graph, it is not nÉcÉssaró to usÉ such dÉtailÉd calculationK
1M1
TablÉ RK1K pummaró of mÉrformancÉ TrÉnds of oÉlaó maths
rppÉr rÉgion iowÉr rÉgion
polution
spacÉ lutsidÉ InsidÉ InsidÉ lutsidÉ
math
distancÉ
math
latÉncó
lvÉrlap
probabilitó
MilÉstonÉs aE path vJpm mrojÉctÉd aE path
if thÉ rÉlaó path strÉtchÉs in thÉ uppÉr rÉgion; or
   vpmooaE ppdppd ,,  D ERK9)
if it strÉtchÉs in thÉ lowÉr rÉgionK
In practicÉ, it is rathÉr difficult to idÉntifó Éxactló in which rÉgion thÉ sÉlÉctÉd rÉlaó
path is strÉtchingK eowÉvÉr, sÉvÉral milÉstonÉs can bÉ obtainÉd from ERK8) and ERK9),
including
 thÉn thÉ rÉlaó path fulló ovÉrlaps thÉ dÉfault path,   M, oaE ppd ;
 thÉn thÉ rÉlaó path is totalló mÉrgÉd with thÉ vJpm path,   DoaE ppd , ;
 thÉn thÉ rÉlaó path is fulló ovÉrlaps thÉ projÉctÉd dÉfault path,   D2, oaE ppd K
ThÉ optimal solution of our studiÉd problÉm ERK4) can bÉ idÉntifiÉd using this nÉtwork
modÉlK As path distancÉ bÉtwÉÉn rÉlaó paths and thÉir dÉfault paths can dirÉctló bÉ
mÉasurÉd, thosÉ mÉasurÉs combinÉd with thÉ condition ERK6) hÉlp to idÉntifó whÉthÉr a
sÉlÉctÉd rÉlaó path is lóing in thÉ lowÉr rÉgion of thÉ solution spacÉ, iKÉK thÉ grÉó column
in TablÉ RK1K nuantitativÉló, such rÉlaó path holds thÉ following path distancÉ conditions:
    DDD 2,and,,  aEovpmo ppdppd ERK1M)
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divÉn thÉ combinÉd objÉctivÉ ERK4), wÉ havÉ shown that thÉ idÉal solution is whÉn a
rÉlaó path complÉtÉló ovÉrlaps thÉ vJpm bÉcausÉ in this situation, it can obtain thÉ shortÉst
dÉlaó whilÉ Énjoó rÉasonabló high divÉrgÉncÉ EhighÉr than thosÉ in thÉ uppÉr half of thÉ
solution spacÉ) to thÉ dÉfault dirÉct pathK This position is idÉntifiÉd bó our path distancÉ
as   M, vpmo ppd K At this position, rÉlaó paths hold thÉ minimal latÉncó, iKÉK
 vpmplLmin , and Énjoó high dÉgrÉÉ of divÉrsitó,   DaEo ppd , K
In thÉ casÉ of multiplÉ rÉlaó path sÉlÉction, optimal solutions arÉ paths that hold
conditions ERK1M)K
RK4 h sirtual phortÉst maths Algorithm
rsing our findings basÉd on thÉ nÉtwork modÉl and thÉ approximatÉd optimal
solution spacÉ in pÉction RK3K3, it is clÉarló sÉÉn that wÉ should somÉhow sÉlÉct paths
which arÉ as closÉ as possiblÉ to thÉ vJpmK In this sÉction, wÉ proposÉd thÉ k sirtual
phortÉst maths EkJspm) algorithm basÉd on thÉ vallÉóJfrÉÉ rulÉ of intÉrdomain routing to
addrÉss thÉ problÉm of sÉlÉcting altÉrnatÉ soIm rÉlaó pathsK tÉ also analósÉ and discuss
thÉ costs of using thÉ algorithm in tÉrms of computation rÉquirÉd at Énd hosts and nÉtwork
ovÉrhÉadsK
RK4K1 ThÉ Algorithm
oÉfÉrÉncÉ [R6] has shown that multiJhomÉd customÉr Aps can bÉ usÉd for furthÉr
improving ovÉrlaó routingK ConsidÉr thÉ part of an ApJlÉvÉl nÉtwork in cigurÉ RK3, in
which Ap B has multiJhomÉd connÉctions to two providÉrs Ap a and Ap EK auÉ to thÉ
vallÉóJfrÉÉ rulÉ, thÉ dÉfault dirÉct path bÉtwÉÉn Ap A and Ap C is AJaJcJeJIJdJEJCK If
Ap B is chosÉn as thÉ intÉrmÉdiaró rÉlaó, thÉ rÉlaó path bÉtwÉÉn Ap A and Ap C is AJaJ
BJEJCK aÉspitÉ thÉ rÉlaó dÉlaó at Ap B, thÉ dÉlaó of this rÉlaó path is likÉló to bÉ smallÉr
than thÉ dirÉct pathK
In cigurÉ RK3, if wÉ assumÉ thÉrÉ is no vallÉóJfrÉÉ constraint thÉn thÉ dirÉct shortÉst
path EÉKgK using aijkstra algorithm [118]) bÉtwÉÉn Ap A and Ap C should bÉ AJaJBJEJC,
which is thÉ samÉ with thÉ namÉd rÉlaó path abovÉK ThÉrÉforÉ, if wÉ can sÉlÉct a rÉlaó
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nodÉ bÉlonging to this ‘virtual’ shortÉst path Eout of manó othÉr choicÉs), thÉrÉ might bÉ a
chancÉ for thÉ sourcÉ nodÉ to obtain a rÉlaó path that sprÉads on thÉ dirÉction of thÉ
shortÉst routÉ to thÉ dÉstinationK MorÉ prÉcisÉló, thÉ rÉlaó nodÉ should bÉ sÉlÉctÉd in thÉ
Ap nodÉ of thÉ virtual shortÉst path whÉrÉ thÉ vallÉóJfrÉÉ rulÉ is violatÉd if travÉling from
thÉ sourcÉ to thÉ dÉstination EiKÉK Ap B in thÉ shortÉst path AJaJBJEJC in this ÉxamplÉ)K It
is possiblÉ bÉcausÉ wÉ havÉ assumÉd a high dÉnsitó of rÉlaó nodÉs in thÉ considÉrÉd ApJ
lÉvÉl topologóK tÉ bÉliÉvÉ this algorithm works wÉll in thÉ casÉs of long distancÉ dÉfault
dirÉct pathsK tÉ ÉxtÉnd our idÉa to covÉr thÉ situation of gÉnÉrating multiplÉ altÉrnatÉ
rÉlaó paths in soIm sóstÉms bó proposing thÉ usÉ of thÉ wÉllJknown kJphortÉst maths EkJ
pm) algorithm [123] instÉad of aijkstra function, with somÉ modifications ÉxplainÉd
bÉlowK
cigurÉ RK3K An ÉxamplÉ of long dÉfault dirÉct path from Ap A to Ap C; A rÉlaós traffic to
C via thÉ multiJhomÉd Ap BK
mÉÉrJpÉÉr ÉdgÉ
mrovidÉrJCustomÉr ÉdgÉ
Ap A Ap CAp B
Ap a
Ap c
Ap e Ap I
Ap d
Ap E
sirtual shortÉst
path
aÉfault path
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As shown in [76], onÉJhop and twoJhop rÉlaó can bÉ sufficiÉnt to bópass most
pÉrformancÉ dÉgradation on thÉ dÉfault dirÉct pathK CurrÉnt rÉlaó path sÉlÉction algorithms
normalló takÉ twoJhop rÉlaó as a limit in thÉir rÉlaó nodÉ sÉlÉction procÉssK pÉcond rÉlaó
nodÉ sÉlÉction onló takÉs placÉ aftÉr thÉ pool of onÉJhop rÉlaós has bÉÉn usÉdK ThÉ
obvious rÉason for that is thÉ morÉ rÉlaó nodÉs usÉd, thÉ morÉ rÉlaó dÉlaó addÉd to thÉ
path, and thÉ lÉss path stabilitó duÉ to thÉ dónamic scÉnario of rÉlaó nodÉs joining and
lÉaving thÉ sóstÉmK
Taking onló thÉ additional rÉlaó dÉlaó into account as path stabilitó is not thÉ
objÉctivÉ, wÉ can sÉÉ that twoJhop rÉlaó makÉs thÉ rÉlaó path closÉr to thÉ virtual path
than onÉJhop rÉlaó if thÉ downstrÉam of virtual path with rÉgard to thÉ first rÉlaó nodÉ also
violatÉs vallÉóJfrÉÉ rulÉK aÉspitÉ thÉ additional rÉlaó dÉlaó, thÉ path from thÉ first rÉlaó
nodÉ through thÉ sÉcond to dÉstination maó bÉ shortÉr than thÉ corrÉsponding dirÉct pathK
ThÉrÉforÉ, wÉ makÉ thÉ kJspm algorithm to ÉnablÉ thÉ morÉ flÉxiblÉ usÉ of twoJhop rÉlaóK
ppÉcificalló, twoJhop rÉlaó path is gÉnÉratÉd if thÉrÉ is morÉ than onÉ vallÉóJfrÉÉ rulÉ
violatÉd points along a virtual pathK
tÉ now Éxplain thÉ modification for thÉ kJpm algorithm [123] to obtain propÉr kJspm
rÉlaó pathsK This modification is for thÉ sÉlÉction of first rÉlaó nodÉ in thÉ casÉs of
multiplÉ rÉlaó pathsK thÉn running ÉxpÉrimÉnts with thÉ kJpm algorithm, wÉ rÉalisÉd that
sÉvÉral virtual paths bÉtwÉÉn a cÉrtain pair of nodÉs maó contain intÉrlacing linksK As a
rÉsult, thÉ firstJhop rÉlaó nodÉs locatÉd bó using two diffÉrÉnt virtual paths among kJpm
maó bÉ thÉ samÉ if it is on thÉ intÉrlacÉd pathK This has not bÉÉn an issuÉ in [143] as thÉ
prÉliminaró kJspm algorithm was onló tÉstÉd with thÉ singlÉ shortÉst path function
EnamÉló, aijkstra function)K ThÉrÉ arÉ two waós to solvÉ thisK lnÉ waó is to rÉplacÉ thÉ kJ
pm algorithm bó thÉ algorithm for thÉ shortÉst sÉts of disjoint paths [144], [14R] to makÉ
surÉ thÉrÉ is no intÉrlacing bÉtwÉÉn virtual pathsK ThÉ othÉr waó is to locatÉ thÉ first rÉlaó
nodÉ soon aftÉr Éach itÉration of idÉntifóing virtual path insidÉ thÉ kJpm functionK If this
rÉlaó nodÉ has alrÉadó bÉÉn usÉd, wÉ discard thÉ virtual path and find thÉ nÉxtK In this
chaptÉr, wÉ follow thÉ lattÉr approachK
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In pÉction RKRK2, wÉ show that thÉ kJspm algorithm works morÉ ÉfficiÉntló with
rÉgard to thÉ ovÉrlap objÉctivÉ if dÉfault paths arÉ longÉr than 3 hopJcounts, comparÉd to
othÉr mÉthodsK In casÉs of shortÉr dÉfault dirÉct paths, thus, it is bÉttÉr to usÉ onÉ of thÉ
Éxisting algorithms for rÉlaó path sÉlÉctionK tÉ rÉcommÉnd using MlCo or ApAm as
thÉir paths Éxhibit lowÉr latÉncóK
msÉudoJcodÉ of thÉ kJspm algorithm is prÉsÉntÉd in cigurÉ RK4K In this
algorithm,  hpppm ,,, 21  rÉprÉsÉnts thÉ sÉt of h virtual paths gÉnÉratÉd bó thÉ
function kJpmEd, s, t, h) without applóing vallÉóJfrÉÉ rulÉK  ohoo pppp ,, 21  is thÉ sÉt
of rÉlaó pathsK ThÉ function ),E kpvdscosÉrtÉxdÉtsiolatÉ is usÉd to idÉntifó, from thÉ
nodÉ v, thÉ position whÉrÉ a vallÉóJfrÉÉ violation takÉs placÉ along thÉ path kp K This
function rÉturns ‘kull’ valuÉ whÉn a dÉfault dirÉct path and thÉ virtual shortÉst path arÉ
coincidÉd; or thÉ rÉmaining path from thÉ first hop rÉlaó toward thÉ dÉstination is
compliant to vallÉóJfrÉÉ rulÉK If thÉrÉ is no firstJhop rÉlaó found bó this function, wÉ usÉ
thÉ hÉuristic dÉrivÉd from pÉction 4K6K1 to sÉlÉct a rÉlaó nodÉ in thÉ vJpm, with thÉ hop
distancÉ from thÉ nodÉ v, 3)E vh K ThÉ function dÉnÉratÉkÉxtmathkJpmEd, s, t) actualló
implÉmÉnts Éach itÉration in thÉ kJpm algorithm to find pathK ConsÉquÉntló, thÉ function
dÉnÉratÉoÉlaómathE) crÉatÉs onÉJhop or twoJhop rÉlaó pathK
RK4K2 ThÉ Costs of rsing kJspm Algorithm
ThÉ nÉw approach calls on Énd hosts of a soIm sóstÉm to storÉ morÉ knowlÉdgÉ about
thÉ nÉtworkK ppÉcificalló, thÉ Énd hosts must havÉ thÉ wholÉ picturÉ of thÉ Ap graph in
ordÉr to computÉ virtual shortÉst pathsK This is a limitation of thÉ algorithm as comparing
to Eao, MlCo and ApAmK In fact, Eao and MlCo rÉquirÉ partial topological
information that is local to thÉir Énd hosts; whilÉ an ApAm ordinaró nodÉ storÉs onló a list
of closÉ rÉlaó nodÉsK eowÉvÉr, thÉ usÉ of thÉ Ap graph for computing rÉlaó paths at Énd
host will not incur too much control ovÉrhÉad to thÉ sóstÉm if structurÉd m2m sóstÉm is
utilisÉdK cor ÉxamplÉ with sÉvÉral bootstraps ÉmploóÉd, thÉó can providÉ such intÉlligÉncÉ
to a largÉJscalÉ sóstÉm as building an upJtoJdatÉ annotatÉd Ap graph and dissÉminating it
to supÉrnodÉs and to Énd hosts [R6]K curthÉrmorÉ, thÉ sizÉ of mÉmoró for an annotatÉd Ap
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graph associatÉd with wÉights is rathÉr small1K Thus, it is accÉptablÉ for soIm cliÉnt
softwarÉ running in gÉnÉral computÉrs to Émploó such data storagÉK
cigurÉ RK4K ThÉ kJsirtualJphortÉstJmath psÉudoJcodÉ
1 ThÉ most rÉcÉnt IntÉrnÉt Ap graphs rÉquirÉ about 1KR MB of storagÉK
kJspm Ed, s, t, h)
:m ;
:p ;
1p := aijkstra Es, t, d);
if EhopJcount of 31 p ) thÉn
p obtainÉd bó ApAm or MlCo algorithms;
ÉlsÉ
1:k ;
}{: 1pm  ;
whilÉ hk  and m do
:okp ;
}{\: kpmm  ;
:v dÉtsiolatÉdscosÉrtÉx Es, kp );
if v thÉn
sÉlÉct 3)E,  vhpv k ;
if v has not bÉÉn usÉd thÉn
:u dÉtsiolatÉdscosÉrtÉx Ev, kp );
if u thÉn //iKÉK onÉJhop rÉlaó
:pkp dÉnÉratÉoÉlaómathEs, v, t);
ÉlsÉ //iKÉK twoJhop rÉlaó
p
kp := dÉnÉratÉoÉlaómathEs, v, u, t);
}{ pkppp  ;
1:  kk ;
:kp dÉnÉratÉkÉxtmathkJpmEd, s, t);
kpmm : ;
Énd //of whilÉJdo
rÉturn p;
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ThÉ proposÉd algorithm hÉlps to rÉducÉ thÉ amount of calculation for rÉlaó paths in
largÉJscalÉ soIm sóstÉmsK In a nÉtwork with k rÉlaó nodÉs, thÉ computation complÉxitó
for onÉJhop rÉlaó pool can bÉ as largÉ as )Ekl ; and it is )E 2kl for twoJhop rÉlaó pathsK
In thÉ casÉ of our proposÉd algorithm, thÉ pool sizÉ for onÉJhop rÉlaó paths is just Équal to
thÉ numbÉr k usÉd in thÉ kJphortÉst maths algorithm; and as high as 2k paths if twoJhop
rÉlaó paths arÉ usÉdK In practicÉ, thÉ valuÉ of k is normalló lÉss than 1M, so thÉ numbÉr of
rÉlaó path computations in kJspm arÉ tópicalló smallK
RKR hJspm mÉrformancÉ Evaluation
RKRK1 pimulation pÉttings
In this work, wÉ usÉ our sónthÉtic ApJlÉvÉl IntÉrnÉt topologó dÉscribÉd in pÉction 3K7
to ÉvaluatÉ rÉlaó path sÉlÉction algorithms, as wÉll as to validatÉ thÉ pÉrformancÉ
comparisons using random graph simulation in pÉction 4K4K
RKRK2 mÉrformancÉ Analósis
tÉ first comparÉ thÉ pÉrformancÉ of latÉncó and hop ovÉrlap in rÉlaó paths sÉlÉctÉd
bó thÉ four considÉrÉd mÉthodsK In this ÉxpÉrimÉnt, 1,MMM pairs of sourcÉs and dÉstinations
arÉ randomló chosÉn simulating m2m soIm call dÉmands in thÉ Ap graphK ThÉsÉ calls arÉ
assumÉd to bÉ satisfiÉd with onÉ trip dÉlaó bÉlow 2MMmsK collowing [R6], wÉ choosÉ thÉ
rÉlaó dÉlaó of 2MmsK ThÉ ÉxÉcution timÉ for thÉ brÉadth first sÉarch algorithms incrÉasÉ as
thÉ pool of rÉlaós incrÉasÉsK ln avÉragÉ, it took about tÉn minutÉs in our IntÉl CorÉ 2 auo
Cmr 2K66dez, 2 dB oAM iinux pÉrvÉr for 1MMJnodÉ pool to find a solutionK ThÉrÉforÉ,
largÉ rÉlaó pool sizÉs arÉ not fÉasiblÉ for soIm rÉlaó path sÉlÉctionK ThÉ sizÉ of rÉlaó pool
should bÉ limitÉd to 1M or 2M nodÉs in ordÉr for thÉsÉ algorithms to practicalló bÉ
implÉmÉntÉd during thÉ initial sÉssion of a soIm callK To bÉ consÉrvativÉ, howÉvÉr, wÉ
gradualló incrÉasÉ thÉ sizÉ of rÉlaó nodÉ pool, which is usÉd bó ApAm, Eao and MlCo
algorithms for sÉlÉcting rÉlaó candidatÉs, from 1 to 2MM rÉlaó pÉÉrs and mÉasurÉ thÉ
corrÉsponding rÉlaó path pÉrformancÉK
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cirstló, wÉ collÉct thÉ latÉncó of rÉlaó paths gÉnÉratÉd bó algorithmsK cor Éach valuÉ
of rÉlaó pool sizÉ, Éach algorithm gÉnÉratÉs 1,MMM paths corrÉsponding for 1,MMM rÉlaó
paths bÉtwÉÉn sourcÉJdÉstination pairsK cigurÉ RKR skÉtchÉs thÉ avÉragÉ of dÉlaó
comparison bÉtwÉÉn thÉ four algorithmsK AvÉragÉ dÉlaó valuÉs of dÉfault path and thÉ
virtual shortÉst path arÉ also illustratÉd for rÉfÉrÉncÉK ThÉ paths sÉlÉctÉd bó Eao Éxhibit
thÉ most dÉlaó sincÉ Eao dÉsignÉd to sÉlÉct far rÉlaó nodÉsK ln avÉragÉ, Eao path dÉlaós
approach 2MMms, iKÉK thÉ singlÉ trip dÉlaó limit of soIm callsK ln thÉ othÉr hand, thÉ mÉan
latÉncó valuÉ of ApAm rÉlaó paths dÉcrÉasÉ whÉn incrÉasing thÉ numbÉr of rÉlaó
candidatÉsK This indicatÉs that ApAm can ÉffÉctivÉló find short rÉlaó paths if largÉ rÉlaó
candidatÉs arÉ availablÉK MlCo rÉlaó paths Éxhibit lowÉr dÉlaó than Eao but highÉr than
ApAmK
ComparÉd to thÉ thrÉÉ brÉadth first sÉarch stólÉd mÉthods, kJspm algorithm gÉnÉratÉs
much lowÉr dÉlaóK ThÉ flat shapÉ of thÉ kJspm curvÉ in thÉ graph shows that kJspm paths
do not dÉpÉnd on thÉ rÉlaó pool sizÉ sincÉ thÉ kJspm algorithm dÉtÉrminÉs rÉlaó nodÉs bó
infÉrring from vJpmK curthÉrmorÉ, thÉ kJspm algorithm ÉxÉcution timÉ is normalló lÉss
than a sÉcond in all our ÉxpÉrimÉntsK Thus, thÉ kJspm algorithm is morÉ suitablÉ with
rÉgard to aspÉcts of latÉncó and computational timÉK
cigurÉs RK6 and RK7 prÉsÉnt thÉ Cac and thÉ actual valuÉ rankÉd of dÉlaó of all 1,MMM
rÉlaó paths sÉlÉctÉd bó Éach algorithmK It can bÉ sÉÉn that about 73K3% of rÉlaó paths
gÉnÉratÉd bó thÉ kJspm algorithm havÉ valuÉ of dÉlaó lowÉr than 2MMms, which is almost
Équal to thÉ dÉfault pathsK lthÉr mÉthods can onló sÉlÉct lÉss than 64% of pathsK
pÉcondló, wÉ collÉct hop ovÉrlap data from paths gÉnÉratÉdK In cigurÉs RK8 and RK9,
wÉ show thÉ hop ovÉrlap statisticsK Among thosÉ brÉadth first sÉarch algorithms, ApAm
rÉlaó paths contain morÉ hop ovÉrlaps than othÉrs do as it ignorÉs ovÉrlap attributÉK Eao
and MlCo Éxhibit similar ovÉrlap pÉrformancÉK Both schÉmÉs do a significantló bÉttÉr
job than ApAmK
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cigurÉ RKRK AvÉragÉ onÉJwaó dÉlaó comparison bÉtwÉÉn rÉlaó paths sÉlÉctÉd bó
algorithms, thÉ dÉfault and thÉ vJpm paths Ewith 9R% confidÉncÉ intÉrvals)
cigurÉ RK6K Cac of onÉJwaó dÉlaó of rÉlaó paths sÉlÉctÉd bó algorithms, thÉ dÉfault and
thÉ vJpm paths
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cigurÉ RK7K pÉssion rank of onÉJwaó dÉlaós
cigurÉ RK8K AvÉragÉ ovÉrlap comparison bÉtwÉÉn rÉlaó paths sÉlÉctÉd bó algorithms Ewith
9R% confidÉncÉ intÉrvals)
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cigurÉ RK9K mÉrcÉntagÉ of ovÉrlap valuÉs comparÉd bÉtwÉÉn algorithms
In tÉrms of hop ovÉrlap, thÉ kJspm algorithm producÉs rÉlaó paths supÉrior to thÉ
othÉr brÉadth first sÉarch schÉmÉsK ThÉ Eao and MlCo rulÉs can onló bÉ comparablÉ to
thÉ kJspm whÉn thÉ sizÉ of rÉlaó nodÉ pool rÉachÉs RM pÉÉrsK lur rÉsults suggÉst that thÉ
kJspm algorithm producÉs rÉlaó paths that outpÉrform thÉ brÉadth first sÉarch schÉmÉsK
lbviousló, thÉrÉ alwaós Éxists at lÉast onÉ path for Éach pair of sourcÉJdÉstination
containing no hop ovÉrlap to thÉ dÉfault path Eas long as thÉ sourcÉ and dÉstination arÉ
both multiJhomÉd)K ThosÉ paths, howÉvÉr, maó not alwaós bÉ suitablÉ for soIm bÉcausÉ
thÉó maó havÉ to travÉrsÉ a long waó to thÉ dÉstinationK ThÉrÉforÉ, all Éxisting soIm rÉlaó
path sÉlÉction algorithms cannot utilisÉ thosÉ paths as thÉir choicÉs arÉ normalló limitÉd
bó thÉ uppÉr bound of latÉncó EiKÉK 2MMms onÉ trip dÉlaó in our ÉxpÉrimÉnt)K tithin this
dÉlaó limit, our nÉtwork modÉl indicatÉs that paths strÉtching in thÉ lowÉr rÉgion of thÉ
solution spacÉ can obtain smallÉr numbÉr of ovÉrlapsK As a rÉsult of sÉlÉcting paths closÉ
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to thÉ vJpm, thÉ kJspm algorithm maó also bÉnÉfit from thÉ low probabilitó of ovÉrlap
with thÉ dÉfault pathsK
lnÉ intÉrÉsting quÉstion is whÉthÉr or not sÉlÉcting rÉlaó nodÉs in thÉ vJpm is alwaós
thÉ bÉst choicÉ? To answÉr, wÉ havÉ collÉctÉd rÉlaó path lÉngth mÉasurÉd in hop count for
all paths gÉnÉratÉd bó kJspm algorithm, as wÉll as bó thÉ brÉadth first sÉarch schÉmÉs, and
analósÉ with thÉir corrÉsponding latÉncó and divÉrsitó dataK ThÉ rÉlationships arÉ
prÉsÉntÉd in cigurÉs RK1M and RK11K
cigurÉ RK1M shows that it would bÉ morÉ usÉful to usÉ kJspm if thÉ lÉngth of dÉfault
path is rathÉr longK crom 4Jhop dÉfault paths, thÉ kJspm sÉlÉcts lowÉr ovÉrlapping paths
than Eao and MlCoK rsing thÉ proposÉd nÉtwork modÉl, it can bÉ ÉxplainÉd as follows:
thÉ long dÉfault paths with short vJpm paths makÉ largÉr solution spacÉs; and hÉncÉ, thÉrÉ
is largÉr gap bÉtwÉÉn thÉ dÉfault and thÉ vJpm pathsK As thÉ kJspm rÉlaós traffic via short
paths closÉd to thÉ vJpm, it can Énjoó bÉttÉr path divÉrsitó in thÉ casÉ of long dÉfault pathsK
cigurÉ RK1MK AvÉragÉ ovÉrlaps of rÉlaó path sÉlÉctÉd in diffÉrÉnt dÉfault path lÉngths Ewith
9R% confidÉncÉ intÉrvals)
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In cigurÉ RK11, this Éxplanation is also appliÉd for path latÉncóK tÉ can sÉÉ that with
dÉfault paths longÉr than R hopJcounts, thÉ kJspm can gÉnÉratÉ paths with dÉlaó valuÉs
Équal to or lÉss than thÉ dÉfault paths Eon avÉragÉ)K
In our collÉctÉd data, onló a small numbÉr of dÉfault dirÉct paths havÉ hopJcount
distancÉs largÉr than 9 EcigurÉ RK12)K ThÉsÉ valuÉs arÉ displaóÉd in cigurÉs RK1M and RK11
with ÉithÉr no or largÉ intÉrval barsK tÉ considÉr thÉsÉ valuÉs outliÉrs and discard thÉm
from our statisticsK
tÉ now considÉr thÉ path distancÉ charactÉristic proposÉd in our nÉtwork modÉl in
pÉction RK3K3 and its rÉlationship with thÉ divÉrsitó dÉgrÉÉK In this ÉxpÉrimÉnt, wÉ sÉlÉct
randomló 1,MMM sourcÉJdÉstination pairs for rÉlaóing voicÉ trafficK ThÉ sizÉ of rÉlaó pool in
thÉ thrÉÉ brÉadth first sÉarch algorithms is assignÉd as 2M rÉlaó candidatÉsK In thÉ sÉlÉctÉd
rÉlaó paths, wÉ mÉasurÉ thÉ hop ovÉrlaps, path distancÉ bÉtwÉÉn thÉm to thÉ vJpm paths
and to thÉ dÉfault pathsK
cigurÉ RK11K AvÉragÉ dÉlaó of rÉlaó path sÉlÉctÉd in diffÉrÉnt dÉfault path lÉngths Ewith
9R% confidÉncÉ intÉrvals)
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cigurÉ RK12K kumbÉr of dÉfault paths in diffÉrÉnt dÉfault path lÉngths Ewith 9R%
confidÉncÉ intÉrvals)
cigurÉ RK13 shows that as thÉ path distancÉs bÉtwÉÉn rÉlaó paths and thÉir
corrÉsponding dÉfault paths incrÉasÉd, thÉ numbÉr of hop ovÉrlaps bÉtwÉÉn thÉm dÉcrÉasÉ
EÉxcÉpt somÉ outliÉrs)K ThÉ rÉsult indicatÉs that our proposÉd path distancÉ mÉtric is
strongló rÉlatÉd to hop ovÉrlap, and can wÉll rÉprÉsÉnt thÉ divÉrsitó dÉgrÉÉ of rÉlaó pathsK
rsing thÉ collÉctÉd path distancÉ data from this ÉxpÉrimÉnt, wÉ appló ERK1M) to
classifó rÉlaó paths sÉlÉctÉd bó four algorithmsK cigurÉ RK14 clÉarló shows that insidÉ thÉ
solution spacÉ, rÉlaó paths which arÉ lóing in thÉ lowÉr rÉgion alwaós havÉ lowÉr numbÉr
of hop ovÉrlaps than thosÉ arÉ in thÉ uppÉr rÉgionK It strÉngthÉns our nÉtwork modÉl for
approximating optimal rÉlaó path proposÉd in this chaptÉrK In cigurÉ RK14, noticÉ in thÉ
uppÉr solution spacÉ that thÉ kJspm rÉlaó paths Éxhibits smallÉr avÉragÉ hop ovÉrlap than
othÉr pathsK In contrast, its rÉlaó paths in thÉ lowÉr solution spacÉ havÉ highÉr mÉan valuÉ
of hop ovÉrlapK This indicatÉs that thÉ kJspm rÉlaó paths arÉ closÉr to thÉ vJpm than othÉrs,
which has bÉÉn forÉsÉÉn bó using our nÉtwork modÉlK
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cigurÉ RK13K ThÉ rÉlationship bÉtwÉÉn path distancÉ and hop ovÉrlap paramÉtÉrs Ewith
9R% confidÉncÉ intÉrvals)
cigurÉ RK14K Classifóing rÉlaó paths within thÉ solution spacÉ and thÉ corrÉsponding mÉan
valuÉs of ovÉrlap Ewith 9R% confidÉncÉ intÉrvals)
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cigurÉ RK1RK IdÉntifóing rÉlaó paths insidÉ and outsidÉ thÉ solution spacÉ and thÉ
corrÉsponding mÉan valuÉs of path distancÉ Ewith 9R% confidÉncÉ intÉrvals)
In cigurÉ RK1R, wÉ sÉÉ that all rÉlaó paths gÉnÉratÉd bó kJspm arÉ insidÉ thÉ solution
spacÉK ThÉ mÉan valuÉ of kJspm path distancÉs to thÉ vJpm is also vÉró small comparÉd to
othÉrsK tÉ concludÉ that our proposÉd kJspm algorithm can ÉffÉctivÉló gÉnÉratÉ rÉlaó
paths closÉ to virtual shortÉst paths, and hÉncÉ, Énjoó low latÉncó and ovÉrlapK
RKRK3 Comparison bÉtwÉÉn Two sÉrsions of thÉ kJspm Algorithm
tÉ first proposÉd thÉ kJspm algorithm in [143]K In this prÉliminaró vÉrsion, thÉ kJ
spm onló considÉrs singlÉ rÉlaó nodÉ for Éach virtual path to rÉlaó voicÉ trafficK oÉcall
from pÉction RK4K1 that rÉlaó path can bÉ closÉr to thÉ virtual paths bó thÉ usÉ of sÉcond
rÉlaó hop if thÉ path from thÉ first rÉlaó nodÉ to dÉstination is not validK ThÉrÉforÉ, wÉ
havÉ modifiÉd thÉ kJspm algorithm so that it is forcÉd to sÉlÉct thÉ sÉcond rÉlaó hop in
this casÉK
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In this sÉction, wÉ providÉ comparisons bÉtwÉÉn thÉ two kJspm vÉrsionsK tÉ
mÉasurÉ latÉncó and numbÉr of hop ovÉrlaps gÉnÉratÉd bó thÉ two vÉrsions for 1,MMM
random pairs of sourcÉJdÉstinationK
cigurÉs RK16 and RK17 illustratÉ thÉ cumulativÉ distributions of latÉncó and ovÉrlap
rÉsultsK In thÉ both catÉgoriÉs, thÉ complÉtÉ kJspm vÉrsion slightló outpÉrforms thÉ
prÉliminaró vÉrsionK At 2MMms of dÉlaó thrÉshold, thÉ complÉtÉ kJspm achiÉvÉs 84K6% of
rÉlaó paths lowÉr than thÉ thrÉshold whilÉ thÉ prÉliminaró onÉ givÉs onló 81K8% of rÉlaó
pathsK
In tÉrms of hop ovÉrlap, thÉ complÉtÉ kJspm achiÉvÉs 73K8% of paths that contain
numbÉr of ovÉrlaps lÉss or Équal than 3 hops whilÉ thÉ corrÉsponding prÉliminaró vÉrsion
achiÉvÉs onló 69K2%K
ThosÉ rÉsults havÉ dÉmonstratÉd that bó choosing thÉ sÉcond rÉlaó nodÉ in thÉ casÉs
thÉ vallÉóJfrÉÉ rulÉ is violatÉd on path from thÉ first rÉlaó to dÉstination, thÉ kJspm
algorithm can gÉnÉratÉ rÉlaó paths ÉvÉn closÉr to thÉ optimal solutions, iKÉK thÉ virtual
shortÉst pathsK
RK6 pummaró
This chaptÉr proposÉs a nÉw approach to dÉtÉrminÉ thÉ optimal solution spacÉ for
sÉlÉcting thÉ bÉst soIm rÉlaó pathsK lur proposÉd hÉuristic algorithm is dÉmonstratÉd to
work wÉll in thÉ casÉ of long hopJcount dirÉct communication pathsK In this situation, wÉ
concludÉ that in ordÉr to gÉnÉratÉ rÉlaó path with minimal dÉlaó and hop ovÉrlaps, m2m
soIm sóstÉms should sÉlÉct rÉlaó nodÉs which arÉ along thÉ virtual shortÉst paths so that
thÉ rÉlaó path can strÉtch to fulló ovÉrlap itK Analótical data show that all rÉlaó paths
gÉnÉratÉd bó using our proposÉd algorithm arÉ insidÉ thÉ solution spacÉ, which
accommodatÉs up to 73K4% of good rÉlaó paths whilÉ thÉ bÉst of Éxisting mÉthods, in
tÉrms of latÉncó, can onló achiÉvÉ up to 63K8% of good pathsK In tÉrms of path divÉrsitó,
our proposÉd algorithm Éxhibits thÉ vÉró small numbÉr of hop ovÉrlaps if using small sizÉs
of pool rÉlaóK
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cigurÉ RK16K Cac of dÉlaó comparison bÉtwÉÉn thÉ two kJspm vÉrsions
cigurÉ RK17K Cac of numbÉr of ovÉrlaps comparison bÉtwÉÉn thÉ two kJspm vÉrsions
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CeAmTEo 6
ClkCirpIlk Aka crTroE tloh
6K1 pummaró of Contributions
This dissÉrtation studiÉd pÉÉrJtoJpÉÉr Em2m) rÉlaó path sÉlÉction algorithms that arÉ
applicablÉ for providing voicÉJovÉrJIm EsoIm) sÉrvicÉ in largÉJscalÉ nÉtworksK tÉ first
dÉvÉlopÉd a hÉuristic for light wÉight rÉlaó path sÉlÉctionK BasÉd on ÉxtÉnsivÉ simulations
and analósÉs, wÉ thÉn providÉd somÉ important charactÉristics in sÉlÉcting pÉÉr rÉlaóK
cinalló, wÉ constructÉd thÉ ovÉrlaó problÉm for optimal soIm rÉlaó path sÉlÉction;
proposÉd a nÉtwork modÉl, and a hÉuristic algorithm which can ÉffÉctivÉló localisÉ thÉ
optimal spacÉK lur contributions can bÉ summarisÉd as follows:
1K In ChaptÉr 3, wÉ dÉvÉlopÉd two nÉtwork simulation packagÉs that rÉspÉctivÉló
usÉ to gÉnÉratÉ largÉJscalÉ random autonomous sóstÉm EAp)JlÉvÉl graphs, and to
simulatÉ sónthÉtic ApJlÉvÉl IntÉrnÉt topologiÉsK ThÉ random Ap graph simulator
ÉffÉctivÉló gÉnÉratÉs graphs with links following powÉr law link distribution and
tópÉ of rÉlationship EToo) annotationK ThÉ sónthÉtic ApJlÉvÉl IntÉrnÉt rÉproducÉs
CAIaA annotatÉd Ap graphs and imiAkE link dÉlaó databasÉK ThÉ two
simulations allow us to tÉst various rÉlaó path sÉlÉction algorithms in diffÉrÉnt
nÉtwork scÉnariosK lur work on thÉsÉ nÉtwork simulations havÉ bÉÉn rÉportÉd
and usÉd in [12R], [128], [143] and madÉ availablÉ to download at [126]K
2K In ChaptÉr 4, wÉ introducÉd a hÉuristic for light wÉight altÉrnatÉ rÉlaó path
sÉlÉction basÉd on path latÉncó and path divÉrsitóK tÉ thÉn providÉd an ÉxtÉnsivÉ
rangÉ of simulations and analósÉs with rÉlaó path sÉlÉction algorithmsK cirst, wÉ
lookÉd at thÉ choicÉ of rÉlaó nodÉs and its impacts on thÉ pÉrformancÉ of soIm
ovÉrlaó connÉctionsK tÉ found that rÉlaóing traffic through top tiÉr Aps EiKÉK Aps
with high nodÉ dÉgrÉÉ) makÉs rÉlaó paths shortÉn considÉrablóK pÉcondló, wÉ
quantifiÉd a lowÉr thrÉshold for thÉ first hop rÉlaó path lÉngth in hopJcountK In thÉ
12M
chaptÉr, wÉ also show thÉ conflict bÉtwÉÉn thÉ pÉrformancÉ objÉctivÉs of rÉlaó
pathsK lur work on this part has bÉÉn rÉportÉd in [128], [143]K
3K In ChaptÉr R, wÉ formulatÉd thÉ ovÉrall problÉm of optimising soIm rÉlaó path in
a m2m nÉtwork with rÉgard to path latÉncó and path divÉrsitó objÉctivÉs, and thÉn,
proposÉd a nÉtwork modÉl for approximation of optimal spacÉ for sÉlÉcting rÉlaó
pathsK tÉ thÉn dÉscribÉd a complÉtÉd mÉthod for sÉlÉcting nÉarJoptimal sÉt of
altÉrnatÉ rÉlaó paths in soIm sóstÉms basÉd on latÉncó, hop ovÉrlaps and thÉ
vallÉóJfrÉÉ naturÉ in thÉ currÉnt intÉrdomain routing ÉnvironmÉntK tÉ bÉliÉvÉ our
findings havÉ crÉatÉd a nÉw approach for solving thÉ problÉm of sÉlÉcting
optimal soIm rÉlaó paths in largÉJscalÉ nÉtworksK
6K2 cuturÉ tork
It is possiblÉ to Éxpand thÉ scopÉ of thÉ problÉm of sÉlÉcting optimal m2m ovÉrlaó
paths in largÉJscalÉ soIm nÉtworks bó including morÉ objÉctivÉs such as loss probabilitó,
pÉÉr load, ÉtcK In this multiJobjÉctivÉ problÉm, onÉ of thÉ most important aspÉcts that
nÉÉds to bÉ carÉfulló studiÉd is how to organisÉ thÉ sÉt of objÉctivÉs in prioritó with rÉgard
to thÉ spÉcific rÉquirÉmÉnts in dÉsign of m2m soIm sóstÉmsK
ThÉ work on largÉJscalÉ simulation platform that is ablÉ to concurrÉntló simulatÉ two
scÉnarios of soIm calls through ovÉrlaó nÉtworks, iKÉK intra and intÉrJAp calls, can also bÉ
a vÉró usÉful rÉsÉarch toolK ThÉ ImJlÉvÉl path information of thÉ simulation maó also
providÉ opportunitiÉs to studó crossJlaóÉr intÉraction in m2m ovÉrlaó nÉtworksK
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