Introduction

11
In the last decade a new approach to macroeconomics has been developed to better understand 12 the growth of countries [2] . The key idea is to consider the international trade of countries as a proxy 13 of their internal production system. By describing the international trade as a bipartite network, p of country c, measured in US$). Data ranging from year 1995 to year 2015 can be freely retrieved 36 from the Web [7] , though we use it after some procedure to enhance its quality [4] . Eventually, 37 we come up with data about 161 countries and more than 4000 products, which were categorized 38 according to the Harmonized System 2007 coding system, at 6 digits level of coarse-graining. The 39 weighted bipartite network of countries and products can be projected onto an unweighted network 40 described solely by the M cp matrix with elements set to unity when a given country c meaningfully 41 exports a good p and zero otherwise (See Methods).
42
The original algorithm is defined by the following non-linear iterative map, of a country c and quality of a product p; C and P are the total number of countries and exported 44 products respectively and from the dataset we have that C P.
45
By multiplying all F c and Q p by the same numerical factor k, the map remains unaltered, so that the fixed point of the map (as n → ∞) is defined up to a normalization constant. In the original algorithm this constant is chosen at each iteration n such that 
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The new algorithm 68
First, we reshape Eq.
(1) in a symmetric form by introducing the variable P p = Q −1 p , i.e., 
Now the quality of products are given by the quantities P −1 p and the algorithm is trivially equivalent 69 to the original one provided one uses the normalization conditions ∑ c F
Next, we introduce two set of quantities δ c > 0 and δ p > 0 and consider the inhomogeneous non-linear map defined as
Since the map is no more defined up to a multiplicative constant, the normalization condition is not required anymore, while the initial condition can be set as in the original algorithm
The fixed point of the transformation is now trivially characterized by the conditions
The parameters δ c and δ p can be interpreted as follows. The parameter δ c represents the intrinsic 71 fitness of a country. In fact, for a country k that does not export any good we have M kp = 0 ∀p so that 72 its fitness is simply equal to δ k . Irrespective of its exports any country has a set of capabilities that 73 characterize it.
74
The parameter δ p is more intriguing. If no country exports it (probably because no country 75 produces it), the product q has not been invented yet and its quality lies at its maximum value δ −1 q 76 since M cq = 0 ∀c. Therefore, the inverse of δ q may be interpreted as a sort of innovation threshold: the 77 smaller the parameter is, the higher is the quality of the product in his outset and more sophisticated 78 capabilities are necessary to produce it. On the other hand, products like natural resources may 79 be associated with a larger value of the parameter since require less complex capabilities for their 80 extraction.
81
In order to keep the algorithm simple and parameter free as the original one, we first set a 82 common value δ c = δ q = δ, then we study the dependence of the algorithm on δ and finally we 83 set δ = 0. 
Results
85
3.1. Dependence on the non-homogeneous parameter
86
We consider δ c = δ q = δ and address the dependence of the fixed point upon δ. To outline the dependence of F c and P p from the parameter δ, we can use the relations defined in Eq. (4) and introduce the rescaled quantitiesP p = P p /δ andF c = F c δ. After some trivial algebra we get from Eq. (4),
from which we deduce that, as soon as the parameter δ 2 is much smaller than the typical value of 87 M cp matrix elements, i.e., much smaller than unity, the fixed point in terms ofF c andP p almost does 
Analytic approximate solution
107
Despite their symmetric shape, Eq. (4) are not symmetric at all since in case of actual countries and products, the matrix M cp is rectangular with the number of its rows C being much less than the number of its columns P. To estimate the effect of this asymmetry, we first consider Eq. (4) in a mean field fashion, where each element of M cp is set to the average value M = ∑ c,p M cp /CP, and write, at the fixed point,
with now allF c andP p set to be equal to their mean field valuef andp respectively. By setting δ = 0,
Indeed, an approximate expression for the fixed point of Eq. (6) in the regime δ 1 and C P can be derived also beyond the mean field approximation. To this end, we set again δ = 0 and consider the corresponding fixed point equation associated to Eq. (6), i.e., We observe that the quantity D c = ∑ p M c,p , representing the diversification of country c, i.e., the number of different products exported, is of the order of P (at least for the majority of countries). Therefore, settingP * = max pPp andF * = min cFc , Eq. (8) implies,
From the first estimate,F * ≥ const P /P * , and therefore, by the second estimate,P * ≤ 1 + const C PP * .
As P p ≥ 1, we conclude thatP p = 1 + W p with W p in the order of magnitude of C/P, and, as a consequence,F c is of the order of magnitude of P. We next compute explicitly the values ofF c andP p at the first order in this approximation. The calculation of second order terms can be found in Appendix A. By using the first order approximation (1 + a) −1 ≈ 1 − a twice, from Eq. (8) we have,
Let now H be the square matrix of elements
M c p . Letting D −1 be the column vector with components 1/D c , the last displayed formula reads,
We now observe that H pp ≤ ∑ c 1/D 2 c ≤ const C/P 2 . Therefore, the matrix (1 − H) is close to the identity (the correction is of order C/P 2 ) and hence invertible (with also the inverse close to the identity). In this approximation, W = M T D −1 , so that the rescaled (reciprocals of the) qualities of products are given byP
In the same approximation, we obtain the rescaled fitnessesF c ; sincẽ we haveF
having introduced the co-production matrix K = MM T with elements
representing the number of the same products exported by the two countries c and c .
111
Interesting to note how, up to the first order approximation, the values of the fitness of countries We can also prove it by resorting to the Jacobian of the transformation, in the case of countries and 149 products. First we recall that the sum over the indexes c and p of Eq. (4) run from 1 to C and P 150 respectively, with usually C P. In the case of countries and products C/P ≈ 10 −1 . We also fix Next, we calculate the Jacobian of the transformation at the fixed point which can be simply expressed as the block anti-diagonal matrix
having introduced the diagonal matrices F = diag(F 1 , F 2 , . . . , F c ) and P = diag(P 1 , P 2 , . . . , P p )
155
respectively.
156
We claim that the spectral radius ρ(J) of the square matrix J is strictly smaller than one. Denoting by σ(J) the spectrum of J, this means that ρ(J) := max{|λ| : λ ∈ σ(J)} < 1. From this it follows [9] that the fixed point is asymptotically stable and the convergence exponentially fast. To prove the claim we consider the square of the Jacobian that can be written as a block diagonal matrix,
and note that the traces of the two matrices on the diagonal is the same by applying a cyclic permutation. Noticing that F c P p =F cPp and using the approximate solutions in Eq. (10) and Eq. (9), we find with simple algebra that
Moreover, we can write the two non trivial matrices composing J 2 as
and eigenvalues. Therefore, the eigenvalues of J 2 are real and non negative and we can write according to Eq. (13)
with λ i eigenvalues of J. Finally, from the preceding equation we have max λ 2 i < max |λ i | < 1 so that 157 at the fixed point ρ(J) < 1. carried on with the original method so far, can be obtained by applying this new method as well.
174
Besides the stability of the algorithm and its robustness, one advantage of this method is that 175 the fitness is well defined also for those countries that have low exportation volumes and that in the 176 original method had their fitness tending to zero. For those countries it is now possible to undertake 177 a comparative study based on hypothetical investments (changing the elements of the M matrix) so
178
to make predictions on their economic impact.
179
By first symmetrising the original equations, by adding an inhomogeneous parameter and by rescaling the quantities, one obtains Eq. (6), where the parameter can be safely set to zero. This ensures that this new algorithm is parameter free as the original one. As a side effect, the fixed point of the map can be well approximated analytically, with an error with respect to the iterative fixed point of less than 3% (see Fig. 3 ). The result is represented by Eq. (9) and Eq. (10) at the first order (Eq. (19) and Eq. (20) at the second order), which allow for a simple intuitive explanation of the complexity of products and fitness of countries. Let us discuss Eq. (10) first. The result suggests that the fitness of a country is trivially related, at the first order, to its diversification: the more products a country exports, the larger is its fitness, i.e., the more developed its capabilities. This simple explicit dependence of the fitness on the diversification is also an advantage with respect to the original method, where the dependence was not explicitly clear. The second term of Eq. (10), which we call inefficiency, is also very interesting. If a country is the only one to export a given product, the contribution of this product to its fitness is a full one, or in other words, the contribution to the inefficiency is zero. This situation mimics a condition of monopoly on that product and it is logical that the exporting country has the full benefit of it. When a product is exported by multiple nations then it is critical to assess whether those countries export few or many other products (see Fig. 8 ). If a product is exported by a country c with low diversification (low capabilities), then that product is not supposed to be of high complexity. The result is that the ratio K cc /D c can be close to one (c = 1, c = 2 in the figure) and the inefficiency associated to the common products is high, resulting in a small contribution to the fitness of c. The inefficiency can be interpreted in terms of the bipartite network of countries and products: the K cc counts the number of links that connect countries c and c to the same products, while the differentiation D c is the node degree of country c. In other words, for a country c the inefficiency counts the links to common products of all other countries and weights them according to the degree of those. To our knowledge, this kind of measure has never been considered in complex networks so far. Since, statistically, countries with an high diversification also export many less complex products, the inefficiency is an increasing function of the diversification (Fig.5, main graph) . If we subtract the general trend, which stems from the structure of the matrix M cp , we can appreciate the net effect of choosing the goods to export. We call this new de-trended quantity net-efficiency. In this way we somehow remove the negative effect of less valuable products and highlight the contribution of more sophisticated goods. In the inset of Fig. 5 we show the net-efficiency as a function of diversification and underline the three nations (Japan, Korea and Switzerland) that stand out among the others. The complexity of products is estimated by Eq. (9) as the reciprocal of the second term of the sum. Since the diversification of a country D c is a direct measure of its capabilities, we expect to find a simple relation between it and the complexities of productsQ p . Indeed, if we indicate with c i those countries exporting the product p, for which obviously we have M c i p = 1, and with m = ∑ c M cp , we can writeQ p ≈ product and its export, so that if a country exists with a low diversification exporting it, the effort 184 (resistance) of producing that product is also low.
