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Abstract： 
In view of the fact that the traditional laser ultrasonic imaging test takes a long time and 
cannot achieve large area scanning of rail. This paper explores the possibility of combing the 
laser-ultrasonic technology and a hybrid intelligent method to fast achieve classification and 
evaluation of artificial rolling contact fatigue (RCF) defect in different depths. The laser ultrasonic 
scanning detection system is used to collect data samples from different locations of the defects 
quickly, and the signals are detected by an interferometer. Once the characteristic information of 
different rail defects is acquired and trained by Support Vector Machine (SVM), the high efficient 
and high-precision rail detection can be realized through the input of the feature in the detection 
process. The hybrid method is composed by Wavelet Packet Transform (WPT), Kernel Principal 
Component Analysis (KPCA) and SVM. The WPT is used to decompose the signal of surface 
defect in different frequency bands. The KPCA is used to eliminate the redundancy of the original 
feature set, thereby reducing the correlation among all the defect features. Wavelet packet 
time-frequency coefficient (X), energy (E) and local entropy (F) are generated and a new feature 
(Ynew) is created by fusing X, E and F, as a result of WPT and KPCA. Finally, a support vector 
machine (SVM) method is used to classify RCF defect in different depths. It implements a fast 
classification of small data. Compared with single features, fusion feature has the highest accuracy 
rate up to 98.73%.   
Key words: Laser ultrasonic technology (LUT); Non-destructive testing; Hybrid 
intelligent method; Feature fusion; Defect depth classification 
1. Introduction  
Rail surface damage caused by rolling contact fatigue (RCF) is a significant issue threatens 
the safety operation of high-speed railway 
[1-2]
. The typical RCF damages are usually generated 
from rail surface and gauge corner region with continuous distributed large number of defects 
[3]
. 
These surface defects are firstly growing up to 2mm depth with shallow inclined defects. Then 
some of these surface defects will rapidly propagate into the internal of rail-track. When surface 
defect is developing up to the depth of 6-8mm, it may result in a sudden break of rail-track 
[4]
. 
Hence the inspection of rail-track depth defect is very important to prevent rail failures and 
provide evidence for rail-track maintenance in time.  
For the evaluation of rail surface defects, rail defect detection which can be effectively 
realized by non-destructive testing (NDT) technology is very important 
[5]
. Traditional ultrasonic 
testing (UT) plays a significant role in detecting surface defects 
[6]
. It is effective in internal defect 
detection of rail-track, but not so effective on surface and near surface defects 
[7]
. Eddy current 
[8-9]
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examination is used to inspect rail surface and internal defects. But as eddy current is very 
sensitive to the changes of lift off, high requirements for the surface condition of the material is 
required. However, laser ultrasonic technology is able to generate multiple modes of ultrasonic 
wave in a detected object, whose frequency can reach MHz range 
[10-11]
, thus it cannot be replaced 
by conventional ultrasonic testing in detection of RCF defect which is normally very tiny 
[12-13]
. 
Laser has strong anti-interference ability, and the change of laser incidence angle has no influence 
on ultrasonic propagation, so it can be used in a bad environment. Edwards 
[14]
 adopted laser 
ultrasonic technology to characterize the defect depth. Zhong 
[15]
 realized the laser ultrasonic 
detection simulation of the defect on the rail surface, with sensitivity of Rayleigh wave to the 
width, quantification of the defect width is achieved successfully. Huang 
[16]
 have proposed a laser 
based vision system for weld quality inspection. Zhang [17] developed a vision system with an 
auxiliary laser light source in order to acquire the images of molten pool for quality assessment. 
Therefore, the study of detecting rail surface defects with the laser ultrasonic technology is of the 
great application value. 
Although the reconstruction of defect geometry by laser ultrasonic imaging can realize the 
recognition of defect type, it needs to wait for the time-consuming process of global ultrasonic 
scanning and data synthesis, and it cannot meet the need of high-speed on-line detection 
[18]
. 
However, the intelligent diagnosis can extract the characteristic parameters from the echo signal. 
By analyzing the corresponding relationship between the characteristic parameters and the defect 
types, the method has high efficiency and is especially suitable for on-line ultrasonic detection [19]. 
Zhiwen Liu 
[20]
 proposed a hybrid intelligent method for multi-fault classification of rotating 
machinery automatically. Krummenacher 
[21]
 classified different types of wheel surface defects 
and get high predictability. Rocco Langone 
[22]
 applied an adaptive kernel spectral clustering to 
cluster the early damage automatically. However, at present, few articles discuss the classification 
and evaluation of rail defects at different depths. Therefore, a hybrid algorithm is proposed to 
classify different rail defects at different depths quickly. The hybrid intelligent classification 
includes three main steps: feature extraction, feature reduction and defects classification.  
Feature extraction plays an important role in classification. It is difficult to get enough prior 
information with single feature. Because the information it contains is relatively simple. Multi 
feature fusion can reveal the intrinsic characteristics of ultrasonic signals at different time scales, 
thus providing accurate information for defect assessment 
[23]
. Due to the measured surface wave 
reflection signals of surface defects are nonlinear and non-stationary. Wavelet packet transform 
(WPT) is considered in decomposing signals and extracting features to improve the analysis of 
different frequencies. Since WPT can generate more frequency bands and enhance the extraction 
of relevant information from the original signal, so the selection of key frequency band is flexible 
[24-25]
. However, the feature vectors of classification have many redundant features and the 
correlations between each feature may reduce the accuracy of corrosion defect signal recognition. 
It is thus necessary to remove the redundant features and eliminate the correlation between the 
features. The KPCA is a nonlinear extension of the PCA algorithm, which can be used to excavate 
the nonlinear information contained in the data set. KPCA can greatly reduce the computational 
complexity, lower the classification error caused by redundant information, and improve the 
classification accuracy 
[26-27]
. In addition, in low dimensional space, the data pattern classification 
can get accurate results, and greatly reduce the computing complexity and computing time. 
Support Vector Machines (SVMs) have been recently used successfully for the classification of 
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surface defects 
[28]
. Zhang 
[29] 
successfully classified different kinds of bearing faults by SVM. 
Bordoloi 
[30]
 classified multi-fault gears by the support vector machine technique. Moustakidis 
[31]
 
finished rail flaw detection using an automated long range ultrasonic system by SVM. SVM has 
been developed rapidly as a machine learning algorithm and obtained a lot more meaningful 
results than other algorithms on small sample training sets 
[32]
. Its unique advantages in solving the 
problem of pattern classification and regression estimation have brought new opportunities for its 
application in the field of defect detection. Then, the SVM is used to establish an intelligent depth 
defect classification in this paper. 
Based on above discussion, a hybrid intelligent method for the rail depth defects is proposed 
in this paper, which combines three advanced signal processing methods, i.e. WPT, KPCA and 
SVM. WPT is used to decompose the signal of surface defect in different frequency bands and 
extract three signal features, which is Wavelet packet time-frequency coefficient (X), energy (E) 
and local entropy (F). KPCA is used to eliminate the redundancy of the original feature set, 
thereby reducing the correlation among all the defect features. A new feature (Ynew) is created by 
fusing X, E and F, as a result of WPT and KPCA. Finally, SVM is used to classify RCF defect in 
different depths. The single feature and fusion feature are compared by feature visualization and 
classification result evaluation. 
The structure of this paper is organized as follows: the next section depicts theories. The third 
section describes hybrid intelligent method. The forth section describes the principle of the hybrid 
intelligent method. Experiments results and analyses are given in Section 5. The conclusions of 
this paper are drawn in Section 6. 
2. Theoretical bases 
2.1 Principle of laser ultrasonic technique (LUT) 
The basic principle of the laser ultrasonic theory in thermo-elastic mechanism of rail is 
shown in Fig. 1(a). Exciting ultrasonic wave on material surface by laser is a multi-physical field 
coupling process. Laser generation and detection of ultrasound is detailed elsewhere 
[31]
. Two 
regimes of laser excitation are mainly used. Under high energy density of laser，material surface is 
melted and gasified to form plasma, and further generate the ultrasonic pulse. However, this 
method damages the surface of the material and is not generally non-destructive. At lower energy 
densities, the optical power density of laser is inadequate for melting material surface. A laser 
pulse heats rapidly a small volume of the sample and produce ultrasonic signals 
[33]
. So, the 
thermo-elastic regime is used in our work.  
Bulk longitudinal wave (L), bulk shear wave (T), and surface Rayleigh wave (R) are 
generated in the rail body simultaneously based on the regime. Rayleigh wave is a kind of 
transmission form of ultrasonic in rail. It can be propagated in a shallow surface of the rail surface. 
The surface wave contains most of the energy in the range of 2λ depth of the material surface 
[34]
. 
λ is the wavelength of surface wave. When waves meet the surface defect, the propagation of the 
R will change, as shown in Fig. 1 (b). One part of the R is reflected in the form of surface waves, 
and returns along the surface of the object. Another part of the ultrasonic wave continues to 
propagate along the surface of the defect on the surface as surface waves. When they spread to the 
top of the defect, some waves are reflected back, and some ultrasonic waves propagate along the 
surface of the defect as the surface wave, becoming the transmission wave. In the actual surface 
wave detection, the above surface characteristics are mainly used to detect the surface and near 
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surface defects. In Fig. 1 (b), Detection 1 means the area can be used to detect reflected signal and 
Detection 2 means the area can be used to detect transmission signal. In this paper, we used 
Detection 1 to detect reflected signal. 
The object of this paper is detect and classify surface defects of the rail all with the same 
angle and length but different depths, and the maximum depth is less than 2λ. So the rail surface 
defect in this depth range is suitable for surface wave detection. We only need to consider the 
impact of different depths on surface waves.  
Laser beam
                            
ultrasonic 
source
R R
R
R
T T
L
Detection1 Detection2
a b
Crack
 
Fig. 1 The schematic diagram of LUT for rail defect detection 
2.2 Wavelet Packet Transform (WPT)  
WPT is widely used as a feature extraction tool for defect recognition. The wavelet packet 
divides the frequency band in multi-level. The frequency components of signals originated at 
different depths of rail-track damage are not same. According to analyze the signal, the algorithm 
select the best basis function adaptively, make it to match the signal. By this way can improve the 
signal analysis ability and identify damage types clearly.  
In this paper, the Mallat algorithm is used for fast decomposition, making the white noise 
obey uniform distribution in the time-frequency domain 
[34]
. As shown in Fig.2. The layer number 
of wavelet packet decomposition should be satisfied as follows: 
L=
 
 
                                   (1) 
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Fig.2 The schematic diagram of Mallat algorithm 
2.3Kernel Principal Component Analysis (KPCA) 
To reduce the correlation between each feature and avoid over-fitting problem, the fusion 
feature Y is reduced to a suitable dimension through KPCA. In addition, dimension reduction is 
often used in the field of data visualization. By this way, clustering properties, structural 
characteristics of spatial distribution can be intuitive seen in low dimensional spaces which are 
hidden in high dimension 
[35]
. 
Kernel principal components analysis (KPCA), a widely used nonlinear feature extraction 
method, is one type of nonlinear PCA developed by generalizing the kernel method into PCA 
[19]
. 
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The main idea of Kernel-PCA is firstly mapping the non-linear but separable original data to 
higher dimension and linear feature space, then accomplishing PCA in the new space. 
The KPCA is used to achieve the data dimension reduction and selection of the most 
sensitive features in the paper. The implementation steps of Kernel-PCA are as Fig.3. The specific 
steps are no longer discussed, using the algorithm used in the literature 
[36]
. Xij is the 
decomposition coefficient of node. m stands for the total number of nodes; n is the total number of 
decomposition coefficients for each node. X is normalized vector. αi is the eigenvector of kernel 
matrix K in Kernel-PCA. The Gaussian radial basis function is: 
             
      
  
                          (2) 
1 2 3{ , , ... } NX X X X X
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1
  
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1
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X X X
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T
new N new N newx k x x k x x
 
Fig.3 Implementation steps of Kernel-PCA 
2.4 SVM theory and evaluation parameters 
In order to evaluate the effectiveness and performance of feature selection and 
extraction of different depths of rail surface crack, SVM (support vector machine) 
algorithm was used as assessing tool. Support vector machine (SVM) is based on 
strict theoretical basis, providing a better solution to the problems of nonlinear, high 
dimension data regression searching and local minimum point. For these reasons, 
SVM became becomes a research hot spot after neural network in the field of machine 
learning. 
For the classification problem, a training set with n samples is assumed.
{( , ) | 1,2, , } iy i NiA x , 
nRix  is the input multidimensional data, and 
{ 1, 1}  iy  is the output result, then the nonlinear regression function is: 
T( ) ( )f b x w x                          (3) 
( )  is a kernel space mapping function; w  is a weight vector; b  is a deviation. In 
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this paper, the Gaussian radial basis kernel function is chosen as the kernel function of 
SVM. 
 
    The optimization problem of SVM can be translated into: 
T 2
, ,
1
T
1 1
min ( , ) +
2 2
. . ( ) , 1,2,
N
i
b
i
i i i
J e
s t y b e i N





    

w e
w e w w
w x
                 (4) 
ie R  is an error variable; 0   is a regular parameter, can balance the complexity 
of the model and the training error. 
From the Lagrange function and the KKT  condition, the equation can be 
obtained: 
T
1
00 N
N
b
 
     
     
     
1
y1 I 
                     (5) 
 1,1, 1N 1 ,  1 2, , Ny y yy = ,  1 2, , N    are Lagrange multiplier and I is 
a unit matrix of n n  order. 
 Available from Mercer conditions, the equation can be obtained: 
T( , ) ( ) ( )i j i jK x x x x                       (6) 
 So the optimal decision function is: 
1
( ) ( , )
N
i i
i
f K b

 x x x                      (7) 
The basic idea of SVM can be shown in Fig.4. The triangles and solid dots 
represent two kinds of data samples. H is the best classification surface. The nearest 
four samples from the optimal distance classification area are support vectors, which 
decide the largest classification interval between the two classes. 
 
Fig.4 The basic idea of SVM  
Generalization ability, precision rate, recall rate and cross validation accuracy are used to 
quantitatively describe feature vectors and evaluation ability of SVM models
 [19]
.  
Generalization ability is the ability to predict unknown data, and it is an important basic 
feature of machine learning algorithm. The generalization error upper limit is: 
^
( ) ( ) ( , , )  N NR f R f d N                         (8) 
      is training error.    is one of the function of limited set F.          is the monotone 
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decreasing function of N, which tends to be zero when N tends to be infinite. 
                                 min
f F
                                  (9) 
          
 
  
         
 
 
                        (10) 
The theory implies that the smaller the training error is, the smaller the generalization error is. 
With theory listed above, this paper uses the ratio of numbers of support vectors and total samples 
as an indicator for the generalization ability of model. The smaller the generalization ratio, the 
better the robustness of the model is.. 
For precision and recall, there are four cases in binary classification:  
TP——predict the positive samples as positive; 
FN——predict the positive samples as negative; 
FP——predict the negative samples as positive; 
TN——predict the negative samples as negative; 
The formula of precision calculation is: 
  
  
     
                               (11) 
The formula of recall calculation is: 
                                          
  
  
     
                               (12) 
The higher the precision rate, recall rate and the precision of cross validation, the better the 
prediction ability of the model.  
 
3. Hybrid intelligent method  
The flowchart of the proposed method is shown in Fig. 5. In order to detect the signals of the 
rail defect, this paper establish a non-contact laser scanning system to get multi group data quickly. 
Each signal collected is pre-processed firstly to maximize the useful echo signal. Each defective 
signal and the non-defective signal are subtracted from the same test position, which can remove 
the initial and partial noise signals. As shown in Fig.6. Aim to get the high surface wave echo 
signal with high signal to noise ratio (SNR), wavelet soft threshold is used to de-noise signal and 
keep them be smooth and no burr. Then a suitable wavelet base is selected by SNR of the 
de-noising result. SNR value is the power ratio of the original signal to the noise power. The 
formula for SNR is:  
    
          
      
                              (13) 
Secondly, to fully extract signal characteristic information carried in different depths, feature 
selection algorithm based on WPT and KPCA is proposed. WPT is used to extract three feature 
parameters respectively, which is Wavelet packet time-frequency coefficients (X), energy (E), and 
entropy (F). Wavelet packet time-frequency coefficients (X) can capture local instantaneous signal                   
characteristics 
[37-39]
. Energy (E) is a good parameter to calibrate the damaged and broken state of 
the measured object 
[40-41]
. When depths of surface defects change, the energy’s distribution 
change accordingly. Ultrasonic echo signal is a sudden change signal 
[42]
, and the information 
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entropy (F) characteristics can reflect its local characteristics. However, the dimension of X is 
obviously more than that of the other two features. In order to ensure that the three features have 
the same dimension, the KPCA dimension reduction is adopted for X. Then, we can get Xnew. 
Finally, three features with the same dimension are cut into an empty vector, and a new fusion 
feature Y is obtained. To prevent data from over-fitting and digging more defect feature 
information, KPCA is used again to get Ynew. The process of the fusion feature selection algorithm 
is shown in Fig 7. Then clustering properties, structural characteristics of spatial distribution can 
be very intuitive seen in low dimensional space. 
Finally, Xnew, F, E and Ynew are used respectively as the basis for SVM training and 
classification, and are compared with each other. Generalization ability, precision rate, recall rate 
and cross validation accuracy are used to quantitatively describe feature vectors and evaluation 
ability of SVM models. 
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Fig. 5 The flowchart of hybrid intelligent method for classification 
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Fig.6 Signal pre-processing of defective signals 
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Fig.7 Process of the fusion feature selection algorithm 
(X is Wavelet packet time-frequency coefficients, E is energy, F is entropy, and Y is fusion 
feature) 
 
4. Experimental setup and sample  
Fig.8 presents a schematic diagram of the laser ultrasonic inspection system. The 
experimental platform of laser ultrasonic rail testing is shown in Fig. 9. The ultrasonic waves are 
generated by a pulsed laser (DAWA-200). The laser ultrasonic inspection system includes a pulsed 
laser, galvanometer, and a laser interferometer (QUARTET-FH). The laser source is a Nd:YAG 
infrared pulse with a pulse width of 8ns, and the energy range is 0–20 mJ. The wavelength of the 
laser source is 1064 nm. Laser power density is about 2.5 MW/cm
2
. The diameter of the laser spot 
is 0.1 mm and the repetition rate of the laser source is 10 Hz. The interferometer (the wavelength 
is 532 nm) is equipped with a multi-channel detection scheme based on random quadrature, A/D 
card, and a computer. The energy density of the laser point source is controlled under 7 MW/cm
2
 
to guarantee measurable thermo-elastic generation. Since the interferometer employed a higher 
signal-to-noise ratio, a 2.5 MHz–3.5MHz band-pass filter is used to reduce random ambient noise. 
The laser source is scanned on the surface of the sample by controlling the dynamic mirror. 
The horizontal distance between the initial excitation point and the center point of the defect is 
10mm. The horizontal distance between the receiving point of the surface wave probe and the 
initial excitation point is also 10mm. The location of the differential scanning area and the 
receiving point are both on the same side of the defect, in order to receive the reflected wave 
information of the defect. The sweep area is the square of the 3*3mm
2
. The distance between 
adjacent points is 0.2mm. There are 256 points in the number of sweep points. By this way, we 
can quickly collect enough samples of SVM to learn and classify.   
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Fig.8 Schematic diagram of the laser ultrasonic inspection system 
 
Fig.9 Laser ultrasonic inspection system 
The rail-mock up featured approximately is a 1 meter long rail track. The tested segment 
consisted of four rail sections with artificial RCF defects. Defect 1 to defect 4 meant different 
depth of defect. The angle of the defect in the direction of the train is 45゜. The level of depth was 
0.5mm, 1mm, 1.5mm, and 2mm respectively. They have the same tread development length and 
width of 7mm and 0.3mm respectively. The rail sample and the position of the rail defects are 
presented in Fig. 10. The physical defect of the rail is showed in Fig. 11. Table 1 shows the rail 
parameters. 
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 Fig.10 Rail specimen and the location of the defects 
 
Fig. 11 The profile of surface defects on rail 
Table. 1 The parameters of the rail 
Young modulus            
Poisson ratio 0.29 
Density            
thermal expansion coefficient             
5. Experimental Results and Discussion 
5.1 De-noising 
Different wavelet functions have great influence on the analysis precision of later signal, so it 
is very important to select the wavelet function. In this paper, the optimal wavelet bases are 
selected from Coif3, dmey, Sym3, and Sym8. The signal-to-noise ratio (SNR), correlation 
coefficient and root mean square error (RMS) are used as a good indicator of signal de-noising. 
The signal with the defect depth of 0.5mm is used as the original signal. The de-noising results are 
shown in Table 2 and Fig. 12. 
Sym8 wavelet has much better de-noising performance. The de-noised signal has much 
correlation coefficient and the lowest root mean square error, so this paper chooses Sym8 wavelet 
as wavelet basis for wavelet de-noising. 
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Fig. 12 De-noising results of 0.5mm depth defect by different wavelet bases 
Table.2 The de-noising results 
Wavelet basis SNR（dB） Correlation index Root-mean-square 
error Coif3 5.2774 0.9696 0.0021 
dmey 5.3727 0.9730 0.0021 
Sym3 5.5663 0.9663 0.0024 
Sym8 6.3847 0.9785 0.0019 
5.2 feature extraction of rail defect in different depths 
The selection of the wavelet decomposition scale affects the precision of the time frequency 
analysis. If the decomposition layer is less, the speed of signal analysis is faster, but it will reduce 
the resolution of the band. If the number of decomposition layers is large, the speed of signal 
analysis will slow down, but it will enhance the resolution of the frequency band. Considering the 
above two situations, it is very important to select the appropriate decomposition level to improve 
the resolution of the signal band and preserve the original feature information of the signal. 
Sym8 wavelet is identified as wavelet basis for de-noising, the wavelet basis and threshold 
are fixed on the choice of decomposition level, and 3,4,5,7,8 layer wavelet is verified respectively. 
The results are shown in Table 3. In the selection of decomposition layers, the 4 and 5 layers have 
good performance. Although the 3 layer decomposition has good signal to noise ratio, but the 
number of decomposition layers is too low, the loss of a large number of the original signal 
frequency band information. Therefore, this paper selects the 5 layer decomposition as the wavelet 
packet decomposition layer because of its high signal to noise ratio, correlation coefficient and 
root mean square error. 
Table.3 Sym8 wavelet de-noising with different decomposition layers 
Layer SNR（dB） Correlation index 
index 
Root-mean-square 
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3 7.1377 0.9764 0.0020 
4 6.3873 0.9772 0.0019 
5 6.5210 0.9783 0.0019 
7 5.9346 0.9738 0.0020 
8 5.9229 0.9732 0.0022 
After five layers of wavelet packet decomposition, there is       frequency band 
information. The decomposition results are shown in the Fig. 13. The wavelet packet coefficients 
represent the energy distribution corresponding to each frequency band after the signal 
decomposition. As shown in Fig. 13. It is clear that the frequency bands of the first 16 nodes 
contain the main information of the defect features. Their proportion is higher than 90%. 
Therefore, this paper is mainly for the first 16 nodes to the further feature extraction. We extract X, 
E, and F features from these 16 nodes. Then, KPCA is used to reduce dimension and fuse them to 
get Y. 
>90% >90%
>90% >90%
 Fig. 13 The energy distribution of decomposition results 
When the dimension of the eigenvector is too large, it is easy to create a learning problem. 
KPCA can reduce the dimension of the model to simplify the model or to compress the data. In 
this paper, the dimensions of the fused feature are reduced to 3 dimensions, which is Ynew. Four 
features are analysed and compared by clustering scatter plot in a same dimension. It is shown in 
Fig. 14 and Fig. 15. 
In the two-dimensional distribution of Fig. 14 (a), energy samples are clustered in different 
regions. The defect depths from right to left samples are 0.5mm, 1mm, 1.5mm and 2mm, 
respectively. The distribution of energy feature has a positive correlation with the depth of the 
defect. In the three dimensional distribution of Fig. 15 (a), there is no good correlation between 
the two samples, and the reason is the interpretation of the fusion characteristics. Because the 
energy characteristic only reflected the distribution of the band of different frequency bands, the 
information contained in them is relatively single, which cannot explain the characteristics of 
different dimensions and attributes of samples. 
Fig. 14 (b) represents the two-dimensional distribution of wavelet packet time-frequency 
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coefficients of samples. The samples of different attributes have more overlapping parts. Wavelet 
packet time-frequency characteristics of four kinds of defects are more dispersed in space layout. 
However, the macroscopic characteristics of the samples in Fig. 15 (b) are relatively clear. It can 
be seen that the samples with different depth defects belong to different layers in the 
three-dimensional space. The samples of 2mm are clustered in the center of the space. The 
samples of 0.5mm are distributed in the sub-center layer, and the relative information of 1.5mm 
relative to 1mm is closer to the center of the space. Although wavelet packet time-frequency 
features in 2D and 3D space do not have good separability, its distribution characteristics of macro 
samples can provide more information in the dimension in the feature fusion. This provides more 
classification information for the subsequent supervised classification and unsupervised 
classification. 
Because of the local entropy of wavelet reflects the overall statistical characteristics of the 
signal, as shown in Fig. 14 (c), the samples with different defects belong to different girth 
distribution, and the overall distribution is based on the coordinate axis symmetry. In the 
two-dimensional distribution, most of the samples are distributed on the edge of the ring. On the 
negative half axis of the X axis, the sample division from left to right is 1.5mm, 0.5mm and 1mm, 
respectively. The band distribution of the 2mm is on the same X axis as 0.5mm, but above the 
0.5mm. On the positive half axis of the X axis, the sample distribution of 2mm and 2.5mm is the 
same as that of the negative half axis, but the sample division of 1.5mm and 0.10mm is the 
opposite of the negative semi axis. The band of 1.5mm is on the inside while the band of 1mm is 
on the outside. In the three-dimensional distribution Fig. 15 (c), the overall distribution of the 
signal is based on the origin symmetry, and the distribution characteristics of each plane are 
similar to that of the two-dimensional graph. In general, the wavelet local entropy has good 
characterization for the defects of different depths, and has good separability between different 
defects. But there is no good distinction between the leftmost and optimal sides of the belt in 
different depths.  
The fusion feature proposed in this paper has excellent performance in unsupervised 
dimensionality reduction. As shown in Fig.14 (d) and Fig.15 (d). Ynew is more densely projected 
on different curves. The shape of the curve is similar to the band of wavelet entropy, but it is 
denser and the classification is more clearly. The dense distribution of the rings also appears in the 
fusion characteristics, but this density is projected on the same sample point. It is proved that the 
wavelet fusion algorithm can better summarize the characteristics of the sample and the projection 
distribution. In the three-dimensional distribution Fig.15 (d)，the topological features of the 
samples are clearer. It can be seen that the characteristics of different depths are closed in the 
space. In the classification evaluation of different samples, the establishment of hyper plane 
between samples is an important factor for its classification performance. 
In conclusion, there are distinct spatial positions between the feature vectors of KPCA 
dimension reduction, and Ynew can better summarize the characteristics of samples. Its hyperspace 
curves can be identified by different classification algorithms, such as the support vector machine 
(SVM) used in the following. 
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Fig. 14 2D scatter plot of Kernel-PCA 
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Fig. 15 3D scatter plot of Kernel-PCA 
5.3 Classification by SVM 
Because of the small amount of data collected, SVM classification is used to classify surface 
defects of rail in different depths. This paper uses a common super parameter optimization 
algorithm: grid search 
[19]
. By this way, a set of values with the highest accuracy for cross 
validation is found. As shown in Figure. 16, it is a parameter optimization curve and evaluation 
index of energy characteristics. In the last section, the clustering performance of energy 
characteristics has been discussed. Because the information contained is single, energy 
characteristics cannot maintain good accuracy in the classification of multi-dimensional 
information. At the same time, the support vectors for the hyperplane of four kinds of defects are 
also listed in Table 4. The classification of energy features requires about 200 of the support 
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vectors. The total number of samples in each class is 256, and the ratio of its support vectors to the 
total number of samples is over 75%, which indicates that such a model does not have good 
generalization ability. In the prediction ability of the model, the accuracy rate of 50 percent off 
cross validation is only 65.23%, and the precision rate and recall rate are also lower than 68.46%. 
Therefore, it is not advisable to use the energy characteristics individually as the feature vectors of 
classification and evaluation. 
   
Fig. 16 (a) Optimization of energy characteristic parameters  
(b) Optimization of energy characteristic parameters (small range optimization) 
Table.4 SVM classification evaluation index of energy characteristics 
Support vector number 220 194 214 219 
Generalization ability 85.94% 75.78% 83.59% 85.54% 
Precision rate 62.42% 64.26% 63.09% 63.86% 
Recall rate 68.46% 65.82% 63.82% 65.35% 
The wavelet packet time-frequency feature did not have good prediction ability and 
classification, so this section will not be discussed wavelet packet time-frequency characteristics. 
Fig.17 is the classification data and evaluation index of the wavelet local entropy of various 
defects. The support vectors for the hyperplane of four kinds of defects are listed in Table.5. It can 
be seen that the local entropy of wavelet has a good ability to express defect signals in different 
depths. The accuracy rate in the 50 percent off cross validation is 96.582%. The number of vectors 
for the establishment of classified hyperplane is 99,99,94,99, and the proportion is less than 39%. 
It is proved that the classification model has good generalization ability. However, the recall ratio 
of the model obfuscation matrix is low. 
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Fig. 17 (a) Optimization of local entropy parameters (b) Optimal contour of local entropy 
Table.5 SVM classification evaluation index of local entropy 
Support vector number 99 99 94 99 
Generalization ability 38.67% 38.67% 36.71% 38.67% 
Precision rate 95.21% 94.99% 90.76% 94.54% 
Recall rate 90.59% 91.57% 92.15% 95.93% 
Fig.18 is the classification and detection based on the wavelet fusion feature of kernel 
principal component. The feature has a high cross validation accuracy rate of 98.7345%, which is 
the highest feature vector in this paper. The support vectors for the hyperplane of four kinds of 
defects are listed in Table.6. Meanwhile, compared with wavelet local entropy, the model has 
more prominent generalization ability. The number of support vectors of four kinds of defects is 
less than 90, which has better generalization ability than wavelet local entropy. At the same time, 
as shown in the figure, the optimization time is very short because of the easily separability of the 
feature vectors in the optimization process. The precision and recall of the model are also kept 
above 97.00%. 
 
Fig.18 (a) Optimization of wavelet packet fusion features (b) Optimal contour of wavelet packet fusion 
features 
Table.6 SVM classification evaluation index of wavelet packet fusion features 
Support vector number 86 87 86 87 
Generalization ability 33.59% 33.98% 33.59% 33.98% 
Precision rate 98.25% 99.69% 99.04% 98.58% 
Recall rate 97.56% 98.25% 98.28% 98.01% 
6. Conclusion and Future Work 
This paper explores the possibility of combing the laser-ultrasonic and a hybrid intelligent 
method to achieve fast classification and evaluation of artificial RCF defect in different depths. 
The laser ultrasonic scanning detection system is used to collect data samples from different 
locations of the defects quickly. Moreover, a new fusion feature is created by fusing three single 
features based on WPT and KPCA is proposed. In the scatter plot of 2D and 3D, the fusion feature 
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has better adaptive capacity in selecting significant information in defects with minor difference 
than other three single features in the paper. Finally, we use the various feature vectors of different 
depth defects as SVM input to realize the classification of the defects. The SVM classification 
method also can be used to verify the performance and adaptability of the fusion feature, and 
realize fast classification of small data. Compared with this three signal feature, the fusion feature 
has the best generalization ability, highest classification accuracy and requires less computation 
time. Based on rail defect classification detection, the highest prediction accuracy rate of 98.73% 
is achieved, which laid a theoretical foundation for the application of laser ultrasonic technology 
in China's high-speed and high-precision online rail detection.  
On-going work will be focused on further improvement of the LUT system, conducting 
additional testing at the railway, such as different angles, different lengths. To make sure the 
signals of different rail defects can be classified accurately and quickly in real time. At the same 
time, the effect of different rail speed on LUT detection also needs to be considered. Moreover, we 
will focus on the quantitative detection of rail surface defects by LUT.  
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