Abstract: In this paper a new neural network model is presented for incremental learning tasks where networks are required to learn new knowledge without forgetting the old one. An essential core of the proposed neural network structure is their dynamic and spatial changing connection weights (DSCWs). A learning scheme is developed for the formulation of the dynamic changing weights, while a structural adaptation is formulated by the spatial changing (growing) connecting weights. To avoid disturbing the past knowledge by the creation of new connections, a restoration mechanism is introduced by using the DSCWs. Usefulness of the proposed model is demonstrated by using a system identification task. Copyright © 2002 IFAC 
INTRODUCTION
Incremental learning schemes implies that it adds new knowledge to the networks without re-examining the past experiences. To achieve these attractive learning abilities, many incremental learning schemes have been proposed as the conventional learning schemes are not incremental in nature. Conventionally, there are two typical incremental learning methods. In the first method, parameters are adapted by bounded modification and structural adaptation using the backpropagation network architecture Fu, 1996) , while in the other one for the radial basis function (RBF) networks(K. Yamauchi et al., 1999) it relearns the old memories. The restriction in the first method might enhance the local minima problem inherent in the backpropagation learning. On the other hand, the second method is not incremental in a strict definition , although it can improve the generalization ability better than the former one.
One of possible strict incremental learning schemes is that it may not change the trained weights, but may provide new learnable connections to store the new knowledge: with bounded changes in weights and structural adaptation. However, to avoid disturbing the past knowledge by the creation of new connection, a restoration mechanism is also needed. Therefore, in general, for incremental learning tasks the following three strategies are needed:
3) Restoration strategy: restoration of the past knowledge from the disturbances caused by the creation of new connections.
In this paper, to integrate these strategies for the strict incremental learning tasks, a novel neural model with dynamic and spatial changing weights (DSCWs) is proposed. This model formulates not only its neural computing (input-output relation) process, but also provides some strength to the above three strategies. Simulation studies show that the proposed model is useful for a system identification task.
NEURONS WITH DYNAMIC AND SPATIAL CHANGING WEIGHTS (DSCWS)
2.1 General Formulation
w 1 (t; r 1 ) 
Note that these rules of dynamic changes are corresponding to the continuous-time learning scheme.
By the above definition of the weights (Fig. 1) , the derivatives Û Ö are 0 for . Then the spatial changes in the weights are defined by the diagonal matrix as:
To provide a new structural adaptation scheme, a dynamic changes in the distances is introduced by a
Using this dynamic and spatial changing weights, the neural output is defined as
where, is a nonlinear static activation function (Fig. 1) .
The learning and structural adaptation strategies for incremental learning tasks will be realized by dynamic changes in (1) and (2), and by spatial changes in (3) and (4), respectively. The restoration strategy will also be achieved by a combination of the dynamic and spatial changes.
Short-term and Long-term Memories by Dynamic Changing Weights
As a novel learning strategy for the incremental learning tasks, a simple dynamic rule of changing weights in (1) is defined.
½ ¾ ¡ ¡ ¡ Ò , where ´ ¼µ is a time constant, and ´Ù ´Øµµ is an external force. If biochemical changes of synaptic weights are dynamic, then this continuous changing rule with a reasonable time constant is more natural than the conventional discrete-time backpropagation algorithm.
In this dynamic system, it is commonly well known in control systems theory that the different time constants yield memories with different durations such as longterm memory (LTM) and short-term memory (STM) in the brains. Note that, the proposed method can provide the concept of LTM and STM by using different time constants, which can not be realized by conventional learning schemes including other incremental learning schemes.
Structural Adaptation by Spatial Growing
In this paper, the number of neurons is kept fixed and a creation of a new weight Û is controlled by a change in the spatial distance Ö in (4): a synaptic connection is created when an initially large distance Ö between the axon branch and the target dendrite becomes very small as they grow.
Here, the growing toward a target is achieved according to the spatially diffusing neural input signals which might be a simple model of the chemical process from axon branches to dendrites or neural soma (Hiramoto et al., 2000) . However, the diffusing signals without synaptic junctions must decay spatially since synaptic junctions may be a highly efficient transmitter of the chemical matters with a low loss.
Assuming the concept of the spatially diffusing decay signals, the following equivalent weight is introduced as the spatial change in (3).
where, ´ ¼µ is a diffusion coefficient and Ö is the corresponding distance (Fig. 1 ). Then
If a synapse connection exists between an axon branch and the dendrite, then Ö is relatively very small compared with the diffusion coefficient , and therefore, the signals are transformed to the dendrite potentials without loss.
Note that diffusing signals are different from signals through synaptic junctions, and knowledge or experience information of the neural computing process might not be conveyed by such diffusing signals.
Therefore, the diffusing signals × ×´Ù Û µ are used only for the spatial growing scheme in (4), and the growing scheme is not applied for the existing synaptic weights. To realize this distinction, weights
where, ´ ¼µ denotes a threshold to decide whether the synaptic junction has been formed or not (Fig. 2) . By this definition, the knowledge information is conveyed only through synaptic junctions, and thus the dynamic change in (6) is applied for only the existing synaptic weights. Then the dynamic change in (6) is independent of the growing dynamics in (4). During the -th iteration, the networks are required to learn a given pair of the inputs and the desired signals,
For an input vector Ü´Ø µ Ü at the -th iteration, a square error measure is defined as
where, Ý ¾ Ñ is the network outputs. Note that the network outputs may be changed by the dynamic weights even if the input vector is unchanged for the iteration.
In this paper, if the input Ü´Ø µ Ü is learned successfully within an error tolerance , i.e, ´ µ , this knowledge is considered to be stored stably as a long-term memory (LTM) even after an additional learning of new inputs is carried out.
Three layer feedforward neural networks are considered here, but it also can be applied to the feedforward networks with more than three layers. The number of neurons in the input (1st), the hidden (2nd) and the ¼, this dynamic change is obviously equivalent to the discrete-time backpropagation scheme (Fig. 3) .
The proposed updating scheme of the time constants is defined as
Here 1) The initial value is very small:
Åw ( 2) The change ¡ may satisfy the following. 
The dynamic changing rule for biases are the same as that for the weights Û .
Growing Connections
In this paper, initially only one neuron in the hidden layer has all available synaptic connections from input layer to output layer. Then the other (not synaptic) connections are growing and the synaptic connections are formed as they are needed. For simplicity, when one of the synaptic connections to a neuron in the hidden layer from the input layer, or to the output layer from a neuron in the hidden layer is formed, the other available synaptic connections to and from the neuron in the hidden layer are also formed. This means that the creation of new synaptic connections is equivalent to the selection of the corresponding learnable neurons in the hidden layer.
Here, a discrete-time structural growing adaptation (a monotonous change) scheme is proposed as follows.
1) The initial distance is a bounded number but it is large enough compared with the coefficient : Ö ´¼µ . 2) If a new synapse is needed, for example if no learnable weight (neuron) exists, a weight with the maximum diffusion signal is selected to grow
where « and ¬ are the subscripts of the maximum diffusing weights such that Û ¬« ¡ Ý « Ñ Ü Û ¡ Ý .
Restoration of the Past Knowledge by Lateral Inhibition
To implement the restoration strategy, a lateral inhibition mechanism is introduced in the hidden layer. Assuming that neurons cannot fire when they receive signals less than a negative threshold with a large bounded absolute value, AE Ø ¼, the inhibition weights in the hidden layer is initialized by
where, Ð ½ ¾ ¡ ¡ ¡ Ò À , and they are fixed by Ð ½, i.e, Û Ð´Ø ¼µ Û Ð´¼ ¼µ.
As the structural adaptation selects new learnable neurons in the hidden layer, signals from a hidden neuron should be inhibited only if the synaptic weights of the neuron are not storing the long-term memory (LTM) and only when the LTM is recalled (the corresponding input is fed). Therefore, when the LTM is stored, all the possible inhibition connections, Û Ð , from the neurons which have synapses to the neurons which don't have synapses, are formed by changing the distance between these neurons Ö Ð ¼ .
On the other hand, to decide whether the input is corresponding to the LTM or not, the inner product of the weights and the inputs, × Ð Û Ð ¡Ü, is used. The inner product corresponding to the long-term memory, 
and these signals are summed as an external signal to the neuron in the hidden layer.
SIMULATION STUDIES
Since the proposed dynamic and spatial changing weight neural networks (DSCW-NN) learns the given static input-output relation in the strict incremental manner, this network in combination with the tapped delay lines for inputs and outputs, could be applied for system identification (modeling) tasks (Fig. 4) . This is true for single-input single-output (SISO) plants as well as for multi-input multi-output (MIMO) plants.
The nonlinear plant used for this system identification task (Narendra and Parthasarathy, 1990 ) is given by 
In this task, a training input vector Ü and the desired output Ý are Ü Ý È´ È µ Ý È´ È ½µ Ý È´ È ¾µ Ù´ È µ Ù´ È ½µ Ì ¾ , and Ý Ý È´ È · ½ µ ¾ ½ , respectively. To make the training data, a random input sequence uniformly distributed amplitude in the range ½ ½ is fed to the plant (Specht, 1991) . The training sequence fed to the network consists of the training data selected randomly by using the sample by sample method (Deco and Schfürmann, 1997) . Learning of each set was terminated when ´ µ .
The DSCW-NN structure used in the simulation studies was composed of 5 distributing elements in the input layer, 15 DSCW-neurons in the hidden layer and 1 DSCW-neuron in the output layer. The nonlinear functions of the hidden neurons were the unipolar sigmoidal function ´Üµ ½ ´½· ÜÔ´ Üµµ, but for the single output neuron, instead of the sigmoidal function, the linear function was used, that is Õ´Ü µ Ü.
To evaluate how well the network approximate the input-output function of the plant, the input sequence given by Ù´ È µ × Ò´¾ È ¾ ¼µ, for È ¼¼, and Ù´ È µ ¼ × Ò´¾ È ¾ ¼µ·¼ ¾ × Ò¾ È ¾ µ, for È ¼¼, was fed to the network with the tapped delay lines (Fig. 4) . The outputs of the plant and the proposed network, after learning from only 10 data sets, are shown in (Specht, 1991) , however, the DSCW-NN required only 10 training data to achieve this degree of accuracy, compared with 1000 training data required for the generalized regression neural network (GRNN) used in (Specht, 1991) . That is, the required number of training data sets was only 1 % to achieve comparable accuracies. Consequently, with the smaller number of training data, for example 10 (Fig. 5) , the proposed DSCW-NN is much superior than that of the generalized regression neural network (GRNN) described in (Specht, 1991) .
On the other hand, 6034 iterations were needed for the DSCW-NN to achieve this degree of accuracy. This is approximately only 6% of 100,000 iterations required for the backpropagation model used in (Narendra and Parthasarathy, 1990 ) to achieve approximately the same degree of accuracy as shown in Fig. 5 , but is larger than 1000 the number of iterations are required for the GRNN to achieve the same degree of accuracy (Specht, 1991) . However, only 15 neurons in the hidden layer were required for the DSCW-NN to achieve this degree of accuracy, compared with 1000 neurons required for the GRNN. Also, the number of iterations for DSCW-NN can be reduced by improving the convergence speed of the backpropagation algorithm such as by the momentum updating (Cichochi and Unbehauen, 1993) .
CONCLUSIONS
In this paper, a new integrated neural model with dynamic and spatial changing weights (DSCWs) for incremental learning tasks using a novel learning, structural adaptation and superimposing strategies has been developed. The dynamic changing rule gives information about the effect of changes in weights on the past memories. On the other hand, the spatial growing scheme realizes a novel concept of the structural adaptation. By using the DSCW neurons, the new synaptic connections are formed and new network structure is superimposed on the previous structure without forgetting the past knowledge. Therefore, the proposed DSCW-NN never forgets the past knowledge. This is a strict incremental learning that cannot be achieved by the existing incremental learning schemes.
Although the proposed formulations for the strict incremental learning strategies are only an instance of the new integrated DSCW-NNs, the proposed model is mostly inspired by biological aspects and thus to some extent can be a model of actual brain functions (Honma et al., 1999) . Possible extensions to the radial basis function (RBF) neurons, dynamic neurons with feedback, and self-learning methods such as Hebbian rule should lead to some interesting investigations in the future work.
