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After the fashion of Uri Elias, we analyze the characteristics of extremal solutions 
for linear difference equations of the form Ly(t) + p(t) y(t) = 0, where L is an nth 
order disconjugate linear difference operator given its Pblya-Hartman factorization, 
and where p(t) is nonzero and of constant sign on the interval I= [a, co) = 
{a, a + 1, . ..}. This work is based on and extends the work concerning the classifica- 
tion of solutions done by Allan Peterson and Darrel Hankerson. 0 1992 Academic 
Press, Inc. 
We are concerned with the nth order linear difference quation 
-b(t) + P(l) At) = 05 (1) 
where p(t) is sign-definite on the interval Z= [a, co) = {a, u + 1, . ..}. and 
where L is an nth order disconjugate operator given the factorization 
described by Hartman [7], 
with p,(t) positive on Z, 0 < i < n. Define quasi-difference operators 
A O<v<n, recursively by A, y(t) = pO( t) y(t) and A, y(t) = 
p:il) A[A,-, y(t)], 1 <v <n. We assume throughout that the coefficient 
c(~( t)E ( - 1)” nr=, pi(t) + p(t) of y(t) in (1) satisfies 
( - 1 P,(t) > 0, t E I. 
This condition is necessary to guarantee that (1) has exactly n linearly 
independent solutions. 
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The results contained in this paper are motivated by results due to Elias 
[l-3] for differential equations. This paper complements other work done 
along these lines by Hankerson [4] and Hankerson and Peterson [S, 61. 
The interested reader should consult these references for any definitions not 
given herein. 
The main result of this paper is the following: 
THEOREM 1. The set of nontrivial solutions of (1) is the union of disjoint, 
nonempty sets Sk, 0 d k < n, (- l)“-kp(t) < 0, such that each set consists 
either of oscillatory solutions or of nonoscillatory solutions only. 
The existence of these sets Sk is proved in [6, Theorem 4-J. What has 
been lacking until now is that no set contains both oscillatory and non- 
oscillatory solutions. The proof of this theorem is deferred until several 
preliminary results are established. The basic method of the proof employs 
techniques developed by Elias. In Elias’ proof, however, considerable 
emphasis was placed on the use of certain auxiliary functions which were 
treated as differentiable functions with respect o a moving boundary con- 
dition. Since it has not been possible to carry this work across to difference 
equations, alternative techniques have had to be developed. The first part 
of this paper is devoted to establishing these alternative techniques. Then, 
the proof of Theorem 1 is given. 
Let y be a nontrivial solution of (1). Define sgn + A, y(t) and 
sgn ~ A, y(t) as follows: 
sgn+ A,At)=wA,y(t), A,y(t)#O, 
w+ A,y(t)=w+ A,+ 1 y(t), A,y(t)=O, 
w- A,y(t)=wA,y(th A,y(t)ZO, 
sm AvAt)= -w-- A,+l y(t), A, y(t) = 0. 
These definitions are designed to imitate the apparent behavior of y “near” 
t. We then define S( y, c+ ) to be the number of sign changes in the 
sequence (sgn+ A,y(c), . . . . (-1)” sgn+ A, y(c)}. We define S(y, c-) to 
be the number of sign changes in the sequence {sgn- A, y(c), . . . . 
sgn- A,, y(c)}. S( y, c+ ) counts sign matches among the quasi-differences 
of y evaluated at c, while S( y, c- ) counts sign changes. While the delini- 
tions given here for S( y, c + ) and S( y, c- ) vary slightly from those used 
by Hankerson and Peterson, they are equivalent for nontrivial solutions for 
(l), and they afford us a somewhat greater descriptive power in analyzing 
the behavior of solutions near boundary conditions. 
In addition to these definitions, we use the multiplicity notation defined 
by Elias and extended to difference quations by Hankerson and Peterson. 
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Specifically, let {xiy ) be the zero points of A, y in [a, b] which are not 
zeros of A,- I y (A,-, y when v = 0). Let q,(x,) be the multiplicity of the 
zero point xiv. Let (j) denote the greatest even integer less than or equal 
to j. 
Fundamental to the study of (1) are the following familiar results: 
THEOREM 2 (Hankerson and Peterson [ 51). Let y be a nontriuial 
solution of (1) and assume b > a is such that no quasi-difference A, y(t) = 0 
on [a, b] for 0 < v <n - 1 (in particular, this condition is satisfied zf 
b>a+n- 1). Then 
n-1 
S(y,a+)+S(y,b-)+ c 1 (n,(x,)>~n, 
v=o (a.6) 
(2) 
where the sum over (a, b) is understood not to contain any zero points which 
extend through b. 
THEOREM 3 (Hankerson [4]). Let sLa+n-1 and Ifken-1. 
Assume ( - 1 )“-kp(t) < 0 and that y(t, s) is a nontrivial solution of (1) 
satisfying the n - 1 boundary conditions 
A,y(a,s)=O, i=i 1, . . . . lk 
Ajy(s,s)=O, j=jl,...,jn-k-ll, 
(3) 
whereObi,< ... <ik<n-l,O<j,< ... <jnmkp,<n-l. Then 
(1) S(y(t,s),a+)=k and S(y(t,s),s-)=n-k. In particular, for 
O<i, j<n-1, A,y(a)=O iff iE {i ,,..., ik} and at most one quasi-difference 
Ajy(s,s)=Oforj4 {j,, -?jn-k--l). 
(2) There is only one linearly independent solution of (1) satisfying the 
above n - 1 boundary conditions. 
(3) A, y(t, s) has only simple (multiplicity one) zero points in 
[a+l,s-21 for O<v<n-1, and if A,-,y(t,s) has consecutive zero 
points at z1 <z2 E [a, s] then A,, y(t, s) has exactly one zero point in [z,, z2) 
((2 , , z2) tf z, = a) and this zero point has multiplicity one. 
For convenience of notation, set S(t,, s) - S( y(t, s), to- ). The following 
lemma is a key component in the proof of Theorem 1. 
LEMMA 1. Let y(t, s) be a nontrivial solution of (1) satisfying the n - 1 
boundary conditions (3). Then S(s- 1, s) = n - k, and the locations of the 
sign changes in the sequence dejming S(s - 1, s) are determined by the loca- 
tion and nature of the sign changes in the sequence defining S(s, s), as 
follows: 
4wlh7/1-9 
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(1) lfv4 {j,, . . ..j. k , ) und either A,, J,(S - 1, s) = 0 or A,. y(s, s) is a 
generalized zero, then S(s - 1, s) has a sign change at v, and S(s, s) has a 
sign change at v-l, if v- 14 (j,, . . . . j, mAm ,J, or at I- 1, where 
I- 1 # {.i,, .-,.in-k I> and I, . . . . v - 1 E { j, , . . . . j,, fi , )-. 
(2) Otherwise, S(s- 1, s) has u sign change at v if and only lf S(s, s) 
has a sign change at v. 
ProojI By definition, each v for which A,, y(to, s) = 0 accounts for 
a sign change in the sequence defining S(t,, s)) at v. It is also the 
case that A,,y(t,,, s) = 0 accounts for a sign change at v for S(t, - 1, s), 
since either A,,y(t,- 1, s)=O or else w- A,,+ I Y(hl- l,s)= 
sgn(A,y(t,,s)-A,,y(t,-l,s))=-sgnA.y(t,-1,s). 
The solution y(t, s) can have at most one generalized zero at s 
beyond the n - k - 1 zeros given in (3), and at most one zero at s - 1 not 
accounted for by the boundary conditions at s. This follows from the 
fact that if A,, y(t,,, s) is a generalized zero then there is a change in sign for 
S(t, - 1, s) at v; only one more is allowed by Theorem 2 with b = s - 1. 
Thus, if v E { j, , . . . . j, k ~, }, then v indicates a sign change in S( t,, s) for 
both t, = s and t, = s - 1. Theorem 2 implies that there is exactly one more 
sign change for both t, = s and t, = s- 1, and that there may be at most 
one more generalized zero for t, = s. The task is then to locate these 
missing items. Note that the only nonzero value which can change sign 
from s - 1 to s is the (at most one) generalized zero at s not given by (3). 
If no A,, y(s, s) is a generalized zero for v $ {jr, . . . . jnPk . , >, then the 
signs for s and s - 1 match for all nonzero entries, and the missing sign 
change for s - 1 is accounted for by that for s. If A, y(s - 1, S) = 0 for some 
v $ (.i, 3 . . . . j, _ k ~, } (and hence indicates the missing sign change for s - 1 ), 
then there are two cases, depending on whether v - 1 E {j,, ..,, jn -kP, } 
(that is, A, . , y(s, s) = 0): 
(1) If v-l${j,,..., jnPk I }, then v - 1 indicates the missing sign 
change for s. 
(2) If v- 1 E {j,, . . . . jnPk _, }, then I- 1 indicates the missing sign 
change for s, where E - 1 $ { j, , . . . . j, _ k ~, } and 1, . . . . v - 1 E { j, , . . . . j, ~ k _ 1 }, 
so that sgn- Alp,y(s,s)= -sgn A,y(s,s). 
If v $ {j,, . . . . jnmk _ i } and A, y(s, S) # 0 is a generalized zero, then v 
indicates the missing sign change for s - 1. There can be no other 
uncounted zeros or generalized zeros at s, and no uncounted zeros at s - 1, 
so all quasi-differences except A,,, A,, . . . . Ajnmk-, must be nonzero values of 
like sign between s - 1 and s. 
If A ye i y(s, s) = 0, then the unique remaining sign change for s occurs as 
before at I- 1 where A,_ I y(~, S) #,O, and A,y(s, s) = . . . = A,-, y(s, s) = 0. 
If, instead, A,- 1 y(s, s)#O, then sgn A,y(s,s)= -sgn A,y(s- l,s)= 
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- sgn A, _ i y(s - 1, s) = - sgn A, _, y(s, s), and the missing sign change for 
s occurs at v- 1. 
Finally, if v # (j,, . . . . j, _ k- i } and A, y(s, s) = 0, then, as for the other 
zeros, v determines a sign change for s and s - 1. This completes the proof. 
Lemma 1 establishes a relationship between the values of y(t, s) and its 
quasi-differences for r = s - 1 and t = s. This lemma provides sufficient 
descriptive power to give the following result, which establishes a 
relationship between the function y( t, s - 1) and y( t, s). 
THEOREM 4, Let y(t, s - 1) and y(t, s) be normalized at a so that 
sgn A, y(a, s - 1) = sgn Ai y(a, s) for all i 4 {i,, . . . . ik}. Assume 
v $ {j, 2 . . . . jHpkp 1 } locates the unique undetermined sign change in the 
sequence defining S(s - 1, s - 1). 
(1) Zf A, y(s - 1, s - 1) # 0, then the unique undetermined sign change 
in the sequence defining S(s - 1, s) is located at v and A,,y(s- 1, s) #.O; 
furthermore, sgn- A/y(s- 1, s- l)=sgn~ Ajy(s- 1, s) for aZZj=O, . . . . n- 1. 
(2) If A.y(s-l,s-l)=O and if ~-l${ji,...,j~-~-~}, then the 
unique undetermined sign change in the sequence defining S(s - 1, s) is 
located at v - 1; furthermore, sgn Ajy(s - 1, s - 1) = sgn Ajy(s - 1, s) for 
alZj#v,andsgn+A,y(s-l,s-l)=sgnA,,y(s-1,s). 
(3) Zf A,,y(s-l,s-l)=O and if v-l~{ji ,..., jnPk-,}, then 
necessarily y( t, s - 1) s y( t, s). This can only occur when the n -k - 1 
boundary conditions at s in (3) are contiguous, that is, where j, + 1 = jr+ i, 
0 <r < n - k - 1, with the understanding that j= 0 follows j= n - 1, in 
accordance with ( 1). 
Proof Assume the solutions y(t, s - 1) and y(t, s) are normalized as 
described. Let y,(t) = y(t, s - 1) - Ay(t, s), and consider first the left 
endpoint a. It is easy to see that there exists a positive constant 1, such 
thatS(y,,a+)=kfor~<il,,andS(y,,a+)=k+2for1~il,.Infact,1, 
is the smallest value such that Ai y,(a) = 0 for some i$ {i,, . . . . ik}. 
If the unique undetermined sign change in the sequence defining 
y(s - 1, s) is not located as described, then Lemma 1 reveals that yl(t) 
always has at least n-k - 1 sign changes at t = s - 1 for 2 > 0 chosen 
sufficiently large. Since A may be chosen larger than &, this contradicts 
Theorem 2. 
A contradiction is avoided only in those cases where there need be only 
n - k - 2 sign changes at t = s - 1 for large values of 1. Since y( t, s - 1) and 
y(t, s) are normalized, then y>,(t) must have n -k such sign changes 
whenever sgn+ A,y(s- 1, s- l)= -sgr(LA, y(s- 1, s)), so that 
sgn+ A, y(s - 1, s - 1) = sgn A, y(s - 1, s). Since all the sign changes of 
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both y(t, s - 1) and y( t, s) for t = s - 1 can then be determined from 
Lemma 1, the first two claims follow. 
The final claim is more unusual. In this case, either A, ~_, y(s - 1, ,s) = 
A, y(s - 1, s) = 0, or else sgn A,, , ~(3 - 1, s) = - sgn A,, y(.s - 1, s). In either 
case, the combination JI/( t) must have n - k sign changes at s - 1 for all 
values of ,I. A contradiction is avoided at a only if J$ t, s - 1) = JJ( t, s). Thus 
A, y(s - 1, s) = 0 for all Jo {jr, . . . . jnPk , }, and as a consequence there 
must be as many additional zero quasi-differences at s - 1 as there are 
contiguous groups in the right-hand n -k - 1 boundary conditions. The 
result then follows. 
At the heart of this study of solutions of (1) are the concepts of extremal 
points and extremal solutions. Consider the n boundary conditions given 
by (3) taken together with the additional condition 
A,-, y(s, s) is a generalized zero, (4) 
where j,-k 4 (j I, . . . . jnekP,}. Define the ith (right) extremalpoint O,(a) of 
c1 corresponding to (3), (4) to be the ith value of t in (a, co) for which (1) 
has a nontrivial solution satisfying these boundary conditions. Such a non- 
trivial solution is called a (right) exrremal solution. Similarly, one can 
define a left extremal point and left extremal solution by weakening one of 
the conditions at a in (3) and strengthening (4) to a strict homogeneous 
condition, but such conditions are not needed to accomplish the goals of 
this present work, and so the term right will be suppressed in the remainder 
of this paper. 
Since (3), (4) have n conditions on y, nontrivial solutions may not 
always exist. When they do exist, however, it is clear that the extremal 
solution for 0,(a) is the essentially unique solution y(t, 0,(a)). A natural 
question is to investigate the distribution of extremal points in (a, co). 
Theorem 4 and Lemma 1 provide an immediate first answer. 
COROLLARY 1. The points s and s - 1 cannot both be extremal points for 
the boundary conditions (3), (4). 
COROLLARY 2. If the extremal solution y(t, 8, (a)) satisfies the strict 
boundary condition 
A,-, Y(S, s) = 0 (4’) 
for s = e,(a), then either the n -k conditions at s are contiguous (in the sense 
used in Theorem 4), or there are no contiguous groups of two or more condi- 
tions at s. 
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Proof: This is a direct consequence of Theorem 4. Suppose, to the con- 
trary, that a solution y(t, s) exists satisfying (3), (4’), where the conditions 
at s consist of at least two contiguous groups, one group containing at least 
two conditions. For an appropriate renumbering of the boundary condi- 
tions, we would have j, + 1 = jn+k <jr+ I - 1. This contradicts part 3 of 
Theorem 4. 
COROLLARY 3. If the extremal solution y(t, e,(a)) satisfies the strict 
boundary condition (4’) for s = 9,(a), then either the k conditions at a are 
contiguous, or no two conditions at a are contiguous. 
Proof. Fix s = e,(a), and set z(t) = z( t, a, s) = y(s - t, s). Then dz( t) = 
y(s-t-l,s)-y(s-t,s)=-dy(~,s)l,=._,~,.DefinetheoperatorL*as 
follows: 
L*z(t) = p,(s- t) Ap,pI(s- t) A . ..pl(s- t) Ap,(s- t) z(t). 
Define quasi-difference operators A,*, 0 < v < n, recursively by 
A,*z(t)=p,(s-t)z(t) and Afz(t)=p,(s-t)A[A,*_,z(t)], l<v<n. Then 
clearly z(t, a, s) is a solution for the equation 
L*z(t)+(-l)“p(s-t)z(t)=O 
satisfying the boundary conditions 
ATz(O, a, s) = 0, i= j,, . . . . jn-k 
A,+z(s-a,a,s)=O, j=i,, . . . . ik. 
Therefore, the results of Corollary 2 may be applied to z(t, a, s), and the 
result follows. 
The works of Elias and others made effective use of Wronskian deter- 
minants in the study of extremal points. Let { ur, . . . . u,} be an independent 
set of solutions of (1 ), and consider the determinant 
A,,ul(a) ... Acul(a) A~,uI(s) ... Ajn-,-,ul(s) ul(t) 
. . u(t,s)= ; . ; . . i .(5) 
A, u,(a) ... Aikun(a) Aj,uJS) ... Ajn-k-lUn(S) u,(t) 
Clearly u( t, s) = y(t, s), up to a multiplicative constant. Now consider the 
Wronskian (Casorrati) function W(s) = W(s; j,, . . . . jnek) defined by 
Ai,ul(a) ..’ Aikul(a) Aj,U,(s) ... Aja-kuI(s) 
’ . W(s)= ; . . . ; f . ; . 
Ai, u,(a) ‘.. Aikun(a) Aj,u,(s) ..’ Ajn-aUn(S) 
(6) 
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Comparing (5) and (6) reveals that W(s) = Alnm,u(s, s). In the differential 
equations case it was possible to analyze the behavior of ~(2, s) by studying 
the behavior of W(s) as the boundary point s moved. In the case of dif- 
ference equations it has not been possible to duplicate precisely this 
method of analysis, although some useful information can be extracted. 
Theorem 4 strongly suggests that the solution y(t, s) is an extremal solu- 
tion if and only if W(s) has a generalized zero, and that the zeros of W(s) 
are simple zeros. The result would be immediate if it was known that the 
solution y(r) defined in (5) was normalized as described in Theorem 4. 
However, in spite of this difficulty, it is still possible to apply Theorem 4 to 
generate a proof of Theorem 1. 
THEOREM 5. The number of zeros for A,, y(t, s) on [a, s] changes as s 
increases only when a simple (generalized) zero enters through s. 
Prooj We prove this result for v $ {j, , . . . . j,, Pk i }. For the remaining 
values of v the result then follows from Theorem 3. Theorem 4 limits the 
number of cases which must be considered. 
First, observe that if A,, y(s - 1, s- 1) #O and A, y(s - 1, s) #O, then 
A, y( t, s - 1) and A,, y(t, s) have the same number of (generalized) zeros on 
[a, s - 11. To see this, assume solutions are normalized as in Theorem 4. 
This theorem guarantees that, if the number of zeros differs, it does so by 
an even number, since all signs match at s - 1. Suppose, without loss of 
generality, that A,, y(t, s - 1) has two more zeros than does A,, y(t, s) 
on this interval. Then there exist consecutive zero points xi and x,+ , 
for A,, y(t,s- 1) such that xi+ 1 <xi+,, and sgnA.y(t,s)= 
-sgn A,, y(xi + 1, s - 1) for all t on [xi, ,yi+ ,I. Hence there exists a 1> 0 
such that yi(t)= y(t, s- l)+Ly(t, s) has a multiple zero for A, in 
[xi, xi+ ,I. Since Theorem 4 guarantees S( yi, a+ ) -t S( yl, (s - l)- ) = n, 
this contradicts Theorem 2. If, then, A,,y(s, s) is a (generalized) zero, we 
may say a zero has entered through s. 
Second, if v $ {j,, . . . . j,-,_,} and A,y(s-l,s-l)=O, then, from 
Theorem4, A,,y(s-l,s)#Oandsgn+ A,,y(s-l,s-l)=sgnA.y(s-l,s), 
and the foregoing demonstration holds counting t = s - 1 as one of the 
zeros of A, y(t, s - 1) on [a, s - 11. In this case, however, Theorem 4 
restricts y( t, s) so that A, y(s, s) cannot be a generalized zero, and no new 
zeros have entered (or left). This completes the proof. 
Elias’ approach to the differential equations analogue to Theorem 1 was 
to show that the existence of arbitrary extremal solutions was inconsistant 
with the existance of a nonoscillatory solution of the same Sk class. Toward 
this end we now prove the following: 
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THEOREM 6. Zf, for m chosen arbitrarily large, there exists t,, 2 a and an 
extremal point O(t,) such that A, y(t, t,, O(t,)) has at least m simple zeros on 
(to, @to)), then O,(a) exists for all i. 
Proof. Let j(t, z, s) be the solution of (1) satisfying the n - 1 boundary 
conditions 
A,Y(Gs)=‘& i = i, , . . . . i, ~ , 
Ai Y(S, $1 = 0, j= j,, . . . . jnpk. 
By considering a linear combination of y(t, t,, e(t,)) and j( t, to, O(Q), it 
can be seen that these two solutions must separate zeros on (to, e(t,)), and 
so j must have at least m - 1 zeros on this interval. In a manner analogous 
to Theorem 5 it can be shown that, fixing s = &to), j cannot lose any of 
its zeros as 7 decreases to a. But then y(t, a, O( to)) and J(t, a, Qt,)) must 
separate zeros on (a, to). Since m is chosen arbitrarily large, y(t, a, e(t)) 
gains arbitrarily many zeros as e(t) increases. Since zeros can only enter 
through the ,right-hand endpoint, the result follows. 
Proof (of Theorem 1). With the basic tools in place, the proof of 
Theorem 1 follows in a manner virtually identical to that given by Elias, 
which will only be sketched here. 
First, if a solution y E Sk for (1) is non-vanishing on the interval (a, b), 
then it can be shown that there exists a set of boundary conditions (3) for 
which e,(a)2 b. If the solution y is nonoscillatory, then it follows that 
there is a set of boundary conditions of the form (3) for which no extremal 
solutions exist. 
Second, if there is a set of boundary conditions (3) for which extremal 
points e,(a) exist for all i, then all extremal points exist for all such sets of 
boundary conditions. This result uses Theorem 5 to show that two related 
sets of boundary conditions must have their extremal points separate each 
other. 
Finally, it can be shown that if the class Sk contains an oscillatory solu- 
tion, then all extremal points exist for all sets of boundary conditions of the 
form (3). Since this is incompatible with the presence of a nonoscillatory 
solution in the class, the theorem is proved. 
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