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Zusammenfassung
Im Rahmen dieser Arbeit ist ein Messgera¨t aufgebaut worden, welches in der
Lage ist, den Quantenzustand eines Lichtstrahls, ausgedru¨ckt durch die Wig-
nerfunktion im Quadraturphasenraum, zu rekonstruieren. Die Methode der Re-
konstruktion bedient sich eines tomographischen Verfahrens. Gemessen wird
die Wahrscheinlichkeitsdichte der Anregung einer Quadratur zu einer Vielzahl
verschiedener Quadraturwinkel. Ein Algorithmus, der die inverse Radon-Trans-
formation durchfu¨hrt, berechnet aus den Daten zu den einzelnen Winkeln die
Wignerfunktion des zugrunde liegenden Zustands oder Zustandsgemisches.
Dieser Quantentomograph besteht aus einem Homodyndetektor, einem speziel-
len elektronischen Regelkreis, sowie einem Computer, der den Transformations-
Algorithmus ausfu¨hrt.
Im Gegensatz zu allen anderen dem Autor bekannten Arbeiten benutzt der
Quantentomograph in dieser Arbeit einen echten Homodyndetektor. Die Pha-
se des Signalstrahls bezu¨glich eines starken Lokaloszillators am Strahlteiler
des Homodyndetektors, die dem detektierten Quadraturwinkel entspricht, kann
durch eine spezielle elektronische Regelung auf einen beliebigen Winkel einge-
stellt und dort stabilisiert werden.
Mit dem Quantentomographen wurden die folgenden Zusta¨nde untersucht:
Der Vakuumzustand, verschiedene koha¨rente und gequetschte, sowie abha¨ngig
von der Seitenbandfrequenz bei verschiedenen Quadraturwinkeln gequetschte
Zusta¨nde. Letzteres demonstriert erstmals die Wirkung der Reflektion an ei-
nem verstimmten Filterresonator auf einen gequetschten Strahl und somit die
prinzipielle Mo¨glichkeit sogenanntes frequenzabha¨ngiges ”Squeezing“ zu erzeu-gen, welches fu¨r die Interferometer-basierten Gravitationswellendetektoren der
kommenden Generation von Bedeutung sein wird [29].
Ferner wurden U¨berlegungen angestellt, wie man ein tomographisches Ver-
fahren fu¨r polarisationsgequetschte Zusta¨nde und somit fu¨r den Bereich der
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Gequetschte Zusta¨nde des elektromagnetischen Feldes sind Zusta¨nde mit einer
asymmetrischen, zeitstationa¨ren Verteilung des Quantenrauschen in den kon-
tinuierlichen Quadraturvariablen. Als Quantenrauschen ist es minimal im Sin-
ne der Unscha¨rferelation der Quadraturoperatoren. In einer Quadratur ist die
Unscha¨rfe kleiner als die des ebenfalls minimalen Vakuumzustandes, dessen
Rauschen symmetrisch verteilt ist.
Fu¨r Protokolle der Quanteninformation sowie bei modernen, durch das Quan-
tenrauschen begrenzten, Messverfahren werden gequetschte Zusta¨nde verwen-
det. Ihre vollsta¨ndige experimentelle Charakterisierung kann durch ein tomo-
graphisches Verfahren erreicht werden, ohne dass irgendeine Annahme u¨ber
den zugrunde liegenden Zustand gemacht werden muss. Durch die Tomogra-
phie des Quadraturphasenraums und eine nummerische Ru¨ckprojektion kann
die Wigner-Funktion des Zustandes ermittelt werden. Sie ist zur quantenme-
chanischen Dichtematrix a¨quivalent und entha¨lt somit die volle zuga¨ngliche In-
formation u¨ber das tomographierte Objekt.
Dieses Verfahren eignet sich auch fu¨r Zusta¨nde mit nicht-gaußschen Statis-
tiken. Solche sind ju¨ngst mittels gepulster Laserstrahlen [34, Grangier et al] im
Labor erzeugt worden. Sie ko¨nnten verwendet werden, um ein ”Schlupfloch“ beider experimentellen Falsifikation der Bell’schen Ungleichung zu schließen. Ein
solches Experiment wu¨rde die, von Einstein so ungeliebte, Nicht-Existenz einer
lokal-realistischen Theorie weiter untermauern.
Eine andere Klasse von Zusta¨nden, deren vorkenntnislose Charakterisierung
von Interesse fu¨r den Bereich der Quanteninformation ist, bilden die polarisa-
tionsgequetschten Zusta¨nde. Fu¨r sie wurde bereits die U¨bertragung von Quan-
teninformation von Licht auf Atome demonstriert [22, Polzik et al]. Eine Tomo-
graphie erfordert hier die Kontrolle eines weiteren Freiheitsgrades, da der zu
tomographierende Raum dreidimensional ist.
Gequetschte Zusta¨nde sind aber auch fu¨r den Bereich der Physik, der sich
bis jetzt deutlich von der Quantenwelt abgrenzt, von Nutzen. Einstein sagte
mit der Formulierung der Relativita¨tstheorie vor nunmehr beinahe 100 Jahren
die Existenz von Gravitationswellen voraus, deren direkter Nachweis bis heute
aussteht. Die Empfindlichkeit zuku¨nftiger interferometer-basierter Detektoren
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fu¨r Gravitationswellen wird vom Einsatz von speziell pra¨parierten, frequenz-




Dieses Kapitel bereitet die formalen Grundlagen auf, die beno¨tigt werden, um
die in den folgenden Kapiteln vorgestellten Experimente zu beschreiben.
2.1. Lichtfelder
Im Verlauf der vorliegenden Arbeit werden vielerorts Beschreibungen von Licht-
feldern und den dazu geho¨renden Formalismen verwendet. Auf Unterschiede
zwischen klassischen und quantenmechanischen Rechnungen wird an entspre-
chender Stelle hingewiesen.
2.1.1. Klassische Wellengleichungen
Die klassischen elektromagnetischen Wellen ergeben sich als Lo¨sungen von Wel-
lengleichungen, die zu den vier Maxwell-Gleichungen a¨quivalent sind [32, S.
131f] [1, S. 13ff]. Unter der Annahme der Quellenfreiheit und der Isotropie lau-
tet eine solche Wellengleichung fu¨r das elektrische Feld:




~E(~r, t) = 0.
Eine Lo¨sung mit den u¨blichen Bezeichnungen fu¨r die Frequenz: (ν), die Polari-
sation: (~p) und die komplexe Feldamplitude: (α) lautet:
~E(~r, t) = E0[α(~r, t)ei2piνt + c.c.]~p(~r, t).
Fu¨r ebene Wellen mit der Wellenzahl k = 2pinν/c (n: Brechungsindex), die sich
in z-Richtung ausbreiten, ergibt sich die Amplitude α zu:
α(z) = α0e−ikz.
Mit der Annahme eines reellen α0 und unter Vernachla¨ssigung der Polarisation
ergibt sich fu¨r das elektrische Feld die bekannte Form:
E(z, t) = E0 cos(2piνt− kz).
Anstelle der komplexen Amplitude α(~r, t) = α0(~r, t)eiφ(~r,t) mit der Zerlegung in
Magnitude α0 und Phase φ(~r, t) kann eine a¨quivalente – im weiteren Verlauf
3
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dieser Arbeit nu¨tzlichere – Darstellung durch die so genannten Quadraturam-




[X1(~r, t) cos(2piνt) +X2(~r, t) sin(2piνt)]. (2.1)








[α(~r, t)− α∗(~r, t)] .








Die Energie in einem kleinen Volumenelement la¨sst sich sowohl durch die kom-
plexe Amplitude als auch durch die Quadraturamplituden ausdru¨cken:
E(x, y, z) = 2E20α∗α dxdy cdt = E20(X12 +X22) dxdy cdt . (2.2)
2.1.2. Quantenmechanik
Bevor wir uns speziell der quantenmechanischen Beschreibung von Lichtfeldern
widmen, sei das fu¨r diese Arbeit Wichtigste des Formalismus der Quantenme-
chanik zusammengestellt.1 Zuna¨chst machen wir eine Reihe von Annahmen.
Jedes physikalische System ko¨nne durch quantenmechanische Zusta¨nde
|Ψ〉 = 〈Ψ |† dargestellt werden. Fu¨r jeden physikalischen Messapparat (Obser-
vable) gebe es einen hermiteschen Operator:
A† := (A∗)T = A .
Seine Eigenzusta¨nde |Λn〉 bilden eine orthonormale Basis – die Vollsta¨ndigkeit
ist auch eine Annahme:
〈λn | λn〉 = δnm und 1 =
∑
n
|Λn〉 〈Λn | . (2.3)
Hermitesche Operatoren haben reelle Eigenwerte λn:
A |Λn〉 = λn |Λn〉 . (2.4)
1Weiteres u¨ber Quantenmechanik findet man in dem ausgesprochen angenehmen Buch von Da-
vid J. Griffiths Introduction to Quantum Mechanics [21]. Ebenfalls empfehlenswert und




λn = 〈Λn |AΛn〉 = 〈AΛn | Λn〉 = λ∗n .
Die Wahrscheinlichkeit, dass der Messapparat bei der Vermessung einer sei-
ner Eigenzusta¨nde |Λn〉 den Messwert λn anzeigt, ist eins. Wird ein Zustand |Ψ〉
vermessen, der nicht Eigenzustand des Operators ist, so betra¨gt die Wahrschein-
lichkeit λn als Messwert zu erhalten | 〈Λn |Ψ〉 |2. Der Ausdruck 〈Ψ | Φ〉 bezeichnet
das Skalarprodukt. Alle Zusta¨nde sind so normiert, dass 〈Ψ |Ψ〉 = 1 gilt bzw. fu¨r
kontinuierliche Basen 〈x | x′〉 = δ(x− x′).
Liegt eine Quelle vor, welche nicht immer den selben Zustand pra¨pariert,
sondern mit einer Wahrscheinlichkeit pi den Zustand |Ψi〉 herstellt, so zeigt ein
Messapparat mit der Wahrscheinlichkeit
∑
i pi| 〈Λn |Ψi〉 |2 seinen Eigenwert λn
an. Aus dieser Wahrscheinlichkeit la¨sst sich der sogenannte Dichteoperator ρ
ableiten (siehe [13, S.9f]):∑
i
pi| 〈Λn |Ψi〉 |2 =
∑
i




pi |Ψi〉 〈Ψi | . (2.5)
Der Ausdruck |Ψ〉 〈Ψ | bezeichnet das dyadische Produkt.
Der Erwartungswert 〈A〉 einer Messung am Zustand |Ψ〉 mit einem Mess-
apparat, dessen zugeho¨riger hermitescher Operator A ist, ist die Summe der
mo¨glichen Messwerte, gewichtet mit der Wahrscheinlichkeit ihres Auftretens.












λn 〈Ψ | Λn〉 〈Λn |Ψ〉
= 〈Ψ |A |Ψ〉 . (2.6)
Das letzte Gleichheitszeichen gilt wegen Gleichung 2.3 und Gleichung 2.4.
Um den Erwartungswert fu¨r gemischte Zusta¨nde angeben zu ko¨nnen (siehe







λn 〈Λn | ρ |Λn〉 = tr(ρA) . (2.7)
Bei der Interpretation des Erwartungswertes ist Vorsicht geboten, da er ein
Mittelwert ist. So ”erwartet“ man nach dieser Definition bei einer Messung, die
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ebenso ha¨ufig den Wert 1 wie den Wert -1 ergibt, den Wert 0, obwohl dieser nie
auftritt.
Deshalb ist ein spezieller Erwartungswert von besonderem Interesse, na¨mlich
der Erwartungswert der quadratischen Abweichung vom Erwartungswert, die
sogenannte Varianz ∆2A:
∆2A = (∆A)2 = 〈(A− 〈A〉)2〉 = 〈A2〉 − 〈A〉2 . (2.8)
Hier ist ∆A die bekannte Unscha¨rfe oder Schwankung. Ihre Prominenz ver-
dankt sie der Existenz der sogenannten Unscha¨rferelation. Diese folgt allein
aus der Tatsache, dass La¨ngen von Vektoren, also Betragsquadrate, nichtnega-
tiv sind [13, S. 16]. Im Folgenden seien a und b reelle Zahlen, A und B hermite-
sche Operatoren und |Ψ〉 ein reiner Zustand. Die Rechnung geht fu¨r Gemische
ganz analog:
0 ≤ |a(A− 〈A〉) + ib(B− 〈B〉) |Ψ〉 |2
= 〈Ψ | a2(A− 〈A〉)2 + b2(B− 〈B〉)2 + iab [A , B] |Ψ〉
= a2∆2A+ b2∆2B+ (2ab∆A∆B− 2ab∆A∆B) + iab〈[A , B]〉
= (a∆A+ b∆B)2 − ab(2∆A∆B− i〈[A , B]〉) .
Setzen wir nun a = ∆B und b = −∆A, so verschwindet der erste Term. Falls




〈[A , B]〉 (2.9)
erfu¨llt werden. Auch der Fall verschwindender Unscha¨rfe bildet keine Ausnah-
me, denn dann ist Ψ Eigenzustand von A oder B und der Erwartungswert des
Kommutators ist null, zum Beispiel fu¨r ∆A = 0:
〈Ψ | [A , B] |Ψ〉 = 〈Ψ |AB−BA |Ψ〉 = 〈aΨ |B−B | aΨ〉 = 0 .
2.1.3. Quantenmechanische Beschreibung von EM-Strahlung
Das elektromagnetische Feld wird durch die hermiteschen Operatoren E(~r, t),
B(~r, t), die die Maxwell-Gleichungen erfu¨llen, repra¨sentiert [27, S. 17]. Im Fol-
genden wollen wir uns erneut auf das elektrische Feld konzentrieren, welches
als Eigenmode eines Resonators (z. B. eines Lasers) mit der Umlaufla¨nge L an
einer Stelle die Querschnittsfla¨che A hat [24, S. 3]. Ein Resonator mit hinrei-
chend hoher Gu¨te unterstu¨tzt nur Felder mit der Wellenla¨nge λ, wenn λ =
L/n mit n ∈ N. Fu¨r eine Polarisation ist in einer solchen Cavity die Energie







wobei der Index k die passenden Frequenzen abza¨hlt. Dies ist offensichtlich von








Mit der Methode der kanonischen Quantisierung erha¨lt man folglich die Opera-
torenX1k undX2k, welche die Vertauschungsrelation [X1k , X2l] = 2iδkl erfu¨llen.




~piνk(X12k +X22k) . (2.11)
Dies ist die Summe u¨ber voneinander unabha¨ngigen harmonischen Oszillato-
ren, die man mit der bekannten Erzeuger-Vernichter-Algebra behandeln kann
(hier fu¨r diskrete Frequenzen).
Unterdru¨cken wir die explizite Ortsabha¨ngigkeit, kann alternativ das Feld
E˜(t) in Anteile positiver und negativer Frequenz zerlegt werden:
E(t) = E(t)+ +E(t)− . (2.12)






























= δ(ω − ω′) ,[
a(ω) , a(ω′)
]




Obwohl der vorausgesetzte Resonator nur bestimmte Wellenla¨ngen – respekti-
ve Frequenzen – unterstu¨tzt, kann von einem Frequenzkontinuum ausgegangen
werden, da nirgendwo eine Einschra¨nkung an die Resonatorla¨nge gemacht wird.




Der Hamilton Operator H einer Mode des Strahlungsfeldes, dessen Eigen-






















Ausgehend von den Operatoren im Frequenzraum a und a† ko¨nnen die Qua-








(a− a†) , (2.18)
X˜θ = X˜1 cos θ + X˜2 sin θ . (2.19)




= 2i. Deshalb gilt fu¨r ihre
Unscha¨rferelation nach Gleichung 2.9:
∆X˜1∆X˜2 ≥ 1 . (2.20)
Fock-(Anzahl)-Zusta¨nde
Die Energie-Eigenzusta¨nde, also die Eigenzusta¨nde des Anzahl-Operators n,
heißen Fock-Zusta¨nde |n〉. Fu¨r sie gilt:
n |n〉 = n |n〉 . (2.21)
Der Vakuumzustand ist mit keinem Photon besetzt: n | 0〉 = 0. Der Vernichter
auf dieses Vakuum angewendet ergibt die Null des Hilbert-Raums: a | 0〉 = 0.
Allgemein wirken Erzeuger und Vernichter wie folgt auf Fock-Zusta¨nde:
a |n〉 = √n |n− 1〉 ,
a† |n〉 = √n+ 1 |n+ 1〉 .
Jeder Anzahl-Zustand la¨sst sich aus dem Vakuum erzeugen:
|n〉 = 1√
n!
(a†)n | 0〉 .
Als Energie-Eigenzusta¨nde sind die Fock-Zusta¨nde orthogonal und vollsta¨ndig
(Gleichung 2.3):
〈n |m〉 = δnm und 1 =
∑
n




Das Licht eines Lasers wird zutreffend durch koha¨rente Zusta¨nde |α〉 beschrie-
ben. Die Begru¨ndungen fu¨r die folgende Aufza¨hlung von Eigenschaften findet
sich in fortgeschrittener Mathematik, [19] oder etwa [24, S. 8].





auf das Vakuum erzeugt [1, S. 65ff]:





















Die Anwendung des Vernichters auf die letzte Zeile zeigt, dass koha¨rente
Zusta¨nde Eigenzusta¨nde des Vernichters a sind:

























= α |α〉 .
Die mittlere Photonenzahl betra¨gt 〈n〉 = 〈α |a†a |α〉 = 〈aα | aα〉 = |α|2 . Damit
kann man sich leicht von der Poissonschen Statistik u¨berzeugen:
∆2n = 〈α |n2 − 〈n〉2 |α〉
= 〈α |a†aa†a− |α|4 |α〉
= 〈aα |aa† |aα〉 − 〈α | |α|4 |α〉
= |α|2 〈α |aa† |α〉 − |α|4
= |α|2 〈α | 1 + a†a |α〉 − |α|4
= |α|2 = 〈n〉. (2.25)
Wie die Fock-Zusta¨nde sind die koha¨renten (u¨ber-)vollsta¨ndig:
1 =
∫
|α〉 〈α | . (2.26)
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Allerdings sind sie nicht orthogonal: 〈α1 | α2〉 = e−|α1−α2|2 . Fu¨r stark verschiede-
ne Photonenzahlen wird das Skalarprodukt der Zusta¨nde jedoch verschwindend
klein, so dass man sie als orthogonal zueinander ansehen kann.
Koha¨rente Zusta¨nde sind solche minimaler Unscha¨rfe, d. h. das Produkt der
Schwankungen (Varianzen) der Quadraturoperatoren gleicht dem quantenme-
chanischen Limit:
∆2X˜1α∆2X˜2α = 1 .
Ferner ist die Schwankung in jeder Quadratur X˜θ = cos(θ)X˜1 + sin(θ)X˜2 gleich
groß:
∆2X˜1α = ∆2X˜2α = ∆2X˜θα = 1 .
Gequetschte Zusta¨nde
An dieser Stelle wird zuna¨chst eine formale Definition fu¨r gequetschte Zusta¨nde
gegeben. Der Grund fu¨r die ungewo¨hnliche Nomenklatur findet sich im Ab-





dabei ist ζ = reiφ, r der sogenannte ”Squeezing“-Parameter und φ die gequetsch-te Quadratur bezu¨glich eines Lokaloszillators. Einen gequetschten Zustand erha¨lt
man durch Anwenden des ”Squeezing“-Operators auf das Vakuum:
| 0, ζ〉 = S(ζ) | 0〉 . (2.28)
Einen hellen gequetschten Strahl erha¨lt man mit Hilfe des im letzten Abschnitt
eingefu¨hrten Auslenk-Operators D(α):
|α, ζ〉 = D(α)S(ζ) | 0〉 . (2.29)
Nehmen wir an, der ”Squeezing“-Winkel φ sei 0°, wir ha¨tten also die Amplitu-denquadratur gequetscht, dann erhalten wir:
Photonenanzahl 〈n〉 = sinh2 r + α2 ,
Schwankung der Amplitudenquadratur ∆X1 = e−r ,
Schwankung der Phasenquadratur ∆X2 = er . (2.30)
Hier sieht man, dass die kleinstmo¨gliche Photonenzahl fu¨r einen gequetsch-
ten Zustand mit Parameter r, das gequetschte Vakuum also, nicht null sondern
〈n〉 = sinh2 r ist.
Fu¨r einen im Winkel θs gequetschten Zustand lautet die Varianz der Quadratur
Xθ:





e2r[1− cos(2(θ − θs))] + e−2r[1 + cos(2(θ − θs))]
)


















Abbildung 2.1.• AM und PM eines optischen Tra¨gers. Die Seitenba¨nder drehen sich mit der
Modulationsfrequenz Ω im eingezeichneten Drehsinn. Aus [9] von B.C. Buchler.
Es gibt im wesentlichen zwei zu unterscheidende Arten von Modulationen;
die Amplitudenmodulation (AM) und die Phasenmodulation (PM), in beiden
Fa¨llen aber ist die Modulationsfrequenz klein gegenu¨ber der optischen Fre-
quenz. Beide Modulationsarten ko¨nnen mit einem elektro-optischen Modulator
(EOM) erzeugt werden (siehe Kapitel 4.2).
Im Seitenbandbild befinden wir uns im Fourier-Frequenzraum, alle Modulatio-
nen sind also in periodische Anteile zerlegt. Zeiger auf der Frequenzachse re-
pra¨sentieren verschiedene Frequenzanteile. Die La¨nge der Zeiger ist proportio-
nal zur Feldsta¨rke. Eine Drehung um die Frequenzachse zwischen zwei Zeigern
entspricht einer Phasenverschiebung. Formal kann man eine Amplitudenmodu-
lation als








mit d als Modulationstiefe schreiben [9, S. 8].
Eine Phasenmodulation hat fu¨r kleine Modulationstiefen gena¨hert eine ganz
a¨hnliche Form:
E(t) = E0 e−i(ωt+d cosΩt)









Eine AM ist formal im Realteil, also in der Amplitudenquadratur bei der Mo-
dulationsfrequenz zu finden. Analog steht die PM nur im Imagina¨rteil, also in
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der Phasenquadratur. In Na¨herung in einem rotierenden Bezugssystem (ω) sind










Abbildung 2.2.• links: zufa¨llige Seitenba¨nder des Quantenrauschens, rechts: Squeezing als
korrelierte Seitenba¨nder. Aus [9] von B.C. Buchler.
Im Seitenbandbild la¨sst sich das Quantenrauschen als Schwebung des Tra¨ges
mit dem Vakuumfeld verstehen. Dass das Vakuumfeld u¨berhaupt eine Schwe-
bung verursachen kann, liegt an der von null verschiedenen Grundzustands-
energie eines harmonischen Oszillators in der Quantenmechanik. Als Konse-
quenz erhalten wir ein weißes Amplituden- und Phasenrauschen; d. h. die Sei-
tenba¨nder sind fu¨r alle Frequenzen gleich groß und gleichma¨ßig u¨ber der Phase
verteilt.
Squeezing, und damit die Unterdru¨ckung des Rauschens bis unter das Va-
kuumniveau, kann man sich im Seitenbandbild als synchronisierte obere (+Ω)
und untere (−Ω) Seitenba¨nder vorstellen. Zum Beispiel gibt es ”Squeezing“ inder Amplitudenquadratur bei Ω, wenn die zufa¨lligen Seitenba¨nder bei ±Ω in
PM-Seitenba¨nder umgewandelt werden [9].
2.2. Die Wigner-Funktion
Die Wigner-Funktion ist eine zuna¨chst unanschauliche sogenannte Quasi-Wahr-
scheinlichkeitsverteilung. Die Bezeichnung verdankt sie ihren Eigenschaften.
Sie ist nicht positiv definit und kann schon deshalb keine ”echte“ Wahrschein-lichkeitsdichte sein. Allerdings ergeben Integrale in einer Richtung die Statistik
der Anregung in der entsprechenden Quadratur. Diese Eigenschaft soll in der
12
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vorliegenden Arbeit genutzt werden.
Sie ist das quantenmechanische Analogon zur klassischen Phasenraumver-
teilung und ist wie folgt definiert:











∣∣∣∣ ρ ∣∣∣∣ q + q′2
〉
. (2.32)
Betrachten wir das Integral:∫ ∞
−∞





























∣∣∣∣ ρ ∣∣∣∣ q + q′2
〉
= 〈q | ρ | q〉 = P (q) . (2.33)
Das Ergebnis ist eine anschauliche Wahrscheinlichkeitsdichte. Diese Integra-
tion kann in beliebiger Richtung durchgefu¨hrt werden, nicht nur entlang der
p-Achse, und gibt fu¨r jede Richtung die marginale Wahrscheinlichkeitsdichte.












∣∣∣∣A ∣∣∣∣ q + q′2
〉
.
la¨sst sich der Erwartungswert mit Hilfe der Wigner-Funktion ausdru¨cken:





dq′dp W (q, p)WA(q, p) . (2.34)
An die Stelle der p und q treten hier die Bezeichner fu¨r die Eigenwerte der Qua-
draturoperatoren:
X1 |x1〉 = x1 |x1〉 ,
X2 |x2〉 = x2 |x2〉 .
2.3. Die Radon-Transformation
2.3.1. Tomographie und Ru¨ckprojektion
Wie in Kapitel 3.1 gezeigt werden wird, ist die Spannung am Ausgang des ”ba-lanced homodyne detector“ proportional zur Anregung in einer Quadratur des
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Signalstrahls. Ein Histogramm dieser Spannung stellt die Wahrscheinlichkeits-
dichte Pθ(x) dar, welche ihrerseits eine Projektion (Gleichung 2.33) der Wigner-
Funktion bei einem bestimmten Winkel θ ist. Diese Transformation wird als






dqdp W (q, p) δ(q cos θ + p sin θ − r) . (2.35)
Dieser Ausdruck entspricht Gleichung 2.33, allerdings fu¨r alle Winkel. Deutlich
wird das, wenn man, anstatt ein δ-Linienintegral zu benutzen, eine Drehung des
Koordinatensystems vornimmt W (x, p) → W (x cos θ + p sin θ,−x sin θ + p cos θ),
und wieder entlang einer Koordinatenachse integriert. Die Funktion Pθ(r) ist,
obwohl θ nur als Index auftaucht, eine Funktion zweier Vera¨nderlicher, nach
denen differenziert werden kann. Diese Schreibweise ist aus Na¨he zum Experi-
ment gewa¨hlt, da dort der Winkel θ schrittweise abgerastert wird.
Die Tatsache, dass die Radon-Transformation invertierbar ist, hat die erfreu-
liche Konsequenz, dass zum Beispiel Ro¨ntgen-, Kernspin-, Positron-Emissions-
und Gamma-Absorptions-Tomographie vor allem in der medizinischen Diagno-
stik große Dienste leisten. Das in dieser Arbeit benutzte Verfahren, um aus den
Informationen u¨ber die Wahrscheinlichkeitsdichten in den einzelnen Quadratu-
ren die Wigner-Funktion des Zustands zu rekonstruieren, ist ebenfalls ein to-
mographisches, welches die inverse Radon-Transformation benutzt.
Die Invertierbarkeit la¨sst sich mit Hilfe des sogenannten Fourier-Slice-Theo-
rems leicht zeigen. Dieses Theorem besagt, dass die 1-D-Fourier-Transformierte
der Projektion der Schnittkurve der 2-D-Fourier-Transformierten des Originals
zum Winkel der Projektion gleicht [26], [2].
2.3.2. Beispiele
Wie sieht also die Wignerfunktion eines konkreten Zustandes aus?
Fu¨r die Antwort auf diese Frage wird die Quadraturwellenfunktion des Zu-
stands Ψ(x1) = 〈x1 |Ψ〉 berechnet. Statt x1 kann natu¨rlich auch jede andere
Quadratur betrachtet werden. Das Betragsquadrat gibt die Wahrscheinlichs-
dichte an, die Anregung x1 zu messen:
Pθ = |Ψ(x1)|2 .
Diese ist – wie im Abschnitt 2.2 zu lesen – das Integral in eine Richtung u¨ber
die Wignerfunktion. Die Kenntnis dieser Wahrscheinlichkeitsdichten fu¨r alle
Quadraturen ermo¨glicht das Anwenden der inversen Radon-Transformation aus
dem letzten Abschnitt. Alternativ setzt man eine konkrete Quadraturwellen-
funktion in Wigners Formel Gleichung 2.32 ein.
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Abbildung 2.3.• Wignerfunktion des Vakuumzustands.
Das erste Beispiel sei der Vakuumzustand. Er zeichnet sich durch
a | 0〉 = 0
aus. Das Beispiel kann benutzt werden, um die Wellenfunktion Ψ0(x1) zu be-
stimmen. Es gilt natu¨rlich auch aΨ0(x1) = 0. Den Vernichter kann man in der
x1-Basis mit Hilfe Schro¨dingers beru¨hmter Formel
p = −i ∂
∂x
(fu¨r den Ortsraum) ausdru¨cken, welche gleichfalls fu¨r die ebenso kanonisch kon-





fu¨r das Vakuum mit der bekannten Lo¨sung (auf








Die Wahrscheinlichkeitsdichte P (x1) = 1√
pi
e−x12 erha¨lt man auf demselben Wege
auch fu¨r die Phasenquadratur und jede andere Quadratur. Das Ergebnis der
15
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darauf angewendeten Radon-Transformation ist in Abbildung 2.3 zu sehen.






Wie fu¨r koha¨rente Zusta¨nde die Ψα(xθ) zu ermitteln sind, ist in [27] zu lesen.
Hier sei lediglich das Ergebnis dargestellt. Es lautet wie das des | 0〉 Zustandes














Abbildung 2.4 zeigt die Wigner-Funktion eines Zustandes mit |α| = 3 in der
45°-Quadratur.
Abbildung 2.4.• Die Wignerfunktion eines koha¨renter Zustandes mit |α| = 3 in der 45°-
Quadratur.
Die Wignerfunktion eines gequetschten Zustandes
∣∣α, ζ = rseiθ〉 sei hier eben-
falls nur angeschrieben. Man erha¨lt sie, indem man Wigners Formel (Gleichung
16
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Abbildung 2.5.• Dieser Zustand ist senkrecht zur Anregung, die die gleiche ist wie in Abbil-
dung 2.4 mit rs = 2 gequetscht.




exp(−e2rsx12θ − e−2rsx22θ) . (2.38)
Dabei sind x1θ und x2θ Symbole fu¨r
x1θ = (x1− x10) cos θ − (x2− x20) sin θ ,
x2θ = (x1− x10) sin θ + (x2− x20) cos θ .
Es ist bereits allgemein auch fu¨r einen hellen gequetschten Zustand mit α =
2−1/2 (x10+i x20) angeschrieben. In Abbildung 2.5 ist die Wignerfunktion des Zu-
standes aus Abbildung 2.4, auf den zusa¨tzlich der ”Squeezing“-Operator einemSqueezing-Parameter von ζ = 2ei
pi
4 angewendet wurde, illustriert. Diese Abbil-
dung erkla¨rt die Nomenklatur fu¨r diese Klasse von Zusta¨nden.
Fu¨r fast alle Lichtquellen ist die marginale Wahrscheinlichkeitsdichte Ψ(xθ)
wie in den vorangegangenen Beispielen eine Gaußglocke. Einen nicht gaußschen
Zustand herzustellen ist sogar eine Herausforderung, die erst in ju¨ngerer Zeit
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angenommen und bewa¨ltigt werden konnte [34]. Die Fockzusta¨nde |n〉 mit n ≥




















wobei Hn die (durch die obige DGL definierten) Hermite-Polynome bezeichnet.
Man betrachte zum Beispiel den Zustand | 1〉, dessen Wahrscheinlichkeits-
dichten in allen Quadraturen die gleichen sind und die Gestalt P| 1〉(x1) = 2√pix1
2 e−x12
haben. In Abbildung 2.6 ist ein Plot von P| 1〉(x1) sowie der rekonstruierten Wig-
nerfunktion dargestellt.





Abbildung 2.6.• Links: Die Wahrscheinlichkeitsdichte, fu¨r den Zustand | 1〉 einen bestimmten
Wert fu¨r die Anregung in einer Quadratur zu messen. Rechts die Wignerfunktion dieses Zustan-
des.
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3. Der Quantentomograph
Innerhalb von Kapitel 2 sind die formalen Voraussetzungen dargestellt worden,
um in diesem Kapitel die Funktionsweise des im Rahmen dieser Arbeit entstan-
denen Quantentomographen beschreiben zu ko¨nnen. Dieser bedient sich eines
tomographischen Verfahrens, um die Wigner-Funktion der kanonischen Varia-
blen eines Laser-Strahls zu rekonstruieren. Der Apparat ist in drei Teile zu un-
terteilen.
1. Ein Homodyn-Detektor wandelt die interessierende Messgro¨ße des Signal-
strahls in eine elektrische Spannung um.
2. Ein elektronischer Regelkreis stabilisiert und steuert den Tomographie-
Parameter, die Phase des Signalstrahls bezu¨glich des Lokaloszillators am
Strahlteiler des Homodyn-Detektors.
3. Die Datenaufnahme sowie die tomographische Ru¨cktransformation wird





Abbildung 3.1.• Schema eines ”ba-lanced homodyne detectors“
Der ”balanced homodyne detector“ bestehtaus einem 50:50 Strahlteiler und einem nahe-
zu identischen Paar von Photodetektoren, die
wie in Abbildung 3.1 dargestellt, angeordnet
sind.
Die Nomenklatur ist folgendermaßen zu
verstehen: ”Homodyn“ bedeutet, dass beideauf den Strahlteiler treffenden Strahlen ex-
akt die gleiche Frequenz haben. Der Zusatz
”balanced“ deutet auf die Subtraktion derPhotostro¨me der beiden Photodetektoren hin.
Dieses Detektionsschema kann als ein Lock-
In-Versta¨rker angesehen werden. Die be-
teiligten Frequenzen sind hier die identi-
schen optischen. Ebenso wie beim Lock-In-
Versta¨rker kann auch beim Homodyndetektor
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die Sinus- oder die Cosinus-Quadratur aus-
gewa¨hlt werden. Sie entsprechen den oben eingefu¨hrten Amplituden- und Pha-
senquadraturen. Die Auswahl der Quadratur erfolgt u¨ber die Phasenbeziehung
der Strahlen am Strahlteiler [6].
Die folgende Rechnung zum Homodyndetektor macht einige Annahmen:
• Die Strahlen, die auf den Strahlteiler treffen, befinden sich in genau der
gleichen Mode, d.h. sie interferieren perfekt.
• Der Strahlteiler verfu¨gt u¨ber eine Transmissivita¨t sowie eine Reflektivita¨t
von 50 %, hat also keinerlei Verluste und ist symmetrisch.
• Die Photodioden liefern einen Photostrom, der dem Photonenstrom (Inten-
sita¨t) gleicht, d.h. es wird ein Photoelektron pro Photon erzeugt.
Die Bezeichnung der beteiligten Felder ist Abbildung 3.1 zu entnehmen. Am
Strahlteiler interferieren die beiden eingestrahlten Felder. Es werden also Feld-
amplituden addiert bzw. subtrahiert. Der Phasensprung um pi, der fu¨r ein Teil-
feld auftaucht, gewa¨hrleistet die Erhaltung der Energie. Alle weiteren Effekte
des Strahlteilers auf die Phase der Lichtstrahlen lassen sich im Gesamtphasen-
unterschied θ ausdru¨cken. Dieser Phasenunterschied wirkt sich als eine Dre-
hung um e−iθ einer der Strahlen auf die Interferenz aus. Die austretenden Fel-











E†SiESi ± e−iθE†SiELo ± eiθE†LoESi +E†LoELo
]
.
In der Differenz der Intensita¨ten I∆ = I+− I− fallen Terme mit gleichen Vorzei-





An dieser Stelle sei kurz die Methode der Linearisierung von Operatoren darge-
stellt:
1. Ein Operator E la¨sst sich in seinen Mittelwert E und eine Abweichung
davon δE aufteilen, also:
E = E+ δE . (3.2)
2. Die Abweichung sei viel kleiner als der Mittelwert, so dass Terme von δE
von ho¨herer als erster Ordnung vernachla¨ssigt werden ko¨nnen.
3. Fu¨r die Intensita¨t beispielsweise:
I = 〈E†E〉 = E2 + 〈E(δE† + δE) + δE†δE〉 ≈ E2 + E〈δX1〉 . (3.3)
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Wenn wir ferner voraussetzen, dass ELo À ESi ist, also auch Produkte mit ESi
vernachla¨ssigt werden ko¨nnen, ergibt sich fu¨r die Differenz der Intensita¨ten:
I∆ = ELo 〈XθSi〉 . (3.4)
Diese ist also proportional zur Anregung einer von der Phase am Strahlteiler
abha¨ngigen Quadratur Xθ des Signalstrahls, versta¨rkt mit der mittleren Ampli-
tude des Lokaloszillators. Terme, die das Rauschen des Lokaloszillators enthal-
ten, tauchen u¨berhaupt nicht mehr auf.
Im Experiment werden die Intensita¨ten I± von Photodetektoren (siehe Kapi-
tel A.2) mit dem Proportionalita¨tsfaktor AV in Spannungen U± = AV I± gewan-
delt. Diese werden dann durch einen elektronischen Subtrahierer (siehe Kapitel







Fu¨r den Fall nicht perfekter Modenanpassung beider
Strahlen auf dem Strahlteiler ergibt sich der gleiche
Ausdruck wie bei ineffizienten Photodioden in Kapitel
A.1. Der Lokaloszillator sei zerlegt, in ELo und E⊥. ELo
ist perfekt an den Signalstrahl angepasst, wa¨hrend E⊥
aus dazu orthogonalen Moden (sei es durch Polarisation
oder durch andere ra¨umliche) besteht. Diese interferie-
ren aber mit dem Vakuumfeld δv⊥, welches immer per-
fekt angepasst ist. Die folgende Rechnung fu¨r die Diffe-
renz der Intensita¨ten kann in [9, S. 19] nachvollzogen





1− ηδv1) . (3.5)
Der Verlustfaktor η ha¨ngt von dem sichtbaren Kontrast (”fringe visibility“) V ineinem Ausgang des Strahlteilers ab:






Genauso wirken sich auch alle anderen Verluste im Detektionsschema aus
(Verluste im Strahlteiler, durch Streuung oder Restreflexionen an Anitreflex-
Schichten usw.).
Lediglich ein nicht perfektes Teilungsverha¨ltnis (von 50:50) des Strahlteilers
kann nachtra¨glich bis auf Terme zweiter Ordnung ausgeglichen werden. Dazu
machen wir die folgende kleine Rechnung, der U¨bersichtlichkeit wegen mit kom-
lexen Amplituden. Die Amplituden-Transmissivita¨t des Strahlteilers sei τ . Die
Felder haben die gleichen Namen wie oben, keine Verluste, perfekte Modenan-
passung:
E+ = τESi +
√
1− τ2e−iφELo bzw. E− =
√
1− τ2ESi − τe−iφELo .
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Nun wird vor der Differenzbildung der Photodetektorspannungen die Spannung
U− mit einer variablen Versta¨rkung/Abschwa¨chung d versehen, so dass sich fu¨r
die Differenz ergibt:
U∆ = U+ − dU− = AV ·
[
(1− τ2(1 + d))|ELo|2 + f |ESi|2 + 2g<(ESiELo) cosφ
]
.
Dabei sind f, g von τ und d abha¨ngig. Wichtig ist jedoch d so zu wa¨hlen, dass
der Vorfaktor des |ELo|2-Terms verschwindet d = (1 − τ2)/τ2, denn andernfalls
verschwa¨nde nicht das technische Rauschen des Lokaloszillators im U∆-Signal.
Mit dieser Wahl von d lauten die beiden anderen Koeffizienten:
f = (2τ2 − 1)/τ2 und g = τ
√
1− τ2/τ2 .
Man sieht, dass sich sogar fu¨r einen sehr schlechten Wert von τ =
√
0, 55 le-
diglich f = 0, 18 ergibt, somit bleibt der |ESi|2-Term von O(2) und ist zu ver-
nachla¨ssigen. Der leicht von eins abweichende Koeffizient g = 0, 90 kann durch
Anpassen der elektronischen Versta¨rkung AV ausgeglichen werden.
3.2. Regelung und Steuerung der Phase am Strahlteiler
Die Inversion der Radon-Transformation, d.h. die Mo¨glichkeit die Wigner-Funk-
tion des Zustandes zu konstruieren, gibt es nur, wenn ein Projektionswinkelbe-
reich von 180° u¨berdeckt wird. Fu¨r den vorliegenden Zweck muss also die Phase
der Lichtstrahlen am Strahlteiler einen Bereich von 180° u¨berstreichen ko¨nnen.
Dies wird mit Hilfe eines durch einen Piezo-Aktuator verschiebbaren Umlenk-
spiegel im Strahlengang des Lokaloszillators erreicht.
Jeder, der schon einmal ein Laserinterferometer aufgebaut hat, hat sicher
bemerkt, dass die Phase am Strahlteiler bereits ”ganz von allein“ um diverse pischwankt. Die Aufgabe ein gewisses Phasenintervall zu u¨berdecken, erfu¨llt sich
also ganz automatisch. Jedoch beno¨tigt die inverse Radon-Transformation die
Kenntnis des genauen Winkels der jeweiligen Projektionsdaten.
Eine Mo¨glichkeit dies zu erreichen – diejenige, die in allen anderen dem Au-
tor bekannten Arbeiten [7], [35], [8] benutzt wird – besteht darin, den Piezo
auf einer Zeitskala, die klein gegenu¨ber den natu¨rlichen Schwankungen ist, zu
bewegen. Wenn diese Bewegung mit konstanter Geschwindigkeit erfolgt, kann
zwischen einem Intensita¨tsminimum und einem -maximum eines Ausgangs des
Strahlteilers eine lineare Phasena¨nderung angenommen werden. In einem hin-
reichend kleinen Teilstu¨ck kann die Phase als konstant angenommen werden,
allerdings gibt es innerhalb der Detektionsbandbreite auch immer weniger Da-
tenpunkte, je kleiner man das Teilstu¨ck wa¨hlt – d.h. je weniger u¨ber die Phase
gemittelt wird.
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Abbildung 3.3.• Ein
Screenshot von Luxor.
Deshalb wurde in dieser Arbeit die zwar auf-
wendigere aber u¨berlegene Mo¨glichkeit benutzt, die
Phase am Strahlteiler elektronisch zu regeln. Dafu¨r
wurde ein Regelkreis entwickelt, der die Phase am
Strahlteiler (vielleicht erstmals) an jeder beliebi-
gen Stelle regeln kann. Dies ermo¨glicht den no¨ti-
gen Winkelbereich mit beliebig vielen Punkten ab-
zudecken und zu jeden dieser Projektionswinkel
statistisch signifikant viele Datenpunkte zu erhal-
ten.
Um solche Anforderungen zu erfu¨llen, musste ei-
ne entsprechende Regelungselektronik entwickelt werden. Weitergehendes
daru¨ber findet man in [25], sowie [18] und [15]. Um die U¨bersicht zu wah-
ren, sei das Augenmerk hier hauptsa¨chlich auf die Erzeugung eines Fehlersi-
gnals gelegt. Dabei soll es sich fu¨r den folgenden Sprachgebrauch um eine Span-
nung handeln, die proportional ist zur Abweichung der Ist-Phase am Homodyn-














PD1 DC :  
PD2 DC :  
PD2 ACmixed :  














PD1-PD2 DC  :  PD1-PD2 ACmixed :  
Abbildung 3.4.• Simulationen mit Finesse: links: Die Signale der einzelnen Photodetektoren
aus Abbildung 3.3, rechts: ROT: DC-Differenz, GRU¨N: Differenz heruntergemischt.
Die Differenz der Signale der beiden Photodetektoren in den Ausga¨ngen ist
zum Beispiel ein geeignetes Fehlersignal fu¨r genau die Phasenbeziehung, bei
welcher in beiden Ausga¨ngen die gleiche Intensita¨t herrscht. Ein Fehlersignal
fu¨r extremalen Intensita¨tsunterschied ergibt sich hingegen durch Heruntermi-
schen (Multiplizieren und Tiefpassfiltern) des Signals des Photodetektors bei ei-
ner Frequenz, bei der es Phasenmodulation auf genau einem der Strahlen gibt.
Diese beiden Spezialfa¨lle sind in Abbildung 3.2 mit dem Programm Finesse, ge-
schrieben von Andreas Freise [17], respektive des graphischen Frontends Luxor
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von Jan Harms [23] simuliert, siehe Abbildung 3.3. Ausgehend von diesen bei-
den Fehlersignalen kann die Stabilisierung jeder gewu¨nschten Phasenlage rea-
lisiert werden.
Wenn wir die Differenz der DC-Signale DC(φ) ∝ sinφ und das Herunterge-
mischte der Differenz RF(φ) ∝ cosφ nennen, dann hat der Ausdruck
EP(φ) = b ·DC(φ) + (1− b) · RF(φ) (3.6)
abha¨ngig vom Parameter b bei verschieden Phasenwinkeln zwischen 0°und 90°–





































Abbildung 3.5.• Contourplot des EP -Signals abha¨ngig vom Parameter b.
Die einzige Hu¨rde, die nun noch verbleibt, ist die Tatsache, dass die inverse
Radon-Transformation, welche in MATLABr sehr komfortabel implementiert ist,
a¨quidistante Projektionswinkel erwartet. Die Phasenstelle des Nulldurchgangs
φSoll ha¨ngt jedoch nicht linear vom b-Parameter ab.
Fu¨r die Intervalle [npi2 , (n+1)
pi
2 [ gibt es aber bijektive Zusammenha¨nge zwischen
Phase φ und Parameter b. Die letzte Rechnung gilt fu¨r ein Intervall, fu¨r die
u¨brigen mu¨ssen lediglich die Vorzeichen der Fehlersignale alteriert werden:
EP(φSoll) = 0
b ·DC(φSoll) + (1− b) · RF(φSoll) = 0






1− tanφSoll . (3.8)
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Der letzte Schritt ist dabei etwas kritisch, da vorausgesetzt wird, dass beide
Fehlersignale DC(φ) ∝ sinφ und RF(φ) ∝ cosφ genau den gleichen Proportiona-
lita¨tsfaktor und keinen Offset haben. Dies kann aber durch sorgfa¨ltige Kalibrie-
















In situ ist diese Problemstellung mit Hilfe eines ana-
log Multiplizierer-ICs von Analog Devices namens
AD734 gelo¨st. Dieser hat die TransferfunktionW = XYU ;
es handelt sich bei allen Beteiligten um elektrische
Spannungen. U liegt auf einem hochstabilen 10 V Po-
tential.
An X liegt eines der Signale und an Y ei-
ne Spannung proportional zum b-Parameter (b =
1) → Y = 10V (bzw. analog fu¨r (1 − b)). Im
Anhang sind weitere Details der Elektronik zu fin-
den.
Um abzuscha¨tzen, wie genau ein bestimmter Pha-
senwinkel eingestellt werden kann, wurde dem Computer, der die b-Parameter

















Abbildung 3.7.• BLAU: DC-Differenz, GRU¨N: least square fit, ROT: 100*(BLAU-GRU¨N).
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Spannung erzeugt, vorgegeben, ein Phasenintervall von pi/4 in 50 a¨quidistan-
ten Schritten abzufahren. Dies wurde fu¨r alle vier Intervalle getan. An jedem
einzelnen Punkt wurde eine Sekunde verweilt und am Ende der Sekunde die
Differenz des DC-Signals der beiden Photodioden aufgezeichnet. Ein Plot da-
von ist in Abbildung 3.7 zu sehen. Ferner ist in der Abbildung ein ”least squarefit“ einer Sinusfunktion mit der Amplitude als fit-Parameter an die Messdaten
sowie der Unterschied zwischen beiden in einhundertfacher Vergro¨ßerung zu
sehen. Die absolute Abweichung betra¨gt weniger als 1,5 %.
3.3. Gesteuerte Datenaufnahme und -verarbeitung
3.3.1. Datenakquise
Die Photodetektoren des Homodyndetektors verfu¨gen u¨ber einen bei 16 kHz ein-
polig hochpassgefilterten, hoch versta¨rkten Ausgang, an welchem eine Span-
nung, die oberhalb der Hochpassfrequenz proportional zum Photostrom ist, an-
liegt. Die Differenz der Spannungen zwischen den beiden Photodetektoren wird
durch einen ”differential-line-receiver“-Chip von Maxim namens MAX4145 gebil-det. Dieses Signal wird in einen Frequenzmischer, na¨mlich TUF3H von Mini-
Circuits, geschickt und dort mit der Detektionsfrequenz, welche ein Funkti-
onsgenerator von Stanford Research bereitstellt, heruntergemischt. Als letz-
te Stufe vor dem AD -Wandler ist nun noch ein vierpoliger Chebychev-Tiefpass
mit einer Grenzfrequenz von 100 kHz eingebaut.
Die Datenaufnahme erfolgt durch das Multifunktions Datenenaufnahmesys-
tem von National Instruments names NI PCI-6014. Es bietet eine Samp-
lingrate von 200 kS/s, die sich auf 16 Kana¨le bei 16 bit Auflo¨sung multiplexen
la¨sst. Außerdem verfu¨gt es u¨ber zwei analoge Ausga¨nge (mit ebenfalls 16 bit).
Da jedoch fu¨r die relevanten Messungen im Kapitel 4 lediglich ein Kanal beno¨tigt
wurde, konnte die volle Bandbreite von 100 kHz – die Tiefpassfrequenz nach
dem Mischer – genutzt werden.
Dies sind allerdings noch nicht die Daten, die auf der Festplatte des Datenauf-
nahmecomputers abgespeichert werden. Das wa¨ren na¨mlich bei 16 bit Auflo¨sung
alle 10 Sekunden vier Megabyte. Obwohl dies heutzutage keine Herausforde-
rung mehr darstellt, bra¨chte es keinerlei Vorteil. Stattdessen werden die Daten
sofort verarbeitet und lediglich das Ergebnis gespeichert, welches weniger als
ein Tausendstel an Datenvolumen umfasst (siehe Kapitel 3.3.2).
Die Steuerung der Datenaufnahme erfolgt durch ein LabView-Programm und
la¨uft wie folgt ab. Im ersten Schritt wird die b-Parameter-Spannung fu¨r einen
der vorher festgelegten Phasenwinkel berechnet und an einem Ausgang einge-
stellt. Der zweite Schritt wartet eine halbe Sekunde, damit der Regelkreis die
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Abbildung 3.8.• Aus einer Zeitserie (100000 Punkte, bei gelockter Phase) ergibt sich ein Hi-
stogramm.
neue Phasenstellung stabilisieren kann. Im dritten Schritt wird nun eine vorher
eingegebene Menge an Datenpunkten zu diesem Projektionswinkel aufgenom-
men. Diese drei Schritte werden wiederholt, bis alle festgelegten Phasenwinkel
abgearbeitet sind.
3.3.2. Rekonstruktion der Wigner-Funktion
Wie bereits im vorangegangenen Abschnitt dargestellt wurde, besorgt das glei-
che LabView-Programm, welches die Phase am Strahlteiler steuert, einen Teil
der Datenverarbeitung. Hier wird jeder Datenpunkt direkt nach der Aufnahme
in einen Topf eines Histogramms geworfen. Das Datum selbst wird nun verwor-
fen, lediglich das Histogramm gespeichert. Fu¨r jeden Projektionswinkel wird
solch ein Histogramm auf der Festplatte gespeichert. Die Anzahl der To¨pfe und
der Bereich, den sie abdecken, kann vorher gewa¨hlt werden (siehe Abbildung
3.8).
Der aufwendige Teil der Datenverarbeitung erfolgt, nachdem die Messung
abgeschlossen ist; er besteht darin, die Histogramme, die die Wahrscheinlich-
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Abbildung 3.9.• Dies sind die Histogramme zu allen Projektionswinkeln zwischen 0°und 90°in
0.9°Schritten. Sie sind eine Ha¨lfte der Radon-Transformierten der zu bestimmenden Wignerfunk-
tion.
keitsdichten in der jeweiligen Projektionsquadratur darstellen, der inversen Radon-
Transformation zu unterziehen, um die Wignerfunktion des Zustandes zu erhal-
ten. Dies geschieht mit Hilfe der Image Processing Toolbox des Programms
MATLABr von MathWorks, wo bereits ein Algorithmus fu¨r die inverse Radon-
Transformation implementiert ist. Dieser Algorithmus benutzt die in Kapitel
2.3.1 beschriebene Methode der Fouriertransformationen. Er ist auch ungefa¨hr
100 mal schneller als der Algorithmus, den der Autor selbst in FreePascal im-
plementiert hat. Letzterer nutzt allerdings nicht die Fourier-Methode sondern
die direkte Inversion, wie sie auch von Breitenbach [7, S. 32] benutzt wird:








dx′Pθ(x′)g(x′−x cos θ+y sin θ) mit g(x) =
∫ ∞
−∞
dr |r| eirx .
Die g-Funktion wird hier na¨herungsweise, d.h. mit endlichen Integrationsgren-
zen, ausgewertet und zur Laufzeit als Tabelle abgefragt. Die beiden Integra-
le sind als Summen aus je etwa 200 Summanden ausgefu¨hrt, damit dauerte
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ein Durchlauf etwa eineinhalb Stunden auf einem AMD Athlon mit 750MHz,
wa¨hrend MatLab sich nur etwa 5 s Zeit la¨sst.
(a)











Abbildung 3.10.• Dies sind Bilder der Datentabelle, wie sie der Transformationsalgorithmus
ausgibt (rechts als Ho¨henlinien im Contourplot). Die Skalierung der Achsen za¨hlt lediglich die
Eintra¨ge ab.
Das Ergebnis ist jedoch in beiden Fa¨llen dasselbe. Das Beispiel in Abbildung
3.10 zeigt die rekonstruierte Wignerfunktion des Vakuumzustandes. Es ist aus
den Daten, von denen Abbildung 3.3.1 die erste Ha¨lfte ist, entstanden (100000
Datenpunkte pro Phasenwinkel, 200 a¨quidistante Projektionswinkel auf 180°).
Jetzt verbleibt einzig, den Achsen solcher Figuren wie Abbildung 3.10 eine
Bedeutung zu geben. Die Skalierung ha¨ngt von diversen Parametern ab wie
z.B. vom Versta¨rkungsfaktor vor dem AD-Wandler und von der Breite und An-
zahl der To¨pfe der Histogramme. Das Maß der Dinge in quantenoptischen Ex-
perimenten ist das Vakuumrauschen. Darauf bezieht sich der ”Sqeezingfaktor“oder das Signal-zu-Rausch-Verha¨ltnis (ohne Squeezing). Deshalb wird die vol-
le Breite bei der Ha¨lfte der maximalen Ho¨he (FWHM) der Wignerfunktion des
Vakuums als Einheit benutzt und die Achsen entsprechend skaliert. Das macht
natu¨rlich fu¨r jede Messung eines Zustandes (außer Vakuum) eine weitere mit
identischen Parametern am Vakuum no¨tig.
Als letztes wird noch eine Eigenschaft der Wignerfunktion beru¨cksichtigt – na¨m-
lich
∫ ∫
W = 1. Damit ist die erste physikalische Wignerfunktion rekonstruiert.
Sie ist die Wignerfunktion des Vakuumzustandes des elektrischen Feldes bei
einer Seitenbandfrequenz von 7 MHz (siehe Abbildung 4.2).
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In diesem Kapitel werden Experimente vorgestellt, die sowohl die Funktion des
Quantentomographen demonstrieren als auch diesen als integralen Bestandteil
verwenden. So wa¨re z.B. auch der nicht-tomographische Teil von Kapitel 4.3
nicht ohne die Mo¨glichkeit der selektiven Phasenregelung realisierbar.
Der erste Abschnitt hat eine Sonderstellung, da er den Aufbau, der das ge-
quetschte Licht fu¨r die folgenden Experimente herstellt, beschreibt. Die beiden
darauf folgenden Unterkapitel sind experimentell innerhalb der vorliegenden
Arbeit umgesetzt worden, wa¨hrend das vierte und letzte einen Ausblick auf ei-
ne weitere mo¨gliche Anwendung darstellt.
4.1. Erzeugung gequetschter Zusta¨nde
Die Untersuchung bzw. Manipulation gequetschter Zusta¨nde spielt eine wesent-
liche Rolle in dieser Arbeit. Das ist u¨berhaupt nur mo¨glich, weil auf einen aus-
gezeichneten bestehenden experimentellen Aufbau zur Erzeugung gequetschten
Lichts zuru¨ckgegriffen werden konnte. Dieser ist im Rahmen der hervorragen-
den Arbeiten von Alexander Franzen [16] und Henning Vahlbruch [31] entstan-
den.
Es wird der Prozess der Optisch-Parametrischen Versta¨rkung benutzt, um se-
lektiv im Quadraturphasenraum eine Quadratur zu versta¨rken, die dazu ortho-
gonale aber abzuschwa¨chen. Letzteres fu¨hrt zu ”Squeezing“ in dieser Quadratur.Eine quantenmechanische Beschreibung dieses Prozesses ist in [16] oder [9] zu
finden. Experimentell muss in einem Medium mit nicht-linearer Suszeptibilita¨t
ein sog. ”Seed“-feld der Frequenz ω mit einem sog. ”Pump“-feld der Frequenz
2ω u¨berlagert werden. Dabei mu¨ssen diverse Bedingungen erfu¨llt werden, um
die Phasenanpassung der beteiligten Felder zu gewa¨hrleisten. Die Phasenbezie-
hung des Pumpfeldes zum ”Seed“-feld bestimmt, welche Quadratur des lezterengequetscht wird. Man erha¨lt folgenden Ausdruck fu¨r die Varianzen der Quadra-
turen:
∆2X1 = 1− 4B¯/|B¯OPO|
ω2/κ2α + (1 + B¯/|B¯OPO|)2
,
∆2X2 = 1 +
4B¯/|B¯OPO|




4.1. ERZEUGUNG GEQUETSCHTER ZUSTA¨NDE
Hier ist B¯ die Pumpfeldamplitude und |B¯OPO| die Schwelle der Pumpfeldam-
plitude, ab der spontan Optisch-Parametrische Oszillation einsetzt. κα ist eine
Verlustrate. Information u¨ber die Phasenbeziehung des Pumpfeldes zum ”Seed“-feld ist in B¯ untergebracht.





























Abbildung 4.1.• Schematischer Aufbau des ”Squeezing“-Experiments.





















Abbildung 4.2.• Amplitudenquadraturspektrum des gequetschten Strahls.
Der experimentelle Aufbau ist in Abbildung 4.1 dargestellt. Abbildung 4.2
zeigt das von diesem Aufbau erzeugte Spektrum der Amplitudenquadratur, wenn
der OPA genau diese quetscht.
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4.2. Tomographie koha¨renter und gequetschter Zusta¨nde
X1






Abbildung 4.3.• Dies ist das Beispiel des vorangegangenen Kapitels, diesmal mit physikali-
schen Achsen; die erste im Rahmen dieser Arbeit rekonstruierte Wignerfunktion.
Dieser Abschnitt demonstriert die Funktion des Quantentomographen an-
hand von Zusta¨nden wie die ersten drei in Kapitel 2.3.2.
Der erste Signalstrahl der Wahl ist ein kleiner Teil (200µ W) des Strahls des
Hauptlasers (Mephisto 2W, Innolight). Dieser stellt das Licht fu¨r den gesamten
Aufbau bereit. Das sind im einzelnen: das Pumplicht fu¨r die Frequenzverdopp-
lung, die ”Seed“-Strahlen fu¨r die optisch-parametrischen Versta¨rker, der Strahlfu¨r das Regelsignal in Kapitel 4.3. Dieser Laser ist ab einer Seitenbandfrequenz
von ca. 3 MHz in seinem Rauschen quantenlimitiert, d.h. das Rauschen bei einer
Seitenbandfrequenz Ω ist die Schwebung des Vakuumfeldes bei ω ± Ω mit dem
Tra¨ger bei ω. Abseits des Tra¨gers gibt es nur Vakuumfluktuation. Dies ist der
Grund dafu¨r, dass die Wignerfunktion dieses Strahls fu¨r Frequenzen oberhalb
von 3MHz ebenfalls die des Vakuums ist und sich somit zum Eichen des Quan-
tentomographen zu den zu einer Messreihe geho¨renden Parametern eignet. Wir
erhalten, was wir nach Kapitel 2.3.2 erwarten.
Diese Messung ist praktisch identisch zu der mit einem ga¨nzlich unbeleuch-
teten Signalport des Homodyn-Strahlteilers, solange die Bedingung, dass der
Lokaloszillator wesentlich sta¨rker ist als der Signalstrahl, erfu¨llt ist. Hier ist
der absolute Fehler kleiner als 1% bei 10mW Lokaloszillatorleitung zu 0 bzw.
200µW im Signalstrahl.
Alle im weiteren Verlauf dieser Arbeit gezeigten Wigner-Funktionen sind mit
Hilfe einer aus dem jeweiligen Zusammenhang eindeutigen, nur z.T. ebenfalls
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abgebildeten Vakuum-Wignerfunktion skaliert. Im folgenden bedeutet die Ein-
heit auf den Quadraturachsen der Wignerfunktionen immer die FWHM des Va-
kuumzustandes.
Der chronologisch na¨chste Signalstrahl, der vermessen wurde, war ein bei ei-
ner bestimmten Frequenz phasenmodulierter, koha¨renter Strahl. Die Modulati-
on erzeugte ein EOM (elektro-optischer Modulator). Das ist ein fu¨r die Laserwel-
lenla¨nge transparenter Kristall mit ausgepra¨gtem Pockelseffekt, dem linearen
elektrooptischen Effekt: Eine optische Achse vera¨ndert ihren Brechungsindex
linear mit der Feldsta¨rke eines elektrischen Feldes, in welchem sich der Kristall
befindet. Die dazu senkrechte Achse bleibt unbeeinflusst. Eine Polarisation wird
also moduliert, die andere nicht. Fa¨llt die Polarisation des einfallenden Strahls
nicht mit einer der ausgezeichneten Richtungen zusammen, entsteht dadurch,
dass nur eine der Feldkomponeten moduliert wird, eine Polarisationsmodulati-
on.
Fu¨r das folgende Experiment wurde ein EOM von NewFocus, Model 4004,
verwendet. Der Strahl war so polarisiert, dass ausschließlich die modulierte op-
tische Achse fu¨r die Propagation des Lichts durch den Kristall za¨hlte, also eine
reine Phasenmodulation stattfand. An diesem EOM lag eine Wechselspannung
mit 10 mVpp bei einer Frequenz von 10 MHz an, welche der Detektionsfrequenz
entsprach. Obwohl die Lokaloszillatorleistung nach wie vor die gleiche war wie



























Abbildung 4.4.• links: Vakuumzustand. rechts: Zustand kontinuierlicher Phasenmodulation,




im Vorangegangenen, musste fu¨r diesen Versuch die Breite der To¨pfe der Histo-
gramme vergro¨ßert werden, damit neben dem Vakuumzustand auch der pha-
senmodulierte noch innerhalb der Breite der Histogramme lag (siehe Abbildung
4.4). Die konkreten Parameter waren hier: 100 To¨pfe im Intervall von -500 mV
bis 500 mV, 50000 Datenpunkte pro Winkel, 1,8° Winkelschrittweite. Im Folgen-
den werden fast ausschließlich Contour-Plots verwendet, welche zwar optisch
nicht so ansprechend, dafu¨r aber aussagekra¨ftiger sind.
Wir kommen jetzt zu den gequetschten Zusta¨nden. Abgebildet sind die Mes-
sungen an einem Amplitudenquadratur-gequetschten Strahl bei Seitenbandfre-
quenzen von 4 MHz und 7 MHz sowie einem Phasenquadratur-Gequetschtem
bei 7 MHz (siehe Abbildung 4.5).
Allen Aufnahmen ist gemein, dass es eine mehr oder weniger starke koha¨ren-
te Anregung in der Phasenquadratur gibt. Diese entsteht im Optisch-Parame-
trischen-Versta¨rker (OPA), dessen Magnesiumoxid dotierter Lithiumniobat Kris-
tall (MgO:LiNbO3) einen Pockelseffekt besitzt, und so die von der Detektions-
elektronik bei der Detektionsfrequenz ausgehende Strahlung in eine Phasen-
modulation mit durch viele Resonanzen frequenzabha¨gigem Modulationsindex
verwandelt.
Ferner ist an der Schieflage eines der Bilder zu erkennen, dass der Regelkreis,
der die Phasenlage zwischen Pumplicht und ”Seed“-Strahl im OPA und somit die
”Squeezing“-Quadratur regelt, nicht optimal auf die gewu¨nschte Amplituden-quadratur justiert war. So demonstriert die Aufnahme nolens volens die Fa¨hig-
keit des Aufbaus jede beliebige Quadratur zu quetschen; welche das ist, kann
genau mit dem Quantentomographen ermittelt werden.
Die a¨ußerst modernen Strahlen, die Squeezing bei Seitenbandfrequenzen un-
ter 100 kHz ([16], [31]) aufwiesen, zu tomographieren war nicht mo¨glich. Der zur
optischen Subtraktion der technischen Rauschquellen bei kleinen Frequenzen
no¨tige Regelkreis war auf das Signal der Photodioden des Homodyndetektors
angewiesen, welches lediglich bei einer Detektionsquadratur – na¨mlich der Am-
plitudenquadratur – zur Erzeugung eines Fehlersignals taugte. Denn jedes zur
Verfu¨gung stehende Phasenmodulationsseitenband, welches zur Regelung der
Phase am Strahlteiler des Homodyndetektors benutzt werden konnte, wurde
vor dem Strahlteiler der optischen Subtraktion aufgepra¨gt; so erzeugte ein Feh-
ler der Phase an diesem Strahlteiler bei allen Phasenmodulationsfrequenzen
eine Amplitudenmodulation, die der Regelkreis des Homodyndetektors als Feh-
ler der Phase am Homodyn-Strahlteiler erkannte. Dies sind lediglich technische
Hu¨rden, die in Zukunft u¨berwunden werden ko¨nnen.
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Abbildung 4.5.• links oben: Vakuum, rechts oben: 7MHz Amplitudenquadratur gequetscht,
links unten:7MHz Phasenquadratur gequetscht, rechts unten: 4MHz Amplitudenquadratur ge-
quetscht.
4.3. Frequenzabha¨ngig gequetschte Strahlen
In diesem Kapitel wird erstmals demonstriert, dass ein heller gequetschter La-
serstrahl erzeugt werden kann, dessen ”Squeezing“-Quadratur in einer definier-ten Weise von der Seitenbandfrequenz abha¨ngt. Dies ist wertvoll, denn bei ei-
nem durch das Quantenrauschen begrenzten Gravitationswellendetektor kann
die Empfindlichkeit verbessert werden, indem das am dunklen Port des Inter-
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ferometers einkoppelnde Vakuumfeld durch ein gequetschtes ersetzt wird. Der
gro¨ßte Vorteil ergibt sich natu¨rlich nur dann, wenn die gequetschte Quadratur
und diejenige, in welcher das Signal detektiert wird, zusammenfallen. Diese ist
jedoch im Falle eines Interferometers mit ”Signal-Recycling“- oder ”Resonant-Sideband-Extraction“ Topologie von der Seitenbandfrequenz, also von der Fre-
quenz der zu detektierenden Gravitationswelle, abha¨ngig; denn die Transfer-
funktion eines optischen Resonators ist frequenzabha¨ngig. Der Verlauf des Pha-
senanteils u¨ber der Frequenz ha¨ngt von den Parametern der Cavity ab, na¨mlich
von der La¨nge sowie der Spiegelreflektivita¨ten. Die Transferfunktion fu¨r die Re-
flektion an einer Cavity der La¨nge L, deren Spiegel verlustfrei sind und die Am-
plitudenreflektivita¨ten bzw. –transmissivita¨ten r1, r2 und t1, t2 haben (der Index





Dabei ist ω die optische Frequenz im 100 THz-Bereich. Die physikalischen Ef-
fekte finden aber auf einer MHz-Skala statt, deshalb spalten wir die optische
Frequenz auf:
ω = ω0 + (Ωd − Ωd) + Ω
Hier ist ω0 die Laserfrequenz und Ω die Seitenbandfrequenz, die detektiert wird.
Eine Resonanzfrequenz des Resonators aufgrund seiner La¨nge sei ω0+Ωd, dann






































C1: Abs  
C1: Phase [Deg]  
C2: Abs  
C2: Phase [Deg]  
Abbildung 4.6.• Simulation zweier Cavities in Finesse [17]. Die Finesse von C2 ist zehnmal
so groß wie die von C1. Die Verstimmung Ωd ist unterschiedlich(C1: 1.64 MHz, C2: 2.5 MHz).
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Die Abweichung Ωd der Resonanzfrequenz von der Laserfrequenz nennen wir
Verstimmung. In Abbildung 4.6 ist die Transferfunktion zweier Resonatoren zu
sehen. Fu¨r diese Darstellung ist die komplexwertige ρ-Funktion in ihren Betrag
|ρ| und die Phase arg(ρ) aufgeteilt. Die beiden exemplarischen Resonatoren un-
terscheiden sich bezu¨glich ihrer Speigelreflektivita¨ten und ihrer Verstimmung
gegenu¨ber der Tra¨gerfrequenz ω0.
Die frequenzabha¨ngige Phasenverschiebung arg(ρ) verursacht eine Drehung
im Quadraturphasenraum. Das ist wie folgt zu verstehen: Angenommen die Ver-
stimmung des Resonators bezu¨glich des Tra¨gers sei groß gegenu¨ber der Linien-
breite, dann werden Seitenba¨nder jenseits des Tra¨gers praktisch nicht von ihm
beeinflusst, wa¨hrend solche in der Na¨he der Resonanzfrequenz ein starke Pha-
sendrehung erfahren (siehe Abbildung 4.7). Genau auf der Resonanzfrequenz
betra¨gt die Phasenverschiebung 180°, d.h. aus Amplitudenmodulation wird Pha-
senmodulation und umgekehrt; dies entspricht aber nur einer Drehung um 90°
im Quadraturphasenraum (siehe Kapitel 2.1.4). Unter den Voraussetzungen von
oben entspricht die Drehung im Quadraturphasenraum also genau der Ha¨lfte





Abbildung 4.7.• Im Seitenbandbild (siehe Kapitel 2.1.4) dreht sich nur ein ”Partner“ einesSeitenbandpaares durch den Einfluss eines verstimmten Resonators. (vgl. Abbildung 4.6)
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Soll die Reflektion an einem Resonator benutzt werden, um den Squeezing-
Winkel auf ein anderes Experiment anzupassen, muss beachtet werden, dass
die Transmission durch den Resonator innerhalb der Linienbreite als Verlust
anzusehen ist und deshalb den Squeezingfaktor nach Gleichung ?? verschlech-
tert. Bei der Wahl der Spiegelreflektivita¨ten ist dies zu beru¨cksichtigen. Eine
mo¨glichst unterschiedliche Wahl minimiert den Verlust durch Transmission.
Ferner fu¨hrt eine nicht perfekte Einkopplung des gequetschten Strahls in den
Filterresonator durch schlechte Ausrichtung oder Modenanpassung dazu, dass
ein Teil des Strahls einfach am nahen Spiegel des Resonators reflektiert wird
und keine frequenzabha¨ngige Phasenverschiebung erfa¨hrt. Bei der U¨berlage-
rung zweier Teile, deren gequetschte Quadratur gerade um 90° gedreht ist, wie




















































































Abbildung 4.8.• Zusta¨nde superponieren, aber nicht ihre Wignerfunktionen.
Fu¨r das folgende Experiment wurde ein Amplitudenquadratur-gequetschter
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Abbildung 4.9.• Experimenteller Aufbau zur Demonstration von durch Reflektion an einer
Cavity frequenzabha¨ngigem Squeezing. 1: polarisierender Strahlteiler, 2: Verzo¨gerungspla¨ttchen,
3:HR-Spiegel, 4: nicht-polarisierender Strahlteiler, 5: Piezokristall-aktuierter Spiegel, 6: Photodi-


















Abbildung 4.10.• Diese Kurvenform ergibt sich durch das bekannte Pound-Drever-Hall Ver-
fahren [14]. Jeder der drei Nulldurchga¨nge ist als Regelpunkt fu¨r den Resonator geeignet, denn
die Frequenzachse ist proportional zu einer mikroskopischen La¨ngenskala, auf der die Abwei-
chung von der Resonanzla¨nge aufgetragen ist.
Strahl an einem Resonator reflektiert. Dessen einfache geometrische La¨nge be-
trug 50 cm. Der nahe Spiegel hatte eine Intensita¨ts-Reflektivita¨t von 97%, der
ferne von 99,95%. Die Transferfunktion fu¨r die Reflektion an diesem Resonator
ist in Abbildung 4.11 zu sehen. Die gemessene Finesse von 180 weicht leicht von
der theoretischen ab, was auf kleine Verluste innerhalb des Resonators zuru¨ck-
zufu¨hren ist. Da dieses Experiment die Drehung der gequetschten Wignerfunk-
tion durch die Phasenverschiebung des Resonators demonstrieren soll, muss um
Verstimmungsfrequenz herum auch ”Squeezing“ vorhanden sein. Deshalb sollder Resonator nicht fu¨r den Tra¨ger, sondern muss fu¨r ein Seitenband im MHz-
Bereich resonant sein (siehe Abbildung 4.2). Damit er diese Bedingung fu¨r die
gesamte Messdauer halten kann, wird seine mikroskopische La¨nge elektronisch
geregelt. Als Aktuator dient wie u¨blich ein Piezokristall. Das Fehlersignal fu¨r
den Regelkreis wird mit dem bekannten Pound-Drever-Hall-Verfahren [14] ge-
neriert. Dieses stellt – wie in Abbildung 4.10 zu sehen – sowohl fu¨r Resonanz
des Tra¨gers als auch fu¨r die Phasenmodulations-Seitenba¨nder einen als Regel-
punkt geeigneten steilen Nulldurchgang bereit. Denjenigen bei den Seitenband-
frequenzen gibt es allerdings nur in Reflektion und unter der Vorraussetzung,
dass diese Frequenz nicht innerhalb der Linienbreite liegt. Aus diesen Gru¨nden
und weil es fu¨r diese Frequenz bereits Relegelektronik und einen EOM gab,
wurden fu¨r dieses Experiment 15 MHz verwendet. Die Tatsache, dass die Null-
durchga¨nge bei den Seitenbandfrequenzen nur fu¨r das reflektierte Licht existie-
ren, erfordert es, einen zweiten Strahl von der anderen Seite der Cavity einzu-
koppeln; denn in den so liebevoll hergestellten gequetschten Strahl sollen keine
weiteren Verlustterme durch den EOM eingebracht werden. Ferner soll der fre-
quenzabha¨ngig gequetschte Strahl ja fu¨r weitere Experimente benutzt werden,
wobei er durchaus ein phasensensitives Element durchqueren mu¨sste, welches
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Abbildung 4.11.• Simulation eines zu 15 MHz verstimmten Resonators mit den experimentel-









steht im Winkel von 45°
zur H-Polarisation. Nach
dem ersten Durchgang ist
das Licht zirkula¨r, nach
dem zweiten V-polarisiert.
Um zu verhindern, dass Licht, welches von der
Ru¨ckseite des Resonators her zum Regeln benutzt
wird, zusammen mit dem gequetschten Strahl zum
Homodyndetektor la¨uft, werden verschiedene Polari-
sationen verwendet. Ausserdem muss auf beiden Sei-
ten der hin laufende vom zuru¨ck laufenden Strahl
getrennt werden. Eine Kombination aus einem pola-
risierenden Strahlteiler (PBS) und einer λ4 -Verzo¨ge-
rungsplatte setzt genau das um (Abbildung 4.9, A
und B). Wenn aber das Halbwellenpla¨ttchen C so
steht, dass das transmittierte Regellicht nicht zusam-
men mit dem gequetschten Strahl la¨uft, muss es am
PBS B reflektiert werden und Richtung OPA lau-
fen. Dies wird durch eine sog. optische Diode, einen
Faraday-Rotator mit Polarisatoren im Strahlengang
unterdru¨ckt.
Bei den Messungen von Abbildung 4.13 (100 To¨pfe im Histogramm, 3,6° Win-
kelschrittweite, 20000 Datenpunkte pro Winkel) und Abbildung 4.14 (100 To¨pfe
im Histogramm, 7,2° Winkelschrittweite, 20000 Datenpunkte pro Winkel) muss-
te der Bereich um die Regelfrequenz von 15,0 MHz ausgelassen werden, da der
Filterresonator ja fu¨r 15 MHz neben dem Tra¨ger resonant war, und deshalb
natu¨rlich das Modulationsseitenband bei dieser Frequenz zu 3,5% (siehe Ab-












































Abbildung 4.13.• Dies sind Konturplots der rekonstruierten Wignerfunktionen zu verschie-
denen Seitenbandfrequenzen. Die Frequenzen in MHz zeilenweise von links oben nach rechts
unten waren: 6, 10, 11, 12, 13, 14, 14.5, 14.6, 14.7, 14.8, 15.2, 15.3, 15.4, 15.5, 15.6, 16, 17, 18, 19,
24. Die deutlichen Artekfakte auf dem Bild in der dritten Zeile, ganz links sind entstanden, weil
die starke Modulation sehr dicht an der Detektionsfrequenz liegt und sich wahrscheinlich eines
der elektronischen Bauteile im Detektionsschema in Sa¨ttigung befindet. Wegen der langen Mess-
dauer von u¨ber vier Stunden, la¨ßt der ”Squeezing“-Faktor mit der Zeit (mit steigender Frequenz)nach.
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X1
X2
Abbildung 4.14.• Dies sind Konturplots der rekonstruierten Wignerfunktionen zu verschiede-
nen Seitenbandfrequenzen. Die Frequenzen in MHz zeilenweise von links oben nach rechts unten
waren: 13, 13.5, 14, 14.5, 14.7, 14.8, 15.2, 15.3, 15.5, 16, 16.5, 17. Die deutlichen Artekfakte auf
dem Bild in der dritten Zeile, ganz links sind entstanden, weil die starke Modulation sehr dicht
an der Detektionsfrequenz liegt und sich wahrscheinlich eines der elektronischen Bauteile im
Detektionsschema in Sa¨ttigung befindet. Messungen fanden am Tag nach denen von Abbildung
4.13 statt. Wegen der hier groß gewa¨hlten Winkelschritweite von 7,2°, und der geringeren Anzahl
verschiedener Frequenzen, war die Messdauer wesenlich ku¨rzer als die am Vortag. Das erkla¨rt,
warum der ”Squeezing“-Faktor bei allen Ellipsen fast gleich ist.
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Aussagekra¨ftiger als die u¨ber der Frequenz rotierenden Wignerfunktionen
scheint die spektrale Leistungsdichte in verschiedenen Quadraturen Xθ zu sein.
Man kann zeigen ([9, S. 13ff]), dass die spektrale Leistungsdichte proportional
zur Varianz der Messgro¨ße ist:
P (Ω) ∝ ∆2Xθ(Ω) .
Diese Varianz kennen wir aus Gleichung 2.31 fu¨r gequetschte Zusta¨nde. Den
Effekt der Reflektion am Filterresonator ko¨nnen wir beru¨cksichtigen, indem wir
den ”Squeezing“-Winkel θs durch die frequenzabha¨ngige Phasenverschiebungausdru¨cken. Die A¨nderung von θs entspricht der Ha¨lfte (siehe oben, Abbildung





Damit erhalten wir fu¨r die Varianz in Abha¨ngigkeit von der Seitenbandfre-
quenz:















12 13 14 15 16 17 18
Abbildung 4.15.• ROT: 90°, SCHWARZ:0°, GRU¨N:20°. Die hellblauen Linien von unten nach
oben: Dunkelrauschniveau, ”Squeezing“-Niveau, Vakuumniveau, ”Antisqueezing“-Niveau.
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Abbildung 4.16.• Anordnungen zur Messung der Stokes-Parameter. PBS: Polarisierender
Stralteiler. Im einzelnen messen die verschiedenen Anordnugen folgendes: (a): Intensita¨t – S0,
(b): H-Polarisation−V-Polarisation → S1, (c): 45° − −45° → S2, (d): rechtszirkula¨re − linkszir-
kula¨re Polarisation → S3.
Den theoretischen Verlauf kann man in Abbildung 4.15 zusammen mit den ech-
ten experimentellen Daten in perfekter U¨bereinstimmung sehen.
4.4. Ausblick Tomographie an Polarisations-gequetschen
Zusta¨nden
Wa¨hrend die experimentelle Tomographie von (frequenzunabha¨ngig) quadra-
turgequetschten1 Zusta¨nden sowie die Rekonstruktion ihrer Wignerfunktionen
bereits ha¨ufiger durchgefu¨hrt wurde [7], [8], [35], [33], sind nicht-klassische Po-
larisationszusta¨nde bisher nicht tomographiert worden.
Klassisch charakterisiert man einen Polarisationszustand durch die Stokes-Pa-
rameter S0, S1, S2, S3. Die Intensita¨t des Strahls repra¨sentiert S0, wa¨hrend die
u¨brigen drei eine Basis fu¨r die Darstellung aller mo¨glichen Polarisationen bil-
den. Experimentellen Zugriff auf diese Parameter hat man durch Aufbauten,






3 ist der Radius
der klassischen Poincare`-Kugel, auf deren Oberfla¨che alle Stokes-Vektoren, die
durch polarisationserhaltende Transformationen erhalten werden ko¨nnen, en-
den. Das Verha¨ltnis S/S0 wird der Grad der Polarisation genannt. Laserlicht ist
praktisch vollsta¨ndig polarisiert, was den S0-Parameter redundant macht. Dass
man drei Basiselemente beno¨tigt, um verschiedene Polarisationen vollsta¨ndig
beschreiben zu ko¨nnen, obwohl es fu¨r Lichtstrahlen nur zwei linear unabha¨ngi-
1Bis zu dieser Stelle ist das Wort ”gequetscht“ immer als Eigenschaft im Quadraturphasen-raum verwendet worden. In diesem Abschnitt muss zwischen quadratur- und polarisationsge-
quetschten Zusta¨nden unterschieden werden.
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ge Richtungen fu¨r die elektrische Feldsta¨rke gibt, ist wie folgt zu verstehen.
Nach Zerlegung des Feldes durch Projektion auf zwei transversale Achsen ist
neben der Angabe der Feldsta¨rke in beiden Richtungen ein dritter Parameter,
na¨mlich die Phasenbeziehung der beiden Teilfelder entscheidend fu¨r die Polari-
sation.
Als Observablen existieren fu¨r die Stokes-Parameter in der Quantenmechanik
hermitesche Operatoren. Mit der Bezeichnung aH ,a
†
H bzw. aV ,a
†
V fu¨r die Er-


















−iθ − ia†HaV eiθ .
Beachtet man nun, dass die Erzeuger und Vernichter verschiedener Feldebe-
nen kommutieren, so ergibt sich fu¨r die Vertauschungsrelationen der Stokes-
Operatoren:
[S1 S2] = 2iS3 , [S1 S2] = 2iS1 , [S1 S2] = 2iS1 . (4.5)
Daraus folgen natu¨rlich sofort nach Gleichung 2.9 die entsprechenden Unscha¨rfe-
relationen fu¨r die Varianzen. Die Stokesvektoren eines jeden Zustandes schwan-
ken also innerhalb eines endlichen Volumens ”um ihre Spitze“, wie man es inAbbildung 4.17 sehen kann. Fu¨r koha¨rente Zusta¨nde hat dieses Volumen eine
Kugelform.
Polarisationsgequetschtes Licht zeichnet sich analog zu quadraturgequetsch-
tem dadurch aus, dass die Varianz mindestens einer Observablen geringer ist
als die minimale bei symmetrischer Unscha¨rfe. Es wurde erstmals von Gran-
gier et al [20] erzeugt. Dazu wurde ein quadratur-gequetschter Vakuumzustand
mit einem hellen koha¨renten Zustand u¨berlagert (siehe auch [28]). Allerdings
wurde lediglich eine einzige Polarisationsvariable charakterisiert. Neuerdings
haben Bowen et al [3], [4] alle Stokes-Parameter (siehe unten) eines polarisa-
tionsgequetschten sowie eines polarisationsverschra¨nkten Strahls untersucht,
welche beide durch U¨berlagerung zweier unabha¨ngiger, gequetschter Strahlen
erzeugt wurden. Aber auch hier mussten noch zwei Annahmen gemacht werden,
um auf den Polarisationszustand zu schliessen. Das ist zum einen die Annahme,
mit allen Messungen genau eine der Hauptachsen zu treffen. Zum anderen geht
man davon aus, dass die gemessenen Varianzen solche sind, die von Gaußver-
teilungen herru¨hren.
Da die Klasse von Zusta¨nden der polarisationsgequetschten Zusta¨nde be-
sonders interessant fu¨r Bereich der Quanteninformation ist [22], mo¨chte man
die Charakterisierung ohne Annahmen u¨ber den zugrunde liegenden Polarisa-
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Abbildung 4.17.• Die Varianz der Stokesoperatoren kann nicht gleichzeitig fu¨r alle verschwin-
den. oben: bei koha¨renten Zusta¨nden schwankt der Stokesvektor innerhalb eines kugelfo¨rmi-
gen Volumens. unten: solche polarisationsgequetschten Zusta¨nde ko¨nnen aus zwei quadraturge-
quetschten (siehe [3] erzeugt werden).
tionszustand vornehmen. Zu diesem Zwecke scheint ein tomographisches Ver-
fahren analog zu Kapitel 3 vielversprechend. Die Ru¨ckprojektion aus Kapitel
2.3.1 mu¨sste um eine Dimension erweitert werden. Die der Ru¨cktransforma-
tion unterworfenen Projektionsdaten ko¨nnten durch eine Messanordnung a¨hn-
lich der Abbildung 4.16(d) gewonnen werden. Die beiden Verzo¨gerungspla¨ttchen
wu¨rden aber nicht in einem festen Winkel zum PBS stehen, sondern z.B. in
einem Schrittmotor-Rotationshalter montiert, um jede Linearkombination der




A.1. Quanteneffizienz von Photodioden
Die Quanteneffizienz ηdet von Photodioden ist das Verha¨ltnis von der Anzahl
NPh der auf die empfindliche Fla¨che des Halbleiters treffenden Photonen zu der













Abbildung A.1.• Ein Modell
bildet die Detektoreffizient auf
einen Strahlteiler ab.
Sie geht als Faktor in die Detektoreffizienz ein,
welche erst bei quantenoptischen Experimenten
u¨berhaupt eine dominante Rolle spielt; wa¨hrend
bei klassischen Experimenten kleine Detektions-
effizienzen im Prinzip nachtra¨glich durch gro¨ßere
elektronische Versta¨rkung ausgeglichen werden
ko¨nnen, scheitert diese Methode bei durch Quan-
tenrauschen dominierten Experimenten daran,
dass Verluste auf klassische Signale wirken, nicht
jedoch auf Rauschen, welches durch Quantenfluk-
tuation entsteht. Ebenso wird mo¨gliches Squee-
zing unbrauchbar, weil unmessbar. Denn je we-
niger Quanten detektiert werden, desto sta¨rker
u¨berwiegt die Statistik des Auswahlprozesses,
ob ein Photon ein Photoelektron erzeugt oder
nicht.
Ein Modell wie in Abbildung A.1 dafu¨r nimmt an, dass der Detektor selbst
perfekt funktioniert. Die Detektioreffizienz η wird dadurch beru¨cksichtigt, dass
der zu detektierende Strahl einen Strahlteiler mit der Trasmissivita¨t η passie-
ren muss. Nach einer vereinfachten (reelle) Form von Gleichung 3.1 ergibt sich





1− η δv .
Mit Gleichung 3.2 erhalten wir fu¨r die Intensita¨t:
I = ηE¯2 +
√
η E¯〈√η δX1Ein +
√
1− η δX1v〉 .
Die auf die mittlere Photonenzahl normierte Varianz V lautet folglich:
V = η∆2X1Ein + (1− η) . (A.1)
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Je gro¨ßer also die Verluste sind desto dominanter wird das Vakuumrauschen











Zu dem Zwecke unter einer Auswahl von Photodioden von
verschiedenen Herstellern bzw. verschiedenen Modellen ei-
nes Herstellers die quanteneffizienteste zu finden, wurde ein
Versuchsaufbau wie in Abbildung A.1 verwendet. Dabei wird
ein Laserstrahl an einem 50:50 nicht polarisierenden Strahl-
teiler aufgespalten und auf zwei Photodioden geschickt, von
denen eine als Referenzdiode diente und immer die gleiche
blieb. Um eine gewisse Na¨he zum Einsatz im Experiment
zu gewa¨hren, wurde in Sperrrichtung der Diode eine Vor-
spannung angelegt und der Photostrom wurde durch einen
Widerstand geschickt. Die eigentliche Messung des Photo-
stroms bestand in einer Messung der Spannung u¨ber dem
Arbeitswiderstand. Der Quotient der Spannungen u¨ber den
Widersta¨nden der zu untersuchenden und der Referenzdiode
stellt ein gutes Maß fu¨r die relative Quanteneffiezienz der
Untersuchungsobjekte dar, denn er ist nicht von der Laser-
leistung abha¨ngig.
Diese Methode eignet sich einerseits, um die quanteneffizi-
enteste aus einer Auswahl von Dioden zu ermitteln. Andererseits kann ein
Paar genau gleicher Effizienz ermittelt werden, wie es fu¨r den Homodyndetek-
tor wichtig ist. Bei allen Messungen standen die Glasfenster der Photodioden
im Brewsterwinkel, wurden aber nicht entfernt. Die ETX500 von der Firma
Epitaxx haben sich als die effizientesten der uns zur Verfu¨gung stehenden Aus-
wahl erwiesen. Diese bestand aus InGaAs-Exemplaren der Hersteller Perkin
Elmer, Hamamatsu und Epitaxx, je mit 0.3 und 0.5 mm Kantenla¨nge.
In Ermangelung eines Messinstruments fu¨r den Photonenfluss, welches ge-
nauer als 5% absolut ist, kann die Herstellerangabe u¨ber die Quanteneffizienz
von 93±4% nicht u¨berpru¨ft, aber zumindest nicht widerlegt werden.
A.2. Photodetektoren
Die hier vorgestellten Photodetektoren sind entwickelt worden, da sich ein großer
Bedarf in der Forschungsgruppe des Autors, aber auch bei anderen Mitgliedern
des Instituts, abzeichnete. Die Anforderungen waren neben einem universellen
Design in kompakter Bauform vor allem die Rauscharmut bei den zu erwarten-
den Squeezing-Frequenzen [16],[31] also ab 10kHz mo¨glichst weit aufwa¨rts.
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Abbildung A.3.• links: an X1 fa¨llt
eine Spannung proportional zum Pho-
tostrom ab. R1 bildet mit der para-
sita¨ren Kapazita¨t der Photodiode einen
Tiefpass, rechts: eine Transimpedanz-
versta¨keranordnung hat diese Bandbrei-
tenbeschra¨nkung nicht
Eine große Bandbreite erreicht man am
besten, indem den in der Photodiode er-
zeugten Photostrom in einem so genann-
ten Tranzimpedanzversta¨rker versenkt. Ge-
genu¨ber der Anordnung wie in Abbildung
A.3, in welcher das RC-Glied aus der Ka-
pazita¨t der Photodiode selbst und dem Wi-
derstand durch den der Photostrom fließt
einen Tiefpass darstellt (z.B.: fu¨r typisch
100 pF und 1 kΩ f−3dB = 12piRC ≈ 1, 6MHz),
gilt diese Beschra¨nkung nicht fu¨r die Tranz-
impedanzschaltung. Die Photodiode ist hier
an die virtuelle Masse, welche durch die
Ru¨ckkopplung am invertierenden Eingang
des Operationsversta¨rkers entsteht, ange-
schlossen. Eine Beschra¨nkung ergibt sich
im letzteren Fall erst durch parasita¨re Kapazita¨ten des Operationsversta¨rkers
und dessen Bandbreite. Die am Ausgang des Versta¨rkers erzeugte Spannung
UTI ist u¨ber den Transimpedanzwiderstand RTI proportional zum Photostrom
IPh, UTI = RTI · IPh. Sie wird in der Anordnung in Abbildung A.4 aufgeteilt und









Abbildung A.4.• Der Schaltplan des Universal-Photodetektors wurde mit dem Programm




Abbildung A.5.• Dieses kompakte Platinenlayout eines Photodetektors wurde mit Eagle (sie-
he Abbildung A.4) erstellt. links: Der Stromversorgungsteil, mitte: Versta¨rkerteil mit DIP-OPs,
rechts: Versta¨rkerteil mit SMD-OP als Transimpedanzversta¨rker.
gesehen, der andere als Puffer mit kleiner Versta¨rkung.
Um den Einsatz verschiedener Kombinationen von Operationsversta¨rkern zu
ermo¨glichen, wurde die Versorgung fu¨r die Transimpedanzstufe von der der an-
deren Versta¨rker getrennt ausgefu¨hrt. Dies ermo¨glicht den Einsatz eines schnel-
len und modernen 5V-OP in der Transimpedanzstufe, wa¨hrend leistungsstarke
15V-OPs in den Nachversta¨rkern arbeiten ko¨nnen.
Des weiteren ist fu¨r die Vorpannung der Photodiode ein variabler Spannungs-
regler vorgesehen, was den Einsatz verschiedenen Halbleitermaterialien mit
unterschiedlichen Maximalwerten fu¨r die Vorspannung.
Der Forderung eines mo¨glichst kleinen Detektorrauschen wurde auf zwei-
erlei Weise Rechnung getragen. Zum einen ist der Vorsorgungsteil mit Span-
nungsreglern und großen Elektrolytkondensatoren auf einer vom Versta¨rkerteil
separaten Platine untergebracht (siehe Abbildung A.5). Man kann also die bei-
den Platinen ra¨umlich voneinander getrennt in einem zwei Kammer Geha¨use
unterbringen und die elektrische Verbindung mit Durchfu¨hrungskondensatoren
realisieren. Dies unterdru¨ckt eine Kopplung zwischen dem verrauschten Versor-
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gungsteil und der sensiblen Versta¨rker u¨ber das EM-Feld.
Zum zweiten ist durch SMD-Bauweise ra¨umlich unmittelbar vor den Versor-
gungsanschlu¨ssen der Operationsversta¨rker ein Tiefpass aus einem SMD-Ferrit
und einem SMD-Durchfu¨hrungskondensator ausgefu¨hrt. Die Auswahl des Fer-
rites erfolgt nach der Impedanz abha¨ngig von der Frequenz. Wa¨hrend Frequen-
zen oberhalb der Resonanz eines Serienschwingkreises einfach an ihm reflek-
tiert werden, besteht der Nutzen der Ferrite darin, dass ihre Impedanz fre-
quenzabha¨ngig ist, sie also bei verschiedenen Frequenzen verschieden stark dis-
sipieren. Typisch sind hier mΩ fu¨r DC und 10Ω bei 100 MHz.
Die realen Ausmaße des in Abbildung A.5 zu sehenden Layout der Platinen
ist je etwa 25 x 55 mm. Sie finden in sehr kompakten Geha¨usen Platz, welche
auch an ra¨umlich ungu¨nstigen Stellen im Experiment platziert werden kann.
A.3. Addierer Subtrahierer
Es handelt sich hier um analoge Addierer bzw. Subtrahierer, die die Summe bzw.
Differenz zweier elektrischer Spannungen ebenfalls als elektrische Spannung
ausgibt. Wa¨hrend der Subtrahierer integraler Bestandteil des ”balanced homo-dyne Detectors“ – er realisiert die Subtraktion in Gleichung 3.4 – ist, diente der
Addierer im Experiment zur Gewinnung von Regelsignalen. Ein spezieller IC
eignet hervorragend fu¨r die Subtraktion. Die vom Hersteller MAXIM im Daten-
blatt angegebene Gleichtaktunterdru¨ckung des MAX4145 ist in Abbildung A.6
Abbildung A.6.• Die im Datenblatt angefu¨hrte Gleichtaktunterdru¨ckung des MAX4145.
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abgebildet. Um die guten Eigenschaften des ICs auch auf einer realen Platine
erhalten zu ko¨nnen, muss die Eingangsseite fu¨r die zu subtrahierenden Ein-
gangssignale mo¨glichst symmetrisch sein. Die Umsetzung ist in Abbildung A.7
zu sehen. Die Spannungsstabilisierung gleicht der in Kapitel A.2
Abbildung A.7.• Der Schaltplan und das Platinenlayout fu¨r den AddiererSubtrahierer.
A.4. Regelungselektronik
Wie in Kapitel 3.2 beschrieben, beno¨tigt die Regelung der Phase am Strahl-
teiler zwei Fehlersignale, die abha¨ngig von der Soll-Phase zu einem einzigen
verarbeitet werden. Das DC-Signal kommt direkt aus einem der im vorange-
gangenen Kapitel beschriebenen Subtrahierer, wa¨hrend das RF-Signal durch
eine Modulations-Demodulations-Technik gewonnen wird. Bis auf die Subtra-
hierer ist die gesamte dafu¨r notwendige Elektronik auf einer Europlatine unter-
gebracht.
Der Schaltplan ist in Abbildung A.8 zu sehen. Ein Oszillator (ICL8038 von
Intersil) erzeugt eine Sinusschwingung, welche u¨ber einen externen Hoch-
spannungsversta¨rker auf einen Piezokristall gegeben wird. Dieser verschiebt
einen Umlenkspiegel im Strahlengang des Lokaloszillatorstrahls und kann so
die Phase am Strahlteiler einstellen. Die periodische Bewegung bewirkt eine
Phasenmodulation des LO-Strahls mit klein gehaltenem Modulationsindex. Der
Ausgang des Oszillators ist ferner u¨ber einen Allpass-Phasenschieber (siehe
[25]) an einen Demodulations-IC (AD630 von Analog Devices) angeschlossen,
der das Bandpass-gefilterte hoch versta¨rkte Signal des Subtrahierers demo-















Abbildung A.8.• Der Schaltplan des elektronischen Regelkreises. Um die U¨bersicht zu ver-
bessern sind zum Teil die Verbindungen zwischen einzelnen funktionalen Gruppen aufgetrennt.
Großbuchstaben kennzeichnen die Zusammenha¨nge. Die beiden der Regelung zu Grunde liegen-
den Fehlersignale (siehe Kapitel 3.2, D und E in der Abbildung) werden hier noch mit einem
Potentiometer zusammengefu¨hrt. Dieses wurde durch einen elektronischen Multiplizierer (siehe
Abbildung A.9) ersetzt.
Chebychev-Tiefpass (siehe [25]) an einen der Multiplizierer geschickt, welche die




Abbildung A.9.• Der Schaltplan des elektronischen Multiplizierers (AD734 von Analog
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