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PAWEL URZYCZYN 
Institute of Mathematics, University of Warsaw, 
00-901 Warszawa, PKiN, Poland 
In the present paper we investigate abstract algebras having the so-called unwind 
property, i.e., algebras where every total computable function can be defined by 
open formulas in an adequate first-order language. A method of proving the unwind 
property is given for a special kind of algebra. Applying this method we prove that 
there exists a structure satisfying the unwind property for all flow charts, but not 
for recursive procedures. We prove also that algebraically closed and real closed 
fields with infinite degrees of transcendence over their prime subfields satisfy the 
unwind property for all schemas. 
1. INTRODUCTION 
An algebra A has the unwind property (u.p.) for a class of schemas K iff 
(informally) for every schema S in K, which is total on A, one can find a 
natural number n such that every computation of S in A halts after at most n 
steps. This property was investigated by many authors; see, for instance, 
Engeler (1975), Kfoury (1973, 1974), Kreczmar (1977), and Urzy- 
czyn (1979). 
There are two main subjects under consideration i this paper. The first of 
them concerns fields. There are two well-known results on the unwind 
property in fields. A. J. Kfoury has proved (Kfoury, 1973) that the field C of 
complex numbers has the unwind property because of e)i-categoricity of its 
first-order theory. Another important result is due to A. Kreczmar (1977), 
who has showed this property of reals, using so called "finite covering 
condition" proved by topological methods. 
In Section 3 we give a characterization of fields satisfying the unwind 
property. Namely, a field F has the u.p. iff every (rational) variety over F 
has a generic point. It follows by the above that u.p. holds for every 
algebraically closed or real closed field with an infinite degree of transcen- 
dence over its prime subfield. This fact covers both the results mentioned 
above, and provides a new (countable) example--the field of recursive reals. 
Section 4 is devoted to the second of our main subjects. We show here that 
results concerning the unwind property essentially depend on the class of 
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schemas under consideration. More precisely, we give an example of an 
algebra T which has the unwind property for all flow charts and flow charts 
with counters, but not for more powerful classes of schemas--l ike recursive 
procedures or effective definitions. T is the algebra of terms in a language 
with one constant and one binary operation symbol. For the proof we use the 
fact observed by Friedman (1969) that there are terms in T which cannot be 
computed using a bounded memory. Friedman has used this observation to 
prove that effective definitions are more powerful than flow charts. The same 
result was also obtained by Hewitt and Paterson (1970). 
These two main topics are considerably different. They are placed in one 
paper for the similarity of methods used in the proofs. These methods are 
explained in Section 2, where we prove Lemma 2.3, which is the main tool in 
our considerations. We also show here another example of applying this 
tool - -we present an algebra Y2 having the unwind property, all subalgebras 
of which, not isomorphic to Y2, do not satisfy it. The author believes that 
Lemma 2.3 should be useful in other problems concerning the unwind 
property. 
In the remaining part of this section we introduce some necessary 
definitions and notational conventions. 
Throughout his paper, by a first-order language, we mean a language 
with equality, and no other relation symbols, containing a fixed set of 
variables, X = {xi: i C co}. If L is a first-order language, and k C co, then by 
TL(k ) and FL(k ) we denote the sets of all terms and all open formulas in L 
with individual variables among {x 0 ..... xk-1}. TL(co) denotes the set of all 
terms in L. If t, t o ..... tn_ 1 are terms, and Yo ..... Yn-1 are variables, then by 
t(y o ..... y,_ l/to ..... t,_ t) we denote the term obtained from t by simultaneous 
substitution of t i for all occurrences of yi, for i < n. This is abbreviated by 
t(yi/ti)i<n. 
By an algebra we understand a structure with no relations. We do not 
make any notational differences between algebras and their domains, but it 
does not lead to any confusion. Below, A denotes an algebra and L is the 
first-order language describing the similarity type of A. 
For any k E co, t C TL(k ) and q~ C FL(k ), by t A and ¢pA we denote the 
meanings of t and q~ in A. That is, q&: Ak~ {true,false} and &: A k -~A. 
An equation in k variables is a formula of the form [ t l=t2] ,  for 
t l ,  t 2 C TL(k ). Equations are identified with pairs of terms, so every set 
E_  TL(k) 2 we treat as a set (system) of equations. We say that E is 
consistent in A (or simply "consistent," if A is a fixed algebra) if it is 
satisfiable in A, as a set of formulas. Every vector d C A k with A, d~ E we 
call a solution of E. Two sets of equations E 1 and E 2, are equivalent (in A) 
iff they have exactly the same solutions. We write E~ --= E 2 in this case. 
If t is a term in L then d(t) denotes the depth of t, defined inductively as 
follows: 
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- -  if t is a variable then d(t) := 0, 
- -  if t is a constant hen d(t) := 1, 
- -  if t =f(t~ ..... t,), for an n ary function symbol f, then 
d(t) := max{d(tl) ..... d(t,)}. 
{0, 1}* denotes the set of all words over the alphabet {0, 1}. {0, 1} n and 
{0, 1} "<n denote the sets of all words of the length n and of the length not 
greater than n, respectively. ~. denotes the empty word. 
A f low chart (f.c.) over L with input variables z 0 ..... z k_ ~, and auxiliary 
variables Y0 ..... y,_~ is a finite sequence S= (I  0 ..... Ip) built up from 
instructions of the following forms: 
Yi :=Yi, (1) 
yj := z,, (2) 
y j :=f (y ; , ,  .... yj~), (3) 
i f  y i = .~ then q else r ,  (4 )  
go to q,  (5 )  
stop yj, (6) 
where i,j,j~ ..... Jd < n, s < k; q, r ~p  andf i s  a dary symbol in L. 
We do not introduce any conditions on formal correctness above. We 
assume that in any incorrect case (as using of uninterpreted variables) the 
computation enters into a loop and gives no output. In (4) and (5) above, q 
and r are numbers of instructions, in (6) Yi indicates the output variable (one 
among { Y0 ..... Y, -- 1 } ) "  
A f low chart with counters (f.c.c.) with counting variables e 0 ..... ct_ ~ is 
defined as above, but there are four new forms of instructions allowed 
c m := 0, (7) 
cm := cu, (8) 
c m:=e.+ 1, (9) 
i f  c m = e~ then r else q, (10) 
where m, u < t and q, r ~<p. 
If S is an f.c. or an f.c.c, over L then S A denotes the partial function 
computed by S in A. That is, if S is k-ary (e.g., has k input variables) then 
SA:Ak --;A. A formal definition of S ~ needs some notational complexity, 
but, we believe, it is clear to the reader how to understand it. 
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A loop-free schema is a flow chart without any instruction of the form (5) 
and satisfying the following: 
if s ~p and I s has the form (4) then s ~< q, r. 
That is, there is no possibility to reach one instruction two times, except the 
case when the computation loops over one box. 
A straight-line schema is a flow chart without any instruction of the forms 
(4) and (5). 
A k ary effective definitional schema (effective definition (e.d.s.))over L is 
a recursive function (with respect o a fixed arithmetization of L)  of the form 
s :  ~ -~ FL(k)  × :rL(k). 
Assume that S(n) = (~0,, tn) for every n E o0. (Such a pair is called a clause.) 
The meaning of S in A is a partial function SA:Ak  * ~A, defined as follows 
SA(fi)=t~(fi) iff A, f i~a ,A  ]V {a i : i<n }. 
That is, to compute SA(d) we look for the least n with A, 6~ a, and take the 
value of t A (c7) as the output. 
This is a well-known fact (see Friedman (1969) or Tiuryn (1979)) that 
1.1. LEMMA. For every kary f.c. or f.e.e. S O there exists (uniformly 
effectively defined) an e.d.s. S such that 
(a) for every algebra A, S~ = S A, 
(b) for every p ~ ~o there exists a q E ~o such that, for every algebra A 
and every d E A k, the computation of S o with input 6 takes no more than q 
steps iff A, d~ V {a,: n <.p} (where a, is as above). 
An e.d.s, is finite iff its range (the corresponding set of clauses) is finite. If 
S~ and S z are effective definitions then we write S 1 c_ $2 iff range $1 ___ range 
8 2 • 
If  S is an e.d.s., an f.c. or an f.c.c, then A ~ S .[ denotes that S defines a 
total function in A. 
An e.d.s. S can be unwound in an algebra A iff there exists a finite e.d.s. 
S 1 with S~ _c S and S~ = S A. A flow chart (flow chart with cou0ters) can be 
unwound iff the corresponding eds can be unwound. 
Now we can state a formal definition of the unwind property. 
1.2. DEFINITION. An algebra A has the unwind property for a class K of 
effective definitions over L iff every S in K, such that A ~ S ~, can be 
unwound in A. A has the unwind property iff it has the unwind property for 
all effective definitions over L. 
THE UNWIND PROPERTY IN CERTAIN ALGEBRAS 95 
Observe that, by Lemma 1.1(b), this definition is equivalent to that 
informal one given in the beginning. Note also that if an e.d.s, can be 
unwound then it is strongly equivalent in A to a loop-free schema. 
2. BASIC IDEAS 
This section is devoted to introducing a basic method we will use in 
Sections 3 and 4. We are going to show in this paper that some algebras 
have the unwind property, so, what we need to know, is how to prove that 
some program schemas can be unwound. 
Suppose we have a fixed algebra A and a fixed kary e.d.s. S, total on A 
(e.g., such that S A is a total function) which we need to unwind. Let, for 
every n C co, S(n) = (a,, t,). We can assume that every a,  is a conjunction 
of atomic formulas, 
a. = A/e , . . :  i~< m,} A At]di,,: i<,p,}, 
where ei, . and di,, are equations. (In the other case we can present every a,  
as a finite disjunction and replace any clause (a,, t,) by a finite number of 
clauses satisfying the above.) 
By a path in S we mean an arbitrary (finite or infinite) sequence 
P= {b,: n < fl} with fl < co + 1, such that, for n </?, b, = ]ei. . or b, = di. ., 
for some i. We say that an input 6 E A k follows P (in writing d ~ P) iff 6 
satisfies every condition in P. It is easy to see that if 6 ~ P then 
A,~ /k{]a,:n <~}. 
A path P is consistent if some input follows P. 
S is total over A, hence every infinite path is inconsistent. S can be 
unwound iff the lenght of all consistent paths can be uniformly bounded. We 
are going to show that, under some conditions, such a bound does exist. 
Suppose the contrary. By the K6nig's Lemma there exists an infinite path 
P= {b,:n <co} which is "finitely consistent," that is, every its initial 
segment Pm:= {bn: n < m t is consistent. 
Reduction of equations. Let E be the set of all equations in P. Suppose 
we can reduce E to a finite subset E 0 _~ E, equivalent o E, that is, 
Vd ~ Ak(d~ Eo ~ d~ E). (1) 
Let E 0 = {bn, ..... b,,} and let N := max{n 1 ..... nr} + 1. Then, for every 6 with 
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d~P N, we have A,d~E o and thus A, f f~E.  Note that if there is no 
negated equations in P then d ~ PN implies d ~ P, and then P is consistent. 
So, the negated equations are of interest now. 
Reduction of negated equations. Suppose that E o has a special solution 
d 0 satisfying the following: 
for every equation e, if A, d0 ~ e then A, E o ~ e. (2) 
There is an nCco ,  with d 0@Pn,  whence, for some m<n,  we have 
A, d o ~ bin, where b,, is a negated equation, say b m = ]e. Thus A, d o ~ e, 
which implies A,E  ~ e. This means, however, that no solution of E 0 does 
satisfy Pn, and, as a consequence, the path I'M is inconsistent, for 
M := max {N, n} + 1. This gives a contradiction. 
It is easy to see that we can assume a slightly weaker condition here, 
namely it is enough to have a finite number of solutions d! ..... d s of E 0, 
satisfying, for any equations eI ..... e s, 
A,Eo~e 1V ... V e s providedA, d i~e i, for i= l  ..... s. (2 ' )  
Condit ions (1) and (2')  together enable us to assert that S can be 
unwound. To formulate this fact more precisely we need two definitions. 
2.1. DEFINITION. An algebra A satisfies Descending Chain Condition 
(D.C.C.) iff, for every k ~ co and every set of equations E in k variables, 
there exists a finite subset E 0 ___ E, equivalent to E in A. 
2,2. DEFINITION. Let A be an algebra, and E be a finite system of 
equations in k variables. Let 1 ~< m G co. We say that {d I ,..., ff m } _~ A k is a 
basis for E in A iff 
(a) every d i, for i=  1,..., m, is a solution of E; 
(b) for any equations e I ..... e m in k variables, if A, d i~e i, for 
i = 1,..., m, then E ~ e 1 V ... V e m. 
Let ~e be a class of equations in k variables. We say that {d~ ..... din} is an 
N-basis if the above holds for equations in ~. 
Now we can state the main lemma. 
2.3. LEMMA. Let A be an algebra satisfying D.C.C. and such that every 
finite, consistent set of equations (in ~') has a basis (an g'-basis) in A. Then 
A has the unwind property (the unwind property for all effective definitions 
which allow only equations in g). 
We end this section with an example of an application of Lemma 2.3. 
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2.4. EXAMPLE. Consider the algebra £2 with the domain 
.(2 = o) × co - {(m, n): m, n ~ cot and with one unary operation s, defined by 
s((m, n ) ) :=  (m + 1, n). 
Then £2 has the unwind property. 
Proof. First we observe that £2 satisfies D.C.C. Indeed, suppose that E is 
a set of equations in k variables. We can assume that there is no identity 
equation in E, and that every finite subset of E is consistent. Let i , j  < k. 
Take any two equations in E, where x i and xj do occur, say 
[s"(x,) = 
)r(xi) = 
The reader can easily check that these equations are equivalent (in the other 
case they would be inconsistent). Thus it is enough to choose one equation 
for any pair ( i , j )  to obtain a finite subset E 0 of E, which is equivalent to E. 
Now we show that every finite, consistent system E of equations has a 
basis. We can assume that every equation in E is of the form [x i = s"(xj)], 
such that, for n = 0, we have i >j .  Let Free (E) be the set of all variables 
among Xo,..., x~_~ which do not occur in the left-hand sides of equations in 
E. Assume for simplicity that Free (E )= {x 0 ..... Xp}. It is easy to see that 
every vector 5 = (a 0 ..... ap) C A p can be extended to a solution of E. Let 6 be 
such a solution defined by a 0 = (0, 0) . . . . .  ap = (0,p). Then {6} is a basis for 
E. Indeed, let £2, 6m x i = s"(xj), x i and x i can be defined by the variables in 
Free (E), say 
£2, E ~ x i = sm(xu) A x i = sr (xt), (3)  
for some u, t ~<p. Thus sm(bu)= sn+r(bt) which leads to an equation of the 
form 
b, = s"+r-m(bt) or b t = s m . . . .  (b,). 
This implies u = t and n + r = m, whence £2, E ~ x i = s"(xi) by (3). II 
(a) 
(b) 
the u.p.; 
(c)  
2.5. COROLLARY. There exists an algebra £2, such that 
£2 has the unwind property; 
every subalgebra of£2, which is not isomorphic to ~,  does not have 
£2 has an infinite number of  non-isomorphic subalgebras. 
Part (a) follows by 2.4, (b) and (c) are easy and left to the reader. 
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3. THE UNWIND PROPERTY IN FIELDS 
Now we are going to consider the unwind property in fields. We shall 
present a necessary and' sufficient condition on the u.p. in infinite fields 
(Theorem 3.5) based on a well-known in algebraic geometry notion of a 
"generic point" in a variety. We prove that this condition is satisfied by all 
algebraically closed and all real closed fields with infinite degrees of 
transcendence over their prime subfields. 
The problem of the unwind property in fields was discussed by other 
authors. Namely, Kfoury (1973) has proved the u.p. of complex numbers, 
and Kreczmar (1977) of reals. Our result covers both of these above and 
gives an example of a countable field with the unwind property-the field of 
recursive reals. Interestingly, the proofs presented below are based on 
algebraic methods instead of model theory and topology. 
For preciseness assume that every field is an algebra with three 
operations: addition, multiplication and substraction, and with two 
constants--0 and 1. We do not allow division as field operation, but this 
assumption (see Kreczmar, 1977) does not cause any loss of generality. 
Throughout his section, L will denote the language of fields defined as 
above. 
It is easy to see that every equation eC TL(k) 2 is equivalent o an 
equation of the form 
[P=O],  (1) 
where P is a polynomial, P C Z[x o ..... xk-l]. (Z denotes the ring of integers.) 
Hence we can consider only equations of this form. Observe that every 
equation between two polynomials with rational coefficients is also 
equivalent to one of the form (1). 
3.1. DEFINITION. (1) For every kC~o, the notation R[x o . . . . .  Xk_ l ]  , 
where R is a ring, is abbreviated by R [k]. 
(2) Let PC Z[k] and F be a field. Then by pF we denote the k-ary 
function defined by P in F. 
(3) If PE Z[k] and p C ~o is a prime number then (P)p denotes the 
polynomial in Zp [k] obtained from P by the replacement of all coefficients 
in P by their residues modulo p. 
The reader can easily check that every finite algebra, in particular every 
finite field, satisfies the unwind property. Hence we can deal with infinite 
fields only. 
Now we shall remind some notions from algebra. 
3.2. DEFINITION. Let F be a fixed field, and k C co. 
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(1) Every set of the form 
V, :=  {aE Fk: VP C I(F, 6~ P=O)} ,  
where I c_ Z[k], is called an algebraic set. 
(2) A nonempty algebraic set Vc_F  k is called a variety iff, for 
arbitrary algebraic sets V~, V 2 co_ F k, 
V=V~V 2 implies V= V~ or V= V 2. 
(3) Let Vc_F  k. Then 
Ir := {P 60[k l :  Va ~ V(F, 6 ~ e = O)}, 
where Q denotes the field of rationals. 
Note that in (1) and (2) above we allow only polynomials with integer 
coefficients, hence our notion of an algebraic set and a variety is different 
than that we obtain when arbitrary coefficients in F are allowed. From the 
other hand, there is no such a difference if we consider polynomials with 
rational coefficients or coefficients in the prime subfield of F. 
The following is a well-known fact from algebra. 
3.3. LEMMA. Let F be an infnite field, k E co and V c__ F k. Then 
(a) I v is an ideal in Q[k]. 
(b) I f  V is a variety then I v is a prime ideal. 
(c) I f  F is formally real then I v is a real ideal, i.e., for  every m ~ ~o 
and for  all Pi C Q[k] (i ~< m) 
i f  P~ +. . .  + Pz m C 1 v then Po ..... Pm ~ Iv" 
3.4. DEFINITION. Let F be a field, k C co and V c F k be a variety. A 
point f f~ V is a generic point in V iff, for every PC Z[k] with PF(ct) = 0, 
pF(~) = 0 holds, for every b--E V. 
3.5. THEOREM. Let F be an infinite field. The following conditions are 
equivalent. 
(1) F has the unwind property; 
(2) For every k E o9, and every variety V ~_ A k there exists a generic 
point in V. 
Proof. In order to show the implication (2)-*(1) we prove that F 
satisfies the assumptions of Lemma 2.3. By Hilbert Basis Theorem, every 
field satisfies D.C.C. So, let E be a finite, consistent system of equations in k 
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variables and V be the algebraic set defined by E in F k. Every algebraic set 
is a join of a finite number of varieties, then V= V 1 U .-. U Vn, where 
V 1 ..... V n are varieties. Let 61 ..... a n be generic points in V1 ..... V n, respec- 
tively. Then the set {d 1 ..... d n } is a basis for E in F. 
Consider the implication (1 )~ (2). Suppose that there exists k ~ co, and a 
variety V~F k such that there is no generic point in V. Let {P0 ..... Pm} be a 
set of generators of the ideal I v. We can assume that Pi C Z[k], for i ~< m. 
Observe that 
I v = {Q c O[k]:  3Qo ..... Qm ~ @[k] [(QoPo + . - .  QmPm) F = QF]t. 
Consider the set Jv := Z[k] - I  v. This set is recursive (with respect to any 
effective enumeration of polynomials in Z[k]). To prove this, observe that, 
for arbitrary polynomials P, Q c Z[k], 
pV = QF iff P = Q, provided F is of characteristic 0;
pV = QF iff (P);~ = (Q)p, i fF i s  of characteristicp > 0. 
Now, for a given Q E Z[k] we have to decide whether Q0 ..... Qm exist, such 
that (QoPo +.. .  + QmPm) v = QF. 
But it is enough to ask for Q0 ..... Qm of degrees less or equal to that of Q. 
Hence we can see the above as a system of equations in O (in Zp), where the 
coefficients of Q0 ..... Qm are unknown. This can be decided, however, by 
well-known methods. 
Jv is then recursive, and we can enumerate it effectively, let {Qn: n ~ co} 
be such an enumeration. We define a kary e.d.s. S which cannot be unwound 
in F. Let 
S(n):=([P, veO],O) for n<m, 
:=([Qn_m=O],O) for n)m.  
S is total over F. Indeed, if c7 E F k -- V then there exists an n X m with 
F , t~P ,  4:0,  and if 6C  V then it is not a generic point, whence 
F, ti ~ Qr = 0, for some r E ~o. 
Suppose S can be unwound. Then, for some M ~ 09, we have 
VcT~ V3i<~M--m(F, 6~ Qi= 0). 
Let, for leo ) ,  V i denotes the algebraic set defined by Qi. Then 
V_~ VoU. . .U  V~. V is a variety, whence V_  V i, for some i~M.  Thus, 
every ffC V satisfies Q ;=0,  and therefore Q~EI v . This gives a 
contradiction. II 
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3.6. COROLLARY. Let F be an algebraically closed field with an infinite 
degree of transcendence over its prime subfield. Then F satisfies the unwind 
property. 
Proof. By Lang (1964), every such a field satisfies (2) in 
Theorem 3.5. II 
We are going to show the existence of generic points for real closed fields. 
3.7. LEMMA. Let F be a real closed field with an infinite degree of 
transcendence over O. Let k C co and V C F k be a variety. Then there exists 
a generic point in V. 
Proof Let G denote the quotient field of the integral domain Q[k]/I v. 
By 3.3., G is formally real and finitely generated over ©. Let 0: @[k]-~ 
©[k]/I v be the canonical homomorphism, and gt: Q[k]/I V--, G be the natural 
embedding. By Lang (1965, Theorem 7, Chap. XI), there exists a 
monomorphism ~0: G -~ F which is identity on Q. Define 
y:= q) o q/o 0: @[k] ~ F. For i < k, let a i = ~(xi). Then d := (a 0 ..... ak_ l )  is a 
generic point in V. Indeed, if P C ©[k] then y(P)=PF(d).  Hence d C V 
because y(P) = 0, for P C I v. If Q E Q[k] and QF(d) = 0 then y(Q) = 0 what 
implies O(Q)= 0, and Q E Iv  . II 
3.8. COROLLARY. Every real closed field with an infinite degree of 
transcendence over 0 satisfies the unwind property. 
Corollaries 3.6 and 3.8 provide a new proof of two well-known facts that 
the fields of real and complex numbers have the unwind property. (For 
the original proofs see Kfoury (1973) and Kreczmar (1977).) From 
Corollary 3.8 we deduce also the following. 
3.9. COROLLARY. The field of recursive real numbers has the unwind 
property. (Observe that it is countable). 
4. THE UNWIND PROPERTY FOR FLOW CHARTS 
In the preceding sections the unwind property concerning all schemas was 
considered. There are, however, several well-known classes of schemas of 
various (weaker than that of effective definitions) computational powers. A 
natural question which arises is the following: 
Is there any difference between the unwind properties for various 
classes of schemas? 
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Below we partially answer this question. Namely, we prove the following 
fact. 
4.1. THEOREM. There exists an algebra T, such that: 
(a) every f low chart and every f low chart with counters, defining a 
total function in T, can be unwound in T, and thus it is equivalent in T to a 
loop-free schema; 
(b) there exists an e.d.s, defining a total function in T, which is not 
equivalent in T to any loop-free schema. Then, of course, it cannot be 
unwound in T. 
The structure T is the algebra TL(0 ) of closed terms in the first-order 
language L containing only one binary function symbol "g" and one 
constant "c". 
4.2. Remark. Theorem 4.1 provides the following observation. Let ~o be 
an universal sentence in a programming logic based on (deterministic) flow 
charts. Then, by Tiuryn (1979, Theorem 3.5), there is a family of flow charts 
{$1, $2 ..... } such that, for any algebraA, 
A~q~ iff A~S i~, for every i>~l. 
If T~ ~o then, by Theorem 4.1, there exists a set F of universal first-order 
sentences atisfying T~ F and F~ ~0. It follows that T cannot be defined 
uniquely by universal sentences in any "flow chart logic." However, it can be 
defined by universal sentences in Logic of Effective Definitions (see Tiuryn, 
1979) and this means that the expressiveness of universal sentences grows up 
when one extends the class of schemas under consideration. 
The following example shows that Remark4.2 cannot be directly 
generalized to arbitrary "flow chart sentences." 
4.3. EXAMPLE. Let S be the following flow chart over L, with input 
variables x o, x~, x 2, x 3 , and auxiliary variables Yo, Yl, Y2, Y3. (Fig. 1). 
Consider the formula 
~0 := [VXo3X,, x2, x3 S(xo, x, ,  x2, x3) 1 ]. 
Then T ~ q~ and a set F of first-order sentences atisfying T ~ F and F ~ ~0 
does not exist. Indeed, let to:=g(x 1, c) and t,+~ := g(t,, c), for n C co. Then, 
for every algebra A, A ~ ~0 iff there is no a C A, with A, a ~ YXl(X 0 = t,), for 
all n E co. By the Compactness Theorem there exists an algebra B, elemen- 
tarily equivalent to T, such that B g= cp. 
Let us return to Theorem 4.1. For the proof of (b) we define an unary 
program schema S 0, such that So(n ) = (Ix 0 = t,], Xo) for all n E co, where 
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( '  S t--~"E" YO ~--~~t r u~ ) 'else~ 
Yl : = Xl 
yz '= x 2 
Y3 : = X3 
Y2 := g(Y2,Y3 ) 
)'1 := g(Yl ,Y2 ) 
1 
yo ~= X 0 
y2:= C 
y3 := C 
l' 
Yo = Yl? 
folse 
yo= y2? 
Yl : = g(Yl'Y3 ) 
Y2 '= g(Y2'Y3 )
FIG. 1. A graph of the flow-chart S (for Example 4.3). 
{tn} is an arbitrary effective enumeration of all terms. It is clear that S O 
cannot be unwound, and hence, by Urzyczyn, (1979, Theorem 4.2), there 
exists an e.d.s. S which is not equivalent in T to any finite e.d.s. (any loop- 
free schema). One can check that it is possible to find a recursive schema 
with this property. Indeed, we can define arithmetic in T and then simulate 
the schema S. 
So, the point is to prove (a). The method we will follow is similar to this 
used in the preceding sections. First we prove that T satisfies D.C.C. Then 
we ask about the existence of bases, to apply Lemma 2.3. But now we are 
interested in flowchartable schemas only, so we can use the relativized 
version of Lemma 2.3 (in parentheses). The main idea used here is due to 
Friedman (1969), see also Hewitt, Paterson (1970) (namely, one can observe 
that it is impossible to compute all terms in L using any bounded number of 
memory cells). We consider, for any n, k~ co, the class g(k,n) of all 
equations between terms which can be computed by kary flow charts with at 
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most n auxiliary variables, and apply Lemma 2.3 relativized to g'(k, n). The 
number of variables necessary to compute a term we use as a complexity 
(size) measure in the following sense. 
4.4. DEFINITION. Let t be a term in TL(k ). The pebble complexity of t, 
denoted pc(t), is the least number n such that there exists a straight-line 
schema S, with n auxiliary variables, satisfying the following: 
(1) the input variables are x 0 ..... xk-1; 
(2) S computes t, i.e., for any algebra A, and any cTEA k, we have 
s A = t 
(Instead of (2) we can only require S to compute t(x o ..... xk_~) in the term 
algebra TL(k). ) 
We extend this definition for equations and sets of equations, namely let 
pc(It I = tEl ) := max{pe(tl),pe(tz)}, for t 1, t 2 E TL(k), 
and 
pc(E) := sup{pc(e): eEE} ,  for E~ TL(k) z. 
(Note that pc(E) can be infinite.) 
The next lemma states some useful facts about pebble complexity. 
4.5. LEMMA. (a) If t 1 =t2(x/y ) and y does not occur in t 2 then 
pc(t1) =pe(t2). 
(b) pc(x) = 1,for any variable x. 
(c) If t 1 = t2(x/t3) then pe(t 0 < max {pe(t2) , pc(t3) } + 1. 
(d) I f  t 2 is a subterm o f t  1 then pc(t2) <~pe(tl). 
Proofs. Parts (a) and (b) are immediate. For (c) and (d) we note only 
some necessary observations, the details are left to the reader. 
(c) If we can compute t 2 and t 3 using n auxiliary variables then we need 
one variable more to compute t I . Indeed, we can compute t3, assign its value 
to the new auxiliary variable y, and then simulate he computation of t 2with 
y instead of x. 
(d) Suppose we can compute t I using n auxiliary variables. But to do it, 
we need to know the values of all its subterms. Hence the straight-line 
schema for t2 can be choosen as an appropriate fragment of that computing 
t I • m 
Now we start to prove the D.C.C. for T. For this we need some technical 
results. (Everything below refers to the algebra T and the language L, for 
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instance, "a consistent set of equations" should be understand as "a system 
of equations in L, consistent in T.") 
4.6. DEFINITION. A finite set E of equations in k variables has a normal 
form iff 
(1) every equation is of the form Ix = t], where x is a variable and t is a 
term different than x; 
(2) if two equations Ix = t~] and Ix = t2] are in E then tl = t2; 
(3) no variable occurs both in left-hand and right-hand sides of equations 
in E, that is, if Ix = t~] and [y = t2] are in E then x does not occur in t 2. 
4.7. LEMMA. Let E be a finite, consistent system of equations in k 
variables, such that pc(E)<~ n. Then there exists a system E'  in a normal 
form, such that E = - E '  and pc(E ' )  <, n + k. (We say that E '  is a normal 
form of E.) 
Proof The reader can check that E '  we can obtain as a result of a finite 
number of the following operations: 
of any equation in E of the form [g(tj, t2) = g(t 3, t4) ] by two 
t3] and )2 = t4]; 
of two equations of forms: Ix= tl] and Ix= t2], by It Z = t21 
(1) replacing 
equations: [ t l=  
(2) replacing 
and Ix=t2] ; 
(3) removing 
(4) replacing 
(5) removing 
(6) replacing 
of identity equations; 
It 1 = t2] by [t 2 = tl]; 
of [t I = t3], provided It 1 = t2] and It z = t3] are in E; 
of Ix = t,] by Ix = t,(y/t2) ], provided [y = t2] is in E. 
Operat ions( I ) - (6)  transform any system E to an equivalent one. 
Moreover, operations (1)--(5) do not change pc(E). It is possible only if (6) 
is applied. In this case, for pe(tl) = r and pc(t2) = m we have pe(tl(Y/t2) ) <~ 
max(r, m)+ 1, by Lemma 4.5. But there is only k variables which can be 
replaced, and hence every equation in E '  can be seen as a result of at most 
k - -2  replacements of the form (6). Hence we can require that pe(E')<~ 
n+k-2<~n+k.  | 
4.8. DEFINITION. Let E~ TL(k) z have a normal form. Then Free(E) 
denotes the set of all variables among x 0,..., x k_ ~ which do not occur in the 
left-hand sides of equations in E. A moment of think shows that every 
valuation of variables in Free (E) can be uniquely extended to a solution of 
E. 
4.9. LEMMA. Let E be a finite, consistent system of  equations in k 
643/50/2-2 
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variables, having a normal form, and let e be an equation of the form [x = t], 
such that E ~ e and E g: ]e. Then there exists a system E 1 in a normal form, 
such that E 1 -- E U {e} and Free(E1) ~ Free(E). Moreover we can require 
pc(E1) <~ max{pe(E),pe(e)} + 3k. 
Proof Let t 1 be obtained from t by replacing all variables, except 
members of Free(E), by appropriate terms given by E. We shall consider two 
cases: 
Case 1. x C Free(E). Then, to obtain E 1, replace x by t I in all equations 
in E, and add the equation Ix = tll. Of course x ~ Free(E1). 
Case 2. x~Free(E) ,  say Ix=t2]  is inE .  LetE  2 be anormal  form of 
{ It 1 = t2] }. To obtain E 1 replace in E all members of Free(E) -- Free(Ez) by 
appropriate terms given by E 2. It is easy to see that Free(E 0 = Free(E) is 
possible only if Free(E2) = Free(E), i.e., if [t~ = t2] is an identity. Hence, in 
both cases, Free(El) is a proper subset of Free(E). The verification of the 
complexity bound is left to the reader. [[ 
4.10. LEMMA. The algebra T satisfies D.C.C. 
Proof Let E be an infinite set of equations, say E = {e 0, e, ..... }. We can 
assume that every ei is of the form [x = t]. I f  not, we can replace E by the 
sum of a collection of normal forms for all el-. Let, for n C ~o, E n = 
{e 0 ..... en}. Suppose all E ,  are consistent. (If not, E is inconsistent, and 
equivalent to any inconsistent En. ) We define inductively a sequence of 
systems {E'}, having normal forms, and satisfying En = E ' ,  for all n E ~o. 
Let E 0 be an arbitrary normal form of {e0}. When E~, is defined we construct 
! , _ _  ! E '+I  as follows. If E ,  ~ e,+l  then En+l.--En, otherwise it is defined as in 
Lemma4.9  (for E ,  and e,+l). If E was not equivalent to any E n, 
Free(E'+ l )~  Free(E ' )  would hold for infinitely many n. But this leads to a 
contradiction with the fact, the sets Free(E ' )  are finite. II 
We can now reduce every system of equations to a finite one. The next 
step is to show, for any k, n, that every system of equations E in k variables, 
with complexity at most n, has a special solution which plays the role of 
g~(k, n)-basis in the sense of Definition 2.2. (Recall that Z(k, n) denotes the 
class of all kary  equations of complexity at most n.) This solution will be 
constructed as in Example 2.4, i.e., built up on a "trancendental" valuation 
of variables in Free(E). For this we need a possibility of constructing terms 
with arbitrary great complexity, what is provided by Proposition 4.12. 
4.11. DEFINITION. Let PC  {0, 1}* and "?"  be a new symbol not in L. 
Then P+ : TL(OJ) U {?}~ TL(oJ) U {?} is defined as follows 
- -  2 +(t) := t, for any term t; 
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- -  if t is a variable, or t ~ {c, ?} then 0 +(t), 1 +(t) := ?; 
- -  if t=g(t~, t2) then 0+( t ) :=  tI and 1 "(t) := t2; 
- -  i fP=aP1,  for aC  {0, 1} then P+ (t) :=a+ (P+ (t)), for all t. 
Thus P+(t) is the subterm (subtree) of t whose root is reachable from the 
root of t along the path P. One can easily check that, for any P1, P2, holds 
P+ o P+ = (PIP2) +. 
4.12. PROPOSITION. Let  tC TL(k ) and d(t)>~n. If, for every 
P~, P2 ~ {0, 1} "<", holds P1 ¢ P2 -~ P+ (t) ~ P+ (t) then pc(t) >>. n. 
Proof. Let S be a straight-line schema with m auxiliary variables which 
computes t. We can assume that no instruction y := z, for auxiliary y, z, 
occurs in S. For any r= 1,...,n we show that, in a certain state of 
computation, the memory must contain r different values, say P+ (t) ..... P+ (t) 
(for P~ ..... P r~ {0,1}-<"). 
For k= 1, in the last state the memory contains the output t=2+(t )  (on 
the output variable). Suppose that the above holds for an r < n. Observe that, 
for all PC  {0, 1}-<", we have P+(t) : / :  ?, hence every P+(t) was obtained 
only by assignment instruction using values (OPi) + (t) and (1Pi) + (t). 
Assume that P+(t) was obtained as the last value among P~(t) ..... P+(t). 
Thus, in a preceding state, the memory contained the values (0PI) + (t), 
(1P1) + (t), P+(t) ..... P+(t), and we have shown the induction step. 
The above holds for r = n, whence our schema S has at least n auxiliary 
variables. II 
Now we are going to define a valuation which satisfy no equation of 
complexity less than a fixed bound. 
4.13. DEFINITION. 
tively as follows 
where, for every n C co, 
Let n E co. The term v, ~ TL(2 "+1) is defined induc- 
v 0 :=  g(x o, xO, 
v .  :=  g(v., v'.), 
v', := v,(x,/x2.+,+i),<2,,+,. 
That is, v~ is a full tree of depth n + 1, all leafs of which are labelled by 
different variables. 
Let Y= {ti}i<2.+~ be a family of pairwise different erms in T, of the same 
depth. We substitute in v n terms from Y in various orders to obtain 
"independent" erms of complexity at least n. 
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4.14. LEMMA. Let h be a bijection, h: 2 n+l ~ 2 "+1, and let 
Vn, h :=  Vn(Xi/th(i))i<2n+,. 
Then pc(v.,h) > n, for  every n. 
Proof. Of course d(vn,h)> n. The reader can easily observe that two 
different paths in vn, h reach different subterms. Then, by Proposition 4.12, 
the pebble complexity of v,, h is at least n. 1 
4.15. LEMMA. Let h , f  : 2 ~ + ~ ~ 2 ~ + ~ be different bijections. Then, for  any 
t E TL(1 ), holds 
v., h ~ t(Xo/V.• ), provided t ~ v., h . 
Proof  Suppose the contrary. If d(t) = 0 then t = x o and v., h = v..  c, what 
is impossible. Thus, d(t) > 0. If x o does not occur in t then t = v., h ; if not, 
then d(Vn,h) > d(v , j ) - -a  contradiction. 1 
The following is the main lemma in this section. It provides a possibility 
of applying Lemma 2.3 for schemas with terms of a bounded complexity. 
4.16. LEMMA. Let E be a finite, consistent set of  equations in k 
variables, having a normal form. Assume that pc(E) ~ m. Then there exists a 
solution [E  T k of  E, such that, for  any equation e, 
i f  T, -i-~ e and pc(e) <~ m then E ~ e. 
In other words, the set {i} is an ~e(m, k)-basis for  E. 
Proof. Let n :=m +4k,  and let E 1 be a normal form of E, with 
pc(El)  ~ m + k, Assume that Free(El) = {Xo ..... Xs-1}, for an s ~< k. Let Y 
and v n be defined as above, and h 0 ..... hs_ l :2n+l~2n+l  be pairwise 
different bijections. 
The vector (vn,h0 ..... vn,hs l) can be extended to a solution of E. Let )-be 
such a solution. 
Suppose now that T, t-~ e and E ~ e, for an equation e, pc(e) <~ m. Let E 2 
be a normal form of E 1U {e}, such that Free(E2) ~ Free(E O, and pc(E2) 
m + 4k = n (see Lemma 4.9). We have E 2 ~ x i = t, for some i < s and some t 
with all variables among Ix0 ..... xs_,} = Free(El), and with pc( t )~ n. Hence 
v.,hl = t(xj /v. ,hj) i<s. 
By Lemma 4.15, t = vn,hj, but pc(vn,hi ) > n. 1 
At last we prove (a) in Theorem 4.1. 
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Proof  Let n, k be arbitrary natural numbers. By Lemmas 2.3, 4.10, 4.16, 
the algebra T has the unwind property for all kary schemas using terms of 
complexity at most n. Every flow chart, as well as every flow chart with 
counters, is equivalent to an e.d.s, with terms of complexity not greater than 
the number of its auxiliary variables. Thus, T has the unwind property for all 
flow charts and flow charts with counters. II 
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