We perform estimation of critical exponents via large mass expansion under crucial help of δ-expansion. We address to the three dimensional Ising model at high temperature and estimate ω, the correction-to-scaling exponent, ν, η and γ in unbiased and self-contained manner. The results read at the highest 25th order expansion ω = 0.8002, ν = 0.6295, η = 0.0369 and γ = 1.2357. Estimation biased by ω = 0.84 (4) is also performed and proved to be in agreement with the summary of recent literatures.
Introduction
It would be a common understanding that the scaling corrections in three dimensional Ising models play an important role in the estimation works of critical exponents as noted by Weger [1] . Since then people published the results on the estimation of the correction-to-scaling exponent and made use of it in the computation of various leading exponents. For many contributions to this subject, see for example ref. [2] and recent literatures [3, 4, 5, 6, 7, 8, 9, 10] .
To the best of our knowledge, most of the unbiased computation has been carried out in field theoretic models and computer simulations. For instance in Ising universality class at three dimension, there exist only a few literatures [11, 12] where pure series expansions (high and low temperature expansions without universality hypothesis) of Ising models themselves were employed for the full exponents computation in a self-contained manner. Rather, one performs the estimation of critical quantities under the bias of the inverse critical temperature β c and/or the correctionto-scaling exponent θ. This trend may be due to the lack of an unbiased accurate computational framework in the high and low temperature expansions. To cover the deficiency, we like to propose an unbiased and self-contained approach to critical exponents in the frame work of series expansions. As a crucial test, we attempt estimations of ω = θ/ν, η, ν and γ in the cubical Ising model.
The Ising model we consider is specified by the Boltzman weight exp(β <i, j> s i s j ), s 2 i = 1, where β denotes the inverse temperature and < i, j > means the pair of sites i and j which are connected by single link. In literatures, the critical behaviors of thermodynamic quantities is discussed in terms of the reduced temperature τ = 1 − β/β c [13] . However we adopt an appropriate mass square M to describe the thermodynamic quantities. The description due to τ needs β c , but M has the trivial critical point M = 0. Hence, computing critical exponents results from the asymptotic behavior of quantities of interest in the massless limit, and importantly, the job is bias-free from the determination of β c . For instance, we note that even the critical temperature is given by the limit β c = lim M→0 β(M). Actually, the explicit estimations of β c and critical exponents ν and γ in the square Ising model was performed in ref. [14] based upon the 1/M expansion. Also in the 3-dimensional model, ref. [15] attempted to compute critical temperature and exponents under the preliminary version of the method to be presented in this paper. We follow the approach with refinements and demonstrate that the accuracy of estimate in the new protocol is highly improved. One point of the refinements consists of the re-formulation of parametric extension of thermodynamic quantities [15] by the linear differential equation (LDE) with constant coefficients [14] . Next point is to access directly to the critical exponents by the consideration of the ratio of the first and second derivatives of β(M) and the ratio of χ(M) and its first derivative. The last point is the use of characteristic structure of Wegner expansion and LDE, leading bootstrapping point of view. Also in the present analysis, the δ-expansion plays crucial and inevitable roles [16, 14] . This paper is organized as follows: In the next section, we investigate structures of series expansions near the critical point for β(M), χ(M) and related functions which shall be used for the estimation of critical quantities. Then, in section 3, we present estimation work on the critical exponents in the self-contained and unbiased manner based upon the large mass expansion. In section 4, an biased estimation will be presented under the use of ω = 0.84(4) [2] . Finally we give concluding remarks on this work.
Preliminary studies
In reference to [2] , we start the arguments by the consideration of the series expansion of the correlation length ξ at high temperature. Let the spectrum of powers of corrections be generated by the basic ones, 1, θ, θ 1 , θ 2 , · · · and their integer multiples. Then,
where ξ R = const × τ(1 + r 1 τ + r 2 τ 2 + · · ·) stands for the analytic back ground and 0 < θ < θ 1 < θ 2 < · · ·. The inversion yields series in ξ/ f with the spectrum of exponents of the form scaled by ν,
Here, we pose the assumption that θ 1 > 1 and then the third term proves to be (ξ/ f ) −(1+1)/ν = (ξ/ f ) −2/ν . Then, inversion of the above series to a few orders reads
Using ξ
and the term of order M 1/2ν+1 appears. This term belongs to rather higher orders provided ν > 1/2 and can be omitted. Thus, we arrive at
and
From here on we denote thermodynamic quantities near the critical point with the lower index < and at high temperature similarly with >. Based upon the large mass expansion of β denoted by β > , we later carry out computation of the critical exponent ν. For the estimation of ν, the ratio β (2) /β (1) := f β is convenient since ν itself appears as the leading term, β
where
The amplitude is written by a, ν, θ and so on but its detail is not relevant for our purpose.
2
The magnetic susceptibility χ is defined by χ = n:sites
The re-writing of χ in terms of x instead of τ is straightforward: In the critical region, it suffices to substitute τ(x) in (3) into the standard expression of χ < like (2), [17] . Substituting (3) and further recasting the series in x, one obtains
Scaling relation due to Fisher [18] tells us that γ/(2ν) = 1 − η/2 and what we can directly measure is η rather than γ.
In the estimation of η, it proves convenient to address (log χ)
It behaves near the critical point,
All behaviors of the series (4), (5) and (10) can be written as
This satisfies linear differential equation (LDE) to Kth order
Integration over log x corresponding to the operator
The spectrum of exponents are thus interpreted as the spectrum of the roots of the characteristic equation associated with the LDE. The non-universal amplitudes (and also the inverse critical temperature β c ) appear as the integration constants.
In our approach, we use (13) to extract f 0 and exponent λ n for low n. Here, the point is that the series f < valid in the critical region is not explicitly known. It would be nice if we could use f > in the place of f < but there is no matching region of respective expansions. It is a crucial observation, therefore, that δ-expansion [16, 15, 14] removes the obstruction by the dilatation of the scaling region. Suppose one has expansion truncated at order N,
n . The dilatation can be installed by the change of the argument from x to t defined by x = t/(1 − δ) (0 ≤ δ ≤ 1) and the expansion to an appropriate order depending on the truncation order N. After the limit δ → 1, which stands formally for the infinite magnification, these operations give the transformation
where C N,n stands for the binomial coefficient
Actually, in some models (see [16, 14] ), the resulting series in t have been confirmed to exhibit known scalings. The matching requires the transformation of f < (M). Though clear basis of δ expansion for f < valid in the critical region is not obtained yet, we proceed by assuming the term x −λ for positive real λ appearing the expansion in the critical region (see (11) ) also receives N dependent coefficient
which is just the analytic extension of C N,n . This tells us that D N [x −λ ] = 0 for positive integer λ and this has been confirmed in the square Ising model [14] . Thus, we have from (11) 
and all λ ′ i (i = 1, 2, 3, · · ·) can be understood as non-integers (We should consider that {λ ′ n } is a subset of {λ} from which positive integer exponents are removed away). A benefit of transformed one is found in the large order behavior of C N,−λ . As N → ∞, one finds C N,−λ → N −λ /Γ(−λ + 1) and, for positive λ appearing in the critical region, the created amplitude C N,−λ decreases toward zero. This gives rise the effect that the corrections to the asymptotic scaling, for example appeared in (5) and (10), decrease with the order N at fixed finite t such that (tN)
One might feel the lack of firm and rigorous basis on the δ expansion of the series in the critical region. However, we emphasize that what really affects the estimation task is that the leading constant f 0 and the critical exponents λ ′ i for i = 1, 2, 3, · · · are left invariant under the δ expansion. The detailed information of the modified amplitude does not affect our results since the LDE to be satisfied does not concern with the amplitudes. Now, LDE to be satisfied byf N< thus becomes
Our estimation protocol is based upon (18) . In the place off N< ,f N> (see (15) ) will be substituted because the scaling behavior is observed in it, and f 0 and unknown critical exponent λ ′ i will be estimated.
Unbiased estimation
Now we turn to the estimation of critical exponents by making use of the large mass expansion. We adopt the second moment mass 3χ/µ as the basic parameter M, M = 3χ/µ. As for the second moment mass, its high temperature expansion in β can be calculated by using the result of Butera and Comi for the magnetic susceptibility χ and the second moment µ up to 25th order [19] . Combining the results and inverting M(β)
Then from f β> = β
and the δ-expansion at the expansion order N transforms the above result into
where the last term should be of the order t N . We note that the highest order of f β> is 24th which comes from 25th order β > .
The susceptibility is also written in x, by the substitution of β > (x) into χ > (β) obtained in [19] , giving 
and from f χ> = χ
We thus arrive at
We denote the exponents appearing in (5) and (10) 
Further, let us omit the subscript N inf β(χ)N>(<) for the sake of notational simplicity. In both expansions off β< andf χ< , the leading correction is given by ∼ x −p 1 = x −θ/2ν = x −ω/2 . So we first address to the estimation of ω. Although both off β> andf χ> seem to be useful, the functionf χ> has an advantage that the behaviors of derivatives show clearer expected scalings than the derivatives off β> ( see FIG. 1 ). For instance,f (4) χ> exhibits rough scaling butf (4) β> does not. It is therefore appropriate to make use off , 1, 2, 3, 4) . The order K of LDE is actually limited according to the order of expansion. From FIG.1(b) , we observe thatf χ> -derivatives to 4th order show rather reliable scalings, whereas 5th order does not. The recipe in our protocol depends further on the number of unknown parameters (γ/2ν, p 1 , p 2 , · · ·) involved. Less number of parameters needs less order of the derivatives. Then the most appropriate choice is found to be K = 2 LDE (2ndLDE) with the incorporation of two correction terms x −p 1 and x −p 2 . Neglecting higher order corrections, we employ the ansatz f χ< = γ/(2ν) + const · x −p 1 + const · x −p 2 and then consider the second order version of (18),
In the vicinity of t at which the above LDE holds locally, the expansion off χ< is given by shifting log t → log t + ǫ aŝ
(1)
For (26) holding in wider region, we require that the optimal values of (p 1 , p 2 , t) are given by the simultaneous conditions,L 1L2f
We call this kind of conditions extended principle of minimum sensitivity (PMS) [20] . One should thus understand that the 5th derivativef (5) χ< participates the estimation task. However, the counter partf (5) χ> which shall be substituted in the place off (5) χ< does not show expected scaling to 25th order (See FIG. 1(b) ). To circumvent the difficulty, we remind that frequently used value of θ ∼ 0.5 implies that p 3 = 2(θ/2ν) = 2p 1 and p 3 is close to p 2 = 1/2ν. Thus, we may use the operatorL 1L3 rather thanL 1L2 and consider
The advantage of this LDE is that the left-hand-side includes only two arguments (p 1 , t) and we need just
where the highest derivative order is 4th. More explicitly, (33) and (34) are written as
By substitutingf
χ< relying on the scaling behaviors captured inf (k) χ> and solving simultaneous equations at the highest expansion order 25th, we have two sets of solutions, (p * 1 , t * ) = (1.42858, 0.11722) and (2.49926, 0.11791) [21] . These sets respectively lead that
The first solution in (36) is too large compared with the average ω ∼ 0.84 quoted in ref. [2] . It shall be excluded after the successive estimation of p 2 = 1/(2ν) as we can see below.
Using two values of ω obtained in (36), the exponent ν is computed with f β and associated LDE. The derivatives off β> show clear expected scaling behaviors up to the third order. At fourth order, we may regard that the scaling behavior has just began. This means that when the unknown constant ν is involved, safely used LDE may be again K = 2 case. Then, as in the previous case, we have two options for the estimation of ν. They are expressed bŷ
Consider first (37) which involves no adjustable parameter except t, the estimation point. We simply search for the stationary point ofL 1L3fβ> or otherwise the point of least variation (f β< should be replaced byf β> ) with the substitution of ω in (36). At the highest order 24th, this yields for respective ω values ν = 0.63593, 0.62928. Next we turn to (38). With (36), ν estimation may be straightforwardly carried out by the use of extended PMS condition,L 1L2f
This set involves 4th order derivative and two unknown variables p 2 and t. Rather than includingf (4) β , we have found more effective way of estimation by noting the structure of Wegner expansion: Observing that the right-hand-side of (38) can be written as −p 2 , the LDE (38) is expressed as
Hence, just adding the k = 1 condition of (40), set up of obtaining p 2 and t is completed. Since the highest order of the derivatives is just the third one, this self-consistency recipe is expected to work better than the normal extended PMS condition. Solving the simultaneous equations with the replacement off β> intof β< , we obtain at 24th order that Turning to the proper ν estimation with ω = 0.80023659 · · ·, we have presented two values in (39) and (42). They were derived from the LDEsL 1L3fβ = −1/2ν andL 1L2fβ = −1/2ν respectively. Now we have obtained that 2θ > 1 and thus confirmed that p 2 < p 3 within our results. Though the two exponents are really close with each other and the two estimations of ν too, the results fromL 1L2fβ = −1/(2ν) would be the best one. Thus, we place emphasis on the result, ν = 0.62948.
Having fixed most appropriate estimation of ω and ν, we address to the estimation of η and γ. Proper LDE iŝ L 1L2fχ = γ/(2ν). To reduce the bias from ν, we first treat p 2 = 1/(2ν) as an adjustable parameter. We then solve
we thus obtain η = 0.03671. Then, from the fixed ν in (43) and η just obtained, we find γ = 1.23585. Another recipe of estimation is to bias p 2 by the value (43). This recipe gives at the least variation point ofL 1L2fχ
, γ/(2ν) = 0.98145537 · · ·. Then we obtain η = 0.03709 and γ = 1.23561 [22] . It is not clear to us which way of estimation is more reliable. Fortunately, the two sets are close with each other, and we satisfy ourselves to take average of the two and conclude that η = 0.0369, γ = 1.2357.
The value of η is slightly larger compared to the standard one, η = 0.0364(5), quoted in ref. [2] . As for γ, our value is slightly lower than that quoted in ref.
[2] γ = 1.2372(5). In our estimation, γ is affected by ω, ν and η. Actually, if ν = 0.6301 quoted in ref. [2] is used in γ/(2ν), we obtain γ = 1.2371 and 1.2368 in the respective estimations. In conclusion, our approach is basically working good.
Biased estimation
We have so far performed estimations of critical exponents in the self-contained and unbiased manner. Here we present biased estimation and compare the results with those of world average at present. As an input we use ω quoted as the summary in ref. [2] , ω = 0.84(4).
Then, we estimate ν under the self-consistent condition via (38). The result at N = 24 reads
where the minus deviation implies result for ω = 0.80 and the plus deviation, ω = 0.88. Note that the indicated range comes from the uncertainty of ω and not from some statistical origin. To compare our result with the central value of accumulated results ν = 0.6301(4) [2] , our estimate is in good agreement. The exponent η is estimated by using (29) and (30). Then, γ is obtained from the result and (46). At N = 25, in the treatise of p 2 being adjustable, we obtain that η = 0.03695 (−0.00024, +0.00022) and γ = 1.23698 (+0.00015, −0.00014). In the case of substituting the values of p 1 and p 2 via ω = 0.84(4) and ν = 0.63013, η = 0.03758 (−0.00044, +0.00040) and γ = 1.23658 (+0.00028, −0.00025). Here, the first and the last numbers in the parenthesis show the deviation at ω = 0.80 and 0.88, respectively. The obtained values of γ and η show slight discrepancy with γ = 1.2372(5) and η = 0.0364(5) quoted in ref. [2] . However, inclusion of the uncertainty in the parenthesis allows us to conclude that the estimation biased by ω is roughly consistent with the average of existing literatures quoted in ref. [2] .
Concluding remarks
We first comment on the trend of ω estimate as the order of expansion increases. Nontrivial solution of ω from L 1L3fχ> appears from 21st order. The results read 0.92800, 0.86046, 0.82024, 0.80411, 0.80023 from 21st to 25th orders. The point is that the sequence shows decreasing trend. It might take place that the limit of the sequence would be slightly smaller than 0.8. If ω is below 0.79, it would mean θ < 0.5 and lead p 1 < p 3 < p 2 . It is yet fair to say that any conclusion cannot be drawn since the trend would change to increasing, as often encountered in examples presented in [15, 14] .
As the next remark, it is in order to mention on the use of 3rd order LDE. One might consider thatL 1L2L3fβ and L 1L2L3fχ may be useful to estimate 1/2ν and η = 2 − γ/ν. The first point is the estimation of ω: This 3rdLDE includes three unknown variables p 1 , p 2 and t the estimation point. Then, the needed highest derivative is 6th and 25th order series is too short to indicate scaling. We therefore suffice ourselves with the value obtained with 2ndLDE, the second value in (36). Then, naive recipe is to use proper values ω = 0.80023659 · · · and ν = 0.62948 · · · in p k (k = 1, 2, 3) and search for stationary or least variation points. As for η, the plateau becomes narrower compared to the 2-parameter ansatz, and the stationary value remains almost same as the 2ndLDE result. For ν,L 1L2L3fβ supplies no plateau and the scaling behavior is disappeared. Next, if we use p 2 = 1/2ν as an adjustable parameter and adopt extended PMS for η estimation, we obtain p 2 = ∞, meaning t −p 2 = 0. In general, this takes place when the order of large mass expansion is not large enough. Also in ν estimation, self-consistency requirement gives no solution. Thus, 25th order series is not enough for 3rdLDE analysis. Both of the previous and this issues would be settled by further higher order computation.
In the present paper, we have examined and demonstrated that our approach based upon the large mass expansion with crucial assist of δ-expansion provided the results consistent with the accumulated results discussed in ref. [2] . It would be worth of emphasizing that computations via the high temperature expansion can yield accurate results by itself. To summarize the best results, ω = 0.8002, 
Estimation biased by ω has also given accurate results. All results stemming from our approach are in good agreement with the standard values of critical exponents.
