In multiple-input multiple-output (MIMO) systems, maximum-likelihood (ML) decoding is equivalent to finding the closest lattice point in an N-dimensional complex space. In general, this problem is known to be NP-hard. In this paper, a quasi-ML algorithm based on semi-definite programming (SDP) is proposed. We introduce several SDP relaxation models for MIMO systems, with increasing complexity. We use interior-point methods for solving the models and obtain a near-ML performance with polynomial computational complexity. Lattice basis reduction is applied to further reduce the computational complexity of solving these models. The proposed relaxation models are also used for soft output decoding in MIMO systems.
I. INTRODUCTION
R ECENTLY, there has been a considerable interest in multiple-input multiple-output (MIMO) antenna systems due to achieving a very high capacity as compared to single-antenna systems [1] , [2] . In MIMO systems, a vector is transmitted by the transmit antennas. In the receiver, a corrupted version of this vector affected by the channel noise and fading is received. Decoding concerns the operation of recovering the transmitted vector from the received signal. This problem is usually expressed in terms of "lattice decoding" which is known to be NP-hard.
To overcome the complexity issue, a variety of suboptimum polynomial time algorithms are suggested in the literature for lattice decoding. However, unfortunately, these algorithms usually result in a noticeable degradation in performance. Examples of such polynomial time algorithms include: zero forcing Manuscript detector (ZFD) [3] , [4] , minimum mean-squared error detector (MMSED) [5] , [6] , decision feedback detector (DFD), and vertical Bell Laboratories layered space-time nulling and cancellation detector (VBLAST Detector) [7] , [8] . Lattice basis reduction has been applied as a preprocessing step in suboptimum decoding algorithms to reduce the complexity and achieve a better performance. Minkowski reduction [9] , Korkin-Zolotarev reduction [10] and Lenstra-Lenstra-Lovász (LLL) reduction [11] have been successfully used for this purpose in [12] - [17] . In the last decade, sphere decoder (SD) 1 is introduced as a maximum-likelihood (ML) decoding method for MIMO systems with near-optimal performance [20] . In the SD method, the lattice points inside a hyper-sphere are generated and the closest lattice point to the received signal is determined. The average complexity of this algorithm is shown to be polynomial time (almost cubic) over certain ranges of rate, signal-to-noise ratio (SNR), and dimension, while the worst case complexity is still exponential [12] , [21] , [22] . However, recently, it has been shown that it is a misconception that the expected number of operations in SD asymptotically grows as a polynomial function of the problem size [23] ( [23] derives an exponential lower bound on the average complexity of SD).
In [24] , a quasi-ML method for lattice decoding is introduced. Each signal constellation is expressed by its binary representation and the decoding is transformed into a quadratic minimization problem [24] . Then, the resulting problem is solved using a relaxation for rank-one matrices in semi-definite programming (SDP) context. It is shown that this method has a near-optimum performance and a polynomial time worst case complexity. However, the method proposed in [24] is limited to scenarios when the constellation points are expressed as a linear combination of bit labels. A typical example is the case of natural labeling in conjunction with phase-shift keying (PSK) constellation. This restriction is removed in this work. Therefore, we are able to handle any form of constellation for an arbitrary labeling of points, for example pulse-amplitude modulation (PAM) constellation with Gray labeling. 2 Another quasi-ML decoding method is introduced in [26] for larger PSK constellations with near-ML performance and low complexity.
Recently, we became aware of another quasi-ML decoding method [27] for the MIMO systems employing 16-QAM. They replace any finite constellation by a polynomial constraint, e.g., if , then . Then, by introducing some slack variables, the constraints are expressed in terms of quadratic polynomials. Finally, the SDP relaxation is achieved by dropping the rank-one constraint. The work in [27] , in its current form, is restricted to MIMO systems employing 16-QAM. However, it can be generalized for larger constellations at the cost of defining more slack variables, increasing the complexity, and significantly decreasing the performance. 3 In this work, we develop an efficient approximate ML decoder for MIMO systems based on SDP. In the proposed method, the transmitted vector is expanded as a linear combination (with zero-one coefficients) of all the possible constellation points in each dimension. Using this formulation, the distance minimization in Euclidean space is expressed in terms of a binary quadratic minimization problem. The minimization of this problem is over the set of all binary rank-one matrices with column sums equal to one. In order to solve this minimization problem, we present two relaxation models (Model III and IV), providing a tradeoff between the computational complexity and the performance (both models can be solved with polynomial-time complexity). Two additional relaxation models (Model I and II) are presented as intermediate steps in the derivations of Model III and IV.
Model I: A preliminary SDP relaxation of the minimization problem is obtained by removing the rank-one constraint in the problem and using Lagrangian duality [28] . This relaxation has many redundant constraints and no strict interior point in the feasible set (there are numerical difficulties in computing the solution for a problem without an interior point).
Model II: To overcome this drawback, the feasible set is projected onto a face of the semi-definite cone. Then, based on the identified redundant constraints, another form of the relaxation is obtained, which can be solved using interior-point methods.
Model III: The relaxation Model II results in a weak lower bound. To strengthen this relaxation model, the structure of the feasible set is investigated. An interesting property of the feasible set imposes a zero pattern for the solution. Adding this pattern as an extra constraint to the previous relaxation model results in a stronger model.
Model IV: Finally, the strongest relaxation model in this work is introduced by adding some additional nonnegativity constraints. The number of nonnegativity constraints can be adjusted to provide a tradeoff between the performance and complexity of the resulting method.
Simulation results show that the performance of the last model is near optimal for -ary quadrature amplitude modulation (QAM) or PSK constellation (with an arbitrary binary labeling, say Gray labeling). Therefore, the decoding algorithm built on this model has a near-ML performance with polynomial computational complexity.
The proposed models result in a solution that is not necessarily a binary rank-one matrix. This solution is changed to a binary rank-one matrix through a randomization algorithm. We modify the conventional randomization algorithms to adopt to our problem. Also, a new randomization procedure is introduced 3 Private communication with authors. which finds the optimal binary rank-one solution in a smaller number of iterations than the conventional ones. Finally, we discuss using a lattice basis reduction method to further reduce the computational complexity of the proposed relaxation models. The extension of the decoding technique for soft output decoding is also investigated.
Following notations are used in the sequel. The space of (resp., ) real matrices is denoted by (resp., ), and the space of symmetric matrices is denoted by . The indexing of the matrix elements start from one, unless in cases that an extra row (or column) is inserted in the first row (or column) of a matrix in which case indexing starts from zero. For a matrix the th element is represented by , where , , i.e., . We use to denote the trace of a square matrix . The space of symmetric matrices is considered with the trace inner product . For , (resp., ) denotes positive semi-definiteness (resp., positive definiteness), and denotes . For two matrices , , , means , for all , . The Kronecker product of two matrices and is denoted by (for definition see [29] ). For , denotes the vector in (real -dimensional space) that is formed from the columns of the matrix . The following identity relates the Kronecker product with operator, see, e.g., [29] , For , is a vector of the diagonal elements of . We use (resp., ) to denote the vector of all ones (resp., all zeros), to denote the matrix of all ones, and to denote the identity matrix. For , the notation , and , denotes the submatrix of containing the first rows and the first columns.
The rest of the paper is organized as follows. The problem formulation is introduced in Section II. Section III is devoted to the semi-definite solution of this problem. In Section IV, randomization procedures for finding rank-one solutions are presented. Section V introduces a method based on lattice basis reduction to reduce the computational complexity of the proposed relaxation models. In Section VI, the soft-decoding methods based on the proposed models are investigated. Simulation results are presented in Section VII. Finally, Section VIII concludes the paper.
II. PROBLEM FORMULATION
A MIMO system with transmit antennas and receive antennas is modeled as (1) where is the channel matrix composed of independent and identically distributed complex Gaussian random elements with zero mean and unit variance, is an complex additive white Gaussian noise vector with zero mean and unit variance, and is an data vector whose components are selected from a complex set with an average energy of . The parameter in (1) is the SNR per receive antenna.
Noting , for , we have
Let and . Using the equations in (2) and (3), the transmitted vector is expressed as (4) where is an matrix of coefficients, and is an binary vector such that , where
. This constraint states that among each components of the binary vector , i.e.,
, there is only one element equal to " " and the rest are zeros.
To avoid using complex matrices, the system model (1) is represented by real matrices in (5) (5) where and denote the real and imaginary parts of a matrix, respectively, is the received vector, and is the input vector.
Let denotes the real matrix therefore (6) expresses the MIMO system model by real matrices and the input binary data vector . Consider the case that different components of in (1), corresponding to the two-dimensional subconstellations, are equal to the Cartesian product of their underlying one-dimensional subconstellations, e.g., QAM signaling. In this case, the components of in (5) belong to the set with real elements, i.e., (7) where only one of the is and the rest are zero.
Let , , and
. Then, the equation for the components of in (7) reduces to and the relationship for the MIMO system model is given in (6) .
At the receiver, the MLdecoding rule is given by (8) where is the most likely input vector and is the received vector. Noting , this problem is equivalent to (9) where is a binary vector. Let and . Therefore, this problem is formulated as
where . The formulation (10) is a quadratic minimization problem with binary variables [28] . Recent studies on solving binary quadratic minimization problems such as graph partitioning [30] and quadratic assignment problem [31] , [32] , show that semi-definite programming is a very promising approach to provide tight relaxations for such problems. In the following, we derive several SDP relaxation models for the minimization problem in (10) . Appendix A provides the mathematical framework for these models using the Lagrangian duality [28] .
III. SEMI-DEFINITE PROGRAMMING SOLUTION
Consider the minimization problem in (10) . Since is a binary vector, the objective function is expressed as (11) where Let denote the set of all binary matrices in with column sums equal to one, i.e.,
Since the constraints , in (10) , and , are equivalent, the minimization problem (10) can be written as
To derive the first semi-definite relaxation model, a direct approach based on the well-known lifting process [33] is selected. In accordance to (13) , for any , , the feasible points of (13) are expressed by (14) The matrix is a rank-one and positive semi-definite matrix. Also, we have where (resp., ) denotes the first row (resp., the first column) 4 of (Note that is a binary vector, and consequently,
). In order to obtain a tractable SDP relaxation of (13), we remove the rank-one restriction from the feasible set. In fact, the feasible set is approximated by another larger set , defined as (15) where denotes the convex hull of a set. This results in our first relaxation model (Model I) for the original problem given in (10):
It is clear that the matrices for are the feasible points of . Moreover, since these points are rank-one matrices, they are contained in the set of extreme points of , see, e.g., [34] . In other words, if the matrix is restricted to be rank-one in (16), i.e., for some , then the optimal solution of (16) provides the optimal solution of (10).
The SDP relaxation problem (16) is not solvable in polynomial time and has no interior points. Therefore, our goal is to approximate the set by a larger set containing . In the following, we show that actually lies in a smaller dimensional subspace. We will further see that relative to this subspace, will have interior points.
A. Geometry of the Relaxation
In order to approximate the feasible set for solving the problem, we elaborate more on the geometrical structure of this set. First, we prove the following lemma on the representation of matrices having sum of the elements in each column equal to one.
Lemma 1:
Let (17) and (18) A matrix with the property that the summation of its elements in each column is equal to one, i.e., , can be written as (19) where . Proof: see Appendix B.
, where .
Using Lemma 1, the following theorem can be proved which provides the structure of the elements in the set . (20) where . For any , there exists a symmetric matrix of order , indexed from to , such that and (21) Also, if is an extreme point of , then , otherwise for . Proof: see Appendix B.
Using Theorem 2, we can show that the set contains (22) Therefore, the feasible set in (16) is approximated by . This results in our second relaxation model (Model II) of the original problem given in (10)
Note that the matrices are contained in the set of extreme points of . We need only consider faces of which contain all of these extreme points. Therefore, we are only looking for the minimal face, which is the intersection of all these faces. We will show later that the SDP relaxation (23) is the projection of the SDP relaxation (16) onto the minimal face of . Solving the relaxation model in (16) over results in the optimal solution of the original problem in (13) , but this problem is NP-hard. Solving the relaxation model in (23) over results in a weaker bound for the optimal solution. In order to improve this bound, the relaxation is strengthen by adding an interesting property of the matrix . This results in the next relaxation model.
B. Tightening the Relaxation by Gangster Operator
The feasible set of the minimization problem (23) is convex. It contains the set of matrices of the form corresponding to different vectors . However, the SDP relaxations may contain many points that are not in the affine hull of these . In the following, we extract a condition which is implicit in the matrix and explicitly add it to the relaxation model (23) . Subsequently, some redundant constraint are removed and this results in an improved relaxation (relaxation Model III).
Theorem 3: Let denote the set of all binary vectors
, . Define the barycenter point, , as the arithmetic mean of all the feasible points in the minimization problem (13); therefore (24) Then i) has a) the value of as its element, b) blocks of dimension on its diagonal which are diagonal matrices with elements , and c) the first row and first column equal to the vector of its diagonal elements. The rest of the matrix is composed of blocks with all elements equal to
ii) iii) the eigenvalues of are given in the vector iv) The null space of can be expressed by where the constraint matrix is the following matrix:
v) the range of can be expressed by the columns of the matrix ; furthermore, .
Proof: see Appendix B.
Remark 2:
The faces of the positive semi-definite cone are characterized by the null space of the points in their relative interior. The minimal face of the SDP problem contains matrices and can be expressed as . Thus, the SDP relaxation (23) is a projected relaxation onto the minimal face of the feasible set .
Theorem 3 suggests a zero pattern for the elements of . We use a Gangster Operator [31] to represent these constraints more efficiently. Let be a set of indices, then this operator is defined as if or otherwise.
Considering the barycenter point, we have for (27) Since is a convex combination of all matrices in with entries either or ; hence, from (27), we have . Also, all the points from the feasible set are the convex combination of . Therefore (28) The feasible set of the projected SDP in (23) is tightened by adding the constraints . By combining these constraints and (23), we note that there are some redundant constraints that can be removed to enhance the relaxation model. This is expressed in the following lemma. for .
Proof: Noting (see Theorem 3.4), the proof follows.
If the Gangster Operator is applied to (23) , the following constraint would be redundant: (31) Note that using Lemma 4, for and the off-diagonal entries of each are zero. Therefore, by defining a new set and eliminating the redundant constraints, we obtain a new SDP relaxation model (Model III)
where is an matrix and is an all-zero matrix except for a single element equal to in its th entry. With this new index set , we are able to remove all the redundant constraints while maintaining the SDP relaxation. The relaxation model in (32) corresponds to a tighter lower bound and has an interior point in its feasible set as shown in the following theorem.
Theorem 5: The matrix defined as (33) is a strictly interior point of the feasible set for the relaxation problem (32) .
Proof: The matrix is positive definite. The rest of the proof follows by showing .
The relaxation in (32) is further tightened by considering the nonnegativity constraints [32] . All the elements of the matrix which are not covered by the Gangster Operator are greater than or equal to zero. These inequalities can be added to the set of constraints in (32) , resulting in a stronger relaxation model (Model IV)
where the set indicates those indices which are not covered by .
Note that this model is considerably stronger than model (32) because nonnegativity constraints are also imposed in the model. The advantage of this formulation is that the number of inequalities can be adjusted to provide a tradeoff between the strength of the bounds and the complexity of the problem. The larger number of the constraints in the model is, the better it approximates the optimization problem (13) (with an increase in the complexity).
The most common methods for solving SDP problems of moderate sizes (with dimensions on the order of hundreds) are interior point methods (IPMs), whose computational complexities are polynomial, see, e.g., [35] . There are a large number of IPM-based solvers to handle SDP problems, e.g., dual scaling algorithm for SDP (DSDP) [36] , self-dual minimization algorithm (SeDuMi) [37] , semi-definite programming algorithm (SDPA) [38] , etc. In our numerical experiments, we use DSDP and SDPA for solving (32) , and SeDuMi is implemented for solving (34) . Note that adding the nonnegativity constraints increases the computational complexity of the model. Since the problem sizes of our interest are moderate, the complexity of solving (34) with IPM solvers is tractable.
IV. RANDOMIZATION METHOD
Solving the SDP relaxation models (32) and (34) results in a matrix . This matrix is transformed to using , whose elements are between and . This matrix has to be converted to a binary rank-one solution of (13), i.e., , or equivalently, a binary vector as a solution for (10) .
For any feasible point of (13), i.e., , the first row, the first column, and the vector of the diagonal elements of this symmetric matrix are equal to a binary solution for (10) . For any matrix resulting from the relaxation problems (32) or (34), its first row, its first column, and the vector of its diagonal elements are equal. Therefore, the vector is approximated by rounding off the elements of the first column of the matrix . However, this transformation results in a loose upper bound on the performance. In order to improve the performance, is transformed to a binary rank-one matrix through a randomization procedure. An intuitive explanation of the randomization procedure is presented in [24] . We present two randomization algorithms in Appendix C.
V. COMPLEXITY REDUCTION USING LATTICE BASIS REDUCTION
Lattice structures have been used frequently in different communication applications such as quantization or MIMO decoding. A real lattice is a discrete set of -dimensional vectors in the real Euclidean -space, , that forms a group under the ordinary vector addition. Every lattice is generated by the integer linear combinations of a set of linearly independent vectors , where , and the integer , , is called the dimension of the lattice. 5 The set of vectors is called a basis of , and the matrix which has the basis vectors as its rows is called the basis matrix (or generator matrix) of .
The basis for representing a lattice is not unique. Usually a basis consisting of relatively short and nearly orthogonal vectors is desirable. The procedure of finding such a basis for a lattice is called lattice basis reduction. Several distinct notions of reduction have been studied, including the LLL reduced basis [11] , which can be computed in polynomial time.
An initial solution for the lattice decoding problem can be computed using one of the simple suboptimal algorithms such as ZFD or channel inversion, e.g.,
. If the channel is not ill-conditioned, i.e., the columns of the channel matrix are nearly orthogonal and short, it is most likely that the ML solution of the lattice decoding problem is around . Therefore, using a reduced basis for the lattice, each in (7) can be expressed by a few points in around , not all the points in . In general, this results in a suboptimal algorithm. However, for the special case of a MIMO system with two antennas (with real coefficients), it has been shown that by using the LLL approximation and considering two points per dimension we achieve the ML decoding performance [39] .
Let be the LLL reduced basis for the channel matrix , where is a unimodular matrix. The MIMO system model in (5) can be written as (35) Consider the QAM signaling. Without loss of generality, we can assume coordinates of are in the integer grid. Since is a unimodular matrix, the coordinates of a new variable defined as are also in the integer grid. Therefore, the system in (35) is modeled by . Note that by multiplying by the constellation boundary will change. However, it is shown that in the lattice decoding problem with finite constellations the best approach is to ignore the boundary and compute the solution [40] . If the solution is outside the region, it is considered as an error. This change of boundary will result in some performance degradation. The performance degradation for some scenarios are depicted later in Figs. 5 and 6.
In order to implement the proposed method using LLL basis reduction, each component of is expressed by a linear combination (with zero-one coefficients) of (usually much smaller than ) integers around , where . Then, the proposed algorithm can be applied to this new model. Due to the change of constellation boundary, there is a degradation in the performance. However, the complexity reduction is large. The tradeoff between performance degradation and complexity reduction can be controlled by the choice of (see simulation results). The reduction in the complexity is more pronounced for larger constellations. Note that the dimension of the semi-definite matrix is . Therefore, the LLL reduction decreases the dimension of the matrix to (where usually ), and consequently, decreases the computational complexity of the proposed algorithm. The performance of this method is shown in the simulation results.
VI. EXTENSION FOR SOFT DECODING
In this section, we extend our proposed SDP relaxation decoding method for soft decoding in MIMO systems. The SDP soft decoder is derived as an efficient solution of the max-approximated soft ML decoder. The complexity of this method is much less than that in the soft ML decoder. Moreover, the performance of the proposed method is comparable with that in the ML decoder. Also, the proposed method can be applied to any arbitrary constellation and labeling method, say Gray labeling.
In the MIMO system defined in (5) , any transmit data is represented by bits ( , where is the corresponding binary input). Given a received vector , the soft decoder returns the soft information about the likelihood of or ,
. The likelihoods are calculated by loglikelihood ratios (LLRs) in a maximum a posteriori probability (MAP) decoder by (36) Define (37) It is shown that the LLR values are formulated by [41] 
where denotes the subvector of obtained by omitting its th element , denotes the vector of all values, also omitting , and (resp., ) denotes the set of all input vectors, , such that (resp., ). Note that there is an isomorphism between (resp., ) and (resp., ), where (resp., ) denotes the set of all corresponding constellation symbols, (resp.,
). As shown in [41] , the computation of the LLR values in (38) requires computing the likelihood function , i.e.,
where . By having the likelihood functions, these LLR values are approximated efficiently using the max-log approximation [41] 
Without loss of generality, we assume that all components of an input vector are equiprobable; 6 therefore, the second term in each maximization in (40) will be removed. Hence, computing the LLR values requires to solve problems of the form (41) where and or . Note that, as mentioned in [43] , only problems among problems of the form (41) are considered.
The quasi-ML decoding method proposed in this paper can be applied to the problem (41) . However, must be defined in implementing the algorithm. This set includes all the input vectors , such that . Assigning or to one of the bits in removes half of the points in . In other words, when , one of the components of the input vector , say , can only select half of the points in the set , say . Therefore, the th component of is represented by (42) As a result, we have the same matrix expression as (7) , except that the length of the vector is and in the th row of the matrix , we have elements , instead of elements . Now, the proposed method can be applied to the new equation based on the new matrix and .
VII. SIMULATION RESULTS

A. Performance Analysis
We simulate the two proposed models (32) and (34) for decoding in MIMO systems with QAM and PSK constellations. Fig. 1 demonstrates that the proposed quasi-ML method using model (32) and the randomization procedure achieves near-ML performance in an uncoded MIMO system with quaternary phase-shift keying (QPSK) constellation. Fig. 2 shows the performance in a MIMO system with 16-QAM. The performance analysis of a MIMO system with different number of antennas employing 8-PSK is shown in Fig. 3 . In Figs. 1-Fig. 3 , the curved lines with the stars represent the performance of the system using relaxation model (32) , while a simple rounding algorithm, as described in Section IV, transforms matrix to the binary vector . The ML decoding performance is also denoted by a curved line with circles. By increasing the dimension, the resulting gap between the relaxation model (32) and the ML decoding increases. However, using the randomization Algorithm I (see Appendix C) with to significantly decreases this gap (curved line with diamonds). The curved lines with squares show the performance of the relaxation model (34) with a simple rounding, in which all the nonnegative constraints are included. This curve is close to ML performance. It is clear that the relaxation model (34) is much stronger than the relaxation model (32) . Note that adopting different number of nonnegative constraints will change the performance of the system between the two curves with diamonds and squares. In other words, the tradeoff between complexity and performance relies on the number of extra nonnegative constraints. Fig. 4 compares the two proposed randomization procedure for the relaxation model (32) and (34) . The effect of the randomization methods (see Appendix C), Algorithm I and II, for the relaxation model (32) is shown. As expected, Algorithm II performs slightly better, while its computational complexity is lower. The solution of the relaxation model in (34) , in most cases, corresponds to the optimal solution of the original problem (10) . In the other words, because the model in (34) is strong enough, there is no need for the randomization algorithm. Several compromises for improving the performance can be done, e.g., including only some of the nonnegative constraints in (34) and/or using a randomization procedure with a fewer number of iterations.
In order to reduce the computational complexity of the proposed method, the LLL lattice basis reduction is implemented as a preprocessing step for the relaxation model (34) . Figs. 5 and 6 show the effect of using the LLL lattice basis reduction in and multiple-antenna systems with 64-QAM and 256-QAM. In a system with 64-QAM and 256-QAM, the performance of the relaxation model (34) is close to the ML performance with and , respectively. By using LLL reduction and considering symbols around the initial point, the performance degradation is acceptable, see Figs. 5 and 6. Note that the resulting gap in the performance is small, while the reduction in computational complexity is substantial. 
B. Complexity Analysis
Semi-definite programs of reasonable size can be solved in polynomial time within any specified accuracy by IPMs. IPMs are iterative algorithms which use a Newton-like method to generate search directions to find an approximate solution to the nonlinear system. The IPMs converge vary fast and an approximately optimal solution is obtained within a polynomial number of iterations. For a survey on IPMs see [44] , [45] . In the sequel, we provide an analysis for the worst case complexity of solving models (32) and (34) by IPMs.
It is known (see, e.g., [46] ) that an SDP with rational data can be solved, within a tolerance , in iterations, where is the dimension of the matrix variable. Note that for the SDP problems (32) and (34) , . The computational complexity for one interior-point iteration depends on several factors. The main computational task in each iteration is solving a linear system an order determined by the number of constraints . This task requires operations. The remaining computational tasks involved in one interior-point iteration include forming system matrix whose total construction requires arithmetic operations. Thus, the complexity per iteration of the IPM for solving SDP problem whose matrix variable is of dimension and number of equality constraints is . This means that for a given accuracy , an interior-point method in total requires at most arithmetic operations.
Since the SDP relaxation (32) contains equality constraints, it follows that a solution to (32) can be found in at most arithmetic operations. SDP relaxation (34) contains equations and sign constraints. In order to solve relaxation (34), we formulate the SDP model as a standard linear cone program (see, e.g., [47] ) by adding some slack variables. The additional inequality constraints make the model in (34) considerably stronger than the model in (32) (see numerical results), but also more difficult to solve. An interior-point method for solving SDP model (34) within a tolerance requires at most arithmetic operations. Since the problem sizes of interest are moderate, the problem in (34) is tractable. However, there exist a tradeoff between the strength of the bounds and the computational complexity for solving these two models (see Section III). The complexity of the randomization procedure applied to the model (32) is negligible compared to that of solving the problem itself. Namely, if we denote the number of randomization iterations by , then the worst case complexity of the randomization procedure is . The problems (32) and (34) are polynomially solvable. These problems have many variables; however, they contain sparse low-rank (rank-one) constraint matrices. Exploiting the structure and sparsity characteristic of semi-definite programs is crucial to reduce the complexity. In [48] , it is shown that rank-one constraint matrices (similar to our problems) reduce the complexity of the interior-point algorithm for positive semi-definite programming by a factor of . In other words, the complexities of the SDP relaxation problems (32) and (34) are decreased to and , respectively. Also, implementing the rank-one constraint matrices results in a faster convergence and a saving in the computation time and memory requirements. It is worth mentioning that when we use the LLL lattice basis reduction, the value of is replaced with in the aforementioned analysis. As mentioned before, this value is much smaller than , e.g., in our simulation results , which results in reducing the computational complexity.
C. Comparison
The worst case complexity of well-known SD method [12] , [21] is known to be an exponential function of dimension over all ranges of rate and [21] . The complexity analysis shows that our proposed SDP algorithms possess a polynomialtime worst case complexity. It should be emphasized that in real-time problems, the time spent decoding the received vector is important and it can be considered as a measure of the complexity.
In the following, the worst case complexities of the algorithm based on model (32) , the method proposed in [27] , the method in [24] , and the SD algorithm [12] are compared with different random values of input vector, channel matrix, and noise for . For each value of , the algorithms are performed for times and the maximum time spent for the decoding procedure is saved in . The average time spent for decoding each case is stored in . It should be emphasized that the for each case depends on how the algorithm is implemented. There are numerous variants for SD algorithm. In the following, we have implemented the SD algorithm based on the Schnorr-Euchner strategy proposed in [12] . Moreover, the simulations of the proposed algorithms are implemented by one of the simplest available packages, the SDPA package [38] . However, by utilizing the sparsity of the constraint matrices as suggested in [48] and using the DSDP package, the computed and can be reduced dramatically (a factor of in the analysis), without any performance degradation. Table I shows the simulation results for a MIMO system with employing 16-QAM. The maximum time for decoding a symbol using SD algorithm is much longer than the corresponding time in the proposed SDP relaxation method. The other three methods have comparable . As also shown in the analysis, the proposed Model III is more complex compared to the two other SDP methods. However, this method outperforms the other SDP methods in [24] and [27] .
The relaxation model (32) outperforms the SDP methods proposed in [24] and [26] . Fig. 7 compares the performance of [26] and the relaxation model (32) and the performance of the Fig. 7 . Comparison of the relaxation model proposed in [26] and that in our method in a MIMO system with four transmit and receive antennas, employing 8-PSK modulation. Fig. 8 . Comparison of the relaxation model proposed in [27] and [24] and that in our method in a MIMO system with four transmit and receive antennas, employing 16-QAM modulation. method proposed in [24] is shown in Fig. 8 in a MIMO system with four transmit and receive antennas. The order of the complexity of [24] is comparable to the proposed model (32) and the order of the complexity of [26] is less than that of the model (32) ( vs.
). The method in [24] can handle QAM constellations; however, it achieves near-ML performance only in the case of binary phase-shift keying (BPSK) and QPSK constellations. Also, the method in [26] is limited to phase-shift keying (PSK) constellations. Note that our proposed methods can be used for any arbitrary constellation and labeling.
The comparison of the performance of the relaxation model proposed in [27] and that of our method is shown in Fig. 8 ( antenna system employing 16-QAM). It is observed that the SDP relaxation models (32) and (34) perform better than [27] . The order of the complexity of [27] is the same as that of the model (23), while the model (34) is more complex ( versus ). Although the worst case complexities of the SD algorithm [12] , [21] and the other variants are exponential, in several papers, the average complexity of these algorithms are investi- [23] , it is shown that generally, there is an exponential lower bound on the average complexity of the SD algorithm. However, it is shown that for large values of and small values of dimension , the average complexity can be approximated by a polynomial function of dimension .
In Table II , the average time spent for decoding the received vectors in the previous scenario is shown. As can be seen, the average complexities of all SDP methods are gradually increasing with while the average complexity of SD method is decreasing exponentially. This suggests that for different dimensions and values of , there is a threshold that the proposed SDP methods perform better than SD algorithm even in terms of the average complexity. However, Table I shows that how inefficient SD algorithm performs in terms of the worst case complexity.
The performance of the proposed algorithm based on Model III and SD algorithm are shown in terms of and in Tables III and IV, for different number of antennas and constellations. It can be seen that, in terms of the worst case complexity, the proposed algorithm based on Model III always outperforms the SD algorithm. Generally, we can conclude that by increasing the dimension and rate, the range of that the proposed model outperforms the SD algorithm increases. In order to show that the values are not sporadic, we also provide the values of in Table IV . This number is the average of the largest 100 decoding times in each case.
The performance of the proposed SDP relaxation model (34) , Model IV, is close to the ML performance. Similar to the SDP relaxation model (32) , the algorithm based on Model IV outperforms the SD algorithm in terms of the worst case complexity (polynomial versus exponential). Furthermore, by using the LLL lattice basis reduction before the proposed SDP model, the complexity is reduced, with an acceptable degradation in the performance (as shown in Simulation Results section).
As a final note, we must emphasize that in the complexity analysis for model (34) , we have considered all the nonnegative constraints. This suggests that the complexity of this model is not tractable. However, it is not required to consider all the nonnegative constraints. In order to implement this model more efficiently, we can solve the SDP relaxation (32) , and solve the SDP relaxation (34) with only the most violated constraints. These constraints correspond to those positions in matrix where their values are the minimum negative numbers. Implementing Model IV based on the most violated constraints reduces the complexity to almost a number of times more complex compared to the Model III.
VIII. CONCLUSION
A method for quasi-ML decoding based on two semi-definite relaxation models is introduced. The proposed semi-definite relaxation models provide a wealth of tradeoffs between the complexity and the performance. The strongest model provides a near-ML performance with polynomial-time wors -case complexity (unlike the SD that has exponential-time complexity). Moreover, the soft decoding method based on the proposed models is investigated. By using lattice basis reduction, the complexity of the decoding methods based on theses models is reduced.
APPENDIX A LAGRANGIAN DUALITY
In this appendix, we show that Lagrangian duality can be used to derive the SDP relaxation problem (23) . We first dualize the constraints of (10), and then derive the SDP relaxation from the dual of the homogenized Lagrangian dual. Finally, we project the obtained relaxation onto the minimal face. The resulting relaxation is equivalent to the relaxation (23) .
Consider the minimization problem in (10) . According to [28] , for an accurate semi-definite solution, zero-one constraints should be formulated as quadratic constraints. Therefore
First, the constraints are added to the objective function using Lagrange multipliers and
Interchanging and yields (45)  TABLE III  DECODING TIME IN A MIMO SYSTEM WITH FOUR TRANSMIT AND FOUR RECEIVE ANTENNAS EMPLOYING QPSK   TABLE IV  DECODING TIME IN A MIMO SYSTEM WITH EIGHT TRANSMIT AND EIGHT RECEIVE ANTENNAS Next, we homogenize the objective function by multiplying it with a constrained scalar and then increasing the dimension of the problem by . Homogenization simplifies the transition to a semi-definite programming problem. Therefore, we have (46) where is a diagonal matrix with as its diagonal elements. Introducing a Lagrange multiplier for the constraint on , we obtain the lower bound (47) Note that both inequalities can be strict, i.e., there can be duality gaps in each of the Lagrangian relaxations. Also, the multiplication of by is a multiplication by . Now, by grouping the quadratic, linear, and constant terms together and defining and , we obtain (48) where and (49) Note that we will refer to the additional row and column generated by the homogenization of the problem as the th row and column. There is a hidden semi-definite constraint in (48), i.e., the inner minimization problem is bounded below only if the Hessian of the quadratic form is positive semi-definite. In this case, the quadratic form has minimum value . This yields the following SDP problem:
We now obtain our desired SDP relaxation of (43) as the Lagrangian dual of (50). By introducing the dual matrix variable , the dual program to the SDP (50) would be
where the first constraint represents the zero-one constraints in (43) by guaranteeing that the diagonal and th column (row) are identical (matrix is indexed from ); and the constraint is represented by the constraint . Note that if the matrix is restricted to be rank-one in (51), i.e., for some , then the optimal solution of (51) provides the optimal solution, , for (43) .
Since the matrix is a positive semi-definite matrix; to satisfy the constraint in (51), has to be singular. This means the feasible set of the primal problem in (51) has no interior [31] and an interior-point method may never converge. However, a simple structured matrix can be found in the relative interior of the feasible set in order to project (and regularize) the problem into a smaller dimension.
As mentioned before, the rank-one matrices are the extreme points of the feasible set of the problem in (51) and the minimal face of the feasible set that contains all these points shall be found [31] .
From Theorems 2 and 3, we conclude that is in the minimal face if and only if , for some . By substituting for in the SDP relaxation (51), we get the following projected SDP relaxation which is the same as the SDP relaxation in (23):
Note that the constraint can be dropped since it is always satisfied, i.e., . 
APPENDIX B PROOFS
Since is a binary vector, it follows that , , and . The proof follows analogously for any convex combination of the extreme points from .
C. Theorem 3
Fix and let
Considering the constraint on this vector in (13), we divide into subvectors of length . In each subvector, all the elements are zero except one of the elements which is one. Therefore, there are different binary vectors in the set . Consider the entries of the th row of . Note that means that the th element of is . In addition, there is only one element equal to in each subvector. Therefore, there are such vectors, and the components of the th row of are given by Now consider the entries of in the other rows, . 1) If , then means that the th element of the vector is and there are such vectors; therefore, the diagonal elements are 2) If , , , i.e., the element is an offdiagonal element in a diagonal block, then means that the th and the th elements of in a subvector should be and this is not possible. Therefore, this element is always zero.
3) Otherwise, we consider the elements of the off-diagonal blocks of . Then, means that the th and the th elements of in two different subvectors are and there are such vectors; therefore, the elements of the off-diagonal blocks are This proves the representation of in i) in Theorem 3. It can be easily shown that (62) where . Note that . The eigenvalues of are , with multiplicity and the eigenvalues of are , with multiplicity , and . Note that the eigenvalues of a Kronecker product are given by the Kronecker product of the eigenvalues [29] . Therefore, the eigenvalues of are , with multiplicity , and , with multiplicity . Therefore, we have (63) This proves ii) in Theorem 3.
By (62) and (63), we can easily see that the eigenvalues of are , with multiplicity , , and , with multiplicity . This proves iii) in Theorem 3.
The only constraint that defines the minimal face is . By multiplying of both sides by and using the fact that is a binary vector, we obtain (64) This condition is equivalent to (65) Note that . Therefore, we have This proves iv) in Theorem 3. Since and using Theorem 2, the columns of span the range space of . This proves v) in Theorem 3.
APPENDIX C RANDOMIZATION ALGORITHM
In this appendix, we present two randomization algorithms to transform to a binary rank-one matrix.
A. Algorithm I
Goemans and Williamson [49] introduced an algorithm that randomly transforms an SDP relaxation solution to a rank-one solution. This approach is used in [24] for the quasi-ML decoding of a PSK signaling. This technique is based on expressing the BPSK symbols by elements. After solving the relaxation problem in [24] , the Cholesky factorization is applied to the matrix and the Cholesky factor is computed, i.e.,
. In [24] , it is observed that one can approximate the solution of the distance Fig. 9 . Representation of the randomization algorithm in [49] . minimization problem using , i.e., is approximated using . Thus, the assignment of or to the vectors is equivalent to specifying the elements of .
It is shown that norms of the vectors are one, and they are inside an -dimensional unit sphere [24] , see Fig. 9 . These vectors should be classified in two different groups corresponding to and . In order to assign or to these vectors, the randomization procedure generates a random vector uniformly distributed in the sphere. This vector defines a plane crossing the origin. Among given vectors , , all the vectors at one side of the plane are assigned to and the rest are assigned to , as shown in Fig. 9 . This procedure is repeated several times and the vector resulting in the lowest objective function is selected as the answer.
In our proposed approach, the variables are binary numbers. In order to implement the randomization procedure of [49] , we bijectively map the computed solution of the SDP formulation to the solution of the corresponding SDP formulation. More precisely, we use the following mapping:
. . . . . . . . . . . .
where is the resulting matrix from the relaxation model (32) or (34) and is its corresponding matrix with elements. Using (66), the solution for (10) can be computed using a similar randomization method as in [24] . The computational complexity of this randomization algorithm is polynomial [24] .
Considering zero-one elements in our problem, we propose a new randomization procedure inspired by [49] . This algorithm can be applied to formulation directly. Therefore, the complexity of the whole randomization procedure is reduced, since the preprocessing step, i.e., bijective mapping in (66), is omitted.
B. Algorithm II
After solving the relaxation model (32) or (34) , the Cholesky factorization of results in a matrix such that . The matrix is neither binary nor rank-one. Therefore, norms of the resulting vectors are between zero and one. These vectors are depicted in Fig. 10 . Intuitively, a sphere with a random radius uniformly distributed between zero and one has the same functionality as the random plane in Fig. 9 . In order to assign or to these vectors, the randomization procedure generates a random number, uniformly distributed between and , as the radius of the sphere. Among the given vectors , , all the vectors whose norms are larger than this number are assigned to and the rest are assigned to . In another variation of this algorithm, the radius of the sphere can be fixed, and norms of these vectors are multiplied by a random number. This procedure is repeated several times and the vector resulting in the smallest objective function value in (10) is selected as the solution. Simulation results confirm that the proposed method results in a slightly better performance for the lattice decoding problem compared to the first algorithm. Also, the computational complexity of the randomization algorithm is decreased, due to the removal of the preprocessing step in (66). It is worth mentioning that, according to (57) and (61), the randomization procedure can be implemented for the matrix , which results in further reduction in the computational complexity.
