Entropy is originally introduced to explain the inclination of intensity of heat, pressure, and density to gradually disappear over time. Based on the concept of entropy, the Second Law of Thermodynamics, which states that the entropy of an isolated system is likely to increase until it attains its equilibrium state, is developed. More recently, the implication of entropy has been extended beyond the field of thermodynamics, and entropy has been applied in many subjects with probabilistic nature. The concept of entropy is applicable and useful in characterizing the behavior of stochastic processes since it represents the uncertainty, ambiguity, and disorder of the processes without being restricted to the forms of the theoretical probability distributions. In order to measure and quantify the entropy, the existing probability of every event in the stochastic process must be determined. Different entropy measures have been studied and presented including Shannon entropy, Renyi entropy, Tsallis entropy, Sample entropy, Permutation entropy, Approximate entropy, and Transfer entropy. This review surveys the general formulations of the uncertainty quantification based on entropy as well as their various applications. The results of the existing studies show that entropy measures are powerful predictors for stochastic processes with uncertainties. In addition, we examine the stochastic process of lithium-ion battery capacity data and attempt to determine the relation between the changes in battery capacity over different cycles and two entropy measures: Sample entropy and Approximate entropy.
Introduction
A stochastic process can be simply defined as a collection of random variables indexed by time. The continuous and discrete time cases can be separated to define stochastic processes more precisely. A discrete time stochastic process X dis = fX n , n = 0, 1, 2, . . .g is a countable collection of random variables indexed by non-negative integers, whereas a continuous time stochastic process X con = fX t , 0 ł t ł 'g is an uncountable collection of random variables indexed by non-negative real numbers. 1 recent decade. The concept of entropy, which stems from thermodynamics, has advanced our understanding of the world. [3] [4] [5] Entropy is one of the concepts in physics that can be useful in rejecting the null hypothesis of unpredictability of stochastic processes. [6] [7] [8] In this regard, various metrics including Shannon entropy, Renyi entropy, Tsallis entropy, Approximate entropy, Sample entropy, Transfer entropy, and Permutation entropy have been presented. The concept of entropy is applicable and useful in characterizing the behavior of stochastic processes since it represents the uncertainty, ambiguity, and disorder of the process without causing any restrictions on the theoretical probability distribution. In order to quantify the entropy, an associated probability distribution is needed. 9 The conditional heteroscedastic models such as Generalized Autoregressive Conditional Heteroskedasticity (GARCH) models have traditionally been studied for measuring the variabilities in the stochastic processes due to the inherent uncertainties. In this article, first, we present traditional models as well as their assumptions and limitations. Next, we review the literature on the relationship between entropy measures and uncertainty inherent in stochastic processes. This research area is characterized by numerous studies reflecting different entropy measures, uncertainties, methodologies, and applications. We discuss nearly 140 scholarly works on the subject and draw general conclusions from previous studies. We attempt to provide a cogent approach to the issue, identify the key findings from the literature, and present the concluding remarks as well as the future research directions. In addition, we present case study of the lithium-ion battery capacity data, which is an example of stochastic process. We examine the relation between battery capacities over different cycles and two entropy measures: Sample entropy (SampEn) and Approximate entropy (ApEn).
Conditional heteroscedastic models
Before the idea of utilizing entropy measures for uncertainty modeling and quantification was introduced, long memory and volatility clustering 10, 11 were traditionally studied for predictive modeling and uncertainty quantification based on conditional heteroscedastic models. Conditional heteroscedastic models are statistical models, which are usually used to model time series. These models explain the variance of the current error term, known as innovation, as a function of the previous periods' error terms. 12 Examples of conditional heteroscedastic models are Autoregressive Conditional Heteroskedasticity (ARCH) model, Generalized ARCH (GARCH) model, GARCH in-Mean (GARCH-M) model, and Exponential GARCH (EGARCH) model. Conditional heteroscedastic models are mostly used to model the stochastic behavior of a time series, which is a special case of stochastic process with discrete time data. This section reviews and summarizes these models focusing on the main assumptions and modeling principles. Conditional heteroscedastic models for variances are based on Autoregressive (AR) and Moving Averages (MA) as follows.
The general form of the GARCH variance model, GARCH (p, q), 13 can be written as follows
where v, a i , and b j are model parameters with the following assumptions In the GARCH-M model, 14 the conditional variance, h t , of the random variable X t , given the random variable Y t , is a linear function of the previous periods' conditional variances and the square of the past periods' errors
In addition, the error terms, e t , are distributed according to a normal distribution as follows
where X t is the risk premium, Y t is a predetermined vector of variables, O is information set which explains the variability in the stochastic process X t , and O tÀ1 indicates that the current information is significant in regard to forecasting the future random variable X t . It should be noted that if information arrives in clusters, the random variable X t may exhibit clustering as well. In the EGARCH model, 15 the logarithm of the conditional variance follows an AR as shown below
where v, a i , b i , [, and c are parameters. It is noted that v, a i , and b i are not necessarily non-negative. As it is shown in equations (6)- (10), the variances depend on both the sign and the size of lagged residuals. In summary, GARCH family models can be used for modeling the stochastic processes with complicated endogenous and exogenous uncertainties such as the financial time series. In order to build the appropriate GARCH model that fits the data set, the GARCH parameters must be estimated based on the historical data. It is noted that the model order parameters p and q can be specified according to the autocorrelations of the standardized residuals. Hurst exponent is another metric which can be used for measuring the long-term memory of time series. Hurst exponent can be estimated by fitting the power law to the data set in time-series form. It represents the autocorrelations 16 of the time series and how the autocorrelations decrease as the number of lags increases. Autocorrelation between the observations challenges the unpredictability of the stochastic processes since the future data can be forecasted based on the previous data. However, Gunaratne et al. 17 stated that Hurst parameter, in isolation, is not sufficient to conclude the presence of long-term memory. Kwon and Yang 18 showed that directionality between the different data points is not reflected in the cross-correlation. [19] [20] [21] Another approach for studying the phenomena of long memory and volatility clustering is by using measures based on the concept of entropy including Shannon entropy, Renyi entropy, 22, 23 Tsallis entropy, [24] [25] [26] [27] Transfer entropy, and Sample entropy as explained in the following section.
Entropy measures for uncertainty quantification

Shannon entropy
Entropy was first discussed by Clausius in 1865 to explore the inclination of intensity of heat, pressure, and density to gradually disappear over time. Based on this concept, Clausius established the Second Law of Thermodynamics stating that the entropy of an isolated system is likely to increase until it attains its equilibrium state. Schwill 28 and Shannon 29, 30 extended the concept of entropy and claimed that entropy is not limited to thermodynamics and can be applied in any subject with probabilistic nature. 31, 32 Bentes et al. 33 argued that physical concept of entropy is actually a special case of the Shannon entropy as it quantifies probabilities in the full state space. Schwill 28 stated that entropy is a measure of uncertainty in random variables. For a random variable X over a probability space O and probability distribution p(x), Shannon entropy is defined as follows
where H(X ) cont and H(X ) discr are entropy measures for continuous and discrete random variables, respectively. Moreover, equations (11) and (12) can be explained as follows
As it is shown in equation (13), the expected value of log1=p(X ) is equivalent to Shannon entropy. It should be noted that the original measurement units for entropy are bits, which are units of information needed to store one symbol in a message. Entropy can also be used as one way of measuring the uncertainty of random processes. The state with p(X ) = 0 can be justified by lim p!0 p Á log 2 (p) = 0. It is also noted that, as Kullback and Leibler 34 showed, the definition of Shannon entropy lacks an invariant measure and in the absolutely continuous case depends on the parametrizations. 35 The concept of Shannon entropy has been applied to different domains including the power systems, 36 physics, 29, 30 finance, 3 biology, 4 physiology, 1 and cardiovascular time series.
37-41
Maasoumi and Racine 42 studied the predictability of the time series by utilizing a new measure of dependence, which performs similar to the Shannon entropy as follows
where f = f (x, y) is the joint density and f 1 = f (x) and f 2 = f (y) are the marginal densities of the random variables X and Y . The interesting properties of this measure of dependence are as follows:
1. It is applicable in both discrete and continuous cases.
2. It lies within the range from 0 to unity. It is normalized to 0 in the case of independency and the modulus of the measure is 1 in the case of measurable exact relationship between the random variables. 3. In the case of a bivariate normal distribution, this measure of dependence has a simple relationship with the correlation coefficient. 4. It measures not only the distance but also the divergence.
Moreover, they compare their numerical results with those of a set of traditional measures. They show that their entropy measure [43] [44] [45] is capable of uncovering non-linear dependence in the time series. To the best of our knowledge, the work by Maasoumi and Racine is one of the first studies related to the entropy measures, uncertainty, and predictability of time series, at least, in the finance area.
Renyi and Tsallis entropies
Shannon entropy performs well only if the storage capacity of a transmitting channel is finite. Renyi presents a new entropy measure known as Renyi entropy of order a, S a (X ), for discrete variables, 46, 47 which is defined as follows
where a . 0 and a 6 ¼ 1. It is noted that in the case of limit a ! 1, Renyi entropy and Shannon entropy are identical. Tsallis entropy [24] [25] [26] [27] for any non-negative real number q, S q (X ), can be estimated as it is shown in the following formula
Tsallis entropy yields power-law distribution, whereas Shannon entropy yields exponential equilibrium distribution. It is noted that p a k and p a i in equations (15) and (16) are the probability distributions of a given random variable X . Renner and Wolf 48 introduced a new entropy measure called smooth Renyi entropy for characterizing the fundamental properties of a random variable such as the uniform randomness that may be extracted from the random variable. Let B e (P) : = fQ : d(P, Q) ł eg be the set of probability distributions which are e-close to P, the e-smooth Renyi entropy of order a can be defined as
where P is the probability distribution with range Z, d is the variational distance, a 2 ½0, ', and e ø 0.
Sample entropy
Sample entropy is useful in quantifying the fluctuation degree of a time series. [49] [50] [51] [52] [53] [54] [55] [56] The sample entropy SampEn (m, r, N c ) can be defined as the negative natural logarithm of an estimate of the conditional probability that windows of length m (subseries of the time series of length N c ) that remain similar within a tolerance r also match at the next point.
The process of sample entropy measurement can be summarized as follows.
For a data sequence x(n) = x(1), x(2), x(3), . . . , x(N), where N is the total number of data points to calculate SampEn (r, m, N), a run length m and a tolerance window r must be specified to compute SampEn (r, m, N ).
Step 1. Form m-vectors, X (1) to X (N À m + 1) defined by
Step 2. Define the distance d½X (i), X (j) between vectors X (i) and X (j) as the maximum absolute difference between their respective scalar components
The relation matrix is shown in Figure 1 .
Step 3. Define for each i
where i = 1 to N À m + 1.
Step 4. Sample entropy for a finite data length of N can be estimated as
Mutual information and transfer entropy
Entropy measures, including the measures discussed in the previous section, are useful in explaining the variability in univariate time series. [57] [58] [59] [60] The concept of entropy is extended to the Transfer entropy 61 and Mutual information, 62, 63 which are discussed in the following section. The concept of Transfer entropy is applicable to uncovering the information flows between the systems, bivariate analysis of time series under uncertainties such as financial time series, 28 and multivariate analysis of time series in various disciplines such as physiology, 64 neuroscience, 65 ecology, bionomics, and neurology. 28 Mutual information and Transfer entropy measure the information flow between two time series and determine whether the variability in one random variable is helpful in explaining the variability in a second variable, whereas Shannon entropy is utilized for quantifying the variability in an individual random variable. Mutual information and Transfer entropy can be determined based on the conditional probability distributions between the two random variables and are discussed in this section.
The joint entropy H(X , Y ) and conditional entropy H(X jY ) of two variables X and Y with probability space X and Y are defined as
Moreover, the relationship between conditional and joined entropies is as follows
Mutual information of two random variables X and Y , I(X ; Y ), 66, 67 and its general form, Transfer entropy, determine the dependency between two time series. 68, 69 Mutual information quantifies the reduction of uncertainty regarding X by observing Y 70, 71 as is shown in the following formula Mutual information is symmetric and therefore cannot be used for determining the direction of an information flow 35, 72 
Mutual information can be modified in order to include lead-lag relationships 73 as follows
where t is the number of lags. The mutual information between the random variables X and Y without lag and the mutual information between the random variable X and the lagged version of the random variable Y with t =À1 are depicted in Figure 3 . Measuring the interactions between the time series is critical in most disciplines. Correlation and crosscorrelation can be utilized to detect the linear dependence between time series. However, these measures are not appropriate for modeling the dependence between the time series due to the following two reasons: time is not equally spaced and there is a non-linear mechanism in the time series. Hence, Transfer entropy, which performs according to transition probabilities, can be utilized to quantify the dependence between the time series. 74 Let p(x 1 , . . . , x n ) be the probability of observing the sequence (x 1 , . . . , x n ). Transfer entropy, [75] [76] [77] [78] which is a general form of mutual entropy, can be determined as
where x t and y t are the discrete states of X and Y at time t, and the parameters m and l are the number of past observations included in X and Y . Figure 4 illustrates a bivariate analysis between the two random variables X and Y , and the Transfer entropy T Y !X (1, 1).
The main difference between the Transfer entropy and Mutual information is that Transfer entropy takes into consideration the transition probabilities. Transfer entropy can be defined as the difference in the gain of information regarding x t m + 1 conditioned on both its own history and the history of y t , and the case where it is conditioned on its own history only. It is noted that Transfer entropy is not symmetric. Moreover, for a stationary Markov process, only the most recent history, X nÀ1 , is required for forecasting X n .
Marschinski and Kantz 79 examined the well-known physical concepts such as Spin systems, 80 Turbulence, 81 Universality, 82 Self-organized criticality, 83, 84 Complexity, 85 and entropy and concluded that among these physical concepts entropy may be useful in capturing the uncertainties inherent in stochastic processes. Kwon and Yang 86 argued that the first step in the study of Transfer entropy is to discretize the time series 87, 88 by some coarse graining. They partition the variables x n into discretized counterparts A n , by utilizing a constant d as follows
It is crucial to determine an appropriate constant d since the probability of the states varied by the changes in d.
Effective transfer entropy
Using the longer history of the time series in the calculation of Transfer entropy may cause noises rather than providing more information. [89] [90] [91] [92] The limitation of the Transfer entropy is that it does not account for the effect of noises. 67 In order to take into consideration the noises, Effective Transfer entropy 93 is introduced as
whereT sh is the mean shuffled Transfer entropy, 28 m is the length of the past history of X , and l is the length of the past observations of Y .
Relative explanation added (REA) can be utilized as a secondary measure 28 to study the uncertainty based on the concept of entropy as follows
REA quantifies the extra information obtained from the history of the random variables X and Y , when X has already been observed.
Entropy rate
Entropy rate measures the average information required in order to predict a future observation given the previous 28 observations as follows
where H(X 0 jX À1 , . . . , X À n + 1 ð Þ ) represents the entropy measure conditioned on the history of the random variable X . The conditional entropy H(X 0 jX À1 ) and the entropy rate h ' are illustrated in Figure 5 .
Normalized permutation entropy and number of forbidden patterns
Zunino et al. 94 stated that the Random Walk model is based on the assumption that the dynamic changes in the data are uncorrelated and therefore entropy measures can be used to capture the uncertainties inherent in the time series. 95 The authors discussed the Second Law of Thermodynamics, which states that entropy expands monotonically over time. In addition, they examined Renyi, 96, 97 Tsallis, 98 Approximate, [99] [100] [101] and Transfer entropies, as well as a local approach to study Shannon entropy. 102 Zunino et al. 103 presented two new quantifiers for predictive models: the number of Forbidden patterns and the normalized Permutation entropy. Both of these metrics are model independent and therefore have wider applicability. The number of Forbidden patterns is positively correlated with the inefficiency degree, and the normalized Permutation entropy is negatively correlated with the inefficiency degree. Forbidden patterns represent the patterns that cannot be uncovered because of the underlying deterministic structure of the time series. It is noted that Permutation entropy is the normalized form of Shannon entropy over the probability distribution P = fp(p i ), i = 1, . . . , D!g as follows
where S stands for Shannon entropy and S max = lnD! (0 ł H S ł 1). It is noted that the greatest value of H S ½P is equal to unity in the case of totally random sequence and the smallest value of H S ½P is equal to zero in the case of increasing/decreasing sequence.
Entropy measures based on singular value decomposition
Gu et al. 104 investigated the predictive ability of the Singular Value Decomposition entropy. The multifractality of time series is due to local fluctuations of the index, long-term memory of the volatility, 105, 106 heavy-tailed distributions, herding behavior, outside information, the intrinsic properties, non-linear incremental changes in the data, and so on. According to their study, the tendency of the entropy series is ahead of the component index, which indicates that the Singular Value Decomposition entropy has predictive power for the variable.
Caraiani 107 studied the entropy measures based on the Singular Value Decomposition of the correlation matrix for the components of the time series and defined the correlation matrix of data as follows
where y i h i is the mean, and s i and s j are the standard deviations of y i and y j , respectively. He used Granger causality tests [108] [109] [110] to determine whether a certain time series is helpful in predicting the future dynamics of the second variable as is shown in the following formula
where y t and x t are the variables of interest and u t are the uncorrelated disturbances. The parameters k and l are the order of lags. The null and alternative hypotheses in his statistical analysis are as follows
Residual sum of squares for the initial series, RSS u , and the restricted version without y tÀk , RSS v , can be defined as follows
The appropriate statistic, F 0 , can be determined as follows
F 0 -statistic has l and (N À l À 1) degrees of freedom. Caraiani 107 used the F 0 -statistic and attempted to address the following question: do the entropy indices Granger-cause the time series? In other words, are the past values of a random variable, x t , helpful in predicting a second variable, y t , beyond the information contained in the past values of y t ?
Approximate entropy
In this section, other measures of dependencies of random variables are presented. Different methods for quantifying the uncertainties of stochastic processes have been introduced including the methods based on Fourier analysis, 111, 112 Symbolic analysis, 113 Amplitude statistics, [113] [114] [115] [116] [117] and Wavelet transform. 118, 119 Huang et al. 120 reported that real-world complex dynamics reflect anomalous, chaotic, irregular, and nonstationary characterizations due to various factors, including internal drive and external disturbances. In particular, the methods of analyzing the stochastic process of financial times series include wavelet analysis, 121, 122 detrended fluctuation analysis, 123, 124 and diffusion entropy analysis (DEA). [125] [126] [127] Shi and Shang 128 studied two entropy-related metrics, Crosssample entropy and Transfer entropy, as well as a Cross-correlation analysis to examine the relationship between time series among different data sets. Crosssample entropy, Transfer entropy, and Cross-correlation measures are utilized to obtain the asynchrony, information flow, and cross-correlation between the time series, respectively. Other statistical tools, which have been introduced to examine the stochastic processes, are Correlation function, Multi-fractal, Spinglass models, and Complex networks. [129] [130] [131] [132] [133] [134] [135] [136] [137] The Kolmogorov-Sinai entropy for real-world time series cannot be precisely estimated. Therefore, the analysis of the finite and noisy time series can be performed by using Approximate entropy. 137 In addition, Cross-sample entropy is based on Approximate entropy, [138] [139] [140] [141] which captures changes in a system complexity. Approximate entropy can be utilized to measure patterns in time series and uncover the regularities by extracting the noises from the original data. Kristoufek and Vosvrda 135 studied various variables including the Efficiency indices, Long-term memory, Fractal dimension, 142 and Approximate entropy. According to their study, the efficiency index can be defined as a distance from the unpredictable process specification based on various measures including Long-term memory, Fractal dimension, and Approximate entropy.
Consider a series of numbers of length N , u(1), . . . , u(N ) and form m-blocks of the subseries
, where m is a nonnegative number less than or equal to the length of the series. We then determine C m i (r) as the fraction of blocks x(j) which have a distance of less than a given positive real number r. Approximate entropy can be calculated as 140 ApEn m, r, N ð
where F m (r) is defined as
and C m i (r) can be calculated as
Y is Heaviside function which counts the instances where the distance d is below the threshold r. Approximate entropy quantifies the logarithmic likelihood that sequences of patterns that are close for m observations remain close on next comparisons as well. 28 
Case study
Battery health monitoring is important since the failure of the battery may result in the failure of the system. The proper and efficient battery health management can prevent the disastrous hazards and premature failures. This section aims at determining the correspondence between the loss in the capacity of the battery and the Sample entropy (SampEn) and Approximate entropy (ApEn) of voltages. Many approaches for estimating the battery capacity are based on a direct analysis of battery capacity with respect to aging cycle. Approximate entropy is capable of quantifying the regularity of time series and therefore can be used as estimators of degradation of the battery capacities.
In this section, we use the definitions of Sample entropy and Approximate entropy and determine these two entropy measures for the changes in the battery voltages over time. We examine five lithium-ion batteries as follows: PL19, PL17, PL11, PL10, and PL09. The battery voltages over time are illustrated in Figure  6 . Figure 7 displays the changes in the battery capacities over cycle. The Sample entropy (SampEn) and Approximate entropy (ApEn) are calculated and shown in Figures 8 and 9 , respectively.
It is noted that the degradation of batteries may be due to the internal shorts, opening of the short, or cell undergoing reversal. Thus, detecting these causes of degradation is very significant for battery diagnosis in real-world applications.
Discussion and conclusion
Entropy was originally defined as the average number of bits needed to store or communicate one symbol in a message. It can also quantify the uncertainty involved in predicting the value of a random variable. In this article, we review various entropy measures to examine the uncertainties inherent in stochastic processes. It is shown that different predictive models have been built by using various entropy measures. The concept of entropy has not been limited to physics and thermodynamics. The entropy measures have been used for developing predictive models in various disciplines including mechanics, finance, physiology, neuroscience, ecology, bionomics, and neurology. Moreover, various entropy measures have been introduced depending on the process and time series studied. These metrics include, but are not limited to Shannon entropy, Approximate entropy, Sample entropy, Transfer entropy, and Permutation entropy. The concept of entropy is helpful in characterizing stochastic processes since it represents the uncertainty and disorder of the process, without causing any restrictions on the theoretical probability distribution. The contribution of this article lies in its description of information, uncertainty, entropy, and ignorance in stochastic processes. More precisely, information is the decline in disorder and ambiguity, uncertainty is referred to the unlikelihood of logical reasoning, entropy is the expected information, and ignorance is the lack of knowledge regarding the uncertainty. The key findings of this review and the future research directions are as follows:
1. Entropy is useful in explaining the uncertainties inherent in stochastic processes. 2. Entropy measures have predictive power, and the type of time series studied may have an impact on the predictive ability of the entropy measures. 3. Entropy measures play an important role in various branches of science and disciplines. 4. Entropy is an indicator representing the complexity of the signals. The greater the entropy measures are, the more complexity the signals accumulate, and the more information the signals contain.
5. The results of the existing studies in this research area show that the predictive ability of the entropy measures is related to the complex degree of the available information. 6. Future work should examine the predictive power of the entropy after taking into account the effect of other variables such as periodicity.
Variables such as periodicity may make some of the uncertainties inherent in stochastic processes more explicit. 7. The entropy-based proposed method can be applied to battery monitoring and prognostics, and it is found that Sample entropy and Approximate entropy are useful in quantifying the fluctuation degree of a stochastic process. These two entropy measures can quantify the regularity of time series and assess the predictability of a data sequence. Thus, they can be applied to battery capacity data as an indicator for battery health.
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