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Abstrakt
Te´matem diplomove´ pra´ce je na´vrh a implementace prototypu aplikace TOPZ demonstruj´ıc´ı
datove´ skladiˇsteˇ. Nejprve je v kra´tkosti rozebra´na problematika datovy´ch skladiˇst a jsou
navrzˇeny mozˇnosti vylepsˇen´ı. Na´sleduje specifikace pozˇadavk˚u a na´vrh koncepce demon-
stracˇn´ı aplikace, na ktere´ budou vylepsˇen´ı testova´na. V posledn´ı kapitole je na rozebra´no
testova´n´ı vy´konnosti datove´ho skladiˇsteˇ.
Abstract
The topic of the master’s thesis is a concept and implementation of the prototype appli-
cation TOPZ demostrating the data warehouse. All theoretical facts about the data storage
space are discussed at first. It is also specified the areas of possible improvements of the
data warehouse. The specification of requirements and concept of the demonstration appli-
cation are described in the following part. Testing the performace of the data warehouse is
discussed in last chapter.
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Kapitola 1
U´vod
Na konci minule´ho stolet´ı dosˇlo k velke´mu rozvoji informacˇn´ıch technologi´ı. S t´ımto rozvo-
jem u´zce souvis´ı vytva´rˇen´ı obrovske´ho mnozˇstv´ı dat, ktera´ lze pouzˇ´ıt k z´ıska´n´ı uzˇitecˇny´ch
informac´ı. Prˇesnost teˇchto informac´ı ovsˇem za´vis´ı na mnozˇstv´ı dostupny´ch dat. Hodnota
informac´ı vsˇak s postupuj´ıc´ım cˇasem od jejich z´ıska´n´ı a vyhodnocen´ı vy´razneˇ klesa´. Jde
tedy o to, jak z´ıskana´ data co nejdrˇ´ıve zpracovat, a tak z nich z´ıskat pozˇadovane´ informace
co nejrychleji s maxima´ln´ı validitou. Zpracova´vana´ data lze skladovat r˚uzneˇ, ovsˇem nejlepsˇ´ı
je jejich skladova´n´ı ve specializovany´ch datovy´ch skladiˇst´ıch.
Datova´ skladiˇsteˇ prˇedstavuj´ı jednou z vy´znamny´ch cˇa´st´ı informacˇn´ıch syste´mu˚, ktere´
se velmi rychle rozv´ıjej´ı a meˇn´ı sve´ pozˇadavky nejen z d˚uvodu zmeˇn pozˇadavk˚u manazˇer˚u
a na´r˚ustu mnozˇstv´ı zpracova´vany´ch dat, ale i z d˚uvodu r˚ustu hardwarove´ho vy´konu pocˇ´ıtacˇ˚u.
Informace z datovy´ch skladiˇst’ je nutno z´ıska´vat a analyzovat. Pro tyto u´cˇely jsou
pouzˇ´ıva´ny OLAP analy´zy a transformace.
Tato pra´ce se zaby´va´ na´vrhem prototypu datove´ho skladiˇsteˇ, zvla´sˇteˇ jeho optimalizac´ı
pro potrˇeby Realtime OLAP. Zaby´va´ se testova´n´ım zrcadla zdrojove´ho syste´mu jako jed-
noho z prostrˇedku urychlen´ı promı´tnut´ı zmeˇn ve zdrojove´m syste´mu do datove´ho skladiˇsteˇ.
V u´vodu pra´ce je nast´ıneˇna problematika datovy´ch skladiˇst’, jejich dosavadn´ı vy´voj a pro-
blematika manipulace s daty (kapitoly 2 a 4). V kapitola´ch 5 a 6 jsou vzneseny pozˇadavky
na celkovy´ vytva´rˇeny´ syste´m a na´vrh rˇesˇen´ı jednotlivy´ch cˇa´st´ı syste´mu. Na´sleduj´ı vy´sledky
testova´n´ı chova´n´ı datove´ho skladiˇsteˇ (kapitola 8). V za´veˇrecˇne´ kapitole 9 jsou nast´ıneˇna
mozˇna´ pokracˇova´n´ı projektu a mozˇna´ budouc´ı zlepsˇen´ı.
V pra´ci bylo vyuzˇito poznatk˚u z me´ bakala´rˇske´ pra´ce, zvla´sˇteˇ pak v kapitole 4, a po-
znatk˚u z me´ho semestra´ln´ıho projektu v kapitole 5.
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Kapitola 2
Uveden´ı do problematiky
Da´vno jsou jizˇ doby, kdy pouze nejsilneˇjˇs´ı uda´vali tempo r˚ustu civilizace. V dnesˇn´ı dobeˇ jsou
informace a znalosti o prostrˇed´ı hybnou silou prakticky ve vsˇech oblastech lidske´ cˇinnosti
(nejna´zorneˇji v obchodu) a take´ nejmocneˇjˇs´ı zbran´ı ve va´lecˇny´ch konfliktech. I ta nejdo-
konalejˇs´ı technika je bez prˇ´ıslusˇny´ch informac´ı k nicˇemu. Z tohoto d˚uvodu cena informac´ı
vy´razneˇ vzr˚usta´.
Na tomto mı´steˇ je nutno upozornit na za´sadn´ı rozd´ıl mezi beˇzˇneˇ pouzˇ´ıvany´mi pojmy
jako jsou informace a data. Pod pojmem data je cha´pa´no cokoliv, co lze ulozˇit. Informace
jsou data s vy´znamem. Tento vy´znam vytva´rˇ´ı z dat informace.
Pojem znalosti pak oznacˇuje informace, ktere´ jsou nove´ a neprˇedv´ıdatelne´ z kontextu
ostatn´ıch informac´ı. Neprˇedv´ıdatelnou informaci lze definovat jako informaci, ktera´ v dobeˇ
vzniku nevyply´va´ z jiny´ch dosud zna´my´ch informac´ı. Kromeˇ pojmu data existuje pojem
metadata, ktery´ oznacˇuje data popisuj´ıc´ı data. Metadata mohou by´t ulozˇena stejneˇ jako
data nebo existovat jako textovy´ cˇi slovn´ı popis. Metadata mohou by´t samozrˇejmeˇ da´le
popsa´na meta2daty atd.
Jak jizˇ byl v u´vodu zmı´neˇno s rozvojem informacˇn´ıch syste´mu˚, jde ruku v ruce tvorba
obrovske´ho mnozˇstv´ı dat. Mu˚zˇe j´ıt o protokoly funkc´ı zarˇ´ızen´ı, chybova´ hla´sˇen´ı vsˇeho druhu,
vy´sledky vy´konnostn´ıch analy´z, informace o dislokaci, pohybu a s´ıle neprˇ´ıtele a podobneˇ.
Veˇtsˇina teˇchto hla´sˇen´ı je zaprotokolova´na a po neˇjake´ dobeˇ bez uzˇitku odstraneˇna, podobneˇ
je mnoho chybovy´ch hla´sˇen´ı uzˇivateli neprˇecˇteno a ignorova´no. Prˇitom tato data obsahuj´ı ve
veˇtsˇineˇ prˇ´ıpad˚u mnoho hodnotny´ch informac´ı. Proble´m spocˇ´ıva´ v tom, zˇe informace v teˇchto
datech obsazˇene´ nejsou prˇ´ımo zjistitelne´, protozˇe jejich vy´znam je pro pocˇ´ıtacˇ nezna´my´.
K jejich interpretaci a vyuzˇit´ı je nutne´ mı´t co nejv´ıce dat v co mozˇna´ nejaktua´lneˇjˇs´ı podobeˇ.
Tato data je vhodne´ ulozˇit do specializovane´ho skladiˇsteˇ, ktere´ umozˇn´ı maxima´lneˇ rychlou
manipulaci s cely´m souborem dat. Tento soubor pak lze podrobit nejr˚uzneˇjˇs´ım analy´za´m,
ktere´ mohou identifikovat a izolovat uzˇitecˇne´ informace.
2.1 Ukla´da´n´ı dat
U´lozˇiˇsteˇm pocˇ´ıtacˇovy´ch dat oznacˇujeme dle [16] komponenty pocˇ´ıtacˇe, zarˇ´ızen´ı a za´znamova´
me´dia, ktera´ udrzˇ´ı data uzˇita´ pro pra´ci na pocˇ´ıtacˇi po pozˇadovany´ cˇasovy´ interval. Ukla´da´n´ı
pocˇ´ıtacˇovy´ch dat je dnes jedna ze za´sadn´ıch funkc´ı pocˇ´ıtacˇe.
Za´kladn´ı soucˇa´st´ı vsˇech pocˇ´ıtacˇ˚u je pameˇt’, ktera´ by´va´ spojena´ s centra´ln´ı procesorovou
jednotkou a realizuje dle [17] tzv. von Neumannovsky´ pocˇ´ıtacˇovy´ model pouzˇ´ıvany´ jizˇ od
cˇtyrˇica´ty´ch let.
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V soucˇasne´m pojet´ı je pameˇt´ı obvykle oznacˇova´na polovodicˇova´ soucˇa´stka realizuj´ıc´ı
pameˇt’ s na´hodny´m prˇ´ıstupem (RAM) prˇ´ıpadneˇ jine´ formy rychle´ho docˇasne´ho u´lozˇiˇsteˇ.
Podobneˇ u´lozˇiˇsteˇm se dnes v´ıceme´neˇ oznacˇuje velkokapacitn´ı pameˇt’ – opticke´ disky, mag-
neticke´ pa´sky, pevne´ disky a jine´ typy pameˇt´ı pomalejˇs´ı nezˇ RAM. Historicky cha´pa´no je
termı´n pameˇt’ a u´lozˇisteˇ uzˇ´ıvan pro prima´rn´ı a sekunda´rn´ı u´lozˇiˇsteˇ dat.
2.1.1 U´cˇel ukla´da´n´ı
Bylo vypracova´no mnoho r˚uzny´ch forem ukla´da´n´ı dat, zalozˇeny´ch na r˚uzny´ch prˇ´ırodn´ıch
jevech. Zˇa´dne´ univerza´ln´ı za´znamove´ me´dium vsˇak nebylo doposud objeveno, kazˇda´ forma
ukla´da´n´ı ma´ neˇktere´ vy´hody, ale za´rovenˇ i nevy´hody. Proto pocˇ´ıtacˇove´ syste´my obvykle
vyuzˇ´ıvaj´ı neˇkolik typ˚u u´lozˇiˇst’, kazˇde´ se specificky´m u´cˇelem.
Digita´ln´ı pocˇ´ıtacˇ vyuzˇ´ıva´ k reprezentaci dat bina´rn´ıho cˇ´ıslicove´ho syste´mu. Text, cˇ´ısla,
obraz, zvuk a te´meˇrˇ kazˇda´ jina´ forma informac´ı mu˚zˇe by´t prˇemeˇneˇna na rˇeteˇzec bit˚u nebo
bina´rn´ı cˇ´ısla. Nejv´ıce pouzˇ´ıvanou jednotkou objemu uskladneˇn´ı dat je bajt, ktery´ je roven
8 bit˚um. Cˇa´st informace mu˚zˇe by´t zpracova´na na libovolne´m pocˇ´ıtacˇi, jehozˇ u´lozˇiˇsteˇ je
dost velke´ pro skladova´n´ı bina´rn´ı reprezentace informace, nebo jednodusˇe dat. Naprˇ´ıklad
s vyuzˇit´ım osmi milio´n˚u bit˚u, cozˇ je asi jeden megabajt, mu˚zˇe beˇzˇny´ pocˇ´ıtacˇ ulozˇit malou
pov´ıdku.
Nejd˚ulezˇiteˇjˇs´ı cˇa´st´ı kazˇde´ho pocˇ´ıtacˇe je centra´ln´ı procesorova´ jednotka (CPU nebo jed-
nodusˇe procesor), protozˇe ta vlastneˇ manipuluje s daty, vykona´va´ veˇtsˇinu vy´pocˇt˚u a rˇ´ıd´ı
vsˇechny ostatn´ı soucˇa´sti pocˇ´ıtacˇe.
Bez dostatecˇneˇ velke´ pameˇti by byl pocˇ´ıtacˇ schopny´ vykonat pouze fixn´ı operace a okam-
zˇiteˇ dodat vy´sledek. Pote´ by musel by´t prˇekonfigurova´n pro zmeˇnu sve´ho chova´n´ı. Toto je
prˇijatelne´ pro zarˇ´ızen´ı typu kalkulacˇka nebo pro jednoduchy´ digita´ln´ı signa´lovy´ procesor.
Stroje von Neumannovske´ architektury se liˇs´ı v tom, zˇe obsahuj´ı pameˇt’, ve ktere´ si ulozˇ´ı
sv˚uj operacˇn´ı ko´d a data. Takove´ pocˇ´ıtacˇe jsou univerza´ln´ı, nebot’ nepotrˇebuj´ı mı´t hardware
rekonfigurovany´ pro kazˇdy´ novy´ program, ale mohou prosteˇ by´t reprogramova´ny vy´meˇnou
ko´du v pameˇti. Dı´ky tomu lze v relativneˇ jednoduche´m procesoru vytvorˇit postupny´mi
vy´pocˇty komplexn´ı vy´pocˇetn´ı syste´m. Veˇtsˇina modern´ıch pocˇ´ıtacˇ˚u jsou von Neumannovske´
architektury.
Prakticky vsˇechny pocˇ´ıtacˇe pouzˇ´ıvaj´ı sˇirokou paletu pameˇt´ı, organizovanou v hierarchii
kolem procesoru, jako kompromisu mezi vy´konem a cenou. Pameˇti v hierarchii bl´ızˇe k pro-
cesoru mı´vaj´ı veˇtsˇ´ı sˇ´ıˇrku pa´sma a kratsˇ´ı prˇ´ıstupovou dobu. Tradicˇneˇ pouzˇ´ıvane´ rozdeˇlen´ı
u´lozˇiˇst’ mezi prima´rn´ı, sekunda´rn´ı, tercia´rn´ı a oﬄine u´lozˇisteˇ je mimo jine´ parametry cha-
rakterizovano cenou za ulozˇenou jednotku.
2.1.2 Hierarchie u´lozˇiˇst’
Prima´rn´ı u´lozˇiˇsteˇ
Prima´rn´ı u´lozˇiˇsteˇ, veˇtsˇinou oznacˇovane´ jako operacˇn´ı pameˇt’, je jedine´ prˇ´ımo prˇ´ıstupne´ pro
CPU. CPU neprˇetrzˇiteˇ cˇte instrukce skladovane´ v te´to pameˇti a vykona´va´ tyto instrukce
podle potrˇeby. Vsˇechna data a instrukce aktivneˇ pouzˇ´ıvana´ jsou ulozˇena ve spolecˇne´ pameˇti.
Pocˇ´ıtacˇe historicky pouzˇ´ıvaly jako prima´rn´ı u´lozˇiˇsteˇ zpozˇd’ovac´ı veden´ı, Williamsovy
trubky nebo rotacˇn´ı magneticke´ bubny. V roce 1954 byly tyto nespolehlive´ prvky nahra-
zeny magnetickou pameˇt´ı, ktera´ byla sta´le poneˇkud teˇzˇkopa´dna´. S vyna´lezem tranzistoru
vsˇak byla nepochybneˇ odstartova´na revoluce, ktera´ ve kra´tke´ dobeˇ umozˇnila neuveˇrˇitelnou
miniaturizaci elektronicke´ pameˇti a na´sledny´m rozvojem technologie krˇemı´kovy´ch cˇip˚u.
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Tento vy´voj vedl k modern´ı pameˇti s na´hodny´m prˇ´ıstupem (RAM), cozˇ je mala´, lehka´,
ale za´rovenˇ nezanedbatelneˇ draha´ technologie. Zvla´sˇtn´ı druhy RAM uzˇite´ jako prima´rn´ı
u´lozˇiˇsteˇ jsou nesta´le´ho typu, tj. ztrat´ı informace po ztra´teˇ napa´jen´ı.
Jak je uka´zano v digramu na obra´zku 4.3, vedle hlavn´ı operacˇn´ı pameˇti obvykle existuj´ı
dveˇ vrstvy prima´rn´ıho u´lozˇiˇsteˇ, vedle hlavn´ı operacˇn´ı pameˇti:
• Registry jsou technicky nejrychlejˇs´ı u´lozˇiˇsteˇ pro ukla´da´n´ı pocˇ´ıtacˇovy´ch dat. Registry
procesoru jsou umı´steˇny uvnitrˇ procesoru. Kazˇdy´ registr si typicky pamatuje slovo
(dnes veˇtsˇinou 32 nebo 64 bit˚u). Instrukce procesoru urcˇuj´ı jake´ aritmeticke´ a logicke´
operace se maj´ı vykonat s teˇmito daty.
• Vyrovna´vac´ı pameˇt’ procesoru (tzv. cache) je uprostrˇed mezi rychly´mi registry a o hod-
neˇ pomalejˇs´ı hlavn´ı pameˇt´ı. Prˇedstavuje pouze prostrˇedek zlepsˇen´ı vy´konu pocˇ´ıtacˇe.
Nejv´ıce pouzˇ´ıvana´ data z hlavn´ı pameˇti jsou jen kop´ırova´ny do rychle´ vyrovna´vac´ı
pameˇti, ktera´ umozˇnˇuje rychlejˇs´ı zpracova´n´ı, ale disponuje vy´razneˇ mensˇ´ı kapacitou.
Na druhe´ straneˇ je operacˇn´ı pameˇt’ o hodneˇ pomalejˇs´ı, ale mnohem veˇtsˇ´ı nezˇ re-
gistry procesoru. Vı´cevrstve´ hierarchicke´ vyrovna´vac´ı pameˇti jsou beˇzˇneˇ pouzˇ´ıvane´
— prima´rn´ı vyrovna´vac´ı pameˇt’ (oznacˇovana´ L1 cache) je nejmensˇ´ı, nejrychlejˇs´ı a je
ulozˇena uvnitrˇ procesoru. Sekunda´rn´ı vyrovna´vac´ı pameˇt’ (oznacˇovana´ L2 cache) je
poneˇkud veˇtsˇ´ı a pomalejˇs´ı a je umı´steˇna v bl´ızkosti procesoru.
Obra´zek 2.1: Diagram umı´steˇn´ı u´lozˇiˇst’ v okol´ı procesoru
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Hlavn´ı pameˇt’ je bud’ prˇ´ımo nebo neprˇ´ımo prˇipojena´ k procesoru prˇes sbeˇrnici pameˇti.
Tato sbeˇrnice by´va´ oznacˇova´na jako FSB1. FSB se skla´da´ ze dvou cˇa´st´ı, a to adresove´
a datove´ sbeˇrnice. Vlastn´ı operace s pameˇt´ı prob´ıha´ tak, zˇe CPU nejdrˇ´ıve posˇle adresu
prˇes adresovou sbeˇrnici, kde adresa oznacˇuje mı´sto v pameˇti, na tomto mı´steˇ jsou umı´steˇna
pozˇadovana´ data. Pro zas´ıla´n´ı cˇteny´ch nebo zapisovany´ch dat pote´ CPU vyuzˇ´ıva´ datovou
sbeˇrnici. MMU2 je male´ zarˇ´ızen´ı mezi procesorem a operacˇn´ı pameˇt´ı, ktere´ prˇepocˇ´ıta´va´
aktua´ln´ı pameˇtovou adresu. MMU tak mu˚zˇe poskytovat abstrakci virtua´ln´ı pameˇti nebo
usnadnit prˇep´ına´n´ı u´loh.
Operacˇn´ı pameˇti uzˇite´ jako prima´rn´ı u´lozˇiˇsteˇ jsou nesta´le´ a jejich obsah se ztrat´ı po
odpojen´ı napa´jen´ı. Pocˇ´ıtacˇ obsahuj´ıc´ı jen takove´ u´lozˇiˇsteˇ by nemeˇl zdroj pro cˇten´ı instrukc´ı
prˇi startu pocˇ´ıtacˇe. Proto prima´rn´ı u´lozˇiˇsteˇ obsahuje maly´ startovac´ı program (BIOS3
prˇ´ıpadneˇ EFI4), urcˇeny´ pro start pocˇ´ıtacˇe, ktery´ provede nacˇten´ı veˇtsˇ´ıho programu ze
sta´le´ho sekunda´rn´ıho u´lozˇiˇsteˇ do RAM a zaha´j´ı jeho vykona´va´n´ı. Sta´la´ technologie pouzˇ´ıvana´
pro tento u´cˇel je dle [8] nazy´va´na ROM5 (terminologie mu˚zˇe by´t poneˇkud matouc´ı, protozˇe
veˇtsˇina druh˚u ROM je schopna na´hodne´ho prˇ´ıstupu).
Mnoho druh˚u pameˇti typu ”ROM“ nen´ı vysloveneˇ urcˇeno pouze pro operace cˇten´ı.
Neˇktere´ pameˇti typu ROM umozˇnˇuj´ı i zmeˇnu jejich datove´ho obsahu. Nicme´neˇ je nutno
konstatovat, zˇe za´pisove´ operace jsou cˇasoveˇ pomale´ a pameˇt’ mus´ı by´t prˇed za´pisem nove´ho
obsahu zcela vymaza´na. Neˇktere´ vestaveˇne´ syste´my umozˇnˇuj´ı prˇ´ıme´ spusˇteˇn´ı programu
prˇ´ımo z pameˇti ROM (nebo podobne´ pameˇti naprˇ´ıklad EEPROM cˇi Flash). V tomto prˇ´ıpadeˇ
odpada´ nevy´hoda pomale´ aktualizace obsahu pameˇti ROM a to proto, zˇe programy umı´steˇne´
v pameˇtech typu ROM by´vaj´ı meˇneˇny relativneˇ velmi ma´lo.
Pameˇt’ typu ROM neby´va´ pouzˇ´ıva´na pro ukla´da´n´ı beˇzˇneˇ pouzˇ´ıvany´ch programu˚ a dat.
To z d˚uvodu, zˇe beˇzˇneˇ pouzˇ´ıvane´ programy jsou relativneˇ velike´ a pameˇt’ove´ pozˇadavky na
ukla´da´n´ı dat by´vaj´ı obrovske´. Pro tyto u´cˇely je mnohem vhodneˇjˇs´ı pouzˇit´ı sekunda´rn´ıch
ulozˇiˇst’, ktere´ se take´ vyznacˇuj´ı sta´lost´ı uchova´n´ı dat, ale oproti pameˇti typu ROM je jejich
cena vy´razneˇ nizˇsˇ´ı.
Sekunda´rn´ı u´lozˇiˇsteˇ
Sekunda´rn´ı u´lozˇiˇsteˇ, neboli u´lozˇiˇsteˇ v popula´rn´ım pouzˇit´ı, se liˇs´ı od prima´rn´ıho u´lozˇiˇsteˇ
v tom, zˇe nen´ı prˇ´ımo prˇ´ıstupne´ CPU. Pocˇ´ıtacˇ obvykle pouzˇ´ıva´ sve´ vstupneˇ-vy´stupn´ı kana´ly
prˇ´ıstupu k sekunda´rn´ımu u´lozˇiˇsti a pro prˇenos pozˇadovany´ch dat pouzˇ´ıva´ vyhrazenou oblast
v prima´rn´ım u´lozˇiˇsti. Sekunda´rn´ı u´lozˇiˇsteˇ neprˇijde o sva´ data v prˇ´ıpadeˇ vy´padku napa´jen´ı.
Na jednotku dat je take´ typicky vyrazneˇ levneˇjˇs´ı nezˇ prima´rn´ı u´lozˇiˇsteˇ. Modern´ı pocˇ´ıtacˇove´
syste´my maj´ı typicky veˇtsˇ´ı sekunda´rn´ı u´lozˇiˇsteˇ nezˇ prima´rn´ı a data pro dlouhodobe´ skla-
dova´n´ı jsou umı´steˇna v sekunda´rn´ım u´lozˇiˇsti.
V modern´ıch pocˇ´ıtacˇ´ıch jsou pevne´ disky obvykle vyuzˇ´ıva´ny jako druhotne´ u´lozˇiˇsteˇ.
Prˇ´ıstupova´ doba k informac´ım ulozˇeny´m na pevne´m disku je typicky neˇkolik milisekund. Na-
opak prˇ´ıstupova´ doba k informac´ım ulozˇeny´m v pameˇti s na´hodny´m prˇ´ıstupem je meˇrˇitelna´
v nanosekunda´ch. To je d˚uvod objasnˇuj´ıc´ı velmi vy´znamny´ rozd´ıl cˇasu, ktery´ rozliˇsuje
operacˇn´ı pameˇt’ od rotacˇn´ıch magneticky´ch pameˇt’ovy´ch zarˇ´ızen´ı. Pevne´ disky jsou typicky
o sˇest rˇa´d˚u pomalejˇs´ı nezˇ operacˇn´ı pameˇt’. Rotacˇn´ı opticka´ pameˇt’ova´ zarˇ´ızen´ı, naprˇ´ıklad
CD a DVD disky, maj´ı jesˇteˇ delˇs´ı prˇ´ıstupove´ doby.
1FSB – Front Side Bus – Prˇedn´ı syste´mova´ sbeˇrnice
2MMU – Memory Management Unit – Jednotka spra´vy pameˇti
3BIOS – Basic Input-Output System – Za´kladn´ı vstupneˇ-vy´stupn´ı syste´m
4EFI – Extensible Firmware Interface – Rozsˇ´ıˇrene´ firmwarove´ rozhrann´ı
5ROM – Read Only Memory – Pameˇt’ jen pro cˇten´ı
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Neˇktere´ jine´ prˇ´ıklady technologi´ı sekunda´rn´ıch u´lozˇiˇst’ jsou: flash pameˇti (naprˇ. USB6
kl´ıcˇe), diskety, magneticke´ pa´sky, deˇrne´ pa´sky, deˇrne´ sˇt´ıtky nebo ZIP7 mechaniky.
Druhotne´ u´lozˇiˇsteˇ je cˇasto zapouzdrˇeno souborovy´m syste´mem, ktery´ poskytuje abs-
trakci nutnou k organizaci dat do soubor˚u a adresa´rˇ˚u, poskytuje take´ doplnˇuj´ıc´ı informace
(tzv. metadata) popisuj´ıc´ı vlastn´ıka dane´ho souboru, cˇas posledn´ıho prˇ´ıstupu pro cˇten´ı a pro
za´pis, povolen´ı k prˇ´ıstupu a dalˇs´ı informace.
Veˇtsˇina pocˇ´ıtacˇovy´ch operacˇn´ıch syste´mu˚ vyuzˇ´ıva´ virtua´ln´ı pameˇt’, dovoluj´ıc´ı vyuzˇit´ı
veˇtsˇ´ı kapacity prima´rn´ı pameˇti nezˇ je fyzicky dostupne´ v syste´mu. Jak docha´z´ı k plneˇn´ı
prima´rn´ı pameˇti, syste´m prˇesunuje nejme´neˇ vyuzˇ´ıvane´ cˇa´sti pameˇti (stra´nky) do sekunda´rn´ı
pameˇti (do odkla´dac´ıho nebo stra´nkovac´ıho souboru) a natahuje je zpa´tky do pameˇti
v prˇ´ıpadeˇ potrˇeby. Cˇ´ım v´ıce je prˇ´ıstup˚u do sekunda´rn´ı pameˇti, t´ım v´ıce je degradova´n
celkovy´ vy´kon syste´mu.
Tercia´rn´ı u´lozˇiˇsteˇ
Tercia´rn´ı u´lozˇiˇsteˇ nebo tercia´rn´ı pameˇt’, poskytuje trˇet´ı u´rovenˇ ukla´da´n´ı dat. Typicky je
prˇedstavova´na roboticky´m mechanismem, ktery´ vkla´da´ a vytahuje vymeˇnitelna´ za´znamova´
me´dia podle pozˇadavk˚u syste´mu. Data na ulozˇena´ na tercia´rn´ıch u´lozˇiˇst´ıch jsou veˇtsˇinou
kop´ırova´na prˇed pouzˇit´ım na sekunda´rn´ı u´lozˇiˇsteˇ. Tercia´rn´ı u´lozˇiˇsteˇ by´vaj´ı beˇzˇneˇ pouzˇ´ıva´na
pro archivn´ı, zrˇ´ıdka zprˇ´ıstupnˇovane´ informace, protozˇe jsou vy´razneˇ pomalejˇs´ı nezˇ sekun-
da´rn´ı u´lozˇiˇsteˇ (naprˇ. 5–60 sekund vs. 1–10 milisekund). Tercia´rn´ı u´lozˇiˇsteˇ jsou prima´rneˇ
uzˇitecˇne´ pro mimorˇa´dneˇ velka´ datova´ skladiˇsteˇ, zprˇ´ıstupnˇovana´ bez lidsky´ch opera´tor˚u.
Typicke´ prˇ´ıklady zahrnuj´ı pa´skove´ knihovny a hudebn´ı automaty.
V okamzˇiku, kdy pocˇ´ıtacˇ potrˇebuje cˇ´ıst informace z tercia´rn´ıho u´lozˇiˇsteˇ, mus´ı nejprve
proj´ıt katalog pro urcˇen´ı, ktera´ pa´ska nebo disk obsahuje informaci. Na´sledneˇ mus´ı pocˇ´ıtacˇ
nave´st robotickou pazˇi pro me´dium a vlozˇit ho do mechaniky. Kdyzˇ pocˇ´ıtacˇ ukoncˇ´ı cˇteˇn´ı
informace, roboticka´ pazˇe vra´t´ı pouzˇite´ me´dium na jeho p˚uvodn´ı mı´steˇ v knihovneˇ.
Oﬄine u´lozˇiˇsteˇ
Oﬄine u´lozˇiˇsteˇ, take´ oznacˇovane´ jako odpojitelne´ u´lozˇiˇsteˇ, je u´lozˇiˇsteˇ pocˇ´ıtacˇovy´ch dat na
me´diu nebo zarˇ´ızen´ı, ktere´ nen´ı pod kontrolou procesoru. Mus´ı by´t vlozˇene´ nebo prˇipojene´
lidsky´m opera´torem prˇed opeˇtovny´m zprˇ´ıstupneˇn´ım pocˇ´ıtacˇi. Narozd´ıl od tercia´rn´ıho u´lo-
zˇiˇsteˇ nemu˚zˇe by´t zprˇ´ıstupneˇno bez za´sahu cˇloveˇka.
Oﬄine uskladneˇn´ı je obvykle vyuzˇ´ıva´no k prˇenosu dat, protozˇe po odpojen´ı mu˚zˇe by´t
me´dium snadno fyzicky transportovane´. Da´le v prˇ´ıpadeˇ pohromy, naprˇ´ıklad ohneˇ, ktery´
znicˇ´ı origina´ln´ı data, me´dium ve vzda´lene´ lokaliteˇ bude s velmi vysokou pravdeˇpodobnost´ı
nedotcˇene´, a umozˇnˇuje tak zotaven´ı z pohromy. Oﬄine u´lozˇiˇsteˇ zveˇtsˇ´ı bezpecˇnost obecne´
informace pote´, co je fyzicky nedostupne´ z pocˇ´ıtacˇe. Zajist´ı take´ konzistentnost a integritu
dat, protozˇe nemohou by´t ovlivneˇny pocˇ´ıtacˇovy´m u´tokem. Jestlizˇe informace ulozˇene´ pro
archivn´ı u´cˇely jsou zprˇ´ıstupnˇova´ny zrˇ´ıdka nebo nikdy, oﬄine u´lozˇiˇsteˇ je levneˇjˇs´ı nezˇ tercia´rn´ı
u´lozˇiˇsteˇ.
V modern´ıch osobn´ıch pocˇ´ıtacˇ´ıch je veˇtsˇina sekunda´rn´ıch a tercia´rn´ıch za´znamovy´ch
me´di´ı take´ vyuzˇitelna´ pro oﬄine ukla´da´n´ı. Opticke´ disky a flash pameˇti jsou pro tyto u´cˇely
velmi popula´rn´ı. V podnikovy´ch pouzˇit´ıch prˇevla´da´ vyuzˇit´ı magneticke´ pa´sky. Drˇ´ıve se pro
6USB – Universal Serial Bus – Univerza´ln´ı seriova´ sbeˇrnice
7ZIP je registrovanou ochrannou zna´mkou firmy Iomega Corporation
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tyto u´cˇely vyuzˇ´ıvalo naprˇ´ıklad zejme´na disket r˚uzny´ch forma´t˚u, Zip disk˚u nebo deˇrny´ch
sˇt´ıtk˚u.
2.1.3 Forma´t ulozˇen´ı dat
Nejjednodusˇsˇ´ı mozˇnost´ı ulozˇen´ı dat prˇedstavuje jejich ulozˇen´ı do souboru na pevny´ disk,
ktery´ lze libovolneˇ strukturovat. Takto realizovane´ ulozˇen´ı dat ma´ tu vy´hodu, zˇe je naprosto
bez proble´mu˚ prˇenositelne´ mezi r˚uzny´mi syste´my zpracova´vaj´ıc´ımi data. Mezi forma´ty,
ktere´ lze doporucˇit pro strukturu souboru pro ulozˇen´ı na pevny´ disk, je nutno zejme´na
zmı´nit prokotolovy´ soubor (beˇzˇneˇ take´ oznacˇovany´ jako logfile). Protokolovy´ soubor ob-
sahuje na kazˇde´m rˇa´dku jeden za´znam v definovane´m forma´tu, veˇtsˇinou uvozeny´ infor-
mac´ı o cˇase a zdroji a zakoncˇeny´ podrobnostmi. Tento soubor nema´ hlavicˇku a by´va´ cˇasto
v cˇitelne´m forma´tu (tzn. lze ho prˇ´ımo zobrazit na obrazovce). Tento forma´t je vyuzˇ´ıva´n
prˇedevsˇ´ım pro chybove´ protokoly nebo pro soubory s trivia´ln´ı strukturou (naprˇ´ıklad cˇas,
p˚uvodce, popis).
Pro strukturovana´ data je take´ vyuzˇitelny´ forma´t CSV 8. Forma´t CSV by´va´ vyuzˇ´ıva´n
jako u´lozˇiˇsteˇ velky´ch objemu˚ pevneˇ strukturovany´ch dat. Tento forma´t ma´ volitelnou hlavicˇ-
ku, ktera´ se mu˚zˇe nacha´zet prˇed prvn´ım za´znamem na prvn´ım rˇa´dku souboru. Na kazˇde´m
rˇa´dku, se podobneˇ jako v prˇ´ıpadeˇ protokolove´ho souboru, nacha´z´ı jeden za´znam. Tento
za´znam ma´ vsˇak pevneˇji definovanou strukturu. Jednotliva´ pole jsou oddeˇlena – jak uzˇ je
z na´zvu patrne´ – cˇa´rkou prˇ´ıpadneˇ strˇedn´ıkem. Pro prˇ´ıpad existence cˇa´rky, resp. strˇedn´ıku
uvnitrˇ datove´ho pole, existuje mozˇnost pole ohranicˇit uvozovkami prˇ´ıpadneˇ dvojity´mi uvo-
zovkami.
Dalˇs´ı, v posledn´ı dobeˇ znacˇneˇ vyuzˇ´ıvany´ forma´t, je XML9. Forma´t XML by´va´ vyuzˇ´ıva´n
u velmi slozˇity´ch datovy´ch struktur, nehod´ı se naopak u velky´ch soubor˚u dat, ktera´ maj´ı
relativneˇ jednoduchy´ a sta´le stejny´ forma´t. Forma´t XML ma´ vy´hodu v mozˇnosti ulozˇit
i slozˇiteˇjˇs´ı strukturu dat. Soubor mu˚zˇe mı´t v hlavicˇce ulozˇeno kodova´n´ı textovy´ch pol´ı,
cozˇ usnadnˇuje prˇenositelnost na maxima´ln´ı mozˇnou mı´ru. Dalˇs´ı vy´hodou forma´tu XML
je dle [4], zˇe jeho struktura mu˚zˇe by´t popsa´na v extern´ım souboru a lze tak usnadnit
detekci vadne´ho forma´tu souboru. Jako forma´tu pro popis struktury XML souboru mu˚zˇe
by´t pouzˇito DTD10, prˇ´ıpadneˇ XSD11, ktery´ je take´ ve forma´tu XML. Toto mu˚zˇe usnadnit
kontroly interoperability mezi syste´my.
Jinou mozˇnost´ı ulozˇen´ı dat je formou databa´ze. Mezi v soucˇasnosti pouzˇ´ıvane´ databa´ze
lze dle [11] rˇadit relacˇn´ı databa´ze, ktere´ umozˇnˇuj´ı modelovat vztahy mezi daty a nab´ız´ı
mozˇnost mnoha transformac´ı dat a rozlicˇny´ch dotaz˚u nad daty. Mezi jiny´mi databa´zemi
lze zmı´nit objektovou databa´zi, ktera´ ale nen´ı prˇ´ıliˇs vyuzˇ´ıva´na pro jej´ı zameˇrˇen´ı sp´ıˇse na
modelova´n´ı proces˚u.
Posledn´ı a asi nejvyuzˇ´ıvaneˇjˇs´ı mozˇnost´ı forma´tu ulozˇen´ı dat jsou specializovana´ skladiˇsteˇ
dat. Tato specializovana´ skladiˇsteˇ jsou nazy´va´na dle jejich obsahu jako datova´ skladiˇsteˇ
a jsou veˇtsˇinou optimalizova´na pro dotazova´n´ı nad znacˇny´mi objemy dat. Jako za´klad
by´vaj´ı vyuzˇ´ıvany relacˇn´ı databa´ze prˇ´ıpadneˇ soubory ve forma´tu CSV. Nad teˇmito u´lozˇiˇsti
jsou vybudova´ny abstraktn´ı vrstvy, ktere´ umozˇnuj´ı odst´ıneˇn´ı uzˇivatele od specificke´ho ulozˇe-
n´ı, ale dovol´ı uzˇivateli s teˇmito daty manipulovat. Relacˇn´ı databa´ze je pouzˇ´ıva´na cˇasto pouze
v prvn´ı norma´ln´ı formeˇ. Norma´ln´ı forma je pojem vyjadrˇuj´ıc´ı mı´ru normalizace relacˇn´ı da-
8CSV – Comma Separated Values – cˇa´rkou oddeˇlovane´ hodnoty
9XML – eXtensible Markup Language – rozsˇiˇritelny´ znacˇkovac´ı jazyk
10DTD – Document Type Definition – Definice typu dokumentu
11XSD – XML Schema Definition – XML popis sche´matu XML
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taba´ze a byla definova´na E. F. Coddem. Prvn´ı u´rovenˇ normalizace dle [1] pozˇaduje pouze,
aby kazˇdy´ sloupec obsahoval maxima´lneˇ jednu hodnotu. Dı´ky tomu mohou v databa´zi vzni-
kat redundance a zvysˇuje se tak mozˇnost vzniku nekonzistenc´ı. Protozˇe vsˇak toto skladiˇsteˇ
modifikuje pouze jeden proces, lze tento nedostatek povazˇovat za nepodstatny´ proble´m.
Vy´hodou tohoto prˇ´ıstupu je, zˇe tyto syste´my umozˇnˇuj´ı optimalizovat ulozˇen´ı pro rychlost
prˇ´ıstupu. Rychlost prˇ´ıstupu k dat˚um ulozˇeny´m v relacˇn´ı databa´zi v prvn´ı norma´ln´ı formeˇ
spocˇ´ıva´ ve sn´ızˇen´ı pocˇtu mı´st, kde jsou data rozprostrˇena. Veˇtsˇinou jde pouze o jednu
tabulku s daty a neˇkolik tabulek urcˇeny´ch k vyhleda´n´ı dat. Spra´vne´ strukturova´n´ı vy-
hleda´vac´ıch tabulek vsˇak nen´ı trivia´ln´ı za´lezˇitost´ı, protozˇe vyzˇaduje detailn´ı znalost povahy
ukla´dany´ch dat.
2.2 Relacˇn´ı databa´ze
Za otce relacˇn´ıch databa´z´ı je povazˇova´n Edgar Frank Codd, ktery´ v roce 1970 dle [14]
nacˇrtl mozˇnost, jak pouzˇ´ıt relacˇn´ı kalkul a algebru i pro netechnicke´ uzˇivatele prˇi ukla´da´n´ı
a manipulaci s daty. Dle jeho pojet´ı k tomu meˇlo by´t pouzˇ´ıva´no srozumitelny´ch prˇ´ıkaz˚u
vycha´zej´ıc´ıch z beˇzˇne´ anglicˇtiny, tedy ne specificky´ jazyk, ktery´ vypada´ jako revoluce
nep´ısmenovy´ch znacˇek, jak to by´va´ u neˇktery´ch jiny´ch jazyk˚u. Uzˇ tato p˚uvodn´ı koncepce
prˇedpokla´dala ukla´da´n´ı dat do tabulek. Tento na´vrh byl zalozˇen na neza´vislosti dat na
pouzˇite´m hardware, na zp˚usobu jejich fyzicke´ho ulozˇen´ı, da´le pak na prˇ´ıstupu k dat˚um
pomoc´ı neprocedura´ln´ıho jazyka. Uzˇivatel meˇl mı´t mozˇnost specifikovat operaci nad j´ım
definovanou mnozˇinou dat namı´sto pouhe´ manipulace s jedn´ım za´znamem.
Relacˇn´ı databa´ze je tedy syste´m urcˇeny´ pro ulozˇen´ı dat a manipulaci s teˇmito daty.
Pro prˇ´ıstup k dat˚um vyuzˇ´ıva´ programu oznacˇovane´ho jako SRˇBD12 (v anglicke´ literaturˇe
oznacˇovane´ho jako DBMS13). Programy SRˇBD pro organizaci dat a jejich spra´vu vyuzˇ´ıvaj´ı
relacˇn´ı model dat. Na´zev tohoto modelu vycha´z´ı z relacˇn´ı algebry, cozˇ je matematicky´
apara´t, na ktere´m relacˇn´ı model dat stav´ı. V tomto modelu jsou u´daje usporˇa´da´ny do
tabulek. Tabulka je dvourozmeˇrny´ u´tvar, jehozˇ rˇa´dky oznacˇuj´ı za´znamy a sloupce obvykle
oznacˇuj´ı v databa´zove´ terminologii polozˇky nebo atributy. Obsah tabulky lze popsat jako
relaci a relaci jako usporˇa´danou multimnozˇinu n-tic prvk˚u.
Dle relacˇn´ı teorie lze pomoc´ı za´kladn´ıch operac´ı (sjednocen´ı, karte´zsky´ soucˇin, rozd´ıl,
selekce, projekce a spojen´ı) uskutecˇnit vesˇkere´ operace s daty a ostatn´ı operace jsou jizˇ jen
kombinacemi teˇchto peˇti operac´ı.
12SRˇBD – syste´m rˇ´ızen´ı ba´ze dat
13DBMS – Data Base Management System
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2.3 PostgreSQL
PostgreSQL je dle [10] nejvyspeˇlejˇs´ı databa´zovy´ syste´m, ktery´ byl uvolneˇn jako OSS14.
OSS prˇedstavuje inovativn´ı prˇ´ıstup k vy´voji programu˚ s pomoc´ı s´ıteˇ Internet. OSS projekty
nevyv´ıj´ı zˇa´dna´ komercˇn´ı spolecˇnost, ale mnoho schopny´ch vy´voja´rˇ˚u prˇipojeny´ch k Internetu.
Prˇisp´ıva´n´ı na´pady, ko´dem a jakoukoliv pomoc´ı je naprosto dobrovolne´ a je ota´zkou cti pro
vy´voja´rˇe.
Prˇedch˚udcem projektu PostgreSQL byl syste´m Ingres vyv´ıjeny´ na univerziteˇ v Berkley
v letech 1977 azˇ 1985. V Berkley p˚usobil rovneˇzˇ Michael Stonebraker, ktery´ vedl ty´m
vyv´ıjej´ıc´ı objektoveˇ–relacˇn´ı databa´zovy´ server Postgres. Projekt v letech 1994 azˇ 1995 do-
plnili Jolly Chen a Andrew Yu o podporu jazyka SQL a projekt oznacˇili jako Postgres95.
V pr˚ubeˇhu roku 1996 byl vy´voj prˇesunut na Internet, zdrojove´ ko´dy byly umı´steˇny na
CVS server. CVS server je server urcˇeny´ pro sd´ılen´ı zdrojovy´ch ko´d˚u a podporu ty´move´ho
vy´voje. V pr˚ubeˇhu roku 1996 se na vy´voji pod´ıleli nejv´ıce Marc Fournier, Thomas Lockhart,
Vadim Mikheev a Bruce Momjian, vsˇichni v ra´mci sve´ho volne´ho cˇasu. Na sklonku roku
1996 se na´zev zmeˇnil na PostgreSQL, cozˇ byl sice na´zev poneˇkud dlouhy´, ale skry´val v sobeˇ
odkaz na p˚uvodn´ı projekt z Berkley a za´rovenˇ take´ jeho podporu jazyku SQL. Ko´d meˇl
v te´to dobeˇ rˇa´doveˇ dveˇ steˇ padesa´t tis´ıc rˇa´dk˚u zdrojove´ho ko´du. Acˇkoliv byl syste´m Post-
greSQL na´stupcem univerzitn´ıho projektu, byl velmi dobrˇe rozdeˇlen na moduly, protozˇe byl
vyuzˇ´ıva´n v ra´mci mnoha vy´zkumy´ch projekt˚u.
14OSS – Open Source Software – Software s otevrˇeny´m zdrojovy´m ko´dem
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Kapitola 3
Pouzˇite´ technologie
3.1 Java
Pouzˇity´ programovac´ı jazyk Java1 je jazyk p˚uvodneˇ vymysˇleny´ Jamesem Goslingem v Sun
Microsystems v roce 1995. Hlavn´ı pozˇadavky prˇi vy´voji jazyka JAVA byly dle [3] na´sleduj´ıc´ı:
• jednoduchost, objektovost a prˇ´ıveˇtivost,
• architekturn´ı neutra´lnost a prˇenositelnost,
• robustnost a bezpecˇnost,
• vysoka´ vy´konnost,
• meˇl by´t interpretovany´, dynamicky´ a pracovat s v´ıce vla´kny.
Pro dosazˇen´ı jednoduchosti a prˇ´ıveˇtivosti Javy byl jako za´klad pouzˇit jazyk C++, ze
ktere´ho byly odstraneˇny vsˇechny problematicke´ cˇa´sti, naprˇ´ıklad preprocesor a pra´ce s ukaza-
teli, protozˇe tyto cˇa´sti zaprˇ´ıcˇinˇovaly nejcˇasteˇjˇs´ı proble´my programu˚ a chyby programa´tor˚u.
Dı´ky tomu je pro programa´tora, ktery´ v C++ pracoval, prˇechod velmi jednoduchy´ a novy´
programa´tor se nemus´ı ucˇit mnoho konstrukc´ı.
Pra´ce s ukazateli byla zjednodusˇena objektovy´m prˇ´ıstupem. Vsˇe v Javeˇ je objekt s vy´-
jimkou neˇkolika jednoduchy´ch typ˚u s pevneˇ danou velikost´ı, konkre´tneˇ celocˇ´ıslene´ 8bitovy´
byte, 16bitovy´ short, 32bitovy´ int, 64bitovy´ long, pro cˇ´ısla s plovouc´ı rˇa´dovou cˇa´rkou
32bitovy´ float, 64bitovy´ double, a pomocne´ 16bitovy´ char – znak a boolean pro logickou
hodnotu. Robustnost zajiˇst’uje GC2, ktery´ se stara´ o vracen´ı pameˇti, d´ıky cˇemuzˇ nedocha´z´ı
ke spotrˇebova´va´n´ı pameˇti tzv. memory leak˚um. Memory leak je programa´torska´ chyba,
prˇi ktere´ docha´z´ı ke spotrˇebova´va´n´ı pameˇti a po urcˇite´m cˇase k jej´ımu vycˇerpa´n´ı a pa´du
programu, nebo v horsˇ´ım prˇ´ıpadeˇ cele´ho syste´mu.
Dı´ky pevneˇ stanoveny´m de´lka´m jednoduchy´ch typ˚u a pouzˇit´ı interpretovane´ho bajtko´du
je mozˇne´ prˇena´sˇet programy mezi operacˇn´ımy syste´my a take´ mezi architekturami pro-
cesor˚u. Programy v Javeˇ jsou prˇekla´da´ny do bajtko´du. Bajtko´d je posloupnost instrukc´ı
optimalizovana´ pro specia´ln´ı software, ktery´ je schopen prˇelozˇit bajtko´d do instrukc´ı pro
procesor. Dı´ky vyuzˇit´ı specia´ln´ıho softwaru nazy´vane´ho JVM3, lze spustit program na vsˇech
1Java je registrovanou obchodn´ı zna´mkou firmy Sun Microsystems, Inc.
2GC – Garbage Collector – sbeˇracˇ nedostupne´ pameˇti
3JVM – Java Virtual Machine – Java virtua´ln´ı stroj
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operacˇn´ıch syste´mech a architektura´ch procesor˚u, pro ktere´ je tento specia´ln´ı software k dis-
pozici. Dynamicky´m natahova´n´ım je doc´ıleno zrychlen´ı startu veˇtsˇiny aplikac´ı, protozˇe
nacˇ´ıta´n´ı prob´ıha´ pr˚ubeˇzˇneˇ dle potrˇeby programu, d´ıky tomu lze take´ sn´ızˇit pameˇt’ovou
na´rocˇnost, protozˇe nepouzˇite´ cˇa´sti programu nen´ı nutne´ natahovat do pameˇti.
Bezpecˇnost programu˚ v Javeˇ je zajiˇsteˇna dynamicˇnost´ı bajtko´du a take´ povinnou ty-
povou kontrolou. Je tak zabezpecˇeno, zˇe nen´ı mozˇne´ zp˚usobit prˇetecˇen´ı nebo podtecˇen´ı
za´sobn´ıku cˇi prˇeda´n´ı chybne´ho mnozˇstv´ı parametr˚u. Mezi dalˇs´ı prvky zajiˇst’uj´ıc´ı bezpecˇnost
lze rˇadit rˇ´ızen´ı prˇ´ıstupu a vynutitelne´ kryptograficke´ podepsa´n´ı bajtko´du.
Java je vybavena prostrˇedky pro pra´ci ve v´ıce vla´knech a pro synchronizaci teˇchto
vla´ken. Vla´kna jsou odlehcˇenou variantou proces˚u, na rozd´ıl od ktery´ch sd´ılej´ı adresovy´
prostor. Vy´konnost programu˚ spusˇteˇny´ch v JVM je ovlivneˇna nutnost´ı prˇekladu do stro-
jove´ho ko´du aktua´ln´ı platformy, nicme´neˇ rychlost programu˚ je srovnatelna´ s programy
v jazyce C cˇi C++.
3.2 CORBA
CORBA4 je standard definovany´ OMG5, ktery´ umozˇnˇuje softwarovy´m komponenta´m na-
psany´m v r˚uzny´ch jazyc´ıch, umı´steˇny´m na r˚uzny´ch pocˇ´ıtacˇ´ıch, komunikovat mezi sebou.
CORBA6 nab´ız´ı mechanizmus pro standardizaci vola´n´ı metod. CORBA verze 1.0 byla
vyda´na v rˇ´ıjnu roku 1991. CORBA vyuzˇ´ıva´ IDL7 k popisu rozhran´ı spravovany´ch ob-
jekt˚u. Existuje take´ mnoho prˇekladacˇ˚u, ktere´ umozˇnˇuj´ı namapova´n´ı CORBA vola´n´ı do
standardn´ıch jazyk˚u jako naprˇ´ıklad C, C++, Java, Cobol, Smalltalk a mnoha dalˇs´ıch.
4CORBA – Common Object Request Broker Architecture – technologie zprostrˇedkova´vaj´ıc´ı prˇeda´va´n´ı
pozˇadavk˚u mezi obecny´mi objekty
5OMG – Object Management Group, Inc. – neziskova´ organizace sdruzˇuj´ıc´ı prˇez 800 cˇlen˚u
6CORBA je registrovanou obchodn´ı zna´mkou Object Management Group, Inc.
7IDL – Interface Definition Language – jazyk pro popis rozhran´ı
17
Kapitola 4
Syste´m pro analyticke´ zpracova´n´ı
dat OLAP
OLAP1 lze dle [6] definovat jako prˇ´ıstup k analy´za´m velky´ch mnozˇstv´ı dat. Za protipo´l
OLAPu lze povazˇovat OLTP2. Hlavn´ım rozd´ılem mezi OLAP a OLTP syste´my je jejich
orientace. Zat´ım co OLTP je orientova´n na manipulace s daty, OLAP je orientova´n na
objekty za´jmu. Objektem za´jmu mu˚zˇe by´t cokoliv, co na´s zaj´ıma´, naprˇ´ıklad polozˇka prodeje,
faktura, meˇrˇen´ı fyzika´ln´ı velicˇiny a podobneˇ.
Prˇ´ıroda okolo na´s je dle [7] v´ıcerozmeˇrna´. Dı´ky te´to skutecˇnosti jsou i data, ktera´
pocˇ´ıtacˇove´ syste´my zpracova´vaj´ı, v´ıcerozmeˇrna´. Pro potrˇeby analy´zy a zpracova´n´ı dat je
trˇeba jednoznacˇneˇ definovat strukturu ulozˇeny´ch dat. Data urcˇena´ pro analy´zy se skla´daj´ı
z fakt a jejich atribut˚u.
Data v OLTP syste´mech jsou rozprostrˇena v tabulka´ch a v jejich vazba´ch.
V OLAP syste´mech je prima´rn´ı deˇlen´ı dat do tzv. OLAP kostky, prˇ´ıpadneˇ v´ıceroz-
meˇrny´ch kostek, ktere´ vzˇdy pokry´vaj´ı pra´veˇ jeden objekt za´jmu. OLAP kostka se skla´da´
veˇtsˇinou z tabulky fakt˚u a tabulek dimenz´ı, ktere´ obsahuj´ı atributy urcˇene´ k vyhleda´va´n´ı cˇi
popisu dat. Dimenzn´ı tabulky mohou by´t nava´za´ny bud’ pouze prˇ´ımo na tabulku fakt˚u, nebo
neprˇ´ımo k tabulce fakt˚u prˇes dalˇs´ı dimenzn´ı tabulky. Tato usporˇa´da´n´ı se nazy´vaj´ı sche´mata.
Mezi nejcˇasteˇji pouzˇita´ sche´mata patrˇ´ı sche´ma hveˇzda, kde jsou vsˇechny dimenzn´ı tabulky
nava´za´ny na tabulku fakt˚u, nebo sche´ma sneˇhova´ vlocˇka, kde jsou neˇktere´ dimenzn´ı tabulky
nava´za´ny na jine´ dimenzn´ı tabulky.
4.1 Zobrazen´ı metodou OLAP
Nejcˇasteˇjˇs´ım zp˚usobem komunikace uzˇivatele s OLAP syste´mem je prostrˇednictv´ım relacˇn´ı
tabulky cˇi kontingencˇn´ı tabulky. Me´neˇ rozsˇ´ıˇreny´m, i kdyzˇ velmi prˇehledny´m zp˚usobem ko-
munikace je komunikace prostrˇednictv´ım kontingencˇn´ıho grafu. Kazˇda´ z teˇchto metod ma´
sva´ vyuzˇit´ı a nelze proto neˇkterou z nich vyloucˇit.
Relacˇn´ı tabulka zobrazuje v kazˇde´m rˇa´dku jeden fakt. Tabulka je rozdeˇlena svisle na
dveˇ cˇa´sti viz obra´zek 4.1. Ve sloupc´ıch v leve´ cˇa´sti jsou uvedeny jednotlive´ dimenze, v prave´
cˇa´sti potom hodnoty z tabulky fakt˚u. Tento zp˚usob je vy´hodny´ zvla´sˇteˇ prˇi rˇ´ıdke´m obsazen´ı
dat mezi dimenzemi, protozˇe jsou zobrazeny jen existujic´ı fakta. Prˇi zobrazen´ı kontingencˇn´ı
tabulkou lze opeˇt jednodusˇe a na´zorneˇ zjiˇst’ovat za´vislosti mezi v´ıce dimenzemi. V za´hlav´ı
1OLAP – On Line Analytical Processing – syste´m pro analyticke´ zpracova´n´ı dat.
2OLTP – On Line Transaction Processing – syste´m pro transakcˇn´ı zpracova´n´ı dat
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sloupce a na zacˇa´tku rˇa´dku jsou uvedeny jednotlive´ dimenze, uvnitrˇ kontingencˇn´ı tabulky
zase hodnoty z tabulky fakt˚u. V kontingencˇn´ım grafu jsou nejle´pe detekovatelne´ trendy
vy´voje cˇi r˚uzne´ anoma´lie. Kontingencˇn´ı graf je veˇtsˇinou vy´sledkem transformace z kon-
tingencˇn´ı tabulky pro zvy´razneˇn´ı urcˇite´ho trendu.
Obra´zek 4.1: Sche´ma struktury relacˇn´ı tabulky
4.2 OLAP operace
OLAP syste´m umozˇnˇuje dle [5] veˇtsˇinou neˇkolik za´kladn´ıch operac´ı s daty, naprˇ´ıklad:
• Drill–down – jestlizˇe se zvolena´ polozˇka dane´ dimenze nenacha´z´ı na nejnizˇsˇ´ı u´rovni
v hierarchii te´to dimenze, dojde k prˇesunu na tuto nizˇsˇ´ı u´rovenˇ.
• Roll–up – operace opacˇna´ k operaci zanorˇen´ı, je-li to mozˇne´, je zvy´sˇena u´rovenˇ pohledu
v ra´mci dane´ dimenze,
• Dice – vybere pouze ty u´daje, ktere´ splnˇuj´ı zadanou podmı´nku. U´rovenˇ dimenz´ı ani
jejich pocˇet se nezmeˇn´ı.
• Slice – vy´beˇr jedine´ho fixn´ıho prvku dane´ dimenze, cˇ´ımzˇ dojde k vy´beˇru pouze teˇch
u´daj˚u, ktere´ maj´ı pr˚usecˇ´ık s vybranou hodnotou dane´ dimenze a teˇmi, ktere´ byly
zvoleny prˇed touto operac´ı.
• Pivot – prˇi zobrazen´ı dat v kontingencˇn´ı tabulce dojde k otocˇen´ı tak, zˇe dimenze
umı´steˇne´ do sloupc˚u jsou prˇemı´steˇny do rˇa´dk˚u a naopak. T´ım dojde ke zmeˇneˇ umı´steˇn´ı
jednotlivy´ch hodnot a mu˚zˇe by´t doc´ıleno prˇehledneˇjˇs´ıho zobrazen´ı dat.
• Drill through – dojde k zanorˇen´ı azˇ na konkre´tn´ı neagregovane´ u´daje, zde mu˚zˇe by´t
proveden prˇ´ıstup prˇ´ımo do zdrojove´ho syste´mu.
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4.3 Ukla´da´n´ı dat v syste´mech OLAP
OLAP syste´my oznacˇuj´ı syste´my pracuj´ıc´ı s datovy´mi skladiˇsti a realizuj´ıc´ı OLAP operace.
Syste´my realizuj´ıc´ı OLAP dotazy jsou principielneˇ deˇleny na:
• desktop OLAP,
• multidimenziona´ln´ı OLAP,
• relacˇn´ı OLAP a
• hybridn´ı OLAP.
4.3.1 Desktop OLAP
Desktop OLAP je nejjednodusˇsˇ´ı syste´m realizuj´ıc´ı OLAP, beˇzˇ´ıc´ı na jedine´m klientske´m
pocˇ´ıtacˇi. Desktop OLAP se vyznacˇuje limitac´ı sve´ velikosti, protozˇe jde o syste´m beˇzˇ´ıc´ı
cely´ na pocˇ´ıtacˇi uzˇivatele, viz obra´zek 4.2. Ten veˇtsˇinou nedisponuje velky´mi syste´movy´mi
prostrˇedky v porovna´n´ı se servery. By´va´ pouzˇ´ıva´n jen v opravdu vyjimecˇny´ch prˇ´ıpadech.
Jedn´ım z teˇchto prˇ´ıpad˚u mu˚zˇe by´t naprˇ´ıklad oﬄine manipulace s malou cˇa´st´ı velke´ho OLAP
syste´mu.
Klient
    
 
 
 
Obra´zek 4.2: Sche´ma rozprostrˇen´ı vrstev syste´mu Desktop OLAP
4.3.2 Multidimenziona´ln´ı OLAP
Multidimenziona´ln´ı pole je datova´ struktura, ktera´ je urcˇena pro ulozˇen´ı dat. Je imple-
mentova´na jako pole s n–rozmeˇry a prˇesneˇ kop´ıruje strukturu kostky. Mu˚zˇe take´ s vy´hodou
obsahovat r˚uzne´ agregace, ktere´ mohou urychlit manipulace s daty ulozˇeny´mi v kostce. Dı´ky
tomu je zp˚usob ulozˇen´ı optimalizova´n pro OLAP operace, ma´ tud´ızˇ velmi vysoky´ vy´kon prˇi
vyrˇizova´n´ı dotaz˚u a vyzˇaduje relativneˇ maly´ prostor pro ulozˇen´ı obsahu kostky. Je vhodny´
pro male´ azˇ strˇedneˇ velke´ datove´ sklady. Neˇktera´ rˇesˇen´ı mı´vaj´ı vsˇak proble´my s veˇtsˇ´ım
mnozˇstv´ım dimenz´ı nezˇ cca 10, za´lezˇ´ı samozrˇejmeˇ na kardinaliteˇ dimenze. Pokud vsˇak lze
kostku celou nacˇ´ıst a manipulovat s n´ı v pameˇti serveru, nema´ toto rˇesˇen´ı vy´konostn´ı kon-
kurenci. Multidimenziona´ln´ı OLAP je nejcˇasteˇji realizova´n jako dvouvrstvy´ OLAP syste´m,
ktery´ udrzˇuje vsˇechna data ve specia´ln´ım forma´tu, tzv. multidimenziona´ln´ım poli. Sche´ma
rozprostrˇen´ı vrstev je uvedeno v obra´zku 4.3.
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Server
    
 
 
 
Klient-
ﬀ
Obra´zek 4.3: Sche´ma rozprostrˇen´ı vrstev syste´mu Multidimenziona´ln´ı OLAP
V obra´zku 4.3 je zna´zoneˇno, zˇe server uchova´va´ vesˇkera´ data v multidimenziona´ln´ım
poli.
4.3.3 Relacˇn´ı OLAP
Relacˇn´ı OLAP je datove´ skladiˇsteˇ, ktere´ jako u´lozˇiteˇ vyuzˇ´ıva´ relacˇn´ı databa´zi. Toto rˇesˇen´ı
jizˇ nen´ı limitova´no velikost´ı zpracova´vane´ho datove´ho souboru. Ten mu˚zˇe r˚ust do velikosti
des´ıtek gigabajt˚u azˇ stovek terabajt˚u dat. Prˇi zpracova´n´ı takto velky´ch objemu˚ dat nesmı´
by´t opomenuta skutecˇnost, zˇe relacˇn´ı databa´ze mı´vaj´ı cca o jeden rˇa´d veˇtsˇ´ı alokovany´
diskovy´ prostor, nezˇ je objem dat v nich ulozˇeny´. Z tohoto d˚uvodu by´va´ rˇesˇen´ı koncipova´no
jako trˇ´ıvrstve´. Veˇtsˇ´ı proble´m zde ale nasta´va´ prˇi importu dat do relacˇn´ıho OLAPu (tzv.
natahova´n´ı dat do skladiˇsteˇ). Pro tuto operaci relacˇn´ı databa´ze neobsahuje zˇa´dny´ na´stroj.
Z tohoto d˚uvodu je nezbytne´ doplnit serverovou vrstvu tak, aby tyto cˇinnosti zajiˇst’ovala.
Kapitola 4.4 se zaby´va´ problematikou natahova´n´ı dat do datovy´ch skladiˇst’.
Narozd´ıl od multidimenziona´ln´ıho OLAPu nen´ı u relacˇn´ıho OLAPu proble´m s konzis-
tenc´ı dat v prˇ´ıpadeˇ vy´padku serveru. Veˇtsˇina relacˇn´ıch databa´z´ı ma´ velmi dobrˇe vyrˇesˇeno
obnoven´ı syste´mu po pa´du. Relacˇn´ı OLAP vyuzˇ´ıva´ mnoho velky´ch hra´cˇ˚u na trhu a rˇesˇen´ı
je nejcˇasteˇji organizova´no tak, jak je patrno z obra´zku 4.4.
Relacˇn´ı
databa´ze
 
  Server Klient-
ﬀ
-
ﬀ
Obra´zek 4.4: Sche´ma rozprostrˇen´ı vrstev syste´mu Relacˇn´ı OLAP
V obra´zku 4.4 je zna´zorneˇno, zˇe data jsou umı´steˇna v databa´zi a server neuchova´va´
zˇa´dna´ data. Server pouze zprostrˇedkova´va´ data klientovi.
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4.3.4 Hybridn´ı OLAP
Hybridn´ı OLAP prˇedstavuje nejsofistikovaneˇjˇs´ı OLAP. Hybridn´ı OLAP spojuje relacˇn´ı
a multidimenziona´ln´ı prˇ´ıstup, snazˇ´ı se eliminovat jejich nedostatky, naprˇ´ıklad slozˇite´ rˇesˇen´ı
konzistence multidimenziona´ln´ıho OLAPu, a maximalizovat jejich vy´hody rychlost manipu-
lac´ı s multidimenziona´ln´ım OLAPem. Spojen´ı relacˇn´ıho a multidimenziona´ln´ıho prˇ´ıstupu
rˇesˇen´ı je velmi efektivn´ı, ale take´ nejslozˇiteˇjˇs´ı, protozˇe vyzˇaduje udrzˇovat vsˇechna data
aktua´ln´ı. Vy´hoda spocˇ´ıva´ ve skutecˇnosti, zˇe hybridn´ı OLAP udrzˇuje vsˇechna data v da-
tove´m skladiˇsti realizovane´m jako relacˇn´ı databa´ze a jejich agregace udrzˇuje v multidi-
menzn´ım poli (viz obra´zek 4.5). Lze jej s vy´hodou pouzˇ´ıt v prˇ´ıpadeˇ velke´ho datove´ho
skladiˇsteˇ, ze ktere´ho je vyuzˇ´ıva´na vzˇdy pouze d´ılcˇ´ı cˇa´st jako vy´rˇez pro dotazova´n´ı a analy´zy.
Tato d´ılcˇ´ı cˇa´st mu˚zˇe take´ by´t prˇi otevrˇen´ı kostky zkop´ırova´na do multidimenzn´ıho pole, kde
manipulace trvaj´ı rˇa´doveˇ kratsˇ´ı dobu.
Relacˇn´ı
databa´ze
 
 
Server
    
 
 
 
Klient-
ﬀ
-
ﬀ
Obra´zek 4.5: Sche´ma rozprostrˇen´ı vrstev syste´mu Hybrid OLAP
V obra´zku 4.5 je zna´zoneˇno, jak jsou data v relacˇn´ı databa´zi ulozˇena a jak server
uchova´va´ jejich cˇa´st, prˇ´ıpadneˇ jejich agregace v multidimenziona´ln´ım poli.
4.4 Plneˇn´ı datovy´ch skladiˇst’
Znacˇny´ proble´m prˇedstavuje plneˇn´ı datovy´ch skladiˇst’. Du˚vodem je, zˇe veˇtsˇina zdroj˚u dat
nen´ı standardizova´na, nelze tud´ızˇ ani snadno standardizovat z´ıska´va´n´ı teˇchto dat, ani je-
jich forma´t. Z teˇchto d˚uvod˚u je nutno povazˇovat z´ıska´va´n´ı dat a jejich transformaci na
standardn´ı forma´t za netrivia´ln´ı operace. Tyto operace na´lezˇ´ı do ETL3 cˇi ETTL4 skupiny.
Pro tyto skupiny operac´ı existuje rˇada na´stroj˚u. Jejich vstupem by´va´ zdrojovy´ syste´m
prostrˇednictv´ım:
• prˇ´ıme´ho prˇ´ıstupu do databa´ze,
• prˇ´ıstupu do databa´ze prostrˇednictv´ım pohledu (naprˇ´ıklad z d˚uvodu bezpecˇnosti),
• souboru na souborove´m syste´mu,
• vzda´lene´ho vola´n´ı,
3ETL – extract, transform, load – vyta´hni, prˇeved’, nacˇti
4ETTL – extract, transfer, transform, load – vyta´hni, prˇesunˇ, prˇeved’, nacˇti
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• zpra´vy s vyuzˇit´ım komunikacˇn´ıho protokolu (naprˇ´ıklad elektronickou posˇtou, pomoc´ı
protokolu XMPP5, zna´my´m te´zˇ pod oznacˇen´ım Jabber6 . . . apod.).
Prˇevod dat ze zdrojove´ho syste´mu by´va´ realizova´n jako sada zrˇeteˇzeny´ch transformac´ı.
K tvorbeˇ rˇeteˇzu transformac´ı je zapotrˇeb´ı experta, ktery´ zna´ povahu dat. Tyto zrˇeteˇzene´
transformace mohou by´t vizualizova´ny do orientovane´ho grafu, ktery´ modeluje datove´ toky.
Rˇeteˇz transformac´ı je zpravidla zaha´jen rozlozˇen´ım vstupu na jednotlive´ za´znamy, se
ktery´mi se posle´ze pracuje oddeˇleneˇ, cozˇ lze velmi efektivneˇ vyuzˇ´ıt k paralelizaci zpracova´n´ı.
Vy´sledkem ETL operac´ı je veˇtsˇinou tabulka, ktera´ obsahuje data v standardizovane´m
forma´tu. Kvalita ETL operac´ı je nutnou podmı´nkou pro z´ıska´n´ı kvalitn´ıch informac´ı a zna-
lost´ı, nicme´neˇ nen´ı jedinou podmı´nkou, jako dalˇs´ı lze naprˇ´ıklad zmı´nit dobu zpracova´n´ı
dat.
Pokud maj´ı by´t informace z´ıskane´ z dat efektivneˇ vyuzˇity, mus´ı by´t k dispozici pro
zpracova´n´ı co nejdrˇ´ıve po jejich vzniku. Z tohoto d˚uvodu je nutne´ minimalizovat zpozˇdeˇn´ı
mezi vznikem dat a jejich zobrazen´ım v datove´m skladiˇsti. Dalˇs´ı urychlen´ı reakce zpracova´n´ı
dat na vznik novy´ch dat mu˚zˇe by´t provedeno informova´n´ım dalˇs´ıch navazuj´ıc´ıch syste´mu˚,
naprˇ´ıklad OLAP na´stroj˚u, na zmeˇnu v datech.
4.5 Neprˇipravene´ syste´my
Ne vsˇechny syste´my umozˇnˇuj´ı vy´stup dat ve forma´tu vhodne´m pro dalˇs´ı zpracova´n´ı a pro
z´ıska´va´n´ı informac´ı a znalost´ı. Neˇktere´ syste´my nejsou schopny vytvorˇit iterativn´ı vy´stup,
ktery´ lze zpracova´vat postupneˇ. Je proto nutne´ po kazˇde´ zmeˇneˇ dat ve zdrojove´m syste´mu
prove´st rekonstrukci dat v datove´m skladiˇsti. To mu˚zˇe by´t proble´m v prˇ´ıpadeˇ, zˇe exis-
tuje snaha udrzˇovat opravdu aktua´ln´ı stav dat v datove´m skladiˇsti a soucˇasneˇ je objem
zpracova´vany´ch dat znacˇny´. Existuj´ı naprˇ´ıklad syste´my obsahuj´ıc´ı jednotky gigabajt˚u azˇ
des´ıtky terabajt˚u dat.
4.5.1 Zrcadlo zdrojove´ho syste´mu
Jednou z variant rˇesˇen´ı proble´mu s rekonstrukc´ı dat u neprˇipraveny´ch syste´mu˚ je v ra´mci
ETL operac´ı je udrzˇova´n´ı kopie tzv. zrcadlo zdrojove´ho syste´mu, ktera´ bude synchroni-
zova´na vy´stupy ze zdrojove´ho syste´mu. Na´sledneˇ je mozˇno jako jeden z vy´stup˚u synchro-
nizace vytvorˇit protokol o zmeˇna´ch, ktery´ lze da´le vyuzˇ´ıt v ra´mci natahova´n´ı dat do da-
tove´ho skladiˇsteˇ. Tento proces mu˚zˇe by´t na prvn´ı pohled znacˇneˇ zdlouhavy´, ale dle [12]
jej vyuzˇ´ıva´ naprˇ´ıklad SAP BW7. V ra´mci kapitoly 8 je prezentova´na metodika vy´konovy´ch
test˚u udrzˇova´n´ı zrcadla zdrojove´ho syste´mu, natahova´n´ı kompletn´ıho souboru dat do da-
tove´ho skladiˇsteˇ a natahova´n´ı prˇ´ır˚ustk˚u s pomoc´ı protokolu zrcadla zdrojove´ho syste´mu.
4.5.2 Vy´hody uzˇit´ı zrcadla zdrojove´ho syste´mu
Udrzˇova´n´ı zrcadla zdrojove´ho syste´mu prˇina´sˇ´ı vy´hodu mozˇne´ho oddeˇlen´ı serveru pro na-
tahova´n´ı dat do datove´ho skladiˇsteˇ a serveru pro dotazova´n´ı a z´ıska´va´n´ı informac´ı z dat.
Dalˇs´ı vy´hodou je mozˇnost kontroly natahovany´ch dat a jejich u´pravy cˇi proveden´ı ETL
operac´ı. Zvla´sˇteˇ prˇi dlouhodobe´m vyuzˇ´ıva´n´ı datove´ho skladiˇsteˇ je toto jedna ze za´sadn´ıch
5XMPP – Extensible Messaging and Presence Protocol – rozsˇiˇritelny´ protokol pro vy´meˇnu zpra´v
6Jabber je registrovanou obchodn´ı zna´mkou firmy Jabber, Inc.
7SAP BW – je registrovanou ochrannou zna´mkou firmy SAP AG
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vy´hod. Pozˇadavky na data v datove´m skladiˇsti se vzˇdy s cˇasem vyv´ıjej´ı a meˇn´ı se cˇasto
i kvalita cˇi podrobnost informac´ı z´ıska´vany´ch z produkcˇn´ıch syste´mu˚. Na tento jev je nutne´
obcˇas reagovat modifikac´ı dat v datove´m skladiˇsti. Modifikace historicky´ch dat patrˇ´ı k jedne´
z nejobt´ızˇneˇjˇs´ıch operac´ı prˇi u´drzˇbeˇ datove´ho skladiˇsteˇ v˚ubec.
Jinou vy´hodou uzˇit´ı zrcadla zdrojove´ho syste´mu je mozˇna´ paralelizace natahova´n´ı dat
do datove´ho skladiˇsteˇ, ktera´ v prˇ´ıpadeˇ natahova´n´ı kompletn´ıho stavu zdroje do datove´ho
skladiˇsteˇ nen´ı mozˇna´ (z d˚uvodu prˇet´ızˇen´ı diskove´ho subsyste´mu serveru, nebot’ veˇtsˇina
datovy´ch skladiˇst’ svoj´ı velikost´ı prˇesahuje velikost operacˇn´ı pameˇti server˚u).
Dalˇs´ı vy´hodou vyuzˇit´ı zrcadla zdrojove´ho syste´mu je mozˇnost ozna´men´ı zmeˇny da-
tove´ho skladiˇsteˇ pouze teˇm prvk˚um, ktere´ s teˇmito daty pracuj´ı. T´ım se omez´ı ply´tva´n´ı
vy´pocˇetn´ıho vy´konu pro zajiˇsteˇn´ı zobrazen´ı novy´ch dat u uzˇivatel˚u cˇi na´stroj˚u, ktere´ ne-
patrˇ´ı mezi zasazˇene´ aktua´ln´ı zmeˇnou dat.
4.5.3 U´skal´ı uzˇit´ı zrcadla zdrojove´ho syste´mu
Vyuzˇit´ı zrcadla zdrojove´ho syste´mu zp˚usobuje zveˇtsˇen´ı na´rok˚u na diskovy´ prostor. Jako
pozitivum lze oznacˇit sn´ızˇen´ı zat´ızˇen´ı zdrojove´ho syste´mu.
Mozˇne´ dalˇs´ı u´skal´ı mu˚zˇe spocˇ´ıvat ve zpomalen´ı pr˚uchodu dat datovy´m skladiˇsteˇm a vzni-
kem prodlevy prˇi tvorbeˇ zrcadla zdrojove´ho syste´mu. Velikost prodlevy bude meˇrˇena v ka-
pitole 8.
4.6 Realtime OLAP
Zobrazen´ı co mozˇna´ nejcˇerstveˇjˇs´ıch dat je u syste´mu˚ pro z´ıska´va´n´ı informac´ı a znalost´ı jed-
nou ze za´kladn´ıch podmı´nek. Realtime OLAP stav´ı tuto podmı´nku jako hlavn´ı pozˇadavek.
Pokud by syste´m byl teˇsneˇ spojen se syste´mem, ve ktere´m data vznikaj´ı, je mozˇno real-
time datove´ skladiˇsteˇ realizovat snadno. Bohuzˇel veˇtsˇina dodavatel˚u informacˇn´ıch syste´mu˚
nepocˇ´ıta´ se spojen´ım informacˇn´ıho syste´mu se syste´mem pro z´ıska´va´n´ı informac´ı a znalost´ı.
Pokud je v informacˇn´ım syste´mu pocˇ´ıta´no s podporou takove´ho syste´mu, velmi cˇasto chyb´ı
v prˇeda´vany´ch datech alesponˇ cˇa´sti dat, ktere´ jsou dostupne´ pouze v oﬄine formeˇ. Proto lze
povazˇovat realtime datove´ skladiˇsteˇ za jisty´ idea´l, ke ktere´mu existuje snaha se maxima´lneˇ
prˇibl´ızˇit.
Dle [15], je Realtime OLAP vystaveˇn na architekturˇe multidimenziona´ln´ıho OLAPu.
Toto rˇesˇen´ı je, jak jizˇ bylo v 4.3.2 zmı´neˇno, limitova´no velikost´ı operacˇn´ı pameˇti serveru. Pro
potrˇeby vsˇak Realtime OLAPem rozumı´me OLAP operace nad datovy´m skladiˇsteˇm, ktere´
se velmi teˇsneˇ bl´ızˇ´ı realtime datove´mu skladiˇsti. Realtime datove´ skladiˇsteˇ nen´ı pozˇadova´no
prˇ´ımo, protozˇe OLAP operace ve veˇtsˇineˇ prˇ´ıpadech trvaj´ı rˇa´doveˇ jednotky sekund azˇ des´ıtky
minut, dle slozˇitosti operace. Dı´ky tomu je tolerova´no zpozˇdeˇn´ı pr˚uchodu dat datovy´m
skladiˇsteˇm cca neˇkolik des´ıtek sekund azˇ jednotek minut. Pokud jsou tyto operace rˇ´ızeny
uzˇivatelem, je zde pozˇadavek, aby se do vy´sledk˚u operac´ı nad daty projevily vsˇechny zmeˇny
v datech do odesla´n´ı posledn´ıho prˇ´ıkazu.
4.7 Operace nad daty
Pro potrˇeby analy´zy vy´konnosti a efektivnosti datove´ho skladiˇsteˇ je nezbytne´ prima´rneˇ zjis-
tit, jaka´ data se ukla´daj´ı do datove´ho skladiˇsteˇ a jake´ operace jsou prova´deˇny nad teˇmito
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daty v datovy´ch skladiˇst´ıch. Data v datove´m skladiˇsti by´vaj´ı slozˇena ze sady atribut˚u (pod-
statny´ch znak˚u cˇi neodlucˇitelny´ch vlastnost´ı). Atributy lze dle [18] rozdeˇlit na trˇi za´kladn´ı
druhy:
• diskre´tn´ı atribut – u neˇho je obor hodnot spocˇetny´,
• ordina´ln´ı atribut – je rozsˇ´ıˇren´ı diskre´tn´ıho atributu o usporˇa´da´n´ı hodnot, ktere´ mu˚zˇe
atribut naby´vat,
• kvalitativn´ı atribut – neˇkdy take´ numericky´ cˇi spojity´, je atribut naby´vaj´ıc´ı cˇ´ıselny´ch
hodnot, jejichzˇ obor je nespocˇetny´.
Operace nad atributy mohou by´t sumacˇn´ı nebo analyticke´. Vy´sledkem sumacˇn´ıch operac´ı
je cˇ´ıselna´ hodnota tzv. mı´ra. Ty lze rozdeˇlit dle rozdeˇlitelnosti algoritmu do trˇ´ı kategori´ı:
• distributivn´ı mı´ra – mı´ra, jej´ızˇ vy´pocˇet lze rozlozˇit rozdeˇlen´ım souboru atribut˚u na
cˇa´sti, spocˇ´ıta´n´ım d´ılcˇ´ıch vy´sledk˚u teˇchto cˇa´st´ı a jejich spojen´ım,
• algebraicka´ mı´ra – mı´ra, kterou lze spocˇ´ıtat algebraicky z jiny´ch algebraicky´ch nebo
distributivn´ıch meˇr,
• holisticka´ mı´ra – mı´ra, kterou lze z´ıskat pouze vy´pocˇtem nad cely´m souborem dat.
Pokud jsou zanedba´ny holisticke´ mı´ry, lze prˇi vy´pocˇtu distributivn´ıch nebo algebraicky´ch
meˇr vyuzˇ´ıt data k libovolne´mu okamzˇiku a na´sledneˇ dopocˇ´ıta´vat a zprˇesnˇovat vy´sledky po-
moc´ı zrcadla zdrojove´ho syste´mu, viz 4.5, konkre´tneˇ z dat z protokolu o zmeˇna´ch. T´ım lze
opravovat mı´ry dat v datove´m skladiˇsti velmi rychle, protozˇe velikost zmeˇn je ve srovna´n´ı
s velikost´ı datove´ho skladiˇsteˇ zanedbatelna´.
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Kapitola 5
Pozˇadavky na vytva´rˇenou aplikaci
Pro otestova´n´ı chova´n´ı OLAPu s pouzˇit´ım zrcadla zdrojove´ho syste´mu bude vytvorˇena
aplikace implementuj´ıc´ı datove´ skladiˇsteˇ a zrcadlo zdrojove´ho syste´mu. Aplikace bude pro-
vozovatelna´ na beˇzˇny´ch platforma´ch Windows1, Linux2 a Mac OS3 X. Pro komunikaci
komponent tvorˇ´ıc´ıch aplikaci bude pouzˇita s´ıt’ova´ infrastruktura s protokolem TCP/IP,
vyuzˇ´ıvany´m v celosveˇtove´ s´ıti Internet.
V aplikaci bude pouzˇito natazˇen´ı dat do datove´ho skladiˇsteˇ plny´m natazˇen´ım a natazˇe-
n´ım prˇ´ır˚ustk˚u s pouzˇit´ı zrcadla zdrojove´ho syste´mu. Plne´ natazˇen´ı bude prob´ıhat vypra´zd-
neˇn´ım datove´ho skladiˇsteˇ a na´sledneˇ natazˇen´ım cele´ho datove´ho souboru do datove´ho
skladiˇsteˇ. Natazˇen´ı prˇ´ır˚ustk˚u bude vyuzˇ´ıvat protokol o zmeˇna´ch zrcadla zdrojove´ho syste´mu
a bude natahovat pouze zmeˇny od posledn´ıho natazˇen´ı datove´ho skladiˇsteˇ.
V ra´mci rˇesˇen´ı nebude mı´t uzˇivatel prˇ´ımy´ prˇ´ıstup ke kostce a bude od n´ı oddeˇlen po-
moc´ı pohledu na kostku. Uzˇivatel tak mus´ı pro manipulaci s daty nejdrˇ´ıve tento pohled
vytvorˇit. Pohled bude potom mozˇno pomoc´ı OLAP operac´ı (viz 4.2) modifikovat. Syste´m
bude pokry´vat prˇ´ıpady pouzˇit´ı zna´zorneˇne´ v obra´zku 5.1.
5.1 Slozˇitost a cena
Cena je v dnesˇn´ı dobeˇ hlavn´ım krite´riem hodnocen´ı veˇtsˇiny lidsky´ch cˇinnost´ı. Prˇedpokla´-
dejme, zˇe cena kazˇde´ho vy´pocˇtu je da´na dobou jeho zpracova´n´ı na pocˇ´ıtacˇi, pak se toto
rozlozˇen´ı ceny nazy´va´ uniformn´ı. Uniformn´ı rozlozˇen´ı povazˇuje vsˇechny operace trvaj´ıc´ı
stejnou dobu jako stejneˇ na´rocˇne´.
Analy´zu slozˇitosti vy´pocˇtu lze dle [19] cha´pat jako vyja´drˇen´ı pozˇadovany´ch zdroj˚u pro
tento vy´pocˇet jako funkci za´visej´ıc´ı na de´lce vstupn´ıho rˇeteˇzce.
Prˇesna´ informace o slozˇitosti je pro nasˇe potrˇeby veˇtsˇinou zbytecˇna´. Urychlen´ı vy´pocˇtu
d´ıky vyuzˇit´ı vy´konneˇjˇs´ıho pocˇ´ıtacˇe je jednoduche´. Charakter r˚ustu na´rocˇnosti vy´pocˇtu ale
z˚usta´va´ zachova´n. Zaj´ıma´ na´s pouze ”d˚ulezˇita´“ cˇa´st informace o slozˇitosti. Proto se cˇasto
slozˇitost popisuje pomoc´ı tzv. asymptoticky´ch odhad˚u slozˇitosti. Nejvyuzˇ´ıvaneˇjˇs´ı odhad je
asymptoticke´ horn´ı omezen´ı funkce O.
Necht’ F je mnozˇina funkc´ı f : N→ N, ktere´ vyjadrˇuj´ı projekci de´lky vstupu na hodnotu
slozˇitosti algoritmu. Pro danou funkci g(n) ∈ F definujeme mnozˇinu funkc´ıO(f(n)) vzorcem
5.1.
1Windows je registrovanou obchodn´ı zna´mkou Microsoft Corporation, spolecˇnosti organizovane´ a exis-
tuj´ıc´ı podle za´kon˚u sta´tu Washington
2Linux je registrovanou obchodn´ı zna´mkou pana Linuse Torvaldse
3Mac OS je registrovanou obchodn´ı zna´mkou firmy Apple Inc.
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O(f(n)) = {g(n) ∈ F|∃c, n0 ∈ N ∀n ∈ N : n ≥ n0 ⇒ 0 ≤ g(n) ≤ c · f(n)} (5.1)
kde g(n) je skutecˇna´ funkce uda´vaj´ıc´ı slozˇitost algoritmu a funkce f(n) urcˇuje trˇ´ıdu
funkc´ı realizuj´ıc´ıch horn´ı asymptoticky´ odhad slozˇitosti.
Mnozˇiny O maj´ı obvykle tvary:
• O(1) – pro konstantn´ı slozˇitost,
• O(n) – pro linea´rn´ı slozˇitost,
• O(n2) – pro kvadratickou slozˇitost,
• O(2n) – pro exponencia´ln´ı slozˇitost.
Obra´zek 5.1: Sche´ma prˇ´ıpad˚u pouzˇit´ı OLAP serveru
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Kapitola 6
Na´vrh aplikace
Vytva´rˇena´ aplikace bude realizova´na jako trˇ´ıvrstva´ (databa´ze, server, klient). Bude vyuzˇ´ıvat
databa´zovy´ syste´m PostgreSQL a bude implementova´na v programovac´ım jazyce Java nad
JVM. Pro komunikaci mezi databa´z´ı a serverem bude vyuzˇito rozhran´ı JDBC1 a mezi ser-
verem a klientem bude vyuzˇito rozhran´ı CORBA. Aplikace bude nazy´va´na TOPZ. Sche´ma
architektury aplikace TOPZ zna´zornˇuje obra´zek 6.1.
Obra´zek 6.1: Sche´ma architektury TOPZ
Dı´ky vyuzˇit´ı JVM je mozˇne´ veˇnovat se proble´mu˚m, ktere´ TOPZ rˇesˇ´ı, za´rovenˇ vsˇak
umozˇnˇuje odst´ıneˇn´ı od architektury pocˇ´ıtacˇe a operacˇn´ıho syste´mu na neˇm beˇzˇ´ıc´ıho. Tech-
nologie CORBA poskytuje rozhran´ı pro komunikaci komponent aplikace a zjednodusˇuje
mozˇnost interoperability a rozsˇiˇritelnosti rˇesˇen´ı.
Aplikace TOPZ bude slouzˇit k zjiˇsteˇn´ı na´rocˇnosti udrzˇova´n´ı zrcadla zdrojove´ho syste´mu
a rozd´ılu cˇasu plne´ho natazˇen´ı datove´ho skladiˇsteˇ od natazˇen´ı prˇ´ır˚ustk˚u. Da´le bude pro-
vedeno prˇesunut´ı databa´ze do RAM-disku s na´sledny´m testem zrcadla, plne´ho natazˇen´ı
a natazˇen´ı prˇ´ır˚ustk˚u.
1JDBC – Java DataBase Connectivity – standardizovane´ rozhran´ı pro pra´ci s databa´z´ı v Javeˇ
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6.1 Moduly aplikace TOPZ
Aplikace TOPZ bude rozdeˇlena do sedmi modul˚u, ktere´ rozdeˇl´ı aplikaci na logicke´ celky.
Rozlozˇen´ı modul˚u a jejich vza´jemne´ za´vislosti jsou zobrazeny v obra´zku 6.2.
Obra´zek 6.2: Sche´ma rozlozˇen´ı a za´vislost´ı modul˚u
Za´kladn´ım modulem bude modul Katalog. Tento modul nebude na zˇa´dne´m jine´m mo-
dulu za´visly´. Modul Katalog bude vyuzˇit pro abstrakci databa´zove´ vrstvy tak, aby neexis-
tovala za´vislost na tvaru syste´move´ho katalogu.
Hlavn´ım modulem cele´ho syste´mu bude modul Kostka, ktery´ bude tvorˇit ja´dro cele´ho
syste´mu. Vesˇkery´ vstup dat do cele´ho syste´mu se bude d´ıt prostrˇednictv´ım modulu Vstup,
ktery´ bude zapouzdrˇovat celou proceduru vkla´da´n´ı dat do syste´mu. Pro popis dat v datove´m
skladiˇsti bude slouzˇit modul Vlastnost a pro zprostrˇedkova´n´ı dat uzˇivateli modul Pohled
a pro prezentaci dat uzˇivateli. Pro cˇiˇsteˇn´ı a kontrolu dat bude slouzˇit modul Zrcadlo. Tento
modul bude z pohledu diplomove´ pra´ce za´sadn´ı, protozˇe testova´n´ı popisovane´ v kapitole 8
se bude zaby´vat pra´veˇ t´ımto modulem spolu s hlavn´ım modulem Kostka.
Implementace modul˚u bude zalozˇena na bal´ıcˇc´ıch JVM, ktere´ budou obsahovat dva
druhy trˇ´ıd (s vyj´ımkou modulu Klient). Prvn´ı druh trˇ´ıd bude mı´t oporu prˇ´ımo v databa´zi
a bude tak realizovat persistenci. Dalˇs´ı trˇ´ıdy budou pomocne´ a budou doplnˇovat vlastnosti
persistentn´ıch trˇ´ıd.
6.1.1 Modul Katalog
Modul Katalog bude slouzˇit k manipulaci se za´kladn´ımi objekty v databa´zi (sekvencemi,
tabulkami a sloupci). Pomoc´ı zapouzdrˇen´ı bude umozˇnovat jejich vytva´rˇen´ı a spra´vu. Modul
bude realizovat duplikovany´ syste´movy´ katalog. Modul Katalog bude za´kladn´ım kamenem
aplikace TOPZ a budou ho vyuzˇ´ıvat te´meˇrˇ vsˇechny ostatn´ı moduly. Bude take´ umozˇnovat
vytvorˇen´ı za´kladn´ıch tabulek (vcˇetneˇ obsahu) v cˇiste´ a pra´zdne´ databa´zi.
6.1.2 Modul Kostka
Hlavn´ı modul realizuj´ıc´ı datove´ skladiˇsteˇ bude modul Kostka. Data v datove´m skladiˇsti
budou, jak by´va´ v datovy´ch skladiˇst´ıch zvykem, organizova´na do multidimenziona´ln´ıch
kostek.
Modul kostka se bude skla´dat ze trˇ´ıd zajiˇstuj´ıc´ıch perzistenci metadat v databa´zi a trˇ´ıd
zajiˇstuj´ıc´ıch import dat do databa´ze. Tyto dva druhy trˇ´ıd lze povazˇovat z podmnozˇinu
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na´vrhove´ho vzoru MVC2, konkre´tneˇ zde nen´ı podpora zobrazen´ı dat. Na obra´zku 6.3 je
zna´zorneˇno prova´za´n´ı tabulek metadat a prˇ´ıklad tabulek obsahuj´ıc´ı data kostky.
Obra´zek 6.3: ER diagram modulu Kostka
Kazˇda´ kostka bude obsahovat jednu azˇ n dimenz´ı. Kazˇda´ dimenze se mu˚zˇe skla´dat
z jedne´ azˇ n vlastnost´ı. Tyto vlastnosti sd´ılej´ıc´ı jednu dimenzi by meˇly mı´t vysokou mı´ru
korelace, d´ıky cˇemuzˇ je mozˇne´ zmensˇit pocˇet dimenz´ı a za´rovenˇ urychlit pra´ci s tabulkou
fakt˚u. Tyto vlastnosti sd´ılej´ıc´ı jednu dimenzi by´vaj´ı cˇasto vyuzˇ´ıva´ny u cˇasove´ dimenze, kde
naprˇ´ıklad vyvsta´va´ pozˇadavek na dvoj´ı prˇ´ıstup k cˇasu (kalenda´rˇn´ı rok vs. zu´cˇtovac´ı obdob´ı).
Kostka bude realizova´na jako tabulka fakt˚u (s prˇ´ıponou f) sva´zana´ s jednou azˇ n
dimenzn´ımi tabulkami.
V tabulce subdimenze se budou nacha´zet odkazy na vlastnosti, ktera´ vytva´rˇej´ı dimenzi.
V tabulce metrika bude seznam metrik dane´ kostky.
6.1.3 Modul Vstup
Vstup dat z extern´ıch zdroj˚u bude realizovat modul Vstup. Data budou ulozˇena v ori-
gina´ln´ım tvaru a v prˇedzpracovane´m tvaru po rozdeˇlen´ı na za´znamy. Prˇi prˇida´n´ı nove´ho
vstupu bude vytvorˇena tabulka (s prˇ´ıponou in), do ktere´ se budou data rozdeˇlena´ na
za´znamy ukla´dat. Na´sledneˇ bude mozˇno prˇidat sadu textovy´ch sloupc˚u, ze ktery´ch se bu-
dou skla´dat za´znamy.
2MVC – Model-View-Controller – Model-Pohled-Rˇadicˇ – na´vrhovy´ vzor
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V prototypu aplikace bude implementova´n vstup dat ze souboru strukturovane´m jako
polozˇky oddeˇlovane´ znakem cˇ´ıslo 124 (hexadecima´lneˇ 7C – zna´me´m jako svisla´ cˇa´ra). Na
prvn´ım rˇa´dku (v za´hlav´ı) souboru budou mı´sto polozˇek na´zvy jednotlivy´ch sloupc˚u. Po
vlozˇen´ı dat v origina´ln´ım stavu budou do prˇ´ıslusˇne´ tabulky ulozˇena data take´ ve formeˇ
rozdeˇlene´ na jednotlive´ za´znamy a sloupce dle specifikace v za´hlav´ı souboru. V souboru
bude nutne´ mı´t vsˇechny ocˇeka´vane´ sloupce, mohou by´t ovsˇem v libovolne´m porˇad´ı.
Na obra´zku 6.4 je zna´zorneˇno prova´za´n´ı tabulek metadat, tabulky soubor a prˇ´ıkladu
tabulky dat.
Obra´zek 6.4: ER diagram modulu Vstup
V tabulce subvstup budou odkazy do modulu Katalog na sloupce prˇ´ıslusˇne´ho vstupu.
Tabulka soubor bude na rozhrann´ı metadat a dat. Tato tabulka bude obsahovat jednotlive´
nacˇtene´ soubory dat a take´ s jej´ı pomoc´ı budou data seskupena dle souboru a porˇad´ı
importu.
Modul Vstup bude doplneˇn funkc´ı automaticke´ho generova´n´ı vstupn´ıch soubor˚u dat pro
cˇasovou dimenzi.
6.1.4 Modul Vlastnost
Modul Vlastnost bude umozˇnˇovat vytva´rˇen´ı stromove´ struktury pro popis dat ulozˇeny´ch
v datove´m skladiˇsti.
Popis jednoho aspektu dat v datove´m skladiˇsti budeme nazy´vat vlastnost. Kazˇda´ vlast-
nost bude mı´t textovy´ kl´ıcˇ, ktery´ bude pro ni unika´tn´ı. Tento kl´ıcˇ bude pouzˇit pro sva´za´n´ı
s daty a bude vhodne´, aby byl shodny´ s unika´tn´ım identifika´torem ve zdrojove´m syste´mu.
Pro zobrazen´ı v aplikaci bude mozˇno pouzˇ´ıt trˇi r˚uzneˇ dlouha´ textova´ zobrazen´ı (v de´lka´ch
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20, 60 a 200 znak˚u), cozˇ umozˇn´ı zmensˇit objem dat prˇena´sˇeny´ch ze zdrojove´ho syste´mu
a za´rovenˇ nesn´ızˇ´ı komfort pra´ce s daty.
Kazˇda´ vlastnost bude rozlozˇena do jedne´ azˇ trˇ´ı tabulek. Prvn´ı tabulka (s prˇ´ıponou
v), ktera´ bude existovat vzˇdy, bude obsahovat kl´ıcˇ a unika´tn´ı cˇ´ıslo slouzˇ´ıc´ı k rychlejˇs´ımu
spojova´n´ı tabulek vlastnosti. Druha´ tabulka (s prˇ´ıponou t) bude obsahovat textova´ zobra-
zen´ı jednotlivy´ch polozˇek vlastnost´ı. Trˇet´ı tabulka (s prˇ´ıponou s) bude obsahovat mozˇna´
propojen´ı vlastnost´ı do stromove´ struktury.
Na obra´zku 6.5 je zna´zorneˇno prova´za´n´ı tabulek metadat a prˇ´ıklad tabulek obsahuj´ıc´ı
data vlastnosti.
Obra´zek 6.5: ER diagram modulu Vlastnost
V tabulce subvlastnost budou odkazy na podrˇ´ızene´ vlastnosti. Pomoc´ı teˇchto odkaz˚u je
mozˇne´ vytvorˇit stromovou strukturu prˇesneˇ kop´ıruj´ıc´ı vztah dat k realiteˇ.
6.1.5 Modul Zrcadlo
Modul Zrcadlo bude modul, ktery´ vytvorˇ´ı prostrˇed´ı pro testova´n´ı hypote´z z kapitoly 4.5.
Modul bude realizovat zrcadlo zdrojove´ho syste´mu a tvorbu protokolu.
Kazˇde´ zrcadlo bude slozˇeno ze trˇ´ı tabulek. Prvn´ı tabulka (s prˇ´ıponou z) bude zobra-
zovat obsah zdrojove´ho syste´mu (realizuje tzv. zrcadlo) a bude modulem Kostka vyuzˇ´ıva´n
ke kompletn´ı obnoveˇ kostky ze zrcadla. Druha´ tabulka (s prˇ´ıponou c) bude protokolem
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o zmeˇna´ch zdrojove´ho syste´mu a bude vyuzˇ´ıva´na k iterativn´ımu obnovova´n´ı kostky do
aktua´ln´ıho stavu. Trˇet´ı tabulka (s prˇ´ıponou q) bude pouzˇ´ıva´na jako fronta informac´ı, ktere´
se podarˇ´ı z´ıskat ze zdrojove´ho syste´mu. Tato tabulka bude vyprazdnˇova´na prˇi importu dat
do zrcadla.
Na obra´zku 6.6 je zna´zorneˇno prova´za´n´ı tabulek metadat a prˇ´ıklad tabulek tvorˇ´ıc´ıch
zrcadlo.
Obra´zek 6.6: ER diagram modulu Zrcadlo
V tabulce subzrcadlo se budou nacha´zet odkazy na sloupce, ktere´ popisuj´ı data v zrcadle,
cozˇ odpov´ıda´ kl´ıcˇi vlastnosti. V tabulce zmetrika budou ulozˇeny sloupce obsahuj´ıc´ı data
v zrcadle, cozˇ odpov´ıda´ metrice v kostce.
Zrcadlo nebude vsˇak trˇeba vytva´rˇet rucˇneˇ. Zrcadlo bude vytva´rˇeno na za´kladeˇ nakon-
figurovane´ kostky automaticky, a to vcˇetneˇ vytvorˇen´ı vazby na tuto kostku.
6.1.6 Modul Pohled
Modul Pohled bude modul, ktery´ bude zprostrˇedkova´vat zobrazen´ı obsahu dat ulozˇeny´ch
v kostka´ch. Modul bude transformovat data v kostce dle zadany´ch parametr˚u. Transformace
bude prova´deˇna jako kopie dat z kostky a jej´ı u´pravy dle pozˇadavk˚u od uzˇivatele.
Pro kazˇdy´ pohled bude vytvorˇena jedna tabulka a bude vyuzˇ´ıvat dimenzn´ı tabulky
modulu Kostka. V tabulce Subpohled se budou nacha´zet odkazy na vlastnosti a parametry
popisuj´ıc´ı transformace dat v kostce.
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6.1.7 Modul Klient
Modul Klient bude jediny´ modul, ktery´ bude obsahovat GUI3. Modul Kient bude pomoc´ı
GUI umozˇnovat uzˇivateli sledovat obsah kostky a pos´ılat datove´mu skladiˇsti pokyny pro
transformace dat.
Realizace tohoto modulu bude vycha´zet z na´vrhove´ho vzoru MVC, ovsˇem vrstva Model
nebude implementova´na v modulu Klient, ale budou vyuzˇ´ıva´ny trˇ´ıdy z ostatn´ıch modul˚u.
Komunikace modulu Klient s ostatn´ımi moduly bude prob´ıhat pouze pomoc´ı protokolu
CORBA. Dı´ky tomu bude mozˇne´, aby modul Klient byl umı´steˇn i na jine´m pocˇ´ıtacˇi nezˇ
pouze na serveru.
3GUI – Graphical User Interface – Graficke´ uzˇivatelske´ prostrˇed´ı
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Kapitola 7
Implementace aplikace TOPZ
Aplikace TOPZ byla implementova´na jako trˇ´ıvrstva´ aplikace s vyuzˇit´ım databa´zove´ho ser-
veru PostgreSQL. Vrstvy aplikace byly oznacˇeny jako databa´zova´ vrstva, serverova´ vrstva
a klientska´ vrstva. Serverova´ vrstva byla implementova´na nad JVM. Pro komunikaci serve-
rove´ a klientske´ vrstvy aplikace TOPZ bylo pouzˇito komunikacˇn´ıho protokolu CORBA. Pro
prˇeda´va´n´ı zpra´v protokolem CORBA je vyuzˇ´ıva´n server ORBD, ktery´ je soucˇa´st´ı distri-
buce JVM firmy Sun Microsystems. Klientska´ vrstva byla implementova´na pomoc´ı rozhran´ı
Swing nad JVM. Swing je doporucˇene´ rozhran´ı JVM pro tvorbu GUI.
7.1 Serverova´ vrstva
Serverova´ vrstva sdruzˇuje serverovou cˇa´st aplikace TOPZ a server ORBD. Serverova´ cˇa´st
aplikace TOPZ se skla´da´ z teˇchto sˇesti modul˚u:
• modul Katalog,
• modul Kostka,
• modul Vstup,
• modul Vlastnost,
• modul Zrcadlo,
• modul Pohled.
Kazˇdy´ z teˇchto modul˚u se skla´da´ z neˇkolika trˇ´ıd, ktere´ zajiˇstuj´ı persistenci metadat
v databa´zi a obsahuje take´ metody pro vytvorˇen´ı svy´ch tabulek metadat v databa´zi.
Serverova´ cˇa´st aplikace TOPZ obsahuje cˇtyrˇi vy´znamne´ trˇ´ıdy zajiˇst’uj´ıc´ı manipulaci
s daty v datove´m skladiˇsti:
• trˇ´ıda ZrcadloProcess,
• trˇ´ıda KostkaPlnyDBProcessor,
• trˇ´ıda KostkaPrirustekProcessor,
• trˇ´ıda PohledProcessor.
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Tyto cˇtyrˇi trˇ´ıdy jsou odvozeny od za´kladn´ı trˇ´ıdy JVM java.lang.Thread, ktera´ za-
pouzdrˇuje jednotliva´ vla´kna aplikac´ı beˇzˇ´ıc´ıch nad JVM. Dı´ky tomu je mozˇne´ u datove´ho
skladiˇsteˇ realizovane´ho aplikac´ı TOPZ vyuzˇ´ıt v´ıce nezˇ jedno ja´dro procesoru. To je dosti
za´sadn´ı vy´hodou v dnesˇn´ı dobeˇ, kdy zvysˇova´n´ı vy´konu pocˇ´ıtacˇ˚u jde smeˇrem prˇida´va´n´ı pro-
cesor˚u cˇi procesorovy´ch jader.
7.1.1 Trˇ´ıda ZrcadloProcess
Modul Zrcadlo obsahuje trˇ´ıdu ZrcadloProcess zajiˇst’uj´ıc´ı zpracova´n´ı dat z´ıskany´ch ze zdro-
jove´ho syste´mu, ktera´ slouzˇ´ı k synchronizaci zrcadla zdrojove´ho syste´mu se zdrojovy´m
syste´mem.
Data v zrcadle zdrojove´ho syste´mu jsou organizova´ny pomoc´ı n–tice specifikovane´ po-
moc´ı tabulky subzrcadlo. Tato n–tice prˇesneˇ oznacˇuje rˇa´dek a je tud´ızˇ kandida´tem na pri-
marn´ı kl´ıcˇ. Tabulka obsahuje n sloupc˚u specifikovany´ch v tabulce subzrcadlo a m sloupc˚u
specifikovany´ch v tabulce zmetrika. Tabulka zmetrika popisuje vlastn´ı data ulozˇena´ v zrca-
dle zdrojove´ho syste´mu, v terminologii datovy´ch sklad˚u tzv. fakta.
Trˇ´ıda ZrcadloProcess prova´d´ı svou cˇinnost postupny´m pr˚uchodem zdrojovou tabulkou
(s prˇ´ıponou q) a pro kazˇdy´ rˇa´dek provede dota´za´n´ı na tabulku zrcadla (s prˇ´ıponou z).
Pokud v tabulce zrcadla na pozici dane´ sloupci subzrcadla nenajde polozˇku, zalozˇ´ı ji a vy-
tvorˇ´ı o vytvorˇen´ı za´znam v protokolove´ tabulce (s prˇ´ıponou c). Pokud je za´znam nalezen
je pouze zmeˇneˇn a o te´to zmeˇneˇ je vytvorˇen za´znam v protokolove´ tabulce.
Tento proces pr˚uchodu zdrojovou tabulkou umı´ trˇ´ıda ZrcadloProcess prova´deˇt automa-
ticky v oddeˇlene´m vla´kneˇ.
7.1.2 Trˇ´ıda KostkaPlnyDBProcessor
Modul Kostka obsahuje trˇ´ıdu KostkaPlnyDBProcessor zajiˇstuj´ıc´ı plne´ natazˇen´ı dat ze zr-
cadla zdrojove´ho syste´mu do multidimenziona´ln´ı kostky.
Plne´ natazˇen´ı dat prob´ıha´ pouze v databa´zove´ vrstveˇ. Nejprve jsou pomoc´ı dotazu do ta-
bulky zrcadla zdrojove´ho syste´mu vybra´ny nove´ za´znamy do dimenzn´ıch tabulek. Za´znamy
jsou do dimenzn´ıch tabulek vlozˇeny. Pote´ je obsah kostky v tabulce fakt˚u (s prˇ´ıponou f)
vypra´zdneˇn. Nakonec jsou pomoc´ı komplexn´ıho dotazu natazˇeny fakta ze zrcadla zdro-
jove´ho syste´mu do tabulky fakt˚u. U tohoto komplexn´ıho dotazu je vyuzˇito specia´ln´ı vlast-
nost databa´zove´ho syste´mu PostgreSQL, ktera´ umozˇnuje pouzˇ´ıt jako zdroj dat pro prˇ´ıkaz
INSERT prˇ´ıkazu SELECT.
S vy´jimkou metadat nejsou mezi databa´zovou vrstvou a serverovou vrstvou aplikace
TOPZ prˇena´sˇena zˇa´dna´ data. Dı´ky tomu je plne´ natazˇen´ı dat ze zrcadla zdrojove´ho syste´mu
optimalizova´na pro maxima´ln´ı vy´kon prˇi umı´steˇn´ı zrcadla zdrojove´ho syste´mu ve stejne´
databa´zi, ve ktere´ je umı´steˇna multidimenziona´ln´ı kostku.
7.1.3 Trˇ´ıda KostkaPrirustekProcessor
Soucˇa´st´ı modulu Kostka je trˇ´ıda KostkaPrirustekProcessor zajiˇstuj´ıc´ı natazˇen´ı prˇ´ır˚ustk˚u
dat z protokolu zrcadla zdrojove´ho syste´mu do kostky.
Natazˇen´ı prˇ´ır˚ustk˚u prob´ıha´ postupny´m pr˚uchodem protokolovou tabulkou zrcadla zdro-
jove´ho syste´mu a postupny´m zpracova´n´ım zazna´mu˚ z te´to tabulky. Pokud je za´znam v pro-
tokolove´ tabulce oznacˇen prˇ´ıznakem zmeˇna, ktery´ znacˇ´ı, zˇe za´znam meˇn´ı jizˇ prˇedchoz´ı
za´znam, je upraven odpov´ıdaj´ıc´ı za´znam v tabulce fakt˚u. Jinak je zalozˇen novy´ za´znam
v tabulce fakt˚u.
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Protozˇe prˇesun dat mezi zrcadlem zdrojove´ho syste´mu a kostkou prob´ıha´ prˇes serverovou
cˇa´st aplikace TOPZ, nen´ı tento zp˚usob natazˇen´ı tolik optimalizovany´ pro maxima´ln´ı vy´kon.
7.1.4 Trˇ´ıda PohledProcessor
Posledn´ım ze cˇtyrˇ trˇ´ıd pracuj´ıc´ıch s daty v datove´m skladiˇsti je trˇ´ıda PohledProcess. Tato
trˇ´ıda je jako jedina´ neprˇ´ımo dostupna´ uzˇivateli. Trˇ´ıda zprostrˇedkova´va´ mozˇnost prova´deˇt
transformace dat v datove´m skladiˇsti.
Pro manipulaci s daty lze pouzˇ´ıt trˇi metody:
1. metodu rollup – umozˇnˇuj´ıc´ı prove´st operaci Roll–Up,
2. metodu drilldown – umozˇnˇuj´ıc´ı prove´st operaci Drill–Down,
3. metodu filter – umozˇnuj´ıc´ı prove´st operace Slice a Dice.
Tyto metody provedou zmeˇnu metadat tak, aby reflektovaly pozˇadovany´ vy´stup, a spust´ı
u´pravy dat v pohledu. U´prava dat prob´ıha´ nejdrˇ´ıve doplneˇn´ım dimenzn´ıch tabulek o za´z-
namy, ktere´ obsahuj´ı sesumovane´ vlastnosti. Na´sleduje vycˇiˇsteˇn´ı obsahu pohledu a jeho
vytvorˇen´ı komplexn´ım dotazem.
Pro kazˇdou vlastnost pouzˇitou v multidimenziona´ln´ı kostce je za´znam v tabulce subpo-
hled. Tyto za´znamy obsahuj´ı nastaven´ı pohledu a jsou take´ prˇipraveny na prˇida´n´ı metody
pivot, ktera´ by umozˇnovala zobrazen´ı dat v kontingencˇn´ı tabulce.
7.2 Klientska´ vrstva
Klientska´ vrstva se skla´da´ pouze z klientske´ cˇa´sti aplikace TOPZ. Po spusˇteˇn´ı klientske´
cˇa´sti aplikace je zobrazen dialog pro zada´n´ı uzˇivatelske´ho jme´na a hesla. Po odesla´n´ı
prˇihlasˇovac´ıch u´daj˚u pomoc´ı protokolu CORBA je vra´cen objekt zajiˇst’uj´ıc´ı komunikaci
mezi serverovou a klientskou cˇa´st´ı aplikace a je zobrazeno hlavn´ı okno.
Klientska´ cˇa´st aplikace se skla´da´ ze trˇ´ı oken a trˇ´ı dialog˚u. Z hlavn´ıho okna je mozˇne´
vyvolat okno se seznamem uzˇivatel˚u, ve ktere´m je mozˇne´ vytva´rˇet a spravovat uzˇivatele.
Hlavn´ı okno obsahuje seznam dostupny´ch kostek, po jejichzˇ otevrˇen´ı je zobrazeno okno se
seznamem pohled˚u na danou kostku.
Pohledy je mozˇno vytva´rˇet a mazat. Prˇi otevrˇen´ı pohledu jsou zobrazena data dane´
datove´ kostky. Prˇi vytvorˇen´ı nove´ho pohledu je podleh nastaven pro maxima´ln´ı sumaci
dat (nad vsˇemi vlastnostmi je provedena operace Roll–Up), tud´ızˇ je zobrazen pouze jeden
rˇa´dek. Prˇi oznacˇen´ı sloupce je mozˇne´ v menu datove´ho okna volat metody meˇn´ıc´ı pohled
na data v kostce.
7.3 Komunikace serverove´ a klientske´ cˇa´sti aplikace
Komunikace mezi serverovou a klientskou cˇa´st´ı aplikace TOPZ je zprostrˇedkova´na serverem
ORBD, ktery´ zajiˇst’uje dorucˇova´n´ı vola´n´ı. Z CORBA protokolu je mimo za´kladn´ı vola´n´ı me-
tod vzda´leny´ch objekt˚u pouzˇita jmenna´ sluzˇba (tzv. Naming Service) pro z´ıska´n´ı prˇ´ıstupu
k objektu AuthFactory.
Objekt AuthFactory umozˇnˇuje z´ıska´n´ı objektu Auth, ktery´ je hlavn´ım objektem pro
komunikaci mezi serverovou a klientskou cˇa´st´ı aplikace. Objekt Auth obsahuje metody pro
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z´ıska´n´ı objektu IUzivatel, ktery´ slouzˇ´ı pro spra´vu uzˇivatel˚u a jejich pra´v, a objektu IKostka
zprostrˇedkova´vaj´ıc´ımu pra´ci s datovy´m skladiˇsteˇm.
Objekt IKostka nab´ız´ı trˇi metody:
• Metoda list, ktera´ vrac´ı seznam kostek umı´steˇny´ch v datove´m skladiˇsti.
• Metoda open, ktera´ pro danou kostku vytvorˇ´ı objekt IPohled.
• Metoda delete umozˇnˇuj´ıc´ı uzˇivatel˚um s opra´vneˇn´ım spra´vce smazat kostku.
Objekt IPohled si pamatuje na straneˇ serverove´ cˇa´sti aplikace kostku, se kterou je sva´za´n
a nab´ız´ı pro manipulaci s n´ı cˇtyrˇi metody:
• Metoda list, ktera´ vrac´ı seznam pohled˚u nad danou kostkou v datove´m skladiˇsti.
• Metoda open, ktera´ zprˇ´ıstupn´ı data v multidimenziona´ln´ı kostce prˇes pohled.
• Metoda create, ktera´ vytvorˇ´ı k dane´ kostce novy´ pohled. Jme´no nove´ho pohledu je
prˇeda´no jako parametr.
• Metoda delete umozˇnˇuj´ıc´ı uzˇivateli smazat pohled.
Metoda open jako jeden z parametr˚u obdrzˇ´ı objekt PohledListener a zaregistruje ho
k dane´mu pohledu. Registrac´ı objektu PohledListener dojde k zarˇazen´ı objektu na seznam
objekt˚u informovany´ch o zmeˇneˇ pohledu. Metoda open vra´t´ı objekt KostkaListener, pomoc´ı
ktere´ho lze serverove´ cˇa´sti ozna´mit pozˇadavky na zmeˇnu parametr˚u pohledu pomoc´ı metod
rollup, drilldown a filter. Objekt KostkaListener je propojen s objektem PohledProcessor,
ktery´ realizuje vsˇechny operace s pohledem.
7.4 Testovac´ı mo´d serverove´ cˇa´sti aplikace TOPZ
Serverova´ cˇa´st aplikace TOPZ bude obsahovat specia´ln´ı mo´d urcˇeny´ pro potrˇeby testova´n´ı
vy´konu viz kapitola 8. Tento mo´d provede vytvorˇen´ı tabulek databa´ze, vytvorˇ´ı dveˇ vlast-
nosti (produkty a zakaznici) a cˇtyrˇi cˇasove´ vlastnosti. Na´sledneˇ vytvorˇ´ı vstupy k teˇmto
vlastnostem.
Z vlastnost´ı vytvorˇ´ı dveˇ kostky a k nim zrcadlo zdrojove´ho syste´mu. Na za´veˇr provede
vygenerova´n´ı trˇiceti sˇesti tis´ıc za´znamu˚, ktere´ peˇtkra´t nata´hne jako celek a peˇtkra´t po
rozdeˇlen´ı na deset cˇa´st´ı. Do jedne´ kostky je natazˇen´ı prova´deˇno plny´m natazˇen´ım a do
druhe´ natazˇen´ım prˇ´ır˚ust˚u. O vsˇech natahovac´ıch operac´ıch poda´ serverova´ cˇa´st informaci
o dobeˇ beˇhu.
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Kapitola 8
Testova´n´ı
Vytvorˇena´ aplikace TOPZ bude podrobena testova´n´ı vy´konnosti a meˇrˇen´ı spotrˇeby sys-
te´movy´ch prostrˇedk˚u jednotlivy´ch pocˇ´ıtacˇ˚u. Testova´n´ı probeˇhne na neˇkolika pocˇ´ıtacˇ´ıch,
budou zjiˇsteˇny vsˇechny dostupne´ informace jak o hardwaru (tzn. o procesoru, pameˇti, dis-
kove´m a s´ıt’ove´m subsyste´mu), tak i o softwaru (naprˇ´ıklad: verze operacˇn´ıho syste´mu, verze
JVM, verze databa´zove´ho serveru apod.). Prˇed vlastn´ım testova´n´ım bude provedeno zjiˇsteˇn´ı
propustnosti pameˇt’ove´ho a diskove´ho subsyste´mu. Meˇrˇen´ı diskove´ propustnosti bude pro-
vedeno 5× a bude zpracova´no statisticky. Hodnota propustnosti pameˇt’ove´ho subsyste´mu
bude z´ıska´na programem Memtest86 a nebude statisticky zpracova´na, nebot’ ji lze z´ıskat
prˇesneˇ a je deterministicky zjistitelna´.
Vlastn´ı testova´n´ı vy´konnosti bude spocˇ´ıvat ve vytvorˇen´ı velke´ho datove´ho souboru,
ktery´ bude 5× natazˇen do kostky pomoc´ı plne´ho natazˇen´ı a pomoc´ı natazˇen´ı prˇ´ır˚ustk˚u,
prˇicˇemzˇ bude meˇrˇen cˇas. Meˇrˇen´ı bude prob´ıhat jak ve varianteˇ umı´steˇn´ı databa´zove´ho
serveru a OLAP serveru na jednom pocˇ´ıtacˇi, tak ve varianteˇ na v´ıce pocˇ´ıtacˇ´ıch. Da´le bude
velky´ datovy´ soubor rozdeˇlen do neˇkolika cˇa´st´ı, ktere´ budou natazˇeny do datove´ho skladiˇsteˇ,
prˇicˇemzˇ bude testova´n´ı opeˇt opakova´no 5× a v neˇkolika kombinac´ıch rozlozˇen´ı komponent
na neˇkolika pocˇ´ıtacˇ´ıch.
Na´sledneˇ budou zhodnoceny vy´sledky test˚u a bude diskutova´n vy´znam vyuzˇit´ı zrcadla
zdrojove´ho syste´mu. Da´le bude provedeno srovna´n´ı vy´konu plne´ho natazˇen´ı a natazˇen´ı
prˇ´ır˚ustk˚u.
8.1 Pouzˇite´ pocˇ´ıtacˇe
8.1.1 PentiumM
Prvn´ım pocˇ´ıtacˇem pouzˇity´m pro testova´n´ı bude notebook Hewlett-Packard1 nx6110, pro
potrˇeby pra´ce da´le oznacˇovany´ jako PentiumM. Tento notebook obsahuje procesor Intel R©
Pentium R© M processor 1.73GHz2, jeden a p˚ul gigabajtu operacˇn´ı pameˇti DDR taktovane´
na 333MHz. Pevny´ disk osazeny´ v tomto notebooku je FUJITSU3 MHT2060A s rozhrann´ım
Fast Ultra ATA/100 a rychlost´ı ota´cˇen´ı ploten 4 200 ota´cˇek za minutu. S´ıt’ova´ karta zabu-
dovana´ v notebooku je Broadcom4 BCM4401-B0 100Base-TX.
1Hewlett-Packard je registrovanou obchodn´ı zna´mkou firmy Hewlett-Packard Development Com-
pany L. P.
2Intel a Pentium jsou registrovane´ obchodn´ı zna´mky firmy Intel Corporation
3FUJITSU je registrovana´ obchodn´ı zna´mka firmy Fujitsu Limited
4Broadcom je registrovana´ obchodn´ı zna´mka firmy Broadcom Corporation
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Operacˇn´ı syste´m na tomto notebooku je Ubuntu5 8.04.2 LTS Desktop, beˇhove´ prostrˇed´ı
Java HotSpotTMClient VM (build 10.0-b23, mixed mode, sharing) a databa´ze PostgreSQL
8.3.7 zkompilovana´ pro platformu i486-pc-linux-gnu.
8.1.2 Core2Duo
Druhy´m pocˇ´ıtacˇem pouzˇity´m pro testova´n´ı bude notebook Lenovo6 R61, pro potrˇeby pra´ce
da´le oznacˇovany´ jako Core2Duo. Tento notebook obsahuje procesor Intel R©CoreTM2 Duo
CPU T7250 2.00GHz, trˇi gigabajty operacˇn´ı pameˇti DDR2 taktovane´ na 667MHz. Pevny´
disk osazeny´ v tomto notebooku je HITACHI7 HTS54161 s rozhrann´ım Serial ATA a rych-
lost´ı ota´cˇen´ı ploten 5 400 ota´cˇek za minutu. S´ıt’ova´ karta zabudovana´ do notebooku je Intel
Corporation 82566MM Gigabit Network Connection.
Operacˇn´ı syste´m na tomto notebooku je Ubuntu 8.04.2 LTS Desktop, beˇhove´ prostrˇed´ı
Sun Java HotSpotTM64-Bit Server VM (build 10.0-b23, mixed mode) a databa´ze Postgre-
SQL 8.3.7 zkompilovana´ pro platformu x86 64-pc-linux-gnu.
8.1.3 Celeron
Trˇet´ım pocˇ´ıtacˇem pouzˇity´m pro testova´n´ı bude starsˇ´ı neznacˇkovy´ stoln´ı pocˇ´ıtacˇ, pro potrˇeby
pra´ce oznacˇovany´ jako Celeron. Tento pocˇ´ıtacˇ obsahuje procesor Intel R©CeleronTMCPU
2.66GHz, jeden gigabajt operacˇn´ı pameˇti DDR taktovane´ na 333MHz pracuj´ıc´ı v rezˇimu
dual-channel. Pevny´ disk osazeny´ v tomto pocˇ´ıtacˇi je Western Digital8 Caviar WD2000JB
s rozhrann´ım Fast Ultra ATA/100 a rychlost´ı ota´cˇen´ı ploten 7 200 ota´cˇek za minutu. S´ıt’ova´
karta zabudovana´ na za´kladn´ı desce je Realtek RTL-8139.
Operacˇn´ı syste´m na tomto notebooku je Ubuntu 8.04.2 LTS Desktop, beˇhove´ prostrˇed´ı
Sun Java HotSpotTMClient VM (build 10.0-b23, mixed mode) a databa´ze PostgreSQL 8.3.7
zkompilovana´ pro platformu x86 64-pc-linux-gnu.
8.2 Metodika meˇrˇen´ı
Vsˇechna meˇrˇen´ı budou provedena opakovaneˇ (a to vzˇdy peˇtkra´t) tak, aby vy´sledky meˇrˇen´ı
mohly by´t statisticky zpracova´ny. U vy´sledk˚u meˇrˇen´ı provedeme vy´pocˇet aritmeticke´ho
pr˚umeˇru x a smeˇrodatne´ odchylky sx dle vztah˚u 8.1 a 8.2.
x =
1
n
∑
xi (8.1)
sx =
√
1
n− 1
∑
(xi − x)2 (8.2)
kde xi je i-ty´ prvek souboru x a n je pocˇet prvk˚u v souboru. Tyto vztahy jsou vsˇeobecneˇ
zna´my; viz [13]. Za prˇedpokladu, zˇe meˇrˇen´ı ma´ tvar norma´ln´ıho (Gaussova) rozdeˇlen´ı, lze
na hladineˇ vy´znamnosti α = 5% dle [2] tvrdit, zˇe skutecˇna´ hodnota lezˇ´ı v rozsahu x±2 · sx,
tento rozsah bude uva´deˇn.
5Ubuntu je registrovanou obchodn´ı zna´mkou firmy Caconical Limited
6Lenovo je registrovana´ obchodn´ı zna´mka firmy Legend (Beijing) Limited
7HITACHI je registovanou obchodn´ı zna´mkou firmy Kabuchiki Kaisha Hitachi Seisakusho
8Western Digital je registovanou obchodn´ı zna´mkou firmy Western Digital Technologies, Inc.
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8.3 Meˇrˇen´ı propustnosti
Jako prvn´ı meˇrˇen´ı bylo provedeno meˇrˇen´ı propustnosti pevne´ho disku. Propustnost´ı pevne´ho
disku je souvisly´ datovy´ tok, ktery´ se podarˇ´ı cˇ´ıst z pevne´ho disku. Pro meˇrˇen´ı bylo pouzˇito
na´stroje hdparm a vy´sledky jsou uvedeny v tabulce 8.1, u´daje jsou v megabajtech za
sekundu (MBps). Hdparm patrˇ´ı mezi za´kladn´ı syste´move´ na´stroje pro spra´vu pevny´ch
disk˚u.
Oznacˇen´ı pocˇ´ıtacˇe PentiumM Core2Duo Celeron
1. pokus 33,84 45,61 36,38
2. pokus 33,94 45,72 36,35
3. pokus 33,86 45,86 36,45
4. pokus 33,91 45,74 36,31
5. pokus 33,90 45,84 36,33
pr˚umeˇrna´ hodnota x 33,89 45,75 36,36
smeˇrodatna´ odchylka sx 0,04 0,10 0,05
Tabulka 8.1: Vy´sledky meˇrˇen´ı propustnosti pevne´ho disku
Propustnost operacˇn´ı pameˇti byla zjiˇsteˇna pomoc´ı programuMemtest86, ktery´ ji zjiˇst’uje
prˇi testova´n´ı funkce operacˇn´ı pameˇti. Propustnost operacˇn´ı pameˇti je souvisly´ datovy´ tok,
ktery´m se podarˇ´ı cˇ´ıst data z operacˇn´ı pameˇti. Vy´sledky obou test˚u propustnosti jsou uve-
deny v tabulce 8.2.
Oznacˇen´ı pocˇ´ıtacˇe PentiumM Core2Duo Celeron
Pevny´ disk 33,89 ± 0,08 MBps 45,7 ± 0,2 MBps 36,36 ± 0,11 MBps
Operacˇn´ı pameˇt’ 1110 MBps 1558 MBps 2040 MBps
Tabulka 8.2: Vy´sledky meˇrˇen´ı propustnosti pouzˇity´ch pocˇ´ıtacˇ˚u
8.4 Vy´konnostn´ı testy
Pro testova´n´ı vy´konnosti operac´ı s daty v datove´m skladiˇsti byla zvolena metoda meˇrˇen´ı
cˇasu, za ktery´ je dana´ operace provedena. Prova´deˇt se pro u´cˇely testova´n´ı bude u´prava dat
v zrcadle zdrojove´ho syste´mu, plne´ natazˇen´ı dat do datove´ho skladiˇsteˇ a natazˇen´ı prˇ´ır˚ustk˚u
dat do datove´ho skladiˇsteˇ. Pro zjiˇsteˇn´ı aktua´ln´ıho cˇasu bylo vyuzˇito standardn´ı vola´n´ı Java
Platform System.nanoTime() a vy´sledny´ cˇas byl vypocˇ´ıta´n jako rozd´ıl aktua´ln´ıho cˇasu
prˇed operac´ı a po operaci. Nebyla prova´deˇna korekce cˇasu vola´n´ı zjiˇsteˇn´ı aktua´ln´ıho cˇasu.
Prvn´ı test byl realizova´n vytvorˇen´ım souboru o velikosti trˇicet sˇest tis´ıc za´znamu˚,
jeho importem do zrcadla zdrojove´ho syste´mu, na´sledny´m importem cele´ho zrcadla plny´m
natazˇen´ım do kostky a natazˇen´ım prˇ´ır˚ustk˚u z protokolu o zmeˇna´ch zrcadla zdrojove´ho
syste´mu do druhe´ kostky. Vy´sledky test˚u po statisticke´m zpracova´n´ı pomoc´ı vzorc˚u 8.1
a 8.2 jsou uvedeny v tabulce 8.3.
Vy´sledky meˇrˇen´ı cˇasu importu a natazˇen´ı velke´ho souboru pro prˇ´ır˚ustkove´ a plne´ na-
tazˇen´ı ukazuj´ı na velmi patrny´ rozd´ıl. Tento rozd´ıl je zp˚usoben dobrou optimalizac´ı plne´ho
natazˇen´ı a te´meˇrˇ zˇa´dnou optimalizac´ı prˇ´ır˚ustkove´ho natazˇen´ı, ktere´ je nav´ıc slozˇiteˇjˇs´ı o jeden
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Oznacˇen´ı pocˇ´ıtacˇe PentiumM Core2Duo Celeron
Import do zrcadla 19,8 ± 0,7 s 13,1 ± 0,4 s 44,2 ± 0,4 s
Prˇ´ır˚ustkove´ natazˇen´ı 31,1 ± 0,8 s 19,7 ± 0,6 s 68,4 ± 0,2 s
Plne´ natazˇen´ı 9,5 ± 2,2 s 5,1 ± 1,5 s 11,9 ± 0,4 s
Tabulka 8.3: Vy´sledky meˇrˇen´ı cˇasu importu a natazˇen´ı velke´ho souboru
rozhodovac´ı krok. Proto byl proveden test s rozdeˇlen´ım souboru na deset cˇa´st´ı po trˇech
tis´ıc´ıch sˇesti stech za´znamech, aby bylo zjiˇsteˇno zda natazˇen´ı prˇ´ır˚ustk˚u ma´ rea´lny´ vliv.
A prˇ´ıpadneˇ zjiˇsteˇn´ı podmı´nek, kdy ma´ natahova´n´ı prˇ´ır˚ustk˚u vliv. Vy´sledky tohoto testu
jsou uvedeny v tabulka´ch 8.4, 8.5 a 8.6.
Oznacˇen´ı pocˇ´ıtacˇe PentiumM Core2Duo Celeron
1. cˇa´st 1,78 ± 0,06 s 1,22 ± 0,20 s 4,29 ± 0,09 s
2. cˇa´st 1,95 ± 0,03 s 1,25 ± 0,04 s 4,38 ± 0,06 s
3. cˇa´st 1,92 ± 0,02 s 1,27 ± 0,14 s 4,50 ± 0,02 s
4. cˇa´st 2,03 ± 0,04 s 1,28 ± 0,09 s 4,47 ± 0,05 s
5. cˇa´st 2,04 ± 0,09 s 1,33 ± 0,29 s 4,56 ± 0,05 s
6. cˇa´st 2,06 ± 0,08 s 1,49 ± 0,79 s 4,51 ± 0,06 s
7. cˇa´st 2,06 ± 0,12 s 1,29 ± 0,11 s 4,58 ± 0,08 s
8. cˇa´st 2,27 ± 0,31 s 1,51 ± 0,88 s 4,56 ± 0,08 s
9. cˇa´st 2,41 ± 0,41 s 1,82 ± 1,21 s 4,70 ± 0,09 s
10. cˇa´st 2,36 ± 0,26 s 1,32 ± 0,10 s 4,64 ± 0,06 s
vsˇechny cˇa´sti dohromady 20,5 ± 0,5 s 14,0 ± 1,4 s 45,2 ± 0,2 s
Tabulka 8.4: Vy´sledky meˇrˇen´ı cˇasu importu do zrcadla velke´ho souboru rozdeˇlene´ho na
deset cˇa´st´ı
Prˇi pohledu na data v tabulce 8.4 je patrne´, zˇe cˇas importu do zrcadla zdrojove´ho
syste´mu je za´visly´ na naplneˇn´ı zrcadla. Pomoc´ı linea´rn´ı regrese byla z´ıska´na linea´rn´ı rovnice
popisuj´ıc´ı data z tabulky 8.4:
fPentiumM (x) = 62, 23 · x+ 1746, 25[ms] (8.3)
fCore2Duo(x) = 38, 32 · x+ 1169, 13[ms] (8.4)
fCeleron(x) = 35, 89 · x+ 4322, 32[ms] (8.5)
kde x je porˇadove´ cˇ´ıslo cˇa´sti. Z koeficient˚u vztah˚u 8.3, 8.4 a 8.5 je patrne´, zˇe linea´rn´ı
koeficient se velmi bl´ızˇ´ı smeˇrodatne´ odchylce a tud´ızˇ je zanedbatelny´. Dı´ky te´to skutecˇnosti
lze tvrdit, zˇe cˇas importu dat do zrcadla zdrojove´ho syste´m ma´ konstantn´ı cˇasovou slozˇitost.
Prˇi srovna´n´ı dat v tabulka´ch 8.3 a 8.4 je take´ patrne´, zˇe rozdeˇlen´ı souboru zvy´sˇ´ı cˇasovou
na´rocˇnost importu, i kdyzˇ nevy´znamneˇ.
Z tabulky 8.5 je patrne´, zˇe cˇas natazˇen´ı prˇ´ır˚ustk˚u do kostky je za´visly´ na naplneˇn´ı
kostky. Pomoc´ı linea´rn´ı regrese byla z´ıska´na linea´rn´ı rovnice popisuj´ıc´ı data z tabulky 8.5:
gPentiumM (x) = 38, 08 · x+ 3614, 3[ms] (8.6)
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Oznacˇen´ı pocˇ´ıtacˇe PentiumM Core2Duo Celeron
1. cˇa´st 3,38 ± 0,10 s 2,18 ± 0,30 s 7,68 ± 0,18 s
2. cˇa´st 3,83 ± 0,12 s 2,27 ± 0,17 s 7,47 ± 0,05 s
3. cˇa´st 3,80 ± 0,01 s 2,26 ± 0,16 s 7,54 ± 0,36 s
4. cˇa´st 3,81 ± 0,08 s 2,23 ± 0,21 s 7,42 ± 0,04 s
5. cˇa´st 3,85 ± 0,09 s 2,21 ± 0,17 s 7,50 ± 0,33 s
6. cˇa´st 4,00 ± 0,36 s 2,20 ± 0,10 s 7,43 ± 0,07 s
7. cˇa´st 3,86 ± 0,17 s 2,23 ± 0,18 s 7,50 ± 0,31 s
8. cˇa´st 3,86 ± 0,12 s 2,36 ± 0,56 s 7,51 ± 0,31 s
9. cˇa´st 3,90 ± 0,09 s 2,58 ± 0,85 s 7,46 ± 0,09 s
10. cˇa´st 3,95 ± 0,33 s 2,27 ± 0,28 s 7,52 ± 0,44 s
vsˇechny cˇa´sti dohromady 38,2 ± 0,9 s 22,8 ± 1,2 s 75,0 ± 0,8 s
Tabulka 8.5: Vy´sledky meˇrˇen´ı cˇasu natazˇen´ı prˇ´ır˚ustku velke´ho souboru rozdeˇlene´ho na deset
cˇa´st´ı
gCore2Duo(x) = 20, 90 · x+ 2162, 46[ms] (8.7)
gCeleron(x) = −8, 45 · x+ 7548, 42[ms] (8.8)
kde x je porˇadove´ cˇ´ıslo cˇa´sti. Z koeficient˚u vztah˚u 8.6, 8.7 a 8.8 je patrne´, zˇe linea´rn´ı
koeficient se velmi bl´ızˇ´ı smeˇrodatne´ odchylce a tud´ızˇ je zanedbatelny´. Dı´ky tomu lze tvrdit,
zˇe cˇas natazˇen´ı prˇ´ır˚ustk˚u do kostky ma´ konstantn´ı cˇasovou slozˇitost. Prˇi srovna´n´ı dat v ta-
bulka´ch 8.3 a 8.5 je take´ patrne´, zˇe rozdeˇlen´ı souboru zvy´sˇ´ı cˇasovou na´rocˇnost importu,
i kdyzˇ zcela nepatrneˇ.
Oznacˇen´ı pocˇ´ıtacˇe PentiumM Core2Duo Celeron
1. cˇa´st 0,85 ± 0,06 s 0,47 ± 0,01 s 1,30 ± 0,10 s
2. cˇa´st 1,38 ± 0,30 s 0,72 ± 0,08 s 2,01 ± 0,04 s
3. cˇa´st 1,96 ± 0,15 s 1,07 ± 0,10 s 3,01 ± 0,05 s
4. cˇa´st 2,60 ± 0,44 s 1,49 ± 0,17 s 4,00 ± 0,48 s
5. cˇa´st 3,17 ± 0,56 s 1,83 ± 0,17 s 4,87 ± 0,15 s
6. cˇa´st 3,75 ± 0,49 s 2,13 ± 0,10 s 5,79 ± 0,19 s
7. cˇa´st 4,66 ± 0,51 s 2,73 ± 0,32 s 7,14 ± 0,39 s
8. cˇa´st 5,43 ± 0,54 s 2,95 ± 0,23 s 8,10 ± 0,37 s
9. cˇa´st 5,99 ± 0,60 s 3,44 ± 0,39 s 9,30 ± 0,53 s
10. cˇa´st 7,55 ± 1,36 s 4,05 ± 0,77 s 10,42 ± 0,52 s
Tabulka 8.6: Vy´sledky meˇrˇen´ı cˇasu plne´ho natazˇen´ı velke´ho souboru rozdeˇlene´ho na deset
cˇa´st´ı
Z tabulky 8.6 je patrne´, zˇe cˇas plne´ho natazˇen´ı dat do kostky je za´visly´ na obsahu
zrcadla. Pomoc´ı linea´rn´ı regrese byla z´ıska´na linea´rn´ı rovnice popisuj´ıc´ı data z tabulky 8.6:
hPentiumM (x) = 707, 50 · x− 157, 69[ms] (8.9)
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hCore2Duo(x) = 391, 85 · x− 66, 28[ms] (8.10)
hCeleron(x) = 1020, 41 · x− 10, 52[ms] (8.11)
kde x je porˇadove´ cˇ´ıslo cˇa´sti. Z koeficient˚u vztah˚u 8.9, 8.10 a 8.11 je patrne´, zˇe kostantn´ı
koeficient se velmi bl´ızˇ´ı smeˇrodatne´ odchylce a tud´ızˇ jej lze zanedbat. Dı´ky tomu lze tvrdit,
zˇe cˇas natazˇen´ı prˇ´ır˚ustk˚u do kostky ma´ linea´rn´ı cˇasovou slozˇitost. Prˇi srovna´n´ı dat v ta-
bulka´ch 8.3 a 8.6 je take´ patrne´, zˇe rozdeˇlen´ı souboru sn´ızˇ´ı cˇasovou na´rocˇnost importu,
i kdyzˇ zcela nepatrneˇ.
Pokud polozˇ´ıme rovny rovnice 8.6 a 8.9, lze odvodit existenci momentu, kdy se zacˇ´ına´
vypla´cet natahova´n´ı prˇ´ır˚ustk˚u.
hPentiumM (x) = gPentiumM (x) (8.12)
707, 50 · x− 157, 69 = 38, 08 · x+ 3614, 3 (8.13)
x = 5, 63 (8.14)
Analogicky lze z´ıskat hodnotu x pro zbyle´ dva pocˇ´ıtacˇe. Vy´sledky jsou vypsa´ny a sta-
tisticky zhodnoceny v tabulce 8.7.
Oznacˇen´ı pocˇ´ıtacˇe hodnota x
PentiumM 5,63
Core2Duo 6,01
Celeron 7,35
pr˚umeˇrna´ hodnota x 6,33
smeˇrodatna´ odchylka sx 0,96
relativn´ı smeˇrodatna´ odchylka sr 14%
Tabulka 8.7: Vy´sledky vy´pocˇtu momentu rovnosti cˇasu natazˇen´ı prˇ´ır˚ustk˚u a plne´ho natazˇen´ı
Z hodnoty sr je patrne´, zˇe moment je stabiln´ı, a tut´ızˇ zˇe bude existovat u vsˇech soubor˚u.
Lze take´ dle [9] s 98% pravdeˇpodobnost´ı tvrdit, zˇe pokud bude objem prˇ´ır˚ustku alesponˇ
7,2-kra´t mensˇ´ı nezˇ objem dat v datove´m skladiˇsti, je pouzˇit´ı natazˇen´ı prˇ´ır˚ustk˚u vy´hodneˇjˇs´ı.
8.4.1 Oddeˇlen´ı serverove´ cˇa´sti TOPZ od databa´ze
Prvn´ı pokus o zrychlen´ı syste´mu bylo oddeˇlen´ı serverove´ cˇa´sti od databa´zove´ho serveru.
Pro tento u´cˇel byla pouzˇita s´ıt’ova´ infrastruktura o komunikacˇn´ı rychlosti 100 Mbps. Rea´lna´
propustnost s´ıteˇ byla zmeˇrˇena peˇtkra´t pomoc´ı softwaru iperf, ktery´ je pro toto meˇrˇen´ı prˇ´ımo
urcˇen. Meˇrˇen´ı iperf prova´d´ı nad protokolem TCP/IP.
Rea´lna´ s´ıt’ova´ propustnost mezi pocˇ´ıtacˇi PentiumM a Core2Duo byla 11,9 ± 0,1 Mbps.
Z porovna´n´ı tabulek 8.3 a 8.8 je patrne´, zˇe jedine´ zrychlen´ı nastalo u plne´ho natazˇen´ı
dat do kostky. Toto je zp˚usobeno t´ım, zˇe natazˇen´ı prob´ıha´ pouze v databa´zi. U ostatn´ıch
test˚u dosˇlo k vy´razne´mu zpomalen´ı, cozˇ lze prˇicˇ´ıst pouzˇit´ı spojen´ı s propustnost´ı pouze
necely´ch 12 MBps. Propustnost je ve srovna´n´ı s propustnost´ı pevny´ch disk˚u v teˇchto
dvou pocˇ´ıtacˇ´ıch trˇetinova´ (v prˇ´ıpadeˇ pocˇ´ıtacˇe PentiumM), eventua´lneˇ cˇtvrtinova´ (v prˇ´ıpadeˇ
pocˇ´ıtacˇe Core2Duo).
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Oznacˇen´ı pocˇ´ıtacˇe s databa´zovy´m serverem PentiumM Core2Duo
Oznacˇen´ı pocˇ´ıtacˇe se serverovou cˇa´st´ı TOPZ Core2Duo PentiumM
Import do zrcadla 37,7 ± 0,7 s 37,5 ± 0,3 s
Prˇ´ır˚ustkove´ natazˇen´ı 62,9 ± 0,8 s 53,9 ± 0,6 s
Plne´ natazˇen´ı 8,6 ± 1,1 s 4,6 ± 1,1 s
Tabulka 8.8: Vy´sledky meˇrˇen´ı cˇasu importu a natazˇen´ı velke´ho souboru s oddeˇlen´ım da-
taba´zove´ho serveru od serverove´ cˇa´sti TOPZ
Z d˚uvodu zrychlen´ı pouze plne´ho natazˇen´ı dat do datove´ho skladiˇsteˇ nebyla provedena
dalˇs´ı meˇrˇen´ı. Oddeˇlen´ı databa´zove´ho serveru a serverove´ cˇa´sti aplikace TOPZ nejsou do-
porucˇena prˇi propojen´ı 100 Mbps s´ıt’ovou infrastrukturou jako mozˇnost zrychlen´ı!
8.4.2 Za´vislost na vy´konu pevne´ho disku
Druhy´ pokus o zrychlen´ı syste´mu byl na´vrh eliminace pevne´ho disku a prˇesunut´ı databa´ze
nad RAM–disk. RAM-disk je emulace pevne´ho disku nad pameˇt´ı. Test byl proveden na
pocˇ´ıtacˇi PentiumM a Core2Duo. Maxima´ln´ı ocˇeka´vane´ zrychlen´ı lze odvodit z pomeˇru pro-
pustnost´ı pevny´ch disk˚u a operacˇn´ıch pameˇt´ı z tabulky 8.2. Vy´sledky byly zpracova´ny
statisticky.
Oznacˇen´ı pocˇ´ıtacˇe PentiumM Core2Duo
Import do zrcadla 18,9 ± 0,2 s 12,8 ± 0,3 s
Prˇ´ır˚ustkove´ natazˇen´ı 30,1 ± 0,4 s 18,7 ± 0,7 s
Plne´ natazˇen´ı 8,5 ± 1,5 s 4,6 ± 0,7 s
Tabulka 8.9: Vy´sledky meˇrˇen´ı cˇasu importu a natazˇen´ı velke´ho souboru s pouzˇit´ım RAM-
disku
U vy´sledk˚u testu s rozdeˇlen´ım souboru na deset cˇa´st´ı po trˇech tis´ıc´ıch sˇesti stech
za´znamech jsou v tabulce 8.10 uvedeny vztahy z´ıskane´ linea´rn´ı regres´ı.
Oznacˇen´ı pocˇ´ıtacˇe PentiumM Core2Duo
Import do zrcadla f 30,72 x + 1721,57 14,64 x + 1144,43
Prˇ´ır˚ustkove´ natazˇen´ı g 31,98 x + 3574,94 8,68 x + 2135,05
Plne´ natazˇen´ı h 574,02 x + 9,81 323,47 x + 56,15
Tabulka 8.10: Vy´sledky meˇrˇen´ı cˇasu importu a natazˇen´ı velke´ho souboru rozdeˇlene´ho na
deset cˇa´st´ı s pouzˇit´ım RAM–disku
S pouzˇit´ım vzorce 8.15 pro vy´pocˇet zrychlen´ı syste´mu byl z pr˚umeˇrny´ch cˇas˚u vypocˇ´ıteno
zrychlen´ı cˇasu β prˇi pouzˇit´ı operacˇn´ı pameˇti mı´sto pevne´ho disku. Da´le byl s pomoc´ı
vzorce 8.16 vypocˇtena maxima´ln´ı hodnota zrychlen´ı syste´mu z hodnot propustnost´ı operacˇn´ı
pameˇti a pevne´ho disku δ. Tyto koeficienty zrychlen´ı β a δmax jsou uvedeny v tabulce 8.12.
β = 1− t
t0
(8.15)
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δmax =
N
N0
− 1 (8.16)
Oznacˇen´ı pocˇ´ıtacˇe PentiumM Core2Duo
Maxima´ln´ı zrychlen´ı 3200% 3300%
Tabulka 8.11: Koeficienty maxima´ln´ıho zrychlen´ı prˇi pouzˇit´ı RAM–disku mı´sto pevne´ho
disku
Datovy´ velky´ soubor velky´ soubor
soubor vcelku rozdeˇleny´ na deset cˇa´st´ı
Oznacˇen´ı pocˇ´ıtacˇe PentiumM Core2Duo PentiumM Core2Duo
Import do zrcadla 4,6% 2,3% 1,4% 2,1%
Prˇ´ır˚ustkove´ natazˇen´ı 3,2% 5,1% 1,1% 1,3%
Plne´ natazˇen´ı 10,5% 9,8% 22,7% 17,5%
Tabulka 8.12: Koeficienty zrychlen´ı prˇi pouzˇit´ı RAM–disku mı´sto pevne´ho disku
Pr˚umeˇrna´ hodnota zrychlen´ı dle vzorce 8.1 je 7% a smeˇrodatna´ odchylka 7%. Z hodnot
v tabulce 8.12 lze snadno usoudit, zˇe zrychlen´ı je statisticky nevy´znamne´ a neˇkolika na´sobneˇ
mensˇ´ı nezˇ maxima´ln´ı hodnoty koeficient˚u z tabulky 8.11.
Prˇ´ıcˇinou nevy´znamne´ho zrychlen´ı datove´ho skladiˇsteˇ prˇi pouzˇit´ı RAM–disku je pravdeˇ-
podobneˇ vysoka´ sofistikovanost mezipameˇti pevne´ho disku, ktera´ vyuzˇ´ıva´ operacˇn´ı pameˇt’.
Dı´ky vyuzˇit´ı mezipameˇti pevne´ho disku se propustnost pevne´ho disku bl´ızˇ´ı operacˇn´ı pameˇti,
cozˇ zp˚usobuje nevy´znamne´ zrychlen´ı prˇi pouzˇit´ı RAM–disku.
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Kapitola 9
Mozˇna´ rozsˇ´ıˇren´ı a pokracˇova´n´ı
vy´zkumu
9.1 Implementace lepsˇ´ıho zobrazen´ı dat v kostce
Tato pra´ce se specializovala na demonstraci kriticky´ch mı´st z pohledu urychlen´ı zobrazen´ı
dat od jejich vzniku ve zdrojove´m syste´mu po natazˇen´ı do datove´ho skladiˇsteˇ. V tomto
prototypu aplikace TOPZ nebylo u´cˇelem vytvorˇen´ı vhodne´ prezentace dat v kostce. Aplikace
TOPZ umozˇnuje zobrazen´ı pouze pomoc´ı relacˇn´ı tabulky. V implementovane´m syste´mu
doporucˇuji zmeˇnu a vylepsˇen´ı zobrazova´n´ı obsahu kostky.
9.2 U´prava TOPZ pro distribuovany´ provoz syste´mu
Prˇi dalˇs´ım rˇesˇen´ı tohoto proble´mu by bylo vhodne´ zameˇrˇit se na problematiku zjiˇsteˇn´ı
zrychlen´ı syste´mu prˇi prˇechodu na distribuovany´ model. Oddeˇlen´ım zrcadla zdrojove´ho
syste´mu od vlastn´ıho datove´ho skladiˇsteˇ by mohlo doj´ıt k vy´znamne´mu sn´ızˇen´ı zat´ızˇen´ı
datove´ho skladiˇsteˇ a tud´ızˇ zrychlen´ı syste´mu jako celku. Je vsˇak nutno mı´t na zrˇeteli proble´m
spocˇ´ıvaj´ıc´ı v mozˇne´m zpomalen´ı zp˚usobene´m rychlost´ı s´ıteˇ mezi pocˇ´ıtacˇi.
9.3 Zrychlen´ı operac´ı Roll–up a Filter
Da´le by bylo vhodne´ zameˇrˇit se na analy´zu cˇetnosti pouzˇit´ı transformacˇn´ıch operac´ı. Pro
optimalizaci vy´konu cele´ho syste´mu by mohlo by´t vhodne´ zejme´na zrychlen´ı operac´ı Roll–
up a Filter. Pro zrychlen´ı by mohlo by´t naprˇ´ıklad vyuzˇito u operace Filter toho, zˇe operace
Filter zmensˇ´ı pocˇet rˇa´dk˚u v pohledu, cozˇ nemus´ı nutneˇ znamenat prˇepocˇ´ıta´n´ı cele´ho po-
hledu, a vede ke zrychlen´ı operace. U operace Roll–up docha´z´ı k sesumova´n´ı rˇa´dk˚u, cozˇ
v neˇktery´ch prˇ´ıpadech mu˚zˇe znamenat pouze prˇepocˇ´ıta´n´ı rˇa´dk˚u pohledu, takzˇe nen´ı nutne´
prove´st sumova´n´ı dat nad cely´m datovy´m skladiˇsteˇm, cozˇ urychl´ı proveden´ı operace.
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Kapitola 10
Za´veˇr
Prˇedlozˇena´ pra´ce analyzuje d˚uvody pro ktere´ jsou vyuzˇ´ıva´na datova´ skladiˇsteˇ prˇi z´ıska´va´n´ı
informac´ı z dat. Za´rovenˇ je diskutova´n i proble´m rychlosti zpracova´n´ı teˇchto dat se zrˇetelem
na maxima´ln´ı aktua´lnost vy´sledny´ch vy´stup˚u.
V u´vodu pra´ce je rozebra´n aktua´ln´ı stav znalost´ı o funkci datovy´ch skladiˇst’ a o proble-
matice vyuzˇit´ı datovy´ch skladiˇst’ pro z´ıska´va´n´ı informac´ı z dat.
Da´le jsou nast´ıneˇny pozˇadavky na aplikaci a na´vrh rˇesˇen´ı prototypu aplikace TOPZ,
ktera´ je urcˇena pro testova´n´ı vy´znamu zrcadla zdrojove´ho syste´mu jako mozˇnosti zlepsˇen´ı
pra´ce s datovy´m skladiˇsteˇm. Zlepsˇen´ım pra´ce s datovy´m skladiˇstem mu˚zˇe by´t mysˇleno
zrychlen´ı pr˚uchodu dat datovy´m skladiˇsteˇm cˇi zkra´cen´ı doby reakce na vznik novy´ch dat.
V pra´ci je popsa´na architektura, vy´voj a implementace prototypu aplikace TOPZ.
Na´sledneˇ jsou uvedeny vy´sledky meˇrˇen´ı vy´konnosti natahova´n´ı dat do kostky a provedeno
statisticke´ vyhodnocen´ı nameˇrˇeny´ch dat. Vysloveny´ prˇedpoklad vhodnosti vyuzˇ´ıva´n´ı zrca-
dla zdrojove´ho syste´mu a natahova´n´ı prˇ´ır˚ustk˚u se uka´zal by´t spra´vny´, cozˇ bylo jednoznacˇneˇ
proka´za´no testy. Z provedeny´ch meˇrˇen´ı bylo zjiˇsteˇno, zˇe pokud je zmeˇneˇno nebo prˇida´no ve
zdrojove´m syste´mu v´ıce nezˇ 15% dat, vyplat´ı se tato data natahovat do datove´ho skladiˇsteˇ
pomoc´ı plne´ho natazˇen´ı dat. Pokud je zmeˇneˇno nebo prˇida´no me´neˇ nezˇ 15% dat vyplat´ı
se dle experimeta´lneˇ zjiˇsteˇny´ch dat, prezentovany´ch a vyhodnoceny´ch v cˇa´sti Testova´n´ı,
vyuzˇ´ıt natazˇen´ı pouze prˇ´ır˚ustk˚u.
Za´veˇrem je mozˇno konstatovat, zˇe prezentovany´ syste´m TOPZ splnˇuje vsˇechny pozˇada-
vky na neˇho kladene´.
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Dodatek A
Obsah prˇilozˇene´ho CD
Na prˇilozˇene´m CD je umı´steˇno na´sleduj´ıc´ı:
• zdrojova´ data pro tisk zpra´vy v adresa´rˇi text,
• zdrojovy´ ko´d aplikace TOPZ v adresa´rˇi src,
• zkompilovanou aplikaci TOPZ vcˇetneˇ obsahu dvou testovac´ıch vlastnost´ı v adresa´rˇi
topz,
• knihovny nutne´ pro beˇh aplikace v adresa´rˇi topz/lib.
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Dodatek B
Licencˇn´ı smlouva JDBC ovladacˇe
PostgreSQL
Copyright (c) 1997-2008, PostgreSQL Global Development Group All rights reserved.
Redistribution and use in source and binary forms, with or without modification, are
permitted provided that the following conditions are met:
1. Redistributions of source code must retain the above copyright notice, this list of
conditions and the following disclaimer. 2. Redistributions in binary form must reproduce
the above copyright notice, this list of conditions and the following disclaimer in the docu-
mentation and/or other materials provided with the distribution. 3. Neither the name of
the PostgreSQL Global Development Group nor the names of its contributors may be used
to endorse or promote products derived from this software without specific prior written
permission.
THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CON-
TRIBUTORS ”AS IS“ AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLU-
DING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTA-
BILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE DISCLAIMED. IN NO
EVENT SHALL THE COPYRIGHT OWNER OR CONTRIBUTORS BE LIABLE FOR
ANYDIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR CONSEQUEN-
TIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUB-
STITUTE GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSI-
NESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF LIABI-
LITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING
NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF
THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.
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Dodatek C
Manua´l pro instalaci TOPZ
Za´kladn´ımi prerekvizitami pro beˇh aplikace TOPZ jsou JVM ve verzi 6.0 od spolecˇnosti
Sun Microsystems Inc. a PostgreSQL ve verzi 8.3.
Po nainstalova´n´ı prerekvizit bude aplikova´n na´sleduj´ıc´ı postup:
1. Na pocˇ´ıtacˇi zalozˇ´ıme v databa´zove´m serveru databa´zi s na´zvem olap a povol´ıme
uzˇivateli postgres prˇ´ıstup k te´to databa´zi bez hesla.
2. Provedeme spusˇten´ı orbd serveru.
3. Na´sledneˇ spusˇteˇn´ım java -jar benchmark.jar vytvorˇ´ıme obsah databa´ze vcˇetneˇ
testovac´ıch dat.
4. Da´le spust´ıme server prˇ´ıkazem java -jar server.jar.
5. A nakonec prˇ´ıkazem java -jar client.jar spust´ıme GUI pro nahle´dnut´ı do da-
tove´ho skladiˇsteˇ.
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