This paper presents a novel metaheuristic algorithm called Interior Search Algorithm (ISA), which is applied for digital differentiator design problem. ISA is based on the principles of aesthetic techniques commonly used in interior design and decoration. ISA has a very quick convergence rate and only one control parameter. The approach presented here has alleviated from the problems of premature convergence, stagnation and revisiting of the same solution over and over again, which is common in other optimization techniques. Statistical and simulation results have been compared with already existing differentiator design methods such as segment rule, genetic algorithm (GA), simulated annealing (SA), pole zero method (PZ) and particle swarm optimization (PSO). The results affirm that the proposed method outperforms its counterparts in terms of absolute magnitude error and phase error.
Introduction
Digital differentiators are used in wide range of applications such as digital image processing 1 , radar engineering 2 , biomedical 3 and control systems 4 . They are useful systems for determining the time derivative of a signal. The frequency response of an ideal differentiator is given by (1) where and is the angular frequency. The digital differentiator design problem essentially comprises of obtaining a class of digital filter that approximates the frequency response of an ideal differentiator as closely as possible. Digital differentiators can be broadly classified into two types, finite impulse response (FIR), output depends only on present and past inputs, and infinite impulse response (IIR), output depends not only on previous inputs, but also on previous outputs. IIR differentiators have impulse response that is theoretically infinite, and due to their recursive nature, large memory space is required to store previous outputs. Whereas, FIR digital differentiator requires limited memory and has wider range of frequency over which it is stable and has a linear frequency response. Due to these aspects, designing of FIR differentiator is easier and less complex compared to IIR differentiators. Although, in applications where e cient processing of signals is required IIR differentiators are preferred.
Many methods of designing digital differentiators already exist in literature. Conventionally, digital differentiators are designed by inverting the transfer functions of integrators with suitable modifications. The integrators are in turn designed using simple linear interpolation between the magnitude responses of di erent Newton-Cotes integrators such as rectangular, trapezoidal and Simpson integrators 5, 6, 7 . A wide band digital differentiator based on wide band third-order trapezoidal integrator designed using Newton-Cotes integration formula has been proposed by Ngo 8 . Al-Alaoui has proposed segment rule to design digital differentiators based on linear interpolation between di erent Newton-Cotes integration formulas. Some of the differentiators thus obtained were further optimized using simulated annealing 9 . Gupta et al. have proposed a class of wide band digital differentiators obtained through linear interpolation of popular digital integration techniques, the SKG (Schneider Kaneshige Groutage), trapezoidal rule, rectangular rule and the optimized 4-segment integrator rule 9, 10, 11, 12 . Secondorder wide band differentiator obtained through optimization of magnitude response and analysis of pole-zero plot has been presented by Upadhyay 13 . The differentiator thus obtained has a relative error of less than 2%, making it suitable for real-time application. Another class of differentiator obtained by optimization of the pole-zero locations of existing recursive wide band digital differentiators has been formulated by Upadhyay and Singh 14 . The proposed differentiator has a relative error of less than 0.48% over the entire Nyquist band. Pei and Hsu have used fractional delay method to design a first order digital differentiator 15 . All the above mentioned conventional optimization methods have been found to be e cient only in case of unimodal optimization problems. In problems involving multimodal optimization, these methods have demonstrated following shortcomings: (i) requirement of continuous and di erentiable error fitness function, (ii) incapability in searching large search space, (iii) premature convergence or convergence to a local optimal solution, (iv) increased sensitivity to starting points when there is an increase in number of variables and (v) requirement of piecewise linear cost function in case of linear programming method. Hence, it may be concluded that the conventional optimization methods are suitable only for use in unimodal optimization problems. To overcome all the drawbacks of conventional methods, several researchers have proposed many new optimization methods, most of which are based on the natural selection and evolution technique. These methods are formally known as heuristic and metaheuristic evolutionary optimization algorithms. They include, Genetic Algorithm (GA), a search algorithm inspired by Darwin's "Survival of the fittest" 16 , Simulated Annealing (SA), which is based on the thermodynamic e ect 17 , Particle Swarm Optimization (PSO), which simulates the behavior of bird flocking or fish schooling 18 , Cat Swarm Optimization (CSO), based on the behaviour of cats for tracking and seeking of an object 19 , Ant Colony Optimization (ACO), based on the ant food searching behaviour 20 , etc. GA has shown the most promising potential to provide answers to the shortcomings of conventional methods. GA is capable of solving multidimensional problem that automatically lead to performance tradeo between design specifications. However, GA exhibits a number of shortcomings 21 ; Because of their slow convergence rate, it shows ine ciency in finding global minima, and as a result of this, the solution thus obtained is sub-optimal. Another drawback is the inability to find the optimal solution in computationally tractable time in problems involving large search spaces. Many modifications to the GA have been proposed to overcome the aforementioned di culties 21 . The standard PSO is a population based stochastic search algorithm. The e ciency of PSO lies in the fact that it is simple to implement and requires only a few control parameters. In most of the applications, the standard PSO demonstrates better performance than the conventional methods. However, there are cases where this method results in an inferior solution. This is due to the premature convergence and stagnation, that is, the algorithm converges to an unwanted sub-optimal solution and gets stuck. To overcome this, many modifications have been proposed, such as, Craziness PSO (CRPSO) 22 , and others 23, 24 . Many heuristic evolutionary algorithms, including some of the above mentioned, have been implemented in designing of digital differentiator. Al-Alaoui has proposed a class of wide band digital di erentiators using GA, SA and Fletcher-Powell 25 . Gupta et. al 26 have demonstrated a class of wide band digital differentiator using a modified form of PSO, GA, two variations of PSO 27, 28, 29, 30, 31 and PSO-GA hybrid techniques 32 . Recently, a new algorithm called Interior Search Algorithm 33 has been proposed. This algorithm takes into account the aesthetic techniques commonly used for interior design and decoration to solve global optimization problems. Like any other metaheuristic algorithm, it works on the principles of diversification and intensification to search for the global best. ISA provides advantages over conventional optimization methods as it requires tuning of only one parameter. It has a faster convergence rate as compared to other algorithms. It also solves the problems of premature and local convergence, which leads to finding the global minimum much more e ciently.
In this paper, ISA has been utilized to obtain a class of digital differentiator. The proposed differentiators are then compared with the differentiators obtained through SA, GA, modified PSO, pole-zero optimization and segment rule. Comparison of di erent di erentiators has been done graphically on the basis of magnitude responses, magnitude error responses and the phase responses. Further comparisons based on the values of magnitude error and phase error obtained for various di erentiators have also been done.
The remaining of the paper is organized as follows: In Section 2, the digital di erentiator design problem is formulated. Section 3 provides a brief review of ISA and its implementation in digital differentiator design. In Section 4, simulation and statistical results with illustrations are presented. Finally, the paper is concluded in Section 5. 
Problem Formulation
The input-output relation of an IIR system is governed by the following di erence equation 34, 35 .
where y(n), x(n), , are the filter's output, input, numerator and denominator coe cients, respectively, and N(≥ M) is the differentiator's order. Assuming that = 1, the transfer function of the differentiator can be written as
The corresponding frequency response of IIR differentiator becomes:
The values of the coefficients ( , ) of the transfer function will determine the type of filter designed (FIR or IIR).
In this paper, a novel fitness function is adopted to achieve small magnitude error which is given as:
The cost function is specifically used to minimize the error between the ideal and approximated graphs in the lower and higher frequency ranges. 
Interior Search Algorithm (ISA)
ISA, also known as aesthetic search algorithm, is based on the aesthetic techniques used in interior design and decoration. This algorithm was originally given by Gandomi in 2014 33 . It is a robust and flexible algorithm that can be used to solve wide domains of optimization problems. It is a novel method for solving optimization tasks, has a very quick convergence rate and a capability to handle large search space. This method has been previously used to solve traditional engineering design problem, like welded beam design, pressure vessel design and gear train design 33 . In this paper ISA has been used to solve the digital differentiator design problem. The flowchart for ISA process is shown in Fig. 1 . The implementation steps for digital differentiator design problem using ISA are as follows 33 .
Step 1: Randomly generate a population of elements between lower bounds (LB) and upper bounds (UB) and find their fitness values, .
Step 2: Find the fittest element in the iteration . For this optimization problem, the element with minimum function value is defined as the global best.
Step 3: Randomly divide other elements into two groups, composition group and mirror group, by comparing with a tuned parameter α. If α, the element goes into the mirror group, otherwise it goes into the composition group. This step is important as a balance needs to be maintained between diversification and intensification.
Step 4: In the composition group, change each element randomly within the limited search space (LB and UB).
where is a random value between 0 and 1.
Step 5: For the elements in mirror group, place a mirror randomly between each element and the fittest element. The position of the mirror is evaluated by using the formula given below:
where is a random value between 0 and 1. The location of the image or virtual location of the element depends on the mirror location and can be formulated as: (8) Step 6: The location of the global best is slightly changed by using random walk. Random walk works as local search because it searches around global best. (9) where λ is a scale factor which is set according to size of the search space. Here, λ is set to be 0.01 × (UB − LB).
Step 7: Calculate the fitness values of new locations of the element and images. If the new value is better, replace it, otherwise keep the initial value.
Step 8: Repeat steps 2 to 7 until the stopping criteria (maximum number of iterations) is met. The global minimum fitness value and its corresponding element values are used as coe cients in optimal differentiator design.
Simulation Results
To obtain the proposed differentiators, MATLAB simulation has been extensively performed. The best chosen parameters used for ISA optimization algorithm are reported in Table 1 . All the MATLAB simulations have been performed in MATLAB 7.12 version on Intel Core(TM), 3.20 GHz with 4 GB RAM. The best optimal coe cients for the designed digital differentiator of second, third and fourth orders have been calculated using ISA, GA, SA, PSO and PZ and are reported in Table 2 .
In order to show the e ciency of the proposed differentiator design method, several other differentiators obtained through other methods have been tabulated in Tables 2 and 3 , to facilitate comparison. The second, third and fourth order differentiators proposed in this paper have been designed for the normalized frequency range of 0 ω 1. Table 3 presents a comparison of total absolute magnitude error and maximum phase error of di erent reported differentiators. They have also been compared graphically in Figs. 2−4. These comparisons have been done on the basis of obtained magnitude response curve, magnitude error curve and phase curve.
From Table 3 it can be seen that the proposed differentiators have total absolute magnitude error of 1.609128, 1.323152 and 1.228652 and maximum phase error of 89.9095, 89.9110 and 99.6842, in case of second, third and fourth order differentiators respectively. On the basis of above discussion, it can be concluded that the proposed differentiators are superior to other differentiators tabulated in Table 3 . In Figs. 2(a) , 3(a), 4(a) it can be observed that the proposed differentiators closely approximates the ideal magnitude response over the entire frequency range. Figs. 2(c) , 3(c), 4(c). In view of the above facts, it can be concluded that ISA performs better than the above reported literature. 
Conclusions
The paper proposes a novel class of digital differentiators which have been approximated using the ISA algorithm. The ISA algorithm is simple as it has only one tuning parameter and thus has a faster convergence rate. The algorithm was simulated for the design of second, third and fourth order differentiators and the optimal coe cients of the transfer functions were derived.
The magnitude response of the proposed differentiators accurately approximates the ideal differentiator over the entire Nyquist frequency range. Hence, the proposed differentiators are either comparable or better than the existing differentiators. Therefore, the proposed digital differentiators are viable alternatives over the existing digital differentiators. This work can be further extended for the design of digital integrator, two-dimensional differentiator, Hilbert transformer and many more attractive real time signal processing applications. 
