Introduction
The function ?(x) ("the question mark function") was introduced by Minkowski in 1904, as an example of continuous function f : [0, ∞) → [0, 1), which maps rationals to dyadic rationals, and quadratic irrationals to non-dyadic rationals. For non-negative real x, it is defied by the expression ?([a 0 , a 1 , a 2 , a 3 , ...]) = 1 − 2 −a 0 + 2 −(a 0 +a 1 ) − 2 −(a 0 +a 1 +a 2 ) + ...,
where x = [a 0 , a 1 , a 2 , a 3 , ...] stands for the representation of x by a (regular) continued fraction [7] . (Our definition differs slightly from the customary -usually ?(x) is defined as a map [0, 1] → [0, 1]). For rational x, the series terminates at the last nonzero element a n of the continued fraction. This function was investigated by many authors. In particular, Denjoy [6] showed that ?(x) is singular, and almost everywhere the derivative vanishes. Unaware of earlier research, the authors in [1] have reproved this. The problem arose in a slightly different setting (see below); the result follows from Khinchin's average value theorem on continued fractions ( [7] , chapter III). The nature of singularity of F (x) was clarified by Viader, Paradís & Bibiloni [12] . In particular, the existence of the derivative ? ′ (x) in R for fixed x forces it to vanish. Some other properties of ?(x) are demonstrated in [13] . In the other direction, motivated by the investigation of continued fraction expansion of cubic irrationals, Beaver & Garrity [2] introduced a two-dimensional analogue of ?(x). They showed that periodicity of Faray iteration corresponds to a class of cubic irrationals, and that two dimensional analogue of ?(x) possess similar singularity properties.
Recently, Calkin and Wilf [4] defined a binary tree, which is generated by the iteration
starting from the root 1 1 . Elementary considerations show that this tree contains any positive rational number once and only once, each being represented as a reduced fraction [4] . First four iterations lead to This sequence was already investigated by Stern [16] in 1858, where the definition of the related so called Stern-Brocot tree was presented. The sequence satisfies the remarkable iteration [11] 
thus giving an example of a simple recurrence, which produces all positive rationals, and answering a question by D.E. Knuth. The nth generation of this binary tree consists of exactly those rational numbers, those elements of the continued fraction sum up to n (Bird, Gibbons & Lester [3] ). The sequence of numerators 0, 1, 1, 2, 1, 3, 2, 3, 1, 4, 3, 5, 2, 5, 3, 4, 1, ...
is called the Stern dyadic sequence [16] , and satisfies the recurrence relations
This sequence, and the pairs (s(n), s(n + 1)), where also investigated by Reznick [14] ; see also Lehmer [10] .
For the convenience, we will write F (x) instead of ?(x) henceforth. In [1] , it was shown that each generation of the Calkin-Wilf tree possess a distribution function F n (x), and F n converges uniformly to F (x). The function F (x), as a distribution function, is uniquely determined by the functional equation [1] 2F (x) =
This implies F (x) + F (1/x) = 1. The mean value of F (x) vas investigated by several authors, and was proved to be 3/2 ([1], [14] ). The problem of finding the average was posed by J. Steuding in the problem section of IV International conference on analytic and probabilistic number theory, held in Palanga, 2006, and was independently solved by E. Wirsing. The aim of this paper is to give a different treatment of Minkowski's ?(x). This work is organized as follows. In Section 2 we follow [1] to demonstrate some elementary properties of the distribution function F (x). Since the existence of all moments is guaranteed by the exponential decay of the tail, our main object is the generating function of properly modified moments of M(z). In Section 3 we prove the functional equation for M(z), and also the symmetry property. In section 4, this function is given the "Eisenstein" series expansion. Moreover, the uniqueness of solution of the functional equation is demonstrated, along with another representation of M(z); the latter allows to calculate the moments numerically with more accuracy, than directly from the Calkin-Wilf tree. Surprisingly, the Eisenstein series G 1 (z) appears on the stage. In Section 5 we prove the integral equation for the exponential generating power function. Further, a new class of functions with certain modular features (we call them "dyadic period functions") is introduced. In the final Section 7, we present some remarks on the problem.
Some properties of distribution
Since F (x) has a tail of exponential decay (1 − F (x) = O(2 −x ), as it is clear from (1)), all moments exist. Let
Therefore, M k can also be defined as
where the summation takes place over all rationals, whose elements of the continued fraction sum up to n. Numerically, one has We will see that the generating power function of m k possess some interesting properties. Let ω(x) be a continuous function of at most power growth:
Then, as noted above, F (x) has a tail of exponential decay, therefore, there exists the next integral. The functional equation for F (x) (3) gives
(All changes of order of summation and integration are easily justifiable minding the condition on ω(x)).
Whence the relation
The generating exponential power function of B i is
Denote by M(t) and m(t) the corresponding exponential generating power functions of the coefficients M k and m k respectively. Then (4) reads as
The function m(t) is entire, and M(t) has a positive radius of convergence. The last identity gives the asymptotics for M L [1] . Denote c = m(log 2). Then
Also, it gives the inverse to linear equations (4):
Since B(t)(2 − e t ) = 1, the coefficients B L can be calculated recursively:
. In the future we will consider the integrals involving m(t), and we need the evaluation of this function for negative t.
This is valid for every M < 1 and universal constant. Now choosing M = 1 √ t gives the desired bound. Naturally, for the derivative m ′ (−t) similar evaluation holds.
We will prove one property of the function m(t), which is still insufficient in determining the coefficients m L , since this property only represents the symmetry of F , given by F (x) + F (1/x) = 1. In fact,
For example, m 1 = m 0 − m 1 , which gives m 1 = 1/2, and thus we have M 1 = 3/2. For other coefficients we only have linear relations. Thus, 2m 3 = −1/2 + 3m 2 .
Generating function of moments M(z)
We introduce the generating power function of moments
A priori, this series converges in the unit circle. Since
we have, using the symmetry relation for m(t), and for real z < 1:
Both integrals converge for z < 1 (since
, hence for these values of z we have the above identity. M(z) is initially defined for |z| < 1, but this identity gives us the holomorphic continuation of M(z) to the half plane ℜz < 1/2.
Lemma 2. The function M(z) can be analytically continued to the domain
t) dF (x). As noted above, |m(t)| ≤ e t for positive t (in fact, Lemma 1 gives a slightly better estimate). Therefore, for real z, z < 1, we have:
We already obtained the analytic continuation of M to the region {|z| < 1} {ℜz < 1/2}. Let z = σ + iy with y > 0 and σ ≥ 1/2. In the small neighborhood of z the imaginary part is bounded: y ≥ y 0 > 0, and also the real part is bounded: σ ≤ σ 0 . In this neighborhood the integral converges uniformly; in fact, there we have the estimate
For 0 ≤ x ≤ 1/σ we have the bound
, and for x > 1/σ we have the bound
. Hence, the function under integral in this neighborhood is uniformly bounded, which proves the uniform convergence of the integral and the statement of Lemma. The system (4) gives us the expression of M L in terms of m s . We will obtain one more system. In fact,
And ultimately,
Combining with (4), we have
The relation is also true for L = 0, if we define
Let A be the infinite lower triangular matrix, given by 
Bm (in the calculation of each entry of this product only the finite sum appears). Let
If j = 0,
Let j ≥ 1. Then in the sum defining the entry d i,j , we can sum only over l ≥ 1. The sum
. Therefore, this sum is equal to
. This gives the entries for D:
This is also true for j = 0, minding our convention on 
Unfortunately, the proof of this functional equation is fallacious in the last step. We have used the formal identity
which is the Taylor expansion of M(z) at z = 1, and this series converges only for z = 0. We indulged into combinatoric proof mainly for the future numerical calculations. This drawback can be fixed as follows. In analogy to M(z), for real z < 0, define the following function:
In view of (5), this integral converges for these values of z. Thus,
In the same manner as with M(z), we can prove that M 0 (z) extends as analytic function to the region C\R ≥0 . In this domain now it is easy to see that
which is the consequence of the identity
The relation (9) is independent of the specific distribution function, it simply encodes the information contained in (7) about the relation of x k to (x/(x + 1)) l . On the other hand, the specific information about F (x) is encoded in (4), or in the form (5) . The comparison of these two gives the desired functional equation for M(z). In fact, for real t < 0 the following estimate follows from (5) and Lemma 1: |M(t)| = |m(t)(2 − e t ) −1 | ≤ |m(t)| ≪ 1; and thus, for real z < 0:
and the substitution (9) gives us the functional equation (8), which, from the principal of analytic continuation, should be satisfied for all values of arguments in the region of holomorphicity of M(z). Therefore, we have proved the first part of the following theorem.
It satisfies the functional equation (8) , and also the symmetry property
Moreover, M(z) → 0, as z → ∞ and the distance from z to R + tends to infinity.
Proof. Obviously, the last assertion follows from the integral representation of M(z), given in the proof of Lemma 2. For the convenience, we introduce a function
Then the functional equation reads as
4. Uniqueness of M(s); "Eisenstein" series
In this section, we prove the uniqueness of the function having the properties, described in Theorem 1. Note that two functional equations for G(z) can be included into single one. It is easy to check that
is equivalent to both together. In fact, the change z → 1/z in the last equation gives the symmetry property, and application of it to the term G(1/z) of the above gives the functional equation (10) . Proof. It is the same as to show that function G(z), satisfying (11) and behavior at infinity condition, is unique. Suppose, there are two such functions. Then their difference G 0 (z) has the same behavior at ∞, and satisfies the homogenic form of the equation (11) . Let M = sup −1≤x≤0 |G 0 (x)|. We will show that M = 0, and by the principal of analytic continuation this will imply that G 0 (z) ≡ 0. Let z be real, −1 ≤ z ≤ 0. Let us substitute z → z − n in the equation (11), n ∈ N, n ≥ 1, and divide it by 2 n . Thus, we obtain:
Note that for z in the interval [−1, 0],
belongs to the same interval as well. Now sum this over n ≥ 1. The series on both sides are absolutely convergent, minding the behavior of G 0 (z) at infinity. Therefore,
The evaluation of the right side gives
The constant is < 1. Thus, unless M = 0, this is contradictory for z 0 in the interval [0, 1], such that |G 0 (z 0 )| = M. This proves the proposition. Note the similarity with the Gauss-Kuzmin-Wirsing operator W. The latter is defined for bounded smooth functions f : [0, 1] → R by the formula
The eigen-value 1 corresponds to the function 1 1+x (see [7] chapter III, for Kuzmin's treatment). The second largest eigen-value 0.303663... (the Wirsing constant) leads to a function, with no analytic expression known [18] . In our case, the presence of the multiplier 2 −n forces the operator to have no solutions of Wf = f . Despite this, later we will see that properly modified homogenic form of this equation does have a solution, and this modification depends on the eigen-values of certain HilbertSchmidt operator.
Let ℑz > 0. We remind that the Eisenstein series of weight 2 is defined as
(mind the order of summation, since the series is not absolutely convergent). Then this function is not completely modular, but we have the following identities ( [15] , chapter VII):
Note that for ℑz > 0, all arguments in (10) simultaneously belong to the upper half plane. It is surprising (but not coincidental) that the function i 2π G 1 (z) satisfies the functional equation (10) for ℑz > 0 (see the remarks in Section 7 about possible connections in idelic setting). To check this statement, note that
Thus, plugging this into (10), we obtain an identity. If we define G 1 (z) = G 1 (z) for ℑz < 0, one checks directly that the symmetry property is also satisfied. The function G 1 (z) has the following Fourier expansion [15] . If q = e 2πiz , then
Despite the fact that G(z) is not periodic, we hope to give this function analogous modified Fourier series expansion.
We proceed with finding the "Eisenstein" series for G(z), analogous to those of 
Here r = P Q
stands for a finite continuous fraction; thus, for each rational number we have two of them, with different penultimate convergents.
Proof. It is straightforward to check that the series does converge. Denote this sum by G(z). Then
In the second sum, we have a summand −2
, which cancels with 1 z . Note that, if
as continued fractions, then 2S(
), and k P/Q = −k P 0 /Q 0 . The direct thorough inspection shows therefore that all terms of the first sum cancel, and we are left exactly with a series, defining G(z). Thus, the result follows from Proposition 1. Note that P Q ′ − P ′ Q = (−1) kr ; therefore, S(r)(−1)
Despite this, the "Eisenstein" series cannot be regrouped in this fashion. We end this section with giving another representation of G(z), which, minding the functional equation (11), the behavior at infinity, and the uniqueness property, follows immediately.
Proof. Since ∞ L=1 m L converges absolutely (the stronger statement holds, as is implied by (7)), it is obvious that for z outside the described strip the above series is absolutely convergent as well. Denote the right hand side by G(z). Then
by induction. Since both G(z − n) and G(z − n) tend to 0, as n → ∞, this obviously implies G 0 (z) ≡ 0, and thus G(z) = G(z).
, we obtain a linear system for m s , equivalent to the system just above the functional equation (8), and including the symmetry property as well; thus, it descries the coefficients m s uniquely:
Exponential generating function m(t)
The aim of this section is to interpret (11) in terms of m(t). The following theorem uniquely determines the function m(t), along with the condition m(0) = 1.
Theorem 2. The function m(s) satisfies the integral equation
where J 0 ( * ) stands for the Bessel function:
Proof. We have that
Thus, eventually
since m(0) = 1, this proves the proposition. Thus, we obtained an integral equation for m(s), which corresponds to the functional equation (11) for G(z). Since the Laplace transform of J 0 (2 √ t) in variable z is
, p. 503), multiplying the integral equation by e −zs , and integrating over s ≥ 0, we obtain:
Despite the fact that the first integral was calculated for ℜz > 0, it does converge for ℜz > −1, and therefore we have an integral representation of G(z) in a wider region ℜz < 1 by a single integral
The latter integral equation can be inherited directly from (8): first, divide by z, substitute z → z − n, divide by 2 n and sum over n ≥ 0. This integral representation also gives another proof of Proposition 3. In fact, (2e
−n , and this yields
, and, moreover, we can integrate term by term, the Proposition 3 follows immediately.
We conclude this chapter with another integral equation, which, unfortunately, is insufficient in determining the moments, since it represents only the symmetry property of M(z). Consider the integral (14) in the half plane ℜz < 0. Since m(0) = 1, this reads as
Recall that, as usually, K n ( * ) denotes the Macdonald function, which for positive real t is defined as
( [17] , chapter VI, section 6.22). Then the following proposition holds.
Proposition 4. We have an identity
Proof. If we substitute in (15) z → −z, then this equality holds for ℜz > 0. Multiply now both sides by e −sz− s z , s > 0, and integrate over real z ≥ 0. Thus,
Therefore,
By (5), m(−t)(
. Now integrate by parts. We have K ′ 0 (t) = −K 1 (t) ( [17] , chapter III, section 3.71; this can be easily proved directly, given the integral representation of these functions). Thus,
and
, whence the claim of the proposition follows. Now we will make some formal calculations, involving divergent series. They show that the last proposition is insufficient in determining M(t) -it simply represents the symmetry property of M(z), given in Theorem 4. One auxiliary lemma about integrals involving the Macdonald function is needed ( [17] , chapter XIII, section 13.47).
Thus, after change of variables (s + t)s = x 2 + s 2 , (with a = 2, ν = 0), we obtain
, chapter III, section 3.71), integration of the equation in Proposition 4 term by term leads to (a formal divergent sum)
Formally (see (9) , and the equation above),
n Mn
), and therefore, after change of variables z → 1/z, we get the following valid integral
This can be rewritten as
The symmetry property implies M 0 (z) + M 0 (1/z) ≡ 1 (Theorem 1). Thus, indeed we have an identity, and this suggests that the last proposition only encodes the latter property of M(z).
Dyadic period functions
We proceed with the definition of the sequence of functions G λ (z), which satisfy the functional equation, analogous to (11) . Since J ′ 0 ( * ) = −J 1 ( * ), J 1 (0) = 0, integration by parts in (12) 
.
Recall that the Hankel transformation of degree ν > −1/2 for the function f (r) (provided that
where J ν ( * ) is ν−th Bessel function. The inverse is given by the Hankel inversion formula, with exactly the same kernel ( [17] , chapter XIV, section 14.4.). Thus, after proper change of variables,
Thus, application of this inversion to our last identity yields
The first integral on the right hand side is equal to −
. Then this equation can be rewritten as
Hence, if we denote
we obtain a second type Fredholm integral equation with symmetric kernel ( [8] , chapter 9):
The behavior of the Bessel function at infinity is given by the asymptotic formula
, chapter VII, section 7.1). Therefore, obviously,
Thus, the operator, associated with the kernel K(s, t), is the Hilbert-Schmidt operator ( [8] , p. 532). The theorem of Hilbert-Schmidt ( [8] , p. 283) states that the solution of this type of integral equations reduces to finding the eigen-values λ, and the eigen-functions A λ (s). We postpone the solution of this integral equation, or in the form (12) , for the future. Till the end of this section, we deal with eigenfunctions. The integral operator, consequently, is compact self-conjugate operator in the Hilbert space, it possess a complete orthogonal system of eigen-functions, all λ are real, and λ n → 0, as n → ∞. If we denote A λ (s)ψ(s) = B λ (s), then the equation for an eigen-function reads as 
Denote by G λ (−z) the function on both sides of the equality. Thus, G λ (z) is defined at least for ℜz ≤ 0. Since 2e t(z+1) − e tz = (2e t − 1)e tz , we have
Therefore, we have proved the first part of the following theorem.
Theorem 3. For every eigen-value λ of the integral operator, associated with the kernel K(s, t), there exists at least one holomorphic function G λ (defined for z ∈ C \ R ≥1 ), such that the following holds:
Moreover, G λ (z) for ℜz < 0 satisfies all regularity conditions, imposed by it being an image under Laplace transform ( [9] , p. 469). Conversely: for every λ, such that there exists a function, which satisfies (17) and these conditions, λ is the eigen-value of this operator. The set of all possible λ's is countable, and λ n → 0, as n → ∞.
Proof. The converse is straightforward, since, by the requirement, G λ (z) for ℜz < 0 is a Laplace image of a certain function, and all the above transformations are invertible. We leave the details. If the eigen-value has multiplicity higher than 1, then these λ−forms span a finite dimensional C−vector space. Note that the proof of Proposition 1 implies |λ| < 0.342014... Finally, the functional equation (17) gives the analytic continuation of G λ (z) to the half-plane ℜz ≤ 1, save the point z = 1. Further, if z ∈ U, where U = {0 ≤ ℜz ≤ 1} \ {|z| < 1 ∪ z = 1}, we can continue G λ (z) to the region U + 1, and, inductively, to U + n, n ∈ N. Let U 0 be the union of these. We can, obviously, continue G λ (z) to the set U −1 0 + n, n ∈ N. Similar iterations cover the described domain. Note that, in contrast to G(z), we do not have a symmetry property for G λ (z). Definition. We call a function G λ (z), which satisfies the properties of the last theorem, a dyadic period function of weight 2 and index λ. The word "dyadic" refers to the binary origin of the distribution function F (x). Further, if we define the kernel of the Hilbert-Schmidt operator by K n (s, t) = J n (2 √ st) ψ(s)ψ(t) , the same analysis leads to the definition of dyadic period functions of weight n + 1 and index λ. Next formal calculations produce first eigen-values. Let the Taylor expansion of G λ (z) is given by
It converges in the unit circle. Provided that m (λ)
L have the same vanishing properties as m L (which guarantees the convergence of the series in (7)), the analogue of Proposition 3 would yield the identity
Thus, we obtain a system of linear equations 
Conclusion
We end the paper with the concluding remarks. The p−adic distribution of rationals in the Calkin-Wilf tree T was investigated in [1] . Define
Then the following holds [1] (we present only a part of the result, necessary for our purposes). 
