Reconfigurable guidance and control are major keys for reliable and safe planetary entry of space exploration vehicles. Major challenges in these missions are posed by uncertainties in atmospheric properties like density and winds. A guidance algorithm based on optimal control theory and integrated with a nonlinear Structured Adaptive Model Inversion controller is developed, implemented and evaluated in this paper. The guidance algorithm uses B-spline parametrization of states to generate dynamically feasible optimal trajectories which steer the vehicle from entry interface conditions to a Final Approach Corridor, while simultaneously satisfying terminal conditions. Guidance trajectory acts as a reference trajectory for nonlinear adaptive controller which further generates the commanded moments based on reference input. Reaction control jet selection is accomplished using discrete control allocation. Discrete control allocation method can also handle various types of control failures. Performance is evaluated with a Mars Ellipsled vehicle non real-time simulation for a complete Mars entry trajectory tracking scenario. Simulation results presented in the paper demonstrate that the guidance algorithm generates the optimal trajectory under various terminal constraints while the fault tolerant control algorithm satisfactorily track this optimal trajectory in the presence of plant and environment uncertainties, in addition to control failures.
I. Introduction
The Mars Ellipsled is a one of the candidates for space vehicles which can be used to send humans to the Mars. One of the goals is to design the guidance and control laws so that the mission is reliable, safer and cheaper to accomplish. Reconfigurable guidance and control are required to accomplish these goals. Major challenge with the design of a guidance law or a controller is handling uncertainties that the system will encounter during operation. The Mars atmosphere is not known very well and has significant variations in density. It also encounters strong and sudden wind gusts that change greatly with seasons and with latitude and longitude.
1 In addition to this, the vehicle properties of a manned spacecraft may change during several months of mission in space. Adaptive control and guidance are one of the options to handle plant and exogenous inputs. Significant research has been done in the past to develop guidance and control algorithms for Mars entry. Reference 2 describes the entry, descent, and landing phases for the Mars Exploration Rover. Neural networks have been used in Reference 3 to compensate for the large uncertainties in the Martian atmosphere. Reference 4 conducted the modeling and Structured Adaptive
Model Inversion (SAMI) [5] [6] [7] [8] adaptive control formulation for a potential planetary entry vehicle that has 18 Reaction Control System (RCS) jets which were assumed to be continuous controllers. Marwaha and Valasek extended this work in Reference 9 and used control allocation for jet selection and treated them as discrete control effectors. They also included fault tolerance capability in controller for Mars Vehicle.
But in Reference 9 a simple off-line non-optimal trajectory was tracked. To handle the large number of jets in this vehicle a control allocation algorithm 10 is used in Reference 9. A comprehensive survey of existing control allocation schemes is done by Bodson. Numerous linear control allocation algorithms are currently available, and some of these have been applied in References 13 and 14. In the present work control allocation is done as discussed in Reference 15 where
Mixed Integer Linear Programming (MILP) [16] [17] [18] is used.
In this paper, we solve this problem by generating the optimal bank angle commands using a guidance algorithm and then fault tolerant Structure Adaptive Model Inversion(SAMI) control algorithm is applied to handle jet failures. The traditional approach to solve the entry guidance problem is to divide the entry trajectory into various phases, solving the trajectory segment for each phase and then join them together to form a global trajectory.
Inversion and Structured Model Reference Adaptive control. Dynamic inversion, used to calculate control, assumes perfect knowledge of all the system parameters but it is approximate due to inaccurate modeling of system parameters. An adaptive control is wrapped around dynamic inversion to handle the uncertainties in system parameters.
The paper is organized as follows. In Section II, we describe the entry guidance algorithm used to generate the optimal reference commands. In Section III equations for the parameter update in adaptive control have been derived. Section IV explains the control allocation scheme used for RCS controllers.
Section V represents the simulation setup used to validate the guidance and control laws. These algorithms have been applied to the Mars entry vehicle. This section demonstrates the fault tolerant ability of the vehicle by considering various cases of failures. Conclusions and future work are mentioned in Section VI.
II. Optimal Guidance Algorithm
The entry guidance problem for the Mars Ellipsled is to determine bank angle commands such that the vehicle reaches the parachute deployment stage meeting the terminal constraints. In the present study, we use an optimal control theory based guidance algorithm based on Reference 21, where B-Splines are used to parameterize the state and control trajectories.
A. Equations of Motion
The standard six state equations of motion describing the point mass dynamics of the Mars Ellipsled over a spherical Mars are used for this study.
where, the following nomenclature is used, The trajectory variables are shown in Figure 1 . The aerodynamic lift and drag forces are given by, The dynamic pressure is (q) is given by,
The normal acceleration (n z ) experienced during the flight is computed as,
Substituting the expressions from Equation 2 into Equation 1, we write the following state-space form of the entry dynamics,ẋ
. 
B. Formulation of Optimal Guidance Problem
The goal of the guidance algorithm is to generate dynamically feasible trajectories to take the Mars Ellipsled from its entry conditions to a Final Approach Corridor (FAC). As shown in Figure 2 , the FAC is defined as a cube in r, θ l and φ directions. The goal is to minimize the distance between the final values of the r, θ l and φ from the center of this cube. This is achieved by minimizing the following terminal cost function,
where t f is the final time of the flight, {F AC r , F AC θ l , F AC φ } are the desired final values, and {w r , w θ l , w φ } are the appropriately chosen constant weights.
All the initial conditions (r 0 , θ 0 , φ 0 , V 0 , γ 0 , ψ 0 ) and the final conditions on velocity, flight path angle and heading angle (V f , γ f , ψ f ) are represented as a set of equality constraints,
The dynamic feasibility of the solution is imposed as an equality constraint in the optimal control problem
. The state and control bounds during the flight constitute a set of path inequality constraints,
with lower and upper bounds l e and u e respectively. The optimal control problem is defined using Equation   6 , subject to the constraints given in the Equations. 5, 7, 8. Thus, the objective is to determine the state-control pair {x(t) ∈ R 6 , u(t) ∈ R; t ∈ [0, t f ]} and time instance t f , that minimize the terminal cost function,
subject to the constraints,
e(x(0), x(t f )) = 0, (11)
where, J :
C. Transcription of Optimal Guidance Problem to a Nonlinear Programming Problem
An optimal control problem can be solved numerically using direct transcription. A variety of transcription methods are available in the literature. In the present study, we use B-Splines to parameterize the OCP.
The major advantage of using B-Splines is the control over the smoothness of the solution trajectories.
In the present approach, Galerkin's projection method is used to impose the dynamics as a path equality constraint. We parameterize the state and the control trajectories as B-Splines with a basis set B :=
, where p is the order of polynomial approximation. Thus, we seek our solution in the functional space V B , spanned by the elements of B. The first step is to scale the optimal control problem appropriately so that the solution can be approximated in V B . The following transformation maps the
Next, we approximate the state and the control trajectories as x(τ ), u(τ ), with τ [0, 1] so that,
Where, α k R 6 and β k R. Differentiating the expression in Equation 14 and using Equation 13 we get,
The path inequality constraint in Equation 12 is approximated as,
The state dynamics is imposed by setting the projection of the differential equation in Equation 10 on the basis set B equal to zero. Thus, using Equation 16 we write,
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Finally, the end-point constraint in Equation 7 is imposed as,
Thus, approximation of state and control trajectories using Equation 14 and Equation 15, combined with the Galerkin's projection method as applied in Equation 18 , transcribes the optimal control problem to a finite dimensional nonlinear programming problem (NLP). The objective is to determine {α k R 6 , β k R} N k=1
and time instance t f , that minimize the cost,
The transcription of OCP to NLP is done using OPTRAGEN, 22 a MATLAB toolbox that performs the transcription automatically. Figure 3 summarizes the process of transcribing an optimal control problem to a nonlinear programming problem using the described method. The resulting NLP is solved using SNOPT, 23 a sequential quadratic programming solver for large scale sparse constrained optimization problems.
III. Fault Tolerant Control
The nonlinear plant can be modeled aṡ
where
andω represents skew symmetric matrix given by (ω r ). Aerodynamic angle α is angle-of-attack and β is side-slip angle. c l β is rolling moment stability derivative, c mα is pitching moment stability derivative and c n β is yawing moment stability derivative.
Equation 24 and Equation 25
can be rearranged to obtain the following form
The aerodynamic moments are modeled by separating the known and unknown terms. In the expression for the aerodynamic moments everything is known except Mars atmospheric density and the aerodynamic coefficients of the vehicle. These uncertain terms are separated in a column denoted by d * .
Let D est be the guess for d * and d is the gain matrix which adapts itself so that
Using the minimal parametrization of Inertia matrix given by the product of the inertia matrix and any vector a can be written as
one can linearly parametrized the the left hand side of Equation 26
where θ is the constant inertia parameter vector defined as θ 
Combining Equations 31 and 32 we have the linear minimal parameterization for the Inertia Matrix.
The tracking error is defined as
Let C d , K d and K i be the design matrices, going through some mathematical steps 9 and using these matrices we get
Rearranging the equation above and using Equation 26, the RHS of the above equation can be written in the form
As mentioned above dynamic inversion is used to calculate the control and the control is given by the following equation.
A. Update Laws
The control law derived above is not implementable due to uncertainties present in θ and d. To implement this control law estimated parameters are used instead of unknown parameters for calculating the control.
The control law takes the following form
Using the above control law, the closed loop dynamics takes the following form
Equation 39 can be written as
the Equation 40 can be written asẏ
To obtain the update laws for the estimated parameters, the following candidate Lyapunov function is selected
where P is a positive definite matrix and Γ is a gain matrix. Vector y consists of tracking error, its derivative and integral of the tracking error.Φ consists of the errors between true and estimated inertia vector and true and estimated vector d, vector d includes uncertainties in aerodynamic coefficients and Mars atmospheric density. Taking the time derivative of the Lyapunov function and substituting the expression forẏ
Since A is a Hurwitz matrix, for any positive definite matrix Q, there exists a corresponding positive definite matrix P such that
Equation 43 becomesV
The update law selected for this system isΦ = ΓΨ T P y
Detailed stability analysis for the derived update laws is given in Reference 9.
IV. Control Allocation
Discrete control allocation is done using Mixed Integer Linear Programming (MILP) to implement the quantization strategy. The controller closes the loop using a control allocator which minimizes the difference between the commanded and the actual moments delivered. The problem of control allocation can be posed
subject to the constraints
Here u k is a binary number that can be either 0 or 1. It represents the discrete (on/off) state of the k th control effector. τ i des is the desired moment in the i th axis, where i=1(roll), 2(pitch) and 3(yaw). T i,k is the torque produced by the k th jet on the i th axis, p is the number of jets and w k ≥ 0 represents the penalty imposed on firing the k th jet. The inequality constraints given by Equations 48 and 49 are imposed to ensure that the effective torque will not exceed the magnitude of the torque commanded by the control laws.
This constraint represents the quantization strategy, hence the control allocator transforms the continuous commanded torque vectors in R 3 to quantized torque vectors in R 3 . These quantized torque vectors represent the optimal solution of the problem. Stability analysis of quantized control is given in detail in Reference 25.
V. Numerical Results
A simulation set up of five degree of freedom model of Mars Ellipsled has been used to test the control and guidance algorithm. Modeling of the vehicle and RCS jets is given in detail in References 4 and 9.
A. Optimal Guidance
The first objective of the simulations is to generate an optimal trajectory for the Mars Ellipsled. We use the guidance algorithm defined in section II to generate an off-line optimal bank angle command for the Mars Ellipsled. The parameters used in the equations of motion are taken from the literature and are given in Table 1 Table 2 .
To solve the optimal guidance problem, we approximate all the states and control trajectories as B- 
Splines with: 15 intervals over the domain, 4 th order of smoothness at breakpoints and 5 th order piecewise polynomials. All the boundary conditions and path constraints are represented as the constraints on BSpline coefficients. Final time is taken as the parameter of optimization. The initial guess is generated by the integration of system equations with fixed controls. The optimal control problem is solved using SNOPT. Figure 5 shows the obtained reference bank angle profile and its derivatives. The total entry flight time is 437.7 sec. We integrate the entry flight equations of motion using the reference bank angle to validate the performance of the guidance algorithm. The resulting state trajectories are shown in Figure 6 . Figure 7 shows the dynamic pressure and the normal acceleration experienced during the flight. 
B. Adaptive Control
The second objective of this simulation is to test the controller performance under plant uncertainties, with and without various combinations of jet failures. Each test case has uncertainties in the aerodynamic coefficients, moments of inertia, and atmospheric density. Uncertainty of 10 to 30 percent is introduced in all of the moments of inertia. The density is lumped along with the aerodynamic coefficients so that uncertainty is introduced in both of the terms together. First adaptive controller is tested to track the reference trajectory. Due to high computational time required to run the control allocation algorithm only adaptive control algorithm is first tested assuming that jets will be able to provide the desired moments. Figure 8 shows the reference trajectory as bank angle trajectory which has been obtained using optimal guidance. It can seen from this figure that maximum error is 8 degrees which is initial condition error and Adaptive parameters i.e. inertia vector and vector d are shown in Figure 11 and Figure 12 . It can be seen in these figures that these parameters converge to constant value as error approaches to zero. The convergence rate and manitude of these parameters also depend on the gain values.
C. Fault Tolerant Control
Case 1: Effect of Failure
Two cases are considered to test the fault tolerance performance of the algorithm. First 20 seconds trajectory is selected to validate the algorithm. In Case 1 failure is introduced at two seconds. Jets 8, 11, 12 and 13 are failed as shown in Figures 13 and 14 . These jets are always on after two seconds and produce a moment in a particular direction. The problem is now to track the trajectory along with nullifying this moment using healthy jets. Figure 15 shows the error in bank angle trajectory. It can be seen in Figure 15 that error starts increasing once the failure is introduced and shoots to 2.2 degrees. It behaves like a nominal case in around 15 seconds and is reduced to 0.2 degrees. Similar behavior is also noted in bank angle trajectory in Figure 16 where bank angle increases on introduction of failure and settles to reference trajectory with in first 15 seconds. Figure 17 shows the reference angular velocities, nominal angular velocities and angular velocities in case of jet failure. It is noted from this figure that maximum error in roll axis is 7 degrees and is brought back to zero using the fault tolerant control. Similar behavior is also observed in pitch and yaw axis.
Applied moments in nominal and jet failure is shown in Figure 18 . As expected moments are more not only in amplitude but also it commands more moments till 15 seconds in case of jet failure. 
Case 2: Effect of Failure and Initial Condition
In Case 2 same jets are failed but from the beginning of the trajectory. This requires more control effort as controller has to handle not only initial condition error but also jet failure. This results in more error as compared to Case 1. It can be seen in Figure 19 that error shoots to maximum value of 6 degrees as compared to 2 degrees in Case 1. Fault tolerant control works very well and is able to handle this type of failure as well and brings the error back to nominal value within first 15 seconds. Figure 20 shows the bank angle trajectory for Case 2. Figure 21 shows the angular velocities in all the three axis. Error in angular velocities can be seen in all the three axis in case of jet failure. The angular velocities are well within limits even in case of jet failure and settles down to reference value and then behaves like nominal case. Moments applied in nominal and jet failure case are compared in Figure 22 and it is noted that moments required in case of jets failure are almost of the same order of amplitude for first 10 seconds and then controller commands very high moments in case of jet failure for the next 5 seconds till it settles to nominal value. 
VI. Conclusion
In this paper an optimal guidance algorithm based on B-splines has been developed to generate optimal trajectories which is integrated with a fault tolerant control scheme based on Structured Adaptive Model Inverse Control. Preliminary results presented in the paper demonstrate that the system can simultaneously handle parametric uncertainties, plant uncertainties, and terminal constraints while maintaining tracking.
Test cases are presented and fault tolerance capability of the controller is evaluated. Initial condition errors are combined with jet failures to test some of the worst case scenarios. Maximum bank angle error is 6 degrees in all the test cases including jet failure. Major challenge faced during the simulations is computational time of control allocation algorithm. Future work is to solve this issue and evaluate the performance on real time applications.
