b Calibrated using dataset Marine13 (Reimer et al., 2013) by adding ΔR = 26 ± 69 (weighted mean of localized reservoir correction for the Caspian Sea; http://calib.qub.ac.uk/marine)
Methods: Bayesian robust logistic regression
We compared the geometries of the Caspian Sea landslides with a global sample of mainly large (>10 6 m3) 591 terrestrial and 81 submarine landslides that we compiled from the literature (Korup, 2012) . We conducted a Bayesian robust logistic regression (Kruschke, 2011) using the mobility index H/L and logtransformed landslide volume log 10 V as predictors. Logistic regression assigns membership probabilities to each of the Caspian landslides, and helps to decide whether they belong more likely to either the terrestrial or marine domain. Contrary to its name, logistic regression is a method for classifying, and in its
Bayesian form allows specifying all uncertainties in the model that arise from the data:
where is the mean expected value of the response variable, in this case, the probability of belonging either to the terrestrial or submarine landslide class; and are the regression coefficients for the data vectors containing the predictor variables , respectively; is the sigmoid function defined as
The modeled outcome is nominal, and can be either 0 (= terrestrial) or 1 (= submarine), and has a Bernoulli distribution as its likelihood function:
We combined Equations (1) to (3) to learn credible models from the data. We adopted a Bayesian approach that allows estimating the full posterior probability distributions of each regression parameter (instead of only their means) from the data. We used equal-sized random subsets of the terrestrial and submarine data to reduce potential bias from classifying data that are unbalanced and dominated by one of the two classes.
The model setup is hierarchical. The first level of the model contains the combined Equations (1) to (3), whereas the second level of hierarchy contains the parameters describing the probability distributions of the regression coefficients ; the second-level parameters are called hyperpriors. Our model assumes that the regression intercept is normally distributed as 0, 10 , where , is the normal distribution with mean and variance . The model further assumes that the coefficients (for H/L), and (log-transformed landslide volume) come from t-distributions each with normally distributed means from 0,10 , and gamma-distributed variances from Γ 10 , 10 . The degrees of freedom of these tdistributions were sampled from a custom function 1 1 0,1 , where 0,1 is the uniform distribution, and 1 is a gain parameter (see Kruschke, 2011 , for more details). We chose a low gain parameter to better highlight possible interactions between the two predictors H/L and log 10 V. While the assumption of a normal distribution of the intercept is consistent with the central limit theorem in probability theory, the use of t-distributions for and emphasizes the tails of the normal distribution.
The net effect is that regression coefficients with values near zero will lower the variance in the tdistribution, hence producing more accurate estimates of the regression coefficients. Using t-distributions instead of normal distributions thus ensures a higher robustness against outliers when estimating the posterior distributions of the regression coefficients.
We implemented the model in the open-source programming environment R using the rjags library (Kruschke, 2011) , which uses a numerical Markov Chain Monte Carlo sampling scheme to compute the posterior distributions of all regression coefficients based on standardized input data. We took into account only coefficient values that were credibly different from zero, i.e. whose posterior distributions did not contain zero in their 95% highest density interval, which is the Bayesian analog to the 95% confidence interval in frequentist statistics. We tested various combinations of parameter values for the different hyperpriors, but found that, given the large amount of data points, our posterior distributions remained largely robust irrespective of the exact choices of hyperpriors. In other words, our initial beliefs about the distribution of the regression parameters are more heavily weighted and adjusted by the high number of data points and hence the likelihoods (instead of the prior beliefs), so that slight changes in the hyperpriors do not noticeably change the shape and location of the posterior distributions. 
