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A CHARACTERIZATION OF BOUNDARY REPRESENTATIONS OF
POSITIVE MATRICES IN THE HARDY SPACE VIA THE ABEL
PRODUCT
JOHN E. HERR, PALLE E. T. JORGENSEN, AND ERIC S. WEBER
Abstract. Spectral measures give rise to a natural harmonic analysis on the unit disc via
a boundary representation of a positive matrix arising from a spectrum of the measure. We
consider in this paper the reverse: for a positive matrix in the Hardy space of the unit disc we
consider which measures, if any, yield a boundary representation of the positive matrix. We
prove a characterization of those representing measures via a matrix identity by introducing
a new operator product called the Abel Product.
1. Introduction
1.1. The Szego˝ Kernel. The classical Hardy space H2(D) consists of those holomorphic
functions f defined on D satisfying
(1) ‖f‖2H2 := sup
0<r<1
∫ 1
0
|f(re2πix)|2 dx <∞.
In addition, for each f ∈ H2(D), there exists a (unique) function f ∗ ∈ L2(T), which we shall
call the Lebesgue boundary function of f , such that
(2) lim
r→1−
∫ 1
0
|f(re2πix)− f ∗(e2πix)|2 dx = 0.
Because the point-evaluation functionals on the Hardy space are bounded, the Hardy space
is a reproducing kernel Hilbert space. Its kernel is the classical Szego˝ kernel k(w, z) =: kw,
defined by
kw(z) :=
1
1− wz
.
Because the mapping f 7→ f ∗ is an isometry, we have
(3) k(w, z) :=
∫ 1
0
k∗w(e
2πix)k∗z(e
2πix) dx.
Equation (3) shows that the Szego˝ kernel reproduces itself with respect to what is, by some
definition, its boundary. The measure on the circle used to define k∗z in (2) is Lebesgue
measure, as is the measure in (3). The intent of this paper is to show that among the
functions in the Hardy space, there are a host of other kernels that reproduce with respect
to their boundaries. However, these boundary functions will not be taken with respect to
Lebesgue measure, but with respect to some other measure on the circle T, and the integration
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of these boundary functions will also be done with respect to this measure. Of interest are
two main questions: which positive matrices does the Hardy space contain that reproduce
themselves by boundary functions with respect to a given measure, and with respect to which
measures will a positive matrix reproduce itself by boundary functions? In [16], we focused
on the first question whereas in the present paper we focus on the second.
1.2. Boundary Representations. The boundary behavior of functions in the Hardy space
arises in a number of contexts, such as the spectral theory of the shift operator [9], de
Branges-Rovnyak spaces [11, 27], and “pseudo-continuable” functions [3, 26]
The boundary behavior of kernels in reproducing kernel Hilbert spaces has been considered
by others, see for example [19] in the study of the Markov moment problem. In the series
[5, 6, 4], much of the theory is developed under the a priori assumption that a reproducing
kernel Hilbert space “sits isometrically” within an L2 space, by which the authors mean that
the elements of the Hilbert space possesses an L2 boundary as we define below and the two
norms coincide. However, the authors also begin with a measure on the boundary and define
a reproducing kernel by integrating the Cauchy kernel against the measure [5, Lemma 6.4].
In the previous paper [16], we extend this result to construct many kernels which reproduce
themselves with respect to a fixed singular measure using the Kaczmarz algorithm [20, 17].
Other boundary representations were introduced in [13] to understand the nature of spectral
measures. In [13], any spectral measure gives rise to a positive matrix on D which reproduces
itself on the boundary with respect to the spectral measure. As demonstrated in [16], however,
the measure need not be spectral.
Remark 1. In this paper, we will be dealing with measures µ on the unit circle. The unit
circle T := {z ∈ C : |z| = 1} and its topology shall be identified with [0, 1) via the relation
ξ = e2πix for ξ ∈ T and x ∈ [0, 1). We will regard the measures µ as being supported on
[0, 1). A function f(ξ) defined on T (for example, a boundary function) may be regarded as
being in L2(µ) if f(e2πix) ∈ L2(µ). For aesthetics, the inner product (norm) in L2(µ) will be
denoted 〈·, ·〉µ (‖·‖µ) rather than 〈·, ·〉L2(µ) (‖·‖L2(µ)). The subscript will be suppressed where
context suffices. A measure µ will be called singular if it is a Borel measure that is singular
with respect to Lebesgue measure.
Definition 1. If µ is a finite Borel measure on [0, 1) and f(z) is an analytic function on D,
we say that f ⋆ ∈ L2(µ) is a (weak) L2(µ)-boundary function of f if
lim
r→1−
f(re2πix) = f ⋆(x)
in the weak topology of L2(µ).
Remark 2. In the pseudo-continuable functions literature, as well as the boundary representation
literature, the limit is required to exist in norm. For our purposes, the weak limit is more
natural–we shall drop the descriptive “weak”, though for the remainder of the paper, in
all cases the boundary is a weak boundary as in Definition 1. If a function possesses an
L2(µ)-boundary function, then clearly that boundary function is unique as an element of
L2(µ). The L2(µ)-boundary function of a function f : D → C shall be denoted f ⋆µ , but we
omit the subscript when context precludes ambiguity.
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Definition 2. A positive matrix (in the sense of E. H. Moore) on a domain E is a function
K(z, w) : E ×E → C such that for all finite sequences ζ1, ζ2, . . . , ζn ∈ E, the matrix
(K(ζj, ζi))ij
is positive semidefinite.
Our interest is in positive matrices on E = D, and more specifically those residing in
H2(D). We therefore desire to find subspaces of the Hardy space that not only are Hilbert
spaces with respect to the L2(µ)-boundary norm, but are in fact reproducing kernel Hilbert
spaces with respect to this norm. The classical Moore-Aronszajn Theorem connects positive
matrices to reproducing kernel Hilbert spaces [7] (see also [25]).
Let us then define two sets of interest:
Definition 3. Let µ be a Borel measure on [0, 1). We define K(µ) to be the set of positive
matricesK on D such that for each fixed z ∈ D, K(w, ·) possesses an L2(µ)-boundaryK⋆(w, ·),
and K(w, z) reproduces itself with respect to integration of these L2(µ)-boundaries, i.e.
(4) K(w, z) =
∫ 1
0
K⋆(w, x)K⋆(z, x) dµ(x)
for all z, w ∈ D.
Definition 4. LetK be a positive matrix on D. We defineM(K) to be the set of nonnegative
Borel measures µ on [0, 1) such that for each fixed z ∈ D, K(w, ·) possesses an L2(µ)-boundary
K⋆(w, ·), and K(w, z) reproduces itself with respect to integration of these L2(µ)-boundaries
as in Equation (4).
1.3. Kernels from a Coefficient Matrix. Let C = (cmn)mn be an infinite matrix, where
m,n ≥ 0. We consider the formal power series
(5) KC(w, z) =
∞∑
n=0
∞∑
m=0
cmnw
mzn.
If the matrix C defines a positive bounded linear operator on ℓ2(N0), then KC is a positive
matrix in the sense of E.H. Moore, and thus defines a reproducing kernel Hilbert space.
Reproducing kernels of this form were considered in detail in [2, 1]. Other reproducing kernel
Hilbert spaces in the Hardy space were considered by de Branges and Rovnyak in [11] (see
also [27]) leading to de Branges’ solution of the Bieberbach conjecture [10]. They were also
considered in [22] in an attempt to solve the Kadison-Singer problem/Feichtinger conjecture,
which has now been resolved [23].
For a given C which defines a positive matrix as in Equation (5), we wish to determine
which Borel measures on T, if any, are in M(KC). We shall approach the question via the
following heuristic:
Meta-Theorem. A measure µ is in M(KC) if and only if the matrix equation C = CMC
is satisfied, where the matrix M = (µˆ(n−m))mn.
We describe this as a meta-theorem for the following reason: since M as a matrix is in
general not a bounded operator on ℓ2(N0), the expression CMC may not be well-defined. We
established in [15] the meta-theorem for the two special cases: i) for diagonal matrices C,
and ii) for C and µ for which M are bounded operators on ℓ2(N0). (A description of those
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µ that have the property that M is bounded is found in [8, 12], see also [21, 14].) In both
cases, the matrix product CMC exists. We consider in the present paper the possibility that
CMC does not exist. We do so by introducing a new matrix operation we call the Abel
product, which allows in some cases a definition for a matrix product when the ordinary
matrix product does not exist, in analogy to Abel summation allows the definition of the sum
of a series which may not converge in the ordinary sense.
Let C be a bounded, positive operator from ℓ2 to itself, represented as an infinite matrix
by C = (cmn)mn. Define KC(w, z) : D × D → C as in Equation (5); we can for convenience
write
KC(w, z) =
∞∑
n=0
∞∑
m=0
cmnw
mzn
=
∞∑
m=0
∞∑
n=0
cmnw
mzn
=
〈(
∞∑
n=0
cmnz
n
)
m
, ~w
〉
ℓ2
= 〈C~z, ~w〉ℓ2
where for z ∈ D, ~z := (zn)n ∈ ℓ
2. Note that we used absolute convergence in the second line
above.
Given a sequence of vectors {xn}
∞
n=0 in a Hilbert space H, we define the synthesis operator
of {xn}, Sx : C
N → H by
Sx[(cn)n] =
∞∑
n=0
cnxn
where the convergence on the right is in the norm of H and the analysis operator of {xn},
Ax : H→ C
N by
Ax[f ] = (〈f, xn〉H)
∞
n=0.
(It is understood that the domain of Sx is not C
N itself, but rather a subset thereof on which
the series converges. Depending on the situation, Sx and Ax are understood to have smaller
domains and codomains than those above.)
Since C is a positive matrix, it is the Gramian of some sequence of vectors. That is to say,
there exists some sequence of vectors {xn}
∞
n=0 in some Hilbert space H such that
C = (〈xm, xn〉H)mn .
Observe that
AxSx[(cn)n] = Ax
(
∞∑
n=0
cnxn
)
=
(
∞∑
n=0
cn 〈xn, xm〉H
)
m
.
Thus, the composition AxSx = (〈xn, xm〉)mn as an operator on sequences is the transpose of
the Gramian of the {xn}. It follows that C can be realized by some sequence {xn} ⊂ H as
C = (AxSx)
T .
We denote by Se and Ae the synthesis and analysis operators for {en} ⊂ L
2(µ), respectively.
Note that en = e−n. It is easily seen that (AeSe)
T = AeSe, and therefore the matrix M =
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(µˆ(n−m))mn, which is the Grammian matrix of the {en}
∞
n=0 ⊂ L
2(µ), can be factored as
(6) M = AeSe
as a matrix. We can also formalize the factorization in Equation (6) as follows.
Lemma 1. The mappings
Se : ℓ
1 → L2(µ) : (cn)n 7→
∞∑
n=0
cnen
and
Ae : L
2(µ)→ ℓ∞ : f 7→ (〈f, en〉µ)n
are bounded operators. Likewise for Se and Ae. Consequently, the matrixM defines a bounded
operator from ℓ1 to ℓ∞ and M = AeSe.
Proof. The mapping Se is well-defined and bounded by absolute summability, while the
mapping Ae is well-defined and bounded by the Cauchy-Schwarz inequality. It follows that
the composition is bounded, and the matrix M represents the composition AeSe as argued
above. 
Definition 5. By Ds we shall mean the operator from ℓ
∞ to ℓ1 given by the diagonal matrix
whose diagonal is the vector ~s, where 0 < s < 1. Thus, Ds[(xn)n] = (s
nxn)n.
Definition 6. We shall define
V := span {~v : v ∈ D} .
Note that V is a proper, dense subspace of ℓ2.
Definition 7. Let X and Y be inner product spaces. Let S be a (possibly unclosed) subspace
of ℓ1. Let T1 : X → ℓ
∞ and T2 : S → Y be (possibly unbounded) linear operators. Suppose
that DsT1X ⊆ S for all 0 < s < 1. If there exists a bounded linear operator A : X → Y such
that
(7) lim
s→1−
〈T2DsT1x, y〉Y = 〈Ax, y〉Y
for all x ∈ X and y ∈ Y , then we say that A is the Abel product of T2 and T1, and we denote
this product by T2 ⊛ T1. If X and/or Y are subspaces of larger spaces, then the existence of
the limit may depend on the X and Y , and in fact may not exist for other subspaces. We
indicate this dependence as T2 ⊛ T1 = A ↾X,Y .
Remark 3. A few remarks regarding the Abel product:
1. The name “Abel product“ is inspired by Abel summation: if T2 and T1 are matrices
whose Abel product exists on the finite span of the standard basis vectors {δn} in ℓ
2,
then
lim
s→1−
〈T2DsT1δn, δm〉ℓ2 = lim
s→1−
∞∑
k=0
(T2)mks
k(T1)kn
which is the Abel sum of the ordinary matrix product of T2 and T1.
2. The Abel product extends the ordinary operator (matrix) product as follows: if T2 and
T1 are bounded operators, then T2 ⊛ T1 = T2 ◦ T1.
3. If X and Y are complete spaces, the existence of the limit in (7) for all x ∈ X and
y ∈ Y is by the Uniform Boundedness Principle enough to imply the existence of A.
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4. The same technique in [2, 1] for dealing with infinite matrices which are unbounded
operators on ℓ2(N0): in those papers the authors “pre-condition” an unbounded operator
with the same diagonal matrix as here, but the authors in [2, 1] use the diagonal matrix
to effectively perform a variable substitution, and do not consider the limit as we do
here.
2. A Matrix Characterization via the Abel Product
Our main result will establish a characterization of when µ is a representing measure for
KC . Theorem 2 says that µ ∈M(KC) if and only if C = (C ⊛Ae)(Se ⊛C). If in the special
case that M is a bounded operator from ℓ2 to ℓ2, i.e. both Ae and Se are bounded (which
occurs when {en} ⊂ L
2(µ) is a Bessel sequence, then we have the following consequence of
Theorem 2:
C = (C ⊛ Ae)(Se ⊛ C)
= (C ◦ Ae)(Se ◦ C)
= C(Ae ◦ Se)C
= CMC.
Therefore, the Abel product will allow us to rigorously extend this heuristic to the case when
M is not a bounded operator.
Theorem 1. Suppose C : ℓ2 → ℓ2 is a bounded positive operator representable by an infinite
matrix, and form the positive matrix KC(w, z) := 〈C~z, ~w〉 . Suppose KC(w, z) has weak
L2(µ)-boundaries in the sense that for each fixed w ∈ D, there exists a function K⋆w ∈ L
2(µ)
such that for every h(x) ∈ L2(µ),
lim
s→1−
〈
KC(w, se
2πix), h(x)
〉
µ
= 〈K⋆w(x), h(x)〉µ .
Suppose further that KC(w, z) reproduces itself with respect to these weak boundaries, i.e.
KC(w, z) = 〈K
⋆
w, K
⋆
z 〉µ .
Then there exists a bounded linear operator L : ℓ2 → L2(µ) such that
(8) K⋆w = L~w
for all w ∈ D, and
(9) lim
s→1−
〈
SeDsC
Tv, h(x)
〉
µ
= 〈Lv, h(x)〉µ
for all v ∈ V and h ∈ L2(µ). Consequently, L ↾V,L2(µ)= Se ⊛ C
T .
Proof. Observe that
〈K⋆w(x), h(x)〉µ = lim
s→1−
〈
K(w, se2πix), h(x)
〉
µ
= lim
s→1−
〈
∞∑
n=0
∞∑
m=0
cmnw
msne2πinx, h(x)
〉
µ
= lim
s→1−
〈
∞∑
n=0
(
CT ~w
)
n
sne2πinx, h(x)
〉
µ
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= lim
s→1−
〈
∞∑
n=0
(
DsC
T ~w
)
n
e2πinx, h(x)
〉
µ
= lim
s→1−
〈
SeDsC
T ~w, h(x)
〉
µ
.(10)
Define
(11) L : V → L2(µ) : (
N−1∑
j=0
αj ~wj) =
N−1∑
j=0
αjK
⋆
wj
.
We claim that L is well-defined. Indeed, suppose that
∑N−1
j=0 αj ~wj =
~0 for some distinct
~wj’s. Then in particular, the first N entries of
∑N−1
j=0 αj ~wj are equal to 0. However, this is
impossible, because the N ×N Vandermonde matrix
V = (( ~wm)n)mn
is nonsingular, since the ~wj are distinct. Thus, it has linearly independent rows. By
construction, then, L is linear, and (8) and therefore (9) hold.
We next claim that L is bounded on V , and hence can be extended to all of ℓ2. Because
KC(w, z) reproduces itself with respect to its boundaries,∥∥∥∥∥L
(
N∑
j=0
αj ~wj
)∥∥∥∥∥
2
µ
=
∥∥∥∥∥
N∑
j=0
αjK
⋆
wj
∥∥∥∥∥
2
µ
=
N∑
j=0
N∑
k=0
αjαkK(wj , wk)
=
N∑
j=0
N∑
k=0
αjαk
〈
C ~wk, ~wj
〉
ℓ2
=
〈
C
(
N∑
k=0
αk ~wk
)
,
N∑
j=0
αjwj
〉
ℓ2
≤ ‖C‖
∥∥∥∥∥
N∑
j=0
αj ~wj
∥∥∥∥∥
2
ℓ2
= ‖C‖
∥∥∥∥∥
N∑
j=0
αj ~wj
∥∥∥∥∥
2
ℓ2
.
It now follows from Equations (10) and (11) that L ↾V,L2(µ)= Se ⊛ C
T . 
Lemma 2. For v ∈ ℓ2, s ∈ (0, 1), we have
(12) SeDsCv = SeDsCTv.
Proof. We calculate
SeDsCv = SeDs
(
∞∑
n=0
cmnvn
)
m
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=
∞∑
m=0
sm
(
∞∑
n=0
cmnvn
)
em
whereas
SeDsC
Tv = SeDs
(
∞∑
n=0
cnmvn
)
m
=
∞∑
m=0
sm
(
∞∑
n=0
cnmvn
)
em.

Corollary 1. Under the hypotheses of Theorem 1, there exists a bounded linear operator
L˜ : ℓ2 → L2(µ) such that
lim
s→1−
〈SeDsCv, h〉µ =
〈
L˜v, h
〉
µ
for all v ∈ V and h ∈ L2(µ). Consequently, Se ⊛ C = L˜ ↾V,L2(µ).
Proof. Define L˜ : ℓ2 → L2(µ) by
L˜v := Lv.
It is easy to see that L˜ is linear and has the same bound as L. Let h ∈ L2(µ). We have:
lim
s→1−
〈SeDsCv, h〉µ = lim
s→1−
∫ 1
0
[SeDsCv](x)h(x) dµ(x)
= lim
s→1−
∫ 1
0
[SeDsCTv](x)h(x) dµ(x)
=
∫ 1
0
(
[Lv](x)
)
h(x) dµ(x)
=
〈
L˜v, h
〉
µ
.

Lemma 3. Under the hypotheses of Theorem 1, for all w, z ∈ D,〈
Se ⊛ C
T ~w, Se ⊛ C
T~z
〉
= 〈Se ⊛ C~z, Se ⊛ C ~w〉 .
Proof. By Theorem 1 and Corollary 1, both Se ⊛ C
T and Se ⊛ C exist on V . We have by
Lemma 2:〈
Se ⊛ C
T ~w, Se ⊛ C
T~z
〉
µ
= lim
s→1−
lim
r→1−
∫ 1
0
[SeDrC
T ~w](x)[SeDsCT~z](x) dµ(x)
= lim
s→1−
lim
r→1−
∫ 1
0
[SeDrC ~w](x)[SeDsC~z](x) dµ(x)
= 〈Se ⊛ C~z, Se ⊛ C ~w〉µ .

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Lemma 4. Suppose there exists a bounded operator L : ℓ2 → L2(µ) such that L ↾V,L2(µ)=
Se ⊛ C
T . Then for all h ∈ L2(µ) and v ∈ V ,
lim
r→1−
〈
CTDrAeh, v
〉
ℓ2
= 〈L∗h, v〉ℓ2 .
Consequently, CT ⊛ Ae = L
∗ ↾L2(µ),V .
Proof. We calculate:
lim
r→1−
〈
CTDrAeh, v
〉
ℓ2
= lim
r→1−
〈(
∞∑
n=0
cnmr
n 〈h, en〉µ
)
m
, v
〉
ℓ2
= lim
r→1−
∞∑
m=0
∞∑
n=0
vmcnmr
n 〈h, en〉µ
= lim
r→1−
∞∑
n=0
∞∑
m=0
vmcnmr
n 〈h, en〉µ [by absolute summability]
= lim
r→1−
〈
h,
∞∑
n=0
∞∑
m=0
vmcmnr
nen
〉
µ
= lim
r→1−
〈
h, SeDrC
Tv
〉
µ
= 〈h, Lv〉µ
= 〈L∗h, v〉ℓ2 .

We are now in a position to prove our main result, which is a characterization of when a
Borel measure µ is a representing measure for a positive matrix KC on D. Here we formalize
the heuristic C = CMC using the Abel product.
Theorem 2. Suppose C is a positive bounded operator on ℓ2 and µ is a Borel measure on
[0, 1). Then µ ∈M(KC) if and only if C ↾V,ℓ2= (C ⊛ Ae)(Se ⊛ C).
Proof. If µ ∈M(KC), then by definition, KC(w, z) has weak boundaries and reproduces with
respect to those boundaries, and so Theorem 1 applies. Hence, for any v =
∑M−1
j=0 αj ~zj ∈ V
and w =
∑M−1
k=0 βk ~wk ∈ V ,〈
C
(
M−1∑
j=0
αj ~zj
)
,
N−1∑
k=0
βk ~wk
〉
ℓ2
=
M−1∑
j=0
N−1∑
k=0
αjβk 〈C~zj , ~wk〉ℓ2
=
M−1∑
j=0
N−1∑
k=0
αjβkKC(wk, zj)
=
M−1∑
j=0
N−1∑
k=0
αjβk
〈
K⋆wk , K
⋆
zj
〉
µ
=
M−1∑
j=0
N−1∑
k=0
αjβk
〈
L ~wk, L~zj
〉
µ
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=
M−1∑
j=0
N−1∑
k=0
αjβk
〈
Se ⊛ C
T ~wk, Se ⊛ C
T ~zj
〉
µ
=
M−1∑
j=0
N−1∑
k=0
αjβk 〈Se ⊛ C~zj , Se ⊛ C ~wk〉µ [by Lemma 3]
=
M−1∑
j=0
N−1∑
k=0
αjβk 〈(C ⊛ Ae)(Se ⊛ C)~zj , ~wk〉ℓ2 [by Lemma 4]
=
〈
(C ⊛ Ae)(Se ⊛ C)
(
M−1∑
j=0
αj ~zj
)
,
N−1∑
k=0
βk ~wk
〉
ℓ2
.
Since V is dense in ℓ2, by continuity of the inner product the above holds not just for w ∈ V
but for all w ∈ ℓ2, and hence C ↾V,ℓ2= (C ⊛ Ae)(Se ⊛ C).
Conversely, suppose C ↾V,ℓ2= (C⊛Ae)(Se⊛C). Since Se⊛C is assumed to exist boundedly
on V , there exists a bounded extension L˜ : ℓ2 → L2(µ) of Se ⊛ C. Lemma 4 applies to
show that (CT ⊛ Ae) = L˜
∗ ↾L2(µ),V , and Se ⊛ C
T exists by the proof of Corollary 1. Let
h(x) ∈ L2(µ). We have
lim
s→1−
〈
KC(w, se
2πix), h(x)
〉
µ
= lim
s→1−
〈
∞∑
n=0
∞∑
m=0
cmnw
msne2πinx, h(x)
〉
µ
= lim
s→1−
〈
SeDsC
T ~w, h
〉
µ
=
〈
(Se ⊛ C
T )~w, h
〉
µ
,
which shows that KC(w, z) possesses weak L
2(µ) boundaries K⋆w = (Se⊛C
T )~w. Then observe
that by Lemma 3
〈K⋆w, K
⋆
z 〉µ =
〈
(Se ⊛ C
T )~w, (Se ⊛ C
T )~z
〉
µ
= 〈(Se ⊛ C)~z, (Se ⊛ C)~w〉µ [by Lemma 3]
=
〈
L˜~z, L˜ ~w
〉
µ
[by Corollary 1]
=
〈
L˜∗L˜~z, ~w
〉
ℓ2
= 〈(C ⊛ Ae)(Se ⊛ C)~z, ~w〉ℓ2
= 〈C~z, ~w〉ℓ2 [by assumption]
= KC(w, z).
Thus, µ ∈M(KC).

3. Examples
Here are a few examples to illustrate the Abel product. First, consider the matrices
B =
(
1 1 1 . . .
)
, A =
(
1 −1 1 −1 . . .
)T
.
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We view A as being a bounded operator from C = ℓ2({0}) to ℓ∞(N0), and B a bounded
operator from ℓ1(N0) to C. Note that the neither the matrix product nor the composition
between B and A exist. However, for x, y ∈ C, we have
〈BDrAx, y〉 =
∞∑
n=0
(−r)nxy →
1
2
〈x, y〉.
Thus, the Abel product exists, and (B ⊛A)x =
1
2
x.
We now turn to an example that illustrates Theorem 2 with a measure µ and a matrix C
for which the ordinary products Se ◦C and C ◦Ae do not exist. Let E ⊂ [0, 1) be a finite set
of points, and let µ be the normalized, equal-weight point-mass measure supported on E. By
[28, Theorem VIII.1.14] (see also [18, 24]), there exists a continuous function ψ in the disc
algebra A(D) whose Fourier series
∑
∞
n=0 ane
2πint diverges on E. Set
ϕ(t) =
ψ(e2πit)
‖ψ(e2πit)‖µ
.
Note that ϕ is continuous, so that its Fourier series is Abel summable to itself pointwise
everywhere, and that ‖ϕ‖µ = 1.
Now, define ~x = (〈en, ϕ〉2)
∞
n=0. That is, ~x is the sequence of conjugated Fourier coefficients of
ϕ. Let C = ~x⊗~x = (xmxn)mn. Since µ is a finite sum of point-masses, L
2(µ)-norm convergence
and pointwise convergence are equivalent. Thus, we compute that for any ~y ∈ ℓ2(N0) and
h ∈ L2(µ),
lim
r→1−
〈SeDrC~y, h〉µ = lim
r→1−
〈
SeDr
(
xm
∞∑
n=0
xnyn
)
m
, h
〉
µ
= lim
r→1−
〈
Se (r
mxm 〈~y, ~x〉ℓ2)m , h
〉
µ
= lim
r→1−
〈
∞∑
m=0
rmxm 〈~y, ~x〉ℓ2 em, h
〉
µ
=
〈
lim
r→1−
∞∑
m=0
rmxm 〈~y, ~x〉ℓ2 em, h
〉
µ
= 〈〈~y, ~x〉ℓ2 ϕ, h〉µ
This shows that Se⊛C = 〈·, ~x〉ℓ2 ϕ (formally in the weak operator topology, but since L
2(µ) is
finite dimensional, we obtain convergence in the strong operator topology). We note that, by
construction, for any t ∈ E,
∑
∞
m=0 xmem(t) does not converge, and so the above computations
without the limit and with r = 1 show that the ordinary composition Se ◦ C does not exist.
By Lemma 4, we obtain that C ⊛ Ae = 〈·, ϕ〉µ ~x. We then have that for any ~y, ~z ∈ ℓ
2(N0),
〈(C ⊛Ae)(Se ⊛ C)~y, ~z〉ℓ2 = 〈(C ⊛ Ae) 〈~y, ~x〉ℓ2 ϕ, ~z〉ℓ2
=
〈
〈~y, ~x〉ℓ2 〈ϕ, ϕ〉µ ~x, ~z
〉
ℓ2
= 〈〈~y, ~x〉ℓ2 , ~z〉ℓ2
= 〈C~y, ~z〉ℓ2 .
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Thus by Theorem 2, µ ∈M(KC).
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