Computational intelligence is employed to solve factual and complicated global problems, though neural networks (NNs) and evolutionary computing have also affected these issues. Biometric traits are applicable for detecting crime in security systems because they offer attractive features such as stability and uniqueness. Although various methods have been proposed for this objective, feature shortcomings such as computational complexity, long run times, and high memory consumption remain. The current study proposes a novel human iris recognition approach based on a multi-layer perceptron NN and particle swarm optimisation (PSO) algorithms to train the network in order to increase generalisation performance. A combination of these algorithms was used as a classifier. A pre-processing step was performed on the iris images to improve the results and two-dimensional gabor kernel feature extraction was applied. The data was normalised, trained, and tested using the proposed method. A PSO algorithm was applied to train the NN for data classification. The experimental results show that the proposed method performs better than many other well-known techniques. The benchmark Chinese Academy of Science and Institute of Automation (CASIA)-iris V3 and Center for Machine Learning and Intelligent Systems at the University of California, Irvine (UCI) machine learning repository datasets were used for testing and comparison.
Introduction
Machine intelligence algorithms such as machine learning, evolutionary computing, and neural networks (NNs) have made progress in soft computing, computer vision, and pattern recognition. The recent increase in the number of terrorist attacks and crime and the use of e-commerce means that heightened security measures are required [1] . Biometric technology has brought new recognition systems to identify individuals both physically (iris, veins, face, fingerprints, and palm prints) and behaviourally (gait, voice, and signature) [2] . All of these methods are useful approaches, but iris recognition is best. Intelligent systems with fewer coefficient errors and high reliability are required for iris recognition [3] .
The diaphragm of the human iris is a circular area set between the cornea and lens of the eye [4] . The diameter of the iris is about 12 mm and the size of the pupil varies from 10% to the more common 80% of the iris [5] . The stability of iris texture throughout a lifetime makes it a proper object for discrimination. It is also an internal organ which can be clearly observed with the naked eye and has a unique physiological structure. Biometric systems can be used for mobile phones, medical testing, computer systems security, credit cards, secure access to buildings, social services, and secure electronic banking [4] . One of the most significant biometric recognition systems is iris recognition, which can identify a person using the features of his/her iris [6] . Table 1 is a list of acronyms.
Section 2 presents the problem description. Section 3 reviews related and background work. Section 4 describes the preliminaries. The proposed multi-layer perceptron NN-particle swarm optimisation (MLPNN-PSO) method is introduced in Section 5. The experimental results are presented in Section 6 and the conclusion in Section 7.
Problem description
It is known that iris texture is an effective means of identifying an individual [6] . Numerous methods have been developed for this such as that by Tallapragada and Rajan [7] , who proposed a combination of the grey-level co-occurrence matrix and Haar wavelet features to enhance iris recognition. The authors used features of frequency and spatial domain, but the accuracy rate was low. To address this issue and obtain a reasonable accuracy rate, the present study proposes the two-dimensional (2D) gabor kernel to extract features from the human iris to develop a novel model based on MLPNN-PSO. The method is effective, low cost, and produces precise results in optimisation. There are no previous examples of applications of a combined MLPNN and PSO algorithm for iris recognition.
Related and background work
This section provides a brief overview of artificial NN algorithms and methods utilised in iris recognition systems. Daugman [8] developed 2D gabor filtration to encrypt iris patterns. Abiyev and Altunkaya [9] presented a novel iris recognition system based on NNs for identifying individuals biometrically and also proposed a fast algorithm to localise iris boundaries. Cho and Kim [10] used 2D wavelet transform based on Haar wavelets for feature extraction to recognise the human iris and applied Learning Vector Quantization (LVQ) NN for classification purposes. They applied the dimensional winner-selection approach.
Srivastava et al. [11] developed a human recognition system based on the fusion of evolutionary fuzzy clustering with the Minkowski distance and then used functional modular NNs (FMNNs) for classification. Ye et al. [12] proposed iris imaging in real-time pre-estimation based on a back propagation NN (BPNN) using multiple independent BPNNs to extract the overall and contour features and localise the iris image. They used various training weights to calculate the pre-estimation output. Ma et al. [13] introduced a verification method based on gabor filtration and wavelet moments for iris feature extraction. They also employed principal component analysis (PCA) and BPNN to reduce dimensionality and for classification, respectively. Dhage presented a method based on discrete wavelet transform (DWT) feature extraction and binary PSO for feature selection and radon transforms to recognise iris patterns [14] .
Chen and Chu [15] presented 1D circular feature extraction, then used 1D wavelet transform and the Sobel operator to extract the reduced features. They then enhanced the accuracy rate using a combination of probabilistic NN (PNN) and PSO. Hollingsworth developed a 2D gabor filter and used the Hamming distance for texture extraction of the iris [16] . Chen and Chu [17] developed the Sobel transform and vertical projection for iris features. They then employed wavelet PNN (WPNN) for classification and used PSO to train the WPNN. Tsai et al. [18] introduced optimised gabor filtration using PSO to tune the parameters for feature extraction and used the relative variation analysis method as a classifier.
Shaikh and Doye [19] used a novel iris recognition system based on adaptive central force optimisation (ACFO) and BPNN. They then utilised adaptive median filtration to remove iris noise in a pre-processing step. Clausi and Jernigan [20] selected the location of the filter and used compactness of the power spectrum for texture. They used the highest significant spectrum as a filter locus and selected the first lower frequency to specify the cyclic textures. The greater maxima were proposed for indirect texture, but this approach requires different peaks and is difficult.
The ability of gabor filtration to extract features with noise is considerable because it can efficiently analyse images [21] . Gaxiola et al. [22] presented a novel iris recognition approach based on NNs and fuzzy integration. Wang et al. [23] introduced an iris recognition method using 2D wavelets and the AdaBoost with NNs. Farouk et al. [24] proposed an iris recognition system using active contour models for the pre-processing step. They then used the gabor for feature extraction by convolving the resized segmented iris with 2D gabor wavelets. For the recognition step, multi-dimensional artificial NN (MDANN) was used.
Nedjah et al. [25] developed hardware architecture for implementing ANNs based on an MLP to decrease the processing time. Kennedy and Eberhart [26] presented a primary binary version of the PSO. The travelling salesman problem (TSP) [27] and permutation flow shop sequencing problem [28] are different types of discrete PSO algorithms. The PSO algorithm is a swarmbased evolutionary approach presented by Eberhart and Kennedy [29] that is an effective optimisation device.
To complete the proposed novel human iris recognition system, the current study extended the ANN-based MLP approach and then developed a PSO algorithm. The proposed method and related algorithms were then compared. The following differences were identified for the proposed approach as opposed to the previous research discovered in the literature review:
• A new hybrid recognition approach using MLPNN and PSO is proposed that will increase the confirmed accuracy of iris recognition.
• The 2D gabor kernel is used on normalised images to extract iris features.
The current paper proposes a method for the iris recognition domain, but the method can also be used for facial recognition application systems as developed by Ahonen et al. [30] . The proposed method and algorithm can be performed in any domain of iris recognition, as for example, in airports for anti-terrorism control [31] , in border control for iris identification as a passport [32] , for secure access to bank accounts in automated teller Machines [33] and to log into a computer [34] .
Preliminaries

Iris image pre-processing
Good performance for iris recognition requires high-quality images of the iris. The pre-processing steps comprise two phases: iris localisation and normalisation. These were performed on the iris images to obtain the region of interest (ROI) of the iris and minimise the noise of the images.
In the first phase, the iris localisation must be carried out without error. This step detects borders internally and externally then separates the sclera and pupil. A number of methods have been developed for this purpose. The present paper uses the circular Hough transform algorithm [35, 36] . In the second phase, the rubber-sheet model of Daugman [37] was used for normalisation to convert the image from the space of the Cartesian coordinates to polar coordinates.
Iris localisation:
The grey-scale format must apply in the captured image. The holes (regions in which dim pixels surround light pixels) that exist in a grey-level image must be identified. A canny edge detection operator must be used to make an edge map on a grey-level image. The circular Hough transform utilised by Wildes and Ahmadi was employed on specific areas on the edge image to assess the definite inner and outer iris circle parameters [35, 36] .
Image normalisation:
Remapping to provide altered measurements of the iris image from Cartesian to polar coordinates is called normalisation. In the current paper, the ring of the iris was reformed to a rectangular square of composition having a stabilised size (64 × 512) (Fig. 1 ). Daugman's rubber-sheet model [37] was employed for iris normalisation as shown in Fig. 2 .
The rubber-sheet model is defined in (1)-(3) [37] , where the images of iris area are I(x, y), the main Cartesian coordinates are (x, y), the polar coordinates are (r, θ), and xl, yl, xp, and yp are the iris and pupil boundaries coordinate in the θ direction
I(x(r, θ), y(r, θ)) → I(r, θ)
(1)
where the iris coordinates are (xi, yi) and (xp, yp) and the pupil together with the x and y directions in the Cartesian coordinate system. 
Image segmentation:
The main, and most important, step in iris recognition is image segmentation. Several image quality measures were used to assess and compare the dilation ratio and occlusion acquired from this step. Identification of the pupil and limbic boundaries and eyelash and eyelid removal were done at this time (Fig. 3 ).
2D gabor kernel method
Multichannel filtration changes the components of the spatial frequency of the various textures to extract the features of a texture. Decomposing the input image into different images using their textural information is a specific characteristic of this filter. Afterwards, the data is used to extract the features. The gabor filter bank was used to explain the channels in the spatial domain and frequency domain simultaneously. This prominent feature of gabor filtering has the advantage of joint localisation [38] . The gabor filter parameters are chosen precisely to determine the suitability of the human visual system. The superfluous features of gabor reduce the dimensions of the required features. The gabor kernel approach was used to solve this issue. Each trained sample was twisted with regard to all gabor kernels. The distance within and between the classes was calculated using these twisted outcomes and the classes were used to choose the gabor kernel. To enhance algorithm performance and the power of discrimination, a method of learning the extracted features is required. Some approaches to this are machine learning, ANN, and evolutionary computing methods.
In the spatial domain, the 2D gabor filter is defined as follows:
where
in which λ is the sinusoidal function wavelength in f = (1/λ), θ is the gabor filter orientation, ψ = 90 ∘ is the true value of the gabor filter phase offset, ψ = 0 is the fanciful value of the gabor filter, σ is the bandwidth, and γ is the aspect ratio [39] .
Pattern matching 4.3.1 ANNs and MLP:
ANNs are smart universal computational algorithms comprising a number of neurons used to solve specific problems. These systems are programmed for special applications by learning the classification of data and pattern recognition. This involves adjustments for connecting the synapses between neurons to form a hierarchical structure. ANNs work as parallel processors that are connected such as a graph to provide fast decision making. Each neuron of this network is called a node. The high degree of correlation among features with no prior knowledge of the dataset can be used to form composite hypotheses of this network [40] .
Classification of non-separable problems requires more layers. A single-layer perceptron can separate linear problems [41] . In a network with one layer, only the output layer counts as a node. In a network with more layers, the hidden and output layers count as nodes and the input layers do not; thus, there is no need for calculation.
To learn the MLPNN, network weights (w) should be defined to minimise the function of the output cost in which 'out' is the final layer output and delineates the output from error function E. The learning MLPNN can be written as [42] 
where E SSE is the squared error, targ is the target output, p is the training pattern, j is a neuron, out j is the actual output of output neuron j, and N is the number of data points. Equation (8) updates the weights using gradient descent sets as
where η is the learning rate. The training of the MLPNN algorithm includes the steps as shown in Table 2 [42].
Particle SO:
PSO is based on a population of particles that is initialised randomly. In this algorithm, a collection of particles that can move are used to seek through the search space at high speed. PSO benefits from one end to the other from manifold distinct optimisation algorithms that are easy to execute. PSO algorithms have been successfully presented in several papers and applications [43] . Objective function (f) is used to assess the positions of the particles and the following equation obtains the personal best position [44] :
The global best position is defined as [42] y′ ∈ {y 0 , y 1 , y 2 , …, y s } = min { f (y 0 ), f (y 1 ), …, f (y s )} (10)
The particle speed and random location are updated at each iteration by integrating the current solution, personal best solution, and global best solution of each particle using (11) and (12) as
where w is the inertia constant, c 1 and c 2 are the velocity coefficients (∼2), r 1 and r 2 are random numbers, and V i falls between [−V max , V max ] in which V max denotes the maximum velocity [29] . These steps are repeated until the velocity approaches zero. To assess the optimality criteria, a fitness function is used. The PSO algorithm comprises the steps shown in Section 5 [45] (Table 3) .
Proposed MLPNN-PSO method
In this section, the feature extraction, as an image pre-processing step to find the ROI, and the MLPNN-PSO algorithm, as an iris recognition step, are described.
Feature extraction
For feature extraction, the gabor filter extracted textures and visual features. This method is defined as [46] 
where µ and ν are the stand and scale for the direction of the wavelet, respectively, ψ µ,ν is the gabor filter function, k µ,ν is the vector of the wavelet, σ is the filter bandwidth of the wavelet, z = (x, y) are the coordinates of the pixel, and i is the complex operator. We used 20 and 50 scales at orientations 0.7854 and 1.5708 as shown in Table 4 . These parameters were obtained by trial and error. The vector of the wavelet is defined in (15) , in which k max is the maximum frequency
The completion step for extraction of features using the gabor filter was done in the µ direction at ν scale using convolution operations. The pixel value of the iris image is I(z) as defined in (16)
MLPNN-PSO algorithm
The MLPNN-PSO algorithm has been proposed to identify and detect the iris region. Although NN performance depends on accurate weight selection, exact structure also plays an important role in NN performance. In fact, the NN structure is formed by a number of neurons that are connected accurately. Learning NN with a large dataset requires an appropriate structure for iris recognition systems. The optimisation of an evolutionary structure for NNs has been shown to be a strongly effective strategy for selecting the structure in addition to the weights. The evolutionary algorithm can be added to the prior NN structure in the form of an approximated optimised pattern. The proposed MLPNN architecture consists of 100 neurons in the hidden layer. In the input layer, there are 280 inputs, each corresponding to a pre-processed iris image. Finally, there is one neuron in the output layer. The basic structure of the MLPNN was altered to prepare it to apply the PSO algorithm as an optimisation tool to specify the MLPNN optimal weights. In the training section of the MLPNN, the MLPNN training function was modified using the PSO algorithm. An evolutionary method of PSO was written into the function. Instead of using the optimisation-based feature Table 2 Steps for training MLPNN algorithm (1) selection of training patterns for the learning network (2) defining N input, N − 1 hidden layers, and N output as fully connected layers with their prior layers by weight of connection (3) random production of initial weights (4) choosing error function E(w) and η correctly (5) updating the weight of all weights (w) and all training patterns (p) Δw = − η∂E(w)/∂w (6) repetition of step 5 until the error function of the network becomes sufficiently small Table 3 Steps of PSO algorithm (1) define the preliminary particle (2) compute the fitness function for all particles (3) continue with step 4 if step 3> personal best; otherwise go to step 5 (4) allot the values of the present fitness to new personal jump to step 6 (5) save prior personal best. Go to step 6 (6) allot the personal best of the best particle for the global best (7) compute the velocity of all particles (8) use the velocity values to update the data for all particles (9) if the target attained, continue to step 10; otherwise repeat steps 2-9 gradient in the MATLAB NN toolbox, the evolutionary methodbased PSO was used. The arguments for the function stand without change because it is not desirable to add or remove additional items to the function. In the proposed method, PSO is located in the inner and outer loops. The first loop is the inner loop, which is tasked to find the value of the training error related to the proposed structure, and the outer loop is tasked with optimising the NN structure. The global best is considered for those particles which provide the minimum mean square error (MMSE). The corresponding personal best is considered for all particles in the outer layer. Subsequently, the particles update their own structures in each iteration using their global and personal bests.
The weights of the MLPNN are important and must be specified. These are input weight (IW), layer weight (LW), and bias (b). In addition to the inputs entered into each neuron, a constant bias value was added to create the output. This MLPNN parameter must also be trained; hence, the underlying issue is accessible to these parameters. In the current paper, IW equaled 100 × 486 and was the number of neurons used in the first layer for the first element in which 486 was the number of inputs in the network. LW equaled 1 × 100 and denoted 100 neurons to 1 output layer. The bias weight was 100 × 1. The passive parameters of this network were calculated for IW, LW, and b to be 101, 100, and 100, respectively. This totaled 301 passive parameters that must be specified; thus, from the perspective of optimisation, 301 dimension problems were involved.
Apart from the type of algorithm used, the cost function of the algorithm had to be prepared. The xx vector was defined for the population, then each row of the population vector was read. This vector converted to an understandable network by changing from vector mode to matrix mode. The matrices replaced the different network sections and the network output was the same structure with the weights replaced. When the network returned, to obtain output, the new network was trained with the new data. A cost function was defined to minimise the error between the real network and the NN. This meant that the cost function encouraged the networks to be close to real output and vice versa.
After preparing the cost function for training the NN, the optimised PSO algorithm was designed and its parameters which were important for optimising the training process were defined. The convergence rate was influenced tremendously by one of these parameters. In this paper, in order to make a valid comparison, the parameters utilised to evaluate the effect of convergence rate were extremely similar. The number of maximum fails was set to 15, which had no influence on MLPNN performance. The maximum epoch number, which is the stopping condition of the validation step, was set to 2000 and the global minimum was set to 0.001. For time management, no limitation was set on training (it was set to infinity). The network topology for PSO was followed by the global best. Using this topology, all particles were located in the neighbourhood of other particles and were attracted to the centre of the search space at the same time.
The parameters used in PSO were the particle size (200, 500, 1000), cognitive acceleration coefficient (c 1 : 0.5, 2), and social acceleration coefficient (c 2 : 2, 4, 4.5). The weight of inertia linearly was changed per grouping from 0.3 to 0.8. In this paper, the determination of the parameters was dependent on the results of comparison. The rate of optimality was based on the collection of parameters which were efficient for MLPNN-PSO convergence. Table 5 shows the parameters used to test the proposed method. The structure of the MLPNN-PSO algorithm is shown in Fig. 4. 
Experimental results
CASIA-iris V3 database and UCI machine learning repository datasets
The CASIA-iris V3 database from the Chinese Academy of Science and Automation (CASIA) and three datasets from the UCI machine learning repository at the Center for Machine Learning and Intelligent Systems at the University of California, Irvine (UCI) were used to analyse the efficiency of the proposed method. CASIA-iris V3 database includes seven images 320 × 320 pixels in dimension (Joint Photographic Experts Group format) for each individual [47] . The MLPNN-PSO algorithm was trained using 40 subjects with 7 images from each subject. The three UCI datasets had 699 instances and 9 features from a breast cancer dataset. The iris (flower) dataset had 150 instances with 4 features and the vintage wine dataset had 178 instances with 13 features [48] .
Gabor kernel feature extraction
The time elapsed for the 2D gabor kernel was calculated and is shown in Fig. 5 . The average time calculated was 444.80 s for nearly 140 images. Fig. 6 shows a visual example of this method.
MLPNN-PSO algorithm results
The network was designed to consider 486 layers for the input layer and 100 layers for the hidden layer. Tansig was used for the activation function, Levenberg-Marquardt for training the network and MSE for the network performance. The Levenberg-Marquardt function obtained better results and was fast, but required a lot of memory.
This section compares the proposed MLPNN-PSO method and five existing iris recognition algorithms (Rai and Yadav [49] , Ali et al. [50] , Gaxiola et al. [51] , Raja and Rajagopalan [52] , Dias et al. [53] , and Ma et al. [54] ) from the CASIA-iris V3 dataset and UCI machine learning repository. Table 6 shows the accuracy rates for all approaches. The existing approaches for iris recognition mostly concentrated on iris coding and matching. Although Daugman's method [55] was based on iris coding and also showed good performance, the current study was based on feature extraction. The outcomes in Table 6 demonstrate that the proposed method had sufficient efficiency and was appropriate for applications that require low power. Table 7 reports the accuracy rates of the proposed method at different iterations (100, 300, 1000, 2000), with a different number of neurons in each layer (5, 10, 50, 100) and different particle swarms (200, 500, 1000) on the CASIA-iris V3 dataset. This table shows that the highest accuracy rate for the MLPNN-PSO method was 95.36% for 200 particle swarms with 100 neurons and 1000 iterations. This accuracy is reasonably good. On the basis of observation, a greater number of neurons in each layer do better than a lower number of neurons. Table 8 showed the accuracy rates for the proposed method at different iterations (50, 100, 200, 300) , with a different number of neurons in each layer (10, 20, 30) , and a different number of particle swarms (100, 200, 300) on the UCI machine learning repository datasets for breast cancer, iris (flower), and wine. According to this table, the highest accuracy rate for the MLPNN-PSO method for the breast cancer dataset was 99.98% for the 200 [51] 83.33 Raja and Rajagopalan [52] 93.30 Dias et al. [53] 94.24 Ma et al. [54] 94.91 Daugman [55] 99.9 proposed method 95.36
particle swarm with 10 neurons and 300 iterations. This accuracy is logically acceptable and, on the basis of observation, a greater number of neurons in each layer do better than a lower number of neurons.
The resultant images are shown in Fig. 7 . As seen, the network with the PSO algorithm was trained precisely and obtained a high rate of accuracy.
The cumulative match scores characteristic (CMC) curve, which is a plot of the accuracy rate versus rank, performed better than the proposed method and existing iris recognition methods (Figs. 8a and b) . Fig. 8a shows that the efficiency of the methods changed in relation to the datasets. Fig. 8b shows the proposed method performed better using the MLPNN-PSO algorithms on the UCI datasets. The Rai et al. and Ali et al. identification rates were the lowest and Gaxiola et al. showed mid-level performance on a CASIA-iris V3 dataset. It appears that recognition efficiency is associated with the level of noise in each dataset. Since the low level of noise produced matching scores from among a gallery of individuals and iris codes with a high percentage of reliability, it produced the most trustworthy scores. If the level of noise was high, the matching scores became unreliable. The CMC curve indicates that the proposed method achieved the highest identification rate. Considering the reliability of recognition performance, it can be seen that MLPNN-PSO was more stable, faster, and more reliable. The accuracy rate of the proposed method was compared at different iterations, for a different number of neurons in each layer, and different particle swarms for the CASIA-iris V3 and UCI machine learning repositories for breast cancer, iris (flower), and wine datasets. Fig. 9a shows that the MLPNN-PSO algorithms for the CASIA-iris V3 dataset at 1000 iterations using 100 layers in each neuron and 200 particle swarms outperformed the other parameters. Fig. 9b shows the results for the breast cancer, iris, and wine datasets from the UCI machine learning repository. It is evident that the algorithm obtained a high level of accuracy for the three datasets for different iterations, different layers in each neuron, and different particle swarms. The results confirm that the proposed method performed accurately with all datasets.
The unregistered and accepted iris image ratio and the rejected ratio registered what is called the 'false accept rate' (FAR). The registered and rejected iris image ratio and the accepted ratio that is unregistered is called the 'false reject rate' (FRR). The different biometric approaches were juxtaposed in connection with the genuine accepted ratio (GAR) and FAR as
The receiver operating characteristic (ROC) curve is shown in Fig. 10 and plots the GAR attempts against the impostor accepted rate attempts. Fig. 10 demonstrates the strong performance of the algorithm in verification mode. Fig. 11 shows the iris verification performance evaluated using the equal error rate (EER).
Conclusion
The present paper proposed a novel iris recognition method-based MLPNN and PSO to classify iris images. The 2D gabor kernel algorithm was used for feature extraction. The results of testing on the CASIA-iris V3 database and UCI machine learning repository databases indicate that the hybrid MLPNN-PSO algorithm is an effective, appropriate, stable, robust, and competitive recognition method for human iris recognition. The experimental outcomes were better for the hybrid algorithm than when the MLPNN and PSO algorithms were used separately. Future study will investigate the combination of fuzzy systems and MLPNN-PSO methods. To increase the efficiency of the proposed algorithm and achieve better success, a proper classifier must be found for the proposed approach. A comparison of the proposed method with different classification methods is also planned using an identical database.
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